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Abstract	
	It	is	widely	accepted	that	magnetic	reconnection	is	the	most	efficient	means	of	transporting	solar	wind	plasma	across	the	terrestrial	magnetopause.	However,	at	Saturn’s	magnetopause,	conditions	for	reconnection	are	considerably	different	to	those	at	the	Earth,	and	reconnection	seems	to	play	a	much	less	important	role	in	energy	transport	across	the	magnetopause	at	Saturn	than	at	the	Earth.	Therefore,	other	transport	mechanisms,	such	as	diffusion	and	‘viscous’	mechanisms	become	relatively	more	important.	The	Kelvin-Helmholtz	(K-H)	instability	is	a	prime	candidate	for	such	an	alternative	mechanism,	as	first	suggested	by	Dungey	(1955).		The	K-H	instability	has	been	the	subject	of	numerous	studies	at	the	Earth,	but	its	operation	and	impact	at	Saturn	is	much	less	well	understood.	This	thesis	builds	on	work	undertaken	by	previous	authors	to	identify	K-H	waves	on	the	Kronian	magnetopause.	These	waves	were	found	to	exist	on	the	dusk	flank	magnetopause,	which	has	previously	been	thought	to	be	stable	to	the	instability	due	to	a	reduced	flow	shear	between	magnetospheric	and	magnetosheath	plasma	compared	to	the	dawn	flank.	This	asymmetry	is	due	to	the	sense	of	magnetospheric	(sub)corotation	with	the	planet.		The	frequency	with	which	the	magnetopause	is	seen	to	become	K-H	unstable	as	a	function	of	local	time	is	then	investigated,	and	surprisingly,	the	dusk	flank	is	found	to	be	as	unstable	as	the	dawn	flank.	It	is	proposed	that	this	is	due	to	the	nature	of	the	magnetic	field	structure	in	the	outer	magnetosphere	adjacent	to	the	magnetopause.	Viscous	interaction	causes	the	magnetic	field	in	the	outer	magnetosphere	to	have	a	larger	component	parallel	to	the	magnetopause	in	the	equatorial	plane	on	the	dawn	flank,	compared	to	the	dusk	flank.	This	in	turn	raises	the	threshold	for	boundary	instability	on	the	dawn	flank	magnetopause.		The	final	part	of	the	thesis	investigates	the	non-linear	behaviour	of	the	instability	far	along	the	flanks-	more	specifically	concerning	the	rolling	up	of	waves	into	vortices	and	the	plasma	mixing	that	results.	
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Chapter	1:	 Introduction			 The	objective	of	this	chapter	is	first	to	introduce	the	reader	to	the	various	physical	approaches	 to	describing	 the	dynamics	of	a	plasma.	Space	plasmas	are	then	 introduced	 and	 the	 way	 in	 which	 they	 interact	 with	 one	 another,	 in	particular	 the	 encounter	 between	 the	 solar	 wind	 and	 a	 magnetised	 planet	 is	discussed.	 Due	 to	 the	 subject	 matter	 of	 this	 thesis,	 the	 focus	 is	 mainly	 on	 the	interactions	at	the	Earth	as	a	comparison	with	Saturn.	Also	 known	 as	 the	 fourth	 state	 of	 matter,	 plasma	 is	 defined	 as	 a	 quasi-neutral	ionised	gas.	A	result	of	the	ionisation	state	is	that	electromagnetic	forces	become	 important	 in	 determining	 plasma	 behaviour.	 Examples	 of	 naturally	occurring	 plasmas	 are	 lightning	 bolts,	 the	 solar	 wind,	 the	 solar	 interior,	 and	inside	planetary	magnetospheres.	Plasmas	are	typically	at	very	high	temperature,	in	order	to	sufficiently	ionize	the	gases	that	make	up	the	plasma.	Although	it	is	possible	to	make	plasma	in	the	laboratory	on	the	small	scale,	plasmas	in	the	solar	system	and	in	interstellar	space	provide	natural	laboratories	for	the	study	of	plasma.	In	order	to	study	these	plasmas,	we	as	humans	have	been	sending	spacecraft	into	these	plasma	regimes	to	observe	them	in-situ.	The	 majority	 of	 spacecraft	 missions	 have	 focused	 on	 the	 terrestrial	magnetosphere,	 leading	 to	 a	 very	 detailed	 understanding	 of	 the	 Earth’s	magnetosphere.	 However,	 it	 is	 not	 possible	 to	 control	 variables	 in	 the	 Earth’s	magnetosphere;	 in	order	 to	understand	 the	 effect	 varying	parameters	have,	we	need	 to	 observe	 the	 magnetospheres	 of	 other	 planets.	 The	 magnetospheres	 of	Jupiter,	 Venus,	 Mercury,	 and	 Saturn	 have	 all	 been	 observed	 in-situ	 by	 orbiting	spacecraft.			1.1 Defining	a	plasma			 Plasma	 is	 defined	 as	 a	 sufficiently	 ionised	 gas	 such	 that	 it	 exhibits	collective	 behaviour	 in	 response	 to	 electric	 and	 magnetic	 fields	 (Goldston	 and	
Rutherford,	 1995).	 The	 total	 negative	 and	 positive	 charge	 in	 a	 plasma	must	 be	equal,	 resulting	 in	 a	 net	 charge	 of	 zero.	 In	 the	 absence	 of	 zero	 net	 charge,	 the	plasma	 would	 be	 torn	 apart	 by	 electrostatic	 repulsion.	 Net	 charge	 neutrality	
	 11	
throughout	 the	 plasma	 is	 achieved	 via	 the	 movement	 of	 electrons	 within	 the	plasma.	A	net	positive	 charge	will	 attract	 electrons	via	 the	 coulomb	 force,	 until	the	attracted	electrons	cancel	 the	net	positive	charge,	while	 the	opposite	 is	also	true	–	 a	 concentration	of	 electrons	 resulting	 in	 a	net	negative	 charge	will	 repel	one	 another	 until	 charge	 neutrality	 is	 achieved.	 Electrons	 have	 the	 effect	 of	shielding	 the	 electric	 field	 of	 the	 positive	 ions	 in	 the	 plasma,	 on	 length	 scales	greater	than	that	defined	as	the	plasma	Debye	length	(λD):		 𝜆" = $%&'()*)+, 	 	 	 	 	 (1.1)		where	ε0	is	the	permittivity	of	free	space,	kB	is	the	Boltzmann’s	constant,	Te	is	the	electron	temperature,	ne	is	the	electron	number	density,	and	e	 is	the	elementary	charge.			 This	shielding	is	only	effective	if	there	are	a	sufficient	number	of	electrons	surrounding	the	positive	ion	within	the	Debye	length.	This	number	is	quantified	through	the	plasma	parameter	(ND):		 𝑁" = ./ 𝑛+𝜋𝜆"/ 		 	 	 	 (1.2)		which	gives	the	number	of	electrons	present	within	a	sphere	of	radius	λD,	known	as	a	Debye	sphere.	Efficient	shielding	is	achieved	for	ND	>>	1.	Plasmas	for	which	this	 condition	 holds	 true	 is	 referred	 to	 as	 quasi-neutral.	 The	 space	 plasmas	considered	throughout	this	thesis	are	in	general	considered	to	be	quasi	neutral,	based	 upon	 relatively	 short	 plasma	 Debye	 lengths	 compared	 to	 the	 common	length	scales	associated	with	the	plasmas.		 It	 is	 possible	 in	 highly	 conductive	 plasmas	 for	 the	 magnetic	 fields	 to	suddenly	reconfigure,	converting	energy	that	was	stored	in	the	magnetic	field	to	the	particles	in	the	form	of	heat	and	kinetic	energy.	Such	a	phenomenon	is	known	as	magnetic	reconnection.				
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1.2	 Single-particle	motion		A	plasma	consists	of	a	collection	of	charged	particles,	and	so	it	is	useful	to	understand	 how	 these	 charged	 particles	 respond	 to	 forces.	 This	 approach	considers	 the	 motion	 of	 individual	 particles	 and	 ignores	 the	 forces	 that	 exist	between	 the	 other	 particles	 in	 the	 plasma.	 This	 approach	works	 due	 to	 quasi-neutrality	of	the	plasma	outside	the	Debye	sphere;	such	electrostatic	forces	tend	to	 cancel	 outside	 this	 sphere.	 A	 charged	 particle	 moving	 in	 a	 background	magnetic	 and	 electric	 field,	 and	 also	 subject	 to	 an	 arbitrary	 external	 force	 (e.g.	gravity)	experiences	a	change	of	motion	given	by:		 𝑚3𝒗35 = 𝑞 𝑬 + 𝒗×𝑩 + 𝑭	 	 	 	 (1.3)		where	m	is	the	particle	mass,	v	is	the	particle	velocity,	t	is	time,	q	is	the	charge	on	the	particle,	E	and	B	are	the	ambient	electric	field	and	magnetic	field	respectively,	and	F	is	the	arbitrary	force.		qE	and	qv	x	B	are	also	referred	to	as	the	coulomb	and	Lorentz	forces	respectively.			1.2.1	 Gyromotion	along	field	lines			 Assuming	 E	 =F=	 0,	 often	 a	 common	 assumption	 for	 space	 plasmas,	 the	equation	 of	motion	 given	 in	 (1.3)	 simplifies	 to	 that	 of	 a	 charged	 particle	 in	 an	ambient	magnetic	 field.	 It	 is	 clear	 from	(1.3)	 that	 this	particle	will	experience	a	force	 in	 a	 direction	 perpendicular	 to	 both	 the	magnetic	 field	 and	 the	 particle’s	velocity.	 If	 this	 velocity	 is	 perpendicular	 to	 the	 ambient	 magnetic	 field,	 this	results	 in	 the	particle	undergoing	circular	motion	 in	 the	plane	perpendicular	 to	the	magnetic	 field.	 Such	motion	 is	 known	 as	 gyromotion,	 and	 the	 centre	 of	 the	oscillation	is	called	the	guiding	centre.	The	angular	frequency	of	the	gyromotion	is	termed	the	gyrofrequency	(Ω):		 Ω = =𝑩> 		 	 	 	 	 (1.4)		
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The	gyroradius	of	the	particle	(rg)	is	thus	given	as:		 	 	 𝑟@ = ABC 	 	 	 	 	 (1.5)			where	v⊥	is	the	particle’s	velocity	in	the	plane	perpendicular	to	the	ambient	field.	If	 the	 particle	 velocity	 also	 has	 a	 non-zero	 field-parallel	 component,	 then	 the	guiding	centre	of	the	gyromotion	will	drift	parallel	to	the	magnetic	field	lines,	and	the	particle	motion	will	become	helical.	Due	to	the	opposite	charges	on	electrons	and	positive	ions,	they	gyrate	in	opposite	senses,	while	the	much	greater	mass	of	the	ions	results	in	Ωelectrons>>	Ωions,	rg	electrons	<<	rg	ions.			1.2.2		Particle	drifts			 Let	 us	 now	 consider	 more	 complex	 single	 particle	 behavior.	 The	introduction	of	a	uniform	background	electric	field	introduces	the	Coulomb	force.	The	electric	 field	parallel	 to	the	magnetic	 field	(E||	)	will	 impose	a	 force	equal	to	qE||	 along	 the	 magnetic	 field.	 This	 accelerates	 electrons	 and	 ions	 in	 opposite	directions,	 however	 acceleration	of	 the	 electrons	 is	much	 greater	 than	 the	 ions	due	to	their	much	lower	mass.	This	acceleration	tends	to	redistribute	charge	so	as	to	cancel	out	E||.	Therefore	E||	fields	rarely	exist	in	plasma	for	sustained	periods	of	time.	However,	 the	non-parallel	electric	 field	does,	and	this	 field	also	affects	the	particle	motion.	The	combination	of	gyromotion	and	acceleration	in	the	plane	of	the	 gyromotion	 due	 to	 the	 background	 electric	 field	 leads	 to	 the	 drift	 of	 the	guiding	 centre	 across	 the	 magnetic	 field.	 Such	 drift	 motion	 is	 known	 as	 the	 E	cross	B	 drift,	 and	 is	 illustrated	 in	 figure	1.1.	 The	 velocity	 of	 this	 guiding	 centre	drift	is	given	by:		 	 		 	 	 𝒗" = 𝑬×𝑩E𝟐 	 	 	 	 	 (1.6)	
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Figure	1.1:	Schematic	showing	 the	motion	of	electrons	and	 ions	 in	 the	plane	of	gyromotion	 ,	 in	 the	
presence	of	uniform	background	magnetic	and	electric	fields,	aligned	perpendicular	to	one	another.	
Guiding	centre	drift	velocity	is	donated	by	‘u’	in	this	instance.	Figure	reproduced	from	Kivelson	and	
Russell,	Introduction	to	Space	Physics	(1995).		This	 drift	 is	 charge-independent	 and	 as	 such	 produces	 no	 net	 current	 as	 the	electrons	and	ions	drift	in	the	same	direction	at	the	same	speed.		 The	 addition	 of	 any	 arbitrary	 force	 (F),	 such	 as	 gravity,	 will	 result	 in	 a	guiding	centre	drift	similar	to	the	effect	of	a	field-perpendicular	electric	field.	The	drift	velocity	in	this	case	is	given	by:		 	 	 	 𝒗" = 𝑭×𝑩=𝑩𝟐 	 	 	 	 	 (1.7)		Such	 a	 drift	 is	 charge	 dependant	 and	 so	 electrons	 and	 positive	 ions	 drift	 in	opposite	directions,	resulting	in	a	net	current.			 Two	other	particle	drifts	to	be	considered	in	this	section	are	related	to	the	magnetic	 field	 structure.	 The	 first	 of	 these	 is	 termed	 the	 gradient	 drift	 and	 is	caused	 by	 a	 non-uniform	 magnetic	 field.	 If	 this	 non-uniformity	 has	 a	 gradient	perpendicular	 to	 the	 field,	 then	 the	 gyroradii	 of	 the	 charged	 particles	 will	 be	smaller	 in	 the	 stronger	 field	 region	 compared	 to	 the	weaker	 field	 region.	 As	 a	result	the	particle	drifts	in	the	plane	of	gyromotion	in	the	direction	perpendicular	to	the	gradient	in	the	magnetic	field	(∇B).	This	drift	is	also	charge	dependant,	and	so	results	in	a	net	current.	The	gradient	drift	velocity	is	given	by:	
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	 	 	 	 𝒗" = 𝒎𝒗B𝟐(𝑩×∇𝑩)K=|E|𝟑 	 	 	 	 	 (1.8)		The	second	drift	occurs	when	there	is	a	curvature	present	in	the	magnetic	field,	which	is	a	feature	of	dipolar	fields.	Such	drift	is	known	as	the	curvature	drift,	and	is	again	charge-dependent,	and	is	given	by:		 	 	 	 𝒗" = >𝒗||𝟐(𝑹𝒄×𝑩)=|E|𝟐 	 	 	 	 	 (1.9)		where	v||	is	the	speed	of	the	particle	along	the	magnetic	field,	and	Rc	is	the	radius	of	curvature	of	the	field.	Such	drifts	are	shown	schematically	in	figure	1.2.	
  
Figure	1.2:	 (left)	 Curvature	drift:	 The	 velocity	 an	 ion	would	drift	 (Vd)	whose	 guiding	 center	moves	
along	a	curved	 field	 line	of	radius	of	curvature	Rc.	 (right)	Gradient	drift:	The	non-uniformity	of	 the	
magnetic	field	allows	the	particle	to	experience	regions	of	strong	and	weak	field.	The	gyroradius	of	
the	 particle	 is	 smaller	 in	 strong	 fields	 than	 in	 weaker	 fields.	 Figure	 reproduced	 from	
http://galileo.ftecs.com/stone-diss/chap2/eq-of-motion.html	figure	2.4,	accessed	03/08/2012.		 		 Such	charge	dependent	drifts	contribute	towards	the	ring	current,	which	is	discussed	in	section	1.6.5.			1.2.3	Particle	bounce	motion		 A	charged	particle	undergoing	circular	motion	 in	a	magnetic	 field	has	an	associated	 circling	 electric	 current.	 The	 magnetic	 field	 generated	 by	 this	 ring	current	 is	 similar	 to	a	dipole	 field	and	opposes	 the	external	magnetic	 field.	The	
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particle	 therefore	 acts	 as	 a	 magnetic	 dipole	 and	 has	 an	 associated	 magnetic	moment	(μ):				 𝜇 = >𝒗B,KE 	 	 	 	 	 (1.10)		If	 the	magnetic	 field	 variation	 is	 negligible	 on	 the	 scale	 of	 one	 cyclotron	 orbit,	then	no	work	is	done	on	the	particle	and	its	perpendicular	kinetic	energy	remains	constant.	 This	 means	 that	 the	 magnetic	 moment	 is	 invariant.	 From	 (1.10),	conservation	 of	 magnetic	 moment	 means	 that	 as	 the	 magnetic	 field	 strength	increases,	 the	 magnitude	 of	 the	 gyro	 velocity	 of	 the	 particle	 v^	also	 increases,	while	v║	 decreases	 and	 approaches	 0,	 such	 that	 total	 kinetic	 energy	 (v║	+	v^)	 is	conserved.	 Eventually	 v║	will	 invert	 at	 a	 position	 known	 as	 a	magnetic	mirror;	such	 motion	 is	 referred	 to	 as	 bounce	 motion	 (e.g.	 Russell	 and	Kivelson,	 1995).	These	magnetic	mirrors	occur	close	 to	 the	planetary	magnetic	poles,	where	 the	field	 strength	 is	 considerably	 stronger	 compared	 to	 equatorial	 regions.	 Ions	trapped	between	magnetic	mirrors	form	regions	known	as	the	radiation	belts,	as	indicated	in	figure	1.3.			 	
	
Figure	1.3:	Trapped	ions	that	undergo	helical,	bounce	and	drift	motion	to	form	the	radiation	belts	of	
the	 inner	 magnetosphere.	 Figure	 reproduced	 from	 Benton	 and	 Benton	 (2001),	 Space	 radiation	
dosimetry	in	low-Earth	orbit	and	beyond,	Nuclear	Instruments	and	Methods	in	Physics	Research	B	184	
2001)	255-294	(2001).	
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	 Whether	 a	particle	mirrors	or	not	will	 depend	on	 its	pitch	 angle.	This	 is	defined	as	the	angle	between	the	particle’s	velocity	vector	and	the	magnetic	field	vector.	 A	 pitch	 angles	 of	 0°	 and	 180°	 correspond	 to	 motion	 parallel	 and	antiparallel	 to	 the	 field	 respectively.	 Particles	with	 pitch	 angles	 close	 to	 0°	 and	180°	are	able	 to	penetrate	 far	enough	along	 field	 lines	at	 the	magnetic	poles	 to	interact	with	neutrals	in	the	ionosphere,	and	are	lost	to	the	radiation	belts.	Such	particle	 collisions	 in	 the	 ionosphere	 cause	 planetary	 aurora,	 and	 such	 particle	pitch	angles	are	said	to	constitute	the	‘loss	cone’.			 Although	the	physics	of	plasma	environments	can	be	well	understood	by	considering	 single	 particle	motion,	 it	 is	 often	 the	 interaction	 between	 particles	that	is	of	interest,	in	which	case	the	particles	in	the	plasma	must	be	considered	as	a	 whole	 rather	 than	 individually.	 It	 is	 impractical	 to	 consider	 all	 particles	individually	 due	 to	 the	 large	 numbers	 of	 interactions	 involved	 and	 hence	enormous	 numbers	 of	 calculations	 that	 must	 be	 performed;	 such	 an	 approach	would	 require	 enormous	 computing	 power	 and	 time.	 Instead	 it	 is	 often	 more	useful	 to	 consider	 the	plasma	as	 a	 fluid	where	 statistical	 averages	 result	 in	 the	production	of	bulk	parameters	from	the	particle	distribution.	Such	an	approach	is	described	in	the	following	section.			1.3	Magnetohydrodynamics			 Rather	 than	 considering	 charged	 particles	 individually,	 an	 alternative	approach	is	to	consider	the	plasma	as	a	collection	of	charged	particles	that	exhibit	‘average’	behaviour	over	 the	 total	particle	distribution.	Such	average	properties	are	 referred	 to	 as	 bulk	 parameters	 –	 electron	 temperature	 and	 density	 for	example.		This	approach	is	valid	so	long	as	the	size	of	the	plasma	is	considerably	larger	 than	 typical	 particle	 separation	 distances.	 Such	 average	 properties	 are	governed	 by	 basic	 conservation	 laws,	 which	 when	 incorporated	 alongside	Maxwell’s	 equations	 of	 electromagnetism	 lead	 to	 the	 equations	 of	magnetohydrodynamics	(MHD)	(Kivelson	and	Russell,	1995).	The	MHD	equations	are	to	plasma	as	the	Navier-Stokes	hydrodynamic	equations	are	to	neutral	fluids;	
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the	 difference	 between	 these	 is	 that	 MHD	 incorporates	 the	 effects	 of	electromagnetic	fields,	which	are	the	main	contributors	to	plasma	behaviour.			 By	making	certain	assumptions	about	the	plasma	the	MHD	equations	can	be	 derived.	 The	 following	 assumptions	 are	 made:	 1.	 the	 plasma	 scale	 is	 much	larger	than	inter-particle	separation;	2.	the	plasma	consists	only	of	electrons	and	protons;	3.	the	plasma	is	charge	neutral;	4.	there	are	no	sources	or	sinks	for	the	particles,	i.e.	dNs/dt	=	0,	where	Ns	is	the	total	number	of	that	species	(electrons	(e)	or	protons	(p)).		The	application	of	the	laws	of	conservation	of	mass,	momentum,	and	 charge	 define	 the	 MHD	 continuity	 (1.11),	 momentum	 (1.12)	 and	 current	continuity	(1.13)	equations	respectively:		 QRQ5 + ∇. 𝜌𝒗 = 0	 	 	 	 	 (1.11)		 𝜌 Q𝒗Q5 + (𝒗. ∇)𝒗 = 𝒋×𝑩 + R𝑭𝒈>X − ∇𝑃	 	 	 	 (1.12)		 QR[Q5 + ∇. 𝒋 = 0	 	 	 	 	 	 (1.13)			where	ρ	is	the	mass	density,	v	is	the	bulk	flow	velocity,	j	is	the	current	density,	Fg	is	the	sum	of	all	non-electromagnetic	forces	(e.g.	gravity),	P	is	the	pressure,	and	ρq	is	the	charge	density.	The	three	terms	on	the	right-hand	side	of	(1.12)	represent	three	forces	acting	on	the	plasma:	the	‘j	cross	B	force’,	total	non-electromagnetic	forces,	 and	 the	 pressure	 gradient	 force.	 The	 j	 cross	 B	 force	 is	 essentially	 the	magnetic	 force	 term	 of	 the	 Lorentz	 force	 acting	 on	 a	 continuous	 charge	distribution,	expressed	as	a	 force	density.	By	assuming	 ideal	gas	conditions,	 the	pressure,	density	and	temperature	can	be	related	via:		 𝑃 = 𝑛𝑘E(𝑇 + 𝑇+)	 	 	 	 (1.14)		The	MHD	approximation	has	been	used	to	model	numerous	space	plasmas,	and	is	used	in	later	chapters	to	simulate	the	magnetospheric	response	to	MHD	modelled	
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solar	 wind	 flow,	 and	 also	 as	 a	 method	 of	 propagating	 solar	 wind	 bulk	 flow	parameters.			1.3.1	Ideal	magnetohydrodynamics			 The	significantly	 low	density	of	 the	majority	of	space	plasma	means	 that	collisions	between	particles	are	rare.	Such	plasmas	are	described	as	collisionless,	and	 particles	 only	 interact	 with	 one	 anther	 via	 electromagnetic	 forces.	 A	simplified	 form	of	MHD	referred	 to	as	 ideal	MHD	can	be	used	 to	describe	 these	plasmas.	 	 Ideal	 MHD	 is	 only	 applicable	 when	 the	 following	 assumptions	 are	satisfied:	the	fluid’s	particle	distribution	is	close	to	Maxwellian;	the	resistivity	due	to	 any	 collisions	 is	 negligible	 and	 so	 the	 plasma	 can	 be	 treated	 as	 a	 perfect	conductor;	 the	 length	scales	 involved	are	much	 larger	 than	 the	 ion’s	 skin	depth	(the	depth	in	a	plasma	to	which	electromagnetic	radiation	can	penetrate)	and	ion	gyroradius.	 These	 conditions	 are	 valid	 for	 low	 frequencies	 and	 large	 spatial	scales.	From	ideal	MHD	it	 is	possible	to	derive	an	important	concept	underlying	most	 space	plasma,	known	as	 ‘frozen-in	 flux’.	This	property	arises	 for	 infinitely	conducting	 collisionless	 plasmas,	which	 is	 generally	 the	 case	 for	 highly	 ionised	low-density	 plasmas.	 	 Starting	 from	 the	 simplified	 version	 of	 Ohm’s	 law	 for	plasma:		 	 	 j=σ(E+v×B)	 	 	 	 	 (1.15)		Where	𝜎	and	v	 are	 the	 plasma	 conductivity	 and	bulk	 flow	velocity	 respectively.	For	 infinitely	 conducting	 plasma,	 where	𝜎 → ∞	i.e.	 in	 the	 ideal	 MHD	 limit,	 an	infinite	 current	 density	 is	 unrealistic,	 hence	 the	 left	 hand	 side	 of	 (1.15)	 must	equal	zero,	leading	to:		 𝑬 = − 𝒗×𝑩 	 	 	 	 	 (1.16)		To	derive	frozen-in	flux	mathematically	we	begin	by	considering	the	total	flux,	Φ	through	a	surface,	S:		
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Φ = 𝐁. d𝐒f 	 	 	 	 	 (1.17a)		Changes	in	Φ	have	two	contributions:	i)	a	change	of	B	with	time	at	points	on	S;	ii)	motion	of	contour	C	that	can	include	more	or	less	flux	as	it	moves.	If	the	surface	is	bounded	by	the	curve	L	then	the	surface	element	DS	can	be	expressed	as	DS=(v	x	
dL).dt	where	v.dt	is	along	the	path	of	motion.	Therefore,	the	flux	(∆	Φ)	through	DS	is	given	by:		 ∆	Φ = 𝐁. (𝐯dt	×	𝐝𝐋)	 	 	 	 	 (1.17b)		A	change	in	B	leads	to	a	change	in	flux	given	by:			 mnmo = m𝐁mo 𝐝𝐒f 	 	 	 	 	 (1.17c)		while	a	moving	contour	C	produces	a	change	in	flux	given	by:		 mnmo = 𝑩. (𝒗×𝒅𝑳)r 	 	 	 	 	 (1.17d)		resulting	in	a	total	change	in	flux	given	by:		 mnmo = m𝐁mo 𝐝𝐒f +	 𝑩. (𝒗×𝒅𝑳)r 	 	 	 (1.17e)		By	recognising	that	dB/dt	=	-∇	×	E	and	using	the	vector	identity	A.(B	×	C)	=	-(B	×	
A).C,	Equation	1.17e	becomes:		 mnmo = −𝛁×𝐄 . 𝐝𝐒f +	 (𝒗×𝑩)r . 𝒅𝑳	 	 (1.17f)		The	application	of	Stoke’s	theorem:		 𝛁×𝐀 . 𝐝𝐒f +	 𝑨r . 𝒅𝑳	 	 	 	 (1.18)	 	
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transforms	(1.17f)	into:	mnmo = − 𝐄. 𝐝𝐋w −	 (𝒗×𝑩)r . 𝒅𝑳	 	 	 	 	 (1.19a)		Now	from	Equation	1.16,	E	+	v	×B	=0,	and	so	Equation	1.19a	simplifies	to:		 mnmo = 0		 	 	 	 	 (1.19b)		The	interpretation	of	(1.19b)	is	that	no	flux	is	lost	from	the	system,	so	wherever	the	 plasma	 goes,	 the	 flux	 and	 hence	 the	magnetic	 field	 itself	must	 also	 go,	 and	there	is	no	diffusion	of	plasma	across	magnetic	field	lines.			 This	 frozen-in	 approximation	 is	 particularly	 important	 for	 our	understanding	 of	 the	 interaction	 between	 the	 solar	 wind	 and	 a	 planetary	magnetic	 field.	 There	 are	 however	 occasions	 when	 this	 simplified	 MHD	approximation	 can	 no	 longer	 be	 used	 –	 for	 instance	 at	 the	 site	 of	 magnetic	reconnection,	 and	within	 highly	 turbulent	 structures.	 It	 is	 worth	 noting	 at	 this	point	that	although	magnetic	reconnection	is	often	mentioned	in	the	forthcoming	chapters,	an	in-depth	discussion	of	the	processes	involved	are	beyond	the	scope	of	this	thesis.		 Frozen-in	 flux	also	gives	 rise	 to	 the	concept	of	a	 tangential	discontinuity	(TD).	 Field	 lines	 cannot	 cross,	 and	 so	 at	 a	 boundary	 between	 two	 frozen-in	plasma,	no	magnetic	flux	or	plasma	is	able	to	cross	the	boundary.	The	implication	of	 this	 is	 that	 total	 pressure	 is	 conserved	 across	 the	 boundary,	which	moves	 it	into	an	equilibrium	position.	Normal	magnetic	field	and	velocity	components	are	zero	 ether	 side	 of	 the	 boundary,	 while	 plasma	 thermal	 pressure,	 density	 and	tangential	 field	 components	 can	 be	 discontinuous	 across	 the	 boundary.	 The	thickness	 of	 a	 perfect	 TD	 is	 of	 the	 order	 of	 an	 ion	 gyroradius,	which	 gives	 the	length	scale	over	which	plasma	ions	can	be	deflected	away	from	the	boundary	as	a	result	of	the	Lorentz	force	on	the	ions.					
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1.3.2	Applications	of	the	MHD	equations			 The	magnetic	 field	 occurs	 in	 equation	1.12	 in	 the	 form	of	 the	 ‘j	 cross	B’	force.	This	force	itself	can	be	separated	into	two	terms:	a	magnetic	pressure	term	(PB)	 and	 a	 magnetic	 tension	 force	 (FB)	 (e.g.	 Kivelson	 and	 Russell,	 1995).	 The	magnetic	pressure	is	defined	as:		 𝑃E = E,Kx%	 	 	 	 (1.20)		where	μ0	is	the	permeability	of	free	space.			 Since	 frozen-in-flux	 curtails	 the	 field	 to	move	with	 the	 plasma	 and	 vice-versa,	it	is	important	to	ascertain	which	determines	the	dynamics	of	the	system.	This	 is	achieved	via	 the	concept	of	 the	plasma	β,	which	gives	 the	ratio	between	the	plasma	pressure	and	the	magnetic	pressure	(1.20):		 𝑝𝑙𝑎𝑠𝑚𝑎	𝛽 = 	 ~~'	 	 	 	 (1.21)		where	P	is	given	in	(1.14).	When	β	>>	1,	the	plasma	dominates	the	system,	while	for	β	<<	1,	the	magnetic	field	dominates.			 Finally,	the	force	referred	to	as	the	magnetic	tension	force	is	the	effective	force	that	resists	the	bending	of	magnetic	field	lines,	and	is	defined	as:		 𝑭E = 𝑩.∇ 𝐁x% 	 	 	 	 	 (1.22)		Hence	 the	 greater	 the	 curvature	 and	 the	 stronger	 the	 field	 in	 the	 plane	 of	curvature,	the	greater	the	tension	force.		 The	 concept	 of	magnetic	 pressure	 is	 important	 for	 determining	 the	 size	and	shape	of	the	magnetospheric	cavity,	as	discussed	in	more	detail	in	Kanani	et	
al.	 (2010),	 while	 magnetic	 tension	 is	 extremely	 important	 where	 the	 Kelvin-	Helmholtz	 instability	 in	 magnetised	 plasma	 is	 concerned.	 This	 concept	 is	discussed	in	much	detail	in	the	later	chapters,	particularly	in	chapter	3.		
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	 Up	 until	 now,	 this	 introductory	 chapter	 has	 focussed	 on	 the	 physics	behind	 plasma	 dynamics.	 The	 second	 half	 of	 this	 chapter	will	 focus	 on	 specific	space	plasmas	relevant	to	the	remainder	of	the	thesis,	and	their	interaction	with	one	another.			1.4	Magnetic	reconnection		 Magnetic	 reconnection	 is	 a	 process	 by	 which	 magnetic	 energy	 can	 be	released	and	converted	into	kinetic	energy.	It	is	important	because	it	can	alter	the	topology	of	the	magnetic	field,	allowing	diffusion	of	plasma	across	magnetic	field	lines	 and	 the	 exchange	of	plasma	between	 two	otherwise	 separated	 regimes.	 It	occurs	 when	 two	magnetic	 fields	 lie	 anti-parallel	 and	 conditions	 are	 such	 that	ideal	MHD	approximation	breaks	down.	The	latter	occurs	when	the	plasma	is	no	longer	 infinitely	 conducting,	 a	 condition	 that	 can	 be	 quantified	 through	application	of	the	MHD	magnetic	induction	equation,	which	is	derived	below;	the	equations	governing	electrodynamics	under	the	MHD	approximation	are:		 𝛁. 𝐁 = 0	 	 	 	 	 	 (1.23a)	𝛁×𝐄 = −Q𝑩Q5 	 	 	 	 	 	 (1.23b)	𝛁×𝐁 = 𝜇𝐵	 	 	 	 	 	 (1.23c)		and	Equation	1.15.	(1.15)	is	substituted	into	(1.23c)	to	give:		 x% 𝛁×𝑩 = 𝑬 + 𝒖×𝑩    (1.23d)		The	curl	of	this	is	then	taken,	and	the	magnetic	diffusivity	𝜂 = 	1/𝜇𝜎	substituted	in	to	give:	 𝛁× 𝜂𝛁×𝑩 = −∇×𝑬 + 𝛁×(𝒖×𝑩)	 	 	 (1.23e)		(1.23b)	is	substituted	into	(1.23e)	which	is	rearranged	to	give:		
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Q𝑩Q5 = 𝛁× 𝒖×𝑩 − 𝛁×(𝜂𝛁×𝑩)	 	 	 (1.23f)		and	by	applying	the	standard	triple	vector	identity	to	the	term	on	the	far	right	together	with	(1.23a),	the	Magnetic	Induction	equation	is	formed:	
 Q𝑩Q5 = 𝛁× 𝒖×𝑩 + 𝜂∇K𝑩    (1.24) 
 where	the	first	and	second	terms	on	the	right	of	 the	equation	are	known	as	the	advection	and	diffusion	terms	respectively. 
 Equation	 (1.24)	 can	 be	 reduced	 to	 a	 dimensionless	 parameter	 known	 as	 the	Magnetic	Reynolds	number,	RM,	which	gives	a	comparison	between	the	size	of	the	advection	and	diffusion	terms.	When	RM	<	1	diffusion	begins	to	dominate	motion.	For	tenuous	plasma,	this	only	occurs	on	the	small	scale	(compared	with	ion	gyro	radius)	 and	 at	 low	 plasma	 velocities.	 The	 plasma	 can	 no	 longer	 be	 considered	infinitely	 conducting	 and	 hence	 the	 frozen-in	 flux	 approximation	 is	 no	 longer	valid.	 However,	 plasma	 diffusion	 on	 its	 own	 isn’t	 enough	 to	 account	 for	 the	observed	 energy	 releases	 at	 the	 reconnection	 site,	 and	 cannot	 explain	 the	observation	 of	 highly	 energetic	 particles	 accelerated	 away	 from	 the	 site	where	frozen-in	flux	breaks	down.	This	is	explained	to	some	extent	via	the	Sweet-Parker	reconnection	 theory	 (Sweet,	 1958;	 Parker,	 1957)	 as	 illustrated	 in	 figure	 1.4.	Reconnected	 field	 lines	 within	 the	 diffusion	 region	 centred	 on	 the	 x-line	 have	large	curvature,	which	generates	a	tension	force	away	from	the	reconnection	site;	plasma	 tied	 to	 the	 magnetic	 field	 lines	 is	 accelerated	 away	 from	 the	 diffusion	region	as	a	result	of	this	force.	Unfortunately,	 this	 model	 is	 not	 sufficiently	 complete	 to	 explain	 all	observations	as	it	is	too	slow.	It	cannot,	for	instance,	explain	the	rapid	release	of	energy	 through	 reconnection	 observed	 in	 solar	 flare	 formation.	 The	 Petschek	reconnection	model	 (Petschek,	 1964)	 addresses	 this	 limitation	 this	 by	 relaxing	the	 requirement	 for	 the	 plasma	 to	 pass	 through	 the	 reconnection	 region,	 and	allowing	it	to	be	accelerated	as	it	passes	around	it.	Reconnection	mechanisms	at	
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the	 planets	 are	 still	 poorly	 understood,	 and	 are	 an	 on-going	 topic	 of	 scientific	research.	
 
	
Figure	1.4	–	Model	of	Sweet-Parker	reconnection,	where	the	reconnection	of	magnetic	 field	 lines	 is	
observed,	coupled	with	an	inflow	of	low	speed	plasma	from	the	top	and	bottom	of	the	schematic,	and	
the	outflow	is	accelerated	plasma	to	the	left	and	right.	The	central	point	is	known	as	the	x-line,	and	is	
where	RM	falls	below	1	and	diffusion	dominates	the	plasma	motion.	Red	 lines	 indicate	plasma	flow,	
blue	 lines	are	magnetic	 field	 lines.	The	separatrix	mark	 the	divide	between	 the	 four	different	 field	
regimes.	Adapted	from	Finn,	J.	M.,	(2006),	figure	1.		 	1.5	The	solar	wind	
	 The	 sun	 is	 composed	 mainly	 of	 hydrogen	 and	 helium,	 the	 majority	 of	which	is	fully	ionised	due	to	the	extreme	temperatures	present	in	both	the	solar	atmosphere	and	beneath	the	visible	surface	(Priest,	1995).	The	sun	also	produces	its	own	magnetic	field;	any	initial	magnetic	field	within	the	Sun	is	coiled	up	as	a	result	of	internal	plasma	motion	and	the	field	being	‘frozen’	to	the	plasma,	which	leads	to	a	strengthening	of	this	field	(e.g.	Parker,	1975;	Moffat,	1978).	This	is	the	basic	principle	behind	dynamo	 theory,	which	maintains	a	magnetic	 field	within	internally	active	solar	bodies;	however,	 this	 is	a	highly	simplified	 interpretation	of	an	extremely	complex	and	poorly	understood	process.		
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This	magnetic	field	extends	far	away	from	the	sun	and	varies	in	topology	with	the	solar	cycle.	This	cycle	is	dictated	by	the	polarity	of	the	solar	field,	which	has	 been	 shown	 to	 reverse	 itself	 every	 10.7	 years.	 During	 each	 field	 reversal,	solar	 activity	 is	 seen	 to	 cycle	 from	 a	 minimum	 to	 a	 maximum,	 and	 back	 to	 a	minimum,	a	process	which	is	closely	linked	to	the	density	of	sunspots	on	the	solar	surface	(e.g.	Willson	and	Hudson,	1991).		The	Sun	is	an	extremely	violent	and	dynamic	body,	and	is	under	constant	pressure	imbalance.	This	pressure	imbalance	is	a	result	of	thermonuclear	activity	in	 the	 core	 that	 drives	 particles	 away,	 resulting	 in	 a	 pressure	 force	 directed	radially	outward	away	from	the	Sun.	This	leads	to	a	fairly	steady	isotropic	loss	of	mass	from	the	sun,	which	consists	mainly	of	ionised	hydrogen,	and	is	referred	to	as	 the	 solar	wind.	 	 The	 solar	wind	 flow	becomes	 supersonic	 at	 just	 a	 few	 solar	radii	from	the	sun,	and	remains	roughly	uniform	from	1AU	onwards,	such	that	on	arrival	at	Saturn	it	is	travelling	between	400-600	km/s.		The	 internally	 generated	 solar	 magnetic	 field	 forms	 the	 interplanetary	magnetic	 field	 (IMF),	 and	 is	 drawn	 out	 with	 the	 outward	 flowing	 solar	 wind	plasma	as	a	direct	result	of	the	frozen-in	flux	principle.	The	IMF	therefore	fills	the	heliosphere,	 and	 eventually	 reconnects	 with	 the	 interstellar	 medium	 at	 the	heliopause	 at	 a	 distance	 of	 approximately	 150	 astronomical	 units	 (AU)	 (e.g.	
Whang	et	al.,	 1995).	Various	properties	of	 the	 solar	wind	are	 listed	 in	 table	1.1	below:		Solar	wind	parameter	 Typical	value	at	Earth	(1	AU)	 Typical	 value	 at	Saturn	(~10	AU)	Flow	speed	(kms-1)	 430	 430	Magnetic	field	strength	(nT)	 6	 0.9	Proton	temperature	(K)	 8.0	x	104	 1.8	x	104	Electron	temperature		(K)	 1.5	x	105	 7.1	x	104	Proton	number	density					(cm-3)	 7	 0.08	
Table	1.1:	Typical	properties	of	the	solar	wind	at	both	Earth	and	Saturn	orbital	distances	(Sittler	and	
Scudder,	1980;	Richardson	et	al,	1995).	Table	1.1	 shows	how	 the	solar	wind	properties	vary	considerably	as	 the	solar	 wind	 flows	 away	 from	 the	 Earth	 and	 spreads	 out	 before	 encountering	
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Saturn.	 	 The	 implication	 of	 this	 difference	 in	 solar	 wind	 conditions	 is	 that	 the	interaction	 between	 the	 solar	 wind	 and	 these	 two	 planets	 is	 likely	 to	 differ	significantly.	Although	 the	 values	 in	 Table	 1.1	 are	 typical	 values,	 in	 reality	 the	 solar	wind	 is	 known	 to	 vary	 significantly	 in	 density,	 velocity,	 and	 magnetic	 field	strength.	 This	 large	 variation	 is	 primarily	 due	 to	 particularly	 violent	 solar	eruptions	 that	originate	at	 the	corona	and	are	known	as	coronal	mass	ejections	(CMEs).	CMEs	are	thought	to	form	via	reconnection	of	magnetic	flux	tubes	within	the	 coronal	 surface.	 CMEs	 occur	 on	 average	 once	 every	 other	 day	 during	 solar	minimum,	 and	 5-6	 times	 a	 day	 during	 solar	 maximum.	 They	 have	 an	 average	mass	of	1.6x1012	kg,	and	can	reach	velocities	ranging	from	20-3200	km/s;	CMEs	travelling	 faster	 than	the	 fast	 local	magnetosonic	speed	 in	 the	solar	wind	 frame	have	an	associated	shock,	which	extends	over	a	larger	longitudinal	range	than	the	CME	and	is	 located	at	a	particular	standoff	distance	upstream	of	the	nose	of	the	CME,	 in	 the	 CME	 frame.	 They	 lead	 to	 large-scale	 variations	 in	 local	 solar	wind	density	 and	 velocity,	 which	 propagate	 out	 with	 the	 solar	 wind,	 and	 are	particularly	 relevant	 to	 the	 interaction	 with	 magnetised	 planets.	 When	 such	shocks	 arrive	 at	 the	 planet	 they	 are	 deflected	 by	 the	 bow	 shock,	 and	 bring	 an	enhanced	 field	 and	 dynamic	 pressure.	 This	 can	 have	 consequences	 for	 dayside	reconnection,	 magnetopause	 surface	 instabilities	 and	 lead	 to	 a	 temporary	decrease	in	the	size	of	the	magnetospheric	cavity.		The	IMF	field	lines	map	to	a	fixed	position	on	the	sun,	however	because	of	solar	rotation,	this	position	is	rotating	relative	to	the	sun-centred	inertial	frame	of	reference,	resulting	in	a	spiral	structured	IMF	known	as	the	Parker	spiral	(Parker,	1963)	with	greatest	curvature	in	the	solar	equatorial	plane	and	zero	curvature	at	the	poles.	The	structure	of	 the	 IMF	 in	 the	solar	equatorial	plane	 is	presented	 in	figure	1.5.	
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Figure	 1.5:	 a	 sketch	 of	 the	 Parker	 spiral	 configuration	 of	 the	 IMF.	 The	 field	 line	 ‘foot’	 remains	
attached	to	the	Sun	but	these	magnetic	field	lines	are	carried	away	from	the	Sun	with	the	radial	solar	
wind.	 This	 combination	 results	 in	 field	 lines	 that	 are	 wound	 into	 a	 spiral	 by	 the	 Sun's	 rotation.	
(Reproduced	from	Kivelson	and	Russell,	(1995),	which	was	adapted	from	Parker,	(1963)]	The	solar	wind	also	consists	of	many	discontinuities	in	the	plasma	and	magnetic	field.	These	discontinuities	result	in	part	from	shocks	forming	ahead	of	the	flows	and	 at	 corotating	 interactive	 regions	 (CIRs),	 and	 in	 part	 from	 plasma	 flow	originating	 at	 magnetically	 distinct	 regions	 of	 the	 corona.	 Therefore,	 the	 solar	wind	flow	usually	consists	of	highly	fluctuating	parameters,	with	the	direction	of	the	 IMF	 being	 particularly	 variable.	 The	 parker	 spiral	 is	 only	 apparent	 once	 a	large	survey	of	magnetic	 field	measurements	 is	made	(Forsyth	et	al.,	1996).	The	presence	 of	 CIRs	 and	 propagating	 CMEs	 are	 important	 when	 considering	 the	interaction	 between	 the	 solar	wind	 and	magnetised	 planets;	 particularly	when	considering	 the	differences	between	solar	wind-magnetosphere	 interactions	 for	inner	and	outer	planets,	as	CIRs	develop	within	1AU,	but	their	shocks	continue	to	
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steepen	as	they	move	outwards	beyond	1AUare	only	expected	to	develop	beyond	1	AU.	 	1.6	 Planetary	magnetospheres:	an	introduction		The	existence	of	 a	magnetic	 cavity,	 formed	by	 the	deflection	of	 the	 solar	wind	 around	 a	 planet	 with	 an	 internal	 magnetic	 field,	 was	 first	 proposed	 by	
Chapman	 and	 Ferraro	 (1931).	 The	 basis	 of	 our	 current	 understanding	 of	 the	magnetosphere	 is	 due	 largely	 to	 Dungey	 (1955),	 who	 further	 developed	 the	concept	of	this	magnetic	cavity	bounded	by	the	magnetopause,	and	named	it	the	magnetosphere.	The	Chapman	and	Ferraro	magnetosphere	was	considered	to	be	‘closed’.	The	physical	 interpretation	of	a	 ‘closed’	magnetopause	is	one	where	no	plasma	 crosses	 the	magnetopause	 from	 the	 solar	wind	 into	 the	magnetosphere	and	 vice-versa.	 This	 scenario	 arises	 from	 the	 concept	 of	 frozen-in	 flux,	 and	 the	belief	that	all	planetary	field	lines	‘close’	back	into	the	planet.	Dungey	(1961)	then	revolutionised	this	idea	by	proposing	an	‘open’	system	at	the	Earth,	describing	a	transport	 system	 known	 as	 the	 Dungey	 cycle.	 This	 is	 a	 mechanism	 by	 which	plasma	 is	 transported	 by	 convectional	 processes	 within	 the	 magnetosphere	brought	 about	 via	 magnetic	 reconnection	 between	 the	 planetary	 field	 and	 the	solar	wind	IMF.	These	conceptual	magnetospheres	are	discussed	in	greater	detail	in	section	1.6.2.	As	mentioned	in	section	1.5,	the	solar	wind	is	supersonic	when	it	reaches	Saturn,	 and	 so	 in	 order	 to	 slow	 this	 high-speed	 flow	 as	 it	 is	 deflected	 around	Saturn’s	internal	magnetic	field	a	shock	is	necessary.	Such	a	shock	is	referred	to	as	 the	bow	shock,	 and	was	 first	 studied	at	 Saturn	by	Bridge	et	al.	 (1981);	 since	then	Cassini	 has	 allowed	 for	 a	much	more	 detailed	 study	 of	 this	 structure	 (e.g.	
Masters	et	al.,	2008).	Downstream	of	 the	bow	shock	 the	solar	wind	plasma	 is	compressed	and	heated,	 resulting	 in	 a	 more	 disordered	 and	 turbulent	 magnetic	 field	 structure.	This	region,	bounded	by	the	bow	shock	and	the	magnetopause,	 is	known	as	the	magnetosheath.	 Compression	 of	 the	 magnetosheath	 plasma	 also	 results	 in	increased	magnetosheath	field	strength.		
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The	magnetopause	itself	consists	of	a	current	layer	separating	the	shocked	solar	wind	plasma	with	its	associated	IMF	from	magnetospheric	plasma	with	its	associated	 internal	dipole	 field	 (e.g.	Russell,	 2003).	The	 interaction	between	 the	solar	 wind	 and	 the	 planetary	 field,	 resulting	 in	 the	 fundamental	 features	discussed	 above,	 is	 shown	 in	 figure	 1.6	 for	 the	 Kronian	 magnetosphere,	 the	structure	of	which	 is	 typical	 of	most	planetary	magnetospheres.	The	 structures	mentioned	 briefly	 in	 this	 section	 will	 be	 discussed	 in	 more	 detail	 later	 in	 this	chapter.			
	
Figure	1.6	–	Schematic	showing	the	interaction	between	the	solar	wind	and	the	dipole	planetary	field	
leading	to	the	magnetospheric	cavity	and	associated	structures	(image	courtesy	of	J.	Richardson,	MIT,	
http://www.windows2universe.org/saturn/images/saturn_magneto_gif_image.html)	
	1.6.1 Magnetised	planets:	a	comparison	
		 Observation	 of	 our	 solar	 system	 has	 revealed	 six	 planets	 that	 have	 a	significant	 intrinsic	 magnetic	 field.	 These	 are	 Mercury,	 Earth,	 Jupiter,	 Saturn,	Uranus	 and	 Neptune	 (e.g.	Cravens,	 1997).	 The	 properties	 of	 these	 planets	 vary	considerable	 from	 those	 of	 the	 Earth,	 in	 terms	 of	 size,	 orbital	 distance,	 orbital	angular	 velocity,	 and	 planetary	 sidereal	 rotation	 period.	 In	 particular	 the	 gas	giants	of	 the	outer	 solar	 system	–	 Jupiter,	 Saturn,	Neptune	and	Uranus	all	 have	
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very	 different	 physical	 characteristics	 compared	 to	 Earth	 (Russell	 and	Walker,	1995).	 They	 are	 much	 larger	 and	 have	 shorter	 rotation	 periods,	 such	 that	centrifugal	forces	on	the	surface	are	considerably	larger	than	those	at	Earth.			 The	 magnetic	 fields	 of	 all	 the	 planets	 listed	 above	 are	 to	 first	 order	approximation	 dipolar	 (Russell	 and	Walker,	 1995),	 where	 the	 magnetic	 dipole	axis	 is	 defined	 as	 a	 vector	 passing	 through	 the	 north	 and	 south	 planetary	magnetic	 poles,	 pointing	 towards	 the	 north.	 The	 properties	 of	 the	 planetary	dipoles	 vary	 remarkably	 between	 the	 planets,	 the	 most	 relevant	 of	 which	 are	listed	in	table	1.2.		Planet	 Magnetic	 moment	(ME)	 Tilt	 angle	(degrees)	 Equatorial	 field	 strength	 on	planets	surface	(BE)	Mercury	 4-5	x	10-4	 5-12	 7-9	x	10-3	Earth	 1	 10.8	 1	Jupiter	 2	x	104	 9.7	 15	Saturn	 580	 <1	 0.8	Uranus	 49	 59	 0.8	Neptune	 27	 47	 0.5	
Table	 1.2	Magnetic	 characteristics	 of	 the	magnetised	 planets	 in	 our	 solar	 system	 (Anderson	 et	 al.,	
2008).	1	ME	is	the	size	of	Earths	magnetic	moment,	and	corresponds	to	8	x	1015	Tm3,	while	1	BE	is	the	
equatorial	field	strength	at	the	surface	of	Earth,	corresponding	to	31000nT.		Mercury’s	 equatorial	 surface	 field	 is	 clearly	 the	 weakest,	 while	 Jupiter’s	 is	considerably	stronger	than	the	others.	A	similar	observation	can	be	made	for	the	size	of	 the	magnetic	moment.	Saturn,	Uranus	and	Neptune	have	equatorial	 field	strengths	 comparable	 to	 the	 Earth’s	 despite	 having	 much	 larger	 magnetic	moments;	 a	 fact	 that	 arises	 from	 the	 considerably	 larger	 radii	 of	 the	 gas	 giants	compared	with	Earth.	The	tilt	angle	listed	in	table	1.2	gives	the	angle	between	the	planet’s	 rotation	 and	 dipole	 axes.	 All	 the	 planetary	 dipoles	 apart	 from	 Saturn’s	have	 a	 substantial	 tilt	 from	 the	 rotation	 axis,	with	Neptune	 and	Uranus	 having	exceptionally	large	tilts.	There	are	also	observed	polarity	differences;	for	instance	Saturn’s	magnetosphere	has	opposite	polarity	to	Earth’s.		 The	differences	between	the	physical	properties	of	 the	planets	have	now	been	 outlined.	 The	 following	 sections	 will	 give	 details	 as	 to	 how	 the	 plasma	
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physics	theory	in	the	initial	few	sections	of	this	chapter	gives	rise	to	the	dynamics	of	plasma	 in	 the	planetary	magnetic	 field,	 and	also	 the	 interaction	between	 the	solar	wind	and	magnetised	obstacles	in	its	flow	path.			1.6.2	 The	‘open’	and	‘closed’	magnetosphere		 In	the	‘closed’	approximation,	the	IMF	embedded	in	the	solar	wind	cannot	occupy	the	same	space	as	the	planetary	magnetic	field,	and	so	as	a	consequence	of	 frozen-in	 flux	the	solar	wind	 is	 forced	to	 flow	around	the	planetary	magnetic	field,	confining	it	to	the	cavity	that	is	the	magnetosphere.			
	
Figure	1.7:	Sketch	of	the	Chapman-Ferraro	closed	magnetosphere	viewed	‘side	on’,	based	on	the	strict	
application	of	 the	 frozen-in-flow	approximation.	The	dashed	arrows	represent	plasma	streamlines,	
and	the	heavy	long-dashed	lines	the	bow	shock	and	magnetopause	boundaries.	 [Figure	reproduced	
from	Cowley,	1991].		
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Such	 a	 magnetosphere	 is	 indicated	 in	 figure	 1.7,	 and	 as	 a	 result	 of	 this	confined	magnetic	cavity	 there	 is	an	 interface	 that	separates	solar	wind	plasma	from	 magnetospheric	 plasma:	 this	 is	 referred	 to	 as	 the	 magnetopause.	 In	 the	absence	 of	 magnetic	 reconnection,	 this	 boundary	 is	 an	 infinitely	 thin	discontinuity	identified	by	a	shear	in	the	magnetic	field.		This	 was	 the	 conceptual	 viewpoint	 of	 the	 magnetospheric	 cavity	 for	 a	number	 of	 years,	 until	 spacecraft	 and	 satellite	 observations	 suggested	 a	 more	complex	interaction.	Such	a	model	is	also	unable	to	explain	temporal	variation	in	the	 strength	 and	 extent	 of	 the	 terrestrial	 (or	 any	 other	 planetary)	 aurora.	 In	reality	 magnetic	 reconnection,	 as	 discussed	 in	 section	 1.4	 can	 occur	 at	 the	magnetopause,	 the	 extent	 of	 which	 depends	 on	 the	 satisfaction	 of	 certain	conditions,	such	as	the	stagnation	of	solar	wind	flow	at	the	magnetopause	nose,	and	the	anti-parallel	alignment	of	the	IMF	with	the	planetary	field.	The	presence	of	 magnetic	 reconnection	 leads	 to	 the	 formation	 of	 ‘open’	 planetary	 field	 lines	along	which	 solar	wind	 plasma	 can	 stream	 into	 the	magnetosphere,	 leading	 to	enhanced	aurora.		As	 already	 briefly	 mentioned,	 such	 an	 ‘open’	 magnetosphere	 was	 first	proposed	by	Dungey,	 (1961)	which	provided	a	more	accurate	description	of	the	Earth’s	magnetosphere.	A	result	of	magnetic	reconnection	at	the	magnetopause	is	the	 formation	of	a	boundary	of	 considerable	 thickness,	 confined	 to	 low	 latitude	regions,	 often	 with	 a	 clear	 transition	 from	 one	 field	 regime	 to	 the	 other.	 This	boundary	 layer	 is	discussed	 in	greater	detail	 in	 section	1.6.3.	A	cross	 section	of	
Dungey’s	 proposed	 ‘open’	 magnetosphere	 is	 shown	 in	 figure	 1.8.	 When	antiparallel	 IMF	 and	 planetary	 dipole	 field	 are	 aligned	 at	 the	 subsolar	magnetopause,	the	planetary	field	line	and	IMF	can	merge,	so	that	one	footprint	of	the	merged	field	line	is	connected	to	the	planet,	and	the	other	footprint	is	in	the	solar	 wind.	 Subsequent	 solar	 wind	 flow	 will	 transport	 this	 field	 line	 tailward	across	the	polar	cap,	and	thus	the	magnetospheric	part	will	also	be	transported	tailward	through	magnetic	tension	forces.	In	the	magnetotail,	the	two	open	field	line	halves	will	meet	again	and	once	more	reconnect.	At	the	Earth	this	is	observed	at	 two	 locations,	 the	 near	Earth	neutral	 line	with	 an	upper	 limit	 of	 50RE	 and	 a	distant	Earth	neutral	line	between	100-200	RE	(Nishida	et	al.,	1996).	This	leaves	a	closed	 but	 stretched	 planetary	 field	 line	 in	 the	 magnetotail	 and	 an	 open	 solar	
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wind	field	line	downstream	of	the	magnetosphere.	Magnetic	tension	will	contract	and	shorten	the	stretched	planetary	field	line	towards	the	planet,	resulting	in	the	planet-ward	convection	of	plasma	in	the	magnetotail.	Depletion	of	magnetic	flux	in	 the	 dayside	magnetosphere,	 and	 the	 associated	 plasma	 depletion,	 results	 in	magnetic	 and	 pressure	 gradient	 forces	 that	 return	 field	 lines	 to	 the	 dayside	magnetosphere,	 such	 that	 the	 process	 can	 then	 continue	 if	 conditions	 are	 still	favourable.		
	
Figure	 1.8:	 Schematic	 of	 Dungey's	 'open'	 terrestrial	 magnetosphere	 viewed	 in	 the	 same	 plane	 as	
figure	1.7.	The	numbered	field	lines	indicate	the	evolution	of	a	newly	reconnected	field	line	(1'),	as	it	
is	 transported	tailward	before	undergoing	tail	reconnection.	The	 inset	 indicates	the	position	of	 the	
foot	of	the	field	line	in	the	ionosphere	as	it	moves	through	the	Dungey	cycle.	Figure	reproduced	from	
Hughes,	(1995).	
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A	 result	 of	 the	 frozen-in	 flux	 principle	 is	 that	 plasma	 on	 the	 field	 lines	follow	 this	 magnetic	 field	 cycle,	 a	 plasma	 bulk	 flow	 that	 is	 referred	 to	 as	convection.	Plasma	is	therefore	seen	to	convect	pole-ward	on	the	dayside	of	the	magnetosphere	and	down	the	magnetotail	at	high	 latitudes,	and	return	towards	the	planet	near	the	equatorial	plane.	Open	magnetic	flux	in	the	tail	forms	the	two	magnetotail	 lobes,	which	 provide	 the	magnetic	 pressure	 to	 balance	 the	 normal	stress	of	the	solar	wind.			 		1.6.3		The	low-latitude	boundary	layer	
	As	briefly	mentioned	earlier,	 the	magnetopause	current	 layer	has	a	 finite	thickness	due	to	reconnection	on	the	magnetopause.	This	is	a	result	of	the	partial	breakdown	 of	 the	 frozen-in-flux	 approximation,	 leading	 to	 the	 magnetopause	becoming	 an	 imperfect	 tangential	 discontinuity.	 The	 presence	 of	 a	 low	 latitude	boundary	 layer	 (LLBL)	 has	 been	 detected	 at	 the	 Earth	 (Freeman	et	al.,	 1968),	which	is	believed	to	be	a	quasi-permanent	feature	that	forms	most	readily	under	northward	 IMF	 conditions	 (Eastman	et	al.,	 1976).	 The	 LLBL	 generally	 forms	 on	the	 inside	 of	 the	 magnetopause.	 It	 is	 also	 present	 to	 a	 lesser	 degree	 under	southward	 IMF.	Plasma	entry	 can	 come	about	 as	 a	 result	 of	 both	 reconnection,	and	 viscous	 processes	 such	 as	 the	 Kelvin-Helmholtz	 instability.	 Dayside	reconnection	at	the	subsolar	point	can	occur	under	southward	IMF,	when	the	IMF	is	 anti-parallel	 to	 the	 equatorial	 planetary	 field,	 while	 cusp	 reconnection	 can	occur	under	northward	IMF,	when	the	IMF	 lies	anti-parallel	 to	 the	high	 latitude	planetary	field	in	the	cusp	regions.	The	Kelvin-Helmholtz	instability	is	thought	to	be	more	dominant	in	LLBL	formation	under	northward	IMF,	when	there	is	less	of	a	 shear	 between	 magnetic	 fields	 either	 side	 of	 the	 magnetopause.	 The	 partial	breakdown	of	the	frozen-in	flux	assumption	at	the	magnetopause	allows	diffusion	of	plasma	across	 the	boundary,	 resulting	 in	a	 layer	of	plasma	either	 side	of	 the	magnetopause	 consisting	 of	 a	mix	 of	 both	magnetospheric	 and	magnetosheath	plasma.		Figure	 1.9,	 reproduced	 from	 Gosling	 et	 al,	 (1990)	 shows	 how	 these	boundary	layers	are	formed	at	the	Earth.	It	is	clear	from	this	figure	that	there	is	a	
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radial	offset	between	the	electron	and	ion	edges	to	the	LLBL	during	accelerated	plasma	 flow	 events,	 which	 occur	 as	 a	 result	 of	 magnetic	 reconnection	 on	 the	magnetopause,	 with	 the	 electron	 edge	 being	 located	 closer	 to	 the	 Earth.	 This	radial	 offset	 is	 a	 consequence	 of	 the	 fact	 that	 the	 entering	 magnetosheath	electrons	 and	 ions	have	quite	 different	 parallel	 speeds	whilst	 sharing	 the	 same	transverse	drift.	The	thickness	of	the	boundary	layer	is	generally	greater	than	the	magnetopause	thickness	(Schopke	et	al.,	1981).	Foullon	et	al.	(2008)	suggest	that	there	is	a	relationship	between	the	terrestrial	LLBL	thickness	and	the	IMF	clock	angle.	 The	 clock	 angle	 is	 defined	 as	 the	 polar	 angle	 of	 the	 IMF	 in	 the	 plane	containing	 the	 Earths	 dipole	 axis	 and	 the	 Earth-sun	 line.	 When	 the	 IMF	 clock	angle	is	southward,	reconnection	is	more	prominent,	leading	to	increased	plasma	diffusion	and	a	widening	of	the	LLBL.			
	
Figure	1.9	-	Boundary	layers	formed	by	reconnection	leading	to	diffusion	of	plasma	across	magnetic	
field	lines.	1	and	2	correspond	to	the	magnetosheath	and	magnetospheric	side	respectively,	while	E	
and	 I	 correspond	 to	 the	 edges	 of	 the	 ion	 electron	 and	 ion	 LLBL	 respectively.	 S1	 and	 S2	 are	 the	
sepatrix	either	side	of	the	boundary;	where	they	cross	indicates	the	reconnection	site.	The	magnetic	
field	orientation	either	side	of	the	boundary	is	indicated	by	field	lines	labelled	B.	Reproduced	from	
Gosling	et	al,	(1990),	figure	5.	
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A	 quasi-permanent	 LLBL	 has	 also	 been	 suggested	 to	 exist	 at	 Saturn	(Lepping	et	al.,	1981;	McAndrews	et	al,.	2008).	A	more	recent	study	by	Masters	et	
al.	 (2011)	 detected	 the	 presence	 of	 a	 boundary	 layer	 inside	 Saturn’s	magnetopause	with	 a	 thickness	~1RS,	 but	 found	 no	 significant	 influence	 of	 the	IMF	field	on	the	LLBL	thickness,	 in	contrast	to	the	terrestrial	LLBL.	The	authors	also	 found	 no	 significant	 variation	 in	 boundary	 layer	 thickness	 between	 dawn	and	dusk,	as	might	be	expected	based	on	our	current	understanding	of	 the	K-H	instability.	 Less	 is	 known	 about	 Saturn’s	 LLBL	 than	 the	 Earth’s	 due	 to	 the	limitations	of	single	spacecraft	analysis:	it	is	difficult	to	calculate	the	dimensions	of	such	a	structure	using	in-situ	measurements	from	just	one	spacecraft.				1.6.4	The	bow	shock	
		 A	 shock	wave	 is	 required	whenever	 it	 is	necessary	 to	 slow	and	deflect	a	flow	 where	 the	 speed	 of	 propagation	 is	 faster	 than	 the	 speed	 at	 which	information	is	able	to	transmit	adiabatically	through	the	medium	(Burgess,	1995).	Such	 a	 shock	 wave	 is	 able	 to	 travel	 faster	 than	 this	 speed	 and	 transmit	information	to	the	upstream	flow.	For	a	collisionless	medium,	this	information	is	transmitted	by	MHD	waves.	When	the	speed	of	the	flow	in	relation	to	the	obstacle	becomes	greater	than	the	sound	speed,	the	sound	waves	become	non-linear	and	steepen	up	into	a	shock	wave.	A	shock	wave	acts	to	slow	down	the	flow	until	 it	becomes	subsonic;	this	is	achieved	through	the	conversion	of	flow	kinetic	energy	into	thermal	energy	via	energy	dissipation.			 Shocks	 in	 tenuous	 space	 plasma	 are	 known	 as	 collisionless	 shocks	(Burgess,	1995).	The	dissipation	mechanism	through	which	flow	kinetic	energy	is	converted	to	heat	cannot	be	achieved	via	inter-particle	collisions;	the	root	of	the	dissipation	remains	unknown	and	is	the	subject	of	current	research.	One	example	of	 such	 a	 collisionless	 shock	 is	 the	planetary	bow	 shock,	which	 forms	 from	 the	steepening	of	 fast	magnetosonic	waves	 in	the	upstream	solar	wind.	(e.g.	Russell,	1985).	Such	compressive	waves	are	one	of	many	wave	modes	able	to	propagate	
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through	space	plasma,	and	are	to	collisionless	magnetised	plasma	as	sound	waves	are	to	a	hydrodynamic	flow	(Kivelson,	1995b).		 There	are	two	important	parameters	to	consider	when	analysing	shocks:	the	 shock	 angle	 and	 the	 fast	 magnetosonic	 Mach	 number.	 The	 shock	 angle	 is	defined	 as	 the	 angular	 difference	 between	 the	 upstream	 IMF	 vector	 and	 the	normal	 to	 the	 local	 shock	surface,	while	 the	 fast	magnetosonic	Mach	number	 is	the	 ratio	 between	 the	 upstream	 flow	 speed	 and	 the	 fast	 magnetosonic	 wave	speed	 of	 the	 flow	medium.	 The	 concept	 of	 shock	 angle	 gives	 rise	 to	 particular	shock	 types:	 parallel,	 quasi-parallel,	 quasi-perpendicular	 and	 perpendicular	shocks.	 A	 parallel	 shock	 exists	 when	 the	 upstream	 field	 and	 clock	 normal	 are	aligned,	through	to	the	perpendicular	shock,	where	the	upstream	field	and	shock	normal	are	at	90°	to	one	another.			 The	bow	shock	specific	to	Saturn	is	discussed	briefly	 in	section	1.7;	 for	a	more	 detailed	 understanding,	 refer	 to	 references	 within,	 as	 an	 in-depth	discussion	is	beyond	the	scope	of	this	thesis.					1.6.5	 The	ring	current			 The	ring	current	is	a	toroidal-shaped	current	system	that	flows	westward	around	 the	 Earth,	 as	 indicated	 in	 figure	 1.3.	 Such	 a	 current	 arises	 from	 the	particle	drifts	discussed	in	section	1.2.2.	It	is	located	between	2-9RE	at	the	Earth,	and	carries	1-4nAm-2.	When	integrated	over	a	thickness	of	~4RE,	this	equates	to	a	total	 current	 of	 ~2MA	 (Iijima	 et	 al.,	 1990).	 The	 density	 of	 plasma	 in	 the	 ring	current	 is	 dominated	 by	 ionospheric	 plasma,	 while	 the	 energy	 density	 is	dominated	by	plasma	from	the	tail	plasma	sheet.	This	 is	the	plasma	that	carries	the	ring	current,	as	it	has	a	comparatively	much	higher	drift	velocity.				 The	 considerably	 higher	 energy	 of	 tail	 plasma	 sheet	 plasma	 arises	 as	 a	result	 of	 the	 influence	 of	 the	 convection	 electric	 field	 associated	with	 the	 solar	wind	 flow,	which	was	 introduced	 in	 section	1.6.2.	 	The	 convection	electric	 field	leads	to	~1	keV	plasma	in	the	tail	E	x	B	drifting	in	the	sunward	direction.	As	the	plasma	 drifts	 towards	 the	 Earth	 the	 field	 strength	 increases,	 and	 as	 a	consequence	of	conservation	of	the	first	adiabatic	invariant,	the	plasma	particles	
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gain	 thermal	 energy.	 As	 a	 result,	 Earth’s	 ring	 current	 can	 reach	 temperatures	exceeding	100keV,	and	so	the	E	x	B	drift	becomes	less	influential	in	its	dynamics,	which	 become	 dominated	 by	 thermal	 processes	 due	 to	 the	 increased	 thermal	energy	of	the	particles.			1.6.6	The	Magnetotail	
		 The	nightside	of	the	magnetosphere	is	drawn	out	by	the	solar	wind	flow,	forming	a	structure	referred	to	as	the	magnetotail.	The	magnetotail	 is	known	to	consist	 of	 four	major	 structural	 elements:	 the	 plasma	 sheet,	 through	which	 the	closed	 magnetic	 field	 lines	 thread,	 the	 tail	 lobes,	 and	 the	 magnetopause	(Schindler,	1979).	Although	a	magnetotail	 is	common	for	all	magnetised	planets,	parameters	 vary	 between	 them;	 the	 introduction	 below	 is	 for	 the	 terrestrial	magnetosphere,	of	which	we	have	the	greatest	understanding.				 Plasma	density	is	very	low	in	the	tail	lobes,	often	falls	below	the	levels	of	instrument	 detection	 (<0.1cm-3).	 With	 regards	 to	 the	 magnetic	 field	 structure,	evidence	for	an	open	magnetic	field	structure	in	the	magnetotail	lobes	is	provided	by	Hughes	(1995).		 The	 central	 plasma	 sheet	 (CPS)	 has	 a	 particle	 density	 ~0.1-1cm-3,	 and	electron	 temperatures	 of	 the	 order	 1keV,	with	 ion	 temperatures	 roughly	 seven	times	 greater.	 Bulk	 ion	 flows	 are	 generally	 much	 smaller	 than	 ion	 thermal	velocities.	 The	 CPS	 temperature	 and	 density	 are	 determined	 by	 upstream	conditions	(Tsyganenko	and	Makai,	2003);	density	is	greater	when	the	solar	wind	density	increases,	and	under	northward	IMF.	Temperature,	on	the	other	hand,	is	controlled	by	solar	wind	velocity	and	IMF,	and	is	higher	for	fast	solar	wind	flow	and	 an	 IMF	directed	 southward.	 As	 a	 result,	 a	 slow	 and	 dense	 solar	wind	with	southward	IMF	leads	to	a	cold	and	dense	CPS,	while	a	fast	and	tenuous	solar	wind	with	northward	IMF	leads	to	a	hot	and	tenuous	CPS.			 The	plasma	sheet	boundary	layer	(PSBL)	separates	the	tail	lobes	from	the	CPS,	 and	 contains	 both	 tailward	 and	 sunward	 flowing	 ion	 and	 electron	 beams.	Particle	properties	are	midway	between	those	of	the	lobes	and	the	CPS.	The	PSBL	
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is	believed	to	lie	on	closed	magnetic	field	lines,	and	plasma	is	though	to	enter	the	CPS	from	the	solar	wind	via	tail	reconnection	(Hill,	1974).			 	1.6.7 	The	Magnetopause		1.6.7.1	Introduction	
		 The	 magnetopause	 is	 to	 first	 order	 approximation	 a	 tangential	discontinuity	 (TD)	 that	 separates	 the	 shocked	 solar	 wind	 plasma	 from	 the	planetary	 magnetic	 field	 (Hughes,	 1995).	 	 The	 definition	 of	 a	 TD	 has	 been	provided	 earlier	 in	 the	 chapter.	 Although	 the	magnetopause	 can	 often	 be	 well	approximated	 to	 a	 TD,	 a	 more	 accurate	 interpretation	 is	 that	 of	 a	 number	 of	structured	 boundaries,	 including	 internal	 and	 external	 boundary	 layers,	 which	were	discussed	in	section	1.6.3.	Steady	or	transient	magnetic	reconnection	is	also	known	 to	 alter	 the	 magnetic	 structure	 at	 the	 terrestrial	 magnetopause,	 which	directly	 leads	 to	 the	 diffusion	 of	 plasma	 across	 the	 boundary.	 Reconnection	therefore	plays	a	vital	role	 in	the	entry	of	solar	wind	plasma	into	the	terrestrial	magnetopause;	 this	 phenomenon	 is	 particularly	 effective	 under	 periods	 of	southward	IMF,	when	the	terrestrial	field	and	IMF	are	anti-parallel.			1.6.7.2	Large	scale	motion		 The	 structure	of	 the	 terrestrial	magnetosphere	 and	 to	 a	 large	 extent	 the	Kronian	magnetosphere	are	well	known,	however	 the	dynamical	processes	 that	are	 occurring	 at	 and	within	 such	 structures	 are	 less	well	 understood.	 Studying	such	processes	via	probing	satellites	is	beneficial	to	our	understanding	of	plasma	behaviour	 as	 a	 whole,	 since	 such	 large-scale	 plasma	 interactions	 cannot	 be	reproduced	 in	 a	 laboratory.	 With	 focus	 in	 particular	 on	 the	 dynamics	 of	 the	magnetopause,	the	following	section	provides	a	brief	introduction	into	processes	observed	 at	 both	 the	 terrestrial	 and	 Kronian	 magnetopauses.	 Smaller	 scale	
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magnetopause	motion	is	discussed	in	detail	in	the	initial	few	sections	of	chapter	3.	 The	terrestrial	magnetopause	has	been	extensively	studied	since	the	early	years	 of	 space	 exploration	 using	 in-situ	 observations.	 The	 magnetopause	 and	boundary	 layer	 (subsequently	 referred	 to	 as	 the	 magnetospheric	 boundary)	position	is	dictated	by	a	balance	between	solar	wind	pressure	and	the	magnetic	pressure	exerted	by	the	geomagnetic	 field.	Higher	(lower)	ram	pressure	pushes	the	 boundary	 inwards	 (outwards)	 until	 a	 pressure	 balance	 is	 maintained.	However,	because	the	solar	wind	pressure	 is	highly	variable,	 the	 location	of	 the	magnetopause	is	constantly	moving.	At	 Saturn,	 the	 range	 in	 rate	 of	 change	 of	 solar	wind	 pressure	 combined	with	 the	quick	 response	of	 the	boundary	 results	 in	 a	boundary	motion	 ranging	from	 10-100km/s	 (Achilleos	 et	 al.,	 2006),	 which	 is	 typically	 larger	 than	 the	relative	speed	of	observing	satellites.	A	consequence	of	this	is	that	even	for	a	‘flat’	boundary	 the	 observing	 spacecraft	 is	 likely	 to	 make	 several	 passes	 of	 the	boundary	 during	 an	 orbital	 pass.	 This	 oscillatory	motion	 of	 the	magnetopause	makes	 it	difficult	 to	distinguish	between	apparent	and	 intrinsic	 time	variability,	which	was	one	of	the	objectives	of	the	multi-spacecraft	Cluster	mission	at	Earth.		The	 magnetopause	 location	 can	 vary	 in	 response	 to	 both	 external	 and	internal	 dynamics.	 At	 the	 Earth,	 the	 magnetopause	 location	 is	 determined	primarily	 by	 external	 factors,	 and	 has	 been	 seen	 to	 expand	 and	 contract	 on	 a	global	 scale	 (e.g.	 Fairfield,	 1971)	 as	 a	 result	 of	 solar	 wind	 dynamic	 pressure	fluctuations.			 Unsurprisingly,	a	similar	process	has	been	detected	at	Saturn	(e.g.	Arridge,	2006).	 However,	 Saturn	 is	 unique	 in	 that	 its	 magnetospheric	 dynamics	 lie	somewhere	between	the	terrestrial	magnetosphere,	where	energy	input	from	the	solar	 wind	 drives	 magnetospheric	 dynamics	 (Dungey,	 1961),	 and	 the	 Jovian	magnetosphere,	 where	 this	 input	 is	 minimal	 compared	 with	 more	 dominant	internal	 rotation	 forces	 (Hill	 et	 al.,	 1983).	 Solar	 wind	 input	 occurs	 through	magnetic	 reconnection,	 leading	 to	 the	 resultant	 convection	 electric	 field	 and	Dungey	 cycle	 of	 plasma	 transport	 that	 was	 discussed	 in	 section	 1.6.2.	 Dayside	magnetic	 reconnection	can	result	 in	a	 reduction	 in	magnetic	 flux	 in	 the	dayside	magnetosphere,	 and	 a	 subsequent	 reduction	 in	 both	 internal	 plasma	 and	
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magnetic	 pressure.	 A	 consequence	 of	 this	 is	 the	 planet-ward	movement	 of	 the	magnetopause	 until	 pressure	 balance	 is	 achieved.	 Subsequent	 return	 Dungey	cycle	return	flow	will	expand	the	dayside	magnetopause	once	more.			 	
	
Figure	 1.10:	 Schematic	 showing	 the	 Vasyliunas	 cycle.	 Left:	 bulk	 plasma	 flow	 within	 the	
magnetosphere,	 indicated	 by	 the	 solid	 black	 arrows.	 Right:	magnetic	 field	 arrangement	 at	 various	
meridians,	the	location	of	which	are	indicated	by	numbers	1-4	on	the	right	hand	side	diagram.	Figure	
reproduced	from	Vasyliunas,	(1983)	On	 the	other	hand,	 corotating	plasma	gives	 rise	 to	an	associated	electric	field	 that	 leads	 to	 the	Vasyliunas	 cycle	 (Vasyliunas,	 1983).	The	Vasyliunas	 cycle	was	 first	 proposed	 as	 an	 explanation	 for	 plasma	 motion	 in	 the	 Jovian	magnetosphere,	 where	 plasma	 motion	 is	 dominated	 by	 corotation	 with	 the	planet.	 It	 described	 the	 corotation	 of	 magnetic	 field	 lines	 from	 noon	 to	 dusk,	where	they	extend	down	the	magnetotail	and	form	a	region	of	anti-parallel	fields.	These	 field	 lines	 then	 reconnect	with	 themselves,	 resulting	 in	 a	 stretched	 field	line	that	is	tied	to	the	planet	and	accelerates	towards	the	planet	through	magnetic	tension	 forces,	 and	 a	 closed	 magnetic	 field	 loop.	 Since	 this	 loop	 is	 no	 longer	connected	 to	 the	 planet,	 it	 is	 ejected	 down	 the	magnetotail	 through	 centrifugal	forces,	 carrying	 with	 it	 plasma	 tied	 to	 the	 magnetic	 field.	 These	 bundles	 of	magnetic	 field	 loops	 containing	 plasma	 are	 referred	 to	 as	 plasmoids.	 This	 is	caused	by	plasma	released	from	Io	needing	to	be	ejected	from	the	magnetosphere	–	otherwise	corotation	would	just	lead	to	the	plasma	moving	in	circular	motion.	A	
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schematic	 of	 the	 Vasyliunas	 cycle	 is	 given	 in	 figure	 1.10,	 which	 illustrates	 the	magnetic	configuration	at	different	meridians	within	the	Jovian	magnetosphere.			 Regarding	the	Earth’s	magnetosphere,	corotation	is	only	significant	within	the	 close-planet	 region	 known	 as	 the	 plasmasphere	 (Wolfe,	 1995).	Outside	 this	region	the	Dungey	cycle	generally	drives	the	bulk	plasma	flow	as	convective	flow.	A	comparison	between	the	convective	and	corotational	electric	fields	determines	the	 relative	 contributions	 of	 convective	 (Dungey)	 and	 corotational	 (Vasyliunas)	motion	to	magnetospheric	dynamics.			1.7	The	Kronian	magnetosphere	
		 This	section	of	the	introductory	chapter	focuses	on	the	magnetosphere	of	Saturn	in	particular.		Saturn,	with	an	equatorial	radius	of	60268	km	(=1RS),	is	the	second	 largest	planet	 in	our	solar	 system,	and	 is	 composed	mainly	of	hydrogen	and	helium.	 It	 orbits	 at	 9-10	 astronomical	 units	 (AU)	 from	 the	 Sun.	 The	 planet	rotates	fast	with	a	sidereal	rotation	period	of	approximately	10.7	hours;	a	result	of	the	rapid	rotation	is	a	~10%	greater	equatorial	radius	than	polar	radius.			 Saturn	 has	 a	 very	 pronounced	 ring	 system	 that	 is	 confined	 to	 the	equatorial	plane.	The	rings	consist	mostly	of	water	ice	(Cuzzi	et	al.,	2002),	and	are	separated	by	a	number	of	clear	gaps;	the	most	prominent	is	the	Cassini	division.	The	 outermost	 ring	 is	 known	 as	 the	 ‘E-ring’,	which	 at	 is	 furthest	 point	 is	more	than	10RS	from	Saturn’s	centre.		Saturn	 has	 a	 number	 of	 moons,	 two	 of	 which	 hold	 special	 importance.	These	are	Titan,	which	has	its	own	magnetic	field	and	a	substantial	atmosphere	(Raulin	and	Owen,	2002);	and	Enceladus,	which	is	an	intense	emitter	of	water	ice	and	dust	that	forms	the	E-ring	(Dougherty	et	al.,	2006).	Pioneer	 11	 was	 the	 first	 spacecraft	 to	 visit	 Saturn	 in	 September	 2009,	shortly	 followed	 by	Voyager	 1	 in	November	 1980	 and	Voyager	 2	 the	 following	year.	 	 The	 above	 spacecraft	 performed	 flybys	 of	 the	 planet,	 the	 trajectories	 of	which	are	illustrated	in	figure	1.11,	as	viewed	in	the	Saturn	equatorial	plane.			 Discoveries	 from	 the	 pioneer	 era	 found	 Saturn’s	 magnetosphere	 to	 be	structurally	similar	to	that	of	other	visited	magnetised	planets;	the	Voyager	flybys	
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also	came	to	a	similar	conclusion.	The	planetary	magnetic	 field	was	found	to	be	principally	 dipolar	 with	 a	 <1°	 angular	 difference	 between	 the	 magnetic	 dipole	and	rotation	axis	(Acuna	and	Ness,	1980),	as	mentioned	earlier	in	the	chapter.	The	dayside	magnetospheric	 field	was	 observed	 to	 be	 that	 of	 a	 compressed	 dipole,	whereas	the	dawnside	field	was	seen	to	be	radially	elongated	which	resulted	in	a	thin	current	sheet	very	close	to	the	equatorial	plane	(Smith	et	al.,	1980).			
	
Figure	 1.11:	 Pioneer	 11,	 Voyager	 1	 and	 2	 spacecraft	 trajectories	 plotted	 in	 the	 Saturn	 equatorial	
plane,	 where	 the	 x-axis	 points	 towards	 the	 Sun,	 the	 y	 axis	 points	 towards	 dusk,	 as	 viewed	 from	
Saturn’s	 rotational	 North	 Pole.	 Bow	 shock	 (S)	 and	 magnetopause	 (M)	 crossing	 locations	 are	
indicated,	whilst	days	are	indicated	by	the	numbers.	Figure	reproduced	from	Sittler	et	al.	(1983) 
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	 Plasma	 observations	 of	 Saturn’s	 magnetosphere	 were	 also	made	 during	the	above	flybys.	Plasma	corotation	with	the	planet	was	found	to	be	the	dominant	bulk	plasma	motion	in	the	magnetosphere	(Richardson,	1986).	The	transfer	of	the	planet’s	angular	momentum	to	the	charged	plasma	particles	is	achieved	through	electromagnetic	 coupling	 between	 Saturn’s	 ionospheric	 plasma	 and	magnetospheric	plasma	(Dougherty	et	al.,	1993).	This	magnetospheric	corotation	was	often	observed	 to	be	below	 the	 expected	 rigid	 corotation	 flow	velocities,	 a	plasma	 flow	which	 is	 referred	 to	 throughout	 this	 thesis	as	a	 subcorotating	 flow	(Eviatar	and	Richardson,	1986).			 Voyager	observations	showed	that	when	crossing	Saturn’s	bow	shock	into	the	magnetosheath,	 electron	 temperature	and	density	 increased,	while	 crossing	the	magnetopause	into	the	magnetosphere	sees	a	distinct	temperature	decrease	and	energy	increase.	Saturn’s	magnetosheath	has	been	shown	to	be	structurally	similar	 to	 that	 of	 Jupiter,	 and	 has	 been	 found	 to	 contain	 mirror	 mode	 waves,	which	are	discussed	in	more	detail	in	chapter	3	(Tsurutani	et	al.,	1982).			 Observations	 of	 the	 magnetosphere	 found	 the	 low-energy	 electron	populations	 in	 the	 Kronian	 magnetosphere	 to	 have	 a	 non-Maxwellian	distribution.	 Such	 observations	 revealed	 three	 main	 regions	 within	 the	magnetosphere:	the	extended	plasma	sheet,	the	inner	plasma	torus,	and	the	outer	magnetosphere	 (Sittler	et	al.,	 1983).	 The	 extended	 plasma	 sheet	 is	 a	 relatively	hot,	 tenuous	region	situated	between	~7	–	15	RS	and	at	 low	 latitudes,	while	 the	inner	plasma	torus	 is	a	much	colder,	denser	region	 lying	close	to	the	equatorial	plane.	 The	 outer	 magnetosphere	 is	 the	 hottest	 and	most	 tenuous	 region	 of	 all	three.	The	relative	locations	of	these	regions	are	indicated	in	figure	1.12.	Within	 the	 magnetosphere	 ions	 were	 found	 which	 were	 of	 solar	 wind	origin,	 implying	 they	had	entered	the	magnetosphere	across	 the	magnetopause.	Ions	of	atmospheric	origin	and	also	from	the	moons	were	also	present.	 	Protons	were	 observed	 to	 be	 the	 most	 prominent	 ion	 species,	 however	 a	 heavier	 ion	believed	 to	be	 singly	 ionised	oxygen	or	nitrogen	was	also	present	 (Lazarus	and	
McNutt,	 1983).	 Oxygen	 ions	 were	 found	 to	 be	 most	 prevalent	 in	 the	 extended	plasma	sheet	and	inner	plasma	torus.		
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Figure	 1.12:	 the	 different	 plasma	 regions	 of	 Saturn’s	magnetosphere,	 where	 the	 noon	meridian	 is	
depicted	 on	 the	 left	 side	 of	 the	 figure,	 and	 the	 dawn	meridian	 on	 the	 right.	 The	 extended	 plasma	
sheet,	inner	plasma	torus	and	hot	outer	magnetosphere	locations	are	all	indicated.	The	colour	scale	
represents	electron	temperature	in	each	region.	Figure	reproduced	from	Sittler	et	al.	(1983).			 The	 radio	 and	 plasma	 wave	 experiments	 on-board	 the	 Pioneer	 and	Voyager	spacecraft	also	made	a	number	of	significant	discoveries.	Broadfoot	et	al.	(1981)	 observed	 ultraviolet	 (UV)	 auroral	 emissions	 from	 Saturn’s	 high-latitude	atmosphere.	This	radiation	was	found	to	originate	from	two	generally	continuous	ovals,	 one	 around	 each	 pole.	 A	 radio	 signal	was	 also	 discovered	 being	 emitted	from	these	auroral	zones;	this	signal	is	referred	to	as	Saturn	kilometric	radiation	(SKR)	 (Kaiser	 et	 al.,	 1980).	 The	 source	 of	 such	 auroral	 emissions	 is	 charged	particles	 accelerated	 along	 magnetic	 field	 lines	 towards	 the	 planet	 and	subsequent	collisions	with	neutral	atoms	in	the	atmosphere.			 The	most	intense	SKR	source	emissions	were	found	to	be	in	the	post-dawn	region,	with	a	 clear	power	modulation	over	a	period	of	10hrs	39mins	24±7sec.	This	period	is	often	referenced	as	the	rotation	period	of	the	planet.	Such	a	clear	modulation	is	surprising	given	the	small	angular	difference	between	the	rotation	and	dipole	axes.	A	similar	period	perturbation	was	also	observed	in	the	energetic	particle	data	from	Voyager	2	(Carbary	and	Krimingis,	1982).		 More	 recently,	Galopeau	et	al.	 (1995),	 referred	back	 to	Voyager	data	and	found	 that	 in	 both	 hemispheres,	 the	 emission	 sources	 had	 their	 centre	 at	13:00SLT,	and	high	latitudes.	In	addition,	Espinosa	and	Dougherty	(2000)	showed	that	the	magnetospheric	field	was	clearly	modulated	during	the	flybys	by	a	period	
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almost	 identical	 to	 the	planetary	rotation	period.	The	source	of	 this	modulation	was	 proposed	 due	 to	 a	 corotating	 equatorial	 anomaly,	 referred	 to	 as	 the	‘camshaft	 model’.	 The	 anomaly	 is	 thought	 to	 produce	 compressive	 waves	 that	propagate	into	the	magnetosphere,	which	appear	as	fluctuations	in	the	magnetic	field	data.	However,	 the	 source	 of	 this	 anomaly	 still	 remains	 an	unknown.	This	anomaly	 is	 also	 believed	 to	 perturb	 the	 magnetopause	 (Clarke	 et	 al.,	 2006),	 a	phenomenon	that	is	discussed	in	more	detail	in	chapter	3.		 Of	 particular	 interest	 to	 this	 thesis	 is	 the	 magnetopause	 boundary;	 the	following	paragraphs	 focus	on	 the	discoveries	made	concerning	 the	solar	wind-	magnetosphere	 interaction	 at	 Saturn.	 Following	 the	 Pioneer	 11	 flyby	 and	 its	encounters	 with	 Saturn’s	 bow	 shock	 and	 magnetopause,	 Wolfe	 et	 al.	 (1980)	proposed	 that	 Saturn’s	magnetopause	was	equally	 sensitive	 to	 changes	 in	 solar	wind	dynamic	pressure	as	Earth	and	 Jupiter.	They	also	showed	how	changes	 in	the	upstream	solar	wind	pressure	during	the	flyby	could	have	led	to	variation	in	the	magnetopause	 position	 and	 the	 subsequent	multiple	 spacecraft	 bow	 shock	and	magnetopause	encounters.	The	authors	were	also	first	to	suggest	that	when	Saturn	and	Jupiter	were	aligned	with	the	Sun,	Saturn	would	fall	into	the	shadow	of	 Jupiter’s	 extended	 magnetotail,	 and	 as	 a	 result	 the	 size	 of	 Saturn’s	magnetosphere	would	increase	considerably.	The	reason	for	such	expansion	is	a	reduced	dynamic	pressure	 from	 the	upstream	magnetotail	plasma	compared	 to	solar	wind	dynamic	pressure.			 Voyager	measurements	were	 analysed	by	Ness	et	al.	 (1981,	1982)	which	compared	 the	 magnetopause	 standoff	 distances	 between	 Voyager	 1	 and	 2	encounters,	 and	 found	 that	 a	 large	 scale	 magnetospheric	 expansion	 had	 taken	place	between	the	two	flybys.	The	authors	fitted	curves	to	the	sets	of	bow	shocks	and	magnetopause	crossings	available,	producing	 the	 first	global	magnetopause	and	 bow	 shock	 models.	 Of	 particular	 importance	 to	 this	 thesis	 is	 the	 work	undertaken	by	Lepping	et	al.	(1981),	who	analysed	the	magnetometer	data	from	the	 Voyager	 1	 to	 identify	 surface	waves	 on	 the	 dawn	 side	magnetopause.	 This	was	 achieved	 by	 using	 minimum	 variance	 analysis	 (MVA)	 to	 determine	 the	surface	 normal	 of	 the	magnetopause	 for	 each	 encounter,	 and	 showing	 how	 the	normals	 oscillated	 about	 an	 average	 direction	 in	 a	 well	 defined	 plane.	 Such	oscillation	 suggested	 tailward	 propagating	waves	 approximately	 parallel	 to	 the	
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equatorial	plane.	Using	the	technique	developed	by	Lepping	and	Burlaga	 (1979)	they	 calculated	 average	wave	 amplitude	 of	 0.4RS,	 average	wavelength	 of	 4.0RS,	average	 wave	 speed	 of	 180km/s	 and	 average	 wave	 period	 of	 23.5mins.	 The	Kelvin-Helmholtz	 instability	 was	 proposed	 as	 a	 highly	 probable	 wave	 driving	mechanism,	but	it	was	impossible	to	show	this	conclusively.	A	more	recent	study	by	Masters	et	al.	 (2009)	undertook	similar	work	on	a	set	of	Cassini	 crossings	of	the	 equatorial	 dawn	 magnetopause.	 These	 authors	 also	 identified	 surface	boundary	waves,	with	 two	distinct	 superposed	wave	periods.	Higher	 frequency	waves	were	detected	with	a	period	of	45±9	minutes,	while	the	 lower	 frequency	waves	had	a	period	of	a	 few	hours.	The	authors	also	concluded	that	 the	Kelvin-Helmholtz	instability	was	likely	driving	the	waves.			 Slavin	et	al.	 (1985)	used	Pioneer	 and	 the	Voyager	boundary	 crossings	 to	produce	an	empirical	bow	shock	and	magnetopause	model	for	Saturn.	Based	on	this	 model,	 the	 authors	 concluded	 that	 the	 compressibility	 of	 Saturn’s	magnetosphere	 was	 similar	 to	 that	 of	 Earth,	 and	 that	 the	 magnetosphere	 was	slightly	flattened	at	the	poles,	postulated	to	be	due	to	variation	in	global	pressure	distribution	just	inside	of	the	magnetopause.	The	extent	of	this	polar	flattening	is	somewhere	 between	 the	 terrestrial	 magnetosphere	 and	 the	 Jovian	magnetosphere,	which	has	 the	 greatest	 extent	 of	 polar	 flattening.	 It	 is	 however	worth	noting	 that	 the	boundary	crossings	used	 in	 the	above	study	 included	 the	outbound	Voyager	2	pass	when	the	spacecraft	was	sheltered	from	the	solar	wind	flow	 by	 the	 Jovian	 magnetotail.	 The	 polar	 flattening	 results	 of	 the	 Slavin	et	al.	(1985)	 study	 were	 supported	 by	 global	 three-dimensional	 MHD	 modelling	 by	
Stahara	et	al.	(1989),	who	found	significantly	less	polar	flattening	at	Saturn	than	Jupiter.		 Regarding	 magnetic	 reconnection	 at	 Saturn’s	 magnetopause,	 a	 study	 by	
Huddleston	 et	 al.	 (1997)	 found	 evidence	 of	 local	 reconnection	 at	 one	 of	 the	Voyager	 magnetopause	 crossings.	 Despite	 such	 an	 observation,	 the	 authors	concluded	 that	 reconnection	 likely	 plays	 only	 a	 minor	 role	 in	 magnetopause	dynamics	at	Saturn.	They	also	reanalysed	the	Lepping	et	al.	(1981)	magnetopause	crossings,	and	found	they	were	likely	to	have	propagated	away	from	the	subsolar	point.		
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	 Until	 now,	 this	 section	 has	 focused	 primarily	 of	 Pioneer	 and	 Voyager	discoveries	 at	 Saturn.	 The	 next	 section	 of	 this	 chapter	 focuses	 more	 on	discoveries	made	at	Saturn	by	the	Cassini	spacecraft,	 in	particular	those	related	to	the	dayside	magnetopause.			 One	 of	 the	most	 important	 discoveries	 at	 Saturn	 during	 the	 Cassini	 era	was	 made	 by	 the	 magnetometer	 instrument,	 which	 found	 that	 the	 moon	Enceladus	 was	 emitting	 water	 ice	 molecules	 through	 erupting	 plumes	 on	 the	surface,	which	formed	the	E-ring	of	Saturn’s	ring	system	(Dougherty	et	al.,	2006;	
Waite	et	al.,	 2006).	These	water	 group	molecules	 contribute	 significant	mass	 to	the	 magnetosphere,	 which	 through	 ionospheric	 coupling	 transfer	 angular	momentum	 to	 the	magnetosphere	 resulting	 in	 considerable	 subcorotating	 bulk	flow	plasma	velocities	in	the	magnetosphere.			 Cassini	 confirmed	 Pioneer	 and	 Voyager	 observations	 concerning	 the	dipole	field	and	<1°	dipole	axis	tilt	 from	the	sidereal	rotation	axis	(Dougherty	et	
al.,	2005).	The	configuration	of	the	outer	magnetospheric	field	however	has	been	found	to	differ	from	the	findings	of	Pioneer	and	Voyager.	The	thin	current	sheets	observed	near	the	equatorial	plane	that	form	as	a	result	of	the	radial	elongation	of	magnetic	field	lines	were	shown	to	be	generated	from	a	stress	balance	between	the	 outward	 centrifugal	 force	 on	 near	 corotating	 plasma,	 inward	 magnetic	tension	 force,	 and	 the	 force	due	 to	 the	plasma	pressure	gradient	 (Arridge	et	al.,	2007).	 Such	 an	 equatorial	 current	 sheet	 is	 a	 variation	 of	 the	 ring	 current	discussed	 in	 section	 1.6.5,	 and	 is	 referred	 to	 as	 the	magnetodisc	 current	 sheet	(MCS)	(McNutt,	1983);	the	estimated	total	mass	in	this	current	system	is	~106kg.	
Arridge	et	al.	(2008a)	showed	that	the	MCS	could	exist	not	only	on	the	nightside	but	the	dayside	also,	when	the	magnetosphere	 is	expanded.	However,	when	the	magnetosphere	 is	 compressed	 this	 current	 sheet	 is	 no	 longer	 present,	 possibly	due	 to	 Chapman-Ferraro	 currents	 in	 the	 magnetosphere	 dipolarising	 the	 field.	The	authors	also	proposed	in	a	companion	paper	(Arridge	et	al.,	2008b)	that	the	solar	wind	dynamic	pressure	 is	capable	of	warping	 the	MCS	producing	a	 ‘bowl-shaped’	 current	 sheet.	 Such	 a	 proposition	 is	 supported	 by	 the	more	 numerous	Cassini	 encounters	 of	 the	MCS	 northward	 of	 the	magnetic	 dipole	 equator.	 The	configuration	of	the	MCS	is	illustrated	in	figure	1.13.	
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	 Cassini	 has	 improved	 on	 the	 measurements	 of	 neutral	 atoms	 in	 the	magnetosphere,	 the	 presence	 of	 which	were	 first	 analysed	 by	 Shemansky	et	al.	(1993)	via	Hubble	Space	Telescope	(HST)	observations.	The	magnetosphere	has	now	 been	 shown	 to	 contain	 a	 higher	 proportion	 of	 neutral	 ions	 than	 plasma	(Young	et	al.,	2005),	primarily	due	to	the	impact	of	the	plumes	on	Enceladus	that	contribute	up	to	300kg	s-1	of	neutral	gas	to	the	inner	magnetosphere	(Jurac	and	
Richardson,	2005).	In	addition,	the	observed	abundance	of	neutral	species	in	the	magnetosphere	is	 in	agreement	with	the	expected	ionisation	rate	of	this	neutral	gas	(Delamere	et	al.,	2007).		
	
Figure	 1.13:	 Illustration	 of	 the	 distorted	 magnetodisc	 current	 sheet	 and	 associated	 dipole	 field;	
reproduced	from	Arridge	et	al.	(2008b)			 Despite	 the	 dominance	 of	 neutral	 species,	 the	 plasma	 in	 Saturn's	magnetosphere	still	plays	a	very	significant	role	in	the	magnetospheric	dynamics,	due	to	its	interaction	with	the	planetary	magnetic	field.	Protons	have	been	shown	to	 be	 the	 dominant	 ion	 species	 outside	 of	 9RS,	 while	 inside	 this	 region	 the	primary	plasma	component	is	water-group	species.	Plasma	surrounding	the	ring	system	was	found	to	contain	predominantly	oxygen	ions	(Young	et	al.,	2005).	As	mentioned	earlier,	bulk	plasma	flow	within	the	magnetosphere	is	in	corotation	or	subcorotation	with	the	planet	(e.g.	Wilson	et	al.,	2008).			 HST	 observations	 have	 been	 utilised	 to	 study	 the	 UV	 aurorae	 at	 Saturn,	revealing	an	auroral	 signature	 considerably	different	 to	 that	of	Earth	or	 Jupiter	
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(Clarke	et	al.,	2005).	The	auroral	oval	positions	have	been	seen	to	shift	rapidly	in	latitude,	and	there	is	a	strong	relationship	between	magnetospheric	compression	and	auroral	brightening	that	subsequently	moves	to	higher	latitudes	and	is	most	pronounced	on	the	dawn	side	(Grodent	et	al.,	2005;	Cowley	et	al.,	2005;	Belenkaya	et	al.,	2006).		 Such	auroral	observations	are	 linked	 to	SKR	emissions,	an	area	 in	which	Cassini	has	made	considerable	discoveries.	Cassini	has	measured	an	SKR	power	modulation	period	of	10h45m45±36s	(Gurnett	et	al.,	2005),	which	is	in	the	order	of	6	minutes	 longer	than	the	previous	Pioneer	and	Voyager	measurements.	 It	 is	not	 possible	 to	 explain	 this	 discrepancy	with	 regards	 to	 a	 change	 in	 planetary	rotation,	 as	 the	 inertia	 of	 Saturn	 is	 simply	 too	 large.	 This	 discrepancy	 has	 as	 a	result	 brought	 into	 question	 the	 use	 of	 SKR	 modulation	 as	 a	 measure	 of	 the	sidereal	 planetary	 rotation	 period.	 Observations	 of	 the	 surface	 rotation	 to	determine	 this	 period	 is	 not	 applicable	 since	 various	 latitudinal	 bands	 of	 the	atmosphere	rotate	at	different	rates.			 The	 SKR	 has	 also	 been	 shown	 to	 vary	 on	 a	 timescale	 of	 20-	 30	 days,	 a	variation	that	has	also	been	observed	in	Cassini	radio	wave	measurements	(Zarka	
et	al.,	2007).	The	authors	showed	how	these	variations	are	 linked	to	changes	 in	the	 solar	 wind	 velocity,	 implying	 upstream	 solar	 wind	 conditions	 are	 very	important	 when	 considering	 SKR	 emissions.	 Other	 Cassini	 spacecraft	 studies	have	 looked	 at	 the	 spectral	 features	 of	 SKR	 (Galopeau	 et	 al.,	 2007)	 and	polarisation	(Lamy	et	al.,	2008).		 Cassini	 has	 allowed	 us	 to	 study	 the	 temporal	 variation	 of	 the	magnetosphere	 in	 detail	 as	 a	 result	 of	 its	 continued	 orbit	 about	 Saturn.	 It	 has	become	 apparent	 that	 at	 Saturn,	 both	 the	 Dungey	 cycle	 (introduced	 in	 section	1.6.2)	and	the	Vasyliunas	cycle	(introduced	in	section	1.6.7),	which	both	involve	magnetic	reconnection,	contribute	significantly	to	magnetospheric	dynamics.		 A	 number	 of	 tail	 reconnection	 events	 have	 been	 observed	 by	 Cassini,	which	 could	 be	 due	 to	 either	 the	 Dungey	 or	 Vasyliunas	 cycles	 (Jackman	et	al.,	2007,	 2008;	Hill	et	al.,	 2008).	 The	 relative	 importance	 of	 each	 cycle	 is	 strongly	questioned,	with	Cowley	et	al.	 (2004)	suggesting	a	combination	of	 the	two	 leads	to	the	combined	cycle	indicated	in	figure	1.14.		
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Figure	1.14:	The	Cowley	et	al.	 (2004)	Kronian	magnetospheric	plasma	flow	model.	 (a)	Flow	lines	 in	
the	 equatorial	 magnetosphere,	 as	 viewed	 from	 the	 North	 pole.	 (b)	 Flow	 lines	 in	 the	 northern	
ionosphere;	 circles	dots	 and	 crossed	 circles	 indicate	 field-aligned	 currents	 flowing	out	 of	 the	page	
and	into	the	page	respectively.	Figure	reproduced	from	Cowley	et	al.	(2004)	
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In	 this	 interpretation,	 dayside	 reconnection	 leads	 to	open	 flux	 in	 the	polar	 cap.	Meanwhile,	corotating	 field	 in	the	middle	magnetosphere	and	the	subcorotating	field	 lines	 that	 map	 to	 the	 polar	 cap	 lead	 to	 four-field	 aligned	 current	 (FAC)	regions	in	the	polar	ionosphere.	Two	of	which	are	upward	field	aligned,	and	two	that	are	downward	field	aligned,	as	shown	in	the	figure	(1.14).	
Cowley	et	al.	(2004)	also	suggested	that	Saturn’s	aurorae	are	driven	by	the	solar	 wind	 since	 the	 auroral	 oval	 lies	 on	 the	 open-closed	 field	 line	 boundary,	where	the	model	predicts	a	strong	upward	FAC	corresponding	to	the	downward	motion	 of	 electrons	 into	 the	 ionosphere.	 Movement	 of	 the	 oval	 is	 therefore	implied	to	be	due	to	variations	in	the	amount	of	open	magnetic	flux	in	the	polar	cap,	and	hence	directly	linked	to	dayside	magnetic	reconnection.	However	other	authors	 have	 disputed	 such	 a	 model.	 An	 alternative	 model	 considers	 that	 the	particles	 responsible	 for	 ionospheric	precipitation	 lie	 at	 the	edge	of	 the	plasma	sheet	 (~15RS)	 and	 close	 to	 the	 equatorial	 plane	where	 enhanced	wave	 activity	may	lead	to	the	auroral-bound	particles	(Sittler	et	al.,	2006).	These	authors	came	to	 the	 conclusion	 that	 angular	 momentum	 would	 be	 conserved	 in	 the	 outer	magnetosphere	 when	 solar	 wind	 dynamic	 pressure	 increased.	 They	 also	suggested	 that	 their	 model	 of	 centrifugally	 driven	 flux	 tube	 interchange	 could	explain	the	temporal	behaviour	of	Saturn’s	aurora	following	a	compression	of	the	magnetosphere.		 Crary	et	al.	(2005)	analysed	Cassini	 in-situ	solar	wind	measurements	and	HST	 images	of	 Saturn’s	 aurorae	 to	 show	 that	 solar	wind	dynamic	pressure	 and	electric	 field	are	 the	 factors	 that	control	 total	power	 in	 the	UV	aurorae.	 	Such	a	discovery	 highlights	 how	 strongly	 the	 solar	 wind	 influences	 auroral	 dynamics.	However,	 in	 contrast	 to	 Earth’s	 aurorae,	 Saturn’s	 aurorae	 do	 not	 seem	 to	 be	influenced	by	variations	in	the	IMF	orientation.		 Upstream	of	Saturn,	Cassini	measurements	revealed	alternating	regions	of	compression	 and	 rarefaction	 in	 the	 IMF	 (Jackman	 et	 al.,	 2004)	 that	 was	 not	unexpected.	 Such	 a	 structure	 is	 caused	 by	 solar	 activity	 resulting	 in	 corotating	interaction	 regions	 propagating	 radially	 away	 from	 the	 Sun.	 The	 authors	suggested	that	such	structures	would	persist	throughout	Cassini’s	prime	mission,	based	on	our	current	understanding	of	 solar	activity.	 Jackman	et	al.	 (2004)	also	inferred	 from	 measurements	 of	 the	 magnetic	 field	 the	 extent	 of	 dayside	
	 54	
magnetopause	reconnection.	It	was	found	that	this	is	likely	to	be	greatest	during	time	of	 solar	wind	rarefaction,	when	 the	solar	wind	 is	most	 likely	 to	be	driving	magnetospheric	 dynamics	 through	 the	Dungey	 cycle.	 In	 addition,	 the	 upstream	IMF	 field	 has	 been	 confirmed	 by	 Cassini	 to	 show	 strong	 agreement	 with	 the	Parker	spiral	magnetic	field	model	(Jackman	et	al.,	2008).		 A	 study	 using	 HST	 auroral	 images	 to	 calculate	 the	 amount	 of	 open	magnetic	flux	in	the	Kronian	magnetopause,	assuming	the	auroral	oval	lay	on	the	boundary	 between	 open	 and	 closed	 magnetic	 flux	 (Badman	 et	 al.,	 2005).	 The	authors	 concluded	 that	 the	 solar	wind	could	 strongly	drive	 the	magnetosphere,	particularly	during	a	compression	region.				 Regarding	 the	 magnetosheath,	 nonlinear	 two-dimensional	 magnetic	structures	known	as	Alfvén	vortices,	which	are	 linked	to	sheared	magnetic	 field	and	 velocity	 perturbations	 have	 been	 observed	 (Alexandrova	 and	 Saur,	 2008).		 Moving	 inwards	 and	 considering	 the	 magnetopause,	 the	 first	 global	magnetopause	structural	model	using	Cassini	data	was	produced	by	Arridge	et	al.	(2006).	 The	 authors	 used	 Voyager	 and	 Cassini	 magnetopause	 crossings	undertaken	during	the	first	six	months	of	its	orbital	tour	to	construct	their	model.	Lack	of	accurate	knowledge	of	upstream	solar	wind	pressure	meant	the	authors	had	to	use	an	iterative	approach	to	find	the	magnetopause	location	and	shape	as	a	function	of	solar	wind	dynamic	pressure.	The	authors	found	the	magnetopause	to	be	 less	 blunt	 than	 the	 Slavin	et	al.	 (1985)	 empirical	 model	 that	 was	 based	 on	Pioneer	and	Voyager	crossings.	They	also	found	the	magnetopause	location	to	be	more	 sensitive	 to	 changes	 in	 solar	wind	 dynamic	 pressure,	 than	 the	 terrestrial	magnetopause,	 implying	 it	 is	 more	 compressible	 than	 Earth’s,	 with	 a	compressibility	more	similar	to	that	of	Jupiter.	Such	increased	compressibility	is	thought	to	result	from	the	greater	internal	plasma	pressure	at	Saturn	and	Jupiter.	More	recently,	Kanani	et	al.	(2010)	constructed	a	new	magnetopause	model	using	the	same	technique	as	the	Arridge	et	al.	(2006)	model.	The	authors	had	hundreds	more	 Cassini	magnetopause	 crossings	 available,	 and	 a	 better	 understanding	 of	upstream	solar	wind	thermal	pressure.	This	model	is	less	flared	than	the	Arridge	
et	al.	(2006)	model,	as	indicated	in	figure	1.15.	It	is	also	slightly	less	compressible,	although	still	predicts	a	magnetospheric	compressibility	much	more	Jupiter-like	than	Earth-like.	
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Figure	 1.15:	 The	 Kanani	 et	 al.	 (2010)	 [new]	 model	 magnetopause	 (dotted	 line)	 with	 triangles	
indicating	 the	 scaled	 location	 of	 crossings	 used	 in	 the	Kanani	 et	 al.	 model,	 and	 the	 Arridge	 et	 al.	
(2006)	 [A06]	model	magnetopause	 (dashed	 line)	with	 crosses	 indicating	 the	 scaled	 location	of	 the	
Arridge	et	al.	crossings,	both	scaled	to	a	standoff	distance	of	20	RS.	This	gives	a	dynamic	pressure	of	
0.036	and	0.043nPa	 for	 the	Kanani	et	al.	 and	Arridge	et	al.	models	 respectively.	 It	 is	 clear	 that	 the	
Kanani	et	al.	model	is	less	flared.	Figure	adapted	from	Kanani	et	al.	(2010),	figure	6.			 To	summarise	this	section,	Saturn’s	magnetosphere	as	been	found	to	have	the	same	basic	structure	as	the	magnetospheres	of	other	magnetized	planets,	but	when	 considered	 in	 more	 detail	 can	 be	 found	 to	 be	 both	 structurally	 and	dynamically	 unique.	 It	 appears	 to	 have	 a	 magnetosphere	 somewhere	 between	that	of	Earth	and	Jupiter,	such	that	it	is	both	solar	wind	and	internally	driven.				
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1.8	Summary			 This	 chapter	 has	 introduced	 the	 physics	 of	 plasmas	 and	 that	 behind	 the	interaction	between	the	solar	wind	flow	and	a	magnetised	planet.	The	focus	has	been	 on	 the	 different	 approaches	 to	 describing	 the	 dynamics	 of	 magnetised	plasma,	and	when	it	is	appropriate	to	use	them.	Both	approaches	are	built	upon	the	conservation	laws	and	electromagnetic	theory.		 The	 concept	 of	 ‘frozen-in	 flux’	 has	 been	 introduced	 and	 used	 to	 explain	how	the	solar	wind	flow	is	deflected	around	a	magnetised	planet,	forming	a	tear-drop	shaped	magnetic	cavity	known	as	the	magnetosphere.	Of	particular	interest	to	 this	 thesis	are	the	dynamics	 that	occur	along	the	boundary	between	shocked	solar	 wind	 flow	 and	 the	magnetosphere	 of	 Saturn.	 It	 particular	 the	 thesis	 will	focus	on	how	susceptible	the	boundary	is	to	the	Kelvin-Helmholtz	instability,	and	the	implications	this	has	for	energy	and	momentum	flow	into	the	magnetopause.			 	
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Chapter	2:	Instrumentation			 The	majority	of	data	utilised	in	this	thesis	were	obtained	from	the	Cassini	orbiter	 spacecraft,	 which	 forms	 part	 of	 the	 Cassini-Huygens	 mission	 that	 was	launched	on	15	October	1997.		Cassini	is	the	first	spacecraft	to	have	been	placed	into	 orbit	 around	 Saturn,	 and	 is	 to	 date	 the	 furthest	 orbiting	 spacecraft	 from	Earth.			 The	 spacecraft’s	 interplanetary	 journey	 to	 Saturn	 involved	 a	 number	 of	planetary	 swing-bys,	 which	 were	 required	 to	 supply	 additional	 momentum	 in	order	 for	 Cassini	 to	 reach	 Saturn	 and	 position	 itself	 into	 orbit.	 Cassini	 entered	orbit	 in	 July	2004	and	begun	 its	prime	mission,	which	ended	 in	 July	2008,	after	which	the	‘Cassini	Equinox’	extended	mission	began.		The	prime	mission	science	target	was	to	complete	75	orbits	around	Saturn	to	encompass	flybys	of	Saturn’s	rings	and	satellites,	including	45	close	encounters	with	Titan.	The	prime	mission	was	 an	 undisputed	 success	 and	 generated	 almost	 one-thousand	 independent	publications	 in	 scientific	 journals.	 The	 two-year	 extension	 Cassini	 Equinox	mission	 consisted	 of	 a	 further	 60	 Saturn	 orbits	with	 26	 Titan	 and	 7	 Enceladus	flybys,	and	was	so	named	because	it	carried	Cassini	through	the	Saturn	northern	hemisphere	spring	equinox.		This	mission	drew	to	a	close	in	September	2010,	and	Cassini	 is	 now	 undertaking	 its	 second	 extended	 mission,	 the	 ‘Cassini	 Solstice’	mission.	 This	mission	 is	 planned	 to	 extend	 up	 to	 September	 2017,	 in	 order	 to	encompass	 the	 Saturn	 northern	 hemisphere	 summer	 solstice	 in	 May	 2017.	Cassini	will	the	perform	the	‘Cassini	Grand	Finale’	by	zipping	between	Saturn	and	its	 innermost	 ring	 a	 total	 of	 22	 times	 falling	 into	 the	 depths	 of	 Saturn’s	atmosphere	until	communication	is	lost.		 Figure	2.1	shows	a	diagram	of	 the	Cassini	spacecraft	with	the	 location	of	the	majority	of	 its	 on-board	 instruments	 and	 features	 indicated.	The	 spacecraft	itself	is	three-	axis	stabilised,	and	so	changes	in	the	orientation	of	the	spacecraft	are	 achieved	 via	 reaction	 wheels	 and	 thrusters.	 The	 spacecraft	 is	 powered	 by	radioisotope	 thermoelectric	 generators,	 as	 solar	 energy	 density	 at	 the	 average	spacecraft	distance	from	the	Sun	in	insufficient	to	provide	power	via	solar	panels.			
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Figure	2.1:	 Schematic	of	 the	Cassini	 spacecraft	 illustrating	 the	 location	of	 the	magnetometer	boom	
and	 the	 Cassini	 Plasma	 Spectrometer	 instrument	 package,	 along	 with	 other	 instruments	 and	
spacecraft	hardware.	Figure	reproduced	from	Burton	et	al.	(2001)	[Burton,	M.	E.,	Buratti,	B.,	Matson,	
D.	 L.,	 and	 Lebreton,	 J.	 P.	 (2001).	 The	 Cassini/Huygens	 Venus	 and	 Earth	 flybys:	 An	 overview	 of	
operations	and	results.	J.	Geophys.	Res.,	106(A12):30099–30107.]			 Twelve	 instruments	 are	mounted	on	 the	 spacecraft	 that	 allow	Cassini	 to	make	both	 in-situ	and	remote	measurements	of	 its	environment	and	that	of	 the	planet.	 The	 bulk	 of	 this	 thesis	 utilises	 data	 from	 a	 few	 of	 these	 instruments	 in	order	to	further	our	understanding	of	the	magnetopause	boundary	at	Saturn.	This	chapter	introduces	the	instruments	used	in	this	thesis	and	discusses	the	data	the	instruments	 measure,	 how	 this	 is	 undertaken	 and	 notes	 reliability,	 errors	 and	uncertainties	associated	with	the	data	produced.			2.1	Dual	Technique	magnetometer	(MAG)			 Magnetometer	data	are	used	as	the	basis	for	this	study.	The	dual	technique	magnetometer	 system	 [Dougherty	 et	 al.,	 2004)	 on-board	 Cassini	 consists	 of	 a	
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fluxgate	 magnetometer	 (FGM)	 and	 a	 vector/	 scalar	 helium	 magnetometer	 (V/	SHM).	Both	instruments	were	mounted	on	an	11m	long	boom,	the	FGM	mounted	halfway	along,	while	the	V/	SHM	is	situated	at	the	end.	Both	instruments	provide	measurements	 of	 the	 local	 magnetic	 field	 vector,	 while	 the	 SHM	 provides	 a	measurement	 of	 the	 field	 magnitude.	 A	 combination	 of	 the	 two	 instruments	allows	 inter-instrument	 calibration	 and	 a	 larger	 range	 of	 field	 strength	sensitivity.	 Refer	 to	 section	 2.1.3	 for	 more	 information	 on	 MAG	 calibration	techniques.		 The	magnetometer	boom	ensures	that	the	sensors	are	removed	from	the	main	 body	 of	 the	 satellite	 and	 from	 each	 other,	 reducing	 the	 contamination	 of	measurements	 by	 spacecraft-generated	 magnetic	 fields.	 	 The	 spacing	 of	 the	instruments	halfway	along	and	at	the	end	of	the	boom	allow	for	such	stray	fields	to	be	identified	and	removed	from	the	calibrated	data.	Further	data	processing	is	required,	 since	 the	 local	 field	 vector	 measurements	 returned	 by	 both	 sensors	include	a	time	varying	offset,	and	the	alignment	of	the	sensors	can	(and	do)	also	change,	which	makes	regular	in-flight	calibration	essential.	 	Such	calibration	can	be	 achieved	 via	 spacecraft	 rolls,	 statistical	 techniques,	 and	 by	 comparison	 of	measurements	 with	 the	 expectations	 based	 on	 well-constrained	 ambient	magnetic	 fields.	 The	 Cassini	 spacecraft	 also	 carries	 its	 own	 system	 for	determining	 sensor	 alignment:	 the	 Science	 Calibration	 Subsystem	 (SCAS).	 	 This	spacecraft	hardware	consists	of	 two	perpendicular	coils	rigidly	mounted	on	 the	spacecraft	 body	 with	 a	 well-known	 alignment	 to	 the	 spacecraft	 axis.	 When	required,	these	generate	well-determined	magnetic	fields	which	are	detected	by	the	magnetometer	sensors,	and	any	necessary	changes	in	sensor	orientation	can	be	corrected	for.		 Awareness	 as	 to	 the	 reliability	 of	 the	 magnetometer	 instrument	 is	essential,	 since	 in	 order	 to	 understand	 the	 complex	 environment	 of	 Saturn’s	magnetosphere,	knowledge	of	the	magnetic	environment	is	fundamental,	since	it	significantly	affects	 the	dynamics	of	 charged	particles.	MAG	data	 is	 the	primary	instrument	data	set	utilised	in	all	the	work	chapters	that	follow	in	this	thesis.					
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2.1.1	Fluxgate	magnetometer			 A	fluxgate	magnetometer	(FGM)	operates	based	on	the	response	of	a	high-permeability	magnetic	material	 to	 an	 applied	magnetic	 field,	 when	 an	 ambient	field	 is	present	(see	e.g.	Kellock	et	al.,	1996;	Dunlop	et	al.,	1999;	Dougherty	et	al.,	2004).	 The	 on-board	 Cassini	 FGM	 consists	 of	 three	 orthogonal	 sensors.	 These	sensors	 are	 composed	 of	 a	 cylindrical	 soft	 ferromagnetic	 core,	 which	 is	surrounded	by	an	inner	drive	coil	and	an	outer	sense	coil.	The	orientation	of	the	cylindrical	 axes	 determines	 the	 orthogonal	 configuration,	 and	 the	 combined	sensors	 are	 mounted	 on	 a	 glass	 ceramic	 block.	 An	 image	 of	 the	 FGM	 and	 its	circuitry	is	shown	in	figure	2.2.	
	
Figure	2.2:	 Image	of	 the	Cassini	MAG	FGM	and	circuitry,	with	scale	to	 indicate	size.	Dougherty	et	al.	
(2004).				 Operation	 involves	 a	 current	 produced	 by	 a	 square	 wave	 signal	 at	 a	frequency	 of	 15.625kHz	 being	 driven	 through	 the	 drive	 coil.	 According	 to	Amperes	circuital	 law,	this	current	generates	a	magnetic	 field	that	saturates	the	core	twice	per	cycle.	For	a	ring	core,	in	the	absence	of	an	ambient	magnetic	field,	
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the	magnetic	 flux	generated	in	half	 the	coil	will	exactly	cancel	the	magnetic	 flux	generated	 in	 the	 other	 half,	 and	 so	 the	 sense	 coil	 will	 detect	 no	 net	 change	 in	magnetic	flux.	In	the	presence	of	an	ambient	magnetic	field,	any	field	generated	in	the	core	parallel	 to	 the	ambient	magnetic	 field	will	 reach	saturation	earlier	and	leave	saturation	later	in	time,	than	any	field	generated	in	the	core	antiparallel	to	the	ambient	field.	Therefore,	the	sense	coil	will	now	detect	a	change	in	magnetic	flux.	 	Faraday’s	 law	of	magnetic	 induction	states	 that	electrons	 in	 the	sense	coil	will	experience	an	electromotive	 force,	driving	a	current	through	the	sense	coil.		This	sense	voltage	will	be	at	 twice	 the	 frequency	of	 the	drive	voltage	because	a	change	in	magnetic	flux	will	be	produced	twice	per	drive	voltage	cycle.	Figure	2.3	gives	an	example	of	the	sense	voltage	one	might	expect	for	a	given	drive	signal.			 It	 stands	 that	 if	 the	background	magnetic	 field	has	no	 component	 in	 the	direction	 of	 the	 core	 axis	 then	 only	 odd	 harmonics	 of	 the	 drive	 signal	 are	produced	in	the	sense	signal.	These	odd	harmonics	arise	because	the	sense	coil	is	not	completely	decoupled	from	the	drive	coil,	resulting	in	the	feed-through	of	the	fundamental	and	higher	odd	harmonics	of	the	drive	signal.	In	the	case	of	a	non-zero	background	field	component	as	considered	in	figure	2.3,	both	even	as	well	as	odd	 harmonics	 will	 be	 produced	 in	 the	 sense	 coil.	 The	 amplitude	 of	 such	harmonics	 is	 related	 to	 the	 strength	 of	 the	 component	 of	 the	 background	 field	aligned	with	the	core	axis.	The	second	harmonic	in	the	sense	signal	is	isolated	by	passing	 the	 signal	 through	 a	 narrow	 band	 filter,	 and	 processing	 the	 resultant	signal	 to	define	 the	magnitude	of	 the	current	 that	must	be	applied	 to	 the	sense	coil	to	cancel	out	this	second	harmonic.	This	output	signal	is	then	amplified	and	used	 to	 derive	 the	 component	 of	 the	 ambient	magnetic	 field	 in	 that	 particular	direction.	 The	 three	 orthogonal	 sensors	 therefore	 allow	 for	 the	 full	 three-dimensional	magnetic	field	vector	to	be	measured.	
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Figure	 2.3:	 The	 output	 signal	 from	 the	 sensor	 coil	 of	 a	 ring	 core	 fluxgate	 magnetometer	 in	 the	
presence	of	an	external	magnetic	 field.	Note	how	the	 frequency	of	 the	 induced	voltage	 in	 the	sense	
coil	 is	twice	that	of	the	drive	signal,	reproduced	from	A.	Forslund,	 (2006),	Designing	a	miniaturised	
fluxgate	magnetometer,	Master	of	Science	thesis.			 The	 FGM	 has	 a	 noise	 level	 better	 than	 15	 pT	 Hz-0.5	 at	 1	 Hz,	 a	 value	determined	during	pre-flight	testing.	The	instrument	is	able	to	measure	fields	in	four	ranges	by	adjusting	the	amplification	of	the	output	signal.	These	ranges	have	different	 resolutions:	 ±40nT	 (resolution	 of	 4.9pT);	 ±400nT	 (resolution	 of	48.8pT);	±10μT	(resolution	of	1.2nT);	and	±44	μT	(resolution	of	5.4nT).	The	FGM	is	automatically	able	to	switch	between	these	ranges	based	on	the	measured	field,	
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and	has	 a	 normal	 downlink	 rate	 of	 32	 vectors	per	 second.	As	 a	 result,	 Saturn’s	magnetic	 field	 and	 the	 IMF	 can	 be	 measured	 continuously,	 and	 at	 high-time	resolution.			 The	Cassini	FGM	has	a	closed-loop	design,	such	that	it	operates	in	a	'null-field'	 mode.		 This	 involves	 a	 feedback	 loop	 that	 is	 used	 to	 apply	 just	 the	 right	amount	of	current	or	voltage	to	the	feedback	winding	to	exactly	null	out	the	field	component	 along	 the	 axis	 being	 measured.		 A	 measure	 of	 the	 ambient	 field	 is	given	 by	 the	 amount	 of	 current	 or	 voltage	 feedback	 required	 to	 exactly	 null	out	the	field.		2.1.2	Vector/	scalar	helium	magnetometer			 The	V/SHM	operation	 is	 based	on	 the	 observable	 effects	 of	 the	 Zeeman	effect.	 The	 Zeeman	 effect	 involves	 the	 absorption	 of	 light	 by	 a	material	 in	 the	presence	of	a	magnetic	field.	Optical	pumping,	a	process	in	which	light	is	used	to	raise	electrons	from	a	lower	energy	level	within	an	atom	to	a	higher	one,	is	then	applied	 (Kellock	et	al.,	 1996;	Dunlop	et	al.,	 1999;	Dougherty	et	al.,	 2004).	 Sharp	spectral	 absorption	 lines	 are	 split	 into	 multiple	 closely	 spaced	 lines.	 This	splitting	is	attributed	to	the	interaction	between	the	ambient	magnetic	field	and	the	magnetic	dipole	associated	with	the	orbital	angular	momentum	of	the	atomic	electron.		 The	VHM	 instrument	 consists	of	a	 sensor	and	an	electronics	box.	Within	the	sensor	there	is	an	absorption	cell	containing	helium	gas,	which	is	excited	by	radio	waves	to	create	a	population	of	metastable	atoms	with	a	comparatively	long	lifetime.	 Infrared	 radiation	of	wavelength	1.083μm	 is	 then	 emitted	by	 a	helium	lamp,	 which	 is	 produced	 again	 as	 a	 result	 of	 radio	 frequency	 excitation.	 This	radiation	 is	 circularly	 polarised	 before	 passing	 through	 the	 absorption	 cell	 and	reaching	 an	 infrared	 detector.	 As	 it	 passes	 through	 the	 absorption	 cell,	 the	absorption	of	the	infrared	radiation	is	dependent	on	the	direction	of	the	ambient	magnetic	 field	 with	 respect	 to	 the	 optical	 axis.	 The	 energy	 gap	 between	neighbouring	angular	momentum	absorption	lines	increases	almost	linearly	with	increasing	magnetic	field,	for	relatively	weak	external	fields.		
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	 When	 the	magnetometer	 is	 in	 vector	mode	 (VHM),	 a	 tri-axial	Helmholtz	coil	 fixed	 around	 the	 absorption	 cell	 is	 used	 to	 determine	 the	 full	 three-dimensional	magnetic	field	vector.	Sweep	fields	are	generated	via	the	application	of	a	time	varying	current	through	the	coil	system,	that	produce	a	total	magnetic	field	that	rotates	around	the	optical	axis.	This	then	modulates	the	intensity	of	the	radiation	 incident	on	 the	 infrared	detector.	The	output	 signal	 of	 the	detector	 is	then	 analysed	 to	 determine	 the	 harmonics	 of	 the	 sweep	 field	 signals	 that	 are	related	 to	 the	external	 field	vector.	A	 feedback	signal	 is	 then	constructed	which	cancels	the	effects	of	the	ambient	magnetic	field,	and	so	defining	a	current	that	is	passed	through	the	Helmholtz	coil	in	order	to	achieve	this.			 The	 VHM	 can	 measure	 the	 magnetic	 field	 in	 two	 ranges	 with	 different	corresponding	resolutions:	±32nT	(resolution	of	3.9pT);	and	±256nT	(resolution	of	31.2pT).	The	time-resolution	of	the	VHM	is	normally	2	vectors	per	second,	and	in	common	with	the	FGM,	the	instrument	is	able	to	automatically	switch	between	ranges	according	to	the	ambient	field	strength.			 Disappointingly,	the	V/SHM	was	operational	only	until	the	middle	of	2005,	after	 which	 no	 data	 are	 available.	 The	 SHM	 is	 designed	 to	 provide	 accurate	measurements	of	relatively	high	scalar	magnetic	 fields,	but	since	such	fields	are	never	discussed	 in	 the	 following	chapters	of	 this	 thesis,	and	as	a	result	no	SHM	data	have	been	utilised,	operation	of	the	SHM	is	not	detailed	in	this	chapter.				2.1.3	Magnetometer	calibration			 Both	 the	 FGM	and	VHM	are	 both	null	 field	 sensors,	 such	 that	 any	 signal	generated	by	the	presence	of	an	ambient	field	is	cancelled	via	a	feedback	loop;	the	magnitude	of	the	signal	required	for	cancellation	gives	a	measure	of	this	ambient	magnetic	field.	However,	in	reality	the	output	from	these	instruments	is	not	quite	zero	in	the	absence	of	an	ambient	field.	This	offset	from	zero	is	not	constant	but	drifts	 with	 time.	 The	 instruments	 therefore	 require	 calibration,	 both	 on	 the	ground	pre-launch	and	in-flight.	Slight	non-orthogonality	of	the	boom	must	also	be	accounted	for,	as	well	as	any	non-orthogonality	between	the	sensors.	
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	 Ground	calibration	of	 the	FGM	was	performed	in	the	2.5m	Braunbek	coil	system	 at	 the	 Institute	 of	 Geophysics,	 Technical	 University	 of	 Braunschweig.	Tests	 were	 performed	 to	 calibrate	 instrument	 sensitivity,	 orthogonality,	 zero	levels,	 linearity	 and	 frequency	 response.	 Instrument	 sensitivity	 is	 achieved	through	the	gain	of	the	sensor	electronics,	while	orthogonality	tests	how	close	to	perpendicular	all	three	sensors	are	to	one	another.	The	V/SHM	was	calibrated	on	the	ground	at	the	Jet	Propulsion	Laboratory	(JPL)	in	a	magnetically	shielded	room	containing	 a	 precisely	 calibrated	 set	 of	 Helmholtz	 coils.	 Standard	 calibration	procedure	 involved	 taking	 accurate	 measurements	 of	 tri-axial	 scale	 factors	(voltage	out	for	a	given	field	in)	and	linearity,	intrinsic	instrument	noise,	tri-axial	offsets	(equivalent	to	the	output	in	zero	field),	amplitude	and	phase	response	as	a	function	 of	 frequency,	 orthogonality	 of	 the	 three	 axes,	 and	 response	 to	 inflight	calibration	signals.			 A	 formula	 for	 obtaining	 the	 vector	 magnetic	 field	 in	 some	 geophysical	coordinate	frame	from	measurements	in	the	sensor	coordinate	frame	is	given	by	Acuna,	(2002):		
	 B	=	kT(V	−	Z)Msensor→boomMboom→scMs/c→inertial		Where	V	and	Z	are	the	measured	voltages	and	zero	levels	(offsets)	respectively,	and	k	are	the	scale	factors	for	each	sensor.	Mij	represent	three	rotational	matrices	that	 transform	 in	 sequence	 from	 the	 sensor	 coordinate	 system	 into	 the	 chosen	inertial	geophysical	coordinate	 frame.	For	 instance,	Msensor→boom	transforms	from	the	 sensor	 frame	 of	 reference	 to	 the	 magnetometer	 boom	 frame	 of	 reference.	These	 matrices	 are	 able	 to	 correct	 for	 any	 non-orthogonalities,	 such	 as	 for	instance	a	slight	twist	in	the	boom	orientation.		 It	 is	 a	 relatively	 straightforward	 process	 to	 calibrate	 for	 offsets	 on	 a	spinning	spacecraft.	The	average	field	component	along	an	axis	perpendicular	to	the	 spacecraft	 spin	 axis	 should	be	 zero	 over	 a	 complete	 spin.	A	non-zero	 value	indicates	an	offset	to	be	accounted	and	corrected	for.	As	such,	two	sensors	with	axis	 perpendicular	 to	 the	 spacecraft	 spin	 axis	 can	 be	 calibrated	 directly.	 Two	methods	 are	 predominantly	 used	 to	 determine	 the	 spin	 axis	 aligned	 non-zero	offsets.	Fluctuations	in	the	solar	wind	magnetic	field	(ΔB)	tend	to	be	in	direction	
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rather	than	strength,	and	so	a	statistical	approach	can	be	used	to	calculate	offsets	(Belcher,	 1973).	 This	 approach	 involves	 minimizing	 the	 product	 correlation	between	 ΔB	measured	 by	 the	 instrument	 and	 ΔB	of	 the	 solar	wind.	 Inside	 the	magnetosphere	 spacecraft	 rolls	 are	 undertaken	 in	 quiet	 field	 regions	 where	changes	 in	measured	magnetic	 field	 are	 assumed	 to	 be	 a	 result	 of	 a	 change	 in	spacecraft	orientation,	and	not	due	to	changes	in	the	ambient	field.			 The	 calibration	 of	 magnetometers	 on	 a	 three-axis	 stabilized	 spacecraft	such	as	Cassini	is	a	more	complicated	procedure.	Spacecraft	rolls	are	essential,	as	well	 as	 statistical	 techniques	 such	 as	 those	 described	 by	 Belcher,	 1973.	 Well	known	internal	and	sometimes	external	field	models	can	be	used	to	calibrate	for	non-zero	offsets	as	well	as	non-orthogonality	of	the	boom	and	attached	sensors,	all	 of	 which	 have	 been	 used	 for	 the	 Cassini	 magnetometer.	 Magnetospheric	structures	have	also	been	used	for	offset	calibration;	for	instance	azimuthal	and	radial	 fields	 are	 expected	 to	 pass	 through	 zero	 at	 the	 centre	 of	 a	magnetodisc	current	 sheet.	The	above	 listed	calibration	 techniques	were	applied	 to	both	 the	Cassini	 FGM	 and	 VHM	 magnetometers,	 along	 with	 inter-sensor	 calibration	between	 the	 two	 magnetometers.	 With	 the	 failure	 of	 the	 S/VHM	 inter-sensor	calibration	became	unavailable.			 		2.2	Cassini	plasma	spectrometer			 It	 is	 vital	 to	 understand	 the	 local	 plasma	 environment	 as	 well	 as	 the	ambient	 magnetic	 field	 when	 studying	 regions	 in	 space.	 The	 Cassini	 plasma	spectrometer	 (CAPS)	 [Young	 et	 al.,	 2004]	 is	 actually	 a	 combination	 of	 three	different	 sensors.	 	 These	 are	 an	 electron	 spectrometer	 (ELS),	 an	 ion	 beam	spectrometer	(IBS)	and	an	ion	mass	spectrometer	(IMS).	The	CAPS	instrument	is	located	on	the	fields	and	particles	pallet	of	the	Cassini	spacecraft,	and	is	mounted	on	an	actuator	platform	that	 rotates	 the	 instrument	with	a	period	~	3	minutes,	such	 that	 the	 field	 of	 view	 (FOV)	 of	 the	 instrument	 is	 vastly	 improved.	 This	actuation	 is	 extremely	 important	 considering	 that	 Cassini	 is	 a	 three-axis	stabilised	spacecraft.		
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	 Operation	 of	 all	 three	 CAPS	 sensors	 is	 based	 on	 the	 application	 of	 an	electric	field	to	change	the	momentum	of	charged	particles	from	the	surrounding	plasma	 that	 enter	 the	 sensor.	 These	 detectors	 are	 referred	 to	 as	 top-hat	electrostatic	analysers;	 figure	2.4	 is	schematic	showing	the	 location	of	 the	three	detectors	and	the	paths	taken	by	charges	particles	through	the	detectors.		
	
Figure	2.4:	Layout	of	the	Cassini	plasma	spectrometer	(CAPS)	instrument,	showing	the	location	of	the	
detectors	and	their	fields	of	view	(FOVs).	Also	indicated	is	the	centre	of	the	actuator	rotation,	and	the	
path	taken	by	charge	particles	once	inside	the	detectors.	Reproduced	from	Young	et	al.	(2004).	An	 aperture	 defines	 the	 FOV	 for	 each	 sensor,	 which	 as	 a	 result	 limits	 the	directions	from	which	particles	in	the	surrounding	plasma	are	able	to	enter.	Each	sensor	 contains	 an	 inner	 and	 outer	 deflection	 plate,	 between	which	 an	 electric	field	 is	 applied	 in	 order	 to	 alter	 the	 trajectories	 of	 the	 incoming	 particles.	 In	addition,	 for	 a	 given	 electric	 field	 strength,	 only	 particles	 in	 a	 limited	 energy	range	will	follow	a	path	that	will	avoid	either	of	the	deflection	plates	and	reach	a	micro-channel	 pate	 detector.	 Particles	 outside	 of	 this	 energy	 range	will	 collide	
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with	 the	 deflection	 plates	 and	 consequently	 not	 be	 detected.	 When	 a	 particle	collides	 with	 the	 detector	 a	 cascade	 of	 electrons	 is	 generated,	 which	 causes	significant	amplification	of	 the	signal.	The	sensor	 is	able	 to	measure	part	of	 the	energy	 distribution	 of	 charged	 particles	 in	 the	 surrounding	 plasma	 by	incremental	variation	of	the	electric	potential	between	the	two	plates.			 The	FOVs	of	 the	CAPS	detectors	are	 in	 the	shape	of	 fans	 that	point	away	from	 the	 spacecraft	 and	 are	 orientated	 at	 a	 constant	 azimuthal	 angle,	 with	multiple	anode	detectors	determining	 the	angular	 resolution	 in	elevation	angle.	The	 actuation	 platform	 rotates	 the	 sensors	 through	 ~	 180°	 in	 the	 azimuthal	direction,	 which	 allows	measurement	 of	 part	 of	 the	 three-dimensional	 velocity	distributions	of	the	charged	particles	which	compose	the	surrounding	plasma.			 Macroscopic	parameters	of	a	population	can	be	calculated	by	 integrating	over	the	moments	of	 the	3-D	particle	distribution.	The	plasma	instruments	give	the	 particle	 distribution	 in	 terms	 of	 a	 differential	 flux,	 J(E	,	Ω,	r,	t),	 of	 particles	within	the	solid	angle	dΩ	 ,	 in	an	energy	interval	(E,	E+dE),	spatial	 interval	r	and	time	 interval	 t.	 From	 this	 differential	 flux.	 bulk	 parameters	 are	 attained	 by	integrating	over	both	solid	angle	(assuming	isotropy	about	the	spacecraft	 in	the	case	of	electrons	due	to	significantly	larger	electron	thermal	velocities	compared	to	 bulk	 flow	 velocity)	 and	 energy	 intervals,	 to	 account	 for	 all	 the	 particles	entering	at	all	angles	and	energies.	The	zeroth,	 first	and	second	order	moments	are	 used	 to	 calculate	 the	 number	 density,	 bulk	 flow	 speed,	 and	 scalar	temperature	and	pressure,	assuming	ideal	gas	laws	(e.g.	Paschmann	et	al.,	1988).		Ion	 moments	 are	 more	 difficult	 to	 calculate	 than	 electron	 moments	 due	 to	significant	 bulk	 flow	 speeds	 compared	 to	 isotropic	 thermal	 velocities,	 a	discussion	of	which	is	given	in	section	2.2.2.		2.2.1	Electron	spectrometer			 The	 ELS	 sensor	 can	 detect	 electrons	 with	 energies	 between	 0.6	 eV	 and	28.75	 keV	 in	 its	 default	 mode	 of	 operation.	 The	 sweep	 over	 the	 entire	 energy	range	 involves	 64	 log-spaced	 energy	 steps,	 each	 of	 which	 correspond	 to	 a	different	potential	difference	between	 the	deflection	plates.	Each	energy	step	 is	maintained	for	31.25	ms,	therefore	a	full	sweep	of	this	energy	range	is	achieved	
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every	2	 s.	The	FOV	 for	 the	ELS	 is	5.2°	 in	 the	azimuth	and	160°	 in	 the	elevation	directions;	since	the	instrument	has	8	anode	detectors	aligned	along	the	elevation	direction,	 resolution	of	 20°	 is	 achieved	 in	 this	 direction.	The	 electron	moments	used	 in	 chapters	 4,	 5	 and	 6	 are	 1-minute	 key	 parameter	 averages	 of	 the	 best	cadence	moment	data.			 The	ELS	measures	the	presence	of	secondary	electron	and	photoelectrons	as	well	as	the	ambient	electron	population.	Secondary	electrons	are	caused	by	the	ionization	 of	 the	metallic	 surfaces	 of	 the	 spacecraft	 due	 to	 energetic	 collisions	with	ambient	electrons,	while	photoelectrons	are	generated	by	the	photoelectric	effect	 of	 photons	 incident	 of	 the	 metallic	 surfaces	 of	 the	 spacecraft.	 These	processes	 occur	 both	 inside	 and	 outside	 the	 detector,	 and	 it	 is	 the	 external	photoelectron	 population	 that	 is	most	 dominant.	 The	 spacecraft	 acquires	 a	 net	positive	charge	as	electrons	are	stripped	from	the	spacecraft	surfaces	and	added	to	the	surrounding	photoelectron	population.	The	acquired	charge	is	referred	to	as	 the	 spacecraft	 potential,	 and	 results	 in	 a	 flow	 of	 ambient	 electrons	 to	 the	spacecraft.	 Once	 the	 net	 outward	 current	 from	 photo-ionisation	 is	 balanced	 by	this	inward	flow,	the	spacecraft	potential	becomes	stabilised	at	a	fixed	value.	Such	spacecraft	 photoelectrons	 typically	 have	 energies	 below	10	 eV;	 however	 this	 is	dependent	on	 the	density	and	 temperature	of	 the	ambient	electron	distribution	which	will	 affect	 the	 return	 current	 to	 the	 spacecraft	 and	 hence	 the	 spacecraft	potential	(Ishisaka	et	al.,	2001).	There	is	almost	always	a	photoelectron	signature	in	 the	 measured	 ELS	 data.	 This	 usually	 net	 positive	 spacecraft	 potential	 is	accounted	 for	 by	 shifting	 the	measured	 distribution	 function	 by	 the	 spacecraft	potential,	 maintaining	 a	 constant	 phase	 space	 density.	 Moments	 are	 then	integrated	over	this	corrected	distribution.		 As	mentioned	earlier,	due	to	the	highly	thermalized	nature	of	electrons	in	both	the	magnetosheath	and	magnetosphere,	electron	distributions	are	strongly	isotropic	and	so	moments	of	the	distribution	could	be	calculated	to	a	good	degree	of	accuracy	via	integration	over	the	distribution	functions	by	assuming	isotropy.	Further	discussion	of	the	3-d	moment	derivation	process	can	be	found	in	Lewis	et	
al.	(2008).			
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2.2.2	Ion	mass	spectrometer			 The	 Ion	mass	 spectrometer	 (IMS)	 instrument	 is	able	 to	measure	 the	3-D	velocity	distributions	of	ion	populations,	as	well	as	having	a	time-of-flight	(TOF)	analyser	 allowing	 the	 type	 of	 ion	 species	 to	 be	 differentiated.	 The	 IMS	 has	 an	energy	per	charge	range	of	1	–	50280	eV/e	and	a	range	of	ion	masses	the	can	be	distinguished	 from	one-another	 of	 1	 –	 400	 amu/e,	where	 an	amu	 is	 an	 ‘atomic	mass	unit’.		 This	 sensor	 is	 also	 in	 the	 form	of	 a	 top-hat	electrostatic	 analyser,	with	a	linear	electric	field	TOF	mass	spectrometer	combined.	 	Operation	is	achieved	by	accelerating	 ions	 of	 the	 specific	 energy	 range	 that	 has	 allowed	 them	 to	 pass	between	 the	 analyser	 deflection	 plates.	 Acceleration	 is	 achieved	 via	 an	 applied	electric	potential	 until	 the	 ions	 collide	with	 a	 carbon	 foil,	 generating	 secondary	electrons.	 	 This	 cascade	 of	 secondary	 electrons	 provides	 the	 start	 signal	 and	defines	the	total	ion	distribution	in	the	absence	of	mass	resolution.	The	particles	that	emerge	on	the	other	side	of	the	foil	enter	the	TOF	chamber	and	experience	a	linear	electric	field	such	that	their	trajectory	is	modified,	and	thus	their	TOF.	The	particles	 are	 detected	 at	 stop	micro-channel	 plates	 located	 at	 either	 end	 of	 the	cylindrical	 chamber,	which	 allows	measurement	of	 the	mass	of	 the	original	 ion	incident	on	the	carbon	foil.		 The	 sweep	 over	 the	 complete	 IMS	 energy	 range	 at	 medium	 resolution	involves	 64	 log-spaced	 energy	 levels	 determined	 by	 potential	 difference	 steps	with	 each	voltage	held	 for	62.5ms.	The	FOV	of	 the	 IMS	 is	 8.3°	 in	 the	 azimuthal	direction,	and	160°	in	elevation.	The	sensor	is	split	into	8	anode	detectors	in	the	elevation	direction,	resulting	in	an	elevation	angle	resolution	of	20°.			 Calculation	 of	 moments	 from	 ion	 distribution	 functions	 is	 considerably	more	 limited	 and	 challenging	 than	 from	 electron	 distributions.	 Moments	 are	calculated	 from	 the	 species	 partitioned	 single	 (SNG)	 counts	 observed	 as	 a	function	of	E/q,	polar	angle	(i.e.	anode),	and	actuator	angle,	using	an	automated	‘production’	code.	A	complete	description	of	this	process	is	given	in	Thomsen	and	
Delapp	 (2005).	 In	 short,	 the	 production	 algorithm	 uses	 known	 symmetries	 of	charged-particle	 distributions	 to	 ‘fill	 in’	 unobserved	 portions	 of	 velocity	 space;	this	 assumes	 the	distribution	 is	mirror	 symmetric	 about	 the	bulk	 flow	velocity.	
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The	key	to	this	approach	is	determination	of	the	bulk	flow	velocity,	which	is	not	known	a	priori,	but	is	calculated	using	an	iterative	approach.	The	bulk	flow	is	first	calculated	 from	 just	 the	 observed	 part	 of	 the	 distribution,	 which	 is	 used	 to	calculate	the	mirrored	part,	and	a	new	bulk	flow	is	calculated	by	integrating	over	the	observed	and	mirrored	distributions.	This	process	is	repeated	until	the	new	bulk	 flow	 velocity	 deviates	 by	 less	 than	 1%	 from	 the	 previous	 value,	 or	 15	iterations	have	been	completed.		 	Moments	calculated	in	this	way	are	used	in	chapters	4-7	of	this	thesis.	It	must	be	noted	however	that	there	are	a	number	of	shortcomings	in	the	moment	computation	 algorithm:	 1)	 The	 background	 counts	 due	 to	 penetrating	 charged	particles	 are	 not	 adequately	 removed	 from	 observed	 SNG	 rates,	 resulting	 in	errors	on	moments	derived	in	the	inner	magnetosphere	(inside	of	L-shells	5/6).		2)	The	spacecraft	potential	within	this	region	can	also	be	several	volts	negative;	the	assumption	of	a	 -3V	potential	 in	 the	production	code	can	 lead	 to	significant	errors	 in	the	derived	values,	particularly	 for	the	 low-mass	species.	 	3)	The	code	also	does	not	properly	account	for	the	spacecraft	roll	in	determining	the	detector	look	 direction,	 so	 only	 data	 from	 non-rolling	 intervals	 has	 been	 used	 in	 this	thesis.	 4)	 the	most	 fundamental	 limitation	 of	 the	 IMS	 data	 arises	 from	 the	 fact	that	 Cassini	 is	 3-axis	 stabilised,	 preventing	 CAPS	 from	 viewing	 the	 entire	 4π	steradians	of	space.	It	has	been	well	established	that	thermal	ion	populations	in	Saturn’s	 magnetosphere	 typically	 have	 bulk	 flow	 speeds	 comparable	 to	 their	thermal	speeds	(e.g.	Richardson,	1998;	Wilson	et	al.,	2008).	Therefore,	the	sensor	must	be	looking	into	the	flow	in	order	to	observe	the	complete	ion	distribution.	When	the	bulk	flow	is	not	within	the	FOV	of	the	instrument,	few	ion	counts	will	be	observed,	and	false	moments	will	be	generated.					2.3	Coordinate	systems			 The	penultimate	 section	 of	 this	 chapter	 involves	 defining	 the	 coordinate	systems	 used	 throughout	 this	 thesis.	 Throughout	 this	 thesis,	 the	 kronocentric	solar	magnetospheric	(KSM)	spatial	co-ordinate	system	is	used.	This	system	has	Saturn’s	centre	at	its	origin;	the	positive	x-axis	points	towards	the	Sun,	while	the	
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z	 axis	 is	 defined	 such	 that	 Saturn’s	magnetic	 dipole	 axis	 is	 confined	 to	 the	 x-z	plane,	with	the	positive	z-axis	pointing	towards	north.	The	y-axis	completes	the	orthogonal	 set	with	 the	 positive	 y-axis	 pointing	 towards	 dusk.	 In	 the	 following	chapters,	 unless	 stated	 otherwise,	 when	 data	 are	 presented	 in	 a	 Cartesian	coordinate	 system	 it	 is	 the	KSM	 system	 that	 has	 been	 used.	 In	 addition,	where	spherical	polar	coordinates	have	been	used,	 they	are	also	based	on	this	system.	Such	coordinates	define	a	field	magnitude	and	both	a	field	elevation	angle	and	a	field	azimuthal	angle.		Spatial	units	are	usually	given	in	terms	of	Saturn	radii	(1Rs	=	60,268km)	unless	otherwise	stated.		 The	 time	 coordinate	 used	 throughout	 this	 thesis	 is	 the	 Universal	 Time	Coordinate	(UTC)	that	is	synonymous	with	Greenwich	Mean	Time	(GMT).		2.4	Michigan	solar	wind	propagation	model			 The	Michigan	solar	wind	propagation	model	(MSWiM)	(Zieger	and	Hansen,	2008)	takes	the	form	of	a	one-dimensional	numerical	MHD	code	applied	to	solar	wind	 parameters	measured	 by	 the	ACE	 spacecraft,	 in	 order	 to	 propagate	 these	parameters	 from	1AU	to	10AU	from	the	Sun.	Such	propagation	 is	not	 limited	to	periods	of	spacecraft	alignment	or	opposition.	The	ACE	spacecraft	is	located	near	Earth,	 and	 the	 propagation	 model	 is	 validated	 with	 12	 years	 of	 heliospheric	observations	from	the	Voyager,	Pioneer	and	Ulysses	spacecraft.	Efficiency	of	solar	wind	predictions	is	significantly	higher	under	conditions	of	high	recurrence	index	than	under	 low	recurrence	 index,	where	recurrence	 index	 is	an	 indication	as	 to	how	 steady	 coronal	 structures	 are	 on	 the	 timescale	 of	 a	 solar	 rotation.	 This	results	 in	 better	 solar	 wind	 propagation	 during	 periods	 of	 low	 solar	 activity	during	 solar	minimum	 than	 for	 increased	 activity	 during	 solar	maximum.	 Best	predictions	are	also	expected	during	periods	of	apparent	opposition	of	the	planet,	while	prediction	efficiency	still	remains	reasonably	good	for	the	period	±75	days	either	side	of	apparent	opposition.	Solar	wind	speed	is	predicted	with	the	highest	accuracy,	 having	 an	 average	 linear	 correlation	of	 0.75	under	 conditions	 of	 high	recurrence	index,	while	IMF	magnitude	and	solar	wind	density	are	the	next	best	predicted,	in	that	order.			 	
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Chapter	 3:	 The	 Kelvin-Helmholtz	 instability	 for	 magnetised	
plasma	
	
	
Figure	 3.0	 The	 K-H	 instability	 in	 operation	 between	 cloud	 layers	
(http://www.amusingplanet.com/2013/07/kelvin-helmholtz-clouds.html)			 The	underlying	objective	of	this	thesis	is	to	improve	our	understanding	of	the	Kelvin	Helmholtz	(K-H)	instability	in	operation	at	the	Kronian	magnetopause,	using	 in-situ	measurements	obtained	by	 the	Cassini	 spacecraft.	To	achieve	 this,	an	insight	into	the	K-H	instability	and	its	operation	at	planetary	magnetopauses,	as	well	as	improved	comprehension	of	the	mechanisms	that	can	make	a	planetary	magnetopause	 unstable,	 is	 essential.	 This	 chapter	 begins	 by	 introducing	 the	various	 processes	 that	 are	 believed	 to	 lead	 to	 motion	 of	 the	 magnetopause	boundary	 and/or	momentum	 transfer	 across	 the	magnetopause,	 covering	 both	processes	at	the	Earth	and	Saturn.	The	remainder	of	the	chapter	then	focuses	on	one	mechanism	in	particular	–	the	K-H	instability,	which	is	likely	responsible	for	
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the	most	significant	momentum	transport	into	Saturn’s	magnetosphere.	The	K-H	instability	 is	 one	 of	 a	 number	 of	 mechanisms	 that	 can	 transport	 plasma	 and	momentum	 across	 the	 magnetopause;	 understanding	 the	 importance	 of	 this	instability	 at	 Saturn	will	 be	 greatly	 beneficial	 to	 our	 understanding	 of	 Saturn’s	magnetosphere	as	a	whole,	and	its	interaction	with	the	solar	wind.		3.1	The	magnetopause:	wave	activity	and	momentum	transfer			 		 Ever	since	spacecraft	have	been	used	to	study	the	Earth’s	magnetopause,	both	the	structure	and	dynamics	of	this	boundary	has	been	the	subject	of	strong	investigation.	 The	 objective	 of	 many	 such	 studies	 has	 been	 to	 improve	 our	understanding	 as	 to	 how	 momentum	 and	 energy	 are	 transported	 across	 the	magnetopause	from	the	solar	wind,	and	how	dominant	the	various	processes	are.	One	way	in	which	momentum	can	be	transferred	is	through	boundary	motion	in	the	 form	 of	 surface	 waves	 on	 the	 magnetopause.	 In	 this	 section	 we	 look	 at	 a	number	of	proposed	mechanisms	which	are	thought	to	operate	at	the	Earth	and/	or	 at	 Saturn	 that	 are	 responsible	 for	 causing	 boundary	 motion.	 In	 order	 to	understand	how	momentum,	energy	and	plasma	might	be	transported	across	the	boundary,	one	must	first	have	an	idea	of	the	driving	mechanisms	involved	in	this	transport.	It	is	useful	to	understand	the	processes	at	Earth’s	magnetopause	and	to	see	 if	 they	occur	 at	 Saturn’s	magnetopause,	 and	 if	 not,	 then	 to	 investigate	why.		The	 following	 subsections	 will	 consist	 of	 a	 discussion	 on:	 solar	 wind	 pressure	pulses	which	 have	 been	 observed	 to	 cause	 systematic	 boundary	motion	 at	 the	Earth;	 the	 subcorotating	 bulge	 on	 the	magnetopause	 observed	 only	 recently	 at	Saturn;	reconnection	at	both	the	Earth	and	Saturn;	and	finally	the	K-H	instability.		3.1.1	Solar	wind	pressure	pulses	at	the	Earth		We	 have	 long	 known	 that	 sudden	 changes	 in	 the	 solar	 wind	 dynamic	pressure	trigger	long	period	(Pc5,	wave	periodicity	~	3-10min)	magnetospheric	and	 ground	magnetic	 field	 fluctuations	 at	 the	 Earth	 (Wilson	and	Sugiura,	 1961;	
Kaufmann	 and	 Walker,	 1974,	 R.	 L.	 Kessel,	 2008).	 These	 pressure	 pulses	 are	
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thought	 to	 drive	 magnetopause	 motion,	 magnetospheric	 field	 compressions,	transient	 oscillations	 in	 high-latitude	 ionospheric	 flow,	 ground	 magnetic	 field	pulsations,	 and	 increased	ELF/	VLF	wave	 activity	 in	 the	magnetosphere,	which	consists	 of	 waves	 in	 the	 ~3-30000Hz	 range.	 This	 increased	 wave	 activity	identifies	a	link	between	solar	wind	activity	at	the	magnetopause	and	ionospheric	activity.	Sudden	 changes	 in	 the	 solar	 wind	 dynamic	 pressure	 are	 associated	 with	shocks,	magnetic	holes,	and	tangential	discontinuities	 in	 the	solar	wind	 flow.	At	Earth	the	dynamic	pressure	has	been	seen	to	increase	by	as	much	as	a	factor	of	20	 across	 shocks,	 although	 a	 factor	 of	 3	 is	 most	 common	 (Siscoe	et	al.,	 1968).	Magnetic	 holes	 in	 the	 solar	 wind	 are	 typically	 localized	 depressions	 in	 an	otherwise	 fairly	 steady	 magnetic	 field.	 They	 have	 been	 shown	 to	 be	 pressure	balanced	 convecting	 structures,	 and	 are	 thought	 to	 be	 remnants	 of	 the	mirror	instability	 (Winterhalter et al., 1994).	 Holes	 are	 not	 expected	 to	 change	 solar	wind	dynamic	pressure	by	more	than	10%,	while	discontinuities	are	not	expected	to	 vary	 dynamic	 pressure	 by	 more	 than	 35%	 (Solodyna	 et	 al.,	 1977).	 These	tangential	 discontinuities	 are	 believed	 to	 arrive	 as	 frequently	 as	 every	 few	minutes	to	several	hours	(Solodyna	et	al.,	1977,	Horbury	et	al.,	2000).	 It	 is	worth	noting	at	this	point	that	solar	wind	pressure	variation	evolves	with	distance	from	the	sun,	and	so	there	 is	no	reason	to	expect	similar	amplitudes	and	frequencies	associated	with	 the	discontinuities	discussed	above	at	Saturn	compared	with	at	the	Earth.	Initial	work	on	the	interaction	between	solar	wind	pressure	fluctuations	and	the	Earth’s	magnetosphere	was	undertaken	by	Lemaire	 (1977),	Heikkila	 (1982)	and	Lundin	and	Aparicio	(1982),	who	derived	impulsive	penetration	models	that	required	solar	wind	plasma	to	enter	the	magnetosphere	locally	and	sporadically	by	 crossing	 the	 magnetopause,	 in	 the	 absence	 of	 reconnection,	 via	 diffusion	mechanisms.	Therefore,	these	models	are	limited	in	that	they	do	not	consider	the	effects	of	magnetic	reconnection,	which	has	subsequently	been	shown	to	play	an	important	 role	 in	 plasma	 transport	 from	 the	 solar	 wind	 into	 the	 Earth’s	magnetosphere.	
Sibeck,	 (1990)	 derived	 a	 conceptual	 model	 that	 did	 not	 require	 impulsive	penetration	of	solar	wind	plasma	across	a	tangential	discontinuity	magnetopause.		
	 76	
Figure	 3.1.1	 illustrates	 the	 expected	 response	 of	 the	magnetosphere	 to	 a	 solar	wind	pressure	pulse.		
	 	
Figure	3.1.1	Reproduced	from	Sibeck,	(1990).	A	discontinuity	in	the	solar	wind	brings	increased	solar	
wind	 dynamic	 pressure	 to	 the	 Earth,	 which	 launches	 a	 compressional	 wave	 within	 the	
magnetosphere	that	can	cause	the	magnetopause	to	expand	outward	ahead	of	the	discontinuity.	The	
magnetopause	is	compressed	inward	behind	the	instability.		The	 model	 predicted	 magnetopause	 motion	 with	 a	 period	 of	 order	 5-20min,	which	agreed	well	with	spacecraft	observations.		The	amplitude	of	magnetopause	motion	 increased	with	 latitude	 from	 the	 equatorial	 plane,	 and	 it	 appeared	 that	the	amplitude	was	greater	on	the	dawn	than	dusk	side	magnetopause.	However	there	is	currently	no	evidence	to	suggest	that	a	similar	process	occurs	at	Saturn.	Apart	 from	 compression	 and	 expansion	 of	 the	 magnetosphere,	 the	magnetospheric	response	to	variations	in	solar	wind	dynamic	pressure	is	poorly	understood	at	Saturn.				 The	solar	wind	is	known	to	evolve	as	it	flows	away	from	the	sun;	therefore	conditions	 are	 expected	 to	 vary	 between	 Saturn	 and	 the	 Earth.	 The	 density	decreases	with	R-2,	while	 the	average	bulk	 flow	velocity	 is	seen	to	remain	 fairly	steady,	 and	 a	 slower	 than	 adiabatic	 temperature	 decrease	 is	 observed	(Richardson	et	al.,	 1995).	Average	properties	of	 the	 solar	wind	at	 the	Earth	and	
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Saturn	are	given	in	table	3.1,	where	many	of	the	parameters	are	reproduced	from	
Kivelson	and	Russell,	(1995).			 Near	Earth	 Near	Saturn	Proton	density	(cm-3)	 ~6.6	 ~0.1	Flow	speed	(km/s)	 ~450	 ~450	Proton	temperature	(K)	 ~1.2x105	 ~1x105	Magnetic	field	strength	(nT)	 ~7	 ~0.5	Fast	Magnetosonic	Mach	number	 ~6	 ~9	Plasma	β	 ~1.1	 ~0.5	
Table	3.1.	Average	solar	wind	properties	near	the	Earth	and	near	Saturn,	as	a	comparison.		At	the	Earth	these	parameters	correspond	to	a	sound	speed	and	Alfvén	speed	of	60km/s	 and	 40km/s	 respectively,	 while	 at	 Saturn	 the	 the	 sounds	 speed	 and	Alfvén	speed	of	the	solar	wind	are	of	the	order	50km/s	and	25km/s	respectively.	Hence	 the	 flow	 is	 highly	 super-magnetosonic	 at	 both	 Earth	 and	 Saturn.	 The	implication	 of	 lower	 plasma	 β	 at	 Saturn	 is	 that,	 on	 average,	 the	 bow	 shock	 at	Saturn	is	expected	to	be	stronger	than	at	the	Earth.		 It	 is	 also	 worth	 noting	 that	 radial	 velocity	 and	 temperature	 structures	propagating	with	 the	solar	wind	 flow	remain	 intact	over	distances	 from	1AU	to	43AU,	while	density	structures	do	not	(Richardson,	1995).	The	authors	also	note	that	temperature	and	velocity	changes	are	correlated	and	nearly	in	phase	at	1AU,	but	 in	 the	 outer	 heliosphere	 (around	40AU)	 temperature	 changes	 lead	 velocity	changes	by	10's	of	days.	However	solar	cycle	variations	seem	to	be	independent	of	 distance	 from	 sun,	 with	 minima	 in	 flux	 density	 and	 dynamic	 pressure	 near	solar	 maxima.	 Solar	 rotation	 variations	 were	 still	 seen	 to	 be	 present	 even	 at	40AU.		 Jackman	et	al.	 (2008)	 found	the	Parker	spiral	angle	at	Saturn	to	be	~83°,	compared	 to	 ~45°	 at	 Earth.	 Forward	 (reverse)	 waves	 which	 bound	 the	compression	 regions	 formed	 by	 corotating	 interaction	 regions	 (CIRs)	 which	propagate	into	the	slow	solar	wind	ahead	(fast	solar	wind	behind),	compress	and	accelerate	(decelerate)	it.	Beyond	~2-3AU	these	waves	are	found	to	steepen	into	shocks	 (e.g.	 Gosling	 and	 Pizzo,	 1999),	 and	 the	 forward	 wave	 had	 generally	
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overtaken	 the	 heliospheric	 current	 sheet	 (HCS).	 This	 occurs	when	 the	 forward	wave	has	propagated	 into	 the	 slow	solar	wind	 flow	ahead	of	 it	 such	 that	 it	 has	caught	up	with	 the	outward	 extension	of	 the	 suns	magnetic	 equator	 (the	HCS).	Near	 Saturn’s	 orbit	 the	 forward	 wave	 may	 have	 encompassed	 much	 of	 the	equatorial	slow	solar	wind	plasma	(Pizzo,	1994).	Therefore,	CIRs	are	much	more	developed	at	 Saturn	 than	at	 the	Earth,	 leading	 to	 stronger	 shocks.	Also	merged	interaction	 regions,	 formed	 by	 the	 compression	 of	 plasma	 and	 magnetic	 field	ahead	of	an	 interplanetary	 coronal	mass	ejection,	 are	often	 seen	beyond	~8AU,	and	so	will	be	encountered	at	Saturn	but	not	at	the	Earth.			 The	 comparisons	 discussed	 above	 reveal	 a	 very	 different	 solar	 wind	encountered	 at	 Saturn	 than	 that	which	 is	 encountered	 at	 the	 Earth,	 and	 so	 the	response	 of	 their	 corresponding	 magnetopauses	 to	 solar	 wind	 pressure	variations	would	also	be	expected	to	be	very	different.		 Solar	 wind	 pressure	 pulsations	 as	 a	 driving	 mechanism	 for	 the	 waves	observed	 in	 chapter	 4	 is	 unlikely,	 due	 to	 the	 following	 two	 reasons:	 there	 is	currently	 no	 evidence	 to	 suggest	 that	 solar	 wind	 pulses	 perturb	 the	 Kronian	magnetopause	in	a	similar	way	to	the	Earth’s.	This	is	probably	because	both	solar	wind	conditions	and	magnetospheric	conditions	are	very	different	at	Saturn	than	at	 the	 Earth.	 Secondly,	 boundary	 perturbations	 resulting	 from	 solar	 wind	pressure	pulses	are	not	expected	to	 form	a	wave	train	(Sibeck,	1990)	such	as	 is	observed	 in	 chapter	 4.	 Such	 pressure	 pulses	 are	 expected	 to	 compress	 the	magnetopause,	 which	 then	 bulges	 out	 behind	 it,	 as	 shown	 in	 figure	 3.1.1;	however,	the	perturbation	is	quickly	damped,	and	a	wave	train	is	not	generated.			3.1.2	Subcorotating	magnetospheric	bulge	at	Saturn’s	magnetopause			 The	 sub-corotating	 bulge	 on	 the	 magnetopause	 is	 an	 internally	 driven	phenomenon	 that	 has	 been	 studied	 at	 Saturn	 in	 detail	 by	 Clarke	et	al.	 (2006).	Evidence	 for	 the	 phenomena	was	 first	 identified	 by	Espinosa	et	al.	 (2003),	who	observed	 a	 sequence	 of	 magnetopause	 crossings	 on	 the	 outbound	 pass	 of	 the	Pioneer-11	 spacecraft	 near	 06:00SLT	 which	 were	 separated	 by	 roughly	 the	planetary	 rotation	 period	 of	 ~	 10.75	 hrs.	 Perturbations	 in	 the	magnetospheric	
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magnetic	field	were	also	observed	with	a	similar	period	during	the	Voyager	1	and	2	 spacecraft	 flybys	 of	 Saturn.	 Espinosa	 et	 al.	 (2003)	 suggested	 that	 a	compressional	 wave	 was	 being	 launched	 into	 Saturn’s	 magnetosphere	 by	 a	corotating	anomaly	in	either	the	inner	magnetosphere	or	the	planet	itself,	leading	to	magnetic	 oscillations	 in	 the	magnetosphere	 at	 the	planetary	 rotation	period.	Figure	 3.1.2	 indicates	 the	 effect	 such	 a	 compressional	wave	would	 have	 on	 the	shape	 of	 the	 magnetopause,	 and	 how	 it	 leads	 to	 the	 corotating	 bulge	 that	 is	observed.			
	
Figure	3.1.2	reproduced	from	Clarke	et	al.	(2006).	Sketch	of	Saturn’s	magnetosphere	in	the	equatorial	
plane	viewed	from	the	north,	showing	quarterly	intervals	of	planetary	rotation	period.	Long	dashed	
lines	 represent	 surfaces	 of	 constant	 plasma	 pressure,	 dotted	 line	 spirals	 are	 waves	 phase	 fronts	
corresponding	 to	peaks	and	 troughs	 in	pressure,	 the	 solid	 line	 is	 the	 instantaneous	magnetopause	
position,	while	the	short-dashed	line	is	its	average	position.				 Clarke	et	al.	 (2006)	argued	 that	examination	of	Cassini	data	 showed	 that	oscillation	 of	 the	 magnetopause	 at	 the	 planetary	 rotation	 period	 commonly	occurred.	 This	 was	 in	 phase	 with	 plasma	 pressure	 variations	 inside	 the	magnetosphere.	 The	 peak	 to	 trough	 amplitude	 of	 these	waves	was	 found	 to	 be	~2RS,	corresponding	to	a	10%	change	in	boundary	radius.	The	internal	pressure	increase	required	to	produce	such	motion	is	expected	to	be	~40%	of	solar	wind	dynamic	pressure,	which	agrees	with	the	observations	of	Clarke	et	al.	(2006)	and	
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(2010).	The	authors	concluded	that	a	global-scale	compressive	wave	originating	in	 the	 near	 planet	 region	 and	 propagating	 outward	 through	 magnetospheric	plasma	was	responsible	for	the	observed	effects.	The	origin	of	this	wave	was	also	thought	to	be	responsible	for	modulated	Saturn	kilometric	radiation	(SKR).	SKR	is	 an	 intense	 non-thermal	 radio	 emission,	 which	 is	 modulated	 close	 to	 the	planetary	 rotation	period,	 and	believed	 to	be	produced	 in	high-latitude	 auroral	regions	 by	 the	 so-called	 cyclotron	maser	 instability	 (CMI)	mechanism	 (Wu	and	
Lee,	 1979).	 This	 mechanism	 involves	 the	 resonant	 exchange	 of	 momentum	between	energetic	electrons	and	radio	waves.	Such	boundary	motion	is	expected	to	 transfer	 momentum	 outwards	 from	 the	 magnetosphere	 into	 the	magnetosheath,	 in	 contrast	 to	 the	 other	 driving	 mechanisms	 discussed	 in	 this	section,	hence	is	referred	to	as	internally,	not	externally	driven.			 Since	 this	 boundary	motion	 is	 predicted	 to	 occur	 close	 to	 the	 planetary	rotation	 period,	 it	 is	 ruled	 out	 as	 a	 potential	 driving	mechanism	 for	 the	waves	observed	in	this	study	that	are	presented	in	chapter	4.			3.1.3	 Reconnection  at	 the	 magnetopause:	 Earth	 and	 Saturn	compared			 There	 have	 been	 numerous	 observations	 of	 reconnection	 related	phenomena	 at	 the	 Earth	 (e.g.	 Russell,	 1984;	 Frey	et	al.,	 2003).	 Reconnection	 is	thought	 to	 play	 an	 important	 role	 in	 plasma	 transport	 and	 magnetospheric	dynamics	 at	 the	 Earth,	 and	 is	 the	 main	 mechanism	 through	 which	 solar	 wind	energy	 and	 momentum	 enters	 the	 Earth’s	 magnetosphere	 (Frey	 et	 al.,	 2003).	Reconnection	 is	 responsible	 for	 the	Dungey	cycle	 (Dungey,	1961),	and	has	been	well	documented	at	 the	Earth.	Reconnection	has	also	been	observed	to	occur	at	Jupiter,	 first	 being	 proposed	 from	 transient	 reconnection	 events	 at	 Jupiter	(Walker	and	Russell,	 1985),	 and	 later	 from	 observations	 of	 Jupiter’s	 aurora	 by	
Grodent	et	al.	(2003).	However,	as	this	thesis	concerns	Saturn,	this	section	of	the	chapter	 will	 focus	 on	 the	 role	 reconnection	 is	 believed	 to	 play	 at	 the	 Kronian	magnetopause,	which	is	considerably	less	well	understood.	Studies	by	Jackman	et	
al.	(2004)	and	Crary	et	al.	(2005)	concluded	that	solar	wind	pressure	rather	than	
	 81	
the	IMF	dominated	Saturn’s	interaction	with	the	solar	wind.	As	a	result,	magnetic	field	driven	mechanisms	such	as	reconnection	are	thought	to	be	less	important	at	Saturn	 than	 solar	 wind	 pressure	 driven	 instabilities,	 such	 as	 the	 Kelvin-	Helmholtz	instability,	which	we	will	introduce	in	the	next	section.		 An	initial	study	by	Huddleston	et	al.	(1997)	reported	the	direct	observation	of	reconnection	signatures	at	Saturn’s	magnetopause.	They	used	Voyager	data	to	infer	 an	 open	 magnetopause	 boundary	 and	 the	 presence	 of	 accelerated	 and	heated	 plasma.	 The	 authors	 calculated	 the	 electric	 field	 due	 to	 merging	 of	magnetic	field	across	the	boundary	to	be	0.2mV/m,	based	on	BN~1nT	across	the	open	magnetopause	and	a	flow	shear	of	200km/s.	Comparatively,	the	corotation	electric	 field	 was	 calculated	 as	 1.4mV/m	 at	 23RS,	 assuming	 a	 subcorotation	velocity	 of	 240km/s	 and	 a	 north-south	 planetary	 field	 component	 of	 ~6nT.		Therefore,	 the	 calculated	 solar	wind	 electric	 field	was	 found	 to	 be	 insignificant	compared	to	the	corotation	electric	field,	which	suggested	that	reconnection	does	not	play	a	dominant	role	at	Saturn.	This	is	in	agreement	with	the	work	of	Scurry	
and	Russell	 (1991)	who	 suggested	 that	 reconnection	 rate	 drops	 significantly	 at	high	Mach	 number	 such	 as	 those	 reached	 by	 the	 solar	wind	 in	 the	 outer	 solar	system.	 They	 found	 that	 the	 reconnection	 rate	 reduced	 dramatically	 for	magnetosheath	 flows	 of	 magnetosonic	 Mach	 numbers	 (MS)	 larger	 than	 7,	becoming	 approximately	 half	 the	 value	 for	 low	 Mach	 numbers	 at	 MS	 ~8,	 and	dropping	 to	 zero	 at	MS	~9.	 This	 is	 because	 for	 high	magnetosheath	MS,	 the	 ion	plasma	beta	also	becomes	large,	and	hence	the	reconnection	efficiency	decreases	due	 to	 the	 relative	 weakening	 of	 magnetic	 forces	 to	 plasma	 thermal	 pressure	forces.	As	discussed	 in	section	3.1.1,	 the	 fast	magnetosonic	Mach	number	at	 the	Earth	 is	 ~6,	 increasing	 to	 ~9	 at	 Saturn,	 and	 so	 one	 would	 expect	 significant	reconnection	at	the	Earth,	but	not	at	Saturn.		 A	later	study	by	McAndrews	et	al.	(2008)	used	Cassini	data	in	an	attempt	to	identify	reconnection	events	at	Saturn.	They	found	two	instances	where	crossings	of	the	magnetopause	close	to	the	equatorial	plane	exhibited	evidence	of	heating	of	 incoming	plasma	 and	 the	 escape	of	 heated	 electrons	back	 into	 the	upstream	magnetosheath.	 These	 heated	 electrons	 were	 interpreted	 as	 a	 signature	 of	magnetic	 energy	 conversion	 into	 thermal	 energy,	 a	 process	 expected	 at	 a	reconnection	 site.	 They	 also	 found	 that	 the	 finite	 magnetic	 field	 normal	
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component	across	the	boundary	on	one	instance	indicated	that	reconnection	was	occurring	 locally	 (to	 the	 Cassini	 spacecraft).	 On	 the	 other	 occasion	 it	 was	concluded	 that	 reconnection	 was	 occurring	 non-locally	 to	 the	 spacecraft,	 but	rather	 pole-ward	 of	 the	 cusp	 regions.	 The	 authors	 estimated	 a	 reconnection	voltage	 of	 48kV,	which	was	 similar	 to	 the	 average	 value	 of	 50kV	 calculated	 by	
Jackman	et	al.	(2004).	This	was	lower	than	the	estimated	corotational	voltages	at	the	 time,	 although	 the	 voltage	 above	 represents	 the	 lower	 limit.	 Therefore,	
McAndrews	et	al.	 concluded	 that	magnetopause	 reconnection	 at	 Saturn	may	 be	somewhat	more	 significant	 than	 first	 imagined,	 but	 still	 much	 less	 than	 at	 the	Earth.	 Reconnection	 events	 have	 been	 known	 to	 cause	 perturbations	 to	 the	magnetopause	 resulting	 in	 the	 propagation	 of	 surface	 waves,	 but	 there	 is	 no	constraint	on	the	direction	of	these	waves,	so	we	might	expect	them	to	propagate	isotropically	 along	 the	 magnetopause.	 This	 is	 not	 the	 case	 for	 the	 waves	 we	report	in	the	later	chapters	of	this	thesis,	and	hence	we	rule	out	reconnection	as	the	driving	mechanism	for	these	waves.			3.1.4	K-H	instability			 In	magnetised	plasma,	 the	K-H	 instability	 operates	 at	 a	 boundary	where	the	energy	in	the	flow	shear	overcomes	the	stabilising	forces	of	magnetic	tension.	Magnetic	tension	is	expected	to	be	weakest	in	the	equatorial	plane	as	we	expect	the	 major	 field	 component	 in	 the	 magnetosphere	 to	 be	 perpendicular	 to	 the	velocity	shear.	This	 is	because	 the	velocity	shear	across	 the	magnetopause	 is	 in	the	 equatorial	 plane,	while	 the	major	 field	 component	 in	 the	magnetosphere	 is	north	to	south.	Based	on	our	current	understanding	of	Saturn’s	internal	dynamics	and	its	interaction	with	the	solar	wind	(e.g.	Lepping	and	Burlaga,	1981,	Masters	et	
al.,	 2009),	 it	 would	 seem	 most	 likely	 that	 the	 dominant	 interaction	 between	Saturn	and	the	solar	wind	is	via	the	K-H	instability,	particularly	along	the	dawn	flank	 magnetopause.	 This	 is	 because	 the	 velocity	 shear	 between	 solar	 wind	plasma	and	magnetospheric	plasma	is	greatest	on	this	flank.			
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3.2	The	Kelvin	Helmholtz	instability:	Theory		 		 Dungey	(1955)	first	suggested	the	Kelvin	Helmholtz	(K-H)	instability	as	a	mechanism	 for	 transporting	 solar	 wind	 plasma	 across	 the	 terrestrial	magnetopause.	 This	 instability	 is	 expected	 to	 play	 an	 important	 role	 in	momentum	transport	at	 low	 latitudes	and	 for	 low	magnetic	 shears.	 It	occurs	at	the	 magnetopause	 as	 a	 result	 of	 ‘viscous’	 interaction	 between	 two	 different	plasma	regimes.			 We	 are	 most	 familiar	 with	 the	 K-H	 instability	 in	 the	 form	 of	 waves	 on	water,	which	are	generated	when	there	is	a	sufficient	velocity	shear	between	the	air	 adjacent	 to	 the	water	 and	 the	water	 itself,	 as	 seen	 in	 figure	3.2.1b.	We	 also	often	observe	this	instability	in	operation	between	cloud	layers,	leading	to	similar	structures	as	those	observed	in	figure	3.2.1a.		
	
Figure	3.2.1-	Examples	of	the	K-H	instability	operating	in	(a)	stratified	clouds	and	(b)	a	water-	air	
flow	shear	interface	(http://charliesweatherforecasts.blogspot.com/2011/08/kelvin-helmholtz-
instability.html	Photo	credit:	Terry	Robinson)	
		 The	 K-H	 instability	 can	 be	 summarised	 as	 an	 instability	 that	 can	 form	along	an	interface	between	two	fluids	across	which	there	exists	a	velocity	shear.	In	 hydrodynamics,	 a	 shear	 boundary	 between	 two	 flows	 is	 K-H	 unstable	 if	 the	kinetic	energy	contained	 in	 the	 flow	shear	can	overcome	surface	 tension	 forces	and	gravity	and	cause	a	perturbation	on	the	boundary	to	grow.	To	clarify,	 if	 the	
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perturbation	is	able	to	extract	energy	from	the	kinetic	energy	of	the	sheared	flow	and	 a	 rate	 greater	 than	 any	 loss	 of	 energy	 due	 to	 damping	 forces,	 then	 its	amplitude	 will	 increase	 and	 the	 wave	 ‘grow’	 with	 time,	 and	 so	 the	 boundary	becomes	unstable	as	it	is	no	longer	in	equilibrium.	When	such	restorative	forces	are	considered	to	be	negligible,	the	interface	between	the	two	fluids	is	unstable	to	all	velocity	jumps.		For	magnetised	 plasma,	we	 consider	magnetohydrodnamics	 (MHD),	 and	generally	 neglect	 surface	 tension	 and	 gravity,	 as	 for	many	 space	 plasmas	 these	are	 negligible	 compared	with	 stabilising	magnetic	 tension	 forces	 (however,	 for	solar	plasma	 this	assumption	 is	not	valid,	 and	gravitational	 forces	must	also	be	taken	into	account).	Therefore,	it	is	often	the	strength	and	orientation	of	magnetic	fields	either	side	of	the	boundary	that	determine	instability.	MHD	is	a	reasonable	assumption	 to	 use	 for	 the	 linear	 stage	 of	 K-H	 wave	 growth,	 since	 the	characteristic	wavelengths	associated	with	K-H	waves	are	much	 larger	 than	the	typical	 thermal	 ion	 gyro-radii	 of	 the	 plasma,	 and	 hence	 the	 plasma	 can	 be	considered	 as	 fluids	 for	 motions	 transverse	 to	 the	 magnetic	 field.	 Therefore,	under	the	required	conditions	outlined	above,	the	instability	can	manifest	itself	as	boundary	 waves	 propagating	 along	 the	 interface,	 and	 if	 sufficient	 growth	 is	achieved,	these	waves	can	evolve	into	vortices	as	the	instability	enters	non-linear	growth.	 It	 is	 difficult	 to	 numerically	 calculate	 the	 K-H	 instability	 in	 this	 stage	because	 kinetic	 effects	 become	 important	 due	 to	 characteristic	 vortex	 lengths	becoming	comparable	with	ion	gyro-radii.	The	plasma	can	no	longer	be	assumed	to	have	zero	 resistivity,	 and	 so	magnetic	 field	 cannot	be	 considered	 frozen-into	the	plasma.	Therefore,	 ideal	MHD	is	no	 longer	an	appropriate	approximation	 to	use,	and	either	single	particle	motion,	or	particle	distribution	functions,	which	are	more	feasible,	must	be	considered	instead.			 Waves	generated	by	this	instability	are	expected	to	propagate	in	the	frame	of	mass	transport	along	the	boundary.	This	is	because	this	is	the	frame	in	which	momentum	 carried	 by	 the	 velocity	 shear	 travels,	 and	 since	 the	 kinetic	 energy	contained	within	is	that	which	the	instability	feeds	on,	the	instability	propagates	at	the	same	velocity.	Therefore,	the	centre	of	mass	velocity	gives	the	phase	speed	of	 the	 waves	 relative	 to	 the	 stationary	 magnetopause.	 At	 Saturn,	 because	 the	magnetosheath	 plasma	 density	 is	 ~	 10	 times	 greater	 than	 the	magnetospheric	
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plasma	density	close	to	the	magnetopause,	the	centre	of	mass	velocity	can	be	well	approximated	 by	 the	magnetosheath	 flow	 speed,	 apart	 from	when	 close	 to	 the	magnetopause	subsolar	point.		 Over	 the	 years	 various	 approximations	 to	 the	 K-H	 instability	 have	 been	calculated,	 which	 are	 more	 applicable	 in	 certain	 situations	 than	 others.	 The	relevance	 of	 these	 approximations	 depends	 upon	 relative	 plasma	 flow	 speeds	either	side	of	 the	boundary,	 the	amount	of	plasma	mixing	at	 the	boundary,	and	relative	plasma	densities	either	side	of	the	boundary.	For	all	the	approximations	considered	below	gravitational	and	surface	tension	forces	are	assumed	negligible,	which	is	an	appropriate	assumption	for	all	planetary	magnetopauses	in	our	solar	system.	The	most	commonly	used	approximation	at	the	magnetopause	considers	plasma	either	side	of	the	boundary	to	be	incompressible	and	infinitely	conducting	(hence	 assumes	 ideal	 MHD),	 and	 the	 boundary	 itself	 to	 be	 a	 planar	 tangential	discontinuity	shear.	(e.g.	Chandrasekhar,	1961;	Galopeau	et	al.,	1995;	Delamere	et	
al.,	 2011).	 Other	 theoretical	 studies	 of	 this	 instability	 have	 considered	compressible	plasma	either	side	of	the	boundary	(e.g.	Muira	and	Pritchett,	1982),	and	 some	 have	 considered	 a	 finite	 velocity	 shear	 layer	 which	 addresses	 the	problems	 associated	 with	 increasingly	 short	 wavelength	 growth	 modes	 (e.g.	
Walker	et	al.,	1981).	The	implications	of	compressibility	are	described	later	in	the	chapter.	The	plasma	compressibility	is	determined	by	the	sound	speed	within	the	plasma.	As	the	sound	speed	increases,	the	plasma	becomes	less	compressible,	and	the	critical	magnetic	 field	 for	 instability	approaches	 the	value	 for	 infinite	sound	speed,	corresponding	to	the	incompressible	limit.		 		3.2.1	Effect	of	compressibility	on	the	instability			 Kelvin	 Helmholtz	 wave	 properties	 and	 growth	 rates	 are	 obtained	 by	linearizing	 the	 ideal	 MHD	 and	 induction	 equations,	 which	 are	 solved	simultaneously	to	obtain	a	second	order	differential	equation,	for	which	solutions	are	 calculated	 under	 various	 assumptions,	which	will	 be	 treated	 in	 turn	 in	 the	following	 chapter	 sections.	 (e.g.	 Southwood	 and	 Hughes,	 1983).	 The	 simplest	solution	to	these	equations	 is	 found	when	the	velocity	shear	 is	assumed	to	be	a	
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planar	discontinuity	and	the	plasma	either	side	of	the	discontinuity	are	assumed	to	 be	 incompressible.	 This	 approximation	 to	 the	 instability	was	 first	 applied	 at	the	magnetopause	by	Chandrasekhar	 (1961),	 resulting	 in	 instability	onset	given	by	the	following:		 𝒌. 𝑽K − 𝑽 K > x% R + R, [(𝒌. 𝑩)K+(𝒌. 𝑩K)K] 	 	 (3.1)		(e.g.	 Chandrasekhar,	 1961),	 where	 the	 indices	 refer	 to	 the	 two	 plasma	environments	 either	 side	of	 the	boundary,	 ρ	 is	 the	plasma	mass	density,	μ0	 the	permeability	of	free	space,	V	the	plasma	flow	velocity,	B	the	magnetic	field	vector	and	k	 the	wave	vector.	A	partial	derivation	of	this	equation	from	the	ideal	MHD	equations	can	be	found	in	section	A.2	of	the	appendix.	A	similar	derivation	from	linearizing	the	ideal	MHD	equations	and	again	assuming	incompressibility	and	a	planar	shear	results	in	a	calculation	of	wave	growth	rates,	which	can	be	found	by	solving	the	wave	dispersion	relation	derived	in	appendix	A.2.	The	corresponding	equation	is	given	in	(3.1b)	below:		 𝑞 = [∝∝K 𝑉 − 𝑉K . 𝑘 K − [∝ 𝑉. 𝑘 K −∝K 𝑉K. 𝑘 K]/K	 	 [3.1b]		(Chandrasekhar,	1961),	based	on	the	instability	criterion	given	by	equation	(3.1),	where	the	indices	refer	to	the	two	sides	of	the	shear	flow	layer,	αi	=	ρi(ρ1+ρ2),	and	
VAi	=	 4𝜋𝜌 .	q	gives	the	growth	rate	of	the	instability,	while	V	and	the	indices	have	the	same	meaning	as	in	(3.1).		 The	above	equations	reveal	that	the	instability	is	able	to	grow	if	the	energy	in	the	velocity	flow	shear	exceeds	the	energy	required	to	overcome	the	stabilising	magnetic	tension	forces,	resulting	from	the	bending	of	magnetic	 field	 lines.	This	magnetic	 tension	 force	 arises	when	 field	 lines	 are	 forced	 to	 bend,	which	 is	 the	case	 for	 the	 field	 component	 lying	 parallel	 to	 the	 wave	 propagation	 direction.	Therefore,	the	concept	of	a	‘critical	field’	is	a	field	for	which	the	boundary	is	at	the	limit	 of	 stability.	 For	 field	 lines	 lying	 perpendicular	 to	 the	 wave	 propagation	direction,	there	are	two	possible	geometries,	as	indicated	in	figure	3.2.2.	
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Figure	 3.2.2	 –	 schematic	 of	 the	 two	 possible	
perpendicular	 configurations	 between	 the	
magnetic	 field	 and	 the	 wave	 propagation	
direction,	 in	 the	 plane	 containing	 the	 surface	
wave	 normals,	 given	 by	 ex	 and	 ey.	 The	 surface	
along	which	the	waves	are	propagating	is	 in	the	
plane	 defined	 by	 ex	 and	 ez.	 For	 planar	 waves,	
which	are	assumed	to	be	uniform,	and	of	infinite	
width	 in	 the	 ez	 direction,	 neither	 of	 these	 field	
configurations	produces	magnetic	tension	forces	
to	 resist	wave	 growth.	However,	 for	 non-planar	
waves,	 case	 1	 would	 lead	 to	 magnetic	 tension	
forces,	and	potential	damping	of	growth.			If	 the	 magnetic	 field	 is	 perpendicular	 to	 the	 plane	 in	 which	 the	 waves	 are	propagating,	 wave	 activity	 will	 not	 result	 in	 field	 line	 bending,	 and	 so	 no	restorative	forces	arise.	However,	if	the	magnetic	field	is	in	the	same	plane	as	the	wave	propagation,	wave	activity	will	cause	the	field	lines	to	bend;	however,	if	the	width	 of	 the	waves	 in	 the	 z-direction	 is	much	 larger	 than	 the	 amplitude	 of	 the	waves,	then	the	radius	of	curvature	of	the	field	bending	will	be	large,	and	hence	the	resulting	restorative	force	will	be	small.	Therefore,	all	approximations	to	K-H	instability	assume	the	width	of	the	unstable	region	in	the	z-direction	to	be	large,	and	 hence	 field	 bending	 of	 field	 lines	 lying	 in	 this	 direction	 is	 negligible.	Therefore,	it	is	assumed	that	for	plasma	flow	perpendicular	to	the	magnetic	field	(transverse	case),	the	magnetic	field	has	no	effect	on	the	instability	and	the	flow	is	 unstable	 to	 all	 velocity	 jumps,	 similar	 to	 the	 situation	 already	 introduced	 in	fluid	 dynamics	 for	 negligible	 surface	 tension	 and	 gravity.	 The	 other	 extreme	 is	plasma	 flow	 completely	 parallel	 to	 the	magnetic	 field	 (parallel	 case),	 for	which	the	 wave	mode	 is	 completely	 stabilised	 unless	 the	 total	 velocity	 jump	 exceeds	twice	the	Alfvén	speed,	assuming	ρ1=	ρ2	and	B1=B2,	as	shown	in	(3.2).	(3.2)	can	be	derived	 from	equation	(3.1)	by	setting	ρ1=	ρ2=	ρ	and	B1=B2=B,	 cancelling	k	and	taking	the	square	route	of	both	sides,	reducing	(3.1)	to	(3.2).		 𝑉K − 𝑉 > 2𝑩 𝜇𝜌	 	 	 	 (3.2)	
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		 At	 a	 planetary	 magnetopause	 we	 might	 expect	 wave	 propagation	 to	 be	tail-ward	 in	 the	 equatorial	 plane,	 since	 the	 velocity	 flow	 shear	 is	maximised	 in	this	direction,	and	the	planetary	magnetic	field,	which	is	often	stronger	than	the	magnetosheath	field,	lies	to	first	order	approximation	perpendicular	to	this	wave	propagation	direction.			 A	theoretical	study	by	Fejer		(1964)	revealed	that	the	introduction	of	slight	compressibility	 (vA	<<	cs	<	∞,	 i.e.	 the	 Alfvén	 velocity,	 vA,	 is	 much	 less	 than	 the	sound	 speed,	 cs,	 but	 the	 sound	 speed	 is	 not	 approximated	 to	 infinity)	 in	 the	plasma	 either	 side	 of	 the	 shear	 always	 reduced	 the	 lower	 limit	 on	 the	 velocity	shear	 for	 the	 K-H	 instability,	 and	 that	 in	 two	 special	 cases	 the	 magnetic	 field	required	 to	 stabilise	 the	 boundary	 continued	 to	 increase	 with	 increased	compressibility	 until	 reaching	 a	 limiting	 value	 of	 about	 twice	 as	 large	 as	 the	corresponding	 value	 for	 the	 incompressible	 limit.	 The	 two	 special	 cases	considered	different	magnetic	 field	configurations,	but	both	cases	had	vA	<<	cs	<	
∞	as	mentioned	above,	resulting	in	different	wave	dispersion	relations	than	for	the	 incompressible	 case.	 At	 the	 magnetopause	 this	 is	 what	 we	 might	 expect,	although	 at	 the	 terrestrial	 magnetopause,	 the	 sound	 speed	 of	 magnetospheric	plasma	 can	 be	 considered	 infinite.	 Compressibility	 is	 thought	 to	 be	 more	important	 at	 Jupiter’s	 magnetopause,	 so	 the	 incompressible	 case	 might	 be	considered	 more	 relevant	 there,	 whilst	 the	 compressibility	 of	 Saturn’s	magnetopause	 is	 thought	 to	 lie	 somewhere	 between	 the	 two.	 	 The	 two	 special	cases	considered	by	Fejer	are	discussed	below.		 Case	1	assumed	parallel	magnetic	fields	of	equal	magnitude	on	two	sides	of	a	planar	 interface	between	two	fluids	with	equal	 temperatures	and	densities.		This	 is	 a	 highly	 simplified	 interpretation	 of	 the	 interaction	 at	 a	 planetary	magnetopause,	 particularly	 at	 Saturn,	 where	 the	 magnetospheric	 field	 is	generally	 stronger	 than	 the	 magnetosheath	 field,	 while	 the	 magnetosheath	density	 and	 temperature	 are	 of	 an	 order	 of	 magnitude	 higher	 and	 lower	respectively	 than	 the	 magnetospheric	 density	 and	 temperature.	 	 The	 modified	criterion	for	boundary	instability	was	found	to	be:		
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𝑣 ≤ ,𝑉 1 + 𝑉K 16𝑐K 	 	 	 	 (3.3)		where	V0	is	the	velocity	of	the	flow	shear,	and	vA	and	cs	are	the	Alfvén	and	sound	speeds	 respectively.	 Interestingly	 the	 condition	 for	 marginal	 stability	 is	independent	of	 the	angle	 (α)	between	 the	wave	propagation	direction	and	 the	discontinuity	flow	shear,	as	it	does	not	appear	in	(3.3),	although	the	difference	in	the	critical	magnetic	field	compared	with	the	incompressible	case	is	greatest	for	
α	=	0,	where	compressibility	predicts	a	larger	critical	field.	Equation	(3.3)	is	valid	for	cs	>>	V0.		 Case	2	was	similar	to	the	first	case	but	with	perpendicular	fields	of	equal	magnitude	 replacing	 the	 parallel	 fields.	 Similar	 to	 case	 1,	 the	 critical	 magnetic	field	 was	 found	 to	 be	 greatest	 compared	 to	 the	 corresponding	 incompressible	case	 for	α	 =	 0,	 implying	 that	 the	 boundary	 remains	 most	 unstable	 for	 wave	propagation	 along	 the	 flow	 shear,	 with	 the	 corresponding	 instability	 condition	given	by:		 𝑣 ≤ ,𝑉 1 + 𝑉K 16𝑐K 	 	 	 	 (3.4)		It	 can	 be	 seen	 that	 the	 introduction	 of	 slight	 compressibility	 increased	 the	fractional	increase	in	the	magnetic	field	required	for	stabilisation	of	the	boundary	by	1	+	V02/16cs2	 in	both	 the	 cases	noted	above.	 It	 is	 also	worth	noting	 that	 the	difference	 in	 the	 actual	 values	 of	 the	 magnetic	 field	 required	 for	 stability	 was	different	for	the	two	cases;	perpendicular	fields	required	a	magnetic	field	larger	by	a	factor	of	21/2	than	parallel	fields	before	stability	kicked	in.			 Figure	 3.2.3	 below	 shows	 the	 effect	 of	 arbitrary	 compressibility	 on	boundary	stability,	 for	 the	cases	of	parallel	 (A)	and	perpendicular	 (B)	magnetic	fields,	as	described	above.	As	 the	plasma	become	more	and	more	compressible,	the	critical	magnetic	field	for	stability	is	seen	to	become	higher	and	higher,	until	the	plasma	becomes	fully	compressible	(i.e.	the	sound	speed	is	zero).	
	 90	
	
Figure	 3.2.3	 reproduced	 from	 Fejer	 (1964),	 where	 u	 is	 the	 sound	 speed,	 and	 v0	 is	 the	 flow	 shear	
velocity,	while	V	is	the	Alfvén	velocity.		It	 can	 be	 seen	 that	 compressibility	 can	 increase	 the	 critical	magnetic	 field	 by	 a	factor	of	~2	for	the	parallel	case	and	just	under	2	for	the	perpendicular	case.	Fejer	did	not	consider	the	situation	for	flow	speeds	exceeding	the	sound	speed	in	either	medium	either	side.	This	scenario	was	later	considered	by	Sen	(1965).	
	 Sen	 (1965)	 expanded	 on	 the	 theoretical	 work	 undertaken	 by	
Chandrasekhar	(1961)	and	Fejer	 (1964)	by	studying	the	K-H	instability	between	compressible	plasma	separated	by	a	discontinuity,	 and	also	 taking	 into	account	the	 affect	 of	 varying	 solar	 wind	 velocity	 on	 the	 compressible	 instability.	 The	author	 found	 that	 the	 effect	 of	 compressibility	 was	 generally	 to	 decrease	 the	critical	streaming	speed	as	given	by	equation	(3.1)	(in	agreement	with	Fejer)	and	to	create	a	second	upper	critical	streaming	speed	which	if	exceeded,	stabilises	the	flow.	 The	 upper	 critical	 streaming	 speed	 for	 a	 perturbation	 transverse	 to	 the	magnetic	field	as	a	function	of	sound	speed,	cS,	is	given	by:		 (𝑉K𝑠𝑖𝑛K𝜑) 𝑣K + 𝑐K > 	8	 	 	 	 (3.5)	
	 91	
	where	vA	is	the	Alfvén	velocity,	𝜑	is	the	angle	between	the	velocity	shear	and	the	magnetosheath	magnetic	 field,	 and	where	 the	 assumptions	 ρ1	 =	 ρ2	and	 B1	 =	 B2	have	 been	 made.	 Although	 these	 simplifications	 are	 unrealistic,	 particularly	 at	Saturn,	 this	 equation	 gives	 us	 an	 approximate	 idea	 of	 the	 instability	 in	 the	compressible	 limit.	Far	along	 the	magnetopause	boundary	on	the	night-side	 the	sound	speed	in	the	magnetosheath	flow	is	expected	to	become	much	larger	than	the	Alfvén	speed,	and	so	equation	(3.5)	predicts	stability	in	these	flank	regions	far	along	the	night-side	boundary.		 	Southwood	 (1968)	 set	 out	 to	 identify	 the	 reasons	 for	 Fejer’s	 and	 Sen’s	differing	conclusions	concerning	the	effect	compressibility	has	on	an	upper	limit	critical	streaming	velocity,	by	making	fewer	simplifying	assumptions.	Southwood	allowed	 the	 plasma	 and	 magnetic	 field	 properties	 either	 side	 of	 the	magnetopause	to	differ	between	magnetosheath	and	magnetosphere,	rather	than	keeping	them	identical.	The	author	found	that	if	the	Alfvén	speed	on	one	side	of	the	boundary	was	significantly	greater	than	that	on	the	other	side,	the	form	and	direction	of	 the	 first	growing	mode	 is	 relatively	 independent	of	 the	direction	 in	the	flow	shear	velocity,	provided	that	it	is	not	too	closely	aligned	to	the	field	with	the	larger	Alfvén	speed.	However,	for	shear	speeds	less	than	the	sound	and	Alfvén	speeds,	the	maximum	growth	rate	occurs	when	the	shear	is	perpendicular	to	the	magnetic	 field	 and	 the	 wave	 vector	 k,	 of	 the	 perturbation	 is	 parallel	 to	 the	velocity	shear.	This	in	turn	results	in	a	mechanism	for	the	production	of	circularly	polarised	waves	at	the	magnetopause	boundary.			 Southwood	 concluded	 that	at	Saturn	slight	 compressibility	 is	expected	 to	make	the	boundary	slightly	more	unstable	on	the	day	side,	where	the	flow	shear	is	 less	 than	both	 the	Alfvén	and	sound	speeds,	but	 far	along	 the	 flanks	past	 the	dawn	and	dusk	terminators,	where	the	streaming	velocity	is	expected	to	exceed	the	 sound	 speed,	 compressibility	 tends	 to	 quench	 the	 instability.	 Therefore,	
Southwood	 concluded	 that	 when	 K-H	 waves	 are	 observed	 on	 the	 dayside	magnetopause,	 calculating	 the	 instability	 using	 the	 incompressible	approximation	is	likely	to	result	in	an	underestimate	of	the	boundary	instability.	An	alternative	way	to	understand	this	 is	with	reference	to	the	plasma	beta.	The	
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plasma	beta	gives	a	measure	as	to	whether	the	plasma	dynamics	are	dictated	by	the	plasma	itself	or	by	its	intrinsic	magnetic	field.	Plasma	beta	is	defined	as		 𝛽 = 	 *&'(E, Kx%	 	 	 	 	 (3.6)		where	n	is	the	plasma	ion	number	density,	kB	is	the	Boltzmann	constant,	T	is	the	plasma	 ion	 temperature,	 B	 is	 the	 magnetic	 field	 associated	 with	 the	 plasma,	and𝜇is	 the	 permeability	 of	 free	 space.	 Equation	 (3.6)	 gives	 the	 ratio	 between	plasma	pressure	and	magnetic	pressure,	and	is	proportional	to	the	ratio	between	the	 plasma	 sound	 speed	 and	Alfvén	 velocity.	 Therefore,	 the	 boundary	 can	 only	become	 unstable	 when	 flow	 shear	 energy	 overcomes	 magnetic	 tension,	 i.e.	plasma	pressure	can	overcome	magnetic	pressure,	which	requires	a	plasma	beta	greater	than	1.			3.2.2	Effect	of	finite	shear	layer	on	the	instability			 The	 importance	 of	 treating	 the	 terrestrial	 magnetopause	 as	 a	 finite	thickness	 shear	 layer	was	 first	 emphasised	 by	Lerche	 (1966),	who	 pointed	 out	that	MHD	analysis	of	the	discontinuity	leads	to	an	inconsistency.	The	growth	rate	is	 found	to	 increase	 linearly	with	wave	number,	so	that	the	highest	growth	rate	occurs	 for	 the	 shortest	 wavelength	 disturbances.	 	 However,	 for	 short	 enough	wavelengths,	 the	finite	thickness	of	 the	shear	 layer	becomes	important,	and	can	no	longer	be	neglected.	Michalke	(1964)	considered	the	incompressible	case	with	two	magnetised	plasma	 separated	by	 a	 hyperbolic	 tangent	 velocity	 profile.	 The	authors	found	that	only	modes	satisfying	kΔ	<2	(where	Δ	is	the	shear	scale	length,	which	is	the	boundary	layer	thickness	when	applied	to	the	magnetopause,	and	k	is	 the	 wavenumber	 of	 the	 associated	 waves)	 are	 unstable,	 and	 that	 the	 most	unstable	mode	occurs	for	kΔ	~	1.	Such	analysis	has	since	been	performed	for	the	compressible	case	(e.g.	Walker,	1981),	the	results	of	which	are	discussed	later	in	this	section.		 Muira	and	Pritchett	(1982)	considered	the	K-H	instability	for	compressible	magnetised	 plasma	 separated	 by	 a	 finite	 shear	 layer.	 They	 found	 their	 results	
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were	in	agreement	with	Sen	(1965)	and	Southwood	(1968),	by	finding	a	large	part	of	the	dayside	terrestrial	magnetopause	to	be	unstable	to	the	K-H	instability.	The	region	near	 the	 subsolar	 point	was	 found	 to	 be	 stable	 due	 to	 the	 stagnation	 of	solar	wind	 flow,	where	 the	 flow	velocity	was	not	 large	enough	to	overcome	the	stabilising	magnetic	field	tension	forces.	The	“far”	downstream	boundary	on	the	nightside	was	 also	 found	 to	 be	 stable,	 as	 the	magnetosonic	Mach	 number	 (Mf	=	
V0/(cs2	+	vA2)1/2)	 in	the	sheath	is	much	larger	than	1.	 	The	authors	approximated	that	 stability	 is	 reached	 when	 the	 magnetosonic	 Mach	 number	 became	 larger	than	2,	which	is	a	similar	result	to	that	of	Sen	(1965),	which	was	discussed	above,	and	gives	the	upper	limit	on	the	critical	streaming	velocity.		 Analysis	of	 the	 finite	 thickness	of	 the	 shear	 layer	allowed	 the	authors	 to	address	 issues	 other	 than	 the	 instability	 regions	 on	 the	magnetopause.	 Figures	3.2.3	 and	 3.2.4	 show	 how	 the	 normalised	 growth	 rate	 varied	 with	 normalised	wave	 number	when	 a	 finite	 thick	 shear	 layer	 is	 considered.	 Figure	 3.2.4	 is	 for	wave	 propagation	 perpendicular	 for	 the	 magnetic	 field,	 and	 also	 includes	 the	effect	of	compressibility.	The	figure	shows	that	for	Mf	>	2,	no	growth	modes	are	permitted.	The	Mf	=	0	which	corresponds	 to	 the	 incompressible	 limit	predicts	a	maximum	growth	rate	at	2kyΔ	~0.9	(where	ky	is	the	wavenumber	in	the	direction	of	 the	 velocity	 shear),	 while	 the	 dashed	 line	 represents	 the	 incompressible	discontinuous	 velocity	 shear	 case	 as	 given	 in	Chandrasekhar	 (1961),	 predicting	growth	rates	(γ)	given	by	γ	=	0.5	kyV0.	This	result	is	clearly	only	valid	when	2kyΔ	<<1,	after	which	the	line	significantly	deviates	from	the	curve	given	by	Mf	=	0.	As	the	magnetosonic	Mach	number	 increases	 from	zero	 (compressibility	becoming	important),	 the	 normalised	 growth	 rate	 is	 reduced	 considerably,	 and	 both	 the	wave	number	of	the	fastest	growing	mode	and	the	critical	wave	number	beyond	which	the	mode	is	stable	are	shifted	towards	smaller	values.		 Figure	3.2.5	shows	the	corresponding	case	for	wave	propagation	parallel	to	the	field,	but	with	Mf	fixed	to	one	and	the	Alfvén	Mach	number	allowed	to	vary	instead.	In	this	case,	the	stabilising	effect	of	magnetic	tension	becomes	important,	and	 the	 instability	 is	 dependant	 on	 both	 the	 Alfvén	Mach	 number,	MA	and	 the	sound	Mach	number,	Ms.	As	 is	 expected,	 as	MA-1	 increases	 (corresponding	 to	an	increase	 in	 magnetic	 field)	 wave	 mode	 growth	 rates	 decrease.	 The	 fastest	growing	mode	is	again	seen	to	occur	at	2kyΔ	~0.9,	and	the	wave	number	of	fastest	
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growing	 modes	 shifts	 towards	 smaller	 values	 as	 the	 magnetic	 field	 increases.	Therefore,	 for	 the	 parallel	 case,	 boundary	 instability	 is	 determined	 by	 the	requirement	that	2vA	<	V0	≤	2cs.	In	effect,	the	energy	in	the	velocity	shear	must	be	sufficient	 to	 overcome	 the	 magnetic	 tension	 forces,	 but	 not	 large	 enough	 that	stabilisation	 effects	 resulting	 from	 compressibility	 become	 important.	 Another	way	to	say	this	is	that	the	plasma	beta	must	be	of	the	order	of	one	or	greater	for	the	instability	to	develop,	but	not	too	large,	or	the	instability	will	be	quenched.	
	
Figure	 3.2.4	 reproduced	 from	Miura	and	Pritchett,	 (1982)	 this	 plot	 shows	 normalised	 growth	 rate	
versus	 the	 normalised	wave	 vector	 for	 the	 transverse	 approximation	 (B	 perpendicular	 to	 V0),	 for	
various	 magnetosonic	 Mach	 numbers	 Mf.	 The	 dashed	 line	 represents	 the	 growth	 rate	 for	 the	
incompressible	case	(cs	 infinitely	 large)	with	 the	 tangential	discontinuity	velocity	profile.	Note	 that	
for	Mf	>2	there	is	no	growing	mode.	
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Figure	 3.2.5	 reproduced	 from	Miura	 and	 Pritchett	 (1982)	 this	 plot	 show	 normalised	 growth	 rate	
versus	the	normalised	wave	vector	for	the	parallel	case	(B	||	V0),	where	Mf	has	been	fixed	to	one,	and	
the	Alfvén	Mach	number	adjusted.		 In	summary,	the	fastest	growing	wave	modes	occur	for	kyΔ	=0.5-1	with	a	corresponding	 growth	 rate	 given	 by	 (2a/V0)γ	 =	 0.05-0.2.	 The	 fastest	 growing	wave	 modes	 are	 in	 agreement	 with	 Ong	 and	 Roderick	 (1972),	 who	 found	maximum	 growth	 rate	 for	 kΔ	 ~	 0.4,	 for	 compressible	 plasma	 with	 k	perpendicular	 to	 B.	 The	 analysis	 however	 fails	 to	 address	 density	 differences	across	 the	 velocity	 shear,	 and	magnetic	 field	 variation,	which	 in	 the	 transverse	case	are	expected	to	shift	the	wave	number	of	the	fastest	growing	mode	slightly,	and	to	slightly	change	the	growth	rate.			 Walker	 (1981)	contributed	 to	 the	study	of	 the	 theoretical	K-H	 instability	for	finite	thickness	shear	layers	by	investigating	among	other	things	the	effect	of	magnetic	 shear	 on	 the	 instability	 for	 a	 range	 of	 magnetic	 shears,	 for	 the	compressible,	 finite	 velocity	 shear	 case.	 The	 effect	 of	 magnetic	 shear	 on	 the	
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instability	 is	 important	 because	 at	 the	 magnetopause,	 the	 magnetic	 fields,	particularly	 in	 the	 magnetosheath,	 may	 undergo	 a	 sudden	 change	 in	 direction	with	no	substantial	change	in	magnitude.	Figure	3.2.6	from	Walker	(1981)	shows	the	effect	shear	in	the	magnetic	field	has	on	the	instability	growth	rate	for	a	range	of	 plasma	 betas,	 where	 a	 small	 plasma	 beta	 corresponds	 to	 magnetic	 forces	dominating	plasma	behaviour.			
	
Figure	3.2.6	reproduced	 from	Walker,	 (1981)	 figure	7,	 showing	 the	effect	of	magnetic	shear,	Δϕ	on	
normalised	maximum	instability	growth	rate	(γmax	d/V0),	where	d	 is	 the	 thickness	of	 the	boundary	
layer,	for	constant	density	plasma.	Each	curve	corresponds	to	a	different	plasma	beta.		It	 is	 clear	 that	 for	 low	 plasma	 beta,	 the	 stabilising	 effect	 of	 magnetic	 tension	forces	is	strong,	as	a	very	small	amount	of	shear	can	quench	the	instability.	The	stabilising	 effect	 of	 magnetic	 shear	 across	 the	 boundary	 layer	 is	 greater	 for	increasing	shear,	and	is	greater	for	smaller	values	of	plasma	beta.		As	plasma	beta	
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tends	to	zero,	magnetic	fields	become	insignificant,	and	the	instability	resembles	the	transverse	case	and	the	boundary	is	unstable	for	any	flow	shear.		
	 Walker	 also	 calculated	maximum	 growth	 rate	 in	 the	 range	 k.Δ	~0.5-0.8,	where	 Δ	 is	 the	 boundary	 layer	 thickness,	with	 0.6	 being	 a	 typical	 value.	 In	 the	case	 of	 a	magnetopause	 boundary	 layer,	 this	 equates	 to	 an	 expected	 dominant	mode	of	instability	at			 𝜆 = K∆. 	 	 	 	 	 (3.7)		where	λ	is	perturbation	wavelength,	with	a	corresponding	frequency	of	~0.6V0d,	and	pulsation	period	of	T	~10d/V0.	At	the	Earth,	these	periods	fall	within	the	Pc	3,	4	and	5	ranges,	which	correspond	to	wave	periods	of	10-45s,	45-150s	and	150-600s	respectively.		 As	yet	the	theoretical	treatment	of	the	K-H	instability	has	been	restricted	to	 the	 linear	 regime,	 and	 plasma	 either	 side	 of	 the	 interface	 with	 identical	densities	and	temperatures,	due	to	the	difficulties	in	formulating	and	solving	the	required	 non-linear	 equations.	 Sections	 3.3.2	 and	 3.4.2	 focus	 on	 simulation	results	that	address	the	K-H	instability	in	its	non-linear	form.				3.3	The	K-H	instabilities	at	planetary	magnetopauses			 It	 has	 long	 been	 known	 that	 the	 closed	 model	 of	 the	 magnetosphere,	whereby	 solar	 wind	 is	 simply	 draped	 around	 the	 magnetopause,	 and	 the	magnetopause	is	a	perfect	tangential	discontinuity,	is	a	crude	simplification	(e.g.	
Dungey,	1961).	Convection	cells	that	are	observed	inside	the	magnetosphere	give	evidence	of	the	partial	penetration	of	momentum	from	the	solar	wind	flow.	 	 	Of	particular	 interest	 to	 this	 thesis	 is	 the	 velocity	 shear	 that	 occurs	 across	 the	magnetopause	 between	 adjacent	 magnetospheric	 plasma	 and	 plasma	 in	 the	magnetosheath.	 For	 the	 case	 of	 incompressible	 plasma	 separated	 by	 a	 planar	shear,	boundary	instability	is	given	by	equation	(3.1).	If	the	boundary	is	found	to	be	unstable	based	on	the	inequality	given	in	(3.1)	then	small	perturbations	to	the	
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smooth	 boundary	will	 grow	 and	manifest	 themselves	 in	 the	 form	 of	 boundary	waves,	 with	 a	 growth	 rate	 given	 by	 (3.1b).	 If	 wave	 growth	 is	 maintained	 the	waves	can	enter	their	non-linear	growth	phase,	during	which	MHD	breaks	down	and	kinetic	dynamics	must	be	considered.	As	previously	mention	 in	section	3.2,	non-linear	 growth	 can	 lead	 to	 the	 formation	 of	 K-H	 vortices	 on	 the	magnetopause.				 3.3.1	K-H	at	the	Earth			 The	 Kelvin-Helmholtz	 instability	 has	 been	 studied	 at	 the	 Earth	 almost	since	 the	 magnetopause	 was	 discovered	 (Dungey,	 1961	 and	 Axford	 and	Hines,	1961).	The	mechanism	was	considered	important	because	it	aids	the	transport	of	plasma,	momentum	and	energy	from	the	solar	wind	into	the	magnetosphere.	As	well	as	the	K-H	instability,	magnetic	reconnection	and	solar	wind	pressure	pulses	are	thought	to	also	facilitate	this	transport.	These	pressure	pulses	are	driven	by	fluctuations	in	the	solar	wind	velocity	and	density,	while	magnetic	reconnection	and	the	K-H	instability	are	caused	by	the	quasi-steady	magnetic	field	and	plasma	configuration	at	 the	planet	 (see	previous	section	 for	more	 information	on	 these	alternative	wave	driving	mechanisms).	A	number	of	numerical	studies	have	been	undertaken	 concerning	 the	 K-H	 instability	 at	 the	 Earth	 (Miura	 and	 Pritchett,	1982;	Lee	and	Fu,	 1985;	Wu,	 1986;	Liu	and	Hu,	 1988;	Scholer,	 1988;	Otto,	 1990;	
Miura,	 1992;	 Thomas	 and	 Winske,	 1993;	 Wei	 and	 Lee,	 1993;	 Fujimoto	 and	
Terasawa,	 1995;	La	Belle-Hamer	et	al.,	 1995;	Otto	et	al.,	1995].	Theoretically	 the	K-H	mode	is	thought	to	be	a	quasi-viscous	process	that	transfers	momentum	and	energy	 from	 the	 solar	 wind	 into	 the	 magnetosphere	 (Miura,	 1984).	 When	modeled	 as	 an	 ideal	 instability,	 the	 K-H	 mode	 is	 not	 expected	 to	 transport	particles	 across	 the	 magnetopause,	 or	 to	 change	 the	 magnetic	 topography.	However,	if	the	instability	enters	its	non-linear	phase,	ideal	MHD	can	break	down	inside	the	vortices	due	to	the	ion	gyroradius	becoming	large	with	respect	to	the	boundary	 thickness,	 which	 can	 lead	 to	 the	 transport	 of	 particles	 across	 the	boundary.	 This	 is	 evidenced	 by	 the	 formation	 of	 a	 low	 latitude	 boundary	 layer	(e.g.	Ogilvie	and	Fitzenreiter,	1989).	
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	 Axford	 and	Hines	 (1961)	 were	 first	 to	 argue	 that	 non-stationary	 effects	such	 as	 the	 K-H	 instability	 could	 play	 the	 role	 of	 the	 ‘quasi-viscous’	 force	necessary	to	account	for	the	penetration,	with	no	need	of	non-ideal	effects.	At	the	Earth,	parameters	at	the	magnetopause	are	such	that	equation	(3.1)	 implies	the	K-H	instability	is	very	often	operative,	an	implication	which	has	been	shown	to	be	the	case	by	a	number	of	studies	(e.g.	Foullon	et	al,	2008).	Numerous	observations	of	 in-situ	 boundary	 surface	 waves	 generated	 by	 the	 K-H	 instability	 help	 to	confirm	this.			 Such	great	attention	has	been	paid	to	this	instability	at	the	Earth	because	by	checking	the	extent	to	which	the	magnetospheric	convection	is	controlled	by	the	southward	component	of	IMF,	many	authors	have	become	convinced	that	the	role	 of	 the	 K-H	 instability	 is	 minor	 for	 driving	 momentum	 transfer	 at	 the	magnetopause	 when	 compared	 to	 the	 role	 of	 reconnection.	 However,	 as	 will	become	apparent,	both	effects	are	thought	to	be	complementary,	in	that	the	K-H	instability	can	aid	reconnection,	by	preparing	 locally	 favourable	conditions	 (e.g.	
Lepping	and	Burlaga,	1979).			3.3.1.1	In-situ	observations		 Earth	 orbiting	 spacecraft	 moving	 from	 the	 magnetosphere	 to	 the	magnetosheath	 (or	 vice	 versa)	 have	 often	 observed	 multiple,	 discontinuous	transitions	in	the	magnetic	field,	with	the	characteristics	of	magnetosheath	field	on	one	side	and	magnetospheric	field	on	the	other.	Three	types	of	interpretation	were	 made	 for	 the	 observations	 of	 these	 multiple	 transitions:	 firstly	 that	 they	were	 due	 to	 the	 motion	 of	 a	 single	 discontinuity	 (which	 we	 refer	 to	 as	 the	magnetopause)	moving	back	and	forth	across	the	spacecraft	(e.g.	Fairfield,	1979).	These	 rapid	 bulk	 displacements	 of	 the	 magnetopause	 were	 proposed	 as	 being	caused	 by	 changes	 in	 the	 upstream	 solar	 wind	 conditions	 or	 by	 tailward	propagating	waves,	generated	possibly	by	the	K-H	instability	(Southwood,	1968).	A	second	interpretation	of	the	multiple	magnetopause	crossings	was	being	due	to	a	 complex,	 quasi	 stationary	 structure	 which	 results	 from	 sharply	 bounded	filaments	of	magnetosheath	plasma	 into	 the	outer	magnetosphere	 (Lemaire	and	
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Roth,	1978).	The	third	interpretation	was	one	of	sporadic	reconnection	resulting	in	 severed	 magnetospheric	 flux	 tubes	 posing	 as	 magnetopause	 boundaries	(Russell	and	Elphic,	1978).		
Figure	3.3.1	reproduced	from	Lepping	and	Burlaga,	(1979).	R0,	T0	and	N0	magnetic	field	components	
in	1.92	s	average	form.	R0	is	radially	away	from	the	sun,	T0	is	perpendicular	to	R0	and	parallel	to	the	
suns	 equatorial	 plane,	 and	 N0	 completes	 the	 orthogonal	 set.	 The	 dotted	 lines	 represent	
magnetopause	crossings.	In	some	multiple	magnetopause	crossing	sets,	a	consecutive	oscillation	of	the	 boundary	 normal	 for	 each	 crossing	 was	 observed,	 with	 a	 particular	 phase	corresponding	 to	 entry	 or	 exit	 into	 the	 magnetosheath.	 Therefore,	 these	systematic	 crossings	 were	 explained	 most	 easily	 by	 a	 tailward	 moving	perturbation	 on	 the	 magnetopause	 (Aubry	 et	 al.,	 1971).	 Lepping	 and	 Burlaga	
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(1979)	analysed	a	set	of	these	systematic	magnetopause	crossings	at	Earth,	that	can	be	seen	in	the	Voyager	magnetic	field	data	in	figure	3.3.1.		 Analysis	 of	 these	 crossings	 and	 the	 boundary	 normals	 associated	 with	them	revealed	oscillatory	boundary	perturbations	in	the	equatorial	ecliptic	plane,	which	 were	 modelled	 in	 terms	 of	 sequential	 sinusoidal	 magnetopause	 surface	waves.	 The	 estimated	 phase	 speed	 of	 these	 waves	 was	 consistent	 with	 the	theoretical	phase	speed	had	the	waves	been	generated	by	the	K-H	instability.	The	authors	 concluded	 that	 the	 wave	 amplitude	 was	 small	 compared	 to	 the	wavelength,	and	probably	formed	as	a	result	of	the	K-H	instability.			 Once	 K-H	waves	were	 identified	 and	 the	 instability	was	 known	 to	 be	 in	operation	 at	 the	 Earth,	 further	 analysis	 was	 undertaken	 which	 is	 described	below,	 consisting	 of	 both	 direct	 in-situ	 observations,	 and	 simulation	 studies.	 A	study	by	Sckopke	et	al	(1981)	found	variations	in	the	thickness	of	the	low	latitude	boundary	layer	(LLBL)	at	a	latitude	of	40°N,	with	an	amplitude	of	the	order	1	RE	and	 periodicity	 of	 a	 few	 minutes.	 The	 authors	 utilised	 plasma	 data	 with	resolution	 of	 a	 few	 seconds	 from	 instruments	 on-board	 the	 ISEE	 1	 and	 2	spacecraft.	 These	 perturbations	 exhibited	 a	 wavelength	 of	 several	 RE;	 the	disturbance	followed	the	direction	of	plasma	flow	towards	the	magnetotail.	The	authors	 rejected	 the	 idea	 that	 such	 observations	 could	 result	 from	 blobs	 of	plasma	 entering	 the	magnetosphere.	 They	 also	 always	 found	 that	 the	 unstable	boundary	 appeared	 to	 be	 on	 the	 inside	 of	 the	 magnetopause,	 which	 was	 in	agreement	 with	 studies	 by	 Eastman	 et	 al.	 (1985)	 and	 by	 Ogilvie	 et	 al.	 (1984).	
Sckopke	et	al.	(1981)	considered	three	models,	as	reproduced	in	figure	3.3.2,	and	concluded	that	 the	data	 they	had	was	 in	greatest	agreement	with	model	3	 from	the	figure.		 Ogilvie	and	Fitzenreiter	(1989)	used	in-situ	ISEE	observations	to	apply	the	incompressible	MHD	criterion	 for	K-H	 instability	onset	 (equation	 (3.1))	 to	both	the	 magnetopause	 proper,	 to	 transitions	 observed	 within	 the	 low	 latitude	boundary	layer,	and	to	the	inner	edge	of	the	LLBL.	Their	results	showed	that	the	magnetopause	was	 found	 to	 be	 usually	 stable,	 while	 the	 other	 interfaces	were	often	 unstable,	 with	 wave-vector	 values	 consistent	 with	 a	 disturbance	 on	 the	inner	 edge	 of	 the	 LLBL,	 in	 agreement	 with	 the	 results	 of	 Sckopke	et	al	 (1981)	above.	 This	 wold	 suggest	 that	 some	 other	 phenomena	 such	 as	 magnetic	
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reconnection	is	responsible	for	the	initial	entry	of	magnetosheath	plasma	into	the	boundary	 layer.	 In	 the	 unstable	 cases,	minimum	 variance	 analysis	was	 used	 to	show	 that	 the	 perturbations	 were	 generally	 planar	 and	 moved	 in	 a	 tailward	direction,	with	a	k	vector	direction	supported	by	equation	(3.1).			 	
	 	 	
Figure	 3.3.2	 Reproduced	 from	 Sckopke	 et	 al.	 (1981).	 Three	models	 A-C	 to	 explain	 observations,	 of	
which	 favour	 model	 C.	 (A)	 a	 uniform	 boundary	 layer	 attached	 to	 a	 smooth	 magnetopause.	 (B)	 a	
uniform	attached	boundary	layer	disturbed	like	the	magnetopause,	by	surface	waves.	(C)	A	boundary	
layer	of	non-uniform	thickness	attached	to	a	smooth	magnetopause.			3.3.1.2	Simulations		 	 		 One	 of	 the	 first	 simulations	 of	 the	 K-H	 instability	 in	 operation	 at	 the	Earth’s	 magnetopause	 was	 undertaken	 by	 Miura	 (1984).	 The	 aim	 of	 this	simulation	 was	 to	 investigate	 the	 non-linear	 dynamics	 involved	 in	 the	 K-H	instability	 and	 the	 resulting	 non-linear	 transport	 of	 momentum	 and	 energy	across	 the	 magnetopause,	 by	 means	 of	 an	 MHD	 simulation	 with	 compressible	plasma.	Two	configurations	were	considered,	B	parallel	to	v,	and	B	perpendicular	to	v.	In	the	parallel	configuration,	a	super-Alfvénic	and	transonic	shear	flow	led	to	an	 oscillation	 of	 the	 velocity	 shear	 layer,	 bending	 the	 initial	 uniform	 field.	However,	 with	 a	 hyper-Alfvénic	 shear	 the	 instability	 developed	 into	 a	 more	turbulent	state,	where	the	flow	vortices	were	seen	to	cascade	into	smaller	scale	
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structures.	 The	 turbulent	 nature	 of	 this	 structure	 cascade	 allowed	 for	 plasma	mixing	within	the	vortices,	resulting	in	energy	transfer	from	the	solar	wind	into	the	magnetosphere.				 More	 recent	 work	 by	Otto	and	Fairfield	 (2000)	 attempted	 to	 explain	 an	observation	by	 the	Geotail	 spacecraft	 of	 large	 fluctuations	 in	 the	magnetic	 field	and	 plasma	 properties	 in	 the	 low	 latitude	 boundary	 layer	 (LLBL)	 in	 the	 dusk	magnetopause	 region.	 The	 authors	 constructed	 a	 two-dimensional	 MHD	simulation	 using	 magnetosheath	 and	 magnetospheric	 input	 parameters	 that	matched	those	observed	by	Geotail.	The	simulation	showed	that	the	fluctuations	Geotail	 observed	 could	 have	 been	 generated	 by	 the	K-H	 instability,	 if	 the	wave	vector	 direction	 had	 a	 component	 along	 the	 magnetic	 field	 direction.	 The	simulation	was	able	to	reproduce	the	quasi-periodic	strong	fluctuations	observed	by	 Geotail,	 by	 generating	 K-H	 vortices	 that	 propagated	 past	 the	 satellite.	 	 The	interior	 structure	 of	 the	 vortex	 was	 seen	 to	 explain	 the	 rapid	 fluctuations	observed.	The	simulation	results	suggested	a	K-H	perturbation	wavelength	of	~	5RE,	with	a	vortex	size	~	2	RE,	and	an	average	repetition	time	of	2.5	minutes.	 It	was	also	found	that	the	growth	time	of	these	waves	suggested	a	formation	region	~10-16	 RE	 upstream	 of	 their	 observed	 location.	 The	 results	 also	 suggested	 the	vortices	were	capable	of	considerable	mass	 transport	of	magnetosheath	plasma	across	the	magnetopause,	via	associated	reconnection	within	the	vortices.			 This	section	began	by	discussing	the	frequency	and	locations	at	which	the	K-H	 instability	 is	 thought	 to	 be	 operational	 at	 the	 Earths	 magnetopause,	 and	ended	 by	 discussing	 the	 role	 the	 K-H	 instability	 has	 at	 Earth	 regarding	momentum	 and	 energy	 transport.	 In	 summary,	 the	 K-H	 instability	 is	 almost	always	 in	 operation	 at	 the	 Earth’s	magnetopause	 and	 can	 lead	 to	 considerable	plasma	 transport	 across	 the	 boundary	 through	 the	 formation	 of	 K-H	 vortices,	which	lead	to	the	breakdown	of	ideal	MHD	within	the	vortices,	resulting	in	local	reconnection.	 However,	 although	 the	 role	 of	 the	 K-H	 instability	 at	 Earth	 is	important,	reconnection	not	linked	to	K-H	vortices	is	still	thought	to	be	the	major	driver	 of	 plasma	 transport	 across	 the	 terrestrial	 magnetopause.	 The	 following	section	 is	 a	 similar	 review	 of	 the	much	 less	well-understood	 K-H	 instability	 in	operation	 at	 Saturn’s	 magnetopause,	 to	 try	 to	 understand	 the	 importance	 and	dominance	of	momentum	and	plasma	transport	the	instability	has	at	Saturn.		
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3.3.2	The	K-H	instability	at	Saturn		 Saturn’s	 magnetosphere	 was	 originally	 thought	 to	 have	 aspects	 similar	 to	both	 Jupiter	 and	 the	 Earth,	 with	 both	 internally-driven	 and	 solar	 wind-driven	dynamics.	However,	both	Cassini	observations	and	a	number	of	simulations	have	shown	that	Saturn’s	magnetosphere	 is	rather	unique.	For	 instance,	Fukazawa	et	
al.	 (2007)	 used	 simulations	 to	 show	 that	 the	 subsolar	magnetopause	 and	 bow	shock	 positions	 are	 relatively	 sensitive	 to	 changes	 in	 the	 solar	 wind	 dynamic	pressure,	which	is	more	Jupiter-like	than	Earth-like.	However,	it	has	been	shown	to	be	rather	insensitive	to	changes	in	the	IMF,	which	is	neither	Earth	or	Jupiter-like.				
	
Figure	3.3.3	Adapted	from	Thomsen	et	al.	 (2010),	 figure	13.	Shows	the	equatorial	projections	of	W+	
ion	 flow	velocities.	The	sense	of	 (sub)co-rotation	 is	clearly	evident,	and	the	sun	 is	 to	 the	 left	of	 the	
diagram.	
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Earlier	 flybys	of	Pioneer	11	and	Voyagers	1	and	2	have	provided	us	with	a	picture	of	the	overall	configuration	of	Saturn’s	magnetosphere,	while	the	Cassini	spacecraft	 is	 now	 providing	 us	 with	 an	 understanding	 of	 magnetospheric	dynamics.	At	Saturn,	the	velocity	shear	at	the	dawn	flank	is	expected	to	be	larger	than	 the	 velocity	 shear	 at	 the	 dusk	 flank	 due	 to	 the	 sense	 of	 subcorotating	magnetospheric	 plasma	 (e.g.	 McAndrews	 et	 al,	 2009;	 Thomsen	 et	 al.,	 2010).	Corotation	rates	are	indicated	by	ion	velocity	measurements	given	in	figure	3.3.3.		 However,	 the	results	 from	the	work	we	present	 in	this	thesis	and	results	from	 Masters	 et	 al.	 (2012)	 suggest	 that	 the	 asymmetry	 in	 the	 K-H	 instability	operation	along	the	boundary	expected	to	occur	as	a	result	of	subcorotating	flow	is	less	significant	than	previously	expected.		The	 K-H	 instability	 was	 first	 predicted	 to	 operate	 at	 the	 Kronian	magnetopause	 by	 Schardt	 et	 al.	 (1984),	 a	 view	 which	 is	 consistent	 with	 the	observation	of	magnetopause	boundary	surface	waves	made	Voyager	1	(Lepping	
et	al.	 (1981)	 and	Ness	et	al.	 (1981))	 and	 by	Voyager	 2	 (Ness	et	al.,	1982).	 Since	then	further	observations	of	K-H	waves	have	been	made	using	Cassini	data,	and	there	 have	 been	 a	 number	 of	 modelling	 and	 simulation	 studies	 which	 have	attempted	 to	 assess	 the	 extent	 and	 evolution	 of	 the	K-H	 instability	 on	 Saturn’s	magnetopause	(e.g.	Fukazawa	et	al.,	2007)	This	section	will	begin	by	focusing	on	simulation	 results	 at	 Saturn,	 and	 then	 observational	 evidence	 which	 either	supports	or	contrasts	with	the	simulation	results.				3.3.2.1	The	K-H	instability	at	Saturn:	Simulation	results		 A	number	of	 studies	 to	date	have	 involved	using	 simulations	 to	 investigate	the	operation	of	 the	K-H	instability	at	Saturn’s	magnetopause.	The	first	of	 these	was	undertaken	by	Fukazawa	et	al.	(2007).	The	principal	aim	of	this	study	was	to	investigate	 the	 aforementioned	 relationship	 between	 K-H	 vortices	 and	reconnection	at	the	magnetopause.		 The	simulation	model	used	by	the	authors	was	based	on	a	code	developed	for	 Jupiter’s	magnetosphere	(Ogino	et	al.,	1998).	The	model	essentially	 launches	an	un-magnetised	solar	wind	with	a	dynamic	pressure	of	0.0083nPa	where	vSW	=	
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300	km/s,	which	has	a	temperature	of	2×105	K.	This	solar	wind	stream	enters	the	simulation	box	 from	the	upstream	boundary,	and	the	normalised	resistive	MHD	equations	 are	 solved	 as	 an	 initial	 value	 problem.	 The	 simulation	 holds	 the	magnetic	 field,	 velocity,	 mass	 density	 and	 thermal	 pressure	 at	 the	 solar	 wind	values	at	the	upstream	boundary.	Symmetrical	boundary	conditions	were	applied	at	the	equator	(Z=0)	while	free	boundary	conditions	(meaning	the	plasma	could	freely	 leave	 the	 simulation	 box)	 were	 used	 at	 the	 top,	 sides	 and	 downstream	boundary.	 The	 simulation	 started	 from	 a	 static	 equilibrium	 that	 included	corotating	flows,	pressure	gradients,	the	J	x	B	force	and	gravity.			 The	authors	examined	two	simulations	with	northward	IMF	in	detail,	the	first	 starting	with	a	northward	 IMF,	and	 the	 second	with	a	 southward	 IMF	 that	then	 turned	 northward	 during	 the	 simulation	 run.	 Both	 simulations	 gave	 very	similar	 results.	 Simulation	 1	 was	 run	 for	 60hrs	 and	 resulted	 in	 a	 quasi-steady	magnetosphere	 after	 about	 40hrs,	 and	 represents	 a	 scenario	 that	 based	 on	Cassini	 data	 is	 fairly	 common.	 	 Figure	 3.3.4	 shows	 the	 results	 from	 this	simulation.		
	
Figure	3.3.4	from	Fukazawa	et	al.	(2007);	Magnitudes	of	the	perpendicular	vorticity	to	the	magnetic	
field	 (top)	 and	 the	 parallel	 vorticity	 (bottom)	 in	 the	 equatorial	 plane.	 From	 left	 to	 right	 shows	
evolution	 of	 the	 simulation.	 The	 green	 lines	 in	 the	 top	 panels	 show	 the	 open-	 closed	 field	 line	
boundary,	whilst	the	isolated	closed	green	lines	in	the	tail	indicate	plasmoid	production.			Three	characteristic	 states	 in	 the	magnetospheric	 response	 to	a	northward	 IMF	were	 identified	 from	the	simulation	results,	 labelled	 in	 figure	3.3.4	as	states	1,2	
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and	 3.	 State	 1	 shows	 vortices	 forming	 on	 the	 pre-noon	 magnetopause,	 which	were	first	seen	to	appear	around	10:00LT	about	18	hours	into	both	simulations.	The	snapshot	for	state	1	was	taken	at	18hrs	into	the	simulation,	 just	as	vortices	started	forming	on	the	afternoon	magnetopause	at	about	1500SLT.	The	vortices	are	very	well	 formed	 structures	on	 the	dayside,	 but	 as	 they	propagate	past	 the	dawn	and	dusk	terminators	they	become	less	well	organised.		By	the	time	the	simulation	has	reached	state	2,	the	amplitude	of	the	boundary	waves	has	decreased	and	a	well-defined	cross-tail	neutral	line	has	formed	in	the	tail.	 The	 neutral	 line	 location	 is	 indicated	 by	 the	 green	 line	 extending	 in	 the	 Y	direction	in	the	top	panel.	Closed	field	lines	also	extend	down	the	tail	at	this	time.	This	would	appear	indicative	of	the	Dungey	cycle	in	operation	which	is	surprising	given	 the	 observed	 low	 occurrence	 of	 reconnection	 at	 Saturn.	 By	 state	 3,	 the	closed	field	 line	region	extends	over	100RS	down	the	tail	on	both	the	dawn	and	dusk	magnetosphere	 flanks.	A	series	of	O-regions	were	also	 launched	down	the	tail	late	in	the	simulation	with	a	period	of	about	1	hour;	these	formed	as	a	result	of	dayside	reconnection	above	and	below	the	equator.		The	authors	explain	their	observations	using	the	cartoon	in	figure	3.3.5	as	an	aide.	In	both	simulations,	the	arrival	of	northward	IMF	leads	to	the	formation	of	K-H	vortices	propagating	 tailward	 along	 first	 the	dawn	 side	magnetopause	 and	then	along	the	dusk	side	magnetopause.			
	
Figure	3.3.5	–	Cartoon	from	Fukazawa	et	al.	(2007)	showing	the	response	of	Saturn’s	magnetosphere	
to	northward	IMF.	Arrival	of	northward	IMF	leads	to	the	formation	of	vortices	propagating	tailward	
along	 first	 the	 dawnside	 magnetopause,	 and	 then	 along	 the	 dusk	 side	 (state	 1).	 Later	 in	 the	
simulation	dayside	 reconnection	 above	 and	below	 the	 equator	 creates	 a	 series	 of	O-regions	 at	 the	
magnetopause	(state	2).	Finally,	a	series	of	neutral	lines	forms	in	the	tail	(state	3).	
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These	 vortices	 are	 seen	 to	 grow	 and	 propagate	 tailward	 until	 they	 reach	approximately	dawn	and	dusk,	after	which	they	begin	to	break	up.	The	dusk	side	vortices	were	not	seen	to	form	until	after	those	on	the	dawn	side,	not	until	return	flows	toward	Saturn	from	the	magnetotail	associated	with	dayside	reconnection	reached	 the	 dusk	magnetopause,	 effectively	 increasing	 the	 velocity	 shear	 along	the	flank.	Therefore,	reconnection	may	have	a	direct	influence	on	the	flow	shear,	which	 can	 in	 turn	 initiate	 K-H	 wave	 activity.	 This	 result	 will	 be	 of	 particular	relevance	in	chapters	4	and	5,	where	wave	activity	has	been	detected	in	regions	where	 the	 flow	 shear	 at	 the	 boundary	 is	 not	 expected	 to	 be	 sufficient	 to	destabilise	the	boundary,	based	on	average	magnetosheath	and	magnetospheric	flows.	It	is	possible	that	such	waves	were	able	to	form	as	a	direct	result	of	these	return	 magnetospheric	 flows	 resulting	 from	 dayside	 induced	 reconnection.	Knowledge	 of	 the	 IMF	 conditions	 at	 the	 time	 of	 the	 observed	waves	would	 be	useful	to	test	such	a	hypothesis.	Vortices	on	the	dawn	side	were	found	to	have	a	single	clockwise	flow	sense,	while	those	on	the	dusk	flank	were	double	vortices,	with	counter-clockwise	flow	closest	 to	 the	 magnetopause,	 and	 clockwise	 flow	 nearer	 Saturn.	 The	 vortices	appeared	to	influence	reconnection	in	two	ways.	Firstly,	dayside	vortices	altered	the	flow	of	plasma.	They	redirected	the	plasma	to	the	area	of	the	magnetopause	from	 the	 dawnside	magnetospheric	 regions	 of	 pressure	 reduction	 in	 the	 outer	magnetosphere.	Secondly,	the	IMF	and	magnetic	flux	tubes	were	seen	to	become	twisted	by	 the	vortices;	 the	developed	vortices	were	able	 to	 transport	 IMF	 flux	tubes	into	the	magnetosphere,	which	then	reconnected	with	magnetospheric	flux	tubes,	leading	to	the	formation	of	magnetic	islands.	These	islands	are	believed	to	be	similar	to	those	predicted	by	MHD	simulations	of	the	K-H	instability	operating	at	 the	 Earth	 by	 La	Belle-Hamer	 et	 al.	 (1988).	 Finally,	 in	 the	 later	 stage	 of	 the	simulations	vortex	induced	reconnection	led	to	the	formation	of	plasmoids	which	were	 ejected	 down-tail,	 possibly	 triggered	 by	 the	 extension	 of	 dawn	 and	 dusk	side	 magnetic	 field	 lines.	 Such	 plasmoids	 could	 be	 detected	 in	 Saturn’s	magnetotail,	and	correlated	with	northward	IMF	and	strong	solar	wind	driving,	to	add	 observational	 support	 to	 the	 simulation	 results.	 Jupiter	 has	 corotating	magnetospheric	 plasma,	 yet	 no	 K-H	 waves	 are	 seen	 in	 the	 author’s	 similar	
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simulations	 at	 Jupiter	 (Fukazawa	et	al.,	 2006);	 to	 date	 the	 explanation	 for	 this	remains	unknown.	Later	simulation	work	at	Saturn	has	been	undertaken	by	Walker	et	al.	(2011),	who	were	interested	not	only	 in	vortex	formation	but	also	K-H	wave	formation.	The	authors	used	the	same	code	as	used	by	Fukazawa	et	al.	(2007),	as	described	earlier	 in	 this	 section.	 The	 resistivity	 value	 used	 in	 the	 resistive	MHD	equation	was	0.002	(r	>	3RS)	and	0	(r	<	3RS),	and	diffusion	and	viscous	terms	were	added	to	 suppress	 fluctuations	 that	 come	 from	 unbalanced	 forces	 at	 the	 start	 of	 the	simulation.	A	solar	wind	with	integral	IMF	was	launched	at	the	upstream	edge	of	the	 simulation,	 and	 the	 normalised	 resistive	MHD	 equations	were	 solved	 as	 an	initial	 value	 problem.	 Various	 combinations	 of	 solar	wind	 number	 density	 and	velocity	were	simulated.		The	 results	 of	 the	 simulation	 can	 be	 observed	 in	 figure	 3.3.6.	 The	magnetopause	 is	 originally	 seen	 to	 be	 smooth,	 but	 10hrs	 after	 the	 northward	turning	IMF	is	imposed,	becomes	rippled	with	low	amplitude	surface	waves.			
	
Figure	3.3.6	from	Walker	et	al.	(2011).	Bz	(left)	and	flow	velocity	(right)	with	superimposed	vectors	in	
the	equatorial	plane	at	1hr	and	10hrs	after	the	northward	turning	of	the	IMF	in	the	simulation.		
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The	white	circle	in	the	figure	indicates	the	formation	site	of	the	surface	waves,	at	around	09:00SLT.	Before	the	IMF	field	has	turned,	the	subcorotating	flows	within	the	magnetopause	were	 small	 (<	 20km/s),	 but	 following	 northward	 turning	 of	the	 IMF	 the	 magnetospheric	 plasma	 close	 to	 the	 magnetopause	 was	 seen	 to	exhibit	strongly	co-rotating	flows.		 Using	 equation	 (3.1)	 the	 authors	 assessed	 the	 K-H	 instability	 at	 the	magnetopause,	 assuming	 that	 the	 wave	 propagation	 direction	 (k)	 was	 in	 the	direction	of	magnetosheath	flow,	while	all	other	parameters	come	direct	from	the	simulation.	At	10hrs	 into	 the	simulation,	 local	 times	earlier	 than	09:00	LT	were	found	to	be	unstable,	with	a	ratio	between	the	two	sides	of	equation	(3.1)	of	1.27	in	 favour	 of	 instability.	 This	 ratio	 was	 in	 comparison	 to	 a	 value	 of	 0.03	 for	southward	IMF	at	1hr	indicating	clear	stability	at	that	time.	The	authors	believed	they	first	began	observing	small	amplitude	boundary	oscillations	between	5-7hrs	after	northward	turning	IMF,	and	obtained	an	instability	ratio	of	1.1	at	09:00LT,	7hrs	into	the	simulation.			
	
Figure	3.3.7	–	from	Walker	et	al.	(2011).	The	electric	field	(mV/m)	in	the	equatorial	plane	with	flow	
vectors	imposed.	The	solid	white	line	approximates	the	magnetopause,	while	the	dashed	white	line	
approximates	the	inner	edge	of	the	boundary	layer,	10hrs	into	the	simulation.	Figure	3.3.7	shows	a	snapshot	of	the	simulation	at	10hrs	after	northward	turning	IMF,	and	shows	that	both	the	magnetopause	and	LLBL	become	K-H	unstable	and	
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exhibit	wave	activity,	as	suggested	by	Pu	and	Kivelson	(1983).	As	mentioned	in	a	previous	section	it	was	argued	by	Walker	(1981)	and	Miura	and	Pritchett	(1982)	that	the	fastest	growing	K-H	mode	would	occur	when	kd~	1.2	(where	k	 is	wave	number	 and	d	 the	 boundary	 layer	 thickness).	Walker	et	al.	 (2011)	 estimate	 the	magnitude	of	k	and	d	 from	their	simulation	results	and	found	kd	 to	 lie	between	0.3	 and	 1.3,	 which	 is	 consistent	 with	 the	 linear	 theory	 formulated	 in	 the	 two	papers	mentioned	above.		As	 the	 simulation	 evolved,	 waves	 become	 clearly	 apparent	 on	 both	magnetopause	 flanks,	 and	 between	 20-30hrs	 into	 the	 simulation,	waves	 on	 the	dawn	flank	have	reached	their	non-linear	stage,	and	well-defined	vortices	can	be	seen	 in	 both	 the	 simulated	 magnetic	 field	 and	 plasma	 flow	 velocities.	 This	evolution	can	clearly	be	seen	in	figure	3.3.8		
	
Figure	3.3.8	reproduced	from	Walker	et	al.	(2011).	Same	as	figure	3.3.6	but	at	20hrs	(top)	and	30hrs	
(bottom)	after	northward	turning	IMF		Waves	 are	 also	 clearly	 seen	 on	 the	 dusk	 flank	 magnetopause,	 which	 are	thought	to	form	typically	3-4hrs	later,	and	to	be	of	smaller	amplitude,	than	their	dawnside	equivalents.	The	authors	carried	out	a	similar	instability	analysis	on	the	dusk-side	 as	 they	 did	 on	 the	 dawn-side,	 and	 found	 that	 after	 13hrs	 the	
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magnetopause	at	15:00LT	 is	 stable	 to	 the	K-H	 instability	 (with	a	 ratio	of	~0.1).	However,	 the	 stability	 reduces	 tailward	 along	 the	 boundary,	 with	 the	magnetopause	 becoming	 unstable	 around	 18:00LT	 (with	 a	 ratio	 of	 ~1.2).	 At	13hrs	the	Saturn-ward	flows	in	the	magnetosphere	were	about	20km/s	while	the	magnetosheath	flow	were	greater	than	200km/s,	suggesting	the	velocity	shear	at	dusk	is	mainly	due	to	solar	wind	flows,	as	we	might	expect.		 	The	figure	also	shows	a	rather	twisted	magnetic	field	configuration.	Plotting	the	field	lines	within	the	vortex	structures	shows	how	reconnection	occurs	within	the	 vortices	 resulting	 in	 self-contained	 loops	 of	 disconnected	 magnetic	 field	within	 the	 vortices,	 similar	 to	 the	 results	 of	 Fukazawa	 et	 al.	 (2007).	 As	 these	vortices	become	more	developed	the	reconnected	field	can	carry	IMF	fields	into	the	 closed	 field	 region,	 resulting	 in	 the	 transport	 of	 solar	wind	plasma	 into	 the	magnetosphere,	although	the	extent	of	solar	wind	transport	is	not	known.		 The	authors	tested	the	parameters	that	determine	(3.1)	by	varying	these	parameters	in	a	number	of	different	simulation	runs.	Vortices	were	seen	to	form	for	 all	 northward	 IMF	 cases,	 but	 not	 when	 the	 IMF	 was	 southward	 or	 when	magnetospheric	plasma	was	stationary	rather	than	co-rotating.	When	there	was	no	 IMF	 present,	 vortices	 were	 seen	 to	 form,	 but	 at	 soon	 as	 the	 IMF	 turned	southward	the	K-H	vortices	were	quickly	seen	to	damp	out.	This	is	thought	to	be	due	 to	 the	 fact	 that	 for	 southward	 IMF,	 the	 reconnection	 sites	 are	 at	 high	latitudes,	 and	 the	 region	 of	 strongly	 corotating	 flows	 moves	 away	 from	 the	magnetopause.		As	a	result,	the	instability	criterion	of	equation	(3.1)	is	not	met.	It	is	worth	noting	that	simulations	by	both	Fukuzawa	et	al.	(2007)	and	Walker	et	al.	(2010)	 show	 that	 reconnection	 and	 a	 strong	Dungey	 cycle	 are	 required	 to	 give	the	intended	flows	which	lead	to	a	velocity	shear	at	Saturn’s	magnetopause	and	hence	the	formation	of	K-H	waves;	however,	there	is	little	observational	evidence	that	reconnection	is	common	at	Saturn.		Therefore,	although	the	simulations	find	reconnection	 is	 significant	 at	 Saturn	 for	 northward	 IMF,	 there	 is	 little	observational	evidence	to	support	such	simulation	results.			A	 similar	 simulation	 was	 run	 with	 identical	 parameters	 bar	 an	 enhanced	solar	wind	speed	of	500km/s,	yet	the	boundary	was	still	found	to	be	stable	along	the	whole	magnetopause,	with	ratios	of	0.02	at	09:00LT	and	0.48	at	18:00LT.		
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The	authors	also	found	that	boundary	surface	waves	led	to	oscillations	within	the	 magnetosphere.	 These	 oscillations	 were	 found	 to	 be	 compressional	particularly	 near	 the	 equator,	 but	 above	 the	 equator	 they	 contained	 transverse	components	as	well.	At	two	locations	representative	of	these	regions	a	peak	was	seen	 in	 the	 field	 magnitude	 oscillations	 with	 a	 frequency	 of	 ~1.2	 x	 10-4	 Hz,	corresponding	to	a	period	of	2.3hrs.	A	second	peak	was	also	observed	at	2.1	x	10-4	Hz	(79mins).		In	 summary,	 the	 simulations	 predict	 that	 K-H	 vortices	 only	 form	 under	northward	 IMF,	 and	 that	 as	 soon	 as	 the	 IMF	 is	 turned	 southward	 boundary	oscillations	 are	 dampened.	 This	 highlights	 the	 strong	 link	 between	 dayside	reconnection	 and	boundary	 stability.	 Reconnection	 is	 shown	 to	 increase	 return	flows	 in	 the	 equatorial	 outer	 magnetosphere,	 increasing	 the	 velocity	 shear	 on	both	flanks,	making	them	unstable	to	the	K-H	instability.	Vortices	are	predicted	to	be	 abundant	 on	 both	 flanks	 during	 northward	 IMF.	 However,	 such	 simulations	assume	reconnection	is	happening	on	a	similar	scale	to	that	expected	at	the	Earth,	yet	observational	 evidence	at	 Saturn	would	 suggest	 this	 isn't	 the	 case,	 and	 that	reconnection	is	much	less	important	at	Saturn.	If	this	is	the	case	then	K-H	vortices	would	not	be	expected	to	form	often	on	the	magnetopause,	as	the	Southward	IMF	simulation	 might	 be	 more	 appropriate	 for	 all	 IMF	 orientations.	 The	 boundary	may	still	become	K-H	unstable,	but	the	further	tailward	 location	of	 the	unstable	regions	coupled	with	smaller	growth	rates	would	predict	boundary	wave	motion	but	insufficient	time	for	non-linear	effects	to	become	important.		The	results	of	these	simulation	studies	will	be	used	as	a	guide	for	where	on	the	magnetopause	K-H	waves	might	be	observed,	and	what	stage	in	their	growth	(i.e.	 linear	or	non-linear)	 the	waves	might	be	 expected	 to	be	 at.	The	 conditions	which	 favour	 the	K-H	 instability	as	 found	 from	simulations	could	also	be	 tested	against	actual	observations	to	see	if	they	are	in	agreement.	The	simulations	also	predict	the	presence	of	K-H	vortices,	suggesting	rapid	wave	growth	rate	such	that	non-linear	growth	quickly	manifests	itself.	Currently	little	observational	evidence	has	 been	 found	 to	 support	 the	 presence	 of	 K-H	 vortices	 at	 Saturn,	 with	 the	exception	of	 the	dawn-side	vortex	 identified	by	Masters	et	al.	 (2010),	as	will	be	discussed	in	the	next	section.		
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3.3.3.2	The	K-H	instability	at	Saturn:	direct	observations				 The	 observation	 of	 K-H	 surface	 waves	 on	 Saturn’s	 dawn	 side	magnetopause	showed	that	this	instability	was	in	operation	there	(Lepping	et	al.	1981),	 but	 knowledge	 of	 how	 often	 and	 where	 in	 local	 time	 along	 the	magnetopause	 the	 instability	 operated	 was	 still	 unknown.	 In	 order	 to	 gain	 a	better	 understanding	 of	 this,	 modelling	 of	 the	 K-H	 instability	 along	 the	magnetopause	was	undertaken	by	Galopeau	et	al.	(1995).	This	paper	related	the	emission	of	SKR	to	the	K-H	instability,	and	in	doing	so	the	authors	constructed	a	model	 of	 the	 stability	 of	 the	magnetopause	 to	 the	 K-H	 instability.	 The	 authors	believed	that	the	K-H	instability	could	be	responsible	for	generating	MHD	waves	that	 are	 able	 to	 accelerate	 electrons	 towards	 the	 auroral	 regions.	 The	 study	involved	 quantitatively	 testing	 the	K-H	 instability	 criterion	 versus	 local	 time	 in	the	equatorial	plane	of	Saturn’s	magnetopause.		 Galopeau	 et	 al.	 (1995)	 followed	 an	 MHD	 description	 of	 the	 instability,	assuming	 the	 incompressible	planar	shear	approximation	 to	 the	K-H	 instability,	reducing	the	instability	criterion	to	that	of	equation	(3.1).	The	analysis	 involved	using	average	flow	parameters	obtained	from	Voyager	1	observations	from	a	low	latitude	 pass	 near	 12:58SLT.	 	 The	 magnetopause	 itself	 was	 modelled	 as	 a	parabola	 with	 a	 standoff	 distance	 23RS	 from	 Saturn.	 The	 authors	 extrapolated	measurements	by	Richardson	(1986)	to	assume	a	subcorotation	velocity	at	L=23	of	 160-190km/s,	 based	 on	 a	 fixed	 corotation	 velocity	 of	 220km/s	 up	 to	 L=5,	where	 the	 L-value	 gives	 an	 indication	 as	 to	 the	 latitude	 at	which	 the	magnetic	field	line	maps	to	at	the	planet;	a	higher	L	value	represents	a	field	line	that	maps	to	a	higher	latitude,	and	hence	has	a	greater	radial	distance	from	the	planet	at	the	equator.	 The	 authors	 therefore	 assumed	 a	 range	 of	 90-190km/s	 for	 the	magnetospheric	plasma	velocity	at	 the	magnetopause.	 It	was	assumed	that	only	H+	and	O+	contributed	to	the	mass	at	the	outer	magnetosphere,	resulting	in	a	total	plasma	 density	 on	 the	 magnetospheric	 side	 of	 the	 magnetopause	 of	 5.6x10-24	g/cm3.	The	Slavin	et	al.	(1985)	magnetopause	model	was	used	to	deflect	the	solar	wind	flow	around	the	magnetopause,	which	approximates	the	magnetopause	to	a	conical	 surface	 with	 the	 rotational	 axis	 along	 the	 line	 of	 solar	 wind	 flow.	 A	summary	of	the	parameters	used	for	the	model	are	given	in	table	3.2	
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Table	 3.2:	 Reproduced	 from	 Galopeau	 et	 al.	 (1995)	 showing	 the	 parameters	 used	 for	 the	
magnetopause	K-H	stability	model.		The	 ratio	 between	 the	 two	 sides	 of	 equation	 (3.1)	 determines	 whether	 the	boundary	 is	 stable	 or	 unstable,	 introduced	 by	 the	 authors	 as	 a	 dimensionless	parameter	 referred	 to	 as	 Q.	 Figure	 3.3.9	 shows	 the	 results	 of	 this	 instability	analysis,	 and	 highlights	 how	 at	 Saturn,	 due	 to	 the	 sense	 of	 subcorotating	magnetospheric	 plasma,	 the	 dawn	 side	 magnetopause	 is	 expected	 to	 be	 K-H	unstable	over	a	much	larger	range	of	local	times	than	the	dusk	side.	However,	it	is	worth	noting	that	this	is	a	very	‘average’	result	with	large	errors	on	the	‘Q’	values,	due	to	large	uncertainties	in	the	parameters	listed	in	table	1.	In	chapter	5	of	this	thesis	 we	 undertake	 a	 more	 detailed	 approach	 to	 this	 analysis	 using	 in-situ	Cassini	data.			
	 	
Figure	3.3.9	Reproduced	from	Galopeau	et	al.	(1995),	Value	of	the	ratio	between	the	two	terms	in	the	
equation	 (3.1)	 instability	 criterion	 (where	 a	 value	 less	 than	 1	 indicates	 stability),	 plotted	 against	
local	time.		
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	 The	 most	 compelling	 evidence	 to	 date	 of	 magnetopause	 surface	 waves	driven	by	the	K-H	instability	was	presented	by	Masters	et	al.	(2009)	who	used	a	set	 of	 Cassini	 magnetopause	 crossings	 to	 identify	 the	 presence	 of	 wave-like	perturbations	on	the	dawn-side	boundary.	The	authors	used	a	similar	approach	to	 identifying	 wave	 activity	 as	 Lepping	 and	 Burlaga,	 (1979),	 which	 involved	calculated	boundary	normals	based	on	minimum	variance	analysis	(e.g.	Sonnerup	
and	 Schreible,	 1998)	 of	 the	 boundary	 crossing	 intervals,	 and	 looking	 for	systematic	 perturbations	 between	 the	 normals	 within	 a	 crossing	 set.	 This	analysis	 technique	 is	 explained	 in	 more	 detail	 in	 chapter	 4	 of	 this	 thesis.	 The	procedure	had	also	been	used	previously	to	identify	boundary	waves	at	Saturn	in	Voyager	1	data	(Lepping	et	al.,	1981).	Masters	et	al.	(2009)	identified	two	sets	of	magnetopause	crossings	that	exhibited	consecutive	oscillations	about	an	average	normal	 direction	 in	 a	 well-defined	 direction	 of	 maximum	 variance.	 The	 wave	propagation	was	found	to	be	tailward	in	a	direction	that	minimised	the	stabilising	effect	of	magnetic	tension	forces	from	the	bending	of	magnetospheric	field	lines	(the	stronger	of	the	two	fields).	This	is	the	direction	we	would	expect	K-H	waves	to	flow	along	the	magnetopause.	The	authors	identified	two	categories	of	surface	wave:	one	with	a	period	of	45+/-9mins,	and	the	other	of	the	order	of	hours.	The	shorter	period	wave	activity	was	comparable	to	the	waves	identified	by	Lepping	
et	 al.	 (1981).	 It	 is	 possible	 that	 the	 two	 types	 of	 wave	 correspond	 to	 the	theoretical	waves	predicted	by	compressible	K-H	theory	(Pu	and	Kivelson,	1983),	who	 showed	 that	 theoretically	 two	 types	 of	 surface	 wave	 could	 exist	simultaneously,	which	they	referred	to	as	the	slow	and	fast	waves	based	on	their	propagation	velocities.			 Both	Lepping	at	al	 (1981)	 and	Masters	et	al.	 (2008)	 identified	 K-H	wave	activity	on	 the	dawn	 flank,	which	K-H	 theory	 in	 the	 form	of	equation	(3.1),	and	modelling	 by	Galopeau	et	al.	 (1995),	 suggest	 should	 be	 on	 average	much	more	unstable	 than	 the	 dusk	 flank,	 due	 to	 larger	 velocity	 shear	 on	 the	 dawn	 flank.	However,	 chapter	 5	 of	 this	 thesis	 identifies	 K-H-like	wave	 activity	 on	 the	 dusk	side	magnetopause,	while	 chapter	6	gives	a	potential	explanation	as	 to	why	we	see	 these	waves,	 and	 suggests	dusk	 flank	waves	 are	 likely	 to	be	more	 common	than	previously	thought.		
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	 Less	is	understood	about	the	non-linear	evolution	of	the	K-H	instability	at	Saturn	than	its	linear	phase.	Simulation	results	offer	the	greatest	insight	into	how	the	 instability	 evolves	 in	 the	non-linear	 regime,	 as	documented	 in	 the	previous	section.	To	date	there	has	been	just	one	identification	of	a	K-H	vortex	at	Saturn,	in	contrast	to	the	numerous	K-H	vortices	that	have	been	identified	at	Earth.	Masters	
et	al.	 (2010)	 identified	 the	plasma	vortex	 at	~10:00SLT	on	13	December	2004.	During	 the	 transition	 from	 the	 LLBL	 to	 the	 magnetosphere	 proper,	 Cassini	encountered	deflected	boundary	 layer	plasma	and	observed	a	 twisted	magnetic	field,	as	well	as	high-energy	(>	20keV)	bidirectional	electron	fluxes.	The	authors	interpreted	these	observations	as	an	encounter	with	a	vortex	on	the	inner	edge	of	the	boundary	layer.		
Ogilvie	and	Fitzenreiter	(1989)	showed	at	Earth	that	the	inner	edge	of	the	LLBL	is	expected	to	be	more	K-H	unstable	than	the	magnetopause	proper	due	to	lower	magnetic	 shear.	At	 Saturn	however	 this	 boundary	 is	 expected	 to	 be	 very	thin	and	often	not	existent,	since	reconnection	is	not	thought	to	play	a	significant	role	at	the	Kronian	magnetopause;	hence	the	concept	on	an	unstable	inner	edge	becomes	 almost	 redundant.	 It	 is	 expected	 that	 the	 whole	 boundary	 becomes	unstable	in	which	both	the	outer	and	inner	edge	are	in	phase	similar	to	scenario	2	in	 the	 figure.	 However,	 where	 a	 significant	 boundary	 layer	 is	 thought	 to	 be	present,	such	as	near	a	vortex	within	which	plasma	mixing	across	the	boundary	is	thought	to	be	occurring,	the	inner	boundary	layer	is	probably	most	unstable.	The	observation	 the	 vortex	 by	Masters	et	al.,	(2010),	 believed	 to	 be	 located	 on	 the	inner	boundary	layer	edge,	provides	evidence	for	this.			 The	Masters	et	al.	vortex	was	determined	to	have	a	size	of	at	 least	0.55RS	across,	based	on	the	time	it	took	the	spacecraft	to	traverse	it	assuming	the	vortex	was	stationary	(hence	the	lower	limit	on	size).	The	various	data	used	to	identify	the	 vortex	 are	 shown	 in	 figure	 3.3.10,	 while	 figure	 3.3.11	 offers	 the	 authors’	interpretation	of	 the	nature	of	 the	vortex	encounter.	A	rotation	 in	 the	magnetic	field	during	the	vortex	encounter	is	clearly	visible,	as	are	bi-directional	electrons	accelerated	 along	 the	 magnetic	 field	 lines.	 The	 authors	 proposed	 two	 possible	current	systems	induced	by	the	vortex,	one	based	on	vortex-ionosphere	coupling,	the	other	on	vortex-induced	reconnection,	both	of	which	could	be	supported	by	observations.	The	discovery	of	a	vortex	confirms	theoretical	predictions	(Pu	and	
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Kivelson,	1984)	and	simulation	results	(e.g.	Fukuzawa	et	al.,	2007).	However,	it	is	still	unclear	why	these	vortices	are	not	apparent	more	often	in	Cassini	data,	since	the	magnetopause	(at	least	the	dawn	side)	is	expected	to	frequently	become	K-H	unstable.			
	
Figure	 3.3.10	 reproduced	 from	Masters	 et	 al.	 (2010).	MAG,	 ELS,	 IMS	 and	 LEMMS	 data	 for	 a	 4-hour	
interval	that	encompasses	Cassini’s	encounter	with	the	plasma	vortex.	A	 recent	 simulation	 by	 Delamere	 et	 al.	 (2011)	 recreated	 the	 conditions	observed	 at	 the	 time	 of	 the	 Masters	 et	 al.	 (2010)	 vortex	 encounter.	 This	simulation	led	to	the	formation	of	a	vortex,	shown	to	have	similar	properties	to	
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that	 of	 the	 observed	Masters	 et	 al.	 vortex,	 providing	 further	 evidence	 for	 the	existence	of	this	vortex.	Wilson	et	al.	(2012)	looked	at	CAPS	ELS	and	IMS	data	at	the	 time	 of	 the	 vortex	 encounter	 in	 greater	 detail.	 The	 authors	 identified	magnetospheric	plasma	 to	consist	of	bidirectional	electrons	and	 ions	moving	 in	the	corotational	flow	directions,	consisting	of	H+	ions	and	water	group	(W+)	ions.	Magnetosheath	 plasma	 consisted	 of	 an	 omnidirectional	 phase	 space	 electron	distribution,	no	water	group	ions,	and	ion	bulk	flow	in	the	tailward	direction.	At	a	vortex	 encounter	 mixing	 of	 the	 two	 plasma	 regimes	 was	 expected	 to	 occur,	resulting	in	water	group	ions	being	detected	in	otherwise	clearly	magnetosheath	plasma,	and	omnidirectional	electrons	in	the	magnetospheric	plasma.	Rotation	in	the	plasma	flows	was	also	expected	to	be	observed.			
	
Figure	 3.3.11	 Reproduced	 from	 Masters	 et	 al.	 (2010).	 Schematic	 which	 illustrates	 the	 proposed	
structure	of	the	encountered	vortex	viewed	in	the	M-N	plane	of	the	boundary	coordinates	(almost	the	
equatorial	plane).	The	grey	arrows	give	a	sense	of	plasma	circulation	within	the	structure.				 Using	 these	 identification	 criteria,	 the	authors	 reconfirmed	 the	existence	of	the	Masters	et	al.	vortex,	and	estimated	a	size	of	0.75Rs	across,	while	they	also	identified	an	earlier	vortex	encounter	that	Masters	et	al.	had	previously	identified	as	boundary	layer.	This	vortex	was	estimated	to	be	smaller	in	size,	with	a	length	across	 of	 ~0.5Rs.	Wilson	et	al.	 finished	 by	 discussing	 the	merits	 of	 the	 various	criteria	 they	 adopted	 for	 vortex	 identification,	 stating	 that	 the	 observation	 of	
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‘magnetic	 filaments’	 (Otto	 and	 Fairfield,	 2000)	 is	 likely	 the	 most	 conclusive	method	 for	 identifying	 the	 presence	 of	 a	 vortex.	 However,	 such	 a	 procedure	requires	in-situ	high-resolution	magnetic	field	measurements	to	be	made	by	the	orbiting	spacecraft.			 The	concept	of	these	magnetic	filaments	will	be	discussed	below.		3.3.4	K-H	vortex	identification	methods				 The	 concept	 of	 magnetic	 filaments	 was	 first	 introduced	 by	 Otto	 and	
Fairfield	 (2000).	 Magnetic	 filaments	 are	 believed	 to	 form	 as	 a	 result	 of	 the	centrifugal	radially	outward	 force	exerted	on	the	plasma	as	 the	vortex	curls	up.	The	 plasma	 is	 ‘flung’	 to	 the	 outer	 edge	 of	 the	 vortex,	 resulting	 in	 plasma	accumulation	there	and	plasma	depletion	at	the	centre	of	the	vortex.	One	of	the	consequences	of	 ideal	MHD	is	that	the	 intrinsic	magnetic	 field	 is	 frozen-into	the	plasma.	Therefore,	so	long	as	ideal	MHD	holds	for	long	enough	inside	the	vortex,	the	magnetic	field	will	follow	the	plasma,	resulting	in	reduced	field	in	the	centre	of	 the	vortex	and	 increased	 field	 at	 the	edges	of	 the	vortex,	 so-called	 ‘magnetic	filaments’.	The	identification	procedure	requires	in-situ	high-resolution	magnetic	field	measurements	to	be	made	by	the	orbiting	spacecraft.			 The	 magnetic	 filament	 method	 of	 vortex	 identification	 was	 adopted	 by	
Sundberg	et	al.	(2011),	to	identify	K-H	vortices	at	Mercury’s	magnetopause,	using	magnetic	 field	 measurements	 from	 the	 Messenger	 spacecraft.	 In	 this	 way	 the	authors	 identified	 numerous	 vortices	 at	 Mercury’s	 magnetopause.	 The	 most	conclusive	 criteria	 Sundberg	 et	 al.	 adopted	 for	 vortex	 identification	 was	 the	observation	of	enhanced	magnetic	field	above	that	of	normal	background	levels.	This	 often	 took	 the	 form	 of	 a	 double	 enhancement	 with	 a	 field	 depression	sandwiched	 between.	 Figure	 3.3.12	 below	 shows	magnetic	 field	 data	 from	 the	
Sundberg	et	al.	(2011)	vortex	encounters,	and	includes	the	authors	interpretation	of	 the	 magnetopause	 structure	 the	 Messenger	 spacecraft	 is	 passing	 through.	Peaks	 in	 the	 total	 field	 strength,	 and	 the	 Bz	 component	 of	 which	 the	magnetospheric	field	mostly	consists,	can	clearly	be	seen	at	the	edge	of	the	first	two	vortices,	and	the	final	vortex,	along	with	a	clear	dip	in	the	magnetic	field	at	the	centre	of	these	vortices.	Also	noticeable	in	the	Bx	and	By	field	components	is	a	
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saw-tooth	 pattern,	 which	 repeats	 itself	 twice	 per	 vortex,	 and	 is	 particularly	apparent	for	the	vortices	in	the	centre	of	the	wave	train.	The	presence	of	such	a	saw-tooth	signature	 is	consistent	with	plasma	mixing	at	 the	 leading	edge	of	 the	wave,	 and	 a	 sharp	 outbound	magnetopause	 crossing	 at	 the	 trailing	 edge	 of	 the	wave,	implying	the	waves	have	begun	to	roll	up	and	exhibit	non-linear	growth.			
	
Figure	 3.3.12	 reproduced	 from	Sundberg	et	al.	 (2011).	 This	 figure	 shows	high-resolution	magnetic	
field	 measurements	 from	 the	 Messenger	 spacecraft	 during	 a	 period	 where	 MESSENGER	 passed	
through	a	K-H	wave	train	on	the	magnetopause,	and	the	waves	are	believed	to	have	become	rolled	up	
into	vortices.	The	interpretation	as	to	the	structure	of	these	vortices	on	the	perturbed	magnetopause	
is	given	in	the	top	panel.		Clear	field	enhancements	at	the	edges	of	the	vortices	can	be	seen,	as	well	as	
a	saw-tooth	structure	in	the	Bx	and	By	field	components.		 	Both	 the	 formation	 of	magnetic	 filaments	 and	 saw-tooth	wave	 patterns,	and	 their	uses	 as	 an	 identification	method	 for	 the	presence	of	K-H	vortices	 are	discussed	 in	 more	 detail	 in	 chapter	 6.	 Chapter	 6	 also	 focuses	 on	 simulated	magnetic	field	observations	from	K-H	vortices.					
	 122	
3.4	 The	 K-H	 instability	 at	 the	 magnetopause:	 Summary	 and	 open	questions			 Probably	the	largest	and	most	important	question	so	far	concerning	the	K-H	instability	at	Saturn	is	to	what	extent	this	instability	is	responsible	for	plasma	and	momentum	transport	across	the	magnetopause.	At	the	Earth,	major	plasma	transport	is	believed	to	result	from	reconnection,	although	the	K-H	instability	has	been	 shown	 to	 aid	 some	 of	 this	 reconnection	 within	 K-H	 vortices.	 At	 Saturn,	reconnection	is	thought	to	be	much	less	dominant,	and	so	it	could	well	be	that	K-H	 magnetopause	 surface	 waves	 are	 the	 major	 contributor	 to	 momentum	transport	at	Saturn,	and	that	rolled	up	vortices	leading	to	the	breakdown	of	ideal	MHD	and	resulting	in	reconnection	within	the	vortices	are	the	major	contributors	to	plasma	transport.			3.5	This	thesis:	objective	and	relevance		
 The	 objective	 of	 this	 thesis	 is	 to	 build	 on	 our	 understanding	 of	 how	momentum	 and	 plasma	 can	 be	 transported	 from	 the	 solar	 wind	 across	 the	magnetopause	into	the	magnetosphere.	The	focus	will	be	on	how	likely	it	is	that	the	 K-H	 instability	 is	 in	 operation	 at	 the	 magnetopause,	 and	 the	 conditions	required	for	the	instability.	This	will	involve	focusing	on	the	instability	in	both	its	linear	 and	 non-linear	 phases.	 The	 study	 will	 use	 in-situ	 Cassini	 data	 to	 assess	whether	observations	are	in	agreement	with	simulations	of	the	K-H	instability	at	Saturn,	and	 if	not,	 then	 to	enable	simulations	 to	use	 the	results	of	 this	 thesis	 to	produce	more	reliable	results.	More	specifically,	chapter	4	will	involve	identifying	K-H	 waves	 on	 the	 dusk	 side	magnetopause,	 which	 have	 yet	 to	 be	 observed	 at	Saturn.	 The	 presence	 of	 such	 waves	 leads	 to	 the	 conclusion	 that	 the	 dusk	magnetopause	 can	 become	 K-H	 unstable	 earlier	 in	 local	 time	 than	 previously	expected.	 Chapter	 5	 focuses	 on	 an	 assessment	 of	 the	 K-H	 instability	 in	 the	incompressible	limit	and	uses	in	situ	data	and	projected	solar	wind	parameters	to	determine	 whether	 the	 magnetopause	 is	 expected	 to	 be	 K-H	 unstable	 in	 the	
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equatorial	 plane,	 as	 a	 function	 of	 local	 time.	 Such	 analysis	 is	 useful	 for	 both	confirming	 whether	 the	 waves	 observed	 in	 chapter	 4	 are	 likely	 to	 have	 been	generated	by	 the	K-H	 instability,	 and	also	providing	an	understanding	of	when,	and	where	along	the	magnetopause	we	might	expect	to	see	K-H	waves,	and	if	we	might	 expect	 there	 to	 be	 sufficient	 time	 for	 these	 waves	 to	 evolve	 into	 K-H	vortices.	 Chapter	 6	 consists	 of	 an	 observational	 data	 survey	 to	 identify	 the	presence	of	K-H	vortices.	Such	a	study	will	provide	an	indication	as	to	the	growth	rate	of	K-H	waves,	and	the	reliability	of	the	simulation	results	of	Fukazawa	et	al.	(2007)	and	Walker	et	al.	(2011),	presented	earlier	in	the	chapter.		 	
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Chapter	4:	 Dusk	flank	magnetopause	surface	waves	
	4.1	Introduction			 The	objective	of	this	chapter	was	to	identify	magnetopause	surface	waves	on	the	dusk	flank	of	the	Kronian	magnetopause	using	Cassini	data.		The	 major	 plasma	 motion	 within	 Saturn’s	 magnetosphere	 is	(sub)corotation	with	the	planet	(Eviatar	and	Richardson,	1986;	McAndrews	et	al.,	2009),	 due	 to	 frictional	 drag	 between	 the	 neutral	 atmosphere	 and	magnetospheric	 ions	 in	 the	 inner	 magnetosphere	 (the	 ionosphere).	 	 This	 is	 a	similar	 situation	 to	 that	 at	 Jupiter.	 Corotation	 has	 been	 observed	 to	 lag	 rigid	rotation	 in	 the	 outer	 magnetosphere,	 rotating	 at	 ~70%	 rigid	 corotation.	
McAndrews	et	al.	(2009)	find	that	magnetospheric	plasma	tends	to	be	travelling	at	bulk	 flow	 azimuthal	 velocities	 close	 to	 that	 expected	 by	 rigid	 corotation	 up	 to	22Rs	from	Saturn,	although	measured	values	are	often	considerably	less	than	this.	Further	 out	 than	 22Rs,	 azimuthal	 velocities	 measured	 remain	 almost	 fixed	 at	~150km/s,	 resulting	 in	 the	 ~70%	 corotation	 at	 distances	 close	 to	 where	 the	magnetopause	might	be	expected	to	be	found.	In	this	region	azimuthal	velocities	can	also	be	expected	to	be	much	lower	than	the	stated	150km/s.	Unfortunately,	the	authors	do	not	surmise	whether	the	large	variation	in	rotational	velocities	is	due	 to	 variability	 in	 the	 corotating	 plasma	 itself,	 or	 due	 to	 the	 conservation	 of	angular	momentum	during	expansion/	contraction	of	the	magnetopause.	This	can	be	 equated	 to	 speeds	 of	 between	 90-190km/s	 close	 to	 the	 magnetopause.	Therefore,	 plasma	 on	 the	 dawn	 flank	 outer	 magnetosphere	 will	 be	 moving	sunward,	while	plasma	on	the	dusk	flank	will	be	moving	tailward.	Magnetosheath	flow	 is	 always	 tailward,	 leading	 to	 a	 strong	 velocity	 shear	 at	 the	 dawn	 flank	across	the	magnetopause	boundary	layer,	and	a	somewhat	weaker	velocity	shear	on	the	dusk	flank.	As	mentioned	in	chapter	3,	if	the	flow	shear	is	sufficient	across	the	 interface,	 then	 the	 magnetopause	 can	 become	 unstable	 to	 the	 Kelvin-Helmholtz	 instability.	 Therefore,	 it	 has	 been	 expected	 that	 the	 dawn	 flank	magnetopause	 is	 more	 likely	 to	 become	 K-H	 unstable	 than	 the	 dusk	 flank.	 As	mentioned	 in	 chapter	 3,	 the	 K-H	 instability	 can	 manifest	 itself	 in	 the	 form	 of	
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boundary	 surface	waves.	 Such	waves	 have	 been	 detected	 on	 the	 dawn	 flank	 of	Saturn’s	magnetopause	(Lepping	et	al.,	1981),	and	more	recently	by	Masters	et	al.	(2009)	using	Cassini	data.	This	demonstrates	how	the	dawn	flank	is	expected	to	at	times	become	K-H	unstable,	but	offers	little	insight	into	the	stability	of	the	dusk	flank.			 			
	
Figure	 4.1:	 A	 schematic	 view	 of	 the	magnetopause	wave	 perturbation	 in	 the	 plane	 containing	 the	
maximum	variance	direction	and	average	normal,	showing	how	the	wavelength	and	wave	amplitude	
are	 calculated.	 Reproduced	 from	 Lepping,	 R.P.,	 and	 L.F.	 Burlaga,	 Geomagnetopause	 Surface	
Fluctuations	Observed	by	Voyager-1,	Journal	of	Geophysical	Research-Space	Physics,	84	(NA12),	7099-	
7106,	(1979).	
Lepping	et	al.	(1981)	used	minimum	variance	analysis	(MVA)	on	Voyager	1	magnetopause	crossings	to	identify	boundary	waves,	which	they	suspected	were	caused	 by	 the	 instability.	 The	 waves	 were	 found	 to	 be	 propagating	 at	~180±90km/s,	with	amplitude	of	~0.5Rs,	a	wavelength	of	~5Rs	and	a	periodicity	of	~23	minutes.	These	properties	are	derived	from	a	geometric	approach	which	plots	 the	 shape	 of	 a	 smooth	 sinusoidal	 waveform	 with	 spacecraft	 crossings	overlaid	 based	 on	 the	 size	 of	 the	 deflection	 of	 the	magnetopause	 normal	 away	from	 the	 predicted	 nominal	 magnetopause	 normal,	 in	 the	 plane	 containing	maximum	 variance,	 as	 illustrated	 in	 figure	 4.1.	 Such	 an	 approach	was	 possible	since	 the	 angular	 deviations	 of	 the	 boundary	 normal	 in	 the	maximum	variance	plane	 either	 side	of	 the	 average	normal	direction	 showed	 systematic	 evolution.	
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This	suggested	the	spacecraft	was	progressively	crossing	the	boundary	waves	at	a	 different	 phase,	 as	 indicated	 in	 figure	 4.1,	 making	 the	 geometric	 approach	described	above	valid.	The	study	presented	in	this	chapter	does	not	use	a	similar	method	 for	 wavelength	 and	 amplitude	 calculation,	 as	 such	 an	 evolution	 in	apparent	wave	phase	is	not	evident	in	the	boundary	normal	found	in	this	study.	Therefore,	 the	 errors	 expected	 from	 using	 this	 approach	 to	 analyse	 the	 waves	presented	in	this	chapter	are	too	significant	to	produce	any	meaningful	results.		The	 periodicity	 and	 structure	 of	 the	 waves	 identified	 by	 Lepping	 et	 al.	(1981)	 were	 in	 agreement	 with	 theoretical	 models	 later	 produced	 by	 Pu	 and	
Kivelson	 (1984).	 Galopeau	 et	 al.	 (1995)	 showed	 that	 there	 was	 a	 dawn-dusk	asymmetry	 in	 the	 K-H	 instability	 of	 Saturn’s	 dayside	 magnetopause	 in	 the	equatorial	 plane,	 resulting	 from	 the	 difference	 in	 flow	 shear	 between	 the	 two	sides.	 The	 authors	 used	 a	 basic	 model	 of	 average	 plasma	 and	 magnetic	 field	parameters	 and	 used	 equation	 3.1	 to	 determine	 the	 boundary	 instability	 as	 a	function	 of	 Saturn	 local	 time	 (SLT).	 They	 deduced	 the	 magnetopause	 to	 be	generally	unstable	to	the	K-H	instability	on	the	dawn	flank	and	stable	along	the	majority	of	the	dusk	flank,	until	far	along	the	flank	around	19:00SLT.	Simulations	by	Fukazawa	et	al.	(2007),	discussed	in	detail	 in	chapter	3,	suggest	that	Saturn’s	magnetopause	can	become	K-H	unstable	on	both	the	dawn	and	dusk	flanks,	but	only	during	periods	of	northward	IMF.	Instability	is	only	achieved	when	sufficient	dayside	 reconnection	 occurs,	 yet	 our	 current	 understanding	 of	 the	 Kronian	system	 suggests	 that	 reconnection	 only	 plays	 a	 minor	 role	 at	 Saturn’s	magnetopause.	 	 This	 suggests	 that	 the	 boundary	 instability	 predicted	 by	Fukuzawa	 under	 northward	 IMF	 is	 unlikely	 to	 occur	 in	 reality;	 or	 that	 our	understanding	of	 reconnection	at	 Saturn	 is	 incorrect.	 Such	 instability	 is	 seen	 to	result	 in	 tailward	propagating	boundary	waves.	Such	simulation	work	seems	 to	be	 in	partial	 agreement	with	 the	conclusions	of	Galopeau	et	al.	 (1995)	although	simulations	 suggest	 the	dusk	 flank	 can	become	K-H	unstable	 earlier	 in	LT	 than	19:00SLT.		 One	 of	 only	 a	 few	 studies	 to	 date	 concerning	 magnetopause	 crossings	undertaken	 by	 Cassini	 was	 made	 by	 Masters	 et	 al.	 (2009),	 who	 showed	 that	waves	 exist	 on	 the	 low	 latitude	 dawnside	 Kronian	 magnetopause,	 which	 the	authors	 attributed	 to	 the	 K-H	 instability.	 Two	 types	 of	 waves	 were	 seen	 to	
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propagate	at	a	direction	within	24°	of	Saturn’s	rotational	equator,	one	of	which	had	a	period	of	the	order	of	hours,	whilst	the	other	had	a	period	of	45±9	minutes.	These	observed	waves	were	consistent	with	a	superposition	of	different	types	of	surface	wave	activity.	Such	a	superposition	of	two	waves	has	been	shown	to	exist	for	 compressible	 plasma,	 and	 have	 been	 labelled	 fast	 and	 slow	waves	 (Pu	and	
Kivelson,	1983);	these	waves	were	discussed	in	more	detail	in	chapter	3.	Master’s	
et	 al.	 (2009)	 clearly	 state	 that	 although	 their	 results	 support	 the	 existence	 of	these	two	wave	modes	at	Saturn’s	magnetopause,	the	wave	properties	cannot	be	determined	 with	 sufficient	 accuracy	 to	 say	 with	 any	 certainty	 that	 these	 are	indeed	the	waves	they	observed.			 Since	these	studies	were	made	Cassini	began	orbiting	on	the	dusk	side	of	Saturn	 and	 extensive	 data	 has	 become	 available	 for	 studying	 dusk	 side	magnetopause	crossings.	In	this	chapter	we	present	the	results	from	a	study	of	a	particular	 group	 of	 such	 crossings,	 which	 occurred	 near	 the	 dusk	 terminator.	They	 provide	 clear	 evidence	 for	 boundary	 wave	 activity	 on	 the	 dusk	 side	magnetopause.	We	then	suggest	reasons	supporting	the	hypothesis	that	they	are	generated	 by	 the	 K-H	 instability.	 This	 discovery	 confirms	 that	 the	 dusk	 flank	Kronian	 magnetopause	 can	 indeed	 become	 K-H	 unstable	 and	 is	 capable	 of	supporting	wave-like	perturbations	as	a	result	of	the	instability;	this	observation	forms	part	of	the	motivation	for	the	work	presented	in	chapter	5.			4.2	Observations		In	 order	 to	 search	 for	 evidence	 of	 boundary	 waves	 on	 the	 dusk	 flank	 it	 was	necessary	 to	 inspect	 magnetopause	 crossings	 made	 by	 Cassini	 in	 2007,	 where	Cassini	was	orbiting	at	low	latitudes	above	the	equatorial	plane	on	the	dusk	flank.	During	 this	 time	 interval	Cassini	was	observed	 to	cross	 the	magnetopause	over	360	 times	 during	 15	 orbits,	 suggesting	 a	 highly	 dynamic	 boundary	 throughout	this	time.	This	is	in	comparison	to	267	dusk	flank	crossings	over	17	orbits.	Such	a	high	 temporal	 frequency	 of	 crossings	 corresponded	 with	 an	 equally	 dense	number	 of	 bow	 shock	 crossings.	 This	 combined	with	 the	 large	 radial	 variation	
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from	Saturn	of	crossings	of	both	boundaries	suggests	 that	variation	 in	the	solar	wind	dynamic	pressure	was	the	major	contributor	to	such	dynamic	boundaries.									The	orientation	of	 the	 IMF	 in	 the	solar	wind	 is	believed	 to	play	a	much	smaller	role	in	determining	magnetopause	dynamics	at	Saturn,	a	quantitative	description	of	 which	 has	 yet	 to	 be	 determined	 (Crary	 et	 al.,	 2005).	 Most	 orbits	 contained	groups	 of	 magnetopause	 crossings	 occurring	 with	 relatively	 high	 temporal	frequency.	 Of	 particular	 interest	 was	 a	 group	 of	 26	 magnetopause	 crossings	occurring	on	the	inbound	leg	of	revolution	(Rev.)	48	throughout	14-15	July	2007.	These	crossings	occurred	over	a	48-hour	interval	at	approximately	17:00	SLT	at	low	 latitudes	 above	 the	 equatorial	 plane.	 Figure	 4.2a	 shows	 the	 spacecraft	trajectory	during	Rev.	48	 in	 the	x-y	KSM	plane,	 and	 figures	4.1b	and	4.1c	 show	clearly	 the	 location	 of	 the	 crossings	 relative	 to	 one	 another	 in	 the	 x-y	 and	 x-z	planes.		The	crossings	were	broken	down	 into	 three	distinct	 sets,	 such	 that	 set	2	follows	set	1	and	set	3	follows	set	2.	These	sets	were	determined	based	on	similar	characteristics	amongst	crossings	in	the	set;	the	characteristics	considered	were	spatial	 location	and	group	behaviour	among	the	boundary	normals.	The	Arridge	
et	al.	(2006)	model	magnetopause	 position	 for	 an	 average	 solar	wind	 dynamic	pressure	of	0.01nPa	has	also	been	included	in	Figure	4.2.	Magnetopause	crossings	were	 identified	 using	 1-second	 resolution	 magnetic	 field	 data	 obtained	 by	 the	Cassini	MAG	FGM	instrument	(Dougherty	et	al.,	2004),	and	32-second	resolution	electron	data	acquired	by	the	Cassini	CAPS	ELS	sensor	(Young	et	al.,	2004).	Figure	4.3	 shows	 data	 from	 both	 these	 instruments,	 and	 encompasses	 the	 interval	containing	 crossing	 set	 2,	 the	 set	 that	 provided	 the	most	 reliable	 evidence	 for	dusk	side	boundary	waves.	The	 shaded	 (un-shaded)	 regions	 indicate	 when	 Cassini	 was	 in	 the	magnetosphere	 (magnetosheath),	 with	 the	 boundary	 between	 the	 two	representing	 a	 magnetopause	 crossing.	 The	 two	 regions	 were	 identified	 as	follows:	 	 1).	 The	 mean	 magnetic	 field	 in	 the	 observed	 magnetosphere	 was	~2.1nT,	 compared	 with	 0.8nT	 in	 the	 observed	 magnetosheath,	 which	 are	consistent	with	the	expected	range	and	pressure	balance.	
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Figure	4.2:	(a)	Cassini	trajectory	throughout	Rev.	48	projected	onto	the	x-y	KSM	plane,	as	indicated	
by	the	solid	black	curve.	The	light	grey	curve	shows	the	complete	trajectory	undertaken	by	Cassini	
throughout	 2007.	 Crossing	 sets	 1,	 2	 and	 3	 are	 indicated.	 The	 location	 of	 the	Arridge	 et	 al.	 (2006)	
model	magnetopause	is	shown	for	a	solar	wind	dynamic	pressure	of	0.01nPa,	indicated	by	the	dashed	
red	line.	 	The	 location	of	crossings	 in	sets	1,	2	and	3	and	indicated	by	black,	blue	and	green	circles	
respectively.	Blue	 and	green	 solid	 lines	 are	used	 to	 indicate	 the	direction	of	wave	propagation	 for	
crossing	sets	2	and	3	respectively.	(b)	Close	up	of	crossings	and	wave	vectors	in	x-z	plane.	(c)	Close	up	
of	crossings	and	wave	vectors	in	x-y	plane.		Both	of	these	values	were	lower	than	the	average	values	obtained	from	Voyager	1	observations	(Galopeau	et	al.,	1995),	suggesting	both	the	internal	and	external	magnetic	 field	 conditions	 may	 be	 different	 from	 when	 the	 Voyager	 1	observations	were	made.	2).	The	mean	electron	number	density	was	~5x10-3	cm-3	and	4x10-2	cm-3	in	the	magnetosphere	and	magnetosheath	respectively.	3).	The	mean	electron	temperature	was	~	100eV	and	~10eV	in	the	magnetosphere	and	magnetosheath	respectively.	The	time	energy	spectrogram	displayed	in	panel	6	indicates	 that	 the	 electron	 energy	 distribution	 within	 the	 magnetosphere	 lies	mainly	between	100-500eV,	while	in	the	magnetosheath	it	is	roughly	an	order	of	magnitude	less	at	around	10-100eV.	
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Figure	4.3:	MAG	and	ELS	data	for	07:26	to	11:58	15	July	2007,	containing	the	set	2	crossings.	Panels	a-
f	show	the	following:	(a)	magnetic	field	components;	(b)	magnetic	field	magnitude;	(c)	azimuthal	and	
latitudinal	field	angles;	(d)	RMS	of	the	field;	(e)	electron	temperature	and	number	density;	(f)	time-
energy	spectrogram	of	electrons	from	ELS	anode	5.	Un-shaded	intervals	correspond	to	when	Cassini	
is	in	the	magnetosheath,	shaded	regions	for	when	Cassini	is	in	the	magnetosphere.		Also	included	
underneath	the	figure	are	Cassini’s	range,	latitude	and	local	time	(SLT).		 	There	is	often	a	difference	between	the	orientation	of	the	magnetic	field	in	the	magnetosheath,	which	we	expect	to	have	as	 its	primary	component	the	IMF	field	 draped	 around	 the	 planetary	magnetosphere,	 and	 the	 planetary	magnetic	field,	 which	 we	 expect	 to	 consist	 primarily	 of	 a	 north	 south	 component.	Therefore,	we	often	see	a	rotation	in	the	magnetic	field	across	the	magnetopause	boundary.	 This	 can	most	 clearly	 be	 observed	 in	 the	 azimuthal	 (phi)	 and	 polar	(theta)	angular	components	of	the	magnetic	field,	shown	in	figure	4.3	panel	3.	It	can	be	seen	from	figure	4.3	that	the	field	is	on	average	much	more	disturbed	in	the	 magnetosheath	 than	 it	 is	 in	 the	 magnetosphere.	 This	 was	 quantified	 by	examining	 the	 RMS	 of	 the	 field	 over	 a	 5	 minute	 moving	 average	 period.	Unexpectedly,	the	RMS	of	the	field	within	the	magnetosheath	does	not	appear	to	be	 greater	 than	 in	 the	 magnetosphere,	 in	 fact	 the	 reverse	 appears	 to	 be	 true.	Figure	4.4	is	identical	to	figure	4.3	with	the	exception	that	it	shows	data	over	the	
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time	 interval	 containing	 the	 set	 3	 crossings.	 There	 is	 a	 clear	 periodicity	 in	 the	initial	 8	 crossings	 shown	 on	 figure	 4.3,	 which	will	 be	 discussed	 in	more	 detail	later	in	the	chapter.	
	
Figure	4.4:	MAG	and	ELS	data	containing	the	set	3	magnetopause	crossings.	All	panels	contain	the	
same	information	as	those	in	figure	4.3.	
		 The	objective	of	identifying	the	boundary	crossings	was	to	determine	the	boundary	normal	at	each	crossing,	as	these	can	be	used	as	a	proxy	for	identifying	boundary	waves.	To	a	first	order	approximation,	which	ignores	reconnection,	the	magnetopause	 is	 a	 tangential	 discontinuity	 (TD)	 that	 separates	 the	magnetospheric	 plasma	 from	 the	 plasma	 in	 the	 magnetosheath.	 As	 such	 there	exists	no	plasma	velocity	 component	or	magnetic	 field	 component	 that	 threads	the	boundary.	In	reality,	the	magnetopause	has	a	finite	thickness	of	a	few	ion	gyro	radii.	 Therefore,	 it	 is	 to	 be	 expected	 that	 the	 field	 component	 in	 the	 boundary	normal	 direction	 across	 this	 interval	 remains	 close	 to	 zero	 throughout	 the	duration	 of	 the	 crossing.	 Such	 small	 deviation	 of	 the	 normal	 in	 this	 direction	allows	 this	 direction	 to	 be	 determined,	 since	 this	 is	 the	 direction	 in	which	 the	sampled	 magnetic	 field	 vectors	 vary	 the	 least	 during	 the	 crossing.	 A	magnetopause	 crossing	 was	 identified	 in	 the	 data	 as	 the	 brief	 interval	 (of	 the	
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order	of	tens	of	seconds)	during	which	the	strength	and	orientation	of	the	field,	and	 plasma	 properties	 changed	 from	 being	 magnetosphere-like	 to	magnetosheath-like,	 or	 vice	 versa.	 The	 time	 spent	 in	 the	 magnetosheath	 was	highly	 variable	 during	 crossing	 sets,	 a	 property	 ascribed	 to	 boundary	 motion,	probably	occurring	as	a	result	of	solar	wind	dynamic	pressure	fluctuations.		
	4.3	Boundary	normal	analysis			 The	normal	direction	to	the	magnetopause	surface,	as	discussed	earlier,	is	given	by	the	direction	in	which	the	field	varies	least	during	the	crossing	interval.	Magnetopause	 normals	 were	 determined	 by	 performing	 minimum	 variance	analysis	 (MVA)	 (Sonnerup	and	Schreible,	 1998)	 upon	 the	 magnetic	 field	 vector	samples	within	each	crossing	interval,	an	overview	of	which	is	given	in	appendix	A.2.	Observation	of	a	systematic	oscillation	of	boundary	normals	suggests	surface	wave	 activity	 is	 likely	 to	 be	 perturbing	 the	 boundary.	 This	 evidence	 of	 wave	activity	 is	discussed	in	more	detail	 later	 in	the	chapter;	the	illustration	in	figure	4.5	 provides	 a	 visualization	 as	 to	 why	 the	 boundary	 normals	 are	 expected	 to	oscillate	about	an	average	in	a	well	defined	plane	in	the	presence	of	wave	activity.	This	 figure	 illustrates	 how	 a	 sinusoidal-like	 perturbation	 to	 the	 flat	magnetopause	would	result	in	boundary	normals	deviating	from	the	‘flat’	model	normal	 whenever	 the	 spacecraft	 encounters	 the	 boundary.	 Such	 an	 analysis	 is	based	on	the	assumption	that	the	spacecraft	encounters	each	wave-period	twice	as	 indicated	by	 the	 figure.	 In	addition,	 the	normals	are	constrained	to	point	out	into	the	magnetosheath.	Under	such	conditions,	the	boundary	normals	would	be	seen	to	consecutively	oscillate	about	the	model	(average)	normal	direction	in	the	plane	 containing	 the	 average	 normal	 and	 wave	 propagation	 vector.	 This	interpretation	 is	 only	 valid	 for	 plane	 sinusoidal	 like	 waves	 with	 low	 relative	spacecraft	 velocity	 in	 the	 boundary	 normal	 direction	with	 respect	 to	 the	wave	propagation	 velocity	 along	 the	 boundary.	 Otherwise	 the	 assumption	 that	 the	spacecraft	crosses	the	boundary	twice	per	wave	cycle,	and	at	a	similar	phase	on	the	wave	is	most	probably	invalid.	If	for	example	vortices	were	present,	we	might	expect	the	boundary	normal	to	be	perturbed	by	>	90°.		
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Figure	4.5-	Schematic	indicating	the	suggested	magnetopause	configuration	for	the	first	six	Cassini	
magnetopause	encounters	of	set	2.	The	direction	of	the	boundary	normal	at	each	crossing	is	
indicated,	as	well	as	the	‘average’	normal	direction,	which	corresponds	to	the	boundary	normal	of	a	
‘flat’	model	magnetopause.	For	the	case	of	crossing	set	2,	this	flat	magnetopause	normal	direction	is	
calculated	from	the	mean	of	all	the	set	2	normals.	The	structure	of	the	perturbed	boundary	is	
indicated	in	comparison	with	a	flat	boundary,	with	Cassini’s	trajectory	superimposed	on	this.	The	
direction	of	wave	propagation	in	relation	to	the	boundary	is	also	indicated.	The	figure	describes	how	
the	observed	magnetopause	boundary	normal	varies	when	Cassini	encounters	a	sinusoidal	shaped	
perturbation	on	the	magnetopause;	the	boundary	normal	at	each	crossing	will	oscillate	back	and	
forth	between	an	average	direction	in	the	direction	of	wave	propagation.	The	wave	period	was	
obtained	by	averaging	the	time	between	consecutive	odd	or	even	crossings	for	the	first	8	crossings	in	
the	set.	Please	note	this	is	an	illustration	only	and	does	not	represent	the	actual	normals	measured.			 MVA	 resulted	 in	 an	 orthogonal	 set	 of	 3	 unit	 vectors	 for	 each	 crossing,	corresponding	 to	maximum,	 intermediate	 and	minimum	 variance	 directions	 of	the	 magnetic	 field	 vector	 samples,	 each	 with	 their	 own	 corresponding	eigenvalues.	The	minimum	variance	direction	for	each	of	the	25	crossings	in	all	3	sets	gave	the	boundary	normal	at	each	crossing;	the	relevance	of	these	normals	to	the	 boundary	 dynamics	 is	 discussed	 in	 the	 next	 section.	 The	 ratio	 between	 the	intermediate	variance	direction	eigenvalue	and	the	minimum	variance	direction	eigenvalue	determines	how	well	defined	the	boundary	normal	is:	the	greater	the	ratio	 the	 better	 defined	 the	 normal.	 This	 ratio	 was	 well	 above	 six	 for	 most	crossings,	and	greater	than	ten	for	nine	out	of	the	seventeen	set	2	and	3	crossings,	
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indicating	well-defined	 boundary	 normals.	 At	 ratios	~	 <5	 the	 normal	 direction	becomes	 untrustworthy,	 and	must	 be	 considered	 alongside	 other	 identification	criteria.	 The	 use	 of	 high-resolution	 magnetic	 field	 data	 resulting	 in	 a	 large	number	 of	 vector	 data	 samples	 per	 crossing	 was	 important	 in	 reducing	 the	angular	error	in	the	normal	direction.	By	performing	perturbation	analysis	on	the	eigenvector	equation	around	the	unknown	noise	free	state,	this	angular	error	 is	expected	to	be	below	3°	for	all	normals	(Khrabrov	and	Sonnerup,	1998).	As	such,	it	is	deemed	insignificant	compared	to	the	error	involved	with	selecting	the	correct	interval	 corresponding	 to	 the	magnetopause,	 over	which	 to	 carry	 out	MVA.	 All	normals	were	constrained	to	point	away	from	Saturn	into	the	magnetosheath,	in	that	their	direction	was	defined	such	that	the	always	pointed	‘outwards’	from	an	unperturbed	model	magnetopause	 (Arridge	et	al.,	 2006).	 From	MHD	 theory	we	know	 that	 for	 a	 tangential	discontinuity	 (TD)	 there	 should	be	no	 component	of	the	field	 in	the	normal	direction	to	the	boundary.	Therefore.	 if	 the	average	field	projection	 in	 the	 normal	 direction	 over	 the	 crossing	 interval	 is	 compared	with	total	 magnitude	 of	 the	 magnetic	 field	 averaged	 over	 the	 crossing	 interval,	 we	expect	 the	 ratio	 between	 the	 two	 to	 be	 small.	 Lepping	 and	 Behannon	 (1980)	suggest	 that	 for	TD’s	 in	 the	 solar	wind	 this	 should	be	no	more	 than	0.3.	Values	greater	 than	 0.3	 suggest	 significant	 reconnection/	 plasma	 diffusion	 may	 be	occurring,	 and	 the	 boundary	 can	 no	 longer	 be	 considered	 a	 TD	 but	 rather	 a	rotational	discontinuity	(RD).	We	observe	average	ratios	of	0.11	and	0.13	for	sets	2	 and	 3	 respectively	 with	 maximum	 value	 of	 0.25,	 suggesting	 crossings	 are	consistent	with	TD’s	and	that	the	normal	direction	has	been	correctly	identified.		No	magnetic	flux	crosses	a	perfect	TD,	and	so	the	field	immediately	before	and	 after	 the	 crossing	 interval	 should	 contain	 no	 normal	 component,	 therefore	the	vector	product	of	the	two	should	be	in	the	normal	direction.	Hence	a	further	check	as	to	the	validity	of	the	normals	was	obtained	by	calculating	cross	product	normals,	hereafter	referred	to	as	TD	normals.	These	were	obtained	by	calculating	the	vector	product	of	 the	 average	magnetic	 fields	 immediately	before	 and	after	each	 boundary	 crossing	 interval.	 The	 period	 over	 which	 the	 average	 field	 was	obtained	 was	 determined	 on	 a	 case-by-case	 basis,	 and	 usually	 consisted	 of	duration	~30	seconds.	This	average	field	duration	was	generally	of	the	order	of	the	crossing	duration	itself.	
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Set	2:	Time	(UT)	 Nx	 Ny	 Nz	 λint/λmin	 Rotation°	 Ω°	 Bn/|B|	 α°	 β°		 	 	 	 	 	 	 	 	 	08:04:24	 0.40	 0.71	 -0.59	 23.4	 50	 6	 0.12	 8	 16	08:11:05	 0.95	 0.27	 -0.15	 39.6	 119	 14	 0.03	 -5	 -31	08:49:18	 -0.17	 0.79	 -0.59	 8.0	 71	 7	 0.09	 13	 49	09:03:06	 0.88	 0.36	 -0.29	 10.8	 59	 4	 0.23	 0	 -22	09:50:45	 0.01	 0.99	 -0.12	 4.1	 23	 4	 0.15	 -29	 42	10:01:30	 0.97	 -0.19	 0.15	 21.7	 40	 6	 0.10	 -15	 -63	10:25:40	 0.07	 0.96	 -0.29	 5.2	 16	 12	 0.07	 -16	 37	10:30:21	 0.89	 -0.43	 -0.13	 3.9	 40	 5	 0.05	 35	 -69	10:38:53	 -0.22	 0.61	 -0.76	 7.3	 58	 14	 0.18	 34	 53	11:31:14	 0.84	 0.49	 -0.23	 17.8	 5	 4	 0.09	 -6	 -17	
	
Set	3:	Time	(UT)	 Nx	 Ny	 Nz	 λint/λmin	 Rotation°	 Ω°	 Bn/|B|	 α°	 β°		 	 	 	 	 	 	 	 	 	12:46:21	 0.84	 -0.12	 0.53	 6	 2	 11	 0.04	 -13	 6	13:45:54	 0.97	 -0.10	 0.22	 100	 22	 4	 0.03	 5	 14	14:42:15	 -0.37	 0.85	 -0.37	 23	 8	 6	 0.15	 7	 -45	15:27:27	 0.94	 0.32	 -0.08	 6	 6	 2	 0.11	 12	 43	15:29:04	 0.85	 -0.45	 0.29	 8	 19	 23	 0.19	 7	 -8	15:34:39	 0.91	 -0.39	 0.15	 21	 4	 11	 0.04	 14	 -2	15:52:20	 0.74	 -0.34	 0.57	 31	 38	 24	 0.25	 -13	 -9	
	
Table	4.1	-	Boundary	normals	for	the	magnetopause	crossings	in	sets	2	and	3.	Column	1	indicates	the	
time	at	which	 the	centre	of	 the	current	sheet	 is	encountered;	column	2,	3	and	4	give	 the	boundary	
normal	 x,	 y	 and	 z	 components	 as	 obtained	 via	MVA;	 column	5	 gives	 the	 intermediate	 to	minimum	
eigenvalue	ratio	obtained	from	MVA;	column	6	is	the	magnetic	shear	across	the	boundary;	column	7	
is	 the	 angular	 agreement	 between	 TD	 and	 MVA	 normal;	 column	 8	 is	 the	 ratio	 of	 the	 normal	
component	of	the	magnetic	field	compared	with	the	total	field	in	the	current	layer;	columns	9	and	10	
are	the	angle	the	MVA	normals	make	with	the	average	normal	direction	in	the	plane	containing	the	
average	normal	direction	and	the	direction	perpendicular	 to	 the	maximum	variance	direction,	and	
that	containing	the	average	normal	direction	and	the	maximum	variance	direction.	
	
	The	data	was	visually	inspected	to	assess	the	variability	of	the	field	on	either	side.	Unsteady	 field	 required	a	 larger	duration	window	than	steady	 field,	 in	order	 to	obtain	an	‘average’	field	which	was	more	representative	of	the	fields	adjacent	to	the	 magnetopause.	 The	 angular	 difference	 between	 the	 unit	 normal	 vectors	obtained	 from	both	methods	 gives	 a	 further	 indication	 as	 to	 the	 validity	 of	 the	
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MVA	normals	 and	 the	 assumption	 that	 the	 boundary	 is	 a	 TD.	 These	 angles	 are	given	in	table	4.1.		The	maximum	angular	difference	was	found	to	be	23.9°	with	an	average	of	7.5°	and	11.4°	for	sets	2	and	3	respectively.	The	deviation	between	corresponding	normals	was	generally	small,	again	 indicating	 that	 the	MVA	normals	provide	an	accurate	 indication	as	 to	the	boundary	normal	direction.	The	angular	difference	between	the	Kanani	et	al.	(2010)	Kronian	magnetopause	model	normal,	scaled	to	intercept	 the	 crossing	 locations,	 and	 the	 average	 direction	 of	 the	 set	 2	 MVA	normals	 was	 found	 to	 be	 26.7°,	 suggesting	 that	 the	 average	 magnetopause	orientation	was	in	good	agreement	with	the	model	predictions.	This	is	expected	for	 a	 magnetopause	 perturbed	 by	 waves	 with	 a	 symmetrical	 shape	 such	 as	sinusoidal	waves.	However,	for	set	3	this	angular	difference	was	53.1°,	suggesting	a	highly	distorted	boundary	at	this	time.		Boundary	 dynamics	 were	 then	 analysed	 by	 investigating	 a	 trend	 in	 the	boundary	normals	 for	all	sets.	For	 instance,	does	the	nature	of	 the	perturbation	appear	constant	across	all	crossing	sets,	or	does	it	evolve	with	distance	along	the	boundary/	time?	Is	there	a	systematic	trend,	or	does	variation	appear	completely	random?	 This	 was	 achieved	 by	 following	 the	 method	 used	 by	 Lepping	 and	
Burlaga	(1979)	in	their	analysis	of	the	terrestrial	magnetopause.			 The	 maximum	 variance	 direction	 of	 the	 boundary	 normals	 was	 then	calculated	 by	 performing	 MVA	 analysis	 on	 all	 the	 boundary	 normals	 in	 each	crossing	 set.	 The	 maximum	 variance	 direction	 along	 with	 the	 average	 normal	direction	 defines	 a	 plane	within	 which	 the	majority	 of	 boundary	 fluctuation	 is	occurring.	 The	 projection	 of	 boundary	 normals	 onto	 this	 plane	 enables	 the	observation	 of	 systematic	 boundary	 motion.	 The	 maximum	 to	 intermediate	eigenvalue	 ratios	 were	 calculated	 as	 3.11,	 7.0	 and	 7.5	 for	 sets	 1,	 2	 and	 3	respectively.	 This	 indicates	 relatively	 well-defined	 directions	 of	 maximum	variance	(hereafter	referred	to	as	vector	b)	for	sets	2	and	3,	but	a	poorly	defined	maximum	variance	direction	for	set	1.	A	physical	interpretation	of	this	is	that	the	boundary	 normals	 are	 seen	 to	 rock	 back	 and	 forth	 about	 their	 static	 boundary	orientation	in	a	well-defined	plane	for	sets	2	and	3,	as	opposed	to	almost	random	boundary	normal	fluctuation	as	would	seem	the	case	for	set	1.		
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	 Poorly	 defined	 direction	 of	 maximum	 variance	 combined	 with	 a	 large	radial	distribution	of	the	crossings	from	Saturn	from,	lead	to	the	conclusion	that	the	set	1	crossings	are	caused	by	dynamic	pressure	variations	in	the	solar	wind	as	opposed	 to	 wave-like	 surface	 perturbations,	 and	 are	 not	 considered	 further	 in	this	study.	This	is	because	there	is	no	clear	systematic	boundary	perturbation	as	expected	from	wave	activity,	and	the	large	radial	variation	in	location	suggest	the	magnetopause	 is	 most	 likely	 expanding	 and	 contracting	 (‘breathing’)	 over	 the	spacecraft	as	it	follows	its	trajectory	towards	the	planet.		 For	set	2,	vector	b	was	found	to	make	an	angle	of	85.8°	with	the	average	direction	of	 the	boundary	normals	 (hereafter	 referred	 to	as	vector	n).	Vector	b	was	then	rotated	by	~4°	in	the	n-b	plane	so	as	to	make	n	perpendicular	to	b,	such	that	the	spread	of	the	normals	in	the	n-b	plane	was	evenly	distributed	either	side	of	 vector	n.	 Such	 rotation	 allows	 for	 ‘flipping’	 of	 the	 normal	 about	 the	 average	direction	 in	 the	 maximum	 variance	 plane	 to	 be	 more	 easily	 observed.	 It	 also	allows	 us	 to	 define	 an	 orthogonal	 coordinate	 system	 based	 on	n	 and	b.	 It	 also	reveals	 some	 of	 the	 physical	 nature	 of	 the	 waves,	 suggesting	 they	 are	 not	perfectly	sinusoidal.	Rather,	they	have	begun	to	‘roll	up’	as	discussed	in	chapter	3.	However	it	is	difficult	to	say	whether	or	not	the	4°	deviation	from	perpendicular	has	statistical	significance	considering	errors	associated	with	the	n	and	b	vectors.	The	 cross	 product	 of	 n	 and	 b	 was	 taken	 to	 obtain	 vector	 a,	 completing	 the	orthogonal	set	of	vectors.	For	set	3,	vector	b	made	an	angle	of	41°	with	n,	and	so	was	rotated	49°	to	make	it	perpendicular	to	n.	This	larger	deviation	of	41°	cannot	be	disregarded	as	within	statistical	errors,	and	suggests	the	waves	have	begun	to	steepen	at	this	time.	The	angles	 the	 individual	magnetopause	normals	made	with	 the	average	normal	direction	in	the	n-a	and	n-b	planes	were	calculated	and	referred	to	as	α	and	β	respectively.	The	projections	of	 the	set	2	and	set	3	normals	 in	both	these	planes	 are	displayed	 in	 figure	4.6;	 the	 greater	 variance	of	 the	normals	 in	 the	b	direction	 can	 clearly	be	 seen.	Negative	projection	 in	 the	a	 or	b	 direction	 in	 the	relevant	planes	are	indicated	by	α	or	β	<0.		
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Figure	4.6:	a)	Schematic	showing	projection	of	boundary	normal	in	<n>,	a,	b	coordinate	system,	
where	b	is	the	direction	of	maximum	variance	between	the	normal	in	each	crossing	set,	<n>	is	the	
average	normal	direction	of	all	normals	in	the	crossing	set	rotated	by	a	few	degrees	such	that	it	is	
perpendicular	to	b,	and	a	completes	the	orthogonal	set.	b)	and	c)	indicate	how	the	α	and	β	angles	are	
defined	respectively.	Panels	d-e	display	the	projection	of	the	boundary	normals	into	the	orthogonal	
planes	shown	in	panels	b-c.	(d)	Set	2	normals	in	the	n-a	plane	(e)	Set	2	normals	in	the	n-b	plane.	(f)	
Set	3	normals	in	the	n-a	plane.	(g)	Set	3	normals	in	the	n-b	plane.	
		 The	α	and	β	angles	are	given	in	columns	10	and	11	of	table	4.1.	For	set	2,	oscillation	of	 the	normals	about	n	 in	 the	n-b	 plane	can	clearly	be	 seen	 in	 the	β	angles,	which	flip	between	positive	and	negative	values	for	consecutive	crossings.	The	average	deviation	from	n	was	found	to	be	10.4°	and	39.9°	in	the	n-a	and	n-b	planes	 respectively	 for	 set	 2,	 and	 10.2°	 and	 18.0°	 for	 set	 3,	 indicating	 that	 the	normals	 are	 much	 more	 spread	 out	 along	 the	 direction	 of	 maximum	 variance	than	 the	 direction	 perpendicular	 to	 this,	 particularly	 in	 the	 case	 of	 the	 set	 2	
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crossings.	This	provides	visual	authentication	that	the	normal	direction	is	indeed	more	variable	in	the	maximum	variance	plane.			 The	flipping	of	the	normals	about	an	average	direction	is	clear	evidence	of	boundary	 waves	 on	 the	 dusk	 side	 of	 Saturn’s	 magnetopause,	 as	 illustrated	 in	figure	4.5.	Although	the	set	3	crossings	did	not	exhibit	clear	oscillation	in	the	beta	angles	 about	 an	 average	 direction,	 the	 normals	 clearly	 oscillate	 between	consecutive	normals	 in	 the	n-b	plane,	which	provides	evidence	of	wave	activity	on	the	boundary.	This	could	be	due	to	the	waves	having	become	highly	distorted	or	because	Cassini	 is	 crossing	 the	waves	 at	 different	parts	 of	 the	waveform	 for	each	 crossing.	 The	 direction	 of	wave	 propagation	was	 deduced	 from	 the	 initial	observed	crossing	via	the	following:	the	associated	normal	has	a	positive	β	for	a	b	vector	that	has	been	constrained	to	point	tailward,	and	the	crossing	is	itself	from	the	magnetosheath	 to	 the	magnetosphere.	 These	 observations	 combined	 imply	tailward-propagating	 waves.	 Put	 simply,	 for	 tailward	 propagating	 waves	 a	spacecraft	approaching	the	planet	on	the	dusk	 flank	would	 initially	encounter	a	perturbed	 boundary	 that	 has	 been	 perturbed	 in	 the	 tailward	 direction,	 as	indicated	in	Figure	4.4.	This	was	to	be	expected	since	the	centre	of	mass	velocity	at	 the	 velocity	 shear	 across	 the	 boundary	 is	 in	 the	 tailward	 direction.	 As	mentioned	earlier,	figure	4.3	showed	that	the	initial	8	crossings	of	set	2	appeared	with	 a	 certain	 periodicity.	 Assuming	 that	 the	 spacecraft	was	 always	 seeing	 the	boundary	 wave	 at	 the	 same	 location	 on	 its	 waveform,	 and	 ignoring	 spacecraft	motion	 relative	 to	 a	 boundary	 itself	 assumed	 to	 have	 zero	 bulk	motion,	 it	was	possible	to	assign	a	periodicity	to	the	observed	waves.	Figure	4.5	indicates	where	we	 believe	 we	 are	 crossing	 the	 perturbed	 boundary	 in	 the	 case	 of	 the	 first	 6	observed	crossings.			 Hence	 by	 calculating	 the	 time	 difference	 between	 consecutive	 pairs	 of	even	 or	 odd	 crossings	 for	 the	 first	 8	 crossings,	 we	 obtain	 estimates	 for	 the	periodicity	in	the	waves.	An	average	of	these	was	used	to	obtain	an	approximate	periodicity	of	53±3	minutes,	where	the	standard	deviation	was	used	to	calculate	the	 standard	 error.	 There	 does	 not	 appear	 to	 be	 other	 periodicity	 in	 the	 data	which	might	suggest	waves	superimposed	on	waves,	as	observed	by	Masters	et	al.	(2009),	indicating	a	possible	asymmetry	between	the	dawn	and	dusk	flanks	of	the	Kronian	magnetopause.	Any	calculation	of	 further	wave	properties	was	deemed	
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too	unreliable	since	Cassini’s	trajectory	had	a	relatively	large	velocity	component	normal	to	the	magnetopause.			4.4	Discussion	of	results			 	Possible	 wave	 driving	 mechanisms	 have	 been	 discussed	 in	 detail	 in	chapter	 3.	 This	 section	 provides	 a	 recap	 of	 such	 mechanisms	 and	 more	importantly,	the	suitability	of	these	processes	as	a	driver	for	the	waves	presented	in	this	chapter.		 There	 is	 a	 possibility	 that	 these	 waves	 are	 due	 to	 fluctuations	 in	 the	dynamic	pressure	of	the	solar	wind	as	observed	at	the	Earth’s	magnetopause	by	
Sibeck	 (1990).	However,	 such	surface	waves	have	yet	 to	be	observed	at	Saturn,	and	at	the	Earth	they	are	predominantly	observed	at	high	latitudes	on	the	dawn	flank,	not	in	the	region	of	the	waves	observed	in	this	study.	The	IMF	orientation	has	been	shown	to	play	an	important	role	in	magnetopause	dynamics	at	the	Earth	(e.g.	Foullon	et	al.,	 2008),	 however	 preliminary	 studies	 show	 this	 not	 to	 be	 the	case	 at	 Saturn.	 Achilleos	 et	 al.	 (2008)	 find	 a	 weak	 relationship	 between	magnetopause	stand-off	distance	and	IMF	clock	angle,	however	this	is	believed	to	be	due	 to	 associated	variations	 in	 solar	wind	dynamic	pressure	 (Jackman	et	al.,	2004),	rather	than	as	a	direct	result	of	the	field	itself.	We	do	not	completely	rule	out	 this	 driving	mechanism,	 but	 there	 is	 more	 evidence	 in	 support	 of	 the	 K-H	instability.	 Another	 possible	 mechanism	 is	 the	 oscillation	 of	 the	 Kronian	magnetopause,	 shown	 to	 oscillate	 at	 a	 period	 of	 approximately	 the	 planetary	rotation	rate	and	amplitude	of	~2Rs	(Clarke	et	al.,	2009).	This	mechanism	would	indeed	 result	 in	 tailward	wave	propagation	 such	as	we	are	observing,	however	the	period	of	the	waves	predicted	earlier	does	not	fit	with	the	planetary	rotation	period	of	approximately	10.6	hours,	 therefore	this	phenomena	can	be	ruled	out	as	 the	 driving	 mechanism	 for	 the	 observed	 waves.	 Reconnection	 related	phenomenon	 could	 also	 be	 responsible	 for	 the	waves,	 however	 this	 is	 unlikely	since	reconnection	is	believed	to	play	at	most	a	minor	role	in	the	dynamics	of	the	Kronian	magnetosphere	 (McAndrews	et	al.,	 2008).	 To	 date	 there	 have	 been	 no	examples	 of	 flux	 transfer	 events	 observed	 at	 Saturn’s	magnetopause,	 providing	
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support	for	the	argument	that	reconnection	is	not	significant	enough	a	process	to	be	driving	the	observed	waves.	The	absence	of	flux	transfer	events	is	backed	up	by	the	lack	of	a	substantial	normal	field	component	across	the	boundary	at	each	crossing,	 suggesting	 the	 boundary	 is	 a	 near	 perfect	 tangential	 discontinuity	 at	each	encounter.	This	would	not	be	the	case	if	 local	reconnection	was	playing	an	important	role,	hence	it	is	possible	to	rule	out	local	reconnection	as	an	important	contributor	to	boundary	dynamics	at	the	 location	and	timing	of	these	crossings.	The	process	is	unlikely	influential	enough	to	cause	clearly	observable	waves	such	as	those	observed	in	this	study.			 Another	candidate	driving	mechanism	is	the	Kelvin-Helmholtz	instability,	which	has	 been	discussed	 in	 chapter	 3.	 The	 relationship	between	 a	 larger	 flow	shear	 at	 the	 boundary	 and	 an	 increase	 in	 K-H	 instability	 predicted	 for	 the	boundary	has	already	been	mentioned.	However	magnetic	tension	forces	can	act	to	 stabilise	 the	 boundary	 by	 converting	 kinetic	 energy	 into	 stored	 magnetic	energy	 through	 bending	 and	 twisting	 of	magnetic	 field	 lines.	 Assuming	 a	 large	wave	 scale	 length	 along	 the	 boundary	 perpendicular	 to	 the	 direction	 of	propagation,	a	magnetic	field	perpendicular	to	the	direction	of	wave	travel	will	be	unchanged	 by	 wave	 propagation.	 Therefore,	 it	 is	 reasonable	 to	 expect	 the	direction	 of	 wave	 propagation	 to	 lie	 close	 to	 perpendicular	 to	 the	 stronger	magnetic	 field,	 as	 discussed	 by	 Kivelson	 and	 Pu	 (1984),	 whilst	 still	 remaining	tailward	along	the	direction	of	momentum	flow.	In	this	case	the	average	magnetic	field	 over	 the	 region	within	which	 the	 crossings	 took	place	was	 about	 twice	 as	strong	 in	 the	magnetosphere	 than	 in	 the	magnetosheath.	We	 assumed	 that	 the	direction	 of	 maximum	 variance	 of	 the	 boundary	 normals	 corresponded	 to	 the	direction	 of	 wave	 propagation.	 The	 angle	 between	 the	 magnetic	 field	 in	 the	magnetosphere	and	the	wave	vector	direction	was	found	to	be	~80°	and	65°	for	sets	2	 and	3	 respectively.	The	wave	vector	direction	 for	 sets	2	 and	3	varied	by	~32°,	 suggesting	 the	waves	 observed	 in	 each	 case	were	 systematically	 related,	and	 formed	 by	 the	 same	 mechanism,	 but	 that	 the	 wave	 properties	 differed	between	 the	 sets.	 The	 fact	 that	 the	 angle	 the	magnetospheric	 field	makes	with	each	wave	vector	is	~80°	and	65°,	both	of	which	are	close	to	perpendicular,	tells	us	that	the	waves	are	propagating	in	the	most	unstable	direction.	This	direction	is	determined	 to	 be	 both	 tailward	 in	 the	 direction	 of	 solar	wind	momentum	 flow	
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and	such	that	the	angle	the	wave	vector	makes	with	the	magnetospheric	field	is	close	to	perpendicular,	so	magnetic	tension	forces	are	weak.	The	set	2	waves	are	also	propagating	almost	tailward	along	the	boundary	parallel	to	the	boundary,	at	an	angle	of	89°	to	the	average	model	normal.	This	is	parallel	to	the	velocity	shear	between	 the	 magnetosheath	 and	 the	 magnetosphere	 plasma	 flows,	 as	 is	 to	 be	expected,	as	 this	 is	 the	direction	of	momentum	travel	and	hence	maximises	 the	kinetic	energy	available	for	wave	growth.	Both	these	factors	suggest	that	the	K-H	instability	is	the	mechanism	driving	the	observed	waves.				 This	 is	 a	 surprising	 result	 since	previous	work	by	Galopeau	et	al.	 (1995)	has	 suggested	 that	 the	 dusk	 flank	 magnetopause	 should	 remain	 stable	 to	 the	growth	 of	 K-H	 waves	 until	 later	 than	 19:00	 SLT,	 when	 the	 flow	 speed	 in	 the	magnetosheath	has	 increased	 to	such	an	extent	 that	 the	 free	energy	 in	 the	 flow	shear	 is	 able	 to	 overcome	 the	 stabilising	 effect	 of	 any	parallel	 field	 component.	This	issue	is	addressed	in	chapter	5.		 It	 is	also	apparent	that	 the	wave	propagation	direction	 is	not	simply	one	which	 is	 perpendicular	 to	 the	magnetospheric	 field,	 but	 is	 both	 closely	 aligned	with	 the	 direction	 of	 momentum	 flow	 and	 quasi	 perpendicular	 to	 the	magnetospheric	field,	suggesting	waves	will	only	form	when	the	magnetospheric	field	has	such	an	orientation.	Further	analysis	on	this	is	provided	in	chapter	5.		 The	calculation	of	a	wave	periodicity	of	~50min	obtained	from	the	first	8	crossings	 has	 already	 been	 discussed;	 this	 periodicity	 predicts	 a	 perturbation	wavelength	of	~450,000km,	when	a	phase	velocity	similar	to	the	magnetosheath	velocity	is	used.	This	value	is	obtained	from	first	order	linear	MHD	theory	applied	to	K-H	 theory,	 assuming	 the	magnetosphere	plasma	density	 is	 negligible	 at	 the	magnetopause	 compared	 with	 magnetosheath	 plasma	 density,	 and	 corotation	velocity	 is	 ignored.	Miura	and	Pritchett	(1982),	 assuming	 a	 finite	 velocity	 shear	layer	and	compressible	plasma,	 imply	 that	 if	 this	 is	 the	wavelength	of	 the	most	unstable	 growth	 mode,	 then	 the	 boundary	 layer	 thickness	 is	 ~1Rs.	 This	 is	 an	order	of	magnitude	greater	than	the	current	layer	thickness,	crudely	estimated	as	the	product	of	 the	wave	propagation	velocity	obtained	 from	 the	phase	velocity,	and	 the	 duration	 Cassini	 spent	 in	 the	 current	 layer.	We	 interpret	 this	 result	 in	three	ways:	1)	either	the	actual	boundary	consists	of	a	boundary	layer	similar	to	that	 observed	 at	 the	 Earth,	 possibly	 formed	 as	 the	 K-H	waves	 enter	 their	 non-
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linear	stage.	2)	The	perturbation	wavelength	was	much	shorter	at	the	formation	site,	corresponding	to	the	maximum	growth	wavelength	for	a	boundary	layer	of	similar	 thickness	 to	 the	 current	 sheet,	 and	 that	 the	 increasing	 magnetosheath	velocity	 encountered	by	 the	waves	 as	 they	propagate	 along	 the	 flank	 stretched	the	waves	 to	 the	 length	scales	Cassini	observes	at	~17:00	SLT	(Hasegawa	et	al.,	2009).	However,	this	is	unlikely	as	there	is	a	low	probability	the	waves	developed	earlier	 than	~15:00	 SLT,	 and	 so	 an	 increase	 in	magnetosheath	 flow	 velocity	 of	only	~30%	would	have	to	have	caused	an	almost	tenfold	increase	in	wavelength,	over	a	distance	of	~20Rs.	3)	Our	estimation	of	the	wavelength	is	incorrect,	due	to	the	 high	 uncertainty	 and	 errors	 associated	with	 its	 calculation,	 the	most	 likely	scenario	is	a	mixture	of	all	three	–	a	boundary	layer	of	~0.1-1Rs	corresponding	to	a	 maximum	 growth	 wavelength	 of	 45,000-450,000km,	 which	 is	 stretched	 by	perhaps	a	factor	of	two	from	the	site	of	formation	to	the	location	at	which	we	are	observing	the	wave.	Such	a	wave	periodicity	is	consistent	with	the	K-H	instability,	although	 a	 large	 number	 of	 assumptions	 and	 approximations	were	 involved	 in	this	 analysis,	 hence	 it	 is	 impossible	 to	 rule	 out	 alternative	mechanism	 through	wavelength	analysis	alone.			4.5	Conclusions			 The	 focus	of	 this	 chapter	has	been	 to	examine	a	group	of	magnetopause	crossings	occurring	at	~17:00	SLT	on	Saturn’s	dusk	 flank,	 in	order	 to	ascertain	whether	the	K-H	instability	was	responsible	for	the	multiple	spacecraft	crossings.		MVA	was	 used	 to	 calculate	 the	 boundary	 normal	 at	 each	 crossing.	 A	 set	 of	 10	crossings	showed	strong	evidence	of	wave	activity	on	the	boundary,	indicated	by	an	oscillation	of	the	boundary	normal	in	the	maximum	variance	plane,	about	an	average	 direction,	 which	was	well	 aligned	with	 the	Kanani	et	al.	(2010)	model	magnetopause	normal.	A	further	set	of	7	crossings	also	showed	evidence	of	wave	activity,	through	a	well-defined	direction	of	maximum	variance	and	a	normal	that	flipped	 back	 and	 forth	 between	 consecutive	 normals	 within	 the	 maximum	variance	plane.	However,	these	waves	are	less	well	structured,	probably	because	they	are	beginning	to	steepen	at	the	leading	edge,	which	could	lead	to	rolled	up	
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vortex	 structures	 if	 there	 is	 sufficient	 time	 and	 distance	 for	 them	 to	 propagate	along	 the	 night-side	 flank.	 Both	 maximum	 variance	 directions	 were	 directed	along	 the	 boundary,	 as	 is	 generally	 expected	 for	 linear	 surface	 waves.	 	 The	orientation	of	the	initial	crossing	where	waves	were	observed	indicates	tailward	propagating	 surface	waves	 along	 the	 direction	 of	maximum	 variance.	 Only	 one	type	of	surface	wave	was	identified,	and	this	 is	believed	to	have	a	periodicity	of	53±3	 minutes,	 which	 is	 very	 similar	 to	 the	 shorter	 period	 waves	 observed	 by	
Masters	et	al.	(2009).	The	direction	of	wave	propagation	compared	to	the	average	direction	 of	 the	 strongest	 magnetic	 field	 suggests	 that	 the	 K-H	 mechanism	 is	possibly	driving	the	waves.	This	result	is	unexpected,	since	the	magnetopause	has	previously	 been	 considered	 stable	 to	 the	 K-H	 instability	 on	 the	 dusk	 flank	(Galopeau	 et	 al.,	 1995).	 It	 is	 important	 to	 understand	 how	 often	 the	magnetopause	 is	 likely	 to	 be	 K-H	 unstable,	 and	 where	 in	 local	 time	 such	instability	may	 arise.	 Therefore,	 a	 statistical	 survey	 of	 the	K-H	 instability	 along	the	dayside	magnetopause	is	addressed	in	the	next	chapter.		 	
	 145	
Chapter	5	 Kelvin-Helmholtz	instability	assessment		5.1	Introduction			 In	 chapter	 4	 it	was	 revealed	 that	 the	 dusk	 flank	 Kronian	magnetopause	could	become	unstable	to	the	K-H	instability,	despite	the	presence	of	a	lower	flow	shear	 compared	 with	 the	 dawn	 flank.	 However,	 the	 results	 of	 the	 previous	chapter	offered	 little	 insight	 into	how	the	boundary	 instability	varies	with	 local	time	(LT),	and	indeed	how	variations	in	plasma	density	or	magnetic	field	strength	and	direction	affect	the	surface	instability.	In	 this	 chapter	we	 only	 consider	 boundary	waves	 on	 the	magnetopause	itself	in	the	absence	of	a	substantial	boundary	layer,	and	therefore	only	consider	the	incompressible	case	where	it	is	the	magnetopause	itself	that	is	perturbed	by	wave	 activity.	 This	 is	 a	 reasonable	 simplification	 at	 Saturn,	 where	 a	 boundary	layer	is	only	sometimes	believed	to	be	present,	and	then	only	of	the	order	of	1Rs	in	 thickness	 (Masters	et	al.,	2011).	When	 the	boundary	 layer	 is	present,	 it	 could	well	be	that	this	is	the	most	unstable	boundary.	This	would	be	in	agreement	with	results	 at	 the	 Earth	 (Ogilvie	and	Fitzenreiter,	 1989)	 and	 the	 discovery	 of	 a	 K-H	vortex	on	the	inner	edge	of	the	boundary	layer	at	Saturn	(Masters	et	al.,	2010)		 It	is	worth	noting	from	the	start	that	the	instability	assessment	used	in	this	thesis	chapter	only	applies	to	the	incompressible	approximation;	however	where	the	 magnetosheath	 flow	 is	 supermagnetosonic	 the	 incompressible	 case	 is	believed	 to	 underestimate	 instability	 compared	 to	 the	 more	 realistic	compressible	 case.	 The	 unstable	 regions	 calculated	 in	 this	 analysis	 are	 all	expected	to	lie	in	supermagnetosonic	magnetosheath	regions,	and	so	any	regions	calculated	 to	 be	 unstable	 are	 also	 expected	 to	 remain	 unstable	 when	 plasma	compressibility	is	considered.	Chapter	3	provides	further	information	concerning	the	 difference	 one	 might	 expect	 when	 treating	 the	 instability	 as	 an	incompressible	 versus	 compressible	 scenario.	 It	 is	 believed	 that	 generally	 the	plasma	conditions	either	side	of	the	magnetopause	can	be	approximated	well	 in	the	 incompressible	 case,	 at	 least	 along	 the	 dayside	 magnetopause,	 before	magnetosheath	 flow	becomes	highly	super-magnetosonic,	 and	as	 such	has	been	
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the	limit	used	in	previous	K-H	instability	assessments	at	both	Earth	(Owen	et	al.,	2004;	Foullon	et	al.,	2008),	and	at	Saturn	(Galopeau	et	al.,	1995)	The	aim	of	this	chapter	is	to	build	on	the	results	presented	in	chapter	4	by	performing	an	 in-situ	analysis	of	 the	K-H	 instability	across	 the	dayside	Kronian	magnetopause.	 This	 analysis	 is	 similar	 to	 that	 undertaken	 by	 Galopeau	 et	 al.	(1995),	 hereafter	 referred	 to	 as	 G95,	 who	 assessed	 the	 K-H	 instability	 as	 a	function	 of	 local	 time	 along	 the	 dayside	 Kronian	magnetopause	 using	 a	 simple	magnetopause	model	and	in-situ	Voyager	2	data.	Figure	5.1	shows	how	the	flow	shear	 between	magnetosheath	 plasma	 and	magnetospheric	 plasma	 varies	with	local	time	along	the	dayside	magnetopause.		
	
	
Figure	 5.1	 The	 direction	 of	 deflected	 solar	wind	 flow	 around	 the	magnetosphere	 and	 the	 sense	 of	
subcorotating	magnetospheric	 plasma	 flow	 are	 indicated,	 highlighting	 the	 resulting	 region	 of	 high	
flow	shear	across	the	magnetospheric	boundary	on	the	dawn	side	magnetopause	and	low	flow	shear	
on	the	dusk	side.		G95	 suggests	 that	 the	 dusk	 side	 magnetopause	 will	 only	 become	 unstable	 for	subcorotation	 velocities	 less	 than	 about	 90km/s,	 for	which	 it	 does	 not	 become	unstable	 until	 around	 19:00	 SLT.	 The	model	magnetopause	 used	 in	 G95	 is	 the	model	developed	by	Slavin	et	al.	(1985),	where	the	magnetopause	is	modelled	as	a	parabola	with	fixed	flaring	and	standoff	distance	from	Saturn.	However	due	to	limitations	regarding	the	simplistic	magnetopause	model,	shortage	of	in-situ	data	
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and	 the	 effect	 of	 averaging,	 this	 is	 an	 oversimplified	 and	 highly	 approximated	interpretation	of	 the	Kronian	magnetopause.	There	 is	some	evidence	 to	suggest	that	subcorotation	velocities	at	the	outer	magnetopause	may	have	reduced	since	the	Voyager	era:	average	corotation	velocity	for	magnetospheric	plasma	within	a	few	Rs	from	the	magnetopause,	spanning	all	velocity	moments	used	in	this	study,	was	 77km/s,	 compared	 with	 the	 140km/s	 average	 used	 by	 Galopeau	 et	 al.	However,	investigation	of	this	temporal	velocity	variation	would	be	the	subject	of	an	 independent	 study	 in	 itself,	 and	 so	 has	 not	 been	 considered	 further	 in	 this	present	study.			5.2	Data	processing	
	 Magnetic	 field	 one-second	 resolution	 data	 were	 made	 available	 by	 the	Cassini	FGM,	while	 low	energy	electron	data	covering	the	energy	range	~eVs	to	~keVs	was	obtained	from	the	Cassini	CAPS	ELS	instrument.	Ion	velocity	moments	were	 obtained	 by	 the	 Cassini	 CAPS	 IMS,	 and	 estimates	 for	 the	 solar	 wind	parameters	at	Saturn	as	a	function	of	time	were	generated	by	the	Michigan	Solar	Wind	 Model	 (mSWiM)	 (Zieger	 and	 Hansen,	 2008).	 The	 above-mentioned	instruments	and	propagation	model	have	been	described	in	detail	in	chapter	3.	Magnetopause	 encounters	 were	 identified	 in	 both	 MAG	 and	 ELS	 data.	Figure	 5.2	 shows	 all	 the	 magnetopause	 encounters	 identified	 between	 Saturn	orbital	 insertion	 (SOI)	 on	 1	 July	 2004	 and	 January	 2009.	 The	 identification	criteria	used	to	detect	magnetopause	crossings	were	described	in	chapter	3.			5.3	Methodology	
	
	 The	K-H	 instability	criterion	 for	 incompressible	plasmas	separated	by	an	infinitely	thin	velocity	shear	was	introduced	in	chapter	3	in	the	form	of	equation	3.1.	 To	 solve	 this	 inequality	 six	 determinable	 parameters	 are	 required:	 the	magnetic	field,	plasma	density	and	tangential	velocity	immediately	either	side	of	the	magnetopause.	To	obtain	these	parameters	either	side	of	 the	magnetopause	
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boundary,	 it	 was	 first	 necessary	 to	 identify	 magnetopause	 crossings	 made	 by	Cassini.	The	procedure	for	doing	this	is	described	in-depth	in	chapter	4.	
	
Figure	5.2:	Distribution	of	all	identified	magnetopause	encounters	by	the	Cassini	spacecraft	between	
SOI	and	Jan	2009	projected	onto	the	x-y	KSM	plane.	There	are	600	crossings	in	total;	we	also	include	
the	Kanani	et	al.	(2010)	model	MP	for	a	solar	wind	dynamic	pressure	of	0.01nPa.	The	radial	spread	in	
crossing	location	is	due	to	boundary	motion.		 Cassini’s	trajectory	was	such	that	throughout	2004	-	2006,	the	spacecraft	made	multiple	 excursions	 across	 the	dawn	 side	magnetopause,	 and	 throughout	2007	and	early	2008	Cassini	was	undertaking	crossings	of	the	dusk	side.	In	total	260	magnetopause	crossings	were	identified	on	the	dawn	side	and	340	crossings	on	 the	 dusk	 side.	 The	 majority	 of	 these	 crossings	 occurred	 at	 low	 latitudes;	
−40−20020
−60
−40
−20
0
20
40
XKSM (RS)
Y K
SM
 (R
S)
600 MP 
crossings 
	 149	
however,	 some	 crossings	did	occur	 at	 higher	 latitudes	where	 conditions	on	 the	inner	side	of	the	magnetopause	are	slightly	different	(both	the	subcorotation	flow	speed	and	 the	average	planetary	 field	orientation	are	expected	 to	be	different).	However,	the	effect	this	would	have	on	the	K-H	instability	is	deemed	to	be	within	other	 errors,	 and	 so	 the	 latitudinal	 variation	 of	 magnetopause	 encounters	 has	been	 ignored,	 resulting	 in	 the	 assumption	 that	 all	 crossings	 occurred	 in	 the	equatorial	plane.	The	 mSWiM	 model	 provided	 hourly	 propagated	 solar	 wind	 moments,	however	due	to	the	nature	of	the	model,	these	moments	were	only	reliable	near	apparent	 opposition	 (see	 Zieger	 and	Hansen	 (2008)	 for	 more	 detail	 on	 model	constraints).	 Unfortunately,	 the	 timing	 of	 the	 crossings	 used	 in	 this	 study	 was	such	 that	 Saturn	 was	 far	 from	 apparent	 opposition	 for	 the	 entirety	 of	 the	crossings	 undertaken;	 therefore,	 the	 small-scale	 high	 temporal	 structure	 of	 the	solar	wind	at	Saturn	cannot	accurately	be	given	by	the	mSWiM	model.	As	such,	it	was	 deemed	 inappropriate	 to	 use	 propagated	 solar	 wind	 velocities	 associated	with	 exact	 magnetopause	 crossing	 times.	 Rather,	 the	 mean	 solar	 wind	 speed	obtained	 over	 the	 interval	 of	 the	 study	was	 used	 as	 an	 average	 all	 solar	 wind	velocity	to	represent	all	crossings.	Reliable	 ion	 velocity	 moments	 obtained	 within	 a	 30hr	 window	 of	 the	magnetopause	 inside	 the	 magnetosphere	 were	 used	 to	 obtain	 an	 estimate	 of	corotation	velocity	at	each	crossing.	However,	the	reliable	moments	were	so	few	and	 contained	 such	 large	 variation	 that	 it	was	 not	 possible	 to	 assign	 a	 specific	corotation	velocity	to	each	crossing.	Therefore,	a	value	obtained	by	averaging	all	the	data	was	used	as	Vϕ	 for	all	 crossings.	Figure	5.3	panel	 (a)	 shows	how	solar	wind	velocity	varied	throughout	2007	using	the	mSWiM	propagation	data,	while	figure	5.3	panel	(b)	shows	ion	corotation	velocity	as	a	function	of	Saturn	LT.		Although	from	these	plots	both	solar	wind	velocity	and	Vϕ	appear	to	show	significant	variations,	by	presenting	the	variation	in	velocity	as	histogram	plots	as	shown	 in	 figure	 5.3c-d,	 it	 is	 clear	 that	 there	 is	 a	 very	 favourable	Vϕ,	 with	 only	small	deviation	from	this	mean	value,	whilst	for	solar	wind	velocity	there	is	larger	spread,	but	still	a	reasonably	well	defined	most	probable	value.	It	is	shown	later	in	 the	 chapter	 that	 the	 effect	 of	 temporal	 variations	 in	 the	 solar	 wind	 and	
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corotation	 speeds	 in	 the	outer	magnetosphere	would	be	unlikely	 to	 change	 the	conclusions	drawn	from	this	study.	
	
Figure	5.3:	a)	Sub	corotation	velocity	moments	as	a	function	of	SLT	obtained	within	a	30hr	window	of	
the	magnetopause	crossing;	b)	MSWiM	projected	solar	wind	velocities	in	2007;	c)	distribution	of	vϕ	;	
d)	distribution	of	vSW.	
	 The	Kanani	et	al.	(2010)	model	magnetopause	was	used	to	determine	the	orientation	of	the	magnetopause	at	the	location	of	each	boundary	crossing.	This	model	 uses	 a	 large	 number	 of	 magnetopause	 crossings	 occurring	 over	 a	 large	range	 of	 local	 time,	 and	 applies	 pressure	 balance	 and	 then	 a	 Newton-Raphson	method	to	find	the	most	likely	magnetopause	shape	for	different	subsolar	radial	distances	from	the	planet.	The	model	predicts	that	increased	solar	wind	dynamic	pressure	not	only	compresses	the	magnetosphere	but	also	decreases	the	flaring	of	 the	 magnetopause.	 Magnetopause	 normal	 directions	 at	 each	 crossing	 were	obtained	from	the	model,	and	used	to	calculate	the	magnitude	of	magnetosheath	plasma	velocity	in	the	direction	parallel	to	the	magnetopause	heading	in	a	strictly	tailward	 direction.	 It	 was	 assumed	 that	 at	 the	 subsolar	 point,	 solar	 wind	 flow	parallel	to	the	boundary	was	zero,	whilst	for	a	normal	perpendicular	to	the	Sun-	Saturn	 line,	solar	wind	 flow	 in	 the	magnetosheath	parallel	 to	 the	boundary	was	
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equal	 to	 the	 un-deflected	 solar	 wind	 flow	 speed	 at	 Saturn.	 In	 between	 values	were	determined	by	the	magnitude	of	the	x	component	of	the	boundary	normal.	The	 model	 also	 generates	 an	 associated	 error	 on	 the	 normal,	 which	 was	incorporated	into	the	error	on	the	magnitude	of	the	solar	wind	flow	around	the	magnetopause.	The	plasma	density	measurements	were	generated	from	electron	number	density	moments	produced	by	CAPS	ELS.	The	composition	of	the	solar	wind	and	hence	the	magnetosheath	was	approximated	to	be	mostly	ionised	hydrogen	with	4%	He++.	 	Accounting	 for	 the	helium	presence,	 the	number	density	of	 electrons	was	slightly	lower	than	the	number	density	of	nucleons	(primarily	protons),	from	which	a	mass	density	was	calculated.	Plasma	in	the	outer	magnetosphere	consists	primarily	 of	 protons	 but	 with	 approximately	 30%	 water	 group	 ions,	 W+	(McAndrews	 et	 al.,	 2009).	 These	 water	 group	 ions	 were	 assigned	 an	 average	atomic	weight	 of	 18	 atomic	mass	 units	 per	 ion.	 Due	 to	 fluctuations	 in	 the	 ELS	data,	an	average	value	was	taken	over	a	variable	window	size,	the	length	of	which	was	 determined	 by	 inspection	 of	 the	 data	 fluctuation.	 Generally,	 this	 window	length	was	~	30	minutes	in	width.				5.4	Presentation	of	results	
	 The	 instability	 was	 quantifiable	 by	 comparing	 the	 magnitude	 of	 the	velocity	shear	term	with	the	stabilising	effect	of	the	magnetic	field.	This	led	to	a	parameter	hereafter	referred	to	as	the	Q	value,	as	given	in	equation	5.1,	which	is	obtained	by	a	rearrangement	of	equation	3.1.	The	Q	parameter	was	introduced	in	chapter	3	as	being	the	ratio	between	the	left	and	right	hand	sides	of	equation	3.1.		 𝑄 = 𝑉 − 𝑉K K R + R, x% 𝒌. 𝑩 K + 𝒌.𝑩K K 	 	 	 	 5.1		In	 the	 above	 equation	 it	 is	 assumed	 that	 the	direction	of	wave	 travel	 is	 strictly	tailward	 along	 the	 boundary	 and	 has	 no	 z-component,	 and	 that	 all	 crossings	occurred	 in	 the	 equatorial	 plane.	 V1-V2,	 also	 referred	 to	 as	 ΔV,	 is	 the	 velocity	
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difference	between	plasma	flows	on	either	side	of	the	boundary	in	the	direction	of	 wave	 propagation,	 assumed	 to	 be	 along	 the	 boundary.	 Although	 strictly	speaking	the	most	unstable	wave	propagation	direction	is	not	necessarily	in	this	strictly	 tailward	 direction,	 k	 has	 been	 confined	 to	 the	 velocity	 flow	 shear	direction	as	 this	 is	 the	path	 along	which	momentum	and	hence	wave	energy	 is	carried.	All	the	crossings	in	the	crossing	survey	mentioned	earlier	were	analysed	using	the	above	technique.	The	necessary	parameters	were	entered	into	equation	(5.1)	and	 the	Q	value	 for	each	crossing	was	obtained.	A	Q	value	of	greater	 than	one	 indicates	a	boundary	 that	 is	unstable	 to	 the	growth	of	K-H	waves.	These	Q	values	were	 then	 time-averaged	 for	 crossings	 as	 a	 function	 of	 SLT	 into	 1-hour	time	 bins,	 and	 the	 data	 plotted	 as	 box	 and	whisker	 plots.	 Figure	 5.4	 panel	 (a)	shows	the	individual	Q	values	as	a	function	of	local	time	for	each	crossing,	while	panel	(b)	shows	this	data	represented	as	box	plots	for	1-hour	data	bins.		
	
Figure	5.4:	a)	Q	value	of	MP	at	each	crossing	as	a	function	of	LT	b)	This	data	represented	as	box	plots	
for	 1hr	 LT	 bins.	 	 The	 red	 lines	 indicate	 the	median	 for	 each	 hourly	 bin;	 top	 and	 bottom	 of	 boxes	
indicate	the	75th	and	25th	percentile	respectively;	the	whiskers	may	extend	up	to	1.5	x	interquartile	
range	 above	 (below)	 the	 75th	 (25th)	 percentile;	 any	 data	 points	 lying	 outside	 this	 range	 are	
considered	outliers	and	indicated	by	a	red	cross.	Log(Q)	is	representing	log10Q.	
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5.5	Interpretation	of	results		It	is	clear	from	figure	5.4(a)	that	although	there	is	large	spread	in	the	data	in	 each	 local	 time	bin,	 the	 trend	 in	 the	data	 can	 still	 be	 clearly	 seen.	There	 is	 a	region	of	 fairly	clear	stability	at	~1100-1400	SLT,	as	we	might	expect	since	 the	velocity	shear	is	at	a	minimum	around	this	LT.	Figure	5.4(b)	displays	the	data	in	a	way	 which	 makes	 interpretation	 easier,	 and	 it	 is	 apparent	 that	 the	 dusk	 side	magnetopause	 may	 be	 slightly	 more	 favourable	 to	 the	 growth	 of	 the	 K-H	instability	than	the	dawn	side.	This	 is	counterintuitive,	as	we	expect	 larger	flow	shear	 on	 the	 dawn	 side	 due	 to	 counter	 rotating	 flows.	 Therefore,	 we	 felt	 it	necessary	 to	 investigate	 the	 effect	 of	 varying	both	VSW	 and	Vϕ	 on	 the	boundary	instability.	 Although	 the	 range	 of	 possible	 solar	 wind	 velocities	 and	 corotation	velocities	was	 large	over	 the	 interval	used	 in	 this	 study,	 the	 standard	deviation	about	 the	mean	 for	both	data	sets	was	reasonably	small,	 confirmed	by	a	strong	peak	 in	the	data	and	weak	 ‘wings’	 in	the	distribution.	Therefore,	by	considering	the	possible	velocity	values	one	standard	deviation	(s.d.)	either	side	of	the	mean	value,	68%	of	possible	velocities	occurring	either	side	of	the	boundary	are	being	accounted	 for.	 Figure	 5.5	 shows	 a	 number	 or	 boxplots	 similar	 to	 figure	 5.4(b),	where	the	centre	plot	is	identical	to	figure	5.4(b).	From	left	to	right,	subsequent	plots	use	a	 solar	wind	velocity	value	of	plus	one	 standard	deviation,	where	 the	centre	plot	is	the	average	value.	From	top	to	bottom	the	corotation	velocity	value	used	 to	 calculate	 the	 instability	 increases	 by	 one	 standard	deviation	 each	 time,	where	 the	middle	plots	use	 the	mean	value.	For	example,	 the	 top	 left	hand	side	plot	shows	Q	as	a	function	of	SLT	for	both	VSW	and	Vϕ	given	by	the	average	values	minus	1	s.d.	As	a	second	example,	the	bottom	middle	plot	is	for	the	average	value	of	VSW,	and	a	value	of	Vϕ	given	by	the	average	value	plus	1	s.d.		
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Figure	5.5	–	Box	and	whisker	plots	similar	to	figure	5.4b,	where	in	the	horizontal	direction,	the	SW	
velocity	has	been	modified	in	equation	1	to	+/-	1	standard	deviation	about	the	mean,	 increasing	to	
the	right,	while	in	the	vertical	direction	Vϕ	has	been	modified	+/-	standard	deviation	about	the	mean,	
increasing	down.			 It	 is	 clear	 from	 these	 plots	 that	 as	 the	 VSW	 increases,	 the	whole	 dayside	boundary	can	be	seen	to	become	more	unstable;	this	occurs	symmetrically	about	the	 magnetopause	 nose,	 and	 is	 more	 pronounced	 further	 along	 the	 flanks.	 In	contrast,	an	increase	in	Vϕ	has	an	asymmetrical	effect	about	the	nose:	dawnside	instability	 is	 seen	 to	 increase,	 while	 dusk-side	 instability	 is	 seen	 to	 decrease.	However,	the	variability	just	described	is	small	within	the	range	of	velocity	values	used.	 This	 suggests	 that	 within	 sensible	 constraints	 on	 the	 magnitudes	 of	 the	velocity	either	side	of	the	boundary,	the	velocity	shear	has	only	a	small	effect	on	the	stability	of	the	boundary.	Therefore,	it	is	likely	that	some	other	parameter	has	a	 dominant	 effect	 on	 the	 instability.	 Since	 the	 only	 parameters	 involved	 in	 the	instability	 are	 the	 plasma	 velocity,	 the	 magnetic	 field	 and	 the	 plasma	 density	either	 side	 of	 the	 boundary,	 we	 expect	 at	 least	 one	 of	 these	 parameters	 to	 be	dominating	 the	 instability.	 The	 instability	 criterion	 can	 be	 broken	 down	 into	three	 terms,	 each	 containing	one	of	 the	 three	 types	of	parameters	 listed	above.	Therefore,	by	comparing	the	Q	value	against	these	terms,	it	as	possible	to	identify	
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the	 dominating	 parameter.	 Figure	 5.6	 shows	 the	 velocity	 shear,	 density	 and	magnetic	field	terms	plotted	against	Q	for	each	crossing.		
	
Figure	5.6:	 (a)	 the	magnetic	 field	 term	 (b)	 the	velocity	 shear	 term,	 (c)	 the	density	 term	all	plotted	
against	Q	on	the	y-axis.		It	is	clear	from	these	plots	that	the	boundary	instability	is	dominated	by	the	
magnetic	field	term,	the	density	term	has	a	small	effect,	but	the	velocity	shear	term	is	only	important	
when	the	shear	 is	negligible	around	the	magnetopause	nose.	(d)	plots	the	 individual	 fields	 in	the	k	
direction	either	side	of	the	boundary	against	Q.	This	 figure	clearly	shows	 that	 it	 is	 the	magnetic	 field	which	plays	 the	dominant	role	in	magnetopause	instability,	most	likely	as	a	result	of	such	large	variation	of	field	 direction	 with	 respect	 to	 the	 flattened	 wave	 vector	 direction	 in	 both	 the	magnetospheric	 and	 magnetosheath	 field.	 The	 density	 term	 plays	 a	 much	 less	dominant	 role,	 while	 the	 velocity	 shear	 term	 only	 becomes	 important	 for	 low	magnetosheath	velocities	around	the	subsolar	point	of	the	magnetopause.	Panel	‘d’	suggests	that	the	magnetospheric	field	may	play	a	slightly	more	dominant	role	than	the	magnetosheath	field,	as	one	might	expect,	since	it	is	generally	the	larger	of	 the	 two	 fields,	 particularly	 in	 a	 direction	 perpendicular	 to	 k.	 Therefore,	 the	cause	of	the	unexpected	slight	asymmetry	between	dawn	and	dusk	flanks	are	the	magnetic	 field	 conditions	 either	 side	 of	 the	 boundary	 at	 the	 times	 of	 the	magnetopause	encounters.	At	the	time	of	the	dawn	flank	crossings	the	field	was	
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generally	less	favourable	to	the	growth	of	the	K-H	instability	than	the	field	at	the	time	of	the	dusk	flank	crossings.	This	can	be	seen	in	figure	5.7,	which	compares	the	magnitude	of	the	field	in	the	tailward	flow	direction,	and	it	 is	clear	that	this	field	component	is	generally	lower	for	the	dusk	side	crossings	than	for	the	dawn	side	crossings.		
	
Figure	 5.7:	 The	magnetic	 field	 term	 from	 equation	 1	 plotted	 against	 local	 time	 for	 each	 crossing,	
indicating	how	the	field	is	on	average	more	favourable	to	K-H	growth	on	the	dusk	flank	than	it	is	on	
the	dawn	flank.	Therefore,	K-H	growth	 is	generally	 less	 inhibited	on	the	dusk	than	on	the	dawn	side.	The	reason	for	this	asymmetry	could	be	due	to	a	number	of	mechanisms,	a	strong	contender	for	which	is	proposed	below.			 The	 K-H	 instability	 itself	 can	 drag	 magnetospheric	 plasma	 tailward	 via	viscous	 interaction	with	 the	 tailward	 flowing	magnetosheath	plasma.	We	might	expect	 this	 to	 be	 the	 case	 when	 we	 observe	 a	 clear	 boundary	 layer	 at	 the	magnetopause.	 The	 plasma	 takes	 the	 frozen-in	 magnetospheric	 field	 with	 it,	leading	to	an	increased	magnetic	field	component	in	the	tailward	k	direction	on	both	the	dawn	and	dusk	flanks.	However,	the	plasma	in	the	outer	magnetosphere	is	in	subcorotation,	and	so	the	field,	frozen	to	this	plasma,	lags	behind	the	plasma	in	the	inner	magnetosphere,	drawing	the	field	back	into	a	quasi-spiral	structure.	
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The	resulting	Bϕ	 can	be	observed	above	and	below	the	equatorial	plane.	Due	to	the	 sense	of	planetary	 rotation,	 the	arms	of	 the	 spiral	 stretch	 tailward	at	dawn	and	sunward	at	dusk.	Therefore,	on	the	dawn	side	the	interaction	with	tailward	flowing	 magnetosheath	 plasma	 enhances	 the	 tailward	 sweeping,	 while	 on	 the	dusk	side	the	two	effects	tend	to	cancel,	as	indicated	in	figure	5.8.	
	
Figure	 5.8:	 Schematic	 indicating	 how	 the	 field	 lags	 rigid	 corotation	 in	 the	 outer	 magnetosphere	
resulting	in	a	‘swept	back’	spiral	structure.	The	spiral	in	enhanced	on	the	dawn	side	and	reduced	on	
the	dusk	side.	This	could	result	from	both	the	interaction	with	the	tailward	flowing	magnetosheath	
or	 interaction	with	 the	 currents	 in	 the	magnetopause.	 	 The	 result	 is	 an	 enhanced	magnetospheric	
field	component	in	the	k	direction	on	the	dawn	flank	and	a	reduced	k	component	on	the	dusk	flank.			 By	observing	Cassini	passes	 through	the	magnetosphere	and	 focusing	on	the	 change	 in	 the	 field	 component	 in	 the	 k	 direction	 as	 the	 magnetopause	 is	approached,	evidence	can	be	seen	for	the	field	structure	suggested	in	figure	5.8.	Figure	5.9	shows	two	superposed	epoch	analysis	plots,	of	dawn	side	passes	(top	panel)	and	dusk	side	passes	 (bottom	panel).	The	enhancement	of	 the	 field	near	the	magnetopause	 is	 clearly	 evident	 in	 the	dawn	crossings,	 but	not	 in	 the	dusk	crossings.	 This	 could	 be	 suggesting	 that	 some	 interaction	 occurring	 at	 the	magnetopause	is	responsible	for	enhancing	the	outer	magnetospheric	field	on	the	dawn	flank	parallel	to	the	magnetopause,	but	not	on	the	dusk	flank.	
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Figure	 5.9	 –	 Superposed	 epoch	 analyses	 composed	 of	 Cassini	 passes	 through	 the	 magnetosphere	
showing	how	the	magnetic	 field	 in	 the	k	direction	(parallel	 to	 the	magnetopause	 in	 the	Saturn-sun	
plane,	 in	 the	anti-sunward	direction)	varies	with	 time	 from	last	magnetopause	crossing.	Top	panel	
shows	data	from	8	superposed	dawn	side	passes;	bottom	panel	from	6	superposed	dusk	side	passes.	
The	 top	 panel	 shows	 a	 magnetic	 field	 more	 strongly	 orientated	 in	 the	 k	 direction	 near	 the	
magnetopause,	while	the	bottom	panel	shows	no	evidence	of	this.			5.6	Summary	
		 This	 chapter	 allows	 us	 to	 draw	 some	 rather	 surprising	 and	 unexpected	conclusions	concerning	the	dynamics	of	Saturn’s	magnetopause.	Both	dawn	and	dusk	 flank	 magnetopause	 crossings	 have	 been	 seen	 to	 show	 evidence	 of	boundary	wave	activity,	and	the	orientation	of	wave	propagation	with	respect	to	average	 magnetospheric	 field	 orientation	 at	 the	 magnetopause	 suggested	 they	are	 probably	 caused	 by	 the	 Kelvin-Helmholtz	 instability.	 In	 this	 chapter	 we	initially	found	using	Cassini	CAPS	IMS	data	that	the	subcorotation	velocity	at	the	magnetopause	 could	 well	 be	 lower	 than	 previously	 estimated	 and	 that	 the	magnetopause	 could	 very	 likely	 be	 K-H	 unstable	 at	 the	 locations	 at	 which	boundary	waves	were	observed.	A	survey	of	in	situ	data	for	each	crossing	of	the	magnetopause	was	 then	carried	out	 in	order	 to	determine	 the	 instability	of	 the	boundary	at	each	crossing	location/	time	–	this	revealed	the	boundary	to	be	even	
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less	 asymmetric	 than	 previously	 thought,	 and	 possibly	 favouring	 dusk	 side	instability	 far	 along	 the	 flanks.	 The	 boundary	 is	 believed	 to	 be	 almost	 always	stable	between	~11:00	-15:00	SLT,	and	generally	as	equally	likely	to	be	stable	as	unstable	 further	along	 the	 flanks.	This	 is	understood	 to	be	due	 to	 the	magnetic	fields	and	not	the	velocity	shear	dominating	the	instability,	and	the	fact	that	at	the	time	 of	 this	 study	 (2004	 -	 2008),	 the	 dusk	 side	 fields	 are	 generally	 more	favourable	 to	 K-H	 growth.	 	 Therefore,	 it	 is	 not	 that	 surprising	 that	 a	 survey	 of	wave	activity	(Masters	et	al,	2012)	along	the	boundary	suggests	little	asymmetry	between	the	flanks.	The	K-H	instability	remains	a	plausible	and	likely	mechanism	for	driving	waves	within	unstable	regions.	However,	the	Masters	et	al.	survey	also	identifies	 waves	 in	 regions	 predicted	 to	 be	 stable	 by	 this	 study;	 the	 driving	mechanism	 for	 such	waves	 remains	 unknown,	 although	 it	 is	 possible	 that	 they	could	be	K-H	driven	waves	being	transported	via	convection	with	subcorotation	flow	into	stable	regions.	The	cause	of	the	magnetospheric	field	asymmetry	in	the	
k	direction	has	also	been	proposed;	the	authors	believe	it	is	likely	due	to	a	viscous	interaction	 with	 magnetosheath	 plasma	 at	 the	 magnetopause,	 resulting	 in	 an	enhanced	Bk	on	the	dawn	flank	and	a	reduced	Bk	on	the	dusk	flank.	The	influence	of	 this	mechanism	and	 its	 extent	 into	 the	magnetosphere	 is	 a	 separate	 topic	 in	itself,	which	will	be	addressed	in	any	future	work	undertaken	by	the	authors.		 	
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Chapter	6:	K-H	Vortices	on	Saturn’s	magnetopause		6.1	Introduction			 As	 discussed	 in	 chapter	 3,	 when	 boundary	 waves	 driven	 by	 the	 Kelvin	Helmholtz	 (K-H)	 instability	 are	 able	 to	 grow	 sufficiently,	 their	 growth	 will	eventually	become	non-linear,	 leading	to	the	 formation	of	vortices.	K-H	vortices	have	 been	 identified	 at	 the	 Earth’s	magnetopause	 by	 a	 number	 of	 authors	 (e.g.	
Hasegawa	et	al.,	 2004,	 2006,	Fairfield	et	al.,	 2007).	 	 This	 chapter	 focuses	on	 the	development	of	K-H	vortices	at	the	Kronian	magnetopause.			 It	has	already	been	discussed	that	Saturn’s	magnetopause,	like	the	Earth’s,	is	expected	to	often	be	unstable	to	the	K-H	instability,	and	a	study	by	Masters	et	
al.	 (2010)	 identifies	 a	 vortex	 encounter	 on	 the	 dawn	 magnetopause	 around	09:00SLT.	Although	it	is	not	possible	to	calculate	reliable	K-H	wave	growth	rates,	observation	 of	 K-H	 waves	 at	 a	 location	 relatively	 close	 to	 the	 subsolar	 point	(Masters	 et	 al.,	 2009)	 suggests	 that	 the	 dawn	 magnetopause	 can	 become	 K-H	unstable	early	on	 in	 the	dayside	pre-noon	 sector,	 and	 that	perturbations	 to	 the	boundary	 can	 rapidly	 become	 non-linear.	 This	 is	 contrary	 to	 the	 situation	 at	Earth,	where	as	far	as	observations	are	concerned,	no	K-H	wave	activity	has	been	seen	 to	 occur	 before	 the	 dawn/	 dusk	 terminators	 on	 the	 terrestrial	magnetopause.	 However,	 a	 recent	 study	 by	 Sundberg	 et	al.	 (2012)	 identifies	 a	number	of	K-H	waves	and	vortices	on	Mercury’s	magnetopause	in	the	post-noon	sector	 prior	 to	 reaching	 the	 dusk	 terminator.	 K-H	 growth	 rates	 at	Mercury	 are	expected	 to	 be	 larger	 than	 those	 at	 Earth	 due	 to	 extremely	 low	 ionospheric	conductance	at	Mercury	(see	simulation	studies	by	Miura	and	Kan,	(1992),	for	the	limiting	effect	ionospheric	conductance	has	on	the	K-H	instability).	However,	this	is	unlikely	to	be	the	case	at	Saturn	since	strong	auroral	emission	 is	observed	at	Saturn,	suggesting	high	levels	of	ionospheric	conductance.		 Simulation	work	at	Saturn	by	both	Fukuzawa	et	al.	 (2007)	and	Walker	et	
al.	(2011)	suggest	that	K-H	vortices	should	often	form	at	both	the	dawn	and	dusk	side	magnetopause	 flanks	under	common	plasma	and	magnetic	 field	conditions	at	the	magnetopause,	although	for	different	reasons	to	those	given	in	chapter	5.	A	
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recent	simulation	by	Delamere	et	al.	(2011)	recreated	the	conditions	observed	at	the	 time	of	 the	Masters	et	al.	 (2010)	vortex	encounter.	The	Master’s	et	al.	vortex	was	discussed	 in	more	detail	 in	 section	3.3.3,	while	 figure	3.3.10	 illustrated	 the	observations	 in	 data	 from	 various	 Cassini	 instruments	 around	 the	 time	 of	 the	encounter.	The	Delamere	et	al.		simulation	led	to	the	formation	of	a	vortex,	shown	to	 have	 similar	 properties	 to	 that	 of	 the	 observed	Masters	et	al.	 vortex,	 and	 as	such	provided	further	evidence	for	the	existence	of	this	proposed	vortex.	Wilson	
et	al.	 (2012)	 analysed	Cassini	 CAPS	ELS	 and	 IMS	data	 at	 the	 time	of	 the	 vortex	encounter	 in	 greater	detail.	 These	 authors	 identified	plasma	of	magnetospheric	origin	as	consisting	of	bidirectional	electrons	and	ions	moving	in	the	corotational	flow	 direction.	 Both	 H+	 ions	 and	 water	 group	 (W+)	 ions	 contribute	 to	 this	 ion	population,	 with	 water	 group	 ions	 accounting	 for	 ~30%	 total	 ion	 population	(McAndrews	 et	 al.,	 2009).	 Plasma	 of	 magnetosheath	 origin	 was	 identified	 as	consisting	 of	 an	 omnidirectional	 phase	 space	 electron	 distribution,	 no	 water	group	 ions,	 and	 ion	 bulk	 flow	 in	 the	 tailward	 direction.	 At	 a	 vortex	 encounter,	mixing	of	the	two	plasma	regimes	was	expected	to	occur,	resulting	in	water	group	ions	 being	 detected	 in	 otherwise	 clearly	 magnetosheath	 plasma,	 and	omnidirectional	 electrons	 in	 the	 magnetospheric	 plasma.	 It	 was	 also	 expected	that	a	rotation	in	the	plasma	flows	would	be	observed.			 Using	 these	 identification	 criteria,	 the	authors	 reconfirmed	 the	existence	of	 the	Masters	et	al.	 vortex,	 with	 an	 estimated	 size	 of	 0.75Rs	 across.	 They	 also	identified	 an	 earlier	 vortex	 that	Masters	 et	 al.	 had	 previously	 identified	 as	 an	encounter	with	a	boundary	layer.	This	vortex	was	estimated	to	be	smaller	in	size,	with	 a	 width	 of	 ~0.5Rs.	Wilson	 et	 al.	 concluded	 their	 study	 by	 discussing	 the	relative	merits	of	the	various	criteria	they	adopted	for	vortex	identification.	They	summarized	 that	 the	observation	of	 ‘magnetic	 filaments’	as	discussed	originally	in	Otto	and	Fairfield,	(2000),	and	reinforced	in	Delamere	et	al.	(2011),	is	likely	the	most	 conclusive	 method	 for	 identifying	 the	 presence	 of	 a	 vortex.	 Such	 an	observation	 requires	 in-situ	high-resolution	magnetic	 field	measurements	 to	be	made	by	the	orbiting	spacecraft.			 The	concept	of	magnetic	 filaments	was	 first	 introduced	and	discussed	 in	chapter	3	of	this	thesis.	To	summarise	this	earlier	discussion:	magnetic	filaments	are	seen	 to	 form	as	a	result	of	 the	centrifugal	 force	acting	radially	outwards	on	
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the	plasma,	from	the	centre	of	the	vortex.	The	magnetic	field	follows	the	plasma	resulting	in	greater	plasma	and	field	density	at	the	edges	of	the	vortex,	which	in	turn	 leads	 to	 field	enhancement	at	 the	vortex	edges.	Plasma	depletion	near	 the	centre	of	the	vortex	leads	to	a	drop	in	the	magnetic	field	near	the	vortex	centre.	Figure	3.3.12	in	chapter	3	identified	a	train	of	vortices	observed	in	magnetic	field	data	propagating	along	Mercury’s	magnetopause.	The	field	enhancements	at	the	edges	of	the	vortices,	along	with	field	depression	near	the	vortex	centres,	can	be	seen	clearly.		 	
	
Figure	6.1	reproduced	from	Otto	and	Fairfield,	(2000).	Magnetic	field	lines	and	vectors	plotted	in	the	
x-y	plane,	where	x	is	the	directed	along	the	velocity	flow	shear,	and	y	is	along	the	boundary	normal.	
In	 6.1a	 the	 grey-scale	 represents	 Bz	 in	 the	 simulation	 geometry,	 while	 in	 6.1b	 it	 represents	 Bz	
projected	back	into	the	‘magnetospheric’	coordinate	system.	Figure	6.1	shows	how	a	minimum	in	the	magnetic	field	is	seen	to	occur	at	the	centre	of	the	vortex,	with	field	enhancement	occurring	at	the	edges.	Delamere	
et	al.	 (2011)	 showed	 that	 this	 enhancement	 in	 the	 field	occurs	mainly	 in	 the	x-direction,	where	x	is	directed	along	the	flow	shear.	The	enhancement	only	occurs	at	 the	 magnetospheric	 and	 magnetosheath	 sides	 of	 the	 vortex,	 hence	 if	 the	spacecraft	 trajectory	 is	 along	 the	y-direction	 (along	 the	boundary	normal)	 then	the	 ‘magnetic	 filaments’	will	 be	 detected.	 However,	 a	 trajectory	 along	 x	 (in	 the	
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direction	of	the	flow	shear)	passing	through	the	centre	of	the	vortex,	will	 fail	 to	encounter	the	magnetic	filaments,	and	so	they	will	not	be	detected	in	the	Bx	field	component.	Cassini’s	velocity	relative	to	the	magnetopause	motion	is	very	slow,	and	hence	 the	 factors	determining	 the	Cassini	 crossing	 trajectory	are	 the	radial	motion	of	 the	magnetopause	due	 to	magnetospheric	 ‘breathing’	 compared	with	the	 tailward	 velocity	 of	 any	 vortices	 on	 the	 boundary.	 The	 two	 scenarios	discussed	above	are	 indicated	 in	 figures	6.2a	and	6.2b.	Figure	6.2a	 shows	 clear	evidence	of	magnetic	filaments	in	Bx,	however	these	filaments	are	not	present	in	figure	6.2b.	Please	note,	however,	that	the	simulation	resulting	in	figure	6.2a	does	not	show	a	minimum	in	B	at	the	centre.		 Another	 signature	 of	 K-H	 vortices	 in	 magnetic	 field	 data	 is	 the	aforementioned	 saw-tooth	 structures	 in	 the	 field	 components	 in	 the	 equatorial	plane.	Hasegawa	et	al.	(2004)	used	such	a	method	for	identifying	vortices	on	the	terrestrial	dusk	 flank.	The	 identified	vortices	are	apparent	 in	 the	magnetic	 field	components	 presented	 in	 figure	 6.3.	 In	 the	 Bz,	 and	 to	 some	 extent	 the	 Bx	 field	components,	a	gradual	decrease	in	magnetic	field	strength	is	observed,	followed	by	a	sharp	increase	in	field	strength;	this	doesn’t	appear	to	be	present	in	By.	This	can	 be	 seen	 to	 happen	 on	 three	 occasions,	 with	 the	 pattern	 repeating	 with	 a	periodicity	of	~4	min.	This	is	consistent	with	plasma	mixing	at	the	leading	edge	of	the	wave,	and	a	sharp	outbound	magnetopause	crossing	at	the	trailing	edge	of	the	wave,	 implying	 the	waves	have	begun	 to	 roll	up	and	exhibit	non-linear	growth.	This	 signature,	 however,	 is	 unable	 to	 distinguish	 between	 waves	 which	 have	begun	to	crest	and	‘break’	at	their	leading	edge	(similar	to	water	waves	breaking	on	a	beach)	and	fully	formed	rolled	up	K-H	vortices.		
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Figure	 6.2a	 reproduced	 from	 Delamere	 et	 al.	 (2011).	 Simulation	 revealing	 the	 magnetic	 field	
structure	and	plasma	moments	along	a	trajectory	that	passes	through	a	K-H	vortex	in	the	boundary	
normal	 direction	 from	 the	 magnetosheath	 to	 the	 magnetosphere.	 Magnetic	 filaments	 are	 clearly	
identifiable	in	Bx	at	the	edges	of	the	vortex	(indicated	by	vertical	dashed	lines).	
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Figure	6.2b	 reproduced	 from	Delamere	et	al.	 (2011).	Data	plotted	 is	 identical	 to	 figure	6.2,	but	 the	
simulated	spacecraft	trajectory	is	such	that	it	crosses	a	K-H	vortex	in	the	direction	parallel	to	the	flow	
shear.	Magnetic	filaments	are	not	identifiable	in	Bx.	The	only	indication	that	a	vortex	is	present	is	the	
drop	 in	particle	density	at	 the	centre	of	 the	vortex	(indicated	by	the	vertical	dashed	 line),	which	 is	
located	where	|V|	=	0	km/s.		
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Figure	 6.3	 from	 Hasegawa	 et	 al.	 (2004),	 number	 density	 and	 magnetic	 field	 magnitude	 and	
components	 of	 a	 rolled	 up	 K-H	 wave	 observed	 on	 the	 terrestrial	 magnetopause.	 Clear	 outbound	
magnetopause	crossings	can	be	seen,	with	a	gradual	change	in	magnetic	properties	in	between,	likely	
related	to	a	well-developed	mixing	region.			6.2	Objectives	 		
		 The	objective	of	this	chapter	is	to	compile	a	survey	of	K-H	vortex	presence	along	the	dayside	Kronian	magnetopause.		This	can	be	achieved	through	current	understanding	 of	 K-H	 vortex	 formation	 and	 structure	 that	 has	 led	 to	 accepted	identification	signatures	in	observed	magnetic	field	data,	as	discussed	in	section	6.1.	Such	signatures	form	the	basis	of	specific	criteria	to	be	met	in	magnetic	field	data	 in	 order	 for	 a	 vortex	 to	 be	 identified	 as	 such.	 The	 findings	 of	 chapter	 5	offered	an	insight	as	to	where	in	local	time	we	might	expect	the	magnetopause	to	be	K-H	unstable	in	the	incompressible	limit.	The	results	were	in	agreement	with	the	simulations	undertaken	by	Fukuzawa	et	al.	(2007),	which	predicted	that	both	the	dawn	and	dusk	flank	magnetopause	can	become	K-H	unstable,	with	the	dusk	flank	becoming	unstable	 further	 tailward	 than	on	 the	dawn	side.	However,	 this	result	does	not	take	into	account	the	effect	of	plasma	compressibility	on	the	K-H	instability	 and	 its	 evolution	 in	 the	non-linear	 regime.	 Simulation	 studies	 by	Lai	
and	Lyu	 (2006)	 have	 suggested	 that	 when	 one	 of	 the	 flows	 either	 side	 of	 the	
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interface	become	super-magnetosonic,	K-H	vortices	do	not	 form.	Therefore,	 the	results	of	 chapter	5	give	us	an	 indication	as	 to	where	we	might	expect	 the	K-H	instability	 to	become	non-linear	 in	 the	 incompressible	 limit,	 but	 the	 findings	of	
Lai	 and	 Lyu	 suggest	 that	 far	 along	 the	 flank	 when	 the	 magnetosheath	 flow	becomes	 super-magnetosonic,	 the	 K-H	 instability	 is	 quenched,	 and	 vortices	 do	not	form.		 However,	because	there	is	large	uncertainty	in	both	K-H	wave	growth	rate,	and	 on	 the	 flow	 speeds	 and	 temperatures	 in	 the	 magnetosphere	 and	magnetosheath,	it	is	very	difficult	to	define	exact	regions	along	the	magnetopause	where	we	would	expect	vortex	formation	and	propagation	to	be	supported.	This	said,	 we	 have	 outlined	 the	 signatures	 we	might	 expect	 a	 vortex	 to	 produce	 in	plasma	and	field	data.			 This	 chapter	 presents	 an	 investigation	 into	 K-H	 vortex	 activity	 on	 the	Kronian	magnetopause,	 by	 identifying	 the	 aforementioned	 vortex	 signatures	 in	the	magnetic	 field	adjacent	to	all	magnetopause	crossings	occurring	within,	and	close	 to	 the	 regions	 along	 the	 magnetopause	 defined	 as	 being	 capable	 of	becoming	 K-H	 unstable	 (as	 calculated	 in	 chapter	 5).	 We	 were	 interested	 in	identifying	the	presence	of	magnetic	filaments,	which	would	most	likely	be	visible	in	 the	MAG	Bx	ksm	data	component	near	 the	 identified	MP	crossing	 that	was	at	such	 a	 time	 being	 perturbed	 by	 a	 vortex.	 The	Masters	et	al.	 (2010)	 vortex	was	identified	on	the	inner	edge	of	the	boundary	layer,	i.e.	the	magnetospheric	side	of	the	 magnetopause,	 in	 agreement	 with	 the	 study	 at	 Earth	 by	 Ogilvie	 and	
Fitzenreiter,	 (1989).	 Therefore,	 any	 field	 enhancement	 due	 to	 a	 vortex	 was	predicted	 to	occur	most	often	on	 the	magnetospheric	side	of	 the	magnetopause	crossing.	Identification	of	magnetic	filaments,	sometimes	with	a	field	depression	sandwiched	between	double	peaks,	would	provide	almost	conclusive	evidence	of	a	present	vortex.	This	 is	because	such	a	signature	 is	difficult	 to	attribute	 to	any	other	 known	 phenomena.	 The	 observation	 of	 saw-tooth	 structures	 in	 the	 field	would	further	support	the	identification	of	a	vortex	on	the	magnetopause.					
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6.3	Method			 The	on-board	Cassini	magnetometer	 (MAG)	 instrument	 (Dougherty	et	al.,	2004)	is	capable	of	providing	magnetic	field	vector	data	samples	at	highest	time	resolution	 of	 32ms	 and	 a	 few	 nT	 field	 resolution.	 This	 data	 was	 used	 to	investigate	 the	 presence	 of	 magnetic	 filaments	 close	 to	 the	 magnetopause	boundary.			 The	magnetopause	boundary	has	been	 identified	using	 a	 combination	of	MAG	 and	 ELS	 observations,	 and	 compiled	 into	 a	 list	 of	 inbound/	 outbound	crossings;	the	identification	procedure	for	this	was	discussed	in	section	4.2.	The	list	 was	 used	 to	 identify	 when	 Cassini	 was	 known	 to	 be	 close	 to	 the	magnetopause,	and	hence	the	regions	where	we	might	expect	to	observe	vortices,	if	indeed	they	are	present	on	the	magnetopause.	It	was	decided	that	any	crossings	that	 occurred	 between	 11:00-15:00SLT	 would	 be	 discarded	 from	 any	 further	analysis,	 since	 this	 region	 was	 deemed	 to	 always	 be	 K-H	 stable,	 based	 on	 the	results	of	the	previous	chapter.	This	was	after	brief	visual	checking	of	the	data	to	ensure	 this	 is	 a	 reasonable	 approach	 to	 take.	 All	 remaining	 crossings	 were	examined	 by	 eye	 to	 detect	 any	 field	 enhancements	 occurring	 within	 a	 3-hour	interval	of	 the	magnetopause	crossing.	The	3h	 interval	was	chosen	based	on	an	assumed	 vortex	 size	 of	 ~0.75Rs,	 the	 dimensions	 of	 the	 Masters	 et	 al.	 (2010)	vortex,	where	the	vortex	was	assumed	to	be	stationary	relative	to	Cassini	motion.	The	field	enhancement	was	expected	to	be	of	the	order	of	a	few	nT,	assuming	all	the	 free	 energy	density	 in	 the	velocity	 shear	 is	 converted	 into	magnetic	 energy	density,	which	gives	rise	to	the	magnetic	filaments.			 Along	with	visual	 inspection	of	 the	data,	 superposed	epoch	analysis	was	also	performed	on	the	data	in	an	attempt	to	statistically	group	crossings	together	by	 various	 criteria.	 The	 logic	 behind	 this	 is	 that	 a	 small	 but	 often	 present	 field	enhancement	 will	 appear	 clearer	 in	 averaged	 data,	 as	 any	 oscillation	 in	 the	magnetic	 field	 that	 are	masking	 this	 consistent	 enhancement	will	 be	 smoothed	out,	 leaving	 the	 field	 enhancement	 signature	 to	 stand	 out	 in	 the	 data.	 The	Superposed	 Epoch	 Analysis	 (SEA)	 technique	 is	 a	 statistical	 method	 used	 to	resolve	significant	signal	to	noise	problems.	Through	simple	compositing,	the	SEA	method	 involves	sorting	data	 into	categories	dependent	on	a	 ‘key-reference’	 for	
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synchronization	and	then	comparing	the	means	of	those	categories.	In	this	case,	the	 key-reference	 used	 was	 the	 centre	 of	 the	 relevant	 magnetopause	 crossing.	Given	sufficient	data,	a	common	underlying	(causal)	response	to	a	forcing	event,	in	 this	 case	 the	 field	enhancements	due	 to	magnetic	 filament	 formation,	 should	theoretically	emerge	in	the	average	(composite)	data.		Meanwhile,	other	noise	in	the	data	 should	 cancel,	 at	 it	 becomes	essentially	 ‘smeared’	out.	 Such	analysis	 is	not	uncommon	to	magnetospheric	physics,	and	has	been	utilised	successfully	 in	many	 studies.	 For	 example,	Milan	et	al.	 (2010)	 performed	 a	 SEA	 of	 the	 auroral	oval	during	approximately	2000	substorms,	to	investigate	the	influence	at	Earth	of	the	onset	magnetic	local	time	on	the	subsequent	auroral	response.		 The	 SEA	 method	 is	 simple	 and	 involves	 basic	 arithmetic	 averaging.	Therefore,	as	with	any	statistical	method,	care	must	be	taken	when	applying	and	interpreting	SEA	results.	 	For	 instance,	 the	SEA	can	be	vulnerable	 to	 leveraging	resulting	 from	 the	 influence	 of	 a	 single	 large	 anomaly.	 	 This	 problem	 typically	arises	 when	 the	 sample	 size	 used	 in	 the	 analysis	 is	 small.	 	 In	 addition	 to	synchronising	crossings	by	a	‘key	parameter’,	the	crossings	had	to	be	ordered	by	direction,	such	that	the	crossings	were	always	from	the	magnetosphere	into	the	magnetosheath.	For	crossings	that	were	in	the	other	direction,	the	magnetic	field	vectors	within	the	time	interval	required	were	reversed.		 It	 is	also	expected	that	vortices	are	more	 likely	to	 form	for	 low	magnetic	shear	 across	 the	 magnetopause	 boundary	 (e.g.	 Hasegawa	 et	 al.,	 2004)	 This	 is	because	 the	 twisting	of	 the	 field	produces	a	 restorative	 force	 through	magnetic	tension	 to	 resist	 further	 twisting,	 the	 tension	 being	 greater	 for	 increased	magnetic	 shear.	 Therefore,	we	might	 expect	 vortices	 to	 form	more	 often	under	low	magnetic	shear	than	high	magnetic	shear.	 IMF	clock	angle	is	defined	as	tan-
1(By/Bz),	and	was	calculated	from	average	magnetic	field	conditions	for	a	duration	of	stable	solar	wind	field	upstream	of	the	bow	shock,	for	the	solar	wind	encounter	that	was	closest	in	time	to	the	magnetopause	crossing.	Where	the	magnetopause	crossing	 was	 more	 than	 3	 hrs	 from	 Cassini	 immersion	 in	 the	 solar	 wind,	 an	average	solar	wind	measurement	of	 the	nearest	SW	encounter	before	and	after	the	 crossing	was	used.	The	duration	over	which	 to	 average	was	determined	by	visual	 inspection,	 such	 that	 for	 more	 stable	 field	 a	 shorter	 average	 was	 used.	Using	 field	 enhancement	 as	 a	 proxy	 for	 vortex	 presence,	 a	 superposed	 epoch	
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analysis	 was	 carried	 out	 for	 all	 crossings	within	magnetosheath	 IMF	 bins.	 The	expectation	was	that	southward	IMF	would	lead	to	greater	vortex	formation	than	northward	 IMF,	 due	 to	 lower	 velocity	 shear	 across	 the	 boundary	 and	 the	possibility	 of	 reconnection	 on	 the	 boundary	 leading	 to	 Dungey	 cycle	 return	convection	 flow	 in	 the	 outer	 magnetosphere,	 enhancing	 the	 flow	 shear.	Therefore,	 it	might	be	expected	to	detect	a	 larger	field	enhancement	on	average	for	low	magnetic	shear	than	for	higher	magnetic	shear.	A	similar	study	was	also	undertaken	 for	 K-H	 stable	 versus	 K-H	 unstable	 magnetopause.	 These	 regions	were	 identified	 from	 the	 survey	 of	 crossings	 undertaken	 in	 chapter	 5	whereby	unstable	crossings	were	 taken	as	 those	 found	 to	have	a	Q	value	greater	 than	1.		Since	regions	on	the	magnetopause	already	identified	as	K-H	unstable	are	known	to	support	K-H	wave	growth,	it	was	expected	that	these	are	the	regions	where	K-H	vortex	observation	is	most	likely,	as	the	waves	could	potentially	have	become	non-linear	and	begun	to	roll	into	vortices.		 			6.4	Results		 Beginning	 with	 a	 visual	 inspection	 of	 of	 the	 crossings	 for	 a	 field	enhancement,	 there	 were	 a	 few	 cases	 where	 such	 an	 enhancement	 was	 seen,	however	 this	was	always	 less	 than	a	 few	nT,	 so	either	such	 field	enhancements	were	 unrelated	 to	 the	 presence	 of	 magnetic	 filaments,	 or	 the	 energy	 density	conversion	from	the	energy	in	the	flow	shear	to	magnetic	energy	density	is	being	grossly	overestimated	for	the	Kronian	system.	Figure	6.4	provides	an	example	of	one	 of	 the	 field	 enhancements	 observed.	 Panel	 (a)	 indicates	 the	magnetic	 field	vectors	Bx,	By	and	Bz,	while	panel	(b)	is	the	magnetic	field	magnitude.	Panel	(c)	is	the	magnetic	field	vectors	plotted	as	arrow	in	the	XY	plane,	while	panels	(d)	-	(g)	are	the	ELS	spectrogram	plots	from	anodes	5-8	respectively.	
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Figure	 6.4	 Cassini	MAG	 and	 ELS	 data	 over	 the	 interval	 of	 a	 possible	 vortex	 identification	 between	
05:00	–	07:00	SLT	on	8	June	2007.	Panel	a)	Magnetic	field	vector	component	Bx,	By	and	Bz;	b)	Magnetic	
field	magnitude;	c)	Magnetic	field	vectors	at	1-minute	resolution	projected	into	the	XY	plane;	d)-	g)	
ELS	data	anodes	5	–	8	respectively.		 Clear	 enhancements	 in	 the	magnetic	 field	 are	 observed	 in	 the	magnetic	field	spanning	regions	3	and	5;	however,	they	are	much	wider	relative	to	region	4	than	simulations	by	Delamere	et	al.	expected	the	Masters	et	al.	vortex	filaments	to	be.	The	field	enhancement	also	seems	due	to	the	Bz	field	component	rather	than	the	expected	Bx	component;	enhancement	in	the	By	component	might	be	possible	
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to	 some	 extent	 depending	 on	 the	 location	 of	 vortex	 formation	 along	 the	boundary,	 however	 for	 near	 equatorial	 crossings,	 it	 is	 impossible	 to	 explain	 Bz	field	enhancements	by	magnetic	filament	formation.	Also	between	regions	2	and	6	we	do	not	observe	clean	rotation	in	the	magnetic	field	vectors	given	in	panel	3,	unlike	 the	vortex	encountered	by	Masters	et	al.	Therefore,	such	a	magnetic	 field	signature	was	ruled	not	to	be	that	of	a	vortex	encounter,	more	likely	wave	activity	on	the	magnetopause	boundary,	most	probably	driven	by	the	K-H	instability	but	not	evolved	enough	to	have	formed	vortices.	Considering	the	ELS	spectrograms,	it	is	possible	to	detect	a	rotation	in	the	plasma	by	observing	a	systematic	change	in	the	 spectrograms	 of	 consecutive	 anodes,	 as	 each	 anode	 has	 a	 separate	 field	 of	view.	 However,	 for	 highly	 thermalized	 electrons,	 even	 though	 the	 underlying	plasma	 (ions)	 is	 exhibiting	 bulk	 flow,	 this	 most	 probably	 is	 not	 evident	 in	 the	electron	 data.	 By	 observing	 the	 electron	 data,	 the	magnetopause	 crossings	 are	clear,	 however	 it	 is	 difficult	 to	 make	 a	 case	 for	 the	 presence	 of	 any	 boundary	layers	where	 plasma	mixing	 has	 occurred,	which	 is	 expected	 at	 vortices	where	diffusion/	local	reconnection	is	likely	to	have	taken	place.	The	 field	 enhancement	 signature	 described	 above	 seemed	 to	 be	 the	general	 case	 for	 all	 field	 enhancements	 observed	 at	 the	 magnetopause.	 These	field	enhancements	were	generally	found	to	be	distributed	fairly	randomly	across	the	magnetopause,	but	we	found	to	be	somewhat	more	common	nearby	the	dawn	and	dusk	terminators.	The	result	of	a	visual	analysis	of	the	magnetic	field	vector	measurements	at	all	magnetopause	encounters	in	the	survey	was	that	at	none	of	these	 encounters	 were	 we	 able	 to	 detect	 with	 any	 degree	 of	 certainty	 the	presence	of	K-H	vortices	on	the	boundary.		 The	results	of	the	analyses	are	given	in	figures	6.5	and	6.6.	The	plots	were	produced	such	 that	 the	crossing	 interval	 is	 centred	at	0	min,	all	 crossings	were	constrained	 such	 that	 Cassini	 passes	 from	 the	 magnetosphere	 out	 into	 the	magnetosheath,	 and	 magnetic	 field	 data	 was	 normalised	 for	 each	 crossing	 to	prevent	 biasing	 of	 larger	 field	 regions	 over	 smaller	 region	 crossings.	 Periods	when	 Cassini	 was	 in	 the	 ‘wrong’	 region	 (i.e.	 magnetosphere	 rather	 than	magnetosheath,	 due	 to	 rapid	 boundary	 motion/	 wave	 activity)	 were	 removed	from	the	plots.		
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Figure	6.5	–	Superposed	epoch	analysis	of	magnetic	 field	magnitude	measurements	either	side	of	a	
known	magnetopause	encounter,	from	the	magnetosphere	into	the	magnetosheath.	IMF	clock	angle	
at	the	crossings	is	compared	between	crossings	with	crossings	separated	into	20˚	bins.	No	discernible	
difference	between	any	data	sets	can	be	identified	to	any	level	of	certainty.	
	
Figure	 6.6	 As	 figure	 6.5	 but	 with	 crossings	 separated	 into	 crossings	 deemed	 stable	 and	 those	
considered	unstable.	Again	no	discernible	difference	between	the	two	data	sets	can	be	identified	to	
any	level	of	certainty.	
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Figure	6.5	 shows	 that	although	all	magnetosheath	 field	angle	bins	exhibit	 some	field	enhancement	at	the	magnetopause,	mainly	on	the	magnetosphere	side,	this	is	most	 likely	 due	 to	 the	 field	 enhancement	 on	 the	magnetosphere	 side	 arising	from	Chapman	and	Ferraro	currents,	not	due	to	the	presence	of	a	vortex.	There	is	also	 no	 obvious	 systematic	 variation	 between	 southward	 and	 northward	 field	bins.	 Figure	 6.6	 crossings	 appear	 to	 show	 no	 discernible	 difference	 between	crossings	 where	 the	 magnetopause	 is	 considered	 stable	 and	 those	 where	 the	crossing	has	been	due	to	wave	activity	on	the	boundary.	This	is	surprising	as	we	might	expect	that	if	the	waves	had	begun	to	evolve	into	vortices	there	might	be	a	greater	 ‘average’	 field	 enhancement	 either	 side	 of	 the	 crossings	 with	 wave	activity	 present.	 As	 it	 stands,	 no	 statistical	 significance	 can	 be	 given	 to	 this	comparison.			6.5	Discussion			 The	results	presented	so	far	would	suggest	that	either	K-H	vortices	are	not	present	 at	 the	 Kronian	 magnetopause,	 or	 that	 the	 reproducibility	 of	 a	 clear	magnetic	 filament	 structure	 within	 vortices	 at	 Saturn	 is	 very	 rare	 or	 does	 not	occur	at	all.	However,	 since	 two	vortices	have	already	been	 identified	at	Saturn	(Masters	et	al.,	2010,	Wilson	et	al.,	2012),	it	would	appear	that	maybe	the	vortices	are	present,	but	that	detection	through	magnetic	field	measurements	alone	is	not	possible,	or	that	another	identification	methodology	is	required.	It	is	possible	that	K-H	 vortex	 formation	 is	 so	 rare	 that	 detection	 is	 extremely	 unlikely	 and	 the	
Masters	 et	 al.	encounter	 was	 the	 only	 fortuitous	 vortex	 encounter	 Cassini	 has	made	to	date.	The	inevitable	question	as	to	why	the	Masters	et	al.	vortex	was	not	picked	 up	 by	 our	 analysis	 still	 arises.	 The	 reason	 is	 that	 this	 particular	 vortex	produced	 no	 observable	 magnetic	 filaments	 in	 the	 Cassini	 MAG	 data.	 This	viewpoint	 appears	 to	 be	 supported	 by	 the	 simulations	 results	 produced	 by	
Delamere,	(2011),	which	showed	that	unless	Cassini	encountered	the	vortex	on	a	relative	trajectory	perpendicular	to	the	boundary,	magnetic	filaments	would	not	be	observed.	This	is	due	to	the	way	in	which	the	vortex	‘rolls	up’	and	the	resultant	pile	 up	 of	 plasma	 at	 the	 edges	 of	 the	 vortex.	 Therefore,	 either	 vortices	 are	
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extremely	rare	on	Saturn’s	magnetopause,	or	they	are	simply	not	being	detected	by	our	detection	criterion,	and	that	there	are	more	reliable	signatures	that	could	be	used	as	a	proxy	for	vortex	presence.		 For	the	vortex	to	be	crossed	by	Cassini	in	the	normal	direction,	the	normal	boundary	motion	velocity	due	to	solar	wind	pressure	variation	must	be	greater	than	 the	 tailward	vortex	motion	which	most	 likely	occurs	at	 the	centre	of	mass	velocity,	 close	 to	 the	magnetosheath	 plasma	 flow	 velocity.	When	 the	 boundary	normal	 motion	 is	 small	 the	 likelihood	 of	 vortex	 encounters	 increases	 since	Cassini	spends	more	time	close	to	the	magnetopause.	However,	when	boundary	normal	 motion	 is	 small,	 any	 vortices	 present	 are	 likely	 to	 cross	 Cassini	 in	 the	tailward	direction,	 similar	 to	 the	 scenario	 in	 figure	6.3,	 and	magnetic	 field	data	can	 no	 longer	 be	 used	 to	 identify	 the	 vortex,	 since	magnetic	 filaments	 are	 not	encountered	in	this	trajectory.			 To	attempt	to	resolve	this	uncertainty,	the	trajectory	of	Cassini	through	a	potential	vortex	travelling	close	to	magnetosheath	flow	velocity	would	allow	us	to	say	whether	we	would	expect	to	see	magnetic	filaments	or	not.	However,	it	is	not	possible	with	just	one	spacecraft	to	say	to	any	useful	degree	of	accuracy	what	the	boundary	normal	 velocity	 is.	 Therefore,	 by	 just	 focussing	on	magnetic	 field,	we	cannot	say	for	sure	how	often	K-H	vortices	occur	at	the	Kronian	magnetopause.	This	 said,	 it	 might	 be	 reasonable	 to	 assume	 that	 at	 least	 some	 of	 the	 time	boundary	motion	 is	 large	 relative	 to	 vortex	 flow	 speed	 and	 hence	 crossing	 the	vortex	would	result	 in	 the	observation	of	magnetic	 filaments.	Since	 this	doesn’t	seem	to	be	the	case	at	any	magnetopause	crossings,	it	might	be	reasonable	to	lean	towards	 the	 conclusion	 that	 K-H	 vortices	 are	 rare	 at	 Saturn’s	 magnetopause,	when	compared	to	the	situation	at	Earth	and	Mercury.			 The	 reason	 for	 this	 is	 most	 likely	 due	 to	 the	 stabilising	 effect	 of	compressibility	on	the	K-H	instability.	The	outer	planets	encounter	a	solar	wind	with	a	much	greater	magnetosonic	Mach	number	than	the	 inner	planets,	and	as	such	 the	 flow	 shear	 across	 the	 magnetopause	 is	 likely	 to	 reach	 super-magnetosonic	flows	on	the	magnetosheath	side	earlier	in	local	time	than	for	the	inner	 planets.	 Therefore,	 although	 the	 Kronian	 magnetopause	 becomes	 K-H	unstable,	 compressibility	 effects	quench	 the	 instability	before	 its	 growth	enters	the	 non-linear	 phase.	 Hence	 wave	 activity	 at	 the	 magnetopause	 seems	
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widespread	 and	 common	 (Masters	et	al.,	 2012),	 but	 vortex	 formation	 is	 almost	non-existent.	The	simulations	by	Fukuzawa	et	al.	(2007)	and	Walker	et	al.	(2011)	do	not	account	for	compressibility,	hence	why	they	see	vortices	frequently	form	under	appropriate	conditions	in	their	simulations.			 In	order	to	understand	K-H	vortex	formation	better	at	Saturn,	one	needs	a	better	 understanding	 of	 plasma	 bulk	 flow	 velocities	 either	 side	 of	 the	magnetopause,	 ion	 temperature	 in	 the	 magnetosheath,	 and	 boundary	 motion	relative	 to	Cassini	at	 the	time	of	each	crossing.	Magnetic	 filaments	are	 the	most	reliable	 signatures	 of	 vortex	 presence	 (Wilson	 et	 al.,	 2012),	 although	 plasma	electron	and	ion	flow	and	density	data	can	be	combined	to	also	identify	vortices	via	 a	 more	 time	 consuming	 and	 less	 certain	 analysis.	 However	 due	 to	 the	limitations	on	the	magnetic	filament	technique,	it	might	well	be	that	such	plasma	analysis	 is	 the	 only	 way	 to	 detect	 K-H	 vortices	 at	 Saturn.	 Unfortunately,	 the	analysis	of	 the	Masters	et	al.	 vortex	used	specially	prepared	plasma	data,	which	fortuitously	 occurred	when	 the	 plasma	data	were	 particularly	 reliable.	 Such	 an	identification	process	does	not	lend	itself	to	an	automated	procedure	that	would	be	required	to	survey	the	whole	crossing	set,	however	if	suitable	candidates	had	been	found	using	an	alternative	identification	method	such	as	the	one	discussed	throughout	 this	chapter,	 then	analysis	such	as	 that	used	by	Masters	et	al.	would	have	been	used	to	explore	those	events	in	further	detail.				6.6	Summary		To	 summarise,	magnetic	 filament	 structures	within	 Cassini	MAG	data	were	 not	observed	 to	 be	 present	 from	 both	 a	 visual	 survey	 of	 the	 data	 as	 well	 as	 a	statistical	 analysis	 of	 the	 data	 in	 the	 form	 of	 superposed	 epoch	 analysis	 of	crossing	 intervals.	Magnetic	 filaments	 are	 a	 known	 signature	of	K-H	vortices	 at	both	the	Earth	hand	Mercury.	This	may	have	any	of	three	implications:	either	that	vortices	 are	 not	 present	 on	 Saturn’s	magnetopause,	 or	 they	 are	 not	 detectable	through	magnetic	filaments	as	they	leave	a	different	magnetic	signature	at	Saturn,	or	that	Cassini	simply	never	crossed	a	vortex	on	such	a	trajectory	as	to	observe	filaments	within	the	magnetic	field	data.	The	conclusions	drawn	from	the	chapter	
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are	 that	 a	 lack	 of	 filament	 observation	 is	 due	 to	 a	 combination	 of	 the	 last	 two	reasons	listed	above.	Saturn’s	magnetopause	is	a	very	different	entity	to	those	of	Earth	and	Mercury,	and	it	is	not	unreasonable	to	expect	vortices	to	appear	to	be	structurally	different.	Additionally,	it	is	well	known	that	Saturn’s	magnetopause	is	highly	 dynamic	 as	 experiences	 large	 radial	 motion;	 it	 is	 therefore	 likely	 that	vortices	 are	only	 crossed	normal	 to	 the	boundary,	 and	 simulations	 suggest	 this	would	not	result	in	the	observation	of	magnetic	filaments.	This	chapter	highlights	the	issues	involved	around	K-H	vortex	identification	at	Saturn,	and	suggests	that	magnetic	filaments	are	not	a	suitable	proxy	for	vortices	at	Saturn.				 	
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Chapter	7:	 Conclusions		7.1	Summary			 This	 thesis	 has	 presented	 new	 results	 concerning	 the	 Kronian	magnetopause.	 The	 motivation	 for	 studying	 this	 boundary	 stems	 from	 our	interest	 in	 the	 influence	 of	 the	 solar	 wind	 on	 numerous	 magnetospheric	phenomena,	 in	particular	 the	direct	 interaction	between	the	solar	wind	and	the	magnetosphere.	 Energy	 and	momentum	provided	 to	 the	magnetospheric	 cavity	from	 the	 solar	 wind	 passes	 across	 this	 magnetopause:	 understanding	 the	processes	by	which	this	occurs	is	therefore	extremely	useful.	The	magnetospheric	environment	and	solar	wind	conditions	at	Saturn	are	very	different	to	the	Earth,	and	so	this	planet	provides	a	very	useful	comparison	with	our	home	planet.			 Chapter	 1	 introduced	 the	 basic	 physics	 involved	 in	 magnetopause	dynamics,	while	 chapter	 2	 introduced	 the	 instrumentation	 used	 for	 this	 thesis,	with	particular	emphasis	on	data	availability	and	reliability.	Chapter	3	introduced	the	Kelvin-Helmholtz	instability	and	its	application	to	a	planetary	magnetopause,	and	reviewed	a	number	of	relevant	studies	upon	which	this	thesis	builds.		 In	 chapter	 4	 we	 addressed	 the	 question:	 is	 wave	 activity	 detectable	 on	Saturn’s	dusk	flank	magnetopause,	and	if	so,	is	the	Kelvin-Helmholtz	instability	a	likely	 driving	 mechanism?	 A	 set	 of	 magnetopause	 crossings	 occurring	 at	~17:00SLT	were	 indeed	 found	 to	 exhibit	wave	 activity,	 and	 sufficient	 evidence	was	 found	 to	 support	 the	K-H	 instability	 as	 the	most	 likely	mechanism	 to	have	produced	 the	 waves.	 The	 existence	 of	 K-H	 waves	 on	 the	 dayside	 dusk	magnetopause	was	unexpected	due	to	the	reduced	flow	shear	at	dusk	compared	to	dawn,	and	so	 the	existence	of	 these	wave	provoked	 the	question:	where	and	how	often	do	we	expect	the	Kronian	magnetopause	to	be	K-H	unstable?		 Chapter	5	addresses	 this	question	 limited	 to	 the	equatorial	plane,	where	the	K-H	instability	is	expected	to	be	greatest.		Again	the	results	were	unexpected	and	 suggested	 that	both	 the	dawn	and	dusk	 flank	 are	 sometimes	K-H	unstable,	with	 the	dusk	 flank	being	 just	as	 likely	 to	be	K-H	unstable	as	 the	dawn	 flank.	A	region	of	stability	was	found	to	exist	between	~11:00-15:00hrs	due	to	stagnated	
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magnetosheath	flow,	but	after	~15:00	with	the	right	conditions,	the	boundary	is	able	 to	 support	 K-H	 wave	 growth.	 Prior	 to	 this	 result,	 the	 dusk	 side	magnetopause	was	only	expected	to	become	K-H	unstable	far	along	the	nightside	flank.		 Chapter	5	revealed	how	often	and	where	the	magnetopause	could	become	K-H	unstable,	but	revealed	little	regarding	the	evolution	of	the	instability	and	the	stage	of	wave	development	we	might	expect	to	observe.	This	objective	of	chapter	6	 was	 to	 build	 of	 previous	 work	 by	Masters	 et	 al.	 (2010)	 who	 described	 the	observation	of	a	K-H	vortex	on	the	dawn	flank	Kronian	magnetopause.	Numerous	K-H	vortices	have	been	detected	 at	 the	Earth	 and	Mercury,	 and	 so	 this	 chapter	aimed	 to	 assess	 how	 often	 and	 where	 vortices	 are	 detected	 on	 Saturn’s	magnetopause.	The	detection	criteria	evoked	has	been	used	to	successfully	detect	vortices	at	both	these	other	planets,	but	was	unable	to	detect	vortices	at	Saturn.	The	reason	for	this	is	explained	either	by	a	lack	of	K-H	vortices	at	Saturn,	or	due	to	a	failure	on	the	part	of	the	detection	method	employed.				7.2	Open	questions			 After	discussing	the	findings	and	implications	of	the	work	of	this	thesis,	it	is	 necessary	 to	 consider	 still	 unanswered	 questions	 and	 problems	 that	 have	arisen	over	the	duration	of	this	study	which	as	yet	have	no	satisfactory	answer	to	explain	 them.	 There	 was	 no	 satisfactory	method	 of	 calculating	 the	 wavelength	and	amplitude	of	the	of	K-H	waves	presented	in	chapter	4.	Should	such	a	method	be	viable,	wavelengths	could	be	compared	to	those	predicted	from	K-H	theory,	to	lend	extra	weight	to	the	K-H	as	the	driving	mechanism.	Wave	amplitudes	could	be	compared	between	other	identified	wave	crossing	sets	as	a	comparison	of	wave	evolution,	which	would	be	useful	in	understanding	how	K-H	waves	might	develop	as	they	propagate	along	the	magnetopause.			 Chapter	 5	 does	 not	 address	 the	 K-H	 instability	 at	 higher	 latitudes	 away	from	 the	equatorial	plane,	 and	due	 to	a	 lack	of	magnetopause	encounters,	does	not	 cover	 local	 time	 regions	 past	 ~19:00hrs.	 Evaluating	 the	 instability	 as	 a	function	of	latitude	would	be	useful	to	understanding	the	actual	spatial	size	of	the	
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K-H	unstable	region	at	Saturn,	while	an	assessment	of	the	instability	at	later	local	times	would	provide	 improved	understanding	as	 to	how	the	 instability	evolves.	The	 method	 used	 to	 evaluate	 the	 instability	 does	 not	 consider	 individual	magnetospheric	 ion	 corotation	 velocities	 or	 propagated	 solar	 wind	 velocities,	rather	it	relies	on	average	values.	Improvements	in	the	availability	and	reliability	of	ion	velocities,	and	incorporating	STEREO	data	alongside	ACE	data	for	use	in	the	mSWiM	 model	 could	 allow	 for	 individual	 velocity	 measurements	 to	 be	 used	reliably	for	the	majority	of	crossings.	The	proposed	explanation	for	the	larger	BΦ	field	 component	 close	 to	 the	 magnetopause	 at	 dawn	 compared	 to	 dusk	 needs	further	testing	and	consideration.	Such	a	future	study	is	suggested	in	section	7.3.			 Chapter	6	provided	a	rather	unsatisfactory	conclusion:	either	vortices	are	not	 present,	 or	 the	 detection	 criteria	 used	was	 unsatisfactory.	 By	 developing	 a	method	 to	 estimate	 radial	 boundary	 velocity	 as	 the	 magnetopause	 passes	 the	spacecraft,	this	problem	could	be	addressed.	Alternatively,	another	set	of	vortex	identification	criteria	could	be	employed,	leading	to	the	study	proposed	in	section	7.3.	No	attempt	has	been	made	throughout	this	thesis	to	estimate	the	amount	of	energy	that	could	feasibly	be	transported	across	the	magnetopause	as	a	result	of	the	K-H	instability.	Assessment	of	the	LLBL	thickness	and	size	of	any	identifiable	K-H	vortices	could	be	used	to	give	some	idea	of	 the	amount	of	energy	 involved,	and	 could	 provide	 a	 useful	 comparison	 to	 observed	 instances	 of	 magnetic	reconnection	at	Saturn.			7.3	Future	work			 The	 Cassini	 spacecraft	 will	 continue	 to	 explore	 Saturn’s	 magnetic	environment	until	at	 least	2017,	during	which	time	many	more	crossings	of	 the	magnetopause	 will	 be	 made.	 These	 crossings	 would	 be	 useful	 to	 add	 to	 the	crossings	 already	 utilised	 for	 the	 K-H	 instability	 assessment	 of	 chapter	 5,	 and	could	 supply	 sufficient	 coverage	 to	 make	 a	 latitudinal	 K-H	 assessment	 study	worthwhile.	Some	of	these	crossings	could	also	result	in	a	vortex	detection	via	the	method	utilised	 in	chapter	6.	Additionally,	 it	would	be	 interesting	to	 investigate	the	 reduction	 in	 subcorotation	 velocities	 at	 Saturn	 as	 recorded	 by	 Voyager	
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compared	with	Cassini,	as	previously	mentioned	in	chapter	5.	If	there	actually	has	been	 a	 statistically	 significant	 corotation	 velocity	 reduction	 in	 the	 outer	magnetosphere,	 then	 analysing	 the	 potential	 reasons	 behind	 this	 would	 be	 a	fascinating	project	in	its	own	right.		 	
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Appendices			A.1	Minimum	Variance	Analysis		Minimum	variance	analysis	involves	calculating	the	eigenvalues	and	corresponding	eigenvectors	of	a	covariance	matrix	produced	from,	for	example,	a	time	series	of	a	particular	vector	quantity.	The	eigenvector	associate	with	the	smallest	eigenvalue	defines	the	direction	in	which	the	vector	quantity	has	varied	the	least.	If	a	time	series	of	vectors	is	denoted	by:			
Bi	=	(Bxi,	Byi,	Bzi)		 	 	 	 	 	 (A1.1)		Then	the	covariance	matrix	is	given	by:		 𝑉𝑎𝑟 𝐶𝑜𝑣¢ 𝐶𝑜𝑣£𝐶𝑜𝑣¢ 𝑉𝑎𝑟¢ 𝐶𝑜𝑣¢£𝐶𝑜𝑣£ 𝐶𝑜𝑣¢£ 𝑉𝑎𝑟£ 	 	 	 	 	 (A1.2)		where	Vara	is	the	variance	in	quantity	a,	where	a	can	be	either	x,y,	or	z,	and	Covab	is	the	covariance	between	quantities	a	and	b,	so	(A2.2)	can	be	expressed	more	fully	as:		 (𝐵 − 𝐵)(𝐵 − 𝐵)*¤ (𝐵 − 𝐵)(𝐵¢ − 𝐵¢)*¤ (𝐵 − 𝐵)(𝐵£ − 𝐵£)*¤(𝐵 − 𝐵)(𝐵¢ − 𝐵¢)*¤ (𝐵¢ − 𝐵¢)(𝐵¢ − 𝐵¢)*¤ (𝐵¢ − 𝐵¢)(𝐵£ − 𝐵£)*¤(𝐵 − 𝐵)(𝐵£ − 𝐵£)*¤ (𝐵¢ − 𝐵¢)(𝐵£ − 𝐵£)*¤ (𝐵£ − 𝐵£)(𝐵£ − 𝐵£)*¤ 			(A1.3)		This	covariance	matrix	can	then	be	substituted	into	the	eigenvector	equation	as	follows:		 𝑪. 𝒗 = 𝜆. 𝒗	 	 	 	 (A1.4)	
	where	C	is	the	covariance	matrix,	v	is	an	eigenvector	and	λ	is	an	eigenvalue.		
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This	equation	has	solutions	when:			 det 𝑪 − 𝑰𝜆 = 	0		where	I	is	the	identity	matrix.	The	determinant	is	calculated	as	follows,	and	set	to	zero:			
det 𝑉𝑎𝑟 − 𝜆 𝐶𝑜𝑣¢ 𝐶𝑜𝑣£𝐶𝑜𝑣¢ 𝑉𝑎𝑟¢ − 𝜆 𝐶𝑜𝑣¢£𝐶𝑜𝑣£ 𝐶𝑜𝑣¢£ 𝑉𝑎𝑟£ − 𝜆 		=	0	 	 	 (A1.5)		This	results	in	three	eigenvalues	which	when	substituted	back	in	to	(A2.4)	result	in	three	corresponding	eigenvectors.	The	eigenvector	corresponding	to	the	minimum	eigenvalue	indicates	the	direction	in	which	the	vectors	are	varying	least.			A.2	–	A	partial	derivation	of	Equation	3.1:	The	Kelvin	Helmholtz	instability	criterion	at	a	flow	shear	between	incompressible	plasmas		We	begin	with	the	MHD	induction	and	momentum	conservation	equations:			 Q𝑩Q5 = ∇× 𝒗×𝑩 − ∇× x¨% ∇×𝑩 	 	 	 	 (A2.1)		𝜌 Q𝒗Q5 + 𝒗∇ 𝒗 = 𝒋×𝑩 + 𝜌 𝑭	𝒈>X − ∇p	 	 	 	 (A2.2)		
	and	assume	ideal	conditions,	i.e.	is	infinitely	conducting	(E	=	-v	x	B)	and	so	the	second	term	on	the	right	hand	side	of	A2.1	disappears,	and	introduce	the	displacement	vector,	δx,	given	by	δv	=	dδx/dt.	(A2.1)	and	(A2.2)	can	now	be	written	as		
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	𝛿𝑩 = 	∇	×	 𝛿𝒙×	𝑩𝟎 = 𝑩𝟎. ∇δ𝐱 − 𝛅𝐱. ∇𝐁𝟎 − 𝐁𝟎∇. δ𝐱	 	 (A2.3)		 𝜇𝑚𝑛 𝑑K𝛿𝒙 𝑑𝑡K = 	−𝜇∇δp − 𝜹𝑩×(∇×𝐁𝟎) − 𝐁𝟎×(∇×𝛅𝐁)		 (A2.4)		where	the	induction	equation	has	been	integrated	with	respect	to	time,	∇	×	𝑩 =𝜇𝒋	and	all	other	forces	given	by	Fg	are	assumed	negligible,	and	the	total	derivative	of	velocity	is	only	dependant	on	time	and	not	space.	Zero-order	parameters	are	assigned	the	subscript	0.	The	triple	vector	product	rule	𝑨× 𝑩×𝑪 = 𝑨. 𝑪 𝑩 − 𝑨.𝑩 𝑪	has	also	been	applied,	and	we	note	that	both	δx	and	B0	are	functions	of	space	and	time,	i.e.	δx	=	δx(r,t)	and	B0	=	B0(r,t).	First	order	variation	of	total	pressure	is	defined	by:		 𝜇𝛿𝑝5³5 = 𝜇𝛿𝑝 + 𝑩. 𝛿𝐵	 	 	 	 (A2.5)		Eliminating	δB	from	(A2.4),	one	obtains:		 𝑚𝑛 (𝒗. ∇)K − Q,Q5, 𝛿𝒙 = ∇δ𝑝5³5 + 𝒂	 	 	 (A2.6)		where	the	Alfven	velocity	𝑣 = 𝑩𝟎 𝜇𝑚𝑛.	The	vector	on	the	right	hand	side	of	(A2.6)	results	from	combination	of	the	vector	operations	in	(A2.3)	and	(A2.4),	which	can	be	ignored	for	the	remainder	of	the	derivation.		(A2.6)	shows	the	coupling	of	the	Alfven	wave	on	the	left-hand	side	to	the	total	pressure	disturbance	on	the	right-hand	side.	Since	the	divergences	of	both	the	zero-order	and	the	disturbed	magnetic	field	components	vanish,	(A2.3)	and	(A2.4)	can	be	manipulated	into	an	equation	for	the	total	pressure	variation:		 ∇K𝛿𝑝5³5 = −𝑚∇. 𝑛 3,µ𝒙35, + x% ∇×(𝛿𝑩. ∇𝑩𝟎 + 𝑩𝟎. ∇𝛿𝑩)	 	 (A2.7)			
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Plasma	and	flow	are	assumed	to	be	homogeneous	on	both	sides	of	the	discontinuity,	so	that	total	pressure	balance	is	satisfied	to	all	orders	outside	the	boundary.	This	implies	that	the	perturbation	is	incompressible,	i.e.	∇. δ𝐯 = 0.	Because	of	these	assumption,	the	right	hand	side	of	(A2.7)	vanishes,	and	the	disturbance	of	total	pressure	satisfies:		 ∇K𝛿𝑝5³5 = 0	 		 	 	 	 (A2.8)		Therefore,	the	only	change	in	δptot	occurs	right	at	the	infinitely	thin	boundary,	while	pressure	disturbance	fades	with	increasing	distance	from	boundary.	Another	consequence	of	plasma	homogeneity	is	that	vector	a	vanishes.	Equations	(A2.6)	and	(A2.8),	with	appropriate	boundary	conditions,	form	the	basic	linearized	system	of	equations	describing	surface	waves	propagating	along	the	boundary	between	the	two	magnetised	plasmas.			Due	to	homogeneity	of	the	problem	along	the	interface,	the	plane	wave	ansatz	in	the	(x,	z)-plane,	where	the	y-direction	is	normal	to	the	interface,	can	be	used	as	a	wave	solution,	for	both	variables	Δx	and	δp,	with	horizontal	wavenumber	𝒌 =𝑘𝒆𝒙 + 𝑘¢𝒆𝒚,	and	frequency	ω.	Solving	(A1.6)	one	obtains:		 𝛿𝒙 = ∇¸^¹º¹>»*% ¼,½(𝒌.𝒗¾), 	 	 	 	 (A2.9)		and	the	solution	to	(A2.8)	is	given	by:		 𝛿𝑝5³5 = 𝑝 exp −𝑘 𝑦 exp	[−𝑖 𝑤𝑡 − 𝑘𝑥 − 𝑘£𝑧 ]	 	 (A2.10)		where	k2	=	kx2	+	kz2.	The	exponential	y	dependence	of	this	solution	takes	into	account	the	decay	in	amplitude	of	the	disturbance	away	from	the	interface.	Therefore,	outside	the	boundary	the	wave	is	evanescent,	because	no	free	energy	is	available	to	further	feed	its	amplitude.			 The	physical	boundary	conditions	applied	at	the	interface	also	account	for	this	fact,	hence	the	normal	component	of	the	displacement,	δxy,	must	be	
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continuous,	and	total	pressure	balance	across	the	tangential	discontinuity	is	required.	Parameters	either	side	of	the	boundary	may	vary,	and	are	given	subscripts	1	and	2	to	distinguish	between	regions.	In	region	1	the	plasma	streams	with	constant	velocity	v0,	which	implies	that	the	wave	frequency	in	region	1	will	be	Doppler-shifted	to	ω1=ω2-k.v0	where	ω2	=	ω,	the	non-shifted	frequency	in	region	2.	Since	δptot	is	continuous,	the	condition	of	continuity	on	the	y-component	of	the	displacement	yields	the	dispersion	relation	of	the	KH	instability:		 *%,[¼,½ 𝒌.𝒗¾, ,] + *%[(¼½𝒌.𝒗%),½ 𝒌.𝒗¾ ,] = 0	 	 	 (A2.11)		where	normal	on	either	side	of	the	boundary	point	in	opposite	directions.			(A2.11)	is	quadratic	in	frequency,	leading	to	an	unstable	solution	for:		 𝜔ÅÆ = 	 *%𝒌.𝒗𝟎*%Ç*%,	 	 	 	 (A2.12)		which	corresponds	to	the	appearance	of	a	complex	root,	when	the	instability	becomes	unstable	and	supports	wave	growth,	given	by:		
	 (𝒌. 𝒗)𝟐 > 	 *%Ç*%,*%*%, [𝑛[(𝒌. 𝒗)K + 𝑛K[(𝒌. 𝒗K)K]		 	 (A2.12)		which	can	be	expressed	in	the	form	used	throughout	this	thesis,		𝒌. 𝑽K − 𝑽 K > x% R% + R%, [(𝒌. 𝑩)K+(𝒌. 𝑩K)K] where v0 = |V2 – V1|. 		
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