How is exchange rate pass-through (ERPT) measure affected by increasing participation in global value chains? This paper measures ERPT for value-added trade, where production of exportable intermediate inputs requires sharing among countries in a back-and-forth manner for producing a single final product. Estimation of pass-through was done using World Input-Output Database (WIOD), World Economic Outlook (WEO), and OECD statistics. Empirically estimated findings suggest that ignoring the value-added trade will cause a systematic upward bias in the estimation of ERPT. From empirical investigation, it is also evident that there exists substantial heterogeneity in pass-through rates across sectors: sectors with high-integration into global market functions with a lower rate of exchange in comparison to sectors with less integration. JEL Code: F14, F23, F41, L16
Introduction
In international economics, prices and exchange rates lie at the heart of classic academic and policy analysis (Burstein and Gopinath, 2014) . 1 The exchange rate affects domestic price levels directly through imported final goods and indirectly through imported inputs used in the production of domestic goods. Conventional trade theory predicts that exchange rate increases (in other words, devaluation) will increase exports. On the other hand, imports become more expensive. When the exports of a country are produced using imported intermediary inputs, then the effectiveness of exchange rate policy becomes complex.
Empirical studies have paid little attention toward this indirect channel, maybe due to required data limitation. Under the liberalized trade era, freer factor (capital and labor) movements, technological improvements, lower transaction and communication costs, and information availability expedited cross-border production sharing. The recent availability of input-output tables across countries and over time revealed the supply-side information about the production stages of a single product compared to the traditional demand-side information. 2 This supply-side information raised some questions regarding the effectiveness of exchange rates as an automatic stabilizer in open economy macroeconomics. Therefore, the central question in international finance remains whether exchange rate pass-through is complete or incomplete, and is it heterogeneous across sectors or not?
This paper considers a back-and-forth trade structure as follows: assume there are four countries in the world, namely Bangladesh (B), India (I), China (C), and the USA (U), engaged in a global value chain of trade. 3 In this hypothetical trade structure, countries are producing apparel and textile products. Figure 1 presents the illustrated view of the proposed production structure. In stage one, countries C and I produce raw materials (cottons) for the production of textiles. In stage two, countries C and I 1 Literature explains the relationship between prices and exchange rates using the relative purchasing power parity (PPP) which states that changes in price of a product should be same across markets after converting it into a common currency (Burstein and Gopinath, 2014) .
2 Using input-output information across countries, Johnson (2014) found that the value-added exports share are lower than the gross exports share in total trade. 3 In this paper back-and-forth trade considers the case when exported products are produced with imported raw materials and imported products are produced with the exported items. See Chungy (2012) ; Timmer et al. (2014b); and Hummels et al. (2001) for more on global value chain or production fragmentation, which is the basic idea of back-and-forth trade structure.
ship the cotton to country B, and where it is refined to make threads. In stage three, country B uses some of the threads to produce fabrics in their own country and the rest is exported to country C to produce different quality fabrics. In stage four, country C exports their fabrics to country B for cutting, stitching and finalizing the product for retailers. In stage five, country B produces the final product and then exports it to country U, whereas U had sent the design in the first place. It may appear from the label of the product that it is made in country B, even though country B has a small fraction of the value-added share in the total production process.
Traditional trade theory predicts that a depreciation of country B's currency makes that country's goods cheaper to foreigners, which implies that their export to country U increases. On the other hand, exports from country C and/or country I to country U decrease. The global value chain assails this conventional prediction and reveals that, in general, this does not hold across sectors. The demand for raw materials from country C and country I increases due to the higher demand for country B's exportables.
Empirical studies in international finance overlook this secondary channel. This paper examines how exchange rate change passes-through to relative prices of exports and imports with increasing participation in back-and-forth trade. Does this pass-through change the conventional notion of the relationship between exchange rates and trade?
There have been several studies on different branches of production fragmentation, global value chain trade, and their welfare effects: both in theoretical and empirical settings. 4 However, there have been a limited number of studies, compared to other subbranches, on exchange rate pass-through under production sharing or global value chain trade. We found few studies that examined the relationship between production sharing and exchange rate pass-through. Ghosh (2009) theoretically studied the impact of exchange rate movement on cross-border production, while Ghosh (2013) empirically tested the responsiveness of trade between Mexico and the USA, focusing on production sharing exports. Powers and Riker (2013) studied exchange rate pass-through behavior under value-added trade. However, none has studied the backand-forth nature of production and value-added export to analyze the effectiveness of This paper follows a similar empirical estimation technique as Powers and Riker (2013) . However, in contrast to value-added trade as used by the former paper, we used a back-and-forth production structure to determine the value-added trade that crossed the border multiple times for the production of a single product. To construct the variable of interest (i.e., back-and-forth export), this paper uses Wang et al. (2013) 's technique to separate domestic value-added that is absorbed abroad and returned to home after some value addition. 5 From the empirical estimation, we found that the average pass-through rate ranges from 0.002 to 0.028 for different types of value-added measure, while the pass-through rate for the manufacturing sector ranges from 0.016 to 0.204 and the pass-through rate for the service sector ranges from −0.048 to 0.185.
Our estimated pass-through is higher than Powers and Riker (2013) , but similar to the value of Campa and Mínguez (2006) and Marazzi et al. (2005) . 6 A significant amount of literature has studied the macroeconomic implications of invoicing currency choice and associated trade effects. The real effective exchange rate (REER) is one of the most important indices to policy makers and academia for welfare analysis, as well as to explaining exports' competitiveness. 7 The REER also measures the change in competitiveness due to the change in the demand for goods produced by a country as a function of changes in relative price (Patel et al. (2014) ; Saito et al. (2013) ; Powers and Riker (2013) ). Competitiveness arises as changes (falls) in the cost structure of a producer make their product more competitive by enabling it to capture demand from other producers (Patel et al., 2014) ; therefore, it is important to decompose the role of competitiveness, which arises from the change in REER. Global value chain trade provides new weights that depend on both the global input-output structure and relative elasticities in production versus demand (Bems and Johnson, 2015) .
According to the above-described trade structure, an increase in prices for textile raw materials in country C or country I could very well lead to a decline in demand for country B's products, even though in country B everything remains the same; hence there is a decline in competitiveness. This paper decomposes trade elasticity into two parts: own price and price index effect. Own price effects capture the cost increase 5 This paper also has some similarity with Gaulier et al. (2008) and Campa and Mínguez (2006) in terms of the empirical estimation procedure. Gaulier et al. (2008) studied exchange rate pass-through (ERPT) at the product level for Canadian goods exported to the united states, while Campa and Mínguez (2006) studied ERPT for EURO countries. This paper combines both sectors and countries over time. We did our estimation by sectors and also by countries.
6 Using the WIOD database, and excluding 12 smaller countries and service sectors from their empirical estimation, Powers and Riker (2013) found the median pass-through rate for manufacturing sector is 0.44. They also restricted their analysis only for the period of 2000-2009. 7 The standard REER indices measured by BIS and IMF used in their surveillance are based on gross trade rather than trade in intermediate goods. The most widely-used indices published by the IMF and the Bank of England uses bilateral export shares or import shares or trade (exports plus imports) shares as their weights Bayoumi et al. (2006). due to increase in raw materials' price from an exchange rate shock. We found that there is a substantial heterogeneity both in own price and cross-price elasticities across sectors and across countries. For example, we found that a 10% increase in the nominal exchange rate of the Renminbi to the USD (10% depreciation of the Renminbi relative to the USD) will increase China's agriculture, forestry, and fisheries exports by 2.3%.
Further, we found that due to the negative effect of own price effect, exports decrease by 0.19%, while for positive cross-price effect exports increase by 2.5%. This paper is organized as follows: section 2 describes some recent literature on global value chain trade, real exchange rate measurement, and competitiveness issues.
Section 3 describes the methodology and data for examining the difference between other approaches and this approach. Section 4 discusses the empirical findings from the data. Finally, section 5 concludes.
Literature Review
Since the early 1980s, there has been a considerable amount of research on exchange rate pass-through (ERPT), mainly in advanced countries. Although previous research explained the ERPT as the changes in consumer prices due to changes in exchange rate, recent studies included both the change of producer prices or consumer prices due to a change in import prices. The effect of exchange rate pass-through depends on both time dimension and pricing strategy. Under the producer currency pricing (PCP), prices are determined in the exporter's currency, then import price passes completely.
On the other hand, under local currency pricing (LCP), exporters' prices vary with the exchange rate changes but the destination (importer) prices are stable. However, a complete pass-through may occur if the production process takes place under perfect competition, while incomplete pass-through may occur in an imperfectly competitive environment.
Nowadays, the production process becomes more complicated, with several stages of imported intermediate inputs. In consequence of the multi-stage production process, traditional trade statistics become increasingly less reliable for defining the margin of a contribution made by each single country. Hummels et al. (2001) , in their seminal pa-per, came up with the idea of vertical specialization (VS) in production processes. They defined vertical specialization under some assumptions, such as a good is produced in at least two sequential stages, at least two countries provided value-added during the production of the good, at least one country must use imported inputs in the production process, and part of the output must be exported. Using input-output table information from 14 countries (10 OECD and 4 emerging economies) for the period of 1960-1990, they found that the VS share of merchandise exports for the 10 OECD countries was 0.20 and smaller countries have VS shares as high as 0.4, on average.
Moreover, for the entire sample they found the VS share grew by about 30% during the time period, and growth in VS exports accounted for 30% of the growth in the overall export/GDP ratio.
However, when a country exports processing goods, then vertical specialization with multi-stage processes will give a biased result. Koopman et al. (2012) (Johnson and Noguera (2012) ; Koopman et al. (2014); and Daudin et al. (2011) ), the World Input-Output database (WIOD) (Koopman et al. (2012 (Koopman et al. ( , 2014 ; Wang et al. (2013) ), and the OECD-WTO TiVA Database to explore this issue.
As the production process became more fragmented, standard official gross trade statistics account the total value of goods at each border crossing, rather than the net value added at each crossing point. Johnson and Noguera (2012) computed the valueadded content of trade, combining global input-output tables with bilateral trade data for several countries. They separated gross output of a country by destination where it is absorbed in their final demand then they used value-added to output ratios for the country of origin to compute the value added output transfer to each destination. They mapped where the value added was produced and where it was absorbed.
Measuring competitiveness when trade is happening in a back-and-forth setting can be defined by REER. Intermediate inputs sharing in the production process change the relative price of goods, but are less sensitive to the domestic factor price movement. Bayoumi et al. (2013) formulated a new index of REER and named it REER-goods, where goods are produced using both domestic production inputs and foreign production inputs. They incorporated the price of goods as a function of the price of production factors, which were embedded in goods. They concluded that their result captured a depletion in competitiveness due to a rise in relative factor costs or an appreciation of nominal exchange rate. In determining the price index, they used the two-level constant elasticity of substitution (CES) functional form as the production technology, which separated domestic value-added and foreign value-added used in the domestic production instead of using one CES price aggregator, as Armington (1969) However, with the availability of a more structured database, it was found that the value-added export (VAX) ratio has two limitations. Wang et al. (2013) identified that the VAX ratio cannot consistently explain sectoral, bilateral or bilateral-sectoral level fluctuations. They also pointed out that even after reformulation, some of the important features such as the back-and-forth nature of value addition by sectors cannot be explained by the VAX ratio, as proposed by Johnson and Noguera (2012) . Koopman et al. (2014) , revealed that the total gross exports of a country can be decomposed into domestic value addition, foreign value addition and also detect the double-counted value added portion for the countries. However, this method cannot differentiate sectoral, bilateral or bilateral-sector level value addition. The exports in a given sector from a country use value-added from other sectors in the same country, and valueadded from both the same sectors and other sectors in other countries (Wang et al., 2013) . Augmenting Koopman et al. (2014) 's framework and incorporating the above limitations, Wang et al. (2013) applied the gross exports decomposition formula to bilateral-sector level data. Their decomposition framework can explain any level of dis-aggregation from gross trade flows into domestic value-added engrossed abroad; domestic value added that is initially exported but eventually returned home; only foreign value-added; and pure double counting terms. and Cheung et al. (2012) ). In a multi-country, multi-sector production, both foreign and domestic inputs play an important role in external sector adjustment. Mismeasured preference weights and price elasticity parameters from the traditional value-added model give a biased result in relative price response. Bems (2014) decomposed the deviation due to price fluctuation into "imported input" and "domestic input" categories based on preference weights. Imported input lowers barriers to economic openness, and thereby increases the responsiveness of relative price to a given external adjustment, i.e., the traditional value-added model understated price adjustment. Domestic input increases service embedded manufacturing trade or lowers net manufacturing trade; therefore, the traditional value-added model overstates the price adjustment.
He also showed that mismeasurement overstates CES price elasticity and interaction of both preference and weight effects and price elasticity understate the price response effects.
Recent research also showed that exchange rate has experienced a freat deal of variation over recent decades, whereas the price has changed relatively little. Amiti et al. (2014) found that larger exporters were also larger importers. They showed that the value of a country's currency is associated with its trade partners through the imports of intermediate inputs, which reduces the need for exporters to adjust their export market prices. To check their theoretical framework, they used firm-level data for Belgium and found that exporters with larger imported input share pass lower exchange rate variation into export prices. They investigated their results further, decomposed them into several channels, and found that higher import-intensive firms have the higher export market shares. They concluded that a small exporter with no imported inputs has a nearly complete pass-through, while a large import-intensive exporter has a passthrough of just above 50%, at an annual horizon.
Economic models for accounting exchange rate pass-through rely on the assumption that exports are denominated in exporters' currency fully and the exported items are fully produced with exporters' own value addition Riker (2013, 2015) ).
However, as global value chain estimation becomes forthright, calculating the share of the cost structure for exports becomes easier. Using the input-output tables, Powers and Riker (2015) calculated the exchange rate pass-through coefficient for 28 countries for 13 manufacturing sectors. They found that exchange rate pass-through denominated in the costs of the exporters' currency are inclined to understate the pass-through rates and to overstate the adjustment of the exporters' markups to movements in exchange rates. They also found that without incorporating value-added trade, trade elasticity estimates are systematically overstated.
Methodology and Data

Model
This structural model is derived from Bems and Johnson (2015) and Powers and Riker (2013) to estimate exchange rate pass-through, which accommodate value-added trade.
This section is divided into two parts. In the first part, we derived the estimable equation of exchange rate pass-through using value-added trade, prices, and exchange rates. In the second part, we derived the trade elasticity based on the parameters driven in part one and value-added trade information.
Exchange Rate Pass-Through
Let's assume that the world economy consists of many countries (i, j, and k ∈ {1, 2, ..., N}).
Each country follows Armington type production function to produce a tradable good in sector s using both intermediate and final goods. Country i's total output, Q i , is produced combining both domestic value-added, X i , and the composite intermediate inputs, V i . The composite intermediate inputs are the aggregate of domestic and foreign imported inputs, where inputs are imported from country j to country i. The production process follows constant elasticity of substitution (CES) form:
where the α's are aggregation weights, and σ is the elasticity of substitution among composite inputs.
Solving the maximization problem in (3.1), yields the demand function as follows:
The value of total value-added trade (V i j ) is simply equal to the price times quantity, i.e., V i j = P i j q i j . Then we have:
With CES demand preferences for a product in sector s, intermediate inputs from distinct countries are imperfect substitutes to each other with an elasticity of substitution of σ. Relative expenditures on different products is a constant elasticity of the relative prices in the consumer's currency.
Here V i j,t value of exports from country i to country j in the currency of j; V j j,t value of export in the destination country j in the currency of j; P i j,t price of exports from country i in the currency of country j; P j j,t price of domestic export in currency j. As this equation is sector specific, therefore, any subscription for sector is avoided.
Taking total differentiating and using "hat" algebra, we can write (3.4) as follows:
P i j,t is the weighted average of the imported inputs prices for the exports at source country currency, p kk,t divided by the exchange rate of source country to country j, E k j,t with an additional markup λ. This λ captures the exchange rate pass-through coefficient.p
θ ki,t captures the cost share of country k's exports in the sector s in country i at year t. Using equation (3.5) and (3.6)
Trade Elasticity
In order to calculate the trade elasticity, we used the same CES preferences structure, however, instead of relative demand, we used relative expenditures on exports from country i to country j as follows:
Y jt total consumer expenditure in each sector in the country j; P jt is the CES price index in the country j for each sector.
Taking total differentiating and using hat algebra,
where,p j,t is the expenditure weighted average of percentage changes in the prices of imports from all source countries.p
where, γ k j,t is the share of exports from country k to country j in the total expenditures of the country k in year t. Substituting equation (3.5) and (3.9) into (3.8) and settingŷ j,t = 0, yields as follows:
Now settingP i j,t = 0 for all i and j, and using exchange rate as the relative currency prices between country i and country j, we can write (3.10) as follows:
From equation (3.12), we derived trade elasticity as the percentage change in the value of exports from country i to country j in response to a one percent increase in E i jt i.e., dv i j,t dÊ i jt
. Then we decomposed the trade elasticity into two parts: own price effect and price index effect.
prices index effect (3.14)
From equation (3.13), we expect that the trade elasticity is positive. The own price effect is always positive, and it is increasing in the country i's share of the value added in its own production in the sector. The price index effect is always negative, and it is declining in the country j expenditure-weighted average of country i's share of the value added in the production of each country that exports to country j (Powers and Riker, 2013) .
Data
The world's export-to-output ratio grew from 20 to 25 % during 1995-2009; the increase is even more for Southeast Asian countries (especially China with 23 to 39 %) and northern European areas . This variation in output and gross exports might be due to the production of the same amount of output using more imported intermediate inputs, which cross borders multiple times. In this section, we describe the available data sources, their advantages, and disadvantages. international trade as a network of trade flows is therefore the possibility to visualize the e↵ect of the relationship between the trading countries and the structure of the network itself, revealing patterns that are di cult to see using other approaches.
The network depicted in figure 3 is characterized by several features. Since we are accounting for just the two major export markets for every country, no specific weight is attached to the links, and the figure represents a directed unweighted (binary) network. By construction there is no disconnected component in the network (i.e. no county or group of countries is isolated from the rest of the network). As in figure 2 the size of the circle corresponding to a country is proportional to the number of receiving links, and is highly heterogeneous. In figure 3 highly connected nodes are generally placed at the center of the network (i.e US, Germany, China and Japan (JAP), France (FRA) and the UK (BGR)), while less well connected countries are placed at the hedges of the figure.
The structure of the network is both core-periphery and multipolar, with a leading role played by the main European economies (on the upper right) and the United States (on the bottom left). Japan (on the bottom centre) and the emerging economy of China hold a notable position in the network, acting as the third pole. Ancillary to the United States -and in some cases to China and other East and South Asian countries -is the position i.e., the larger the circle size, the higher the connection in the global production system. This figure also depicts that when countries are trading more, they remain closer (not in the geographical position, but in the trade arms). For example, European countries have a higher trade among themselves, so they are placed a short distance from each other, and the United States, Japan, and China are placed close together as they trade more among themselves. From this figure, it is evident that for analyzing cross-country production sharing by sectors, we need international input-output table (IIOT) data.
The following section sheds more light on the IIOT database. However, the information for this database is comes from unofficial sources, mostly submitted by the GTAP members. The Eora multi-region IO database provides a time series of high-resolution input-output (IO) tables with matching environmental and social satellite accounts for 187 countries.
In this paper, we use the WIOD database over other global input-output tables.
This database has several advantages compared to others. Firstly, WIOD is constructed from world input-output tables (WIOT) and is designed to capture value added trade and consumption over time using national account statistics from respective countries.
Secondly, the WIOTs are constructed from national supply and use tables (SUTs), which Timmer et al. (2014a) are constructed from official statistical sources. 9 Thirdly, apart from WIOTs, WIOD also provides socio-economic accounts (SEA) data on quantity and prices of input factors, workers, and wages by level of educational attainment and capital inputs. Finally, WIOD is completely free, whereas the OECD-WTO has limited accessibility, the GTAP database needs purchasing, and the IDE-JETRO has only one regional perspective rather than the world as a whole. 
Empirical Estimation
This section describes the construction of the variables from the WIOD database and following the methodology described in section 2. Following the description of the estimation procedure, we discuss the empirical findings.
Estimation Strategy
This paper uses the WIOTs to calculate value-added trade shares, consumer price index from the World Economic Outlook (WEO) database as a measure of prices in local currency, and we also use the OECD producer price index instead of GDP deflator or inflation index as a proxy for price measures. 11 We took nominal bilateral exchange rates across countries during the sample period from UNCTAD Stats.
The value-added trade shares are calculated from the WIOT, where each row shows the global use of respective sector's output in each country by sector, i.e., whether that product is used as an intermediate input by the industry or is used as a final good by consumers in each country. The columns indicate the total inputs from each country, plus the value added (value-added by labor and capital) in each country-sector, that are supplied to produce the total output of a product in each country. Next, the valueadded is calculated using equation 4.1
where A is the matrix of intermediate inputs needed to produce one unit of output, and (I − A) −1 is known as Leontief inverse, which represents the gross output values that are generated in all stages of the production process of one unit of consumption.
F represents a diagonal matrix of value added to gross output ratios in all industries in all countries. The value-added exports of a country, C, counts the consumption to other countries in consideration. Although this method can retrieve a value-added trade structure, it failed to define back-and-forth trade exclusively.
This paper follows the methodology of Wang et al. (2013) Moreover, as a robustness check, we also estimated other models where dependent variables are intermediate goods returned home as final goods and value-added trade, and for sub-sample only for the manufacturing sectors. Apart from those, we also estimated the above-mentioned models with 100% value-added share to compare with our results.
Estimation Results
This section presents the empirical estimation results following the above-mentioned methodology. Section 4.2.1 presents the aggregated (pooled over sector and country) exchange rate pass-through along with sector-level estimations, while section 4.2.2 presents the trade elasticity calculated using equation 3.14.
Exchange Rate Pass-Through
For the empirical econometric estimation, we used equation (3.6) in the following equation (4.2):v i j,t −v j j,t = β 0 + β 1p j j,t + β 2 Σ k θ ki,t (p kk,t −Ê k j,t ) + η i j,t (4.2)
12 Koopman et al. (2014) first provided an accounting framework to decompose total gross exports of a country into nine value-added and double counted components. Although, their accounting framework can define the back-and-forth nature of trade, this framework is suitable for country level rather countrysector studies. In the appendix, I also summarized the decomposition of Wang et al. (2013) .
13 Similar exercises were also undertaken by Powers and Riker (2013) ; they did it only for 13 NonPetroleum sectors and for the period of 2000-2009 for selected countries. Here, the error term (η i j,t ) is independently and identically distributed. From the econometric regression, we can retrieve the exchange rate pass-through, λ, as (−β 2 /β 1 ) and the elasticity of substitution as σ can be retrieved as (1 + β 1 ). We also found that there is substantial heterogeneity across sectors in terms of passthrough rates (see table ? ? for details). Interestingly, we found that some of the sectors have a negative coefficient for ERPT and are significantly different from zero. This may happen when domestic currency depreciation raises costs of import for intermediate inputs, which leads to a decrease in exports of goods. Therefore, the service sector's negative ERPT can be a result of the increasing embodiment of services into manufacturing exports. countries have the higher share in the global production chain and lower value of ERPT coefficient. From the figure, it is evident that Germany (DEU) has the highest share of domestic value-added that returned home and ERPT close to zero, which demonstrates that higher integration in back-and-forth production, and thereby exports, minimizes the effectiveness of ERPT. Similarly, developing countries, such as China, India and Mexico, have a smaller share of RDV and ERPT with close to zero (Mexico has a negative ERPT coefficient). This relationship supports our hypothesis that countries with higher integration in back-and-forth trade structure have a lower pass-through effect.
We found that our estimated coefficients vary between −0.1 and 0.18, which is significantly lower than Campa and Mínguez (2006) and Gaulier et al. (2008) . 14 . Figure 7 shows the relationship between exchange rate pass-through coefficients and share of domestic value-added that returned home (RDV) by sector. From figure   7 , it is evident that there is a lot of heterogeneity in ERPT across sectors. The first seg-14 Campa and Mínguez (2006) found a ERPT coefficient of 0.317 for EURO countries, while Gaulier et al. (2008) found that weighted average of median pass-through is 0.128 across countries. the ERPT estimate and share of domestic value-added returned home for service sectors; ERPT varies less than manufacturing. It is evident that service sectors have higher value-added share compared to manufacturing sectors. For example, financial intermediation (c28) has the highest exchange rate pass-through as well as the highest returned value-added share compared to other sectors. This result also supports the fact that the manufacturing sector's production is embodied with services.
Trade Elasticity
Following equation 3.14, we calculated trade elasticity and decomposed it into own price effect and price index effect. Table 3 presents the estimates of the elasticity of substitution for the USA in 2011 for some selected countries and sectors. We calculated the trade elasticity using equation (3.14), and the σ and λ coefficients are obtained from regression estimation. The first panel of table 3 shows the elasticity of substitution will increase the value of China's agricultural, forestry and fisheries exports by 2.3%, which we decomposed into own price effect and price index effect. The own price effect is negative and it shows that 0.19% decreases the exports from China to the USA, and this negative effect is eliminated by the positive price index effect, which increases exports by 2.5%. Similarly, for Brazil, a 10% depreciation of the Brazilian Real will increase the export from Brazil to the USA by about 0.203%, where own price effect is (0.01%) insignificant, but relatively strong positive price index effect (0.23%). The first row of panel one in table 3 also confirmes that there is substantial heterogeneity across countries in trade elasticity.
In the second panel of table 3, we can see that a 10% depreciation of the Renminbi will increase exports from China to the USA by 0.51%; on the other hand, a 10% depreciation of the Canadian dollar to the USD will increase export of food and beverages from Canada to the USA by 7.64%. A similar depreciation of the Japanese Yen will increase exports from Japan to the United States by 0.078%, and for India it will increase exports from India to the United States by 0.051%. These results confirm that for a particular sector, higher trade elasticity value associated with a country implies a higher domestic value-added content in their exports.
Panel three in table 3 shows that a 10% depreciation of the Mexican peso to the USD will increase exports of textile and textile products to the United States by 17.2%, and most of this positive export change is driven by the larger positive price index effect compared to very small negative own price index effect. With a 10% depreciation of the Indian rupee, exports of textile and textile products from India to the United States will increase by 3.17%.
Likewise, panel four in table 3 presents trade elasticity for the sector of machinery and related equipment. Column 4 shows that a 10% depreciation of the Renminbi to the USD will increase exports of machinery from China to the USA by 2.01%, while a similar depreciation of the Mexican peso will increase machinery exports from Mexico From the input-output table, we estimate the sources of value added in final goods traded and consumed in the world.
From the empirical estimation, we found that the average pass-through rate ranges from 0.002 to 0.028 for different types of value-added measure, while the pass-through rate for the manufacturing sector ranges from 0.016 to 0.204 and the pass-through rate for the service sector ranges from −0.048 to 0.185. We found that there is substantial heterogeneity in exchange rate pass-through measures across sectors and also across different specifications of value-added measure. However, our result is consistent across all the value-added measures and also for all the sectors in which exchange rate plays a minimum role in a trade policy settings.
This paper decomposes trade elasticity into two parts: own price and price index effect. Own price effects capture the cost increase due to increases in the price of raw materials from an exchange rate shock. We found that there is a substantial heterogeneity both in own price and cross-price elasticities across sectors and across countries. For example, we found that a 10% increase in the nominal exchange rate of the Renminbi to the USD (10% depreciation of the Renminbi relative to the USD) will increase China's export of agricultural, forestry and fisheries by 2.3%. Further, we found that due to the negative effect of own price effect, exports decreased by 0.19%, while for positive price effect, exports increased by 2.5%.
This paper contributes to the literature in several ways. We proposed an alternative theoretical model incorporating a back-and-forth production structure to estimate ERPT. Additionally, we empirically tested our structured model, which incorporates back-and-forth production structure and value-added trade. From our estimation result, it is evident that trade elasticity estimates that do not consider the intermediate 
