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Primarni cilj ovoga rada je kreirati model multinomne logisticˇke regresije koji c´e najbolje predvidati
kreditnu rizicˇnost klijenata jedne banke. Koristimo bazu podataka klijenata u kojoj su klijenti kla-
sificirani kao dobri, srednji ili losˇi. Dobre klijente smo definirali kao klijente koji niti jednom
nisu kasnili pri otplati kredita, srednji nisu nikad kasnili visˇe od 31 dan, a losˇi su barem jednom
zakasnili visˇe od 31 dan.
U kreditnoj praksi za kreiranje modela kreditnog rizika najcˇesˇc´e se koristi binomna logisticˇka
regresija pri cˇemu se za kreiranje modela uzimaju podaci samo o dobrim i losˇim klijentima, dok
se srednji izostavljaju. Razlog tome je sˇto izostavljajuc´i srednje klijente iz analize, divergencija
izmedu definicija dobrih i losˇih klijenata je vec´a, a na temelju rezultata modela za svakog klijenta
dobiva se jednostavan odgovor - vjerojatnost da klijent bude losˇ.
No, uvodec´i srednje klijente u model kreditnog rizika dobiva se kompletna slika o klijentima
pojedine banke. Razlog zbog kojeg ih je korisno ukljucˇiti u model je i taj sˇto se u bazi podataka
nalaze i klijenti cˇiji su krediti josˇ aktivni, te ukoliko je skup podataka mali, svaki raspolozˇivi po-
datak mozˇe biti znacˇajan.
U drugom poglavlju definirani su eksponencijalna familija distribucija, generalizirani linearni
modeli te binomna logisticˇka regresija.
Trec´e poglavlje je prosˇirenje binomne logisticˇke regresije na multinomnu gdje ovisna varijabla
mozˇe poprimiti jednu od J kategorija, J > 2. Napravljeno je prosˇirenje generaliziranih linernih
modela, definirana multinomna distribucija, te objasˇnjena razlika izmedu nominalne i ordinalne
logisticˇke regresije. U konacˇnici definiran je model multinomne logisticˇke regresije (nominalne i
ordinalne), opisan proces procjene parametara koja se vrsˇi metodom maksimalne vjerodostojnosti,
te neki nacˇini ocjene kvalitete modela.
Cˇetvrto poglavlje je primjena trec´eg poglavlja na problem kreditnog skoringa. Definirana je
baza podataka na kojoj je provedena analiza. Za svaku neovisnu varijablu je napravljena kratka
analiza kako bi detektirali koje neovisne varijable najbolje razlikuju kategorije ovisne varijable.
Na temelju dobivenih rezultata kreiran je model multinomne logisticˇke regresije, te je na validacij-
skom uzorku, koji se sastoji od podataka koji nisu korisˇteni za kreiranje modela, izvrsˇena provjera
tocˇnosti modela. Takoder, kreiran je i binomni model samo s dobrim i losˇim klijentima, te su
usporedeni rezultati oba modela.
Analiza podataka i kreiranje modela provedeni su u programskom jeziku R.
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2 Logisticˇka regresija
Ovisna varijabla kod logisticˇke regresije je diskretna (kategoricˇka) i dihotomna, tj. mozˇe poprimiti
jednu od dvije vrijednosti od kojih su obe nekakve kategorije. Neovisne varijable mogu biti i
kategoricˇke i metricˇke.
Model logisticˇke regresije pripada familiji generaliziranih linearnih modela. Stoga c´emo se
prije definicije modela upoznati s pojmom eksponencijane familije koja je vazˇna za razumjevanje
generaliziranog linearnog modela kojeg c´emo u nastavku takoder definirati.
2.1 Eksponencijalna familija distribucija
Definicija 2.1.1 Neka je Y slucˇajna varijabla cˇija vjerojatnosna distribucija ovisi o parametru
θ. Distribucija slucˇajne varijable Y pripada eksponencijalnoj familiji ako njena funkcija gustoc´e
mozˇe biti zapisana u sljedec´em obliku:
f (y;θ) = s(y)t(θ)ea(y)b(θ), (2.1)
gdje su a, b, s i t poznate funkcije. (Barnett, Dobson, 2008.)
Definiramo li s(y) kao s(y) = ed(y), a funkciju t(θ) kao t(θ) = ec(θ), prethodna funkcija poprima
sljedec´i oblik,
f (y;θ) = exp[a(y)b(θ)+ c(θ)+d(y)]. (2.2)
Ukoliko vrijedi a(y) = y, kazˇemo da distribucija ima kanonsku (standardnu) formu, dok cˇlan
b(θ) nazivamo i prirodni parametar distribucije. Ako postoje i drugi parametri, dodatni uz θ koji
je od interesa, oni se smatraju poznatima i ne procjenjujemo ih.
Neke od distribucija koje pripadaju eksponencijalnoj familiji su Bernoullijeva i binomna.
Bernoulijeva distribucija ima funkciju gustoc´e oblika
f (y) = piy(1−pi)1−y, y ∈ {0,1}, (2.3)
gdje je pi = P(y = 1) vjerojatnost uspjeha. Neovisnim ponavljanjem istog Bernoullijevog pokusa
n∈N puta, i pri tome biljezˇec´i realizacije uspjeha, kreira se binomna slucˇajna varijabla Y sa slikom






piy(1−pi)n−y, y ≤ n. (2.4)
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Usporedimo li dobiveni izraz s jednadzˇbom (2.2), cˇlanove izraza (2.5) mozˇemo pridruzˇiti od-
govarajuc´im funkcijama iz (2.2) na sljedec´i nacˇin:
a(y) = y b(pi) = ln
pi
1−pi
c(pi) = n ln(1−pi) d(y) = ln n!
y!(n− y)! . (2.6)
Dakle, binomna distribucija pripada eksponencijalnoj familiji distribucija. Primjetimo ukoliko
u jednadzˇbi (2.5) vrijedi n = 1 i y ∈ {0,1}, jednadzˇba se svodi na Bernoullijevu distribuciju. U tom
slucˇaju vrijedi d(y) = 0 i c(pi) = ln(1−pi), dok funkcije a i b ostaju iste kao u (2.6). Slijedi da je i
Bernoullijeva distribucija iz eksponencijalne familije distribucija.
2.2 Generalizirani linearni model
Generalizirani linearni model definiran je u terminima skupa medusobno neovisnih slucˇajnih va-
rijabli Y1,Y2, . . . ,YN cˇije distribucije ne moraju biti jednake, ali distribucija svake od varijabli
Y1, . . . ,YN pripada eksponencijalnoj familiji i vrijede sljedec´a svojstva (Barnett, Dobson, 2008.):
1) Distribucija od Yi ima kanonsku formu i ovisi samo o jednom parametru θi (θi-evi ne moraju
svi nuzˇno biti jednaki), tada za sve i = 1, . . . ,N vrijedi:
fyi(y;θi) = exp[ybi(θi)+ ci(θi)+di(y)]
2) Distribucije svih Yi-eva su istog tipa, stoga funkcije b, c i d ne ovise o indeksu i.
Tada zajednicˇka funkcija gustoc´e varijabli Y1, . . . ,YN ima sljedec´i oblik:
















Obzirom da skup parametara {θ1, . . . , θN} inacˇe nije od direktnog interesa za model zamjenit
c´emo ga drugim skupom parametara {β1, . . . ,βK}, koji je od interesa za model, gdje je K broj
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neovisnih varijabli.
Definirajmo matricu dizajna X, tj. matricu u kojoj su prikazane mjerene vrijednosti neovisnih
varijabli X1,X2, . . . ,XK .















x11 . . . x1K
...
...
xN1 . . . xNK
 .






Sada mozˇemo definirati tzv. linearni prediktor ηi = XTi β.
Uvjetno ocˇekivanje E[Yi|Xi] = µi povezano je s linearnim prediktorom ηi na sljedec´i nacˇin
(Fahrmeir, Tutz, 2001.):
µi = h(ηi), odnosno ηi = g(µi).
Pretpostavka je da je h injekcija i dovoljno glatka funkcija. Funkcija g definirana je kao inverz
funkcije h i nazivamo je link funkcija. Ona je monotona i derivabilna i opisuje kako ocˇekivanje
ovisi o linearnom prediktoru. Link funkciju obicˇno zapisujemo u sljedec´em obliku:
g(µi) = XTi β.
Dakle, ocˇekivanje E[Yi|Xi] = µi je povezano s vektorom parametara β i modelirano na temelju
skupa neovisnih varijabli Xi, i = 1, . . . ,K.
U konacˇnici, mozˇemo rec´i da su generalizirani linearni modeli definirani kroz tri komponente
(Barnett, Dobson, 2008.):
1. ovisne varijable Y1, . . . ,YN koje dijele isti tip vjerojatnosne distribucije iz ekponencijalne
familije.
2. Skup paramatera β i neovisne varijable cˇije mjerene vrijednosti kreiraju matricu dizajna X.
3. Monotona link funkcija g.
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2.3 Model logisticˇke regresije
Model binomne logisticˇke regresije koristi se za procjenu vjerojatnosti realizacije jedne od kate-
gorija binomne ovisne varijable na temelju poznatih vrijednosti jedne ili visˇe neovisnih varijabli.





i β, i = 1, . . . ,N (2.8)
gdje je pii vjerojatnost realizacije uspjeha pri i−tom promatranju, Xi je vektor vrijednosti neo-
visnih varijabli, a β vektor parametara kao u prethodnom poglavlju. Navedena funkcija naziva
se i logit funkcija. Primjetimo da je logit funkcija prirodni parametar binomne distribucije (vidi
2.6). Izraz pod logaritmom nazivamo i sklonost (enlg. odds). U ovom slucˇaju sklonost mozˇemo
definirati kao omjer vjerojatnosti realizacije uspjeha i vjerojatnosti realizacije neuspjeha.









, i = 1, . . . ,N. (2.9)
Logit funkcija je monotona po yi i poprima vrijednosti iz cˇitavog slupa R, a vjerojatnost iz
jednakosti (2.9) poprima vrijednosti iz intervala 〈0,1〉.
Procjena parametara provodi se metodom maksimalne vjerodostojnosti (vidi [7]).
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3 Multinomna logisticˇka regresija
U prethodnom poglavlju naveli smo jedan nacˇin rjesˇavanja problema svrstavanja jedinice proma-
tranja u jednu od dvije kategorije. Ukoliko postoji visˇe od dvije kategorije ovisne varijable mozˇemo
koristiti multinomnu logisticˇku regresiju.
U ovisnosti o kakvim se kategorijama radi, odnosno kakva je slika ovisne varijable, razlikujemo
dvije vrste multinomne logisticˇke regresije: logisticˇka regresija s nominalnom ovisnom varijablom
i logisticˇka regresija s ordinalnom ovisnom varijablom.
Nominalna varijabla ima sliku u kojoj ne postoji skala ili redosljed po kojoj je neka kategorija visˇe
ili manje vrijedna od druge, kao sˇto je npr. plava, zelena, crvena, zˇuta boja, ili, odgovor na pitanje
u nekom upitniku: da, ne, ne znam, nema odgovora.
Ordinalna varijabla je ona koja poprima vrijednosti iz skupa u kojem je prisutna skala kvalitete ili
prirodni slijed, kao npr. dobar, srednji ili losˇ klijent.
Bazna distribucija za multinomnu logisticˇku regresiju je multinomna distribucija.
3.1 Multinomna distribucija
Neka je Y slucˇajna varijabla s J ≥ 2 kategorija. Neka su pi j = P(Y = j), j = 1, . . . , J, odgovarajuc´e
vjerojatnosti tako da vrijedi
J∑
j=1
pi j = 1. Promotrimo N neovisnih realizacija slucˇajne varijable Y
tako sˇto c´emo za rezulat biljezˇiti broj realizacija svake od kategorija. Broj realizacija kategorije 1
oznacˇit c´emo s y1, broj realizacija kategorije 2 s y2, i tako dalje. Na taj nacˇin dolazimo do vektora
y = [y1 y2 . . . yJ]T , gdje je y j ∈ {0,1, . . . ,N}, tako da vrijedi
J∑
j=1
y j = N. (Agresti, 2002.)
Sukladno s navedenim oznakama, definirajmo multinomnu distribuciju.
Definicija 3.1.1 Vektor Y ima multinomnu distribuciju s parametrima N ∈ N i pi ∈ RJ ako ima
sljedec´u funkciju gustoc´e:
f (y|N) = N!





2 . . .pi
yJ
J , (3.1)
i oznacˇavamo s M(N,pi1, . . . ,piJ).
Primjetimo da ukoliko J = 2 distribucija se svodi na binomnu distribuciju (vidi jednadzˇbu 2.4).
3.2 Multivarijatno prosˇirenje generaliziranih linearnih modela
Multinomni logisticˇki modeli su specijalni slucˇaj multivarijatnih generaliziranih linearnih modela.
Slicˇno kao kod univarijatnih, multivarijatni generalizirani modeli bazirani su na distribucijskoj i
strukturnoj pretpostavci.
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Neka su X1, X2, . . . XK neovisne varijable. Ovisna varijabla Yi je J−dimenzionalni vektor s
ocˇekivanjem µi = E(Yi|Xi), gdje je XiT i−ti redak matrice dizajna kao u poglavlju (2.2).
Distribucijska pretpostavka je da su Xi i Yi (uvjetno) neovisni i Yi ima distribuciju koja pripada
eksponencijalnoj familiji, tj. ima sljedec´u formu (Barnett, Dobson, 2008.):
f (yi;θi) = exp[yib(θi)+ c(θi)+d(yi)].
Odnosno, zajednicˇka funkcija gustoc´e je oblika:












Strukturna pretpostavka je da je ocˇekivanje µi odredeno linearnim prediktorom ηi = XTi βi u
sljedec´em obliku:
µi = h(ηi),
odnosno definirana je link funkcija kao inverz funkcije h, g(µi) = ηi, gdje je
– X matrica dizajna koja se sastoji od vektora X1, . . . , XN
– β matrica nepoznatih parametara i sastoji se od vektora β1, . . . ,βK
Vjerojatnosti mozˇemo zapisati kao pii j = P(Yi = j).
3.3 Model multinomne logisticˇke regresije
3.3.1 Nominalna logisticˇka regresija
Promotrimo varijablu Y koja ima multinomnu vjerojatnosnu distribuciju s J ≥ 2 kategorija. Oznacˇimo
s N broj promatranja slucˇajne varijable Y . Ako je svako od N promatranja slucˇajne varijable neo-
visno, tada svaki Yi, i = 1, . . . ,N, ima multinomnu distribuciju.
Obzirom da se pri svakom promatranju realizira jedna od J moguc´ih vrijednosti ovisne varijable
Y , neka je y matrica realizacija s N redaka i J−1 stupaca.
y =

y11 . . . y1(J−1)
...
...
yN1 . . . yN(J−1)

Svaki yi j predstavlja realizaciju kategorije j pri i-tom promatranju. Ukoliko se kategorija j
realizirala, yi j c´e poprimiti vrijednost 1, a 0 inacˇe, i vrijedi
J∑
j=1
yi j = 1.
Neka je pi matrica dimenzija N× (J−1), gdje je svaki pii j vjerojatnost realizacije j−te vrijednosti u
i−tom promatranju ovisne varijable, tj. pii j = P(Yi = j) i vrijedi
J∑
j=1
pii j = 1,∀i ∈ {1, . . . ,N}.
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pi =

pi11 . . . pi1(J−1)
...
...
piN1 . . . piN(J−1)

Matrica dizajna neovisnih varijabli, X, je dimenzije N × (K +1), gdje je K broj neovisnih vari-




x10 . . . x1K
...
...
xN0 . . . xNK

Matrica parametara β je dimenzija (K + 1)× (J − 1). Parametar βk j vezˇe se uz k−tu neovisnu
varijablu i j−tu vrijednost ovisne varijable, ∀k ∈ {0, . . . ,K} i ∀ j ∈ {1, . . . , J−1}.
β =

β01 . . . β0(J−1)
...
...
βK1 . . . βK(J−1)

Slicˇno kao kod binomne logisticˇke regresije, kod multinomne linearnu komponentu izjednacˇavamo
s logaritmom od sklonosti. Kod nominalne regresije za baznu kategoriju mozˇemo uzeti bilo koju
od J kategorija.
















xikβk j. i = 1, . . . ,N. (3.3)













, j < J (3.4)














Za ordinalnu logisticˇku regresiju vrijede neke modifikacije.
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3.3.2 Ordinalna logisticˇka regresija
Ukoliko postoji visˇe od dvije kategorije ovisne varijable koje medusobno cˇine nekakav uredeni
slijed, mozˇemo koristiti ordinalnu logisticˇku regresiju.
Postoji visˇe modela ordinalne logisticˇke regresije, a onaj koji se u praksi najvisˇe koristi je kumula-
tivni model logisticˇke regresije, odnosno proportional odds model, te c´emo njega koristiti. Ostali
modeli su modifikacije navedenog modela (vidi Barnett, Dobson, 2008, str. 157).
Neka je Yi, i = 1, . . . ,N, ovisna ordinalna varijabla koja pri jednom promatranju poprima jednu
od J kategorija. Odgovarajuc´e vjerojatnosti realizacija svake od kategorija pri i− tom promatranju
su pii1 = P(Yi = 1), . . . , piiJ = P(Yi = J). Distribucija slucˇajne varijable Yi je multinomna s parame-
trom pii = (pii1, . . . ,piiJ).
Za ordinalnu logisticˇku regresiju kljucˇne su kumulativne vjerojatnosti koje definiramo na sljedec´i
nacˇin:
P(Yi ≤ j) = pii1+pii2+ · · ·+pii j, (3.6)
gdje je j = 1, . . . , J realizirana kategorija ovisne varijable. Kod ovog modela zanima nas sklonost
za svaku pojedinu kategoriju ovisne varijable, ali na nacˇin da gledamo omjer sume vjerojatnosti
realizacije manjih kategorija i sume vjerojatnosti realizacije kategorija vec´ih od njih.





1−P(Yi ≤ j) =
pii1+pii2+ · · ·+pii j
pii( j+1)+ · · ·+piiJ , (3.7)








pii1+pii2+ · · ·+pii j
pii( j+1)+ · · ·+piiJ
)
. (3.8)
Time mjerimo kolika je sˇansa realizacije kategorije koja je ≤ j u odnosu na realizaciju katego-
rije koja je > j.







= β0 j+β1 jxi1+β2 jxi2+ · · ·+βK jxiK , j ∈ {1, . . . , J−1}, (3.9)
gdje je K broj neovisnih varijabli. Na taj nacˇin kreiramo J−1 funkciju.
Vazˇna pretpostavka ovog modela je da koeficijenti β1 j, β2 j, . . . , βK j ne ovise o kategoriji j,
nego su jednaki za svaki j = 1, . . . , J. Dok koeficijenti β0 j ovise o kategoriji j i variraju za svaku od
funkcija. Koeficijenti β0 j su kao slobodni cˇlan u linearnom regresijskom modelu. Iz tog razloga
prethodnu jednakost mozˇemo zapisati na sljedec´i nacˇin gdje c´emo slobodni cˇlan β0 j zamjeniti
oznakom α j,






= α j+β1xi1+β2xi2+ · · ·+βK xiK (3.10)
Dakle, vektor α je oblika (α1,α2, . . . ,αJ−1).
Iz jednadzˇbe (3.10) mozˇemo izraziti kumulativne vjerojatnosti u ovisnosti o poznatim vrijed-
nostima neovisnih varijabli:
P(Yi ≤ j) = e
α j+β1xi1+···+βK xiK
1+ eα j+β1xi1+···+βK xiK
. (3.11)
Svaka se pojedina vjerojatnost mozˇe izraziti pomoc´u kumulativnih iz (3.11):
P(Yi = j) = P(Yi ≤ j)−P(Yi ≤ j−1). (3.12)
Pokazˇimo da za slobodne cˇlanove vrijedi α j < α j+1, ∀ j ∈ {1, . . . , J−1}.
Iz nejednakosti P(Yi ≤ j) < P(Yi ≤ j+1) i jednadzˇbe (3.11) slijedi:
eα j+β1xi1+···+βK xiK
1+ eα j+β1xi1+···+βK xiK
<
eα j+1+β1xi1+···+βK xiK
1+ eα j+1+β1xi1+···+βK xiK
.








mnozˇenjem dolazimo do sljedec´e nejednakosti:
eα j(1+ eα j+1) < (1+ eα j)eα j+1 ,
eα j < eα j+1 ,
iz cˇega slijedi da je α j < α j+1.
3 MULTINOMNA LOGISTICˇKA REGRESIJA 13
3.4 Procjena parametara
Procjenu parametara multinomnog logisticˇkog modela mozˇemo provesti metodom maksimalne vje-
rodostojnosti (engl. Maximum Likelihood Estimation) (S.Czepiel [7]). Zˇelimo procijeniti skup
parametara βk j iz jednadzˇbe (3.4).
Neka su Y1, . . . ,YN medusobno nezavisne varijable koje zadovoljavaju svojstva generaliziranih
linearnih modela. Ako je f (y1, . . . ,yN) njihova zajednicˇka funkcija gustoc´e, funkciju maksimalne
vjerodostojnosti definiramo kao funkciju parametara β na sljedec´i nacˇin:
L(β) = f (y1, . . . ,yN |β). (3.13)






Sukladno definiciji multinomne distribucije (3.1), zajednicˇka funkcija gustoc´e, odnosno funk-














gdje je N broj realizacija, a J broj kategorija ovisne varijable. Obzirom da zˇelimo maksimizirati
gornju funkciju u terminima parametra β koji ne ovisi o ni niti yi j, faktorijalne izraze mozˇemo









i j , (3.16)
















































Uvrsˇtavajuc´i u prethodnu jednakost vrijednosti za pii j i piiJ iz (3.4) i (3.5) dobivamo:

































Definicija 3.4.1 Procjenitelj maksimalne vjerodostojnosti parametra β, je vrijednost spomenutog




Umjesto maksimiziranja produkta (3.14) cˇesto se koristi cˇinjenica da je logaritam rastuc´a funk-
cija, te c´e logaritam funkcije vjerodostojnosti, i sama funkcija vjerodostojnosti, postic´i maksimum





ln( f (yi|β)). (3.20)























Zˇelimo pronac´i vrijednosti za parametre βk j koji c´e maksimizirati funkciju (3.21).
Za procijenu parametara koristit c´emo Newton-Raphsonovu metodu (Agresti, 2002, str. 143).























yi jxik −nipii jxik], j ∈ {1, . . . , J−1}, k ∈ {0, . . . ,K} (3.22)
Dobili smo (J−1)× (K+1) jednadzˇbi oblika (3.22), koje zˇelimo izjednacˇiti s nulom i rijesˇiti po
βk j. Svako od rjesˇenja jednadzˇbi (3.22), ako postoji, c´e biti maksimum ukoliko je matrica drugih
derivacija pozitivno definitna, odnosno ako je svaki element na dijagonali matrice manji od nule.
Elementi martice drugih derivacija imaju sljedec´i oblik:



































Mozˇemo primjetiti da gornja derivacija ovisi o tome je li j = j′ ili j , j′, stoga racˇunamo svaki
slucˇaj posebno.













































nixikpii jxik′(1−pii j). (3.24)





















nixikpii jxik′pii j′ . (3.25)
Rjesˇavanje sustava nelinearnih jednadzˇbi nije uvijek jednostavno, stoga jednadzˇbe u(β) = 0
rjesˇavamo iterativnim postupkom.
Prvi korak Newtonove metode je izabrati pocˇetnu aproksimaciju rjesˇenja β(0), te koristec´i prvi
stupanj Taylorovog polinoma1 za aproksimaciju funkcije u, razvijamo funkciju u u okolini tocˇke
β(0). Prva aproksimacija za u(β) ima sljedec´i oblik:
1Taylorov polinom stupnja n za funkciju f u tocˇki x0 je definiran kao prvih n cˇlanova Taylorovog reda za fukciju




i! (x− x0)i, uz pretpostavku da prvih n derivacija funkcije f u tocˇki x0 postoji. (S.Czepiel [7])
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u1(β) = u(β(0))+u′(β(0))(β−β(0)). (3.26)
Primjetimo da je fukcija u1(β) jednadzˇba tangente funkcije u(β) u tocˇki (β(0),u(β(0))). Tocˇka
(β(1),0), u kojoj tangenta sijecˇe os x, odnosno rjesˇenje jednadzˇbe u1(β) = 0, c´e biti korisˇtena kao
sljedec´a aproksimacija nultocˇke funkcije u(β):




Ponavljajuc´i navedeni proces dobivamo β(2),β(3),β(4) . . . sve dok aproksimacija ne konvergira
(ako konvergira) ka jednoj vrijednosti koje je rjesˇenje jednadzˇbe u(β) = 0. Niz dobivenih aproksi-
macija mozˇemo zapisati rekurzivnom formulom:
β(m) = β(m−1)− u(β
(m−1))
u′(β(m−1))
, m ∈ N. (3.28)
Definirajmo matricu ocˇekivanja µ s N redaka i J−1 stupaca s elementima nipii j, istih dimenzija
kao i matrice y i pi. Mozˇe se pokazati da je
u(β) = XT(y−µ), (3.29)
matrica dimenzija (K + 1) × (J − 1) s elementima ∂l(β)∂βk j , gdje je X matrica dizajna, a y matrica
realizacija ovisne slucˇajne varijable. Primjetimo da je u(β) matrica dimenzija jednakih kao matrica
β.
Definirajmo sada kvadratnu matricu W reda N. Obzirom da matrica drugih derivacija ovisi o j, za
j = j′ neka je matrica W dijagonalna s elementima nipii j(1−pii j) na dijagonali, a za j , j′ neka je
W dijagonalna matrica cˇiji su elementi na dijagonali jednaki nipii jpii j′ .
Mnozˇenjem matrica mozˇe se pokazati da je
u′(β) = −XTWX (3.30)
matrica dimenzija (K+1)× (K+1) s elementima ∂2l(β)∂βk jβk′ j′ . Koristec´i navedenu dualnu formula-
ciju matrice W, jednadzˇbu (3.27) mozˇemo zapisati na sljedec´i nacˇin:
β(1) = β(0)+ [XTWX]−1XT(y−µ). (3.31)
Ponavljajuc´i primjenu prethodne jednadzˇbe sve dok vrijednosti za β od iteracije do iteracije ne
odstupaju, odnosno konvergiraju u βˆ. U tom slucˇaju kazˇemo da procjenitelj maksimalne vjerodos-
tojnosti konvergira.
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3.5 Kvaliteta modela
Nakon procjene parametara modela potrebno je povesti ocjenu njegove kvalitete. Postoje razni
statisticˇki testovi za ocjenu kvalitete modela, no u ovom potpoglavlju c´emo navesti neke metode
koje su naveli Barnett i Dobson (2008.), a neke od njih c´emo i koristiti u nastavku rada.
ANOVA (analysis of variance) je termin korisˇten za statisticˇku metodu kojom usporedujemo
ocˇekivanja dvije ili visˇe grupa. Nulhipoteza ovog testa su jednaka ocˇekivanja promatranih grupa.
(visˇe o ANOVA vidi Barnett, Dobson, 2008, str. 102).





gdje je oi promatrana vrijednost, a ei ocˇekivana odnosno procjenjena vrijednost za i-to promatra-
nje. Sˇto su reziduali manji, model je bolji.
Devijancu D definiramo u terminima maksimalne vrijednosti funkcije vjerodostojnosti l(β), i
modela s maksimalnim brojem parametara:
D = 2[l(βmax)− l(β)], (3.33)
gdje je l(βmax) maksimalna vrijednost logaritma funkcije vjerodostojnosti za model s najvec´im
brojem parametara.
Josˇ neki kriteriji za usporedivanje modela su AIC (Akaike inormacijski kriterij)
AIC = 2p−2l(β), (3.34)
gdje je p broj procjenjenih parametara, te BIC (Bayesov informacijski kriterij) koji je dobar za
velike N,
BIC = 2p× ln(N)−2l(β), (3.35)
gdje je N broj promatranja. Kod oba posljednja kriterija pozˇeljna je sˇto manja vrijednost.
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4 Primjena multinomne logisticˇke regresije u kreditnom sko-
ringu
U kreditnoj praksi cilj analiticˇara je predvidjeti hoc´e li potencijalni klijent otplatiti dug koji bi
nastao ugovornom obvezom. Dakle, analiticˇar procjenjuje kreditni rizik. Kreditni rizik se mozˇe
definirati kao moguc´nost da zajmoprimac, odnosno druga ugovorna strana banke nec´e ispuniti
svoje obveze u skladu s ugovorenim uvjetima (Bazelski odbor za superviziju banaka, Nacˇela za
upravljanje kreditnim rizikom, HNB 2000.).
Opis kreditnog rizika mozˇe se provesti kvalitativno i kvantitativno (Sˇarlija 2008.). Kvalitativan opis
provodi se klasicˇnom kreditnom analizom kojom se daje opisna procjena rizicˇnosti. Vrsˇi je sku-
pina kvalitetno obucˇenih eksperata koji na temelju odredenih karakteristika potencijalnog klijenta
i subjektivne procjene odlucˇuju o davanju kredita. Takav nacˇin procjene pokazao se neprakticˇan iz
puno razloga medu kojima su i sljedec´i:
• kvaliteta analize ovisi o strucˇnosti eksperta,
• banka mora uvijek imati dovoljan broj eksperata za nastali volumen posla,
• sustav za provodenje ovakve analize je skup za odrzˇavanje,
• primjenjujuc´i dugo ista pravila banka se mozˇe uljuljkati u lazˇnu sigurnost.
Iz navedenih razloga i povec´anja potrazˇnje za kreditima javlja se potreba za kvantificiranjem kre-
ditnog rizika. Uvode se kredit skoring sustavi, odnosno modeli kreditnih rizika koji za rezultat
daju vjerojatnost da klijent nec´e ispuniti svoju obvezu. Na temelju dobivene vrijednosti klijenta se
svrstava u jednu od dvije kategorije - dobar ili losˇ klijent. Dobar je klijent koji niti jednom nije
kasnio pri plac´anju rate kredita, dok je losˇ klijent onaj koji je barem jednom kasnio visˇe od 31 dan.
Upravo iz razloga sˇto klijent mozˇe biti svrstan u jednu od dvije kategorije, u vec´ini istrazˇivanja je
ovisna varijabla modela binomna. Kao sˇto je spomenuto u prethodnim poglavljima, za probleme
takvog tipa najcˇesˇc´e se koristi (binomna) logisticˇka regresija.
Ali, osim dobrih i losˇih klijenata u bazi podataka svake banke nalaze se i srednji klijenti. Oni
ne odgovaraju definiciji niti dobrih niti losˇih i uglavnom ih se izostavlja pri procesu kreditnog
skoringa. Takvi klijenti u pravilu otplate svoj dug, ali uz kasˇnjenje u otplati koje za banku nije u
potpunosti neprihvatljivo, kao sˇto je to slucˇaj s kategorijom losˇih klijenata cˇije kasˇnjenje u otplati
banci stvara vec´e gubitke. Mozˇemo rec´i da klijenti koji nisu u kategoriji dobrih nisu nuzˇno losˇi,
i obrnuto. Uvodec´i srednje klijente dobiva se uvid u cˇitav uzorak klijenata koji su poslovali s
bankom, sˇto je jedan od razloga zbog kojih ih je zanimljivo ukljucˇiti u analizu. Ukoliko je uzorak
mali i sadrzˇi klijente koji cˇiji su krediti josˇ aktivni, svakako je korisno i srednje klijente ukljucˇiti
u analizu jer nam je u tom slucˇaju svaki raspolozˇivi podatak koristan. (Bensˇic´, Bohacˇek, Sˇarlija,
2004.)
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4.1 Prethodna istrazˇivanja
Bensˇic´, Bohacˇek i Sˇarlija (2004) proveli su analizu korisnosti uvodenja kategorije srednjih u model
kreditnog skoringa usporedujuc´i rezultate multinomnog i tri binomna modela. Korisˇtena je baza
klijenata kojima su odobreni potrosˇacˇki krediti. Kreirana su tri binomna modela. Pri kreiranju
prvog modela korisˇteni su samo dobri i losˇi, bez srednjih, u drugom modelu srednji klijenti su pri-
druzˇeni dobrima, a u trec´em su srednji pridruzˇeni losˇima. Prvi model bez srednjih pokazuje se kao
najuspjesˇniji pri predikciji, a najlosˇiji je onaj gdje su srednji pridruzˇeni losˇima. U nastavku kreiran
je multinomni model koji je imao najnizˇu prediktivnost, a srednje klijente gotovo i ne prepoznaje,
dok losˇe klijente bolje detektira od binomnog modela u kojem su srednji pripojeni losˇima. Na
kraju kreiran je model koji opravdava korisˇtenje kategorije srednjih u kreditnom skoringu. Binom-
nim modelom koji je kreiran bez srednjih, izvrsˇena je procjena srednjih od kojih je njih 39.57%
procjenjeno kao losˇi, a 60.43% kao dobri. Zatim se na temelju skupa podataka dobrih, losˇih i
srednjih koji su procijenjeni kao dobri ili losˇi, ponovno kreirao binomni model koji je dao najbolje
rezultate.
Tsai (2012) u svom radu vrsˇi usporedbu binomnog i multinomnog modela u predvidanju korpora-
tivnog bankrota tvrtki. Uvodi kategoriju srednjih, kao podkategoriju losˇih kako bi pokusˇao detek-
tirati razlicˇite rizicˇne faktore pri objasˇnjavanju razlicˇitih tipova korporativnog bankrota. Srednji su
definirani kao nestabilne tvrtke, odnosno one koje su pod utjecajem raznih potesˇkoc´a u poslovanju,
ali josˇ nisu bankrotne. Za kreiranje modela korisˇteni su podaci od 2003.− 2006., a za validaciju
podaci od 2007.−2008. Predikcija za 2007. i 2008. je bolja binomnim modelom, gdje je tocˇnost
91.18% i 70.46% redom, dok je kod multinomnog modela tocˇnost predikcije 61.87% za 2007.
godinu, a 56.41% za 2008. Za podatke iz 2008. su velike gresˇke u predikciji za oba modela sˇto
govori da je predikcija bolja ako se predvida za blizˇu buduc´nost. Srednje i losˇe firme pokazuju
se kao slicˇne po karakteristikama, a rezultat predikcije nije nisˇta bolji ako za losˇe tvrtke uvedemo
visˇe kategorija (ovdje su to bile nestabilne i bankrotne tvrtke).
4.2 Varijable i podaci
Za provodenje istrazˇivanja u ovom radu na raspolaganju smo imali bazu podataka od 3165 klijenata
neke banke. Od toga je 2293 klijenata ocijenjeno kao dobri, 673 kao srednji, te 199 kao losˇi.
Za kreiranje modela korisˇteni su podaci od slucˇajno odabranih 2165 klijenata od cˇega je 1526
dobrih, 470 srednjih i 169 losˇih. Pri odabiru uzorka vodili smo racˇuna da struktura uzorka bude
slicˇna strukturi baze, odnosno da udjeli dobrih, srednjih i losˇih budu priblizˇno jednaki udjelima
navedenih kategorija u bazi. Za validaciju korisˇteni su podaci preostalih 1000 klijenata od kojih je
767 dobrih, 203 srednja i 30 losˇih.
Klijenti koji niti pri jednom plac´anju rate kredita nisu kasnili u otplati definirani su kao dobri,
klijenti koji nikada nisu kasnili visˇe od 31 dan su definirani kao srednji, dok su losˇi klijenti oni
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koji su barem jednom zakasnili visˇe od 31 dan pri plac´anju obveza prema banci. Dakle, ovisna
varijabla LOSI ima tri kategorije - dobri, srednji i losˇi, numericˇki oznacˇene s 0, 1 i 2 redom.
Baza podataka sadrzˇi 13 (input) neovisnih varijabli kojima je okarakterizitran svaki od 3165 kli-
jenata. U nastavku je opis svake od varijabli, te kategorizacija nekih od njih. Za kategorijalne
varijable su u zagradama navedene numericˇke oznake za svaku kategoriju.
• DOB - kontinuirana varijabla koja opisuje starosnu dob klijenta.
• STAZˇ - radni stazˇ klijenta u mjesecima. Varijabla je kategorizirana jer skupina klijenata nije
dala podatak o radnom stazˇu. Kategorije: nema podatka (−1); ≤ 24 (1); 25−48 (2); 49−72
(3); 73−96 (4); 97−120 (5); > 120 (6);
• BRACˇNO - bracˇno stanje klijenta. Kategorije: neudana/neozˇenjen ili zˇivi u zajednici (1);
udana/ozˇenjen (2); udovac/udovica (3); razveden/a (4)
• CIJENA - kontinuirana varijabla koja opisuje iznos cijene robe za koju klijent trazˇi kredit.
• GOTOVINA - kontinuirana varijabla, iznos gotovine koju klijent daje pri kupovini robe.
• STAN - stambeno stanje klijenta. Kategorije: unajmljen (1); stanarsko pravo (2); drusˇtveni
stan (3); vlastita kuc´a/stan (4); s roditeljima (5); ostalo (6).
• RATA - kontinuirana varijabla, opisuje iznos rate kredita.
• DOHODAK - iznos mjesecˇnog dohotka klijenta.
• ZANIMNJE - zanimanje klijenta: poduzetnik (1); umirovljenik (2); zaposlenik (3)
• NACˇIN - nacˇin plac´anja: uplatnice (1); trajni nalog (2)
• ROBA - roba koju klijent kupuje: bijela tehnika (1); crna tehnika, foto, kino, glazbala (2);
kuc´ne potrepsˇtine, kuc´ni tekstil (3); mobiteli, telefonska tehnika (4); namjesˇtaj, kuhinje,
sanitarije (5); racˇunala, uredska tehnika (6); ostalo (7)
• ISKUSTVO - dihotomna varijabla, prima vrijednost (1) ukoliko je novi klijent, a vrijednost
(2) ukoliko banka vec´ ima iskustava s klijentom koji podnosi zahtjev za kredit
• KVALITETA - kvaliteta duc´ana u kojem klijent kupuje robu. Razvrstani su u 6 kategorija:
(A) najboljih 10% (1); (B) iznad prosjeka (2); (C) ispod prosjeka (3); (D) najlosˇijih 10%
(4); (E) novi duc´ani s manje od 6 mjeseci poslovanja (5); (F) mali duc´ani koji sklapaju do 6
ugovora mjesecˇno (6).
Uz navedene varijable, uvodimo josˇ 3 neovisne varijable, izvedene pomoc´u nekih prethodnih.
To su sljedec´i omjeri:
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• gotovina/cijena - predstavlja omjer gotovine i cijene. Izrazˇen je u postotku.
• rata/cijena - omjer rate kredita i cijene robe koju klijent kupuje, izrazˇeno u postotku.
• cijena/dohodak - omjer cijene robe i mjesecˇnog dohotka klijenta. Obzirom da postoji sku-
pina klijenata koji imaju dohodak jednak nuli, ovu varijablu c´emo kategorizirati: klijenti bez
dohotka (0); 0−0.5 (1); 0.5−1 (2); 1−1.5 (3); > 1.5 (4).
4.3 Analiza karakteristika
U vec´ini slucˇajeva svaka neovisna varijabla ne daje informaciju kojom bi se moglo naslutiti kojoj
kategoriji ovisne varijable klijent pripada. Stoga, prije kreiranja skoring modela za svaku od neo-
visnih varijabli koje smo naveli u prethodnom poglavlju, potrebno je ispitati prediktivnost. Ukoliko
se varijabla pokazˇe kao neprediktivna, nema ju smisla ukljucˇivati u model, no ako se pokazˇe kao
prediktivna, i dalje ne znamo kako c´e se utjecati na tocˇnost predikcije skoring modela, ali je ima
smisla pokusˇati ukljucˇiti u model.
Za svaku neovisnu varijablu napravit c´emo tablicu frekvencija da dobijemo kratak uvid o
ponasˇanju klijenata po kategorijama neovisne varijable. Izracˇunat c´emo postotak svake od ka-
tegorija ovisne varijable po kategorijama neovisnih, te c´emo izracˇunati informacijski omjer (engl.
information odds) dobrih u odnosu na losˇe i informacijski omjer (dalje u tekstu inf. omjer) sred-
njih u odnosu na losˇe. Za nasˇ slucˇaj inf. omjer mozˇemo definirati kao omjer postotka jedne od
’visˇih’ kategorija ovisne varijable i postotka bazne kategorije, u nasˇem slucˇaju bazna kategorija su
losˇi klijenti. Inf. omjer mozˇemo interpretirati na sljedec´i nacˇin, koliko klijenata jedne kategorije
ovisne varijable dolazi na jednog klijenta iz bazne kategorije ovisne varijable.
Analizu prediktivnosti c´emo provesti ANOVA testom, na temelju kojeg c´emo izvesti zakljucˇak o
korisnosti ukljucˇivanja pojedine neovisne varijable u skoring model.
ANOVA analizu provest c´emo usporedbom dva modela - modela bez ijedne neovisne varija-
ble (nulmodel) i modela koji sadrzˇi samo jednu neovisnu varijablu za koju vrsˇimo analizu. Cilj
ove analize je ispitati nul-hipotezu o jednakim ocˇekivanjima navedena dva modela. Ukoliko je
dobivena p−vrijednost manja od 0.05, smatrat c´emo da na razini znacˇajnosti 5% mozˇemo odba-
citi nul-hipotezu o jednakim ocˇekivanjima i pretpostaviti da model s neovisnom vrijablom bolje
razlikuje kategorije ovisne varijable. Dodatni pokazatelj bolje prediktivnosti modela s neovisnom
varijablom je manja AIC vrijednost od AIC vrijednosti nulmodela, te sˇto vec´a razlika reziduala
izmedu dva modela, odnosno LR statistika.
Rezultati ANOVA testova prikazani su u tablici (1).
Navedena analiza provedena je u programskom jeziku R. Modeli su kreirani naredbom polr
iz paketa MAS S koja za rezultat (output) daje prametar β procjenjen metodom maksimalne vje-
rodostojnosti, standardnu gresˇku i vrijednost Waldove statistike. ANOVA analiza provedena je
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naredbom anova iz paketa stats.
Tablica 1: Test znacˇajnosti neovisnih varijabli
R.Br. Model Resid df Resid. Dev Test Df LR stat Pr(Chi) AIC
1 Nulmodel 2163 3365,29 3369,29
2 dob 2162 3339,82 1 vs 2 1 25,46 4,50E-07 3345,82
3 zanimanje 2161 3351,40 1 vs 3 2 13,89 0,0010 3359,40
4 bracˇno 2160 3351,20 1 vs 4 3 14,10 0,0028 3361,20
5 cijena/dohodak 2159 3344,82 1 vs 5 4 20,47 0,0004 3356,82
6 cijena 1356 2340.86 1 vs 6 807 1024.43 2,78E-07 3958,86
7 dohodak 720 1488,82 1 vs 7 1443 1876,47 7,32E-14 4378,82
8 gotovina/cijena 1682 2737,93 1 vs 8 481 627,36 7,40E-06 3703,93
9 gotovina 2162 3364,45 1 vs 9 1 0,84 0,3606 3370,45
10 iskustvo 2162 3317,88 1 vs 10 1 47,41 5,77E-12 3323,88
11 kvaliteta 2158 3331,85 1 vs 11 5 33,44 3,07E-06 3345,85
12 nacˇin 2162 3365,29 1 vs 12 1 0,003 0,9556 3371,29
13 rata/cijena 1570 2574,65 1 vs 13 593 790,64 8,89E-08 3764,65
14 rata 1257 2161,28 1 vs 14 3906 1204,01 9,52E-11 3977,28
15 roba 2157 3348,16 1 vs 16 6 17,13 0,0088 3364,16
16 stan 2158 3339,63 1 vs 17 5 25,66 0,0001 3353,63
17 stazˇ 2162 3349,69 1 vs 18 1 15,60 7,81E-05 3355,69
I. Dob
Varijabla DOB opisuje starosnu dob svakog klijenta. Najmladi klijent ima 18, a najstariji 82
godine, dok je srednja vrijednost svih klijenata 38.83 godina. U tablici (2) podjelili smo klijente u
7 starosnih kategorija kako bi detektirali koje dobi su klijenti koji su bolji, a koji losˇiji pri otplati
kredita.
Najvec´i udio dobrih klijenata u odnosu na losˇe je u kategorji klijenata koji su stariji od 50 godina,
inf. omjer iznosi 2.06 sˇto mozˇemo interpretirati da na jednog losˇeg dolaze 2 dobra. Udio srednjih
najvec´i je u kategoriji klijenata izmedu 31 i 35 godina, gdje na jednog losˇeg dolazi 1.85 srednjih.
Inf. omjeri najmanji su za klijente mlade od 26 godina, tj. jedan dobar klijent dolazi na 2 losˇa (inf.
omjer dobrih je 0.49), te jedan srednji na 2 losˇa (inf. omjer srednjih je 0.58).
Mozˇemo zakljucˇiti da su klijenti mladi od 26 najrizicˇniji pri otplati kredita, dok klijenti stariji od
50 imaju najvec´u sˇansu biti dobri.
Usporedbom nulmodela i modela koji sadrzˇi samo varijablu DOB, model s varijablom DOB
se pokazuje bolji. Razlika u rezidualnoj devijaciji je 25.46, a dobivena p-vrijednost je jednaka
4.5× 10−7 na temelju cˇega odbacujemo nul-hipotezu o jednakim ocˇekivanjima i pretpostavljamo
da je ova varijabla prediktivna, odnosno da dobro razlikuje kategorije ovisne varijable i ima ju
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Tablica 2: Varijabla DOB
Kategorija Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
<26 235 86 53 15.40% 18.30% 31.36% 0.49 0.58
26-30 191 65 31 12.52% 13.83% 18.34% 0.68 0.75
31-35 185 72 14 12.12% 15.32% 8.28% 1.46 1.85
36-40 210 57 15 13.76% 12.13% 8.88% 1.55 1.37
41-45 211 62 20 13.83% 13.19% 11.83% 1.17 1.12
46-50 196 61 20 12.84% 12.98% 11.83% 1.09 1.10
>50 298 67 16 19.53% 14.26% 9.47% 2.06 1.51
smisla pokusˇati ukljucˇiti u model. Takoder AIC vrijednost modela s varijablom DOB je manja, sˇto
potvrduje prethodnu pretpotavku.
II. Stazˇ
Varijabla STAZˇ daje informaciju o radnom stazˇu klijenta. Medu kategorijama prema kojima
smo prema radnom stazˇu podjelili klijente, ova varijabla ima kategoriju koja ne daje informaciju
o stazˇu, nego klijent iz nekog razloga nije ponudio taj podatak. Stoga se se u toj kategoriji mogu
nac´i klijenti koji bi mogli biti svrstani u bilo koju od preostalih, a cˇesto mozˇe znacˇiti i da klijent
nema radnog iskustva.
Tablica 3: Varijabla STAZˇ
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
nema podatka 323 129 33 21.17% 27.45% 19.53% 1.08 1.41
≤ 24 394 123 76 25.82% 26.17% 44.97% 0.57 0.58
25-48 251 70 29 16.45% 14.90% 17.16% 0.96 0.87
49-72 173 42 9 11.34% 8.94% 5.33% 2.13 1.68
73-96 122 40 5 7.99% 8.51% 2.96% 2.70 2.88
97-120 65 17 9 4.26% 3.62% 5.33% 0.80 0.68
>120 198 49 8 12.98% 10.43% 4.73% 2.74 2.20
Za sve kategorije ovisne varijable najvec´i udio klijenata je u kategoriji s radnim stazˇem ma-
njim od 24 mjeseca. Udjeli dobrih i srednjih klijenata po kategorijama ove neovisne varijable se
slicˇno ponasˇaju. Gotovo polovica losˇih klijenata pripada kategoriji s manje od 24 mjeseca stazˇa.
Za navedenu kategoriju su inf. omjeri najmanji i iznose 0.57 za dobre i 0.58 za srednje. Dakle, za
klijente mlade do 24 na jednog dobrog klijenta dolaze 2 losˇa, kao i na jednog srednjeg. Najbolji
klijenti se pokazuju oni s visˇe od 10 godina radnog stazˇa, te oni izmedu 6 i 8 godina. Za te dvije
kategorije inf. omjeri su vec´i od 2, dakle sˇansa da klijent bude dobar, ili da bude srednji, je najvec´a
za navedene dvije kategorije.
ANOVA testom dobivena je p-vrijednost 7.81×10−5 sˇto je na razini znacˇajnosti 5% dovoljno mala
vrijednost da odbacimo nul-hipotezu o jednakim ocˇekivanjima nulmodela i modela koji sadrzˇi
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samo varijablu STAZˇ. AIC vrijednost modela s varijablom STAZˇ je manja od AIC vrijednosti nul-
modela. Sukladno dobivenim rezultatima mozˇemo pretpostaviti da je varijabla STAZˇ prediktivna
i mozˇemo je pokusˇati ukljucˇiti u model.
III. Bracˇno
Ova varijabla opisuje bracˇno stanje klijenta. Najvec´i udjeli svih kategorija su u kategoriji
klijenata koji su u braku. Veliki udio neudanih/neozˇenjenih (36.69%) je u kategoriji losˇih. Dobri i
srednji klijenti se slicˇno ponasˇaju u ovisnosti o kategoriji bracˇnog statusa.
Tablica 4: Varijabla BRACˇNO
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
neud./neozˇ. 302 101 62 19.79% 21.49% 36.69% 0.54 0.59
u braku 928 296 78 60.81% 62.98% 46.15% 1.32 1.36
udovac(ica) 212 55 22 13.89% 11.70% 13.02% 1.07 0.90
razveden(a) 84 18 7 5.50% 3.83% 4.14% 1.33 0.92
Najvec´i inf. omjeri su za kategorije razvedenih i onih koji su u braku, a najmanje za ne-
udane/neozˇenjene. Dakle, klijenti koji su u braku ili su razvedeni imaju vec´u sˇansu biti dobri, ili
biti srednji. Dok je za neudane/neozˇenjene najvec´a sˇansa da budu losˇi.
ANOVA testom dobivena je p−vrijednost 0.0028, sˇto je na razini znacˇajnosti 5% dovoljno mala
vrijednost da odbacimo pretpostvaku o jednakim ocˇekivanjima. AIC vrijednost modela s varija-
blom BRACˇNO manja je od AIC vrijednosti nulmodela. Ovu varijablu mozˇemo pokusˇati ukljucˇiti
u model.
IV. Cijena
Sljedec´a varijabla je cijena robe koju klijent kupuje. Iz tablice frekvencija ove varijable je
tesˇko uocˇiti koja bi kategorija najbolje opisivala dobre, srednje ili losˇe klijente. Trend udjela po
kategorijama ove varijable i dobrih i srednjih i losˇih je slicˇan. Najvec´i broj klijenata svih kategorija
ovisne varijable kupuje robu cijene od 3000−6000.
Prema vrijednostima inf. omjera mozˇemo vidjeti da se klijenti koji kupuju robu cijene manje ili
jednake 1500 pokazuju kao najbolji, odnosno u odnosu na losˇe klijente imaju najvec´u sˇansu biti
dobri, dok klijetni koji kupuju robu skuplju od 9000 imaju najvec´u sˇansu biti srednji. Najmanji inf.
omjer je za kategoriju cijene robe od 6001− 9000, iz cˇega mozˇemo zakljucˇiti da je ta kategorija
najrizicˇnija.
Provedbom ANOVA testa dobivena je p−vrijednost 2.78×10−7. AIC vrijednost modela je vec´a do
AIC vrijednosti nulmodela. Razidualna devijanca je za 1024 manja za model s varijablom cijena.
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Tablica 5: Varijabla CIJENA
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
≤ 1500 92 16 6 6.03% 3.40% 3.55% 1.70 0.96
1501-3000 431 124 42 28.24% 26.38% 24.85% 1.14 1.06
3001-6000 676 202 77 44.30% 42.98% 45.56% 0.97 0.94
6001-9000 222 76 30 14.55% 16.17% 17.75% 0.82 0.91
>9000 105 52 14 6.88% 11.06% 8.28% 0.83 1.34
Dobiveni rezultati upuc´uju da ova neovisna varijabla razlikuje kategorije ovisne varijable.
Mozˇemo ju pokusˇati ukljucˇiti u model.
V. Gotovina
Ova varijabla daje nam informaciju o gotovini koju klijent daje pri kupnji robe. Promotrimo
li tablicu frekvecija ove varijable, mozˇe se uocˇiti slicˇan trend svih kategorija ovisne varijable po
kategorijama varijable GOTOVINA. Najvec´i inf. omjeri su za klijente koji pri kupnji daju 800
i visˇe, te za njih mozˇemo rec´i da je najvec´a sˇansa da budu dobri ili da budu srednji. No, nema
znacˇajnog odstupanja medu inf. omjerima medu kategorijama ove varijable.
Tablica 6: Varijabla GOTOVINA
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
< 200 298 116 30 19.53% 24.68% 17.75% 1.10 1.39
200−400 509 112 58 33.36% 23.83% 34.32% 0.97 0.69
400−600 216 65 22 14.15% 13.83% 13.02% 1.09 1.06
600−800 129 37 23 8.45% 7.87% 13.61% 0.62 0.58
800−1000 67 24 6 4.39% 5.11% 3.55% 1.24 1.44
≥ 1000 307 116 30 20.12% 24.68% 17.75% 1.13 1.39
Dobivena p−vrijednost je 0.3606. Na razini znacˇajnosti 5% odbacujemo nul-hipotezu o jed-
nakim ocˇekivanjima nulmodela i modela koji sadrzˇi samo varijablu GOTOVINA. Razlika u AIC
vrijednostima, te razlika reziduala su zanemarivi, na temelju cˇega mozˇemo pretpostaviti da oba
modela slicˇno razlikuju kategorije ovisne varijable. Ovu varijablu nema smisla ukljucˇivati u mo-
del.
VI. Omjer gotovine i cijene
Obzirom da se prethodna varijabla nije pokazala suvisˇe prediktivna, pomoc´u nje mozˇemo iz-
vesti novu varijablu i provjeriti njenu prediktivnost. Pokusˇat c´emo provjeriti znacˇajnost udjela
gotovine koju klijent daje pri kupnji robe u odnosu na ukupnu cijenu robe.
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Prema tablici frekvencija vidimo da najvec´i udio losˇih klijenata pripada kategoriji klijenata kojima
je udio gotovine 10%− 20% u odnosu na cijenu robe. U istoj kategoriji je i najvec´i udio dobrih
klijenata (39.25%). Srednjih klijenata je najvisˇe u kategoriji 0%−10% (29.15%).
Najbolji klijenti pokazuju se oni kojima je ovaj omjer vec´i od 30%, sˇansa da klijent bude dobar, a
ne losˇ je 2.67 : 1, a da bude srednji a ne losˇ gotovo 3 : 1.
Tablica 7: Gotovina/Cijena
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
0% 160 95 12 10.48% 20.21% 7.10% 1.48 2.85
0-10% 422 137 56 27.65% 29.15% 33.14% 0.83 0.88
10-20% 599 113 71 39.25% 24.04% 42.01% 0.93 0.57
20-30% 176 68 23 11.53% 14.47% 13.61% 0.85 1.06
>30% 169 57 7 11.07% 12.13% 4.14% 2.67 2.93
ANOVA testom dobivena p−vrijednost je 7.4×10−6. AIC vrijednost modela s ovom varijablom
je vec´a od AIC vrijednosti nulmodela, a razlika reziduala je 627.36. Zbog dobivene p−vrijednosti
mozˇemo pretpostaviti da je ova varijabla prediktivna i pokusˇat c´emo je ukljucˇiti u model.
VII. Stan
U ovoj varijabli sadrzˇan je podatak o stambenom statusu klijenta. Najvec´i broj klijenata zˇivi
u drusˇtvenom stanu, 40.85% dobrih, 42.74% srednjih i 25.44% losˇih. Drusˇtveni stan je ujedno
kategorija u kojoj je najvisˇe dobrih i srednjih klijenata. Losˇih klijenata najvisˇe je medu onima koji
zˇive u vlastitom stanu.
Prema inf. omjerima, najbolji se pokazuju klijenti koji zˇive u drusˇtvenom stanu i oni koji zˇive
s roditeljima. Najmanji inf. omjer je za klijente koji imaju stanarsko pravo, te oni koji zˇive u
vlastitom stanu.
Tablica 8: Varijabla STAN
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
Unajmljen 154 40 21 10.09% 8.51% 12.43% 0.81 0.68
Stan. Pravo 58 19 11 3.80% 4.04% 6.51% 0.58 0.62
Drusˇt. Stan 661 192 43 40.85% 42.74% 25.44% 1.70 1.61
Vlastiti 220 78 46 14.42% 16.60% 27.22% 0.53 0.61
S roditeljima 323 95 26 21.17% 20.21% 15.38% 1.38 1.31
Ostalo 110 46 22 7.21% 9.79% 13.02% 0.55 0.75
ANOVA testom dobivena je p-vrijednost 0.0001, na temelju cˇega odbacujemo nul-hipotezu o
jednakim ocˇekivanjima numlmodela i modela s varijablom STAN. AIC vrijednost modela je manja
od AIC vrijednosti nulmodela, a razlika reziduala je 25.66. Mozˇemo zakljucˇiti da bi ovu varijablu
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imalo smisla pokusˇati ukljucˇiti u model.
VIII. Dohodak
Varijabla DOHODAK nosi podatak o mjesecˇnom dohotku klijenta. Klijenti koji imaju najvec´u
sˇansu biti dobri imaju dohodak od 4500−5500, gdje 1.87 dobrih dolazi na jednog losˇeg. Klijenti
s najvec´im inf. omjerima srednjih su klijenti s dohotkom 4500− 5500, te klijenti bez dohotka.
Najmanji inf. omjeri su za kategoriju klijenata s dohotkom manjim od 2500, te se oni pokazuju
kao najrizicˇniji.
Tablica 9: Varijabla DOHODAK
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
0 141 81 18 9.24% 17.23% 10.65% 0.87 1.62
< 2500 156 49 23 10.22% 10.43% 13.61% 0.75 0.77
2500-3500 393 104 44 25.75% 22.13% 26.04% 0.99 0.85
3500-4500 387 96 44 25.36% 20.43% 26.04% 0.97 078
4500-5500 236 57 14 15.47% 12.13% 8.28% 1.87 1.46
≥ 5500 213 83 26 13.96% 17.66% 15.38% 0.91 1.15
Provedbom statisticˇkog testa dobivena p vrijednost je 7.32×1014 na temelju cˇega odbacujemo
nul-hipotezu o jednakim ocˇekivanjima nulmodela i modela s varijablom DOHODAK. Rezidualna
devijanca modela s varijablom DOHODAK znatno je manja od devijance nulmodela.
Sukladno dobivenim rezultatima, mozˇemo zakljucˇiti da ovu varijablu mozˇemo pokusˇati ukljucˇiti u
model.
IX. Omjer cijene i dohotka
Omjer cijene i dohotka je josˇ jedna izvedena varijabla cˇiju c´emo prediktivnost ispitati. Iz tablice
frekvencija vidimo da je najvisˇe klijenata u kategoriji gdje cijena cˇini 50%− 100% dohotka. Za
navedenu kategoriju je i najvec´a sˇansa da klijent bude dobar, inf. omjer je 1.25.
Tablica 10: Omjer cijene i dohotka
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
0 141 81 18 9.24% 17.23% 10.65% 0.87 1.62
0-0.5 203 42 20 13.30% 8.94% 11.83% 1.12 0.76
0.5-1 543 150 48 35.58% 31.91% 28.40% 1.25 1.12
1-1.5 316 94 37 20.71% 20.00% 21.89% 0.95 0.91
>1.5 323 103 46 21.17% 21.91% 27.22% 0.78 0.81
Klijenti bez dohotka imaju najvec´i inf. omjer srednjih, dok se kategorija sa cijenom vec´om od
dohotka za visˇe od 150% pokazuje kao najrizicˇnija.
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ANOVA analizom dobivena je p−vrijednost 0.0004 na temelju cˇega mozˇemo zakljucˇiti da ova va-
rijabla dobro razlikuje kategorije ovisne varijable i ima je smisla ukljucˇiti u model. AIC vrijednost
modela s ovom varijablom je manja od AIC vrijednosti nulmodela, a razlika reziduala je 20.47.
X. Rata
Udjeli klijenata po kategorijama mjesecˇne rate kredita se ponasˇaju slicˇno po svim kategorijama
ovisne varijable. Najvisˇe klijenata je u kategoriji sa ratom kredita 200− 400, a najmanje s ratom
vec´om od 800.
Najbolji se pokazuju klijenti sa ratom 400−600, a najlosˇiji oni sa ratom vec´om od 800.
Tablica 11: Varijabla RATA
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
< 200 258 75 29 16.91% 15.96% 16.57% 1.02 0.96
200-400 683 208 78 44.76% 44.26% 46.15% 0.97 0.96
400-600 371 121 36 24.31% 25.74% 21.30% 1.14 1.21
600-800 128 45 16 8.39% 9.57% 9.47% 0.89 1.01
≥ 800 86 21 11 5.64% 4.47% 6.51% 0.87 0.69
ANOVA analizom dobivena je p−vrijednost 9.52× 10−11 na temelju cˇega odbacujemo nul-
hipotezu o jednakim ocˇekivanjima modela s varijablom RATA i nulmodela. Razlika reziduala je
1204, a AIC vrijednost nulmodela je manja od AIC vrijednosti modela s varijablom RATA. Iako
AIC vrijednost modela ne potvrduje kvalitetu modela s varijablom RATA, na temelju dobivene
p−vrijednosti ovu varijablu mozˇemo pokusˇati ukljucˇiti u model.
XI. Omjer rate i cijene
Posljednja izvedena varijabla daje nam omjer rate i cijene robe koju klijent kupuje. Omjer je
izrazˇen u postotku. Rata najvec´eg dijela klijenata cˇini 5%− 10% ukupne cijene robe koju klijent
kupuje. U toj kategoriji je visˇe od 50% dobrih, srednjih i losˇih klijenata.
Prema inf. omjerima u odnosu na losˇe klijente, najvec´u sˇansu biti dobri imaju klijenti kojima rata
cˇini 5%−10% cijene robe koju, a najvec´u sˇansu biti srednji imaju klijenti s ratom manjom od 5%
cijene. Najlosˇiji se pokazuju klijenti s ratom vec´om od 15% cijene robe koju kupuju.
ANOVA testom dobivena je p−vrijednost 8.89×10−8 na temelju cˇega odbacujemo nul-hipotezu
o jednakim ocˇekivanjima i pretpostavljamo da je ova varijabla prediktivna i ima je smisla pokusˇati
ukljucˇiti u model. AIC vrijednost je vec´a od AIC vrijednosti nulmodela, a razlika u rezidualima je
790.64.
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Tablica 12: Omjer rate i cijene
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
<5% 107 59 13 7.01% 12.55% 7.69% 0.91 1.63
5-10% 825 252 94 54.06% 53.62% 55.62% 0.97 0.96
10-15% 485 119 47 31.78% 25.32% 27.81% 1.14 0.91
>15% 109 40 15 7.14% 8.51% 8.88% 0.80 0.96
XII. Zanimanje
Prema tablici frekvencija najvisˇe klijenata je u kategoriji zaposlenih. Dobrih je najmanje medu
poduzetnicima, a losˇih i srednjih klijenata je najmanje medu umirovljenicima.
Kod ove varijable umirovljenici su skupina koja ima najvec´u sˇansu biti dobri. Poduzetnici imaju
najvec´u sˇansu biti srednji, dok je za zaposlenike najvec´a rizicˇnost za ulazak u stanje neispunjavanja
obveza, za koje 0.98 dobrih i 0.91 srednjih dolazi na jednog losˇeg.
Tablica 13: Varijabla ZANIMANJE
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
poduzetnik 142 81 18 9.31% 17.23% 10.65% 0.87 1.62
umirovljenik 187 49 16 12.25% 10.43% 9.47% 1.29 1.10
zaposlenik 1197 340 135 78.44% 72.34% 79.88% 0.98 0.91
Provodec´i ANOVA test dobivena je p−vrijednost 0.001, te odbacujemo nul-hipotezu o jedna-
kim ocˇekivanjima nulmodela i modela s varijablom ZANIMANJE. AIC vrijednost modela s ovom
varijablom je manja od AIC vrijednosti nulmodela sˇto je dodatna potvrda da model s varijablom
ZANIMANJE bolje razlikuje kategorije ovisne varijable. Ovu varijablu mozˇemo pokusˇati ukljucˇiti
u model.
XIII. Nacˇin
Nacˇin na koji klijent plac´a kredit je takoder informacija s kojom rapolazˇemo i mozˇemo ispitati
njenu prediktivnost. Prema tablici frekvencija ove varijable vidimo da su vec´i udjeli klijenata koji
plac´aju uplatnicama po svim kategorijama ovisne varijable. Taj je udio nesˇto manji kod losˇih klije-
nata od kojih 42.0% plac´a trajnim nalogom. Prema inf. omjerima klijenti koji plac´aju uplatnicama
pokazuju se kao manje rizicˇni nego oni koji plac´aju trajnim nalogom.
ANOVA testom dobivena je p−vrijednost 0.9556, razlika reziduala modela s varijablom NACˇIN
i nulmodela je 0. AIC vrijednost modela s ovom varijablom je vec´a od AIC vrijednosti nulmodela.
Prema navedenim rezultatima zakljucˇujemo da ova varijabla ne razlikuje kategorije ovisne varija-
ble i nema je smisla ukljucˇivati u model.
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Tablica 14: Varijabla NACˇIN
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
uplatnice 987 323 97 64.68% 68.72% 57.40% 1.13 1.20
trajni nalog 539 147 72 35.32% 31.28% 42.60% 0.83 0.73
XIV. Roba
Obzirom na vrstu robe koju klijenti kupuju, najvisˇe dobrih (32.18%) i srednjih klijenata (30.43%)
kupuje crnu tehniku. Najvisˇe losˇih klijenata (33.73%) kupuje mobitele. Roba koja se najmanje ku-
puje po svim kategorijama ovisne varijable su kuc´ne potrepsˇtine, namjesˇtaj, kuhinje, racˇunala i
uredska tehnika.
Najmanje rizicˇna kategorija se pokazuje kategorija klijenata koji kupuju bijelu tehniku gdje na jed-
nog losˇeg klijenta dolazi visˇe od 2 dobra i visˇe od 2 srednja. Najmanji inf. omjeri su za klijente
koji kupuju mobitele, racˇunala i uredsku tehniku, te se oni pokazuju kao najrizicˇniji.
Tablica 15: Varijabla ROBA
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
Bijela teh. 278 79 14 18.22% 16.81% 8.28% 2.20 2.03
Crna teh. 491 143 51 32.18% 30.43% 30.18% 1.07 1.01
Kuc´ne potr. 55 28 5 3.60% 5.96% 2.96% 1.22 2.01
Mobiteli 375 85 57 24.57% 18.09% 33.73% 0.73 0.54
Kuhinje 83 45 10 5.44% 9.57% 5.92% 0.92 1.62
Racˇ. i ured 47 21 10 3.08% 4.47% 5.92% 0.52 0.76
Ostalo 197 69 22 12.91% 14.68% 13.02% 0.99 1.13
Dobivena p−vrijednost je 0.0088 na temelju cˇega odbacujemo nul-hipotezu o jednakim ocˇekivanjima
nulmodela i modela s varijablom ROBA. Razlika u rezidualima je 17.13, a AIC vrijednost mo-
dela s ovom varijablom je manja od AIC vrijednosti nulmodela. Sukladno dobivenim rezultatima
mozˇemo pretpostaviti da je ova varijabla prediktivna i pokusˇat c´emo je ukljucˇiti u model.
XV. Iskustvo
Varijabla ISKUSTVO nosi podatak o tome je li banka vec´ imala iskustvo s klijentom. Klijent
koji je otplatio jedan kredit ili ga josˇ otplac´uje u bazi c´e biti oznacˇen kao novi klijent, dok klijenti
koji imaju zakljucˇen bar jedan kredit i trenutno otplac´uju drugi ili visˇe, pri analizi podataka bit c´e
klasificirani kao stari klijenti.
Prema tablici frekvencija je znatno vec´i broj novih klijenata. Inf. omjeri za nove klijente su
priblizˇno jednaki 1, sˇto znacˇi da na jednog losˇeg dolazi jedan dobar i jedan srednji. Za stare
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klijente inf. omjer dobrih je 0.49, dakle za kategoriju starih klijenata je vec´a sˇansa da budu dobri
nego losˇi. Dok je inf. omjer srednjih 1.31, te je vec´a sˇansa da stari klijenti budu srednji, a ne losˇi.
Tablica 16: Varijabla ISKUSTVO
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
Novi 1410 375 143 92.40% 79.79% 84.62% 1.09 0.94
Stari 116 95 26 7.60% 20.21% 15.38% 0.49 1.31
Provedbom ANOVA testa dobivena p−vrijednost je 5.77×10−12 te odbacujemo nul-hipotezu i
pretpostavljamo da je ova varijabla prediktivna. Razlika rezidula je 47.41. AIC vrijednost modela
s varijablom ISKUSTVO je znatno manja od AIC vrijednosti nulmodela.
Prema navedenim rezultatima nasluc´ujemo da ova varijabla dobro razlikuje kategorije ovisne vari-
jable i pokusˇat c´emo je ukljucˇiti u skoring model.
XVII. Kvaliteta
Prema kvaliteti duc´ana u kojima klijenti kupuju robu za koju trazˇe zajam, klijenti su podjeljeni
u 6 kategorija. Najvec´i broj klijenata kupuje u duc´anima koji su nesˇto ispod prosjeka, 52.56%
dobrih, 38.72% srednjih i 55.62% losˇih. Najmanje je klijenata koji kupuju robu u najboljih 10% i
najlosˇijih 10% duc´ana.
Prema inf. omjerima, najmanje rizicˇna se pokazuje kategorija klijenata koji kupuju u 10% najboljih
duc´ana, a najrizicˇnija je skupina klijenata koji kupuju u 10% najlosˇijih duc´ana.
Tablica 17: Varijabla KVALITETA
Kateg. Dobri Srednji Losˇi %D %S %L i.omjer D i.omjer S
A 24 12 1 1.57% 2.55% 0.59% 2.66 4.31
B 524 176 38 34.34% 37.45% 22.49% 1.53 1.67
C 802 182 94 52.56% 38.72% 55.62% 0.94 0.70
D 28 14 8 1.83% 2.98% 4.73% 0.39 0.63
E 78 49 15 5.11% 10.43% 8.88% 0.58 1.17
F 70 37 13 4.59% 7.87% 7.69% 0.60 1.02
ANOVA testom dobivena je p−vrijednost 3.07×10−6 na temelju cˇega pretpostavljamo da ova
varijabla dobro razlikuje kategorije ovisne varijable. Razlika reziduala je 33.44, a AIC vrijednost
modela s varijablom KVALITETA je manja od AIC vrijednosti nulmodela. Dakle, visˇe je poka-
zatelja da ova varijabla bolje razlikuje dobre, srednje i losˇe klijente od nulmodela i mozˇemo je
pokusˇati ukljucˇiti u model.
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4.4 Skoring model
Sukladno analizi iz prethodnog poglavlja odabiremo 14 prediktivnih varijabli koje c´emo pokusˇati
ukljucˇiti u model: DOB, STAZˇ, BRACˇNO, CIJENA, GOTOVINA/CIJENA, STAN, DOHODAK,
CIJENA/DOHODAK, RATA, RATA/CIJENA, ZANIMANJE, ROBA, ISKUSTVO i KVALITETA.
Koristec´i navedene varijable kreirana su 3 modela. Prvi model sadrzˇi svih 14 varijabli, drugi njih
7: DOB, STAZˇ, CIJENA, STAN, RATA, ISKUSTVO i KVALITETA, a trec´i model odabranih 6
varijabli: DOB, STAZˇ, CIJENA, STAN, ISKUSTVO i KVALITETA.
Dakle, pocˇeli smo sa modelom koji sadrzˇi sve varijable koje su se pokazale znacˇajne u prethodnom
poglavlju. Zatim smo izbacujuc´i po jednu varijablu kreirali 14 modela s 13 varijabli i ANOVA ana-
lizom proveli usporedbu modela sa 14 varijabli sa svakim od kreiranih modela koji nije sadrzˇavao
po jednu varijablu iz modela s 14 varijabli. Ukoliko je za neki model ANOVA analizom dobivena
p-vrijednost manja od 0.05, znacˇi da je model s tom varijablom bolji od onoga koji ju ne sadrzˇi.
Na taj nacˇin 7 varijabli se pokazalo znacˇajnim i s njima smo kreirali model 2.
Isti postupak smo napravili s modelom 2, i samo model bez varijable RATA se na razini znacˇajnosti
5% pokazao bolji od modela sa svih 7 varijabli. Model 3 kreiran je sa 6 varijabli iz modela 2 bez
varijable RATA.
U tablici (18) prikazana je ANOVA analiza navedena 3 modela. Model 3 je model s najmanje
neovisnih varijabli, model 2 je model sa 7 varijabli, a model 1 sa svih 14 neovisnih varijabli.
Tablica 18: Usporedba modela
br. parametara AIC logLik LR stat Test df Pr(Chi)
Model 3 21 3258 -1608
Model 2 22 3256 -1606 3.82 Model 3 vs Model 2 1 0.0508
Model 1 40 3274 -1597 21.85 Model 3 vs Model 1 19 0.2919
Usporedbom modela 3 s modelom 2 dobivena je p−vrijednost 0.0508 na temelju cˇega na razini
znacˇajnosti 5% ne odbacujemo nul-hipotezu o jednakim ocˇekivanjima dva modela, te pretpostav-
ljamo da je model s manje varijabli bolji. Kod usporedbe modela 3 s modelom 1, dobivena je
p−vrijednost 0.2919 na temelju cˇega ne odbacujemo nul-hipotezu o jednakim ocˇekivanjima mo-
dela 1 i 3. Sukladno dobivenim rezultatima mozˇemo zakljucˇiti da je model 3 najbolji izbor, te
c´emo ga u nastavku detaljnije analizirati.
4.4.1 Analiza modela
Model je kreiran funkcijom clm (cumulative logistic model) iz paketa ordinal u programskom
jeziku R. Funkcija clm vrsˇi procjenu parametara metodom maksimalne vjerodostojnosti, racˇuna
standardnu gresˇku, vrijednosti Waldove statistike za pojedni procjenjeni parametar, te odgova-
rajuc´u p vrijednost. Dobiveni rezultati za model 3 su u tablici (19).
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Tablica 19: Procjena parametara
parametar st. gresˇka z vrijednost p-vrijednost
dob 0.0170 0.0050 3.407 0.000657
stazˇ1 0.0063 0.1481 0.043 0.965989
stazˇ2 0.3001 0.1651 1.818 0.069050
stazˇ3 0.5939 1.9310 3.076 0.002101
stazˇ4 0.4033 0.2054 1.963 0.049618
stazˇ5 0.2307 0.2598 0.888 0.374517
stazˇ6 0.5148 0.1825 2.821 0.004787
cijena -4.84e-05 1.51e-05 -3.217 0.001296
stan2 -0.3187 0.2742 -1.162 0.245089
stan3 0.1278 0.1741 0.734 0.462842
stan4 -0.1203 0.1978 -0.608 0.543285
stan5 0.0990 0.1897 0.522 0.601840
stan6 -0.4420 0.2196 -2.022 0.043133
iskus2 -0.9733 0.1374 -7.082 1.42e-12
kval2 0.2656 0.3516 0.756 0.449938
kval3 0.4301 0.3495 1.231 0.218372
kval4 -0.2723 0.4441 -0.613 0.539756
kval5 -0.2798 0.3801 -0.736 0.461610
kval6 -0.5623 0.3888 -0.145 0.885019
0|1 0.1098 0.4474 0.245
1|2 1.7917 0.4512 3.971
Za kategoricˇke varijable, za svaku kategoriju neovisnih varijabli je procjenjen parametar, osim
za prvu koja je referentna i procjenitelj za nju je sadrzˇan u slobodnom cˇlanu. Za kontinurane
varijable procjenjen je po jedan parametar.
Uvrsˇtavanjem odgovarajuc´ih parametara β u jednadzˇbu (3.11) dobivamo vjerojatnost da poje-
dini klijent bude dobar:




odnosno, vjerojatnost da bude dobar ili srednji:




Analizirajuc´i svaki parametar modela 3 mozˇemo zakljucˇiti kako c´e se kretati vjerojatnosti u
ovisnosti o vrijednostima neovisnih varijabli.
- Procjenjeni parametar za varijablu DOB je 0.017. Vrijednost parametra je vec´a od nule, te
mozˇemo zakljucˇiti da c´e povec´anje dobi klijenta utjecati na porast vjerojatnosti (4.1) i (4.2).
Dakle, stariji klijenti c´e imati vec´u sˇansu upasti u kategoriju dobrih ili u kategoriju srednjih.
Dok c´e se smanjenjem dobi klijenta povec´avati sˇansa da klijent bude losˇ.
- Svi procjenjeni parametri za varijablu STAZˇ su vec´i od nule. Obzirom na referentnu ka-
tegoriju, a to su klijenti koji nisu dali podatak o stazˇu, svi ostali imaju vec´u sˇansu upasti
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u kategoriju dobrih ili u kategoriju srednjih nego klijenti koji nisu dali podatak o stazˇu.
Najvec´u sˇansu biti dobri imaju klijenti sa stazˇem od 49− 75 mjeseci, za koje je parametar
jednak 0.5939, te klijenti sa stazˇem vec´im od 120 mjeseci za koje je procjenjeni parametar
jednak 0.5148. Nakon klijenata koji nisu dali podatak o stazˇu, najmanju sˇansu biti dobri ili
biti srednji imaju klijenti sa stazˇem manjim od 24 mjeseca, parametar za njih je 0.0063, te
klijenti sa stazˇem od 57−120 mjeseci s parametrom 0.2307.
- Za kontinuranu varijablu CIJENA procjenjeni parametar je manji od nule. Povec´anje cijene
robe koju klijent kupuje utjecat c´e na smanjenje vjerojatnosti (4.1) i (4.2). Mozˇemo zakljucˇiti
da se povec´anjem cijene robe povec´ava rizicˇnost za otplatu kredita.
- Za varijablu STAN referentna kategorija je unajmljen stan. Klijenti koji imaju stanarsko
pravo imaju najmanju sˇansu upasti u neku od visˇih kategorija ovisne varijable, procjenjen
parametar za njih iznosi −0.3187. Klijenti koji zˇive u vlastitom stanu ne pokazuju se bolji od
klijenata koji zˇive u unajmljenom stanu, parametar za njih je jednak −0.1203. Najvec´u sˇansu
da budu procjenjeni kao dobri ili srednji imaju klijenti koji zˇive u drusˇtvenom stanu, para-
metar za njih je 0.1278, zatim slijede klijenti koji zˇive s roditeljima, procjenjeni parametar
je 0.099. Klijenti iz kategorije ostalo pokazuju se najlosˇiji.
- Varijabla ISKUSTVO ima dvije kategorije. Referentna kategorija su novi klijenti, a procje-
njen parametar za stare je −0.9733. Prema tom rezultatu stari klijetni se pokazuju rizicˇniji
pri otplati kredita, odnosno imaju manju sˇansu od novih klijenata upasti u neku od visˇih
kategorija ovisne varijable.
- Referentna kategorija varijable KVALITETA su klijenti koji kupuju u duc´nima A kvalitete
(10% najboljih duc´ana). Klijenti koji se pokazuju bolji od klijenata iz referentne kategorije
su klijenti koji kupuju u duc´anima kvalitete B i C, procjenjeni parametri za njih su 0.2656
i 0.4301 redom. Klijenti koji kupuju u preostalim kategorijama duc´ana imaju manju sˇansu
biti dobri ili srednji od klijenata koji kupuju u duc´anima A kvalitete. Najrizicˇniji se pokazuju
klijenti koji kupuju u duc´anima kvalitete F (mali duc´ni koji sklapaju do 6 ugovora mjesecˇno),
procjenjen parametar za njih je −0.5623.
Uvrsˇtavajuc´i procjenjene parametre u jednadzˇbe (4.1) i (4.2) za svakog klijenta dobivamo vje-
rojatnosti P(Y ≤ 0) i P(Y ≤ 1). Uvedimo oznake p0 = P(Y = 0), p1 = P(Y = 1) i p2 = P(Y = 2).
Obzirom da je Y diskretna varijabla, vrijedi P(Y ≤ 0)=p0, sˇto odgovara vjerojatnosti da je klijent
dobar. Pomoc´u P(Y ≤ 1) izrazˇavamo vjerojatnost da je klijent srednji, p1 = P(Y ≤ 1)− p0, te
vjerojatnost da je klijent losˇ, p2 = 1−P(Y ≤ 1).
U tablici (20) prikazane su procjenjene vjerojatnosti za nekoliko klijenata.
Iz dobivenih vjerojatnosti zˇelimo zakljucˇiti kojoj kategoriji ovisne varijable klijent pripada.
Velika vec´ina klijenata ima najvec´u vjerojatnost da bude dobra, a najmanju da bude losˇa sˇto je
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Tablica 20: Procjenjene vjerojatnosti
p0 p1 p2
1 0.7059 0.2222 0.0719
2 0.4359 0.3701 0.1940
3 0.7304 0.2054 0.0643
4 0.5660 0.3091 0.1249





2164 0.7564 0.1871 0.0565
2165 0.4707 0.3563 0.1730
posljedica uzorka na kojem smo kreirali model koji sadrzˇi 70% dobrih klijenata. Bilo bi prirodno
gledati maksimalnu od tri dobivene vjerojatnosti i na temelju toga zakljucˇiti u koju kategoriju
klijenta svrstati. Uzimajuc´i taj kriterij, 2 klijenta bi bila procjenjena kao losˇa, 33 kao srednji,
a preostalih 2130 bi bili dobri. Od toga niti jedan losˇ klijent nije tocˇno procjenjen. Tocˇno je
procjenjeno 3.40% srednjih i 99.34% dobrih.
Cilj skoring modela je prije svega detektirati losˇe klijente koji bi banci mogli prouzrocˇiti probleme,
sˇto nam ovaj kriterij ne omoguc´ava. Ukupna stopa pogodaka (engl. hit rate) je 70.76%, no to su
uglavnom tocˇno procjenjeni dobri klijenti, dok srednji i losˇi gotovo uopc´e nisu prepoznati.
Definirajmo gresˇke tipa I i II koje smo u ovom radu podjelili na male i velike. Velika gresˇka
tipa I je ukoliko je klijent koji je stvarno losˇ procjenjen kao dobar, a mala gresˇka je ukoliko je
klijent procjenjen za jednu kategoriju visˇe. Slicˇno za gresˇku tipa II, ukoliko je stvarno dobar
klijent procjenjen kao losˇ smatrat c´emo to velikom gresˇkom, a ukoliko je procjenjen za kategoriju
nizˇe nego sˇto stvarno jeste rec´i c´emo da se radi o maloj gresˇki tipa II.
Zbog velikih gresˇaka tipa I, pokusˇat c´emo pronac´i adekvatne pragove (engl. cut-off ili cut
points) kojima c´emo minimizirati gresˇke, i istovremeno povec´ati stope pogodaka srednjih i losˇih
klijenata.
Prag je proizvoljna vjerojatnost unutar jedne od kategorija. Ukoliko je vjerojatnost da klijent
pripada toj kategoriji vec´a od odabranog praga, smatrat c´emo da klijent pripada toj kategoriji. Prvi
prag uzet je za losˇe klijente. Ukoliko je p2 vec´a od odabranog praga, klijenta c´emo svrstati u ka-
tegoriju losˇih. U suprotnom biramo prag za kategoriju srednjih. Ukoliko je p1 vec´a od odabranog
drugog praga, klijenta svrstavamo u srednju kategoriju, a ukoliko niti taj uvijet nije zadovoljen,
klijent c´e biti procjenjen kao dobar.
U tablici (21) prikazani su uredeni parovi pragova, gresˇke i stope pogodaka za svaki uredeni
par. Krenuli smo s pragom 0.09 za losˇe klijente jer nema razloga gledati manje od njega obzirom
da 29.42% klijenata ima p2 vec´i od 0.09, a znamo da je stvarno losˇih klijenata iz uzorka tek 7.81%.
Josˇ vec´im smanjenjem tog praga povec´ala bi se stopa pogodaka losˇih, ali bi se povec´ale gresˇke tipa
II i smanjile stope pogodaka za preostale dvije kategorije.
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Tablica 21: Tocˇnost procjene multinomnog modela za razlicˇite parove pragova
Pragovi Gresˇke Tipa I Gresˇke Tipa II Stope pogodaka
losˇi srednji mala velika mala velika dobri srednji losˇi ukupno
0.09 0.20 33.96% 22.49% 28.46% 21.69% 53.47% 26.17% 42.60% 46.70%
0.10 0.20 36.15% 22.49% 31.41% 15.66% 53.47% 33.19% 34.32% 47.58%
0.11 0.20 37.56% 22.49% 33.72% 11.34% 53.47% 37.45% 28.99% 48.08%
0.12 0.20 38.34% 22.49% 34.02% 9.63% 53.47% 41.70% 26.04% 48.78%
0.13 0.20 39.28% 22.49% 34.67% 7.54% 53.47% 45.74% 22.49% 49.38%
0.14 0.20 40.06% 22.49% 34.92% 5.96% 53.47% 49.79% 19.53% 50.02%
0.15 0.20 40.85% 22.49% 35.12% 4.91% 53.47% 52.34% 16.57% 50.35%
0.09 0.21 35.37% 29.59% 24.60% 21.69% 58.52% 21.70% 42.60% 49.28%
0.10 0.21 37.56% 29.59% 27.56% 15.66% 58.52% 28.72% 34.32% 50.16%
0.11 0.21 38.97% 29.59% 29.86% 11.34% 58.52% 32.98% 28.99% 50.67%
0.12 0.21 39.75% 29.59% 30.16% 9.63% 58.52% 37.23% 26.04% 51.36%
0.13 0.21 40.69% 29.59% 30.81% 7.54% 58.52% 41.28% 22.49% 51.96%
0.14 0.21 41.47% 29.59% 31.06% 5.96% 58.52% 45.32% 19.53% 52.61%
0.15 0.21 42.25% 29.59% 31.26% 4.91% 58.52% 47.87% 16.57% 52.93%
0.09 0.22 36.15% 35.50% 21.29% 21.69% 62.84% 18.51% 42.60% 51.64%
0.10 0.22 38.34% 35.50% 24.25% 15.66% 62.84% 25.53% 34.32% 52.52%
0.11 0.22 39.75% 35.50% 26.55% 11.34% 62.84% 29.79% 28.99% 53.03%
0.12 0.22 40.53% 35.50% 26.85% 9.63% 62.84% 34.04% 26.04% 53.72%
0.13 0.22 41.47% 35.50% 27.51% 7.54% 62.84% 38.09% 22.49% 54.32%
0.14 0.22 42.25% 35.50% 27.76% 5.96% 62.84% 42.13% 19.53% 54.97%
0.15 0.22 43.04% 35.50% 27.96% 4.91% 62.84% 44.68% 16.57% 55.29%
0.09 0.23 39.12% 40.24% 17.59% 21.69% 67.69% 12.77% 42.60% 53.81%
0.10 0.23 41.31% 40.24% 20.54% 15.66% 67.69% 19.79% 34.32% 54.69%
0.11 0.23 42.72% 40.24% 22.85% 11.34% 67.69% 24.04% 28.99% 55.20%
0.12 0.23 43.51% 40.24% 23.15% 9.63% 67.69% 28.30% 26.04% 55.89%
0.13 0.23 44.44% 40.24% 23.80% 7.54% 67.69% 32.34% 22.49% 56.49%
0.14 0.23 45.23% 40.24% 24.05% 5.96% 67.69% 36.38% 19.53% 57.14%
0.15 0.23 46.01% 40.24% 24.25% 4.91% 67.69% 38.94% 16.57% 57.46%
0.09 0.24 41.78% 43.20% 14.43% 21.69% 71.82% 8.09% 42.60% 55.70%
0.10 0.24 43.97% 43.20% 17.38% 15.66% 71.82% 15.11% 34.32% 56.58%
0.11 0.24 45.38% 43.20% 19.69% 11.34% 71.82% 19.36% 28.99% 57.09%
0.12 0.24 46.17% 43.20% 19.99% 9.63% 71.82% 23.62% 26.04% 57.78%
0.13 0.24 47.10% 43.20% 20.64% 7.54% 71.82% 27.66% 22.49% 58.38%
0.14 0.24 47.89% 43.20% 20.89% 5.96% 71.82% 31.70% 19.53% 59.03%
0.15 0.24 48.67% 43.20% 21.09% 4.91% 71.82% 34.26% 16.57% 59.35%
0.09 0.25 43.35% 49.11% 11.77% 21.69% 75.29% 3.83% 42.60% 57.23%
0.10 0.25 45.54% 49.11% 14.73% 15.66% 75.29% 10.85% 34.32% 58.11%
0.11 0.25 46.95% 49.11% 17.03% 11.34% 75.29% 15.11% 28.99% 58.61%
0.12 0.25 47.73% 49.11% 17.33% 9.63% 75.29% 19.36% 26.04% 59.31%
0.13 0.25 48.67% 49.11% 17.99% 7.54% 75.29% 23.40% 22.49% 59.91%
0.14 0.25 49.45% 49.11% 18.24% 5.96% 75.29% 27.45% 19.53% 60.55%
0.15 0.25 50.23% 49.11% 18.44% 4.91% 75.29% 30.00% 16.57% 60.88%
Povec´anjem spomenutog praga stopa pogodaka losˇih i velika gresˇka tipa II opadaju, stopa
pogodaka srednjih raste, a na stopu pogodaka dobrih nema utjecaj, kao niti na veliku gresˇku tipa
I. Povec´anjem prvog praga do 0.15 znatno se smanjila stopa pogodaka losˇih klijenata. Samo
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16.57% losˇih je tocˇno procjenjeno, stoga nismo promatrali rezultate koji bi se realizirali josˇ vec´im
porastom ovog praga.
Za prag srednje kategorije prvo je uzeta vrijednost 0.20 iz razloga sˇto svi klijenti koji imaju
p1 manju od 0.20, imaju p0 vjerojatnosti vec´e od 0.74, sˇto je dovoljno veliko da takve klijente
svrstamo u kategoriju dobrih.
Povec´anje praga za srednje klijente nema utjecaj na stopu pogodaka losˇih niti na veliku gresˇku
tipa II, dok velika gresˇka tipa I raste, stopa pogodaka srednjih opada, a dobrih raste. Povec´anjem
drugog praga do 0.25 znatno se povec´ala gresˇka tipa I, posebno velika gresˇka do gotovo 50%, sˇto
znacˇi da bi gotovo 50% losˇih klijenata bilo procjenjeno kao dobri. Iz tog razloga nismo promatrali
daljnji rast drugog praga.
Maksimalna stopa pogodaka losˇih postignuta je za sve uredene parove kojima je prag losˇih
0.09 i iznosi 42.60%. Srednji klijenti najbolje su prepoznati za uredeni par pragova (0.15,0.20) za
koje stopa pogodaka srednjih iznosi 52.34%.
Koristec´i rezultate iz tablice (21) potrebno je odabrati uredene parove pragova pomoc´u kojih
bi dosˇli do najtocˇnije procjene ponasˇanja klijenta pri otplati kredita.
Vazˇni kriteriji za odabir su sˇto vec´e stope pogodaka dobrih, srednjih i losˇih, zatim sˇto manje gresˇke
tipa I i II. U nasˇem slucˇaju stopa pogodaka dobrih je u vec´ini slucˇajeva velika i povlacˇi za sobom
ukupnu stopu pogodaka. Iz tog razloga nam kriterij za tocˇno procjenjene dobre klijente nec´e biti
od presudne vazˇnosti.
Korisˇteni kriteriji za odabir pragova su sljedec´i:
• Stopa pogodaka losˇih vec´a od 28%
• Stopa pogodaka srednjih vec´a od 20%
• Velika gresˇka tipa I manja od 30%
Navedene kriterije smo birali u skladu s dobivenim razultatima u tablici (21). Stopu pogodaka
losˇih smatramo najvazˇnijim kriterijem i pozˇeljno je da je sˇto vec´a, no povec´avajuc´i je smanjuje se
stopa pogodaka srednjih. Velika gresˇka tipa II je za sve uredene parove pragova relativno mala te
ju nismo ukljucˇili u kriterije za odabir. Velika gresˇka tipa I sljedec´i je vazˇan kriterij, te smo u obzir
uzeli dvije najmanje vrijednosti. Male gresˇke nec´emo promatrati.
Prema navedenom kriteriju dobili smo 4 para pragova: (0.09,0.20), (0.10,0.20), (0.09,0.21),
(0.10,0.21).
Za navedene pragove c´emo provesti validaciju na uzorku klijenata cˇiji podaci nisu korisˇteni za
kreiranje modela.
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4.4.2 Validacija modela
U ovom potpoglavlju c´emo provesti validaciju prethodno analiziranog modela na 1000 klijentana
koji nisu korisˇteni za izradu modela. Validacijski uzorak sastoji se od 767 dobrih, 203 srednja i 30
losˇih klijenata.
Uvrstimo li u jednadzˇbe (4.1) i (4.2) odgovarajuc´e procjenjene parametre iz tablice (19) za
svakog od 1000 klijenata, mozˇemo izraziti vjerojatnost za svakog klijenta da bude dobar, srednji
i losˇ. Nakon sˇto smo dobili procjenjene vjerojatnosti, svrstavamo ih u odgovarajuc´e kategorije
ovisne varijable prema odabranim pragovima.
U prethodnom potpoglavlju odabrali smo 4 uredena para pragova koje smatramo najoptimalnijima.
U tablici (22) prikazani su rezultati procjene za svaki od odabranih parova pragova.
Tablica 22: Tocˇnost procjene multinomnog modela na validacijskom uzorku
Pragovi Gresˇke Tipa I Gresˇke Tipa II Stope pogodaka
losˇi srednji mala velika mala velika dobri srednji losˇi Ukupno
0.09 0.20 38.63% 26.67% 28.56% 27.25% 44.98% 30.05% 33.33% 41.60%
0.10 0.20 41.20% 26.67% 30.41% 23.08% 44.98% 36.95% 13.33% 42.40%
0.09 0.21 45.49% 33.33% 24.33% 27.25% 50.33% 21.18% 33.33% 43.90%
0.10 0.21 48.07% 33.33% 26.19% 23.08% 50.33% 28.08% 13.33% 44.70%
Mozˇemo primjetiti da je ukupna stopa pogodaka manja za sve parove pragova nego za iste
pragove za uzorak na kojem je kreiran model. Nadalje, gresˇke su vec´e, stope pogodaka dobrih i
losˇih su manje za sve pragove, dok za srednje klijente stopa pogodaka ne odstupa visˇe od 4% niti
za jedan par.
Niti za jedan prag ne mozˇemo rec´i da je ovaj model dobar. Ukupne stope pogodaka ne dostizˇu
niti 50%, a srednje i losˇe klijente model gotovo ne prepoznaje.
Promotrimo josˇ matricu konfuzije za jedan par, npr. za (0.09,0.21).
Tablica 23: Matrica konfuzije za uredeni par pragova (0.09,0.21)
Procjena Stvarno 0 Stvarno 1 Stvarno 2
0 386 96 10
1 172 43 10
2 209 64 10
Prema tablici (23) veliki broj dobrih klijenata je procjenjen kao losˇ, sˇto banci ne bi prouzrocˇilo
gubitak, ali bi propustila priliku za zaradu. Vec´i problem cˇine losˇi klijenti koji bi bili procjenjeni
kao dobri te bi banci prouzrocˇili gubitke. Za nasˇ model to je trec´ina losˇih klijenata. Najvec´i dio
srednjih je procjenjen kao dobar, a najmanje ih je tocˇno procjenjeno.
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Mozˇemo zakljucˇiti da ovim modelom nismo dobili zˇeljene rezultate kojima bi mogli predvidjeti
ponasˇanje klijenata pri otplati kredita. Iz tog razloga u iduc´em poglavlju c´emo pokusˇati kreirati
binomni model bez srednjih klijenata kojim bi dobili bolje rezultate procjene.
4.5 Binomni model
Na isti nacˇin kao i za multinomni model proveli smo analizu varijabli. Kao prediktivne, na ra-
zini znacˇajnosti 5%, se pokazalo sljedec´ih 7 varijabli: DOB, STAZˇ, BRACˇNO, STAN, ROBA,
ISKUSTVO i KVALITETA. Vidi tablicu (24).
Tablica 24: Znacˇajnosti neovisnih varijabli za binomni model
R. Broj Model Resid df Resid. Dev Test Df Deviance Pr(>|Chi|)
1 Nulmodel 1694 1099.80
2 dob 1693 1072.00 1 vs 2 1 27.80 1.34e-07
3 zanimanje 1692 1098.50 1 vs 3 2 1.38 0.5024
4 bracˇno 1691 1076.20 1 vs 4 3 23.63 2.98e-05
5 cijena/dohodak 1690 10954.40 1 vs 5 4 5.45 0.2444
6 cijena 1693 1096.80 1 vs 6 1 3.01 0.0825
7 dohodak 1693 1099.80 1 vs 7 1 0.02 0.8790
8 gotovina/cijena 1693 1096.40 1 vs 8 1 3.41 0.0650
9 gotovina 1693 1099.80 1 vs 9 1 0.00 0.9664
10 iskustvo 1693 1089.80 1 vs 10 1 10.08 0.0015
11 kvaliteta 1689 1080.50 1 vs 11 5 19.32 0.0017
12 nacˇin 1693 1096.40 1 vs 12 1 3.43 0.0640
13 rata/cijena 1693 1099.60 1 vs 13 1 0.26 0.6071
14 rata 1693 1099.70 1 vs 14 1 0.12 0.7257
15 roba 1688 1081.20 1 vs 15 6 18.66 0.0048
16 stan 1689 1061.70 1 vs 16 5 38.14 3.54e-07
17 stazˇ 1688 1057.80 1 vs 17 6 41.98 1.86e-07
Tablica 25: Usporedba dva binomna modela
Resid. Df Resid. Dev Df Devinace P(>|Chi|)
Model 5 var 1676 999.54
Model 7 var 1667 986.08 9 13.466 0.1426
Kreirajuc´i binomne modele s navedenim varijablama, te provedbom ANOVA analize, model sa
sljedec´im varijablama se pokazao kao najbolji: DOB, STAZˇ, STAN, ISKUSTVO i KVALITETA.
ANOVA usporedba navedenog modela i modela sa svih 7 varijabli je u tablici (25). Procjenjeni
parametri modela kreiranim s navedenih 5 varijabli su u tablici (26).
Uvrstimo li u jednadzˇbu (2.9) procjenjene parametre i odgovarajuc´e vrijednosti neovisnih va-
rijabli, za svakog klijenta dobivamo vjerojatnost da bude dobar. Ukoliko je pojedini procjenjeni
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parametar vec´i od nule, to c´e povec´ati sˇansu da klijent bude dobar.
Tablica 26: Procjena parametara binomnog modela
parametar st. gresˇka z vrijednost p-vrijednost
dob 0.0211 0.0091 2.320 0.020318
stazˇ k1 -0.3292 0.2595 -1.269 0.204519
stazˇ k2 0.0861 0.2928 0.294 0.768730
stazˇ k3 0.7806 0.4020 1.942 0.052189
stazˇ k4 0.9949 0.5041 1.974 0.048423
stazˇ k5 -0.1936 0.4192 -0.462 0.644176
stazˇ k6 0.8973 0.4124 2.176 0.029581
stan2 -0.3882 0.4185 -0.927 0.353704
stan3 0.5175 0.2899 1.785 0.074212
stan4 -0.0677 0.3051 -0.222 0.824383
stan5 0.3929 0.3182 1.235 0.216951
stan6 -0.4208 0.3425 -1.229 0.219251
iskus2 -0.8347 0.2498 -3.342 0.000833
kval2 - 0.4703 1.0511 -0.447 0.654548
kval3 -0.8067 1.0429 -0.774 0.439196
kval4 -1.6807 1.1199 -1.501 0.133415
kval5 -1.3842 1.0785 -1.283 0.199336
kval6 -1.3339 1.0836 -1.231 0.218341
(Intercept) 2.0602 1.1405 1.806 0.070846
- Procjenjeni parametar za varijablu DOB je 0.0211, te mozˇemo zakljucˇiti da povec´anjem dobi
raste sˇansa da klijent bude dobar.
- Za varijablu STAZˇ, referentna kategorija su klijenti koji nisu dali podatak o stazˇu. Klijenti sa
stazˇem manjim od 24 mjeseca, te klijenti sa stazˇem od 97−120 mjeseci imaju manju sˇansu
biti dobri nego oni koji nisu dali podatak o stazˇu. Najvec´u sˇansu biti dobri imaju klijenti sa
stazˇem od 73−96 mjeseci, te klijenti sa stazˇem vec´im od 120 mjeseci.
- Referentna kategorija varijable STAN su klijenti s unajmljenim stanom. Obzirom na njih,
najvec´u sˇansu biti dobri imaju klijenti koji zˇive u drusˇtvenom stanu, te klijenti koji zˇive s
roditeljima. Najlosˇiji se pokazuju klijenti iz kategorije ostalo, te oni koji imaju stanarsko
pravo.
- Procjenjeni parametar za varijablu ISKUSTVO za kategoriju starih klijenata je manji od
nule. Dakle, novi klijenti se pokazuju bolji od klijenata s kojima je banka vec´ poslovala.
- Referentna kategorija varijable KVALITETA su klijenti koji kupuju u najboljih 10% duc´ana.
Procjenjeni parametri su za sve ostale kategorije manji od nule, sˇto znacˇi da se klijenti iz
referentne kategorije pokazuju najbolji pri otplati kredita. Najlosˇiji klijenti, s najmanjim
procjenjenim parametrima, su iz najlosˇije tri kategorije duc´ana.
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Uzorak sadrzˇi puno vec´i broj dobrih, njih 1526, a samo 169 losˇih. Zbog strukture uzorka, kao
i kod multinomnog modela, vjerojatnosti da je klijent dobar su gotovo za sve klijente vec´e od
vjerojatnosti da je klijent losˇ. Iz tog razloga, promotrit c´emo rezultate za nekoliko pragova s ciljem
pronalaska najoptimalnijeg kojim bi povec´ali stopu pogodaka losˇih. U tablici (27) prikazani su
rezultati za neke pragove. Obzirom na spomenutu strukturu uzorka u kojoj je samo 10% klijenata
u kategoriji losˇih, promotrili smo pragove od 0.08 nadalje. Josˇ vec´im smanjenjem pada ukupna
stopa pogodaka, ali raste stopa pogodaka losˇih. Povec´anjem praga od 0.08 do 0.25, ukupna stopa
pogodaka, stopa pogodaka dobrih i gresˇka tipa I rastu, dok stopa pogodaka losˇih i gresˇka tipa II
padaju.
Tablica 27: Tocˇnost procjene binomnog modela za razlicˇite pragove
Prag Stopa pogodaka dobrih Gresˇka tipa I Gresˇka tipa II Stopa pogodaka losˇih Ukupna stopa pogodaka
0.08 56.09 % 21.89% 43.91% 78.11 % 58.29%
0.09 61.21 % 28.40% 38.79% 71.60 % 62.24 %
0.10 65.73 % 33.14 % 34.27 % 66.86 % 65.84 %
0.11 69.53 % 34.91 % 30.47% 65.09 % 69.09 %
0.12 73.13 % 39.05 % 26.87% 60.95 % 71.92 %
0.13 75.69% 43.79% 24.31% 56.21 % 73.75%
0.14 78.44% 50.30 % 21.56% 49.70 % 75.58 %
0.15 81.06% 53.85% 18.94% 46.15% 77.58%
0.16 83.88% 57.99% 16.12% 42.01% 79.71%
0.17 86.11% 62.72% 13.89% 37.28% 81.24%
0.18 88.01% 64.50% 11.99% 35.50% 82.77%
0.19 89.65% 68.05% 10.35% 31.95% 83.89%
0.20 90.83% 71.01% 9.17% 28.99% 84.66%
0.21 92.66% 76.92% 7.34% 23.08% 85.72%
0.22 94.36% 80.47% 5.64% 19.53% 86.90%
0.23 95.22% 82.84% 4.78% 17.16% 87.43%
0.24 95.74% 83.43% 4.26% 16.57% 87.85%
0.25 95.94% 84.62% 4.06% 15.38% 87.91%
Promotrimo li rezultate multinomnog modela iz tablice (21) i rezulate binomnog modela iz
tablice (27) mozˇemo vidjeti da je postignuta vec´a tocˇnost procjene za binomni model. No, niti za
binomni model ne mozˇemo rec´i da je dobar zbog gresˇke tipa I koja je za sve pragove binomnog
modela velika, dok je za visoku stopu pogodaka dobrih, stopa pogodaka losˇih preniska i obrnuto.
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4.5.1 Validacija binomnog modela
Za validaciju modela kreiranog u prethodnom potpoglavlju, korisˇteni su podaci 797 klijenata koji
nisu korisˇteni za izradu modela, od njih je 767 dobrih i 30 losˇih. Za te klijente c´emo provesti
validaciju za pragove koji su se pokazali najbolji za uzorak na kojem je kreiran model. Uzmimo
pragove od 0.10−0.20 jer se za one manje od 0.10 ukupna stopa pogodaka dobrih pokazala preni-
ska, a za one iznad 0.20 je stopa pogodaka losˇih preniska.
Navedeni rezultati su u tablici (28).
Tablica 28: Tocˇnost procjene za binomni model na validacijskom uzorku
Prag Stopa pogodaka dobrih Gresˇka tipa I Gresˇka tipa II Stopa pogodaka losˇih Ukupna stopa pogodaka
0.10 68.71% 36.67% 31.29% 63.33% 68.51%
0.11 71.97% 40.00% 28.03% 60.00% 71.52%
0.12 74.71% 46.67% 25.29% 53.33% 73.90%
0.13 78.36% 46.67% 21.64% 53.33% 77.42%
0.14 80.44% 53.33% 19.56% 46.67% 79.17%
0.15 82.40% 66.67% 17.60% 33.33% 80.55%
0.16 83.96% 73.33% 16.04% 26.67% 81.81%
0.17 87.35% 76.67% 12.65% 23.33% 84.94%
0.18 88.40% 86.67% 11.60% 13.33% 85.57%
0.19 89.57% 86.67% 10.43% 13.33% 86.70%
0.20 89.83% 86.67% 10.17% 13.33% 86.95%
Obzirom da je velik udio dobrih klijenata u uzorku na kojem su kreirani modeli, tocˇnost pro-
cjene dobrih uvelike utjecˇe na ukupnu stopu pogodaka, te je za visoke ukupne stope pogodaka
nedovoljna tocˇnost procjene losˇih klijenata. Npr. za ukupnu stopu pogodaka 80%, koju bi mogli
uzeti kao donju granicu kvalitete modela, samo je trec´ina losˇih klijenata tocˇno procjenjena.
Usporedimo li rezultate na validacijskom uzorku binomnog modela (tablica 28) i rezultate
multinomnog modela (tablica 22), mozˇemo zakljucˇiti da je tocˇnost procjene kvalitete klijenata
bolja za binomni model. Najbolja ’raspodjela’ stope pogodaka dobrih i losˇih bi bila za pragove
0.10 i 0.11 binomnog modela. No, ne mozˇemo rec´i ni za kreirani binomni model da dobro razlikuje
dobre i losˇe klijente.
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5 Zakljucˇak
Uvodec´i srednje klijente u model kreditnog skoringa htjeli samo dobiti sˇiru sliku klijenata neke
banke. Odnosno, dobiti precizniju procjenu kvalitete pojedinog klijenta u smislu da ih ne tretiramo
samo kao dobre ili losˇe. S ciljem svrstavanja klijenta u jednu od 3 kategorije, dobre, srednje ili
losˇe, kreirana su 3 modela ordinalne multinomne logisticˇke regresije sa razlicˇitim brojem neovisnih
varijabli. Za modele smo proveli analizu kvalitete na temelju koje se model s najmanje neovisnih
varijabli pokazao najboljim, te je on i iznesen u radu.
Obzirom da uzorak na kojem je kreiran model sadrzˇi veliki broj dobrih klijenata, njih visˇe
od 70%, procjenjene vjerojatnosti su za gotovo sve klijente najvec´e za kategoriju dobrih. Iz tog
razloga bilo je potrebno pronac´i adekvatne pragove kojima bi razdvojili kategorije ovisne varijable,
te je rezultat konacˇne procjene ovisio je o izboru pragova.
Dobiveni rezultati modela su i dalje bili nezadovoljavajuc´i. Srednji i losˇi klijenti gotovo uopc´e
nisu prepoznati, stopa pogodaka dobrih je visoka, no uz velike gresˇke tipa I.
Pokusˇavajuc´i pronac´i bolji model, kreiran je binomni model logisticˇke regresije bez srednjih
klijenata. No, niti taj model nije dao zadovoljavajuc´e rezultate. Losˇi klijenti nisu prepoznati, dok
je stopa pogodaka dobrih visoka, ali i dalje uz visoku gresˇku tipa I.
Ocˇito je da struktura podataka ili uzorak kojim raspolazˇemo nisu adekvatni za kreiranje modela
kojim bi dobili rezultate na temelju kojih bi klijenta mogli s nekom sigurnosˇc´u svrstati u jednu od
kategorija ovisne varijable.
Usporedbom rezultata multinomnog i binomnog modela mozˇemo zakljucˇiti da binomni model
daje rezultate koji su nam prihvatljiviji. Samim time sˇto je granica izmedu definicija dobrih i losˇih
vec´a, binomni model ih laksˇe razlikuje, sˇto nije slucˇaj kod multinomnog modela gdje se definicije
ovisnih varijabli razlikuju u svega jednom danu.
Takoder postoji moguc´i problem u interpretaciji neovisnih varijabli zbog moguc´e multikoli-
nearnosti nekih od njih, odnosno moguc´a je visoka koreliranost dvije ovisne varijable (recimo
> 0.8). Tada procjenjeni koeficijenti za te varijable mogu biti neprecizni (s velikim standardnim
gresˇkama). U tom slucˇaju potrebno je promotriti izbacivanje jedne od njih iz analize ili ih za-
mjeniti trec´om varijablom koja bi bila kombinacija te dvije. Primjer varijabli za koje postoji rizik
multikolinearnosti su npr. RATA/CIJENA i RATA, CIJENA/DOHODAK i DOHODAK... No, nije
iskljucˇivo da bilo koje dvije neovisne varijable mogu biti visoko korelirane.
Prijedlog za daljnje istrazˇivanje je pokusˇati kreirati ovakve modele na uzorku koji sadrzˇi slicˇan
broj klijenata svake od kategorija ovisne varijable. Obzirom da se binomni model pokazuje bolji,
srednje klijente bi mogli ukljucˇiti u model na drugacˇiji nacˇin. Npr. za srednje klijente provesti
procjenu kojom bi ih svrstali u dobre ili losˇe binomnim modelom koji je kreiran samo s dobrim
i losˇim klijentima, te s dobivenim podacima, odnosno sada prosˇirenim skupovima dobrih i losˇih,
kreirati konacˇan binomni model (kao sˇto su to napravili Bohacˇek, Bensˇic´, Sˇarlija, 2004.).
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Multinomni model se nije pokazao kao najbolje rjesˇenje za detekciju srednjih klijenata niti kod
prethodnih istrazˇivanja (Bohacˇek, Bensˇic´, Sˇarlija, 2004. i Tsai, 2012.). Korisno ih je ukljucˇiti u
model da bi dobili reprezentativniji uzorak klijenata banke, no sam multinomni model logisticˇke
regresije nije dobro rjesˇenje kojim bi ih mogli detektirati. Bilo bi interesantno pokusˇati s nekim
drugim metodama, npr. neuralne mrezˇe, diskriminacijska analiza, Markovljevi lanci, matematicˇko
programiranje, geneticˇki algoritmi ili druge metode.
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Sazˇetak
Jedna od metoda kvantitativne kreditne analize je logisticˇka regresija kojom se klijent svrstava u
jednu od dvije kategorije, u dobre ili losˇe. Podaci o srednjim klijentima, iako postoje u bazi kli-
jenata svake banke, uglavnom su iskljucˇeni u procesu kreditnog skoringa. Mnoge studije do sada
nisu pokazale znacˇajnost upotrebe srednjih klijenata pri kreiranju kredit skoring modela, uglavnom
zbog toga sˇto je slabija granica medu definicijama dobrih, srednjih i losˇih, te su konacˇne procjene
manje tocˇne od procjena koje bi dao logisticˇki model u kojem su srednji izostavljeni.
U ovom radu ispitat c´emo znacˇajnost upotrebe srednjih na bazi klijenata jedne banke, na nacˇin
da c´emo kreirati multinomni logisticˇki model u kojem ovisna varijabla ima tri kategorije, dobre,
srednje i losˇe, te binomni model samo s dobrim i losˇim klijentima. Te c´emo usporediti rezultate.
Kljucˇne rijecˇi:
generalizirani linearni model, multinomna distribucija, ordinalna varijabla, metoda maksimalne
vjerodostojnosti, kreditni skoring, pragovi
Abstract
One of quantitative credit analysis methods is logistic regression where the client is classified into
the one of two categories, good or bad.
Although there are data of poor clients in the database of any bank. They are generally excluded
in the process of credit scoring. Many studies so far haven’t shown the importance of using poor
clients in credit scoring model, mainly because the lower boundary between definitions of good,
poor and bad, so the final estimates are less accurate than estimates obtained by logistic model in
which poor are omitted.
In this article we will examine the significance of use poor clients of a bank, in a way that will
create a multinomial logistic model in which the dependent variable has three categories, good,
poor and bad, and the binomial model only with good and bad customers. Than the results will be
compared.
Key words:
generalized linear model, multinomial distribution, ordinal covariate, maximum likelihood estima-
tion, credit scoring, cut points
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