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Rough set theory proposed firstly by Polish mathematician Z.Pawlak in 1982 is a 
valid mathematical tool to handle uncertainty after Probability theory and fuzzy set 
theory. Rough set theory is based on the indiscernibility relation that describes 
indistinguishable objects and can be approached by two accurate sets, the lower and 
upper approximation. Not needing other information this theory can analyze and 
process the imprecise, uncertain and incomplete data problems. In recent years，rough 
sets theory has been successfully implemented in Data Mining, Artificial Intelligence, 
Pattern Recognition, Rough Control, etc. 
 
Continuous data discretization is one of important problems in rough set theory. In 
many real-life applications often include continuous data and Rough set theory 
proposed by Z.Pawlak based on indiscernibility only can deal with discrete attribute 
value, so how to discretize continuous data becomes the bottleneck of using rough set 
theory. The key problem of discretization is to seek appropriate and consistent cut 
points in the space of condition attributes and is a space partition and code 
optimization problem. In this dissertation, it introduces many kinds of discretization 
methods firstly and then studies a heuristic genetic algorithm, based on that I 
improved this method by judging the significance of cut points to help the mutation in 
gene evolution and adding a modify progress which ensure the feasibility of searching 
result. After using the Iris dataset for experiment, we proved that this new algorithm is 
effective than the old one. 
 
Attribute reduction is one of main topics in rough set theory. The reduction of 
attributes can highly enhance the efficiency of data processing by removing redundant 
conditional attributes and keep the best decision, which has significance in real-world.  
Getting the best attribute reduction and rule reduction are NP-Hard Problems which is 















get the better attribute reduction and to decrease the time complexity becomes an 
important point in rough set theory. Exiting literature about the attribute reduction 
algorithms are mostly based on discernibility matrix method and attribute significance. 
After discussing these familiar approaches, this paper proposed a new attribute 
reduction algorithm in rough set combined fuzzy relation theory by importing fuzzy 
relation and compound matrices computing. According to the decision and domain 
knowledge, the user can set threshold value to get the satisfying result. By using 
family cars dataset we proved that this algorithm is useful and effective. 
 
In the Chapter Six the dissertation discussed about how to combine fuzzy set and 
rough set theory together, hybrid system and research methodology about rough set 
which is the further research plan and work in future about this field. 
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（Data Mining）和知识发现(Knowledge Discovery in Database) 的概念在 1989






































一些国家，直到 20 世纪 80 年代末才逐渐引起各国学者的注意。1991 年 Z.Pawlak 


































































































开“第一届中国 Rough 集与软计算学术研讨会 (CRSSC2001) ”以来，我国每年
的 CRSSC 系列研讨会在规模和质量上均呈良好的增长趋势，在此领域的研究工
作发展很快。 2003 年成立了中国人工智能学会粗糙集与软计算专业委员,Rough 
集的研究队伍也更加壮大，研究成果在深度和广度上有了更大的发展，2006在浙
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