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Abstract
Content Based Medical Image Retrieval (CBMIR) systems are vital to the underlying
operation of medical databases because they allow quick search and retrieval of med-
ical images. Radon Barcode (RBC)s are binary complementary feature vectors which
increase the speed of CBMIR systems through smaller feature vector size and low
retrieval error. We explore further improving the efficiency and accuracy of RBCs by
optimizing the way they are extracted from medical images. Through the addition of
image pre-processing, novel barcoding techniques, and improved distance evaluation
methods, we improved RBC utility in CBMIR applications. Image pre-processing
techniques such as histogram equalization and adaptive thresholding reduced the re-
trieval error of generated RBCs. We also introduce several novel barcode generation
techniques such as Binary Coded Decimal Radon Barcodes (BCDRBC), Difference
of Radon Projections Barcodes (DRPBC), and Difference of Radon Projections Soft
Hash Barcode (DRPSHBC) which decreased both retrieval error and barcode size.
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The work described introduces three new Radon Barcode (RBC) generation tech-
niques in Chapter 3; Binary Coded Decimal Radon Barcodes (BCDRBC), Difference
of Radon Projections Barcodes (DRPBC), Difference of Radon Projections Soft Hash
Barcode (DRPSHBC). In addition to quantitatively comparing the RBC introduced
in [35] with all the improvements in Chapter 3 using the Image Cross Language
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Advances in the areas of digital imaging, computer hardware, and information stor-
age have caused a generation of massive amounts of multimedia content. Within the
past few decades, digital images have become one of the most popular types of media
content, and the proliferation of imaging devices suggests that this trend will only
continue to grow. Modern image databases store images by organizing and indexing
image data for efficient content search, manipulation, and retrieval. Storing digital
images requires abstraction of data into a data structure which is compatible with
conventional database operations (i.e., insert, delete, and search). Intelligently or-
ganizing and searching image data requires the creation of a meta-heuristic distance
metric often called a similarity measure, which differentiates images into different
clusters or classes.
A similarity measure is a distance measure between two sets of characteristic fea-
tures which compare either semantic information or distinctive features of a query
image to others stored within a database. Each stored image contained within the
database structure is assigned an index, mapping its location in memory along with
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its representative feature vector. Effective similarity measures are difficult to create
because they contain a large amount of information which is multi-dimensional (i.e.,
multiple classes in the same image).
Image Retrieval (IR) techniques search and retrieve images from image databases
based on text-based similarity measures derived from text labels, descriptions, an-
notations, and etc. Image Retrieval (IR) systems rely on creating descriptive text
labels/tags in hopes that they accurately describe image content, and then organize
image data using standard document retrieval techniques. Problems with scalability
and complexity arise when practically implementing IR systems. Each image stored
into a IR database needs to be manually tagged, described, or annotated with repre-
sentative text by a human annotator. Annotation is usually performed without any
contextual reference (i.e., cat vs. pet), often leading to problems with consistency and
or bias. Retrieval accuracy in IR systems is questionable at best because images often
belong to more than one category and can be misclassified by annotators. A common
obstacle which all IR approaches face, is that manual image annotation/label genera-
tion puts practical limitations on system scalability. Although automation of the text
label generation/annotation process seems like the logical solution, it would require
a system to translate image content into textual information correctly, a problem
which has yet to be solved. Stopping short of automatic text annotation, Content
Based Image Retrieval (CBIR) can provide similar functionality to IR systems with-
out practical limitations in scalability and accuracy.
Content Based Image Retrieval (CBIR) systems, introduced in the early 90’s and
gradually saw widespread integration into all major social and media platforms, au-
tomating image search and retrieval tasks. Instead of relying on keywords, image
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meta-data, or surrounding text; CBIR approaches construct a feature vector from
image pixel data using computer vision and image processing techniques. Feature
vectors are then compared quantitatively to find their level of similarity or conversely,
the difference between images. Image data contained in a CBIR compatible database
automatically has its similarity to the entire database measured when first stored.
CBIR systems are the next step in automating database search and retrieval tech-
nologies and have already seen widespread use in different industries such as Medicine,
Intellectual Property, Broadcast Media, and Internet Search because of their versa-
tility and flexibility [41].
In CBIR systems there are four primary factors affecting system design; feature
extraction and representation, dimensionality reduction, indexing, and query handling
[41]. Out of the four factors, feature extraction and representation is the most critical
in order to extract and represent various types of image content. Image features are
created from patterns of color, shape, and textures contained within an image, and are
used to determine the distance between a query image and all other images contained
within a CBIR database. Engineering these image features can be a challenging task
as there are two competing objectives; retrieval accuracy, and feature size. Feature
accuracy is the measure of how well extracted visual feature(s) represents an image,
and how well they can classify objects contained within the image. Memory size is a
significant factor in feature engineering, because it has a direct impact on the retrieval
time and the overall usability of the CBIR system.
3
1.1 Content Based Medical Image Retrieval
The medical industry, in particular, relies heavily on Content Based Image Retrieval
(CBIR) systems to power Computer-Aided Diagnosis (CAD). Patient record informa-
tion is often incomplete and difficult to obtain due to time and privacy restrictions.
Studies show that diagnosis by trained medical professionals based solely on medical
images isn’t always consistent and can vary significantly [7]. One of the significant
sources causing such inconsistencies is lack of reliable data on symptoms, medical
and family history, etc. Picture Archiving and Communication Systems (PACS)
is a health informatics standard which integrates different imaging modalities, pa-
tient history/records and interfaces them with hospital information systems. Picture
Archiving and Communication Systems (PACS) also manages the storage and dissem-
ination of medical images to a variety of individual and corporate subscribers [41]. A
critical component of PACS is its CBMIR system which allows it to search its medical
image databases efficiently. Another benefit of PACS is that it allows individuals or
corporate entities to glean patient information in multiple modalities from a single
source. CBMIR systems allow PACS to index, search, and retrieve medical image
data because they are not reliant on textual data and can already process existing
records contained within image databases. Using CBMIR systems also allows medical
professionals to trace similar historical cases based on the similarity of their medical
images, allowing for the development of better diagnostic models and protocols. The
advancement of such systems is critical to the development of data-based diagnostic
techniques which potentially provides life-saving information to medical professionals.
CBMIR systems share a common framework with conventional CBIR approaches
as shown in Figure 1.1. When initially, an medical image database is created, and the
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Figure 1.1: A conceptual framework for content based medical image retrieval (CB-
MIR).
CBMIR system is in its offline phase, all medical images stored have representative
feature vectors extracted. Feature vectors are encoded with characteristic information
about the medical image and stored with the image. Database queries are handled
by the online component of the CBMIR system, which compare extracted feature
vectors from a query image to all feature vectors compared with the database via the
similarity measure. A list of likely matches is then generated, stored, then displayed
to the user for review or evaluation. Modern CBMIR systems go a step further, by
asking the user to identify the relevance of the displayed images to the query image
to improve the accuracy of the CBMIR system.
Medical images are especially challenging for CBIR systems because there are
many imaging modalities, and the image size is often quite large. Calculating a query
images similarity to an entire database, containing thousands if not millions of images,
can be computationally expensive. Conventional CBIR systems tackle this problem
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by reducing the size of the representative image feature vector to a manageable size,
and using specialized filters to extract only the most salient features. However, in
medical imaging, the size and resolution of the images vary based on the type of
image device and method used. Practically this translates to creation longer feature
vectors, which in turn are computationally more expensive to process. Exasperating
the challenges mentioned above is the fact that misclassification in CBMIR systems
can lead to potentially fatal consequences (i.e., misdiagnosis).
One solution which is used to combat the problem of large and computationally ex-
pensive feature vectors is to use complementary feature vectors to pre-search CBMIR
image databases. Binary codes such as the Radon Barcode (RBC) ( [35] ) have been
proposed complementary feature vectors, because of their small feature vector size
and their relatively simple generation methods. RBCs have high retrieval error rates
which affect their viability as complementary feature vectors for CBMIR applications.
Some the key challenges in implementing RBC as complementary feature vectors
are that they encode very little information about the image itself, so it is criti-
cal to capture unique defining characteristics of the medical image being barcoded.
In this study we found several ways to filter medical images to remove noise and
other non-unique visual features through image processing. We suggested several key
improvements to the RBC generation process by introducing three new barcoding
techniques as well finding an optimal binary distance metric for barcode comparison.
A key contribution of this work is that it quantitatively compares the RBC introduced
in [35] with all suggested improvement using the Image Cross Language Evaluation
Forum (ImageCLEF) evaluation method on the IRMA dataset. This study and the
proposed methods are novel in the area of RBC research because the introduced bar-
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coding methods are global in nature and a comparative analysis provided between
the proposed approaches and the initial RBC investigation.
1.2 Thesis Objectives and Outline
The primary objective of this work was to reduce the retrieval error of Radon Bar-
code (RBC)s for Content Based Medical Image Retrieval (CBMIR) applications. A
secondary objective was to reduce barcode length so RBCs require fewer computa-
tional resources. We explored novel optimizations and improvements to the RBC
techniques which reduce retrieval error and barcode length. Validating our results
with the Image Cross Language Evaluation Forum (ImageCLEF) evaluation method
on the Image Retrieval Medical Application (IRMA) dataset allowed us to test the
efficacy of our proposed optimizations. Understanding the type of images being bar-
coded, the barcode generation and comparison process was critical to improving RBC
retrieval error and reducing barcode length.
This investigation focused on the impact which image pre-processing, new barcode
generation, and barcode evaluation techniques had on reducing CBMIR retrieval error
and barcode length. Chapter 1 introduced complementary feature vectors and their
usage in CBMIR systems. Chapter 2 provided readers with a background on the RT,
image processing, RBC generation, and an overview of current RBC approaches found
in literature. Chapter 3 explained the procedure used to evaluate complementary
feature vectors such as the RBC in CBMIR systems. Chapter 4 discussed the proposed
image pre-processing, barcoding generation, and distance evaluation techniques using
the methodology introduced in Chapter 3. Chapter 5 briefly discusses our conclusions,




Content Based Medical Image Retrieval (CBMIR) is a rapidly developing field and
has been one of the most promising applications of Content Based Image Retrieval
(CBIR) systems to date. One advantage of modern health-care facilities is that they
collect massive quantities of image data, because of the sheer volume of patients
which they have processed. Unfortunately, significant portions of the collected data
are left underutilized because of scalability, privacy, and or integration restriction-
s/roadblocks. CBMIR systems present a potential solution to the issues of privacy
and scalability, because they can automatically search through millions of medical
image to find a list of relevant hits to a search query with minimal human involve-
ment. It is important to note that CBMIR systems are software based systems and
suffer from the same risks and privacy concerns associated with any such system. In
the past a critical limitation of medical image retrieval systems has been maintaining
patient privacy because image data needed to be heavily controlled and restricted.
CBMIR systems have helped overcome these roadblocks by using computer algorithms
to review medical images instead of human evaluators, and are generally agnostic to
a patients identity. Another critical limitation of traditional medical image retrieval
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systems is that clinicians often don’t have time to compare their patients medical
images against databases and had to rely on their own past experiences. Diagnostic
information ascertained from medical imaging is reasonably consistent when reviewed
by software algorithms and can be used as a baseline similarity metric to assist when
searching for related medical information such as symptoms and treatment plans etc.
CBMIR systems save time and money, arming clinicians with a powerful tool at their
fingertips, automating what used to be very time-consuming and resource-intensive
task.
2.1 Image Pre-processing for CBMIR Systems
In order to effectively extract representative feature vectors from medical images,
Content Based Medical Image Retrieval (CBMIR) systems, must first apply image
processing techniques to normalize and standardize the medical image data. Compar-
ing two medical images has been an inherently difficult task, because images are often
captured using different imaging devices and under individual conditions. Therefore,
it was critical to standardize and normalize all the images stored within medical image
databases to minimize the noise and variability which may be passed on to the feature
extraction phase. Picture Archiving and Communication Systems (PACS) specifies a
recommended image processing procedure which should be implemented by imaging
equipment before storing within a medical image database [4]. The primary image
pre-processing stages outlined in the PACS standard are histogram modification, ar-
tifact/background removal, and orientation correction. Histogram modification tech-
niques serve the dual purpose of filtering out any noise contained within an medical
image and normalizing medical images to one standardized histogram range. In ra-
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diation imaging, background refers to anywhere outside of the radiation field which
in turn shows up as white in resulting image (often referred to as a collimator). The
removal of this background region is necessary because it affects histogram based
approaches in either extracting features or further enhancing the image. Medical
images, when captured are not always in a standard orientation and vary due to
practical limitations in equipment and imaging procedures. Differences in image ori-
entation can translate to errors when finding the similarity of two images; thus it is
critical to detect and correct the direction of medical images when storing them into
a database. The techniques mentioned above are some of the most basic and widely
used pre-processing steps when processing medical images, so it is not surprising that
modern CBMIR systems employ some or all of the aforementioned techniques.
2.1.1 Histogram Equalization
One of the most widely used histogram modification techniques in medical imaging
is histogram equalization. For any given gray scale image pixels are sorted into k
discrete bins using Equation 2.1 [31] [15]. In Equation 2.1 L represents original gray
scale intensities, sk is the new calculated intensity level, nj is the number pixels which











Content Based Medical Image Retrieval (CBMIR) systems often use histogram
equalization as a pre-processing stage prior to feature extraction, because the tech-
nique increases image contrast potentially leading to improved feature extraction.
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(a) Original Image (b) Equalized Histogram
(c) Original Histogram (d) Equalized Histogram
Figure 2.1: Effects of equalizing image histograms
Figure 2.1(a) shows an medical image prior to histogram equalization and (c) shows
the its histogram. Figure 2.1(b) shows the same image with its histogram equalized
(d). Comparing 2.1 (a) and (b), greater detail can be seen from image (b) rather than
image (a). Looking at the histograms, 2.1 (c) and (d), the effect of equalization can
be seen as (d) has a much flatter distribution than (c). Additionally it is important
to note that by equalizing the histogram we reduce intensity variations from the im-
age capture device(s). Histogram equalization is a valuable pre-processing stage for
medical images being used with CBMIR systems because it can potentially increase
the amount and quality of the extracted features.
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2.1.2 Image Segmentation
Removing artifacts and abnormalities in medical images sometimes requires filtering
digital images with binary masks which subtract/filter out unnecessary data such as
background, or artifacts (i.e., implants, jewelry, etc..). Alternatively, masks may be
applied to highlight or segment out regions of interests within the image, such as bone,
tumors, and etc. Segmentation techniques primarily rely on a two-phase approach:
First isolating regions of interests such as area of specific intensity, shape, or struc-
ture. Second classifying identified regions of interest to see if they fit known classes.
Isolating regions of interest is critical in Content Based Medical Image Retrieval (CB-
MIR) applications, because the ability to store only targeted features directly affects
a systems retrieval speed and thus usability. Medical image segmentation usually is
fairly simple; A gray scale image is converted to a binary image usually based on
some intensity threshold or structural element. Once a medical image is converted
into a binary representation it must undergo further filtering/segmentation to find a
target region of interest or feature which can be used to classify the image. Segmenta-
tion improves performance and potentially retrieval accuracy in CBMIR systems by
removing unwanted features/noise and encoding targeted features/patterns within a
smaller feature vector.
Image Thresholding
Thresholding is an image segmentation approach which classifies image pixels based
on their intensity or color. Each pixel is classified from a binary comparison between
the image color/intensity and some calculated value. Pixel classification can be pre-
formed with a simpler globally or more accurate locally determined threshold. The
information required to represent images can be reduced by storing its color/intensity
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data as a multi-modal distribution based on a classification criterion. Content Based
Medical Image Retrieval (CBMIR) systems usually involve some form of thresholding
to reduce feature vector size and to help isolate key features to be encoded.
One of the most popular thresholding methods was proposed by Otsu in [26],
which assumes that an image contains two distinct classes (bi-modal distribution),
and uses discriminant analysis to exhaustively search for the optimal threshold to
minimize intraclass variance, σ2ω (Equation 2.2), by maximizing the interclass vari-
ance, σ2b (Equation 2.4). Where t is the current threshold, L is the total number of
intensity levels, ω0, ω1 are the class weights, ω0(t), ω1(t) are the class probabilities,
σ20(t), σ
2
1(t) are the class variances, µ0(t), µ1(t) are the class means, µT is mean for
the image, and p(i) is the number of pixels for each intensity level.





Interclass variance: σ2ω(t) = ω0(µ0 − µT ) + ω1(µ1 − µT ) (2.3)
σ2b (t) = ω0(t)ω1(t)[µ0(t)− µ1(t)]2 (2.4)
where,























Equation 2.2 gives the relationship between intraclass variance and the two weighted
distributions (bi-modal case) in terms of threshold value, where smaller variances
correspond to better thresholds. Conversely the optimal threshold can also be de-
termined from finding maximum interclass variance (Equation 2.4), because at that
threshold value both class distributions are the most separable. Class 0 and 1 proba-
bilities can be found by summing the probability of pixels occurring in all the intensity
levels starting from 0 and going up to the current threshold, t. Similarly class 1 prob-
abilities are found by summing the probability of occurrence for pixels in intensity
levels starting from the current threshold, t, and going up to the maximum intensity
value for the image, L. Class means for classes 0 and 1 are calculated by summing
the products of intensity level with the probability of pixel occurrence (for each class
range [0 . . . t] or [t . . . L]) and re-normalizing the results to overall class probabilities.
Calculating the histogram mean simply involves finding the product of all the inten-
sity levels found in the image with their probability of occurrence. Maximizing σb
(Equation 2.4) increases distance between the two class distributions, and gives us the
optimal threshold for classification. Otsu’s proposed approach is a quick and efficient
manner to determine the optimal intensity threshold for bi-modal images.
Adaptive thresholding proposed by Bradley and Roth [6] is another popular method
which is both robust and takes into account changes in illumination which often occur
in images. This approach also utilizes integral images [40], which enable the rapid
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calculation of local intensity sums, thereby improve processing times for localized
thresholding. Integral images, are defined by Equations 2.10- 2.11, where f(x, y) is
the original image and I(x, y) the Integral Image. Equation 2.10 shows how to cal-
culate an integral image; where I(x, y) is the summation of all intensity values in the
rectangular region above and to the left of pixel (x, y). Whereas Equation 2.11 shows
the calculation of local sum in the rectangular region (x1, y1) and (x2, y2) Bradley
and Roth proposed to use an SxS neighborhood average to binarize individual pixels
between intervals based on their percentage difference to each other.
I(x, y) = f(x, y) + I(x− 1, y) + I(x, y − 1)− I(x− 1, y − 1) (2.10)
Where : x = 1 . . .M, y = 1 . . . N, I(0, 1) = I(1, 0) = I(0, 0) = 0,





f(x, y) = I(x2, y2)− I(x2, y1− 1)− I(x1− 1, y2) + I(x1− 1, y1− 1) (2.11)
Using Otsu’s global threshold in place of a neighborhood average in Bradley and
Roths adaptive thresholding technique, we obtain an optimal thresholding method
which proves quite useful for identifying regions of interest within medical images as
shown in Figure 2.2
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(a) Original Image (b) Adaptive Threshold Binairization
Figure 2.2: Effect of adaptive thresholding on an input image
Image Edge Detection
Edge detection is the determination of object boundaries within an image, and can
be found through many different methods, many of which convolve every image pixel
with a kernel comprised of its local neighborhood pixels. Supervised Content Based
Medical Image Retrieval (CBMIR) systems sometimes use edge detection techniques
remove unwanted image regions (i.e. implants, collimator) which may introduce bias
into the feature vector. Unsupervised CBMIR systems sometimes encode feature
vectors extracted from edge-images (images which have undergone edge detection) to
significantly reduce feature vector size, albeit with lower accuracy.
Most standard edge detection techniques such as the ones proposed by Prewitt,
and Sobel ( [27], [32]) use a (3×3) operator kernel to calculate the image gradient (Fig-
ure 2.3). Operator kernels are weighted to emphasize the changes from top/bottom
rows and left/right columns to find the partial derivatives (Gx, Gy) to approximate
the image gradient. Processing images with operator kernels first requires centering
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the kernel onto the image pixel currently being processed (z5 = I(x, y)), and multi-
plying the overlapped regions of the kernel with the corresponding pixel intensities.
Partial derivatives of the image are calculated using Equations 2.15-2.16 to approxi-
mate the x and y components of the image gradient (Gx, Gy). Figure 2.3 shows the
mapping between 3×3 operator kernel (Zn) and the partial derivatives (Gx, Gy) used
to calculate the image gradient. The approximated partial derivatives (Gxy, Gy) for
the image are used to calculated the image gradient (Gxy) using Equation 2.14. After
the image gradient is calculated, a threshold value (IThresh), similar to Equation 2.12
found using the mean value (Gx,y) and size (n) of the 3× 3 operator kernel. Thresh-
old, (IThresh), is then used to binarize the image locally, creating a mask of vertical

























Figure 2.3: Zn (3× 3) kernel for computing image gradients
Prewitt edge detection, uses only the vertical and horizontal components of the
image gradient (∇f) to find gradient of the image intensity of gray-scale images.
Equations 2.15 and 2.16 show the approximation of the partial derivatives in Prewitt
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edge detection, and Figure. 2.4 shows to the 3×3 Prewitt operator kernels which are
convolved with the image to approximate the image gradient.
Sobel edge detection is another edge detection technique which builds up on the
Prewitt operator but has a more pronounced spectral response because of increased
weight on the horizontal (x) and vertical sections (y) of the operator ( [1] ). As Equa-
tions 2.17 and 2.18 show the z2, z4, z6, and z8 pixels of the operator kernel have double
the weight in comparison to other pixels (see Figure 2.5). This amplifies the image
gradient (∇f) in the N , W , E, and S directions thus helping the Sobel operator kernel
detect straight edges better than the Prewitt’s. A more comprehensive explanation
and comparison of the two edge detection techniques can be found in ( [32], [11], [27] ).
Gx = (z7 + z8 + z9)− (z1 + z2 + z3) (2.15)








Figure 2.4: Prewitt Kernel
Gx = (z7 + 2 · z8 + z9)− (z1 + 2 · z2 + z3) (2.17)
Gy = (z3 + 2 · z6 + z9)− (z1 + 2 · z4 + z3) (2.18)









Figure 2.5: Sobel Kernel
(a) Original Image (b) Prewitt Edge Segmented
(c) Sobel Edge Segmented (d) Canny Edge Segmented
Figure 2.6: Effect of edge binarization techniques on input image
first smoothen the image intensity with Gaussian filters prior to edge detection with
conventional operator (Sobel, Prewitt) in order increase the amount of information
captured in the edge-image. Figure 2.6 shows the detected edges from a medical
image using the three edge detection techniques (Prewitt, Sobel, and Canny) dis-
cussed in this section. Differences between the Prewitt and Sobel edge detectors
(Figure 2.6 (b)-(c)) operators appear to be barely noticeable, because the image has
few straight or horizontal boundaries. In this case the outputs from both Prewitt
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and Sobel edge detection techniques will be nearly identical because the additional
weight for N,S,E,W directions in the Sobel operator kernel is mitigated by the lack
of changes between image pixels in said directions. Edge detection from the Canny
technique (Figure 2.6 (d)) captures more information than the Prewitt or Sobel op-
erators, because it smoothens the image prior to edge detection. However not all the
additional edges captured are useful, because the majority of the additional informa-
tion is caused by small intensity variations which have been introduced due to the
smoothening/filtering the original image.
Motivation for the application of edge detection techniques in CBMIR systems
mainly stems from the removal of unwanted objects in supervised approaches and for
the creation of smaller feature vectors from binary images instead of gray-scale ones.
The effects of edge detection techniques on unsupervised CBMIR systems is further
explored in Section 4.1.2 for the creation of feature vectors for image retrieval sys-
tems. For a more detailed explanation of the application of edge detection techniques
and methodologies readers are directed to [22] [16] [11].
2.2 The Radon Transform and Barcode
2.2.1 Radon Transform
Medical imaging has one primary purpose; to assess the state of internal body anatomy
or pathology. Imaging biological systems within the body is a very challenging task
because patients have many different biological/anatomical systems within a mini-
mum imaging depth or region. Additionally taking medical images requires bombard-
ing a patient with radiation (X-rays, alpha particles, etc. . . ) which can be detrimental
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to patients health. Within medical imaging, X-rays are one of the most common imag-
ing modality because of their high accessibility and relatively low cost. X-ray images
show both hard and soft tissues as the images are a negative of the X-ray intensity
reported from the detector/collector. Hard masses such as bones and tumors absorb
low energy radiation preventing it from passing through the body to the detector di-
rectly behind, whereas soft tissues allow radiation to pass straight through. Imaging
methods such as X-rays are referred to as projection techniques because the detector
is placed directly behind the target and the absence of radiation measured. A more
comprehensive explanation of X-ray imaging techniques is found in [28].
Figure 2.7: Computed Tomography (CT) imaging process.
A more comprehensive imaging technique is Computed Tomography (CT) scan-
ning which uses a revolving X-ray source and detector such as shown in Figure 2.7.
X-ray sources and corresponding detectors are fixed to a rotating platform to collect
projection intensity profiles at different angles. Mathematical reconstruction tech-
niques such as the Radon Transform (RT) are used to reconstruct these projections.
In 1917, Johann Radon published his work ”On the determination of functions from
integrals along certain manifolds.”. Johann’s work provided a mathematical founda-
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tion for Cormack and Hounsfield technique on reconstructing cross-sectional images
using X-ray radio-graphs [12]. The forward RT is found by taking any straight line,
ρ, which passes through an object f(x, y) and the x-y plane origin and calculating
the projection of f(x, y) onto it. Formally the RT of function, f(x, y), can be defined
as the integral along a line L (perpendicular to ρ) as shown in Equation 2.19.
We can parameterize x and y in terms of a plane formed by two lines which inter-
sect the origin of object f(x, y), S and ρ, as shown in Eq. 2.21-2.22. Substituting Eq.
2.21 and Eq. 2.22 into Eq. 2.19 we obtain Eq. 2.23 which represents the projection
or the RT of object f(x, y) onto line ρ at angle φ. Parameterizing x and y in terms of
a linear combination of ρ and S allows for a simpler and more intuitive representation
of the RT, as shown in Figure 2.8. It is also possible to convert back from the RT
with the Inverse Radon Transform (IRT) to reconstruct projections of object f(x, y)
at all available angles φ back into an gray-scale image, a more detailed explanation
on this process is found in [12].




ρ = x cosφ+ y sinφ (2.20)
x = ρ cosφ− s sinφ (2.21)




f(ρ cosφ− s sinφ, ρ sinφ+ s cosφ)ds (2.23)
Computation of the RT in all subsequent sections of this work was performed
using the approach outlined in [5], and is described below. The distribution of image
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Figure 2.8: Graphical representation of the radon transform of x and y into ρ, θ space.
intensities projected onto line ρ and at angle θi tend to be non-linear, thus superposi-
tion of a localized 4-pixel neighborhood is used to approximate the projection of each
pixel prior tabulation of the projection vector [5]. Algorithms 2.2 and 2.1 outline the
radon superposition process and how it is used to calculate the RT for digital images.
Projections of the pixels located directly to the NE, NW , SE, and SW (in the ρ− θ
plane) of image pixel (x, y) are tabulated and superimposed using Algorithm 2.1 to
approximate the projection of the image I onto line ρ at angle θi, as explained below.
Algorithm 2.1 Increment Radon Projection Algorithm
1: Initialize pixel intensity value, pixel1← pixel
2: Initialize the point r1, r1← r
3: Initialize a small step size, delta← 2−52
4: pr1,θi ← pr1,θi + pixel1 ∗ (1.0− delta)
5: pr1+1,θi ← pr1+1,θi + pixel1 ∗ delta
6: Return p
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Processing digital images with the RT first requires converting an image to gray-
scale, choosing the projection angles (θ), finding the image min/max (N,M), finding
the image origin (Oxy), determining the maximum projection size (j), and initializ-
ing the radon output matrix (p). Digital x-ray images are usually stored gray-scale
format and sometimes need to be normalized with the techniques described in image
pre-processing steps as described in Section 2.1 done to find a better RT. To find the
maximum projection size (j), the length between image origin (Oxy) and the max-
imum image height (y) and width (x) are calculated (SizePxy
2
). Double the value
of this length (SizePxy
2
) represents the maximum amount of pixels (j) which can be
projected onto line ρ at any given angle (θi). Initializing the output radon projection
matrix is done by initializing a matrix of zeros (p) with a length of the maximum
projection size (j) and a width equal to the maximum number of projection angles
(K).
Calculating the RT begins first with selecting the set of angles, θ, over which the
transform will be calculated. Typically, this set of angles (θ) is an input parameter
for the RT and projections of I(x, y) onto line ρ are calculated at each angle (θi)
iteratively and stored in the output matrix of the RT transform (p). To find the pro-
jections onto line ρ begins with calculating the Cosine and Sine tables, which are used
to transform image I from x− y to ρ− θ space at 0.5 pixel intervals. To calculate the
Cosine and Sine tables, the pixel column (n)/row (m) are converted into x/y values
by subtracting the x and y components of the image origin (Ox/Oy). The Cosine and
Sine tables for the image (xCosTable, ySinTable) are calculated by finding the cos
and sine values of the projection angle currently being processed (θi), and multiplying
it with the values for x/y with a +/−0.25 offset (to achieve a 0.5 interval). After
the Cosine and Sine tables are calculated the projection of the neighboring pixels
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Algorithm 2.2 Algorithm to Compute Radon Transform (RT)
1: Initialize the gray-scale image to be transformed, I(x, y)← f(x, y)
2: Initialize k projection angles for the transform, θ ← θ0, θ1, . . . , θK
3: Initialize the maximum x size of the image I, N ← maxx(I(x, y))
4: Initialize the maximum y size of the image I, M ← maxy(I(x, y))
5: Initialize the origin of image I(x, y), Ox ← N−12 , Oy ←
M−1
2











+ 1)), j = 2 ∗ SizePxy
2
+ 1
7: Initialize the output radon projection matrix, p← zeros(j, k)
8: for i← 0 : k do
9: for n = 0 : N do
10: x = n−Ox
11: xCosTable[2 ∗ n] = (x− 0.25) ∗ cos(θi)
12: xCosTable[2 ∗ n+ 1] = (x+ 0.25) ∗ cos(θi)
13: end for
14: for m = 0 : M do
15: y = m−Oy
16: ySinTable[2 ∗m] = (y − 0.25) ∗ sin(θi)
17: ySinTable[2 ∗m+ 1] = (y + 0.25) ∗ sin(θi)
18: end for
19: for n = 0 : N do
20: for m = 0 : M do
21: x = n−Ox
22: y = m−Oy
23: if pixel 6= 0 then
24: pixel = 0.25 ∗ I(x, y)
25: r ← xCosTable[2 ∗ n] + ySinTable[2 ∗m]− SizePxy
2
26: IncrementRadonProjection(pixel,pr,θi , r)
27: r ← xCosTable[2 ∗ n+ 1] + ySinTable[2 ∗m]− SizePxy
2
28: IncrementRadonProjection(pixel,pr,θi , r)
29: r ← xCosTable[2 ∗ n] + ySinTable[2 ∗m+ 1]− SizePxy
2
30: IncrementRadonProjection(pixel,pr,θi , r)
31: r ← xCosTable[2 ∗ n+ 1] + ySinTable[2 ∗m+ 1]− SizePxy
2








of (x, y) onto line ρ are tabulated and incremented into the output matrix (pr,θi) at
a point r along the ρ axis. This is done by first finding the pixel being processed
in the x − y plane by subtracting the image origin Ox,y from the pixel column (n)
and row (m) to find the (x, y) coordinates in terms of pixel column and row in-
dices. The gray-scale intensity value at the pixel coordinates (x, y) is then divided
by four (0.25) to account for the superposition of four neighborhood pixel projections
(NE,NW,SE, SW ). The point r in line ρ for each x, y coordinate is found by using




Projections of the intensity values for four neighborhood pixels (NE,NW,SE, SW )
are then superimposed onto the output matrix (p) using Alg. 2.1. To find the projec-
tion of image pixel located at coordinate (x, y) onto line ρ at point r several temporary
variables such as pixel intensity (pixel1), location along ρ (r1), and a small variance
(delta) are initialized. Incrementing the output projection matrix is achieved by tab-
ulating the summation of pixel intensity (pixel1) at coordinate (x, y) multiplied by a
smoothing factor of (1− delta) with the current projection value (pr1,θi). Addition-
ally a tiny component of the pixel intensity value (piexl1 ∗ delta) being processed is
added to the next point r in the output matrix (pr1+1,θi) for smoothing the output.
This superposition happens for all four neighborhood pixels (NE,NW,SE, SW ) and
provides a good approximation for the intensity projection of coordinate (x, y) onto
the line ρ at point r. This process is repeated for each non-zero intensity pixel in
the image currently being transformed, giving us the radon transform of the image
(I(x, y)) at angle currently being processed (θi)
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2.2.2 Radon Barcode Formation
Radon Barcode (RBC) have been shown to be a useful feature vectors for unsu-
pervised Content Based Medical Image Retrieval (CBMIR) systems. First proposed
in [35], they have steadily gained popularity and slowly become more accurate. Us-
ing binary codes is an increasingly common trend in CBMIR systems because they
are, integrated easily within current medical systems and barcodes are easy to inter-
pret (provided the barcoding scheme). Barcodes such as RBCs, offer a much smaller
vector length comparable to traditional approaches (i.e., templates, text, and some
categorical) and they are much more transparent in their generation process. RBCs
show significant promise for use in CBMIR applications due to their traceability and
performance benefits.
Figure 2.9: RBC formation
The RBC generation process is shown graphically in Figure 2.9 and denoted in
Algorithm 2.3. Barcode generation begins with first rescaling a gray-scale medical
image (i.e., X-Ray image) to an arbitrary square size (e.g., 32*32). After which we
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Algorithm 2.3 Radon Barcode Algorithm (RBC)
1: Initialize Radon Barcode r ← ∅
2: Initialize angle θ ← 0 and RN = CN ← 32
3: Normalize the input image I =Normalize(I, RN , CN)
4: Set the number of projection angles, e.g. np ← 4
5: while θ < 180 do
6: Get all projections p for θ
7: Find typical values: Ttypical ← mediani(pi)|pi 6=0
8: Threshold projections: b← p ≥ Ttypical
9: Append the new row r ← append(r, b)





find the Radon transform for np projections (where θ = 0, . . . , 180) to extract the bar-
code. Each selected Radon projection has its median value or typical value (Ttypical)
calculated for all non-zero elements. Using the typical value Ttypical as threshold each
selected radon projection vector is then binarized. The RBC is finally created by
concatenating the np binary vectors into a single row vector.
Variants of the RBC approach adopt a similar barcoding processing and generally
follow a three-stage generation process derived from the original method. First, the
images are normalized, scaled, and have other pre-processing stages applied to them,
including possible binarization of the original image. Since the radon transform is
an integral transform, it is valid both continuous and discrete cases (refer to [12]).
Barcodes for localized regions of an image although more accurate, require extensive
investigations into optimal Region of Interest (ROI) selection for each dataset and
are therefore excluded from this investigation. The second stage is to apply some
transformation to the radon projections and then formulate a single barcode which
represents binary encoded image features. For cases where the resulting barcode con-
28
tains real integer values, they are rescaled to the range of 0-256, stored as unsigned
8-bit integers (UINT8), and encoded using Gray Code (GC) [14]. The final stage
compares the generated barcode to the database using a quantitative measure of sim-
ilarity/difference as discussed in the next section.
2.3 Barcodes and Medical Image Retrieval
Medical images are usually stored using Digital Imaging and Communications In
Medicine (DICOM) which is a standardized format for storing and retrieving medical
images from centralized databases. Digital Imaging and Communications In Medicine
(DICOM) files not only contain digital photos, but relevant meta-data required for in-
terpreting the stored image such as patient history, image device information, and etc.
Most major imaging equipment manufacturers output raw image data in conjunction
with relevant imaging parameters/configurations which allow experts to determine
the accuracy and utility of the image for their specific application (i.e., an X-ray im-
age of the chest may represent a single image, or be a slice of a CT scan). Content
Based Medical Image Retrieval (CBMIR) systems use the meta-data provided in the
DICOM format to find relationships and links between database entries to organize
image data in specific groups or classes. Search, and retrieval methods typically in-
volve some combination of supervised learning techniques with unsupervised image
processing methods to achieve optimal results.
H. Tizhoosh presented one such unsupervised approach [35], which used Radon
Barcode (RBC) extracted from DICOM images in order to serve as possible secondary
similarity measure for CBMIR systems. The approach created short binary codes from
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the Radon transform of X-ray images, which were orders of magnitude smaller in size
compared to visual features and outperformed current binary codes (namely Local
Binary Patterns (LBP)). Many other subsequent research studies inspired by RBC
developed new techniques for implementing and training CBMIR systems using sim-
ilar methodologies. The studies can be broken down into two categories, supervised
(Table 2.1) and un-supervised (Table 2.2), and subsequently ranked based on their
best results in 2.1-2.2 (based on the ImageCLEF Image Retrieval Medical Application
(IRMA) error see Chapter 3.1.2).
2.3.1 Supervised Approaches to CBMIR
Supervised approaches use one or more machine learning techniques to accurately
learn classes which they use for the search and retrieval phase of Content Based Med-
ical Image Retrieval (CBMIR) systems. Liu et. al. proposed Convolutional Neural
Network Codes (CNNC) [21] which are a combination of Radon Barcode (RBC) with
traditional Convolutional Neural Network (CNN). The authors suggest shortlisting
candidate solutions with a Convolutional Neural Network (CNN) and using RBC to
determine the distance between short-listed results. After testing their approach on
the Image Retrieval Medical Application (IRMA) dataset they were able to achieve a
much better accuracy than the initially RBC approach in [35]. Zhu et al., proposed a
CBMIR system [42] which used Support Vector Machine (SVM), K Nearest Neighbors
(KNN), and RBC. Their approach used RBC codes generated from X-ray images to
train a multi-class Support Vector Machine (SVM) classifier, which then were clus-
tered and retrieved using K Nearest Neighbors (KNN). Erfankhah et al. proposed
training multi-class SVMs with Radon-Gabor Barcodes (GRBC) [13], which are ex-
tracted from Radon transformed images. Inspired by the RBC technique researchers
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also used deep auto-encoding and transfer learning techniques ( [34], [37], [17]) to find
optimal binary representations of the Radon transform. Most promising of which,
Khatami et al. [17], proposes using the difference between two orthogonal Radon
projections within the selection pooling phase of transfer learning model to create a
salient Local Binary Patterns (LBP) code.









2.3.2 Supervised Approaches to CBMIR
Unsupervised techniques mainly focus on improving the underlying image process-
ing techniques/methods to better improve retrieval accuracy in supervisory systems.
However, unsupervised approaches can also be applied independently of any learn-
ing based technique, albeit with lower accuracy. This characteristic proves to be
important in cases where training data is scarce and not readily available, or in com-
putationally constrained systems. In [35] Radon Barcode (RBC)s were presented by
H. Tizhoosh as a supplementary similarity measure to assist improve retrieval time
in Content Based Medical Image Retrieval (CBMIR) systems. Tizhoosh et al. also
proposed encoding only the transition between local maxima and minima of each
Radon projection to improve retrieval accuracy [39]. Nouredanesh et al. also pro-
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posed two methods for creating barcodes using Gabor filters and RBC [24]. The
first method Gabor Barcode (GBC) [24] creates binary codes from the output of a
Gabor filter bank in a similar fashion to [35], improving overall search accuracy, but
with increased barcode length. In their second approach, they generate Radon-Gabor
Barcodes (GRBC) [25], which are Gabor Barcode (GBC) of the Radon transform of
an image as compared to the digital image itself. Babaie et al. proposed using an
exploitation search scheme [3] using a Radon projection created by the approaches
in [35] and [39] to create small selection pool of candidate images which then are
used drastically improve search accuracy while keeping a small barcode size. Babaie
et. al. proposed Local Radon Descriptor (LRD) [2] which utilize orthogonal radon
projection pairs to create a local descriptor for image content which encodes localized
image information as compared to a global approach (RBC).







In [38], Tizhoosh and Rhanamayan explored the possibility of finding the optimal
number of projections to represent each image to yield a higher retrieval accuracy
using the evolutionary techniques presented in [29]. RBCs also have been applied in
other application areas such as tumor ROI segmentation [36] to provide a fast local-
ization scheme for detecting tumors within ultrasound images. The amount of recent
research into the application of RBC approaches both supervised and unsupervised
shows the development of new and exciting research area in the field of binary code
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generation for medical image retrieval, which will have a profound impact on medical
image retrieval industry. The development of such techniques is critical to the prac-





In the previous chapter, we introduced several investigations into the application of
barcodes to Content Based Medical Image Retrieval (CBMIR) systems. A survey
on Computer-Aided Diagnosis (CAD) [30] stated that any such system needs to be
searchable in real-time, usable by physicians, and be able to show the logic behind its
decisions. Unsupervised, CBMIR approaches are attractive in this respect, because
a human can logically and quantitatively understand precisely why the algorithm
arrived at a particular result or retrieved a specific image. CBMIR systems which use
short binary codes prove practical and easily implementable real-world cases offering
advantages in speed and performance. The approaches investigated in this work focus
upon developing an accurate, traceable, and practically implementable technique for
generating feature vectors for use in CBMIR systems.
3.1 IRMA Dataset
Studies mentioned in Chapter 2 were compared based upon their performance re-
trieving images from the X-ray image dataset, Image Retrieval Medical Application
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(IRMA) [20]. Image retrieval from the IRMA dataset subsequently became a part
of the Image Cross Language Evaluation Forum (ImageCLEF) challenge [23] which
provided researchers with a quantitative means for ranking their proposed Content
Based Medical Image Retrieval (CBMIR) approaches.
3.1.1 ImageCLEF Challenge
The Image Retrieval Medical Application (IRMA) dataset contains 12,677 labeled X-
ray images for training, and 1733 images for validation. X-Ray images were collected
and provided by the RWTH University Hospital of Aachen, Germany. Images were
randomly collection from the daily routine work of the radiology department. The
dataset contains significant variations in content, viewing angle, ages, gender, and
quality. All images were rescaled to fit in a 512x512 bounding box while maintaining
a fixed aspect ratio and stored using 256 gray levels (8-bits).
Figure 3.1: Description of 13 digit IRMA code for two X-Ray images
Each image is annotated by physicians with a code, TTTT-DDD-AAA-BBB, com-
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prising of 13 characters depicting its four mono-hierarchical axes (see Figure 3.2): a
four-digit technical code (T) representing image modality, a 3 digit directional code
(D) depicting body orientation during the scan, a 3 digit anatomical code (A) show-
ing which body region the scan represents, and a 3 digit biological code (B) outlining
the bio-system being examined. All code sub-axes contain either a 3 or 4 characters
ranging from {0,. . . ,9,a,. . . ,z}, where ’0’ represents ’unspecified’ and signifies a termi-
nation of sub-code (T,D,A,B). In all the IRMA dataset contains 169 unique codes for
the test set and 193 for the training set. Furthermore, both the test and training sets
contain an imbalanced number of images per code to simulate real-world situations.
3.1.2 CBMIR Performance Evaluation
Many proposed Content Based Medical Image Retrieval (CBMIR) approaches have
used the Image Retrieval Medical Application (IRMA) database to validate their
systems against. Image Cross Language Evaluation Forum (ImageCLEF) developed
an performance metric to measure the image retrieval error for the IRMA dataset.
CBMIR systems first generate a 13 character IRMA code for all the 1733 images
contained within the test dataset. Each code compares against a ground truth value,
and the error tabulated using Equation 3.1. Section (a) of Equation 3.1 accounts
for the probability of the correct character occurring at i (branching factor). Section
(b) accounts for the level difficulty in predicting true characters further into the code
hierarchy (position in the string). Section (c) is the classification from CBMIR sim-
ilarity measure determining if a query image matches the samples from the stored
database. In Equations 3.1 and 3.2 l̂mlj ,i represents the query or reference image, l
m
lj ,i
















































Table 3.1: Sub-axes error score evaluation for the IRMA retrieval error
Figure 3.2: Graphical illustration of process to calculate Etotal
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After tabulating the error from IRMA codes, we find that it is possible to get
a maximum error of 0.25 for a single axis and a minimum error score of 0. Table
3.1 shows several example code axes with their tabulated error values and Figure 3.2
illustrates the tabulation process. The IRMA error function is a means of effectively
evaluating and comparing the retrieval accuracy of CBMIR systems. In the following
chapter, proposed methodologies will be evaluated and compared using this error
metric to determine the effectiveness of a technique in retrieving X-ray images
3.2 Distance Measure
Comparing images to one another using binary vectors, although economical, does
pose several challenges. First and foremost is the fact that binarizing information
usually requires some encoding scheme or a thresholding method to reduce the di-
mensionality of the data contained therein. However, effectively finding an optimal
dimensionality reduction technique is an ongoing effort, as there is no single approach
which is best for all applications. Compounding to this problem is that each dimen-
sionality reduction technique needs an appropriate similarity and distance metric
which works best for that application. Choi et al. surveyed 76 binary similarity
and distance measures [10] which have been used for hierarchical clustering in recent
works and defined them according to their Operational Taxonomic Units (OTU).
Suppose that two images are represented by the binary vectors i and j; let n be
the dimension of the vector, a the number of positively matched elements in both
vectors (i = j = 1), b the number of mismatched elements in vector i (i = 0 6= j = 1),
c the number of mismatched elements in vector j (i = 1 6= j = 0), and d the number
of negatively matched elements in both vectors (i = j = 0). Then we can define
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different distance metrics in simple formulations using the mapping shown in Table
3.2 and Figure 3.3.
j
i
1 (Presence) 0 (Absence) Sum
1 (Presence) a = i · j b = i · j a+ b
0 (Absence) c = i · j d = i · j c+ d
Sum a+ c b+ d n = a+ b+ c+ d




1 a = 3 b = 3 a+ b = 6
0 c = 2 d = 4 c+ d = 6
a+ c = 5 b+ d = 7 a+ b+ c+ d = 12
Postive Matches (a) = 3
Negative Matches (b) = 4
Matches (a+d) = 7
Mismatches (b+c) = 5
Total number of attributes (a+b+c+d) = 12










There are two well-established measures explicitly used for calculating the dis-
tance between binary vectors. These methods are the Binary Euclidean Distance
(BED) and Hamming Distance (HD) as shown in Equations 3.3-3.4 defined in terms
of Operational Taxonomic Units (OTU). More practically the term b + c contained
within each equation can be readily found between two binary vectors of the same
size by applying an exclusive OR (⊕) operation and summing the resultant vector.
In all the subsequent experiments and analysis finding binary matches between two
barcodes will be based on the results of applying Binary Euclidean Distance (BED)
or Hamming Distance (HD), and matches determined by the lowest distance between




In this section, we propose several novel optimizations to help improve the effective-
ness of Radon Barcode (RBC)s as a complementary feature vector in Content Based
Medical Image Retrieval (CBMIR) systems. Complementary feature vectors such
as RBCs are used narrow down the search space, thereby improving retrieval per-
formance and accuracy. We focus on enhancing the RBC through improvements in
image pre-processing and by proposing several novel barcoding techniques (see Figure
4.1).
Selecting what barcoding or image processing steps to apply when generating RBC
is an important decision because it could add or remove unique visual features from
the medical image. We proposed applying histogram equalization or image binariza-
tion because they are commonly applied steps in Picture Archiving and Communica-
tion Systems (PACS) systems [41] which tended to improve retrieval accuracy while
maintaining barcode length. We introduced three new barcoding techniques as im-
provements to the conventional RBC generation process. The Binary Coded Decimal
Radon Barcodes (BCDRBC) which improves retrieval accuracy but increases barcode
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length, Difference of Radon Projections Barcodes (DRPBC) which improves retrieval
accuracy but maintains barcode length, or Difference of Radon Projections Soft Hash
Barcode (DRPSHBC) which improves retrieval accuracy and reduces barcode length.
In our investigations we also found the optimal binary code similarity measure to be
the Binary Euclidean Distance (BED), because it tended to increase retrieval error.
Figure 4.1: Feature Extraction in CBMIR systems
The results presented in this section have been generated with the Image Retrieval
Medical Application (IRMA) dataset and evaluated with the Image Cross Language
Evaluation Forum (ImageCLEF) evaluation technique introduced in Section 3.1.2.
Experiments were conducted on a machine with Intel Core-I7 @ 2.7 GHz, 16 GB
RAM, and Matlab 2017b used as the development/testing environment. To compare
the effectiveness of our optimizations to the RBC technique we re-generated the Etotal
and Lcode for the values reported in [35] with the Matlab 2017b Radon Transform (RT)
function (see Algorithm 2.2). RBCs were generated from the IRMA dataset using
Algorithm 2.3, and the retrieval error (ETotal) was calculated using Equation 3.1 in
accordance with the ImageCLEF competition guidelines. Hamming Distance (HD)
(Equation 3.4) was used as the distance metric to find the reference IRMA code (l̂m)
for the binary match decision in Equation 3.2. The branching factor (bli,j) (Section
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3.1.2), was dynamically calculated for each digit based upon the IRMA code hierar-
chy. Results from the comparison between the two testing environments in Table 4.1
for 4, 8, 16, and 32 projection angles shown.
Reported Regenerated
np Lcode Etotal Lcode Etotal
4 512 476.62 196 514.76
8 1024 478.54 392 477.34
16 2048 470.57 784 466.89
32 4096 475.92 1568 456.34
Table 4.1: Comparison between RBC results reported in [35] and those generated
with our test environment
When comparing the image retrieval results generated between the two testing
environments; Matlab 2017b and Matlab 2013b, we found that there were signifi-
cant differences in RBC barcode length. Differences in barcode length between the
reported and generated results were the result of the RT function dynamically cal-
culating the maximum projection output size (j). Matlab versions after 2013b use
Algorithm 2.2 to calculate the RT which doesn’t pad the projection vectors with
zeros, and instead calculates j for each image. Dependencies between the retrieval
error of the regenerated results and those reported in [35] were caused by dynami-
cally calculating the branching factor in Equation 3.1(a) for each digit in the IRMA
code hierarchy. The initial investigation ( [35] ) fixed the branching factor to 10 with
the assumption that each digit can only have 10 possible values ((0, . . . , 9)); Artifi-
cially increasing the retrieval error because codes in the IRMA dataset are actually
alphanumeric ((0, . . . , 9, a, . . . , z)). We compare all subsequent experiments to the re-
produced results shown in Table 4.1 to determine retrieval accuracy for each proposed
barcoding technique.
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As is shown in Table 4.1 using the newer Matlab 2017b function for calculating the
RT and dynamically determining the branching factor leads to a slightly better RBC
retrieval error and smaller barcode lengths. Additionally, to observe the effect of each
technique individually and do not chain methods/optimizations in our experiments.
Individual testing is performed to isolate the effects of each proposed method and
because they can affect downstream processes.
4.1 Image Standardization
Medical images, as stated in Section 2.1 contain noise and artifacts which need to be
filtered out before any feature extraction can take place. Two typical pre-processing
methods for medical images are; (a) Removing the collimator background, (b) and
correcting the image orientation by applying rotation transforms. Fortunately, the
images contained within the Image Retrieval Medical Application (IRMA) dataset
already have been pre-processed so that there are minimal collimator artifacts and
stored in the correct (upright) orientation. To further enhance the X-ray images be-
fore feature extraction, we normalize and resize images to a standard size and re-scale
the intensity values between 0 and 1. We tested the two image pre-processing tech-
niques, histogram equalization, and edge detection on their potential to help decrease
the overall image retrieval error (ETotal) for the IRMA dataset.
4.1.1 Histogram Equalization
As noted in Section 2.1.1 the most common histogram modification technique for Con-
tent Based Medical Image Retrieval (CBMIR) systems is equalization, which flattens
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out an otherwise skewed distribution within X-ray images. In this sub-section, we
apply the histogram equalization technique which were introduced in Section 2.1.1
to Image Retrieval Medical Application (IRMA) dataset images before they are used
to generate RBCs (Algorithm 2.3). Equalizing image histograms mitigates the ef-
fect of skewed image intensity distributions resulting from the X-ray imaging device
used, illumination conditions, and different subjects. The results for this experiment
are shown in Table 4.2 compared with the regenerated retrieval error (ETotal) and
barcode size (Lcode). Applying histogram equalization before Radon Barcode (RBC)
generation reduced the average retrieval error by 21.27 or 4.5%. Redistribution of the
image histogram for all the images in the IRMA dataset could explain the reduction
in retrieval error. X-ray images in the IRMA dataset were captured using multiple
imaging devices, illumination conditions, and patients. Equalizing image histograms
before the Radon transform and RBC generation could have reduced intensity varia-
tions between visually similar images. The effect of reducing the intensity variations
would have made similar RBCs spatially closer to each other, and resulted in smaller
retrieval errors. When testing the effects of histogram equalization with the IRMA
dataset, we found that increasing the number of projection angles (np) did not cor-
respond to a decrease in retrieval error. As shown in Table 4.2, the most significant
reduction in retrieval error occurs when the RBC went from being generated using
four to eight projection angles, which corresponded to a decrease in retrieval error
of 7.6%. In table 4.2 we see that the RBC of images pre-processed with histogram
equalization had the lowest retrieval error with 32 projection angles (np = 32). Pre-
processing images before RBC generation reduces the impact of intensity variations




np Lcode Etotal Lcode Etotal
4 196 514.76 196 494.74
8 392 477.34 392 457.13
16 784 466.89 784 442.34
32 1568 456.34 1568 436.05
Table 4.2: Effect of applying histogram equalization on retrieval accuracy, Etotal
4.1.2 Image Binarization
Babaie et al. reported in [3] that the Radon Barcode (RBC) barcoding process is
highly sensitive to bright/dark areas often found in X-ray images. After testing with
the image thresholding and edge detection techniques described in Section 2.1.2, we
observed similar findings. Binarizing X-ray images from the Image Retrieval Medical
Application (IRMA) dataset, before generating RBCs had a mixed effect on retrieval
error (Etotal) as shown in Table 4.7.
Adaptive thresholding (see Section 2.1.2) of X-ray images prior to RBC genera-
tion reduced the retrieval error, as shown in Table 4.3. Pre-processing the images
with adaptive thresholding improved RBC retrieval error by removing small inten-
sity variations caused by varying densities within each patients body (see Figure
2.2), through binarization. Table 4.3 shows that adaptive thresholding did not af-
fect the RBC barcode length. However, the retrieval error decreased as the number
of projection angles increased, albeit with diminishing returns. RBCs from images
pre-processed with adaptive thresholding contained more representative information
about the patient body shape/structure thus reducing retrieval error.
When the Prewitt, Sobel, and Canny edge detection techniques were used to filter
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RBCRegenerated RBCAdap.Thresh
np Lcode Etotal Lcode Etotal
4 196 514.76 196 486.49
8 392 477.34 392 457.97
16 784 466.89 784 441.84
32 1568 456.34 1568 443.22
Table 4.3: Effect of binarizing images with Adaptive thresholding on retrieval accu-
racy, (Etotal)
images before RBC generation, the retrieval error for all three methods was 541.47.
A limitation of the Radon Transform (RT) is that filtering out image pixels before
transformation caused a resulting loss in accuracy/resolution, because of the integral
nature of the transform. This limitation can be seen in Tables 4.4-4.6, because all
the edge-detection pre-processing techniques resulted in the same RBC retrieval er-
ror, regardless of number of projection angles. We noted increasing the projection
angles (np) used to generate the RBC did not correspond to a decrease in retrieval
error; Which indicated that pre-processing images with Prewitt, Sobel, and Canny
edge-detectors had a detrimental effect on the original RBC technique. Transforming
edge-images using the RT meant that only the detected boundary/edge pixel intensi-
ties were being integrated to form the output projection vectors. Thus the RT output
projections of edge-images did not fully capture the biological region present in X-ray
images. Compounded with the fact that the RBC generation process thresholds the




np Lcode Etotal Lcode Etotal
4 196 514.76 196 541.47
8 392 477.34 392 541.47
16 784 466.89 784 541.47
32 1568 456.34 1568 541.47
Table 4.4: Effect of binarizing images with Prewitt edge detection on retrieval accu-
racy, (Etotal)
RBCRegenerated RBCSobel
np Lcode Etotal Lcode Etotal
4 196 514.76 196 541.47
8 392 477.34 392 541.47
16 784 466.89 784 541.47
32 1568 456.34 1568 541.47
Table 4.5: Effect of binarizing images with Sobel edge detection on retrieval accuracy,
(Etotal)
Binarizing the images with edge detectors such as Prewitt, Sobel, and Canny be-
fore RBC generation increased retrieval error. However, Binarizing X-ray images with
adaptive thresholding before RBC generation increased retrieval accuracy on average
by 21.45 or 4.5 percent over the original method. Pre-processing X-ray images with
adaptive thresholding reduced retrieval error for the RBC technique by increasing the
relative intensity of the pixels before integration with the RT.
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RBCRegenerated RBCCanny
np Lcode Etotal Lcode Etotal
4 196 514.76 196 541.47
8 392 477.34 392 541.47
16 784 466.89 784 541.47
32 1568 456.34 1568 541.47
Table 4.6: Effect of binarizing images with Canny edge detection on retrieval accuracy,
(Etotal)
RBCRegenerated RBCPrewitt RBCSobel RBCCanny RBCAdap.Thresh
np Lcode Etotal Lcode Etotal Lcode Etotal Lcode Etotal Lcode Etotal
4 196 514.76 196 541.47 196 541.47 196 541.47 196 486.49
8 392 477.34 392 541.47 392 541.47 392 541.47 392 457.97
16 784 466.89 784 541.47 784 541.47 784 541.47 784 441.84
32 1568 456.34 1568 541.47 1568 541.47 1568 541.47 1568 443.22
Table 4.7: Effect of binarization of input images with edge filters and thresholding
on retrieval accuracy, (Etotal)
4.2 Radon Barcode Generation
Barcode generation from Radon projections is at the heart of the Radon Barcode
(RBC) technique and offers two distinct advantages for Content Based Medical Image
Retrieval (CBMIR) systems in particular. Barcodes are small binary feature vectors
which are computationally efficient to compare, and generating them from Radon pro-
jections decreases retrieval error in comparison to other binary coding techniques [35].
In the following section we introduce novel barcoding techniques which were inspired
by the RBC methodology (see Algorithm 2.3, and Figure 2.9).
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4.2.1 Binary Coded Decimal Radon Barcodes
In the previous sub-section, we explored the effect which image binarization had on
the Radon Barcode (RBC) retrieval error. Similarly, in RBC generation, the Radon
Transform (RT) output projection vector is thresholded (Algorithm 2.3, Line 8) us-
ing the median of its non-zero components. In this sub-section, we investigate the
effect which thresholding the Radon projections has on retrieval error. We propose
using Binary Coded Decimal (BCD) and Gray Code (GC) to encode the output of
Radon Transform (RT) in the RBC generation process to create Binary Coded Deci-
mal Radon Barcodes (BCDRBC)s. We used Gray Code (GC) (using Algorithm 4.1)
to reduce the bit entropy (number of changes between successive digits to reduce bit
errors. Table 4.8 compares the BCDRBC to the RBC in terms of barcode length
(Lcode) and retrieval error (ETotal). Algorithm 4.1 outlines the process used to encode
Binary Coded Decimal (BCD) strings using GC and Algorithm 4.2 describes how the
BCDRBC is generated.
Algorithm 4.1 Gray Code Algorithm (GC)
1: Initialize Gray Code g ← ∅
2: Initialize Binary Code b← B
3: g(1)← b(1)
4: for i← 2 : length(b) do





GC is the process of encoding binary sequence to reduce the number of bit flips in
a binary sequence, which reduces the probability of bit errors. Algorithm 4.1 shows
the process used to encode a binary input sequence (B) using GC. Line 1 and 2:
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Initialize two arrays; One to store the GC output (line 1) and the other to store the
input binary sequence (line 2). Line 3: Set the first element of the GC output array
to the first bit of the binary input sequence. Line 4 to 7: Iteratively code the binary
input array into GC by performing an exclusive OR operation between the i′th and
i− 1 elements of input binary sequence (line 5). Line 6: Store the result of the XOR
operation into the i′th element of the GC output array. Line 9: Return the output
GC binary seqeunce stored in (g).
Algorithm 4.2 Binary Coded Decimal Radon Barcode Algorithm (BCDRBC)
1: Initialize Radon Barcode r ← ∅
2: Initialize angle θ ← 0 and RN = CN ← 32
3: Normalize the input image I =Normalize(I, RN , CN)
4: Set the number of projection angles, e.g. np ← 4
5: Find the Radon projections: pi,θ = Radon(I, θnp)
6: while θ < 180 do
7: Get all projections p for θ
8: Convert all values to BCD16: b← gray(BCD16(floor(p)))
9: Append the new row r ← append(r, b)





The BCDRBC technique we propose improves the accuracy of the RBC by en-
coding entire RT projections as BCDs.Lines 1 and 2: Initialize the BCDRBC output
(r) as an empty array, θ = 0, image row (RN) and column size CN to 32 pixels. Line
3: Normalize the X-ray image to RN by CN pixels. Line 4: Set the desired number
of projection angles to find the RT. Line 5: Calculate the RT for the normalized
X-ray image at the desired projection angles (θnp). Line 6 -11: Iteratively encode the
output of the RT as GC BCDs. Lines 7 and 8: Store the entire Radon projection at
angle θ into the empty array (p) and converted each array element into an unsigned
51
16-bit GC BCD. BCD conversion begins with rounding a floating-point input value
to an integer through the floor function. All the Radon projection vector elements
are converted into their 16-bit unsigned binary representations, with a range of 0 to
65,536. If any projection values exceed the maximum or minimum of the unsigned a
16-bit binary number, they are replaced with that value. After BCD conversion each
Radon projection value is then converted to GC using the process in Algorithm 4.1.
Line 9: Append the GC BCD projections to the BCDRBC output array (r). Line
13: Return the generated BCDRBC for the input X-ray image.
A notable reduction in retrieval error (Etotal) between the BCDRBC and RBC
approaches in favor of BCDRBC is shown in Table 4.8. The average drop in retrieval
error was measured to be 116.68 or 24.36% between the two compared approaches,
showing that encoding Radon projections as GC BCDs is effective in decreasing re-
trieval error. Table 4.8 also shows that the retrieval error also decreases as we increase
the number of projection angles (np). However, barcode Lengths (Lcode) shown in Ta-
ble 4.8 were 16 times larger for BCDRBC when compared to RBC, because 16 bits
were used to encode the Radon projection values. Although there is a significant in-
crease in retrieval accuracy, the longer code length may prove to be a limiting factor
during implementations of any potential CBMIR systems.
RBCRegenerated BCDRBC16
np Lcode Etotal Lcode Etotal
4 196 514.76 3136 375.26
8 392 477.34 6272 360.28
16 784 466.89 11760 358.22
32 1568 456.34 25088 354.87
Table 4.8: RBC and BCDRBC retrieval accuracy (Etotal)
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4.2.2 Difference of Radon Projections Barcodes
Babaie et al. investigated the effects of using single and orthogonal pair Radon projec-
tions to help reduce retrieval error in [3]. A follow-up study, introduced Local Radon
Descriptor (LRD)s [2] which have been reported to decreases retrieval error by uti-
lizing derivatives of Radon projections in small local image segments. Building upon
the finding that differentiating the Radon Transform (RT) can help reduce retrieval
error [3], we introduce Difference of Radon Projections Barcodes (DRPBC)s in Al-
gorithm 4.3 which are Radon Barcode (RBC)s generated from the gradient of the RT.
Algorithm 4.3 Difference of Radon Projections Barcode Algorithm (DRPBC)
1: Initialize Difference of Radon Projections Barcode r ← ∅
2: Initialize angle θ ← 0 and RN = CN ← 32
3: Normalize the input image I =Normalize(I, RN , CN)
4: Set the number of projection angles, e.g. np ← 4
5: Find the Radon projections: pi,θ = Radon(I, θnp)
6: Find the Gradient of the Radon Projections: Gi,θ = gradient(pi,θ) using Equa-
tions 2.13, 2.17, and 2.18.
7: while θ < 180 do
8: Get the magnitude of all gradient values |Gi| for θ
9: Find typical values: Ttypical ← median(|Gi|)||Gi|6=0
10: Threshold projections: b← |Gi| ≥ Ttypical
11: Append the new row r ← append(r, b)





Similar to the RBC, DRPBCs are created by binarizing output projections of the
spatial gradient of the RT. The spatial gradient of the RT is calculated by convolving
the Sobel kernel (Figure 2.5) with the RT projection matrix as described in Algorithm
4.3. Line 1 and 2: Initialize empty DRPBC output array, θ = 0, and set the image
row and column size to 32. Line 3 and 4: Resize the image to the image row and
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column size, and set the number of projections used to calculate the RT. Line 5 and
6: Find the RT of the image and then calculate the spatial gradient of the RT matrix
by convolving with the Sobel kernel (Figure 2.5). Line 8: Find the magnitude of
all the gradient values of the RT at angle θ, by finding the corresponding column of
the gradient. Line 9: Find the median of the non-zero elements of the gradient and
store that as the threshold value (Ttypical). Line 10: Threshold the Gradient values
using the calculated threshold value (Ttypical) and store them into a temporary array,
b. Line 11: Append the binarized gradient value for the θ value being processed in
the output barcode array (r). Line 12 to 14: Iterate θ according to the maximum
number of desired projections (np). Line 15: Return the DRPBC for the image being
processed.
RBCRegenerated DRPBC
np Lcode Etotal Lcode Etotal
4 196 514.76 196 417.16
8 392 477.34 392 347.70
16 784 466.89 784 310.74
32 1568 456.34 1568 303.40
Table 4.9: RBC and DRPBC retrieval accuracy (Etotal)
As shown in Table 4.9, the DRPBC has a considerably lower retrieval error (Etotal)
than the RBC (on average 134 or by 28%) while maintaining the same barcode length.
We postulate that the decrease in retrieval error occurs because the spatial gradient
of the RT encodes changes between Radon projections at different projection angles.
The generated DRPBC encodes more information relating to the shape and structure
of its originating image and improving CBMIR performance. Although we used the
Sobel method (see Section 2.1.2) for calculating the gradient of the RT in Algorithm
4.3. Calculating the image gradient with the Prewitt operator had a similar effect,
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albeit with higher retrieval error. The decrease in retrieval error we observed suggests
that barcoding the differences between different Radon projections contained more
representative image information than the projections alone.
4.2.3 Soft Radon Hash Barcodes
Lefebvre et al. proposed Radon Soft Hash (RASH) [19] [18] to identify attacks or
alterations to images based the middle points of an image’s Radon projections. Rea-
soning that the middle point (Pmiddle) of each Radon projection vector encoded unique
information about an image while being relatively rotation and scale-invariant. The
Radon Soft Hash (RASH) descriptor was attractive to Content Based Medical Im-
age Retrieval (CBMIR) applications because it had the potential to reduce barcode
size in comparison to other Radon Barcode (RBC) methods. We applied the RASH
methodology to reduce the length (Lcode) of generated Difference of Radon Projec-







Lefebvre et al. proposed Equation 4.1 in [19] to find the middle points of the Radon
Transform (RT) projections from image height and width. The RT is calculated
from the origin or middle of the image (see Figure 4.2), which usually contains the
majority of image content. Thus middle points of the RT are the most scale and
rotation invariant points in the entire transform. X-ray images were centered upon
the patient because the detector area was on average smaller than the subject being
imaged. Instead of using only the middle points of the RT, we consider a region around
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Figure 4.2: Graphical illustration for RASH
(a) RT of an Image (b) Gradient of RT
(c) Binarized RT (d) Binarized Gradient
(e) Pmiddle Region of Binarized RT (f) Pmiddle Region of Binarized Gradient
Figure 4.3: Segmentation of Pmiddle Region from the RT and the Gradient
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them to encode more representative binary features (see Figure 4.3 (e)-(f)). Encoding
only the region around the middle points helped decrease retrieval error while keeping
the barcode length relatively small. Figure 4.3 shows a comparison between encoding
the middle region of the traditional RBC approach and the DRPBC introduced in
the previous section.
Algorithm 4.4 Difference of Radon Projection Soft Hash Barcode Algorithm (DRP-
SHBC)
1: Initialize Soft Radon Hash Barcode r ← ∅
2: Initialize angle θ ← 0 and RN = CN ← 32
3: Normalize the input image I =Normalize(I, RN , CN)
4: Set the number of projection angles, e.g. np ← 4
5: Find the Radon projections: pi,θ = Radon(I, θnp)
6: Find the Gradient of the Radon Projections: Gi,θ = gradient(pi,θ) using Equa-
tions 2.13, 2.17, and 2.18





8: while θ < 180 do
9: Get the magnitude of all gradient values |Gi| for θ
10: Find typical values: Ttypical ← median(|Gi|)||Gi|6=0




12: Threshold projections: b← |Gi| ≥ Ttypical
13: Append the new row r ← append(r, b)





Similar to the other RBC approaches generating Difference of Radon Projections
Soft Hash Barcode (DRPSHBC) begins with first normalizing the image finding the
RT, gradient of the RT, and creating a barcode from middle regions binarized gra-
dient as described in Algorithm 4.4. Line 1 and 2: Initialize empty DRPBC output
array, θ = 0, and set the image row and column size to 32. Line 3 and 4: Resize
the image to the image row and column size, and set the number of projections used
to calculate the RT. Line 5 and 6: Find the RT of the image and then calculate
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the spatial gradient of the RT matrix by convolving with the Sobel kernel (Figure
2.5). Line 7: Calculate the middle points (Pmiddle) for the RT. Line 9: Find the
magnitude of all the gradient values (|Gi|) of the RT at angle θ. Line 10: Find the
median of the non-zero elements of the gradient and store that as the threshold value





. Line 12: Threshold the truncated middle gradient values using the cal-
culated threshold value (Ttypical) and store them into a temporary array, b. Line 13:
Append the binarized gradient value for the θ value being processed in the output
barcode array (r). Line 14 to 16: Iterate θ according to the maximum number of de-
sired projections (np). Line 15: Return the DRPSHBC for the image being processed.
RBCRegenerated DRPSHBC
np Lcode Etotal Lcode Etotal
4 196 514.76 92 476.88
8 392 477.34 184 383.39
16 784 466.89 368 333.53
32 1568 456.34 736 332.00
Table 4.10: RBC and RSHDRPBC retrieval accuracy (Etotal)
Table 4.10 shows the effect encoding the region around the middle points for the
DRPSHBC, and highlights the reduction in barcode length associated with it. The
barcode length of the DRPSHBC was on average less than half the size of the RBC
length, while retrieval error was decreased by 100 or 20% on average. Comparing
the results of the DRPBC, to the DRPSHBC, we saw that only encoding the middle
regions of the gradient did lead to information loss because the retrieval error increased
by 10-20 in the DRPSHBC. We observed a correlation between increasing the number
of projection angles and retrieval error because encoding more information led to a
smaller retrieval error. Table 4.10 shows that the DRPSHBC (Algorithm 4.4) had
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significantly better performance than the RBC in terms of retrieval error and barcode
length, and are quite possibly one of the best global binary barcoding technique for
CBMIR applications.
4.3 Distance Measures
In Section 3.2 two binary distance measures were introduced, Hamming Distance
(HD) and the Binary Euclidean Distance (BED). HD was used in the original Radon
Barcode (RBC) technique [35] and Binary Euclidean Distance (BED) was introduced
in [10] as an alternative distance metric for comparing binary vectors. Table 4.11
RBCHD RBCBED
np Lcode Etotal Lcode Etotal
4 196 514.76 196 518.12
8 392 477.34 392 474.22
16 784 466.89 784 461.40
32 1568 456.34 1568 451.87
Table 4.11: Effect of different distance measures, HD and BED on RBC retrieval
accuracy (Etotal)
compares the two distance measures in terms of retrieval error (Etotal). BED was
measured to have a lower retrieval error for longer length barcodes (np > 8), whereas
HD appears to work better for smaller barcodes. The slight variation of both distance
measures with increasing barcode length is indicative of each measures invariance to
increasing sparsity. Although using BED as a distance measure increases retrieval
accuracy, the relative difference between using BED and HD is minimal in comparison
to the other factors investigated in the above sections.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
Content Based Medical Image Retrieval (CBMIR) systems have shown to be an in-
valuable tool for medical databases and information systems. Complementary feature
vectors such as the Radon Barcode (RBC) are critical to the efficient and accurate
retrieval phase of CBMIR systems. RBCs can be used in the preliminary search
phase of CBMIR systems to quickly shortlist candidate solutions in preparation for
advanced and precise techniques to match images. RBC based techniques, like all
binary similarity measures, encode vast amounts of image information in relatively
short binary codes. This work introduced several novel optimizations in terms of
image pre-processing, barcode generation, and distance evaluation techniques which
improve the effectiveness of RBCs as complementary feature vectors inCBMIR sys-
tems. In Section 4 optimizations to image processing, barcode generation, and binary
vector distance measures were proposed and compared to the RBC process and the
Image Retrieval Medical Application (IRMA) dataset. After comparison to the RBC
technique from [35], it was found that the optimizations we proposed decreased re-
60
trieval error (ETotal), barcode length (Lcode), or both.
In Section 4.1, different medical image pre-processing techniques like histogram
equalization and image binarization were investigated for their effect of RBC retrieval
error. Applying histogram equalization to images from the IRMA dataset tended to
reduce the retrieval error by removing intensity variations in source images. Binariz-
ing using adaptive thresholding decreased the retrieval error by increasing the data
available for the RBC to encode. However, this effect of adaptive thresholding di-
minished as the number of projection angles (np) encoded increased, suggesting that
binarization process improved the capability of the RBC to better encode border
information about objects in the image. Image binarization using edge-detection ker-
nels such as the Prewitt, Sobel, and Canny operators introduced in Section 2.1.2
increased retrieval error to a seemingly fixed value. A possible cause for all three
edge-detection techniques generating RBCs which all had the same retrieval error is
the integral nature of the Radon Transform (RT). The RT only considers the integra-
tion of intensity values onto the ρ axes at different projection angles, and reducing the
amount of the integrated pixels caused significant losses in resolution for the Radon
projections. Pre-processing images with techniques like histogram equalization, and
adaptive thresholding reduce RBC retrieval error by normalizing inter-image intensi-
ties and amplifying representation of object boundaries in generated barcodes.
In Section 4.2 we proposed several novel binary barcoding techniques based off of
the RBC such as the Binary Coded Decimal Radon Barcodes (BCDRBC), Difference
of Radon Projections Barcodes (DRPBC), and Difference of Radon Projections Soft
Hash Barcode (DRPSHBC). The BCDRBC introduced in Section 4.2.1 encoded the
numerical values of the RT projections into 16-bit Binary Coded Decimal (BCD),
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to prevent information loss from thresholding. BCDRBC retrieval error was signif-
icantly lower (by 24% on average) than the conventional RBC technique, but the
resulting barcode was 16 times longer (16-bit encoding). Section 4.2.2 introduced the
DRPBC which applied the conventional RBC technique to the gradient of the RT.
DRPBC retrieval error rates were lower (by 28% on average) than any other tech-
nique which we tested while maintaining the same barcode length as the conventional
RBC. Barcoding the gradient of the RT significantly improved the retrieval error of
the RBC process because the gradient allowed for the encoding of inter-projection
intensity variations. Information relating to the differences or variations between
Radon projections at different angles is representative of the boundary shape of the
object undergoing the RT. DRPSHBC, introduced in Section 4.2.3 were based upon
the DRPBC, but reduced the barcode size by only encoding the middle region of the
gradient of the RT. The resulting DRPSHBC had less than half the barcode length
of DRPBCs but had only a slightly higher retrieval error (10% on average). DRP-
SHBC had the second-lowest retrieval error and the smallest barcode length out of
all the barcoding techniques tested. DRPSHBC have the lowest barcode length and
the DRPBC had the lowest retrieval error from all the techniques tested in Section 4.2.
In Section 4.3 changing distance metric used for determining binary vector dis-
tance from HD to BED in a minute decrease in RBC retrieval error (%0.5). The
resulting difference in retrieval error between using HD or BED for RBC binary vec-
tor comparison didn’t appear to have a noticeable difference. Although the distance
measure did not have a significant impact on the retrieval error of the RBC, we found
that having the flexibility to choose the distance measure helps in developing CBMIR
systems.
This study outlined several key optimizations to improve the RBC generation
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process, such as image pre-processing, barcode formation, and distance metrics. We
compared each proposed optimization to the RBC method quantitatively based on
retrieval error and barcode length to determine its efficacy. In Section 4.2.2 we pro-
posed, DRPBC, a barcode generation scheme which to our knowledge outperformed
all other global barcoding techniques in terms of retrieval error (see Table 2.2 and
4.9). In section 4.2.3 we introduced, DRPSHBCs which are a global barcoding tech-
nique, which to our knowledge have both the smallest barcode size and retrieval error.
The optimal barcoding technique for use as a complementary feature for CBMIR ap-
plications is DRPSHBC because of its small retrieval error and barcode length.
5.2 Summary of Contributions
Throughout this study, we investigated ways to improve the Radon Barcode (RBC)
technique as a complementary feature in Content Based Medical Image Retrieval
(CBMIR) systems. We introduced several novel techniques and optimizations which
improve retrieval error and reduce barcode length, such as:
• Pre-processing images with histogram equalization or adaptive thresholding re-
duced retrieval error.
• Encoding the Radon Transform (RT) using Binary Coded Decimal (BCD) tech-
niques such as the Binary Coded Decimal Radon Barcodes (BCDRBC) reduced
retrieval error at the expense of barcode length.
• Using the gradient of the RT to generate barcodes similar to the Difference
of Radon Projections Barcodes (DRPBC) significantly reduced retrieval error
while perserving barcode length.
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• Encoding middle regions of gradient of the RT like the Difference of Radon Pro-
jections Soft Hash Barcode (DRPSHBC) significantly reduces barcode length
while giving similar retrieval accuracies.
• Performing binary match evaluations using Binary Euclidean Distance (BED)
instead of Hamming Distance (HD) gives a lower retrieval error.
5.3 Future Research Direction
In future research on optimizing the RBC technique, we aim to explore different
barcoding techniques which take advantage of the integral nature of the RT and
inter-projection differences like the proposed gradient-based approaches. Though
the results which we proposed were promising, all tests needed to be conducted in-
dependently because each proposed technique/optimization technique changed the
effectiveness of the following downstream methods. We hope to computationally find
the optimal combination of pre-processing, barcode formation, and binary evaluation
techniques for CBMIR applications which lower retrieval error and barcode length.
Another area which we would like to investigate further is the relationship between
retrieval error and the number of Radon projection angles. Increasing the projection
angles does not always correspond to a decrease in retrieval error, and investigat-
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[7] Brady, A., Laoide, R. Ó., McCarthy, P., and McDermott, R. Dis-
crepancy and error in radiology: concepts, causes and consequences. The Ulster
medical journal 81, 1 (2012), 3.
[8] Canny, J. A computational approach to edge detection. IEEE Transactions
on pattern analysis and machine intelligence, 6 (1986), 679–698.
[9] Canny, J. A computational approach to edge detection. In Readings in com-
puter vision. Elsevier, 1987, pp. 184–203.
[10] Choi, S.-S., Cha, S.-H., and Tappert, C. C. A survey of binary similarity
and distance measures. Journal of Systemics, Cybernetics and Informatics 8, 1
(2010), 43–48.
[11] Cui, S., Wang, Y., Qian, X., and Deng, Z. Image processing techniques in
shockwave detection and modeling. Journal of Signal and Information Processing
4, 03 (2013), 109.
[12] Debnath, L., and Bhatta, D. Integral transforms and their applications.
Chapman and Hall/CRC, 2006.
[13] Erfankhah, H., Yazdi, M., and Tizhoosh, H. R. Combining real-valued
and binary gabor-radon features for classification and search in medical imaging
archives. In 2017 IEEE Symposium Series on Computational Intelligence (SSCI)
(2017), IEEE, pp. 1–5.
[14] Frank, G. Pulse code communication, 1953. US Patent 2,632,058.
[15] Gonzalez, R. C., and Woods, R. E. Histogram processing. Digital Image
Processing 3 (2008), 162–165.
[16] Green, B. Canny edge detection tutorial. Retrieved: March 6 (2002), 2005.
66
[17] Khatami, A., Babaie, M., Tizhoosh, H. R., Khosravi, A., Nguyen,
T., and Nahavandi, S. A sequential search-space shrinking using cnn transfer
learning and a radon projection pool for medical image retrieval. Expert Systems
with Applications 100 (2018), 224–233.
[18] Lefebvre, F., Czyz, J., and Macq, B. M. A robust soft hash algorithm for
digital image signature. In ICIP (2) (2003), pp. 495–498.
[19] Lefebvre, F., Macq, B., and Legat, J.-D. Rash: Radon soft hash al-
gorithm. In Signal Processing Conference, 2002 11th European (2002), IEEE,
pp. 1–4.
[20] Lehmann, T., Deselaers, T., Schubert, H., Güld, M. O., Thies, C.,
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