INTRODUCTION
Title 10 Part 50 (10 CFR 50.46) of the United States Code of Federal Regulations first allowed Best Estimate calculations rather than conservative code models of safety parameters in nuclear power plants in the 1980s, stipulating, however, that uncertainties be identified and quantified. Since then, various approaches to uncertainty analysis have been developed, accepted, and used for some light water reactor (LWR) severe accidents. The simulation of the equilibrium neutronic and thermal-hydraulic characteristics of a reactor necessarily requires the application of a coupled-code system such as PEBBED or CYNOD to capture all the relevant physics. Propagating the uncertainty in various input parameters, models, and assumptions through to the output figures of merit (for example fuel temperature) is a process that is still under development in many countries.
OVERVIEW OF GENERAL UNCERTAINTY ANALYSIS IN COUPLED CODE SIMULATIONS
Code uncertainty is the uncertainty in the ability of a computer software product, coupled with a specific model, to accurately describe the actual physical system of interest. The computer model is an integration of the mathematical model, the numerical techniques used to solve those equations, and the representation of the physical model by the input geometry and material specifications. Each element contributes to the uncertainty in the output Figure of The mathematical model consists of one or more governing equations that describe the balance between the creation, destruction, and flow of some quantity of interest (e.g., heat, coolant mass, or neutron flux) within a homogeneous control volume. It also consists of one or more subgrid equations that relate these gross phenomena to more complex physics that are neglected at the scale of the homogeneous control volume (e.g., neutron streaming between pebbles, heat conduction from the kernels to the pebble surface, etc.). The uncertainty associated with the mathematical model can be estimated by comparing the results with those generated using a different model that captures these phenomena more accurately or uses different governing equations or subgrid relations.
A further complication is that very few computer codes solve the analytic form of its governing equations. Instead, the differential operators in these equations are expanded as a truncated series and cast as a set of difference equations solved over a discrete mesh. If the equations are well-posed, the solution is unique and refining the mesh reduces the error between the solutions of the discretized equation and the original differential equation. Unfortunately, unlimited mesh refinement is not possible on a digital computer and one must tolerate some truncation error. Furthermore, in many complex fluid system simulation codes, the combination of governing equations and subgrid correlations yields ill-posed systems of differential equations that do not converge to the analytical solution upon refinement of the mesh. These errors can be shown to be minimal in codes like PEBBED and CYNOD, provided that the physical system is within the original range of applicability of the code. Nonetheless, in order to estimate the uncertainty introduced by the numerical approximations implemented in the code, direct comparisons to higher fidelity models can be performed.
Another important source of uncertainty is that the input model is a simplification of the actual physical geometry. For example, the distribution of pebbles in the core is neither regular nor uniform but to model it as anything else is computationally prohibitive. Complex geometrical detail in some of the prismatic designs can likewise be very difficult, if not impossible, to model accurately. In such cases, high fidelity models of only the core features in question can be constructed with reasonable boundary conditions provided by the larger core or system model. The results, in terms of the desired FOM, can be compared with its lower fidelity counterparts with uncertainty values derived from the differences.
The fourth major source of input uncertainty is the material properties. For core analysis, these include thermal properties such as conductivity and heat capacity, fluid properties such as density and viscosity, and neutronic properties such as cross sections. Knowledge of these parameters for each material of interest may be limited in the range of conditions found in a new type of reactor. Such uncertainty can be reduced through material testing and measurement, but the amount of testing is often limited by cost and schedule constraints and must be propagated through the calculations. In some cases, the natural variability of a given parameter under even the best experimental conditions may be large enough to inject uncertainty that cannot be ignored. Finally, when modeling of an actual operating reactor is considered, it is well known that the operational conditions (power level, inlet temperature, measured mass flow rates) can also have associated uncertainty ranges.
(Note that the sources of uncertainty discussed up to now are distinct from errors in the code and model that usually arise from developer/user errors. These factors are usually addressed as part of the software and model verification process).
Of the four types of uncertainty sources indicated here, the uncertainties in material properties can usually be addressed by relatively simple manipulation of the corresponding values in the input decks, and geometry simplifications can be benchmarked against higher fidelity codes. In contrast, variations in mathematical models and solver techniques are much more challenging, and in most cases not yet attempted in industry. Developments in uncertainty methodology are therefore currently focused on model and material input data uncertainties.
x Two major approaches are under development to perform this manipulation in a statistically rigorous manner. They differ mainly by the way they propagate uncertainties as described by Salah, et al. (2006) and are as follows: Statistical methods (input uncertainty propagation) include:
-Use of a reduced number of uncertain input parameters -Assign subjective probability ranges and distributions to these parameters -Propagate the uncertainty through the core models to determine statistical properties of the FOM x Deterministic methods (output uncertainty propagation) include:
-Use of a relevant set of experimental data to establish a database of uncertain data for a large number of input parameters -Create hypercubes characterizing physical parameters for a wide variety of conditions, transients, etc. -Derive error bands enveloping the output FOM. D'Auria developed the Capability of Internal Assessment of Uncertainty (CIAU) process as one type of deterministic uncertainty analysis. Statistical methods is well represented by the Code Scaling, Applicability, and Uncertainty (CSAU) approach (Langebusch et al 2005) . The CSAU method has been accepted by the NRC and has been used for some Boiling Water Reactor Loss of Coolant Accident analyses. The GRS company (Gesellschaft für Anlagen und Reaktorsicherheit) of Germany has developed software that applies CSAU in a way that is particularly well suited for legacy coupled core analysis codes. A trial version of their commercial software product is described in this report. SUSA (Software for Uncertainty and Sensitivity Analyses) Both methods have advantages and drawbacks, as shown in Table 1 . Typically, because of the deterministic method requirement to have a large and comprehensive experimental database available, LWR and boiling water reactor uncertainty studies can use this method. However, in the high temperature reactor domain, only very limited experimental and operational data exists, and the use of statistical uncertainty methods is the only viable approach. 
FEATURES OF THE GRS STATISTICAL UNCERTAINTY METHOD AND SUSA
The first step in the GRS method is to select the set of uncertain input parameters that will be used to evaluate the desired FOM. This step also involves the evaluation of the code's (e.g., PEBBED or CYNOD) applicability to a selected plant scenario. The Phenomena Identification and Ranking Table process is applied to identify and rank all the relevant phenomena utilizing expert judgment. The most important phenomena are identified and listed as "highly ranked" phenomena, based on an examination of experimental data and code predictions of the scenario under investigation. Only parameters important for the highly ranked phenomena are selected for consideration as uncertain input parameters. The selection is based on a judgment of its influence on the output parameters.
Information from the manufacture of nuclear power plant components as well as from experiments and previous calculations are used to define the mean value and probability distribution or standard deviation of uncertain parameters. Uniform and normal distributions are used in the absence of more knowledge about the input parameters. Once these distributions and dependencies have been established, the analyst can:
x Generate a random sample of size N (N <100 for typical 95/95 statistics-see below) for the input parameters from its probability distributions by a Monte Carlo module contained in the SUSA package.
x Perform the corresponding N simulations with the codes. Each simulation generates one possible solution of the model. All solutions together represent a sample from the unknown probability distribution of the model results.
x Calculate quantitative uncertainty statements, e.g., 5% and 95% quantiles or two-sided statistical tolerance limits like upper and lower limit values with 90% coverage and 95% confidence.
x Calculate quantitative sensitivity measures to identify those uncertain parameters that contribute most to the uncertainty of the results.
The number of code calculations is determined by the requirement to estimate a tolerance and confidence interval for the quantity of interest. Wilks' formulae (Wilks 1941) are used to determine the number of calculations required to obtain the desired uncertainty bands:
Equations (1) and (2) are used for one-sided and two-sided statistical tolerance intervals, where (b × 100) is the confidence level (%) that the maximum code result will not be exceeded with the probability (a × 100 [%]) (percentile) of the corresponding output distribution, and n the number of calculations required. For example, for a 95% probability that the peak fuel temperature lies below the maximum value of the (unknown) peak fuel temperature distribution, and given with a confidence level of 95%, a total of n=93 calculations need to be performed. Put another way; the one sided 95 th percentile value of the (unknown) peak fuel temperature distribution is obtained with a confidence level of 95% by selecting n=59, and the same number of runs would be needed for the 5% percentile. If both percentiles are required, 93 runs would be required.
It is important to note that the GRS Method does not generate the distributions of output parameters. Rather, it yields two-sided limit values (coverage) with a user-specified confidence. For example, a SUSA application may lead to the statement "the analysis indicates with 95% confidence that 95% of the peak fuel temperature falls between 1,500 and 1,600 o C." It also ranks the input parameters according to the effect that its uncertainties have on the uncertainty in the output parameter.
In summary, SUSA is a program that performs a statistical analysis of uncertainty in the output of nuclear systems codes. Among its functions, SUSA:
x Generates sets of input parameters given user-supplied distributions and input variable dependencies.
The number of sets is a function of the confidence required in the uncertainty of the specified putput parameters.
x Can be programmed to write system code input decks for these parameters sets.
x Can be programmed to execute the corresponding models using appropriate calls to the system code.
x Performs a statistical analysis of the specified output parameters, correlates the uncertainty in the output to each of the input variables, and ranks the importance of each input variable to the output uncertainty.
The main advantage of the SUSA software is that is allows a core analyst to apply the sophisticated statistical techniques required of the GRS method without actually having to code them. Because no code modifications are required, the method is entirely suitable for use with existing and legacy codes.
SUSA INSTALLATION TEST CASE
The SUSA software was acquired and installed on INL computers. A tutorial and a number of test cases are supplied with the software to ensure that the software can run accurately on the customer's systems. These tests were performed successfully in support of the NGNP milestone and also as part of a longer term demonstration of SUSA's capabilities using the PEBBED code. The longer term project is as follows.
1. Obtain and install SUSA.
Perform tutorial test cases and verify installation (milestone achieved)
3. Define and execute an INL-specific test case: use the PEBBED code to calculate the pebble bed modualar reactor (PBMR) 400 Exercise 2 benchmark steady state and depressurized loss of forced cooling (DLOFC) transient.
4. Use SUSA to vary two input variables (reactor power and reactor inlet gas temperature) and generate the statistical input data variations needed to produce a 95/95 statement for the peak fuel temperature as the FOM.
5. Perform the required 93 PEBBED runs.
6. Post-process the 93 peak fuel temperatures with SUSA to obtain the 95/95 values.
Completion of the first two objectives meet the milestone of acquiring and testing the SUSA software. Error! Reference source not found.Error! Reference source not found. provides an overview of the test platform and software details utilized for this study. The internal coupling (i.e. calling PEBBED internally with SUSA controlling the serial runs) was not yet attempted at INL. The "off-line" method (see Figure 5 ) was used for this study. Tests are currently underway to couple SUSA and PEBBED in the way suggested by GRS, using the Standard COMPAQ Visual FORTRAN complier, version 6.6a. development testing. Figure 1 thru Figure 4 illustrate the results of one of the tutorial test problems delivered with the software. The plots indicate the distribution of the output and the Lilliefors Test results used to determine if the distribution exhibits normal or log-normal properties. It can be seen that a log-normal nature is much more likely (significance factor 0.85) compared with a factor of 0.0 for the normal distribution. From this process, the 5 th and 95 th percentile values are obtained with 95% confidence, as shown in Figure  4 (with pink markers on the x-axis). 
SUSA TEST CASE: PEBBED DLOFC
To date, Objective 3 has been completed and Objective 4 has been started with 10 of the planned 93 PEBBED DLOFC cases completed. Further investigations of the coupling of SUSA and PEBBED will be performed using SUSA's provided FOTRAN shell.
To illustrate the use of the software, Figure 5 presents a simplified flow diagram of the methodology followed for the PBMR 400 Exercise 2 benchmark test case.
As a simple illustration of SUSA's capabilities, two scalar (noncorrelation dependent) parameters were selected: the total reactor power (MW) and the inlet gas temperature (°C). The distribution types and nominal 5and 95% values (slightly less than 3 sigma values) for these parameters are indicated in Table 3 . The actual values used are not very significant at this stage, but the ranges are loosely based on studies performed for the PBMR design.
This information is entered into the SUSA code using a GUI operating out of Microsoft Excel. A screenshot of the GUI dialogue at this point in the information flow is shown in Figure 6 . The Latin Hypercube method, which is one of the random generator methods available in SUSA, was used to generate the required 93 random values for each parameter shown in Figure 7 . The resulting sigma values, probability density functions (PDFs), and cumulative distribution functions (CDFs) for both parameters are shown in Figure 8 thru Figure 10 , respectively. These visual representations are provided as useful cross-checks to the user to ensure that the requested information was provided accurately (e.g., it can be seen that the tails of the power PDF tapers off to zero, close to the requested 360 and 440 MW). During the next step of the procedure, 10 of the 93 SUSA-generated data sets (shown as bolded text in Table 4 ) were used to produce the PEBBED transient DLOFC results presented in Figure 11 and Figure 12 . It can be seen in Table 4 that the peak fuel temperatures vary between 1,620 and 1,725°C, a spread of ~105°C, or 6.4%. Note that these 10 samples are only a small subset of the true distribution that will be obtained when an infinite number of runs are performed, and that the upper result (case 10) in no way represents the limiting value. The PEBBED data in Figure 11 can also be represented as the number of times that each peak fuel temperature occurred in a specific temperature interval. Figure 13 shows such a histogram example, where five intervals from 1,600 to 1,750°C were selected. Data in this format is usually expressed in a normalized manner, so Figure 14 is a typical starting point for SUSA when the post-processing statistical analysis is performed.
In the final step, as shown earlier in Figure 1 to Figure 4 for the "Scalar" test case, SUSA performs a wide variety of statistical correlation "fitness" tests to determine the properties of the unknown statistical distribution for the peak fuel temperature. (It will always remain unknown, since SUSA does not attempt to build up a PDF/CDF of the final function). The final required data points can then be obtained from the process, i.e. the 5 th and 95 th percentile values, given with 95% confidence. 
CONCLUSIONS
A status overview of the SUSA implementation project was provided. The code has been acquired and successfully installed. The test problems were executed, indicating that the software is compatible with INL computer systems and software.
Initial results were generated for a sensitivity analysis of the peak DLOFC test of the PBMR 400 using PEBBED and THERMIX-KONVEK. A more comprehensive uncertainty analysis is outlined in the next section but this preliminary testing indicates that the SUSA software will perform as intended. It also indicates the ease with which the interface can be constructed between SUSA and a complex reactor analysis code like PEBBED.
Future investigations will include the following:
x Submit all 93 PEBBED DLOFC cases to SUSA for 95/95 uncertainty and sensitivity analyses.
x Investigate fully coupled SUSA-PEBBED interface as a more practical option for higher number of runs.
x Clarify approach on complex nonscalar uncertainties: bypass flows, core thermal dispersion, radial/axial power peaking, Control Rod worths, etc.
A specific issue of interest will be the propagation of the uncertainties in the neutronic data (cross sections) from the basic nuclear ENDF libraries to the PEBBED steady state. Special neutronics-only test cases will be used to isolate the effect of XS uncertainties.
