A combined numerical-experimental iterative procedure, based on the Gauss-Newton algorithm, has been developed for control of magnetic resonance (MR) -guided hyperthermia (HT) applications in a hybrid MR-HT system BSD 2000 3D-MRI. In this MR-HT system, composed of a 3-D HT applicator Sigma-Eye placed inside a tunnel-type MR tomograph Siemens MAGNETOM Symphony (1. 5 T), the temperature rise due to the HT radiation can be measured on-line in three dimensions by use of the proton resonance frequency shift (PRFS) method. The basic idea of our iterative procedure is the improvement of the system's characterization by a step by step modification of the 1 theoretical HT antenna profiles (electric fields radiated by single antennas). The adaptation of antenna profiles is efficient if the initial estimates are radiation fields calculated from a good a priori electromagnetic model. Throughout the iterative procedure, the calculated antenna fields (FDTD) are step by step modified by comparing the calculated and experimental data, the latter obtained using the PRFS method. The procedure has been experimentally tested on homogeneous and inhomogeneous phantoms. We show that only few comparison steps are necessary for obtaining a dramatic improvement of the general predictability and quality of the specific absorption rate (SAR) inside the MR-HT hybrid system.
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I. Introduction
Regional hyperthermia, performed with phase steered ring applicators like the Sigma-60 applicator, has been in use since 15-20 years. With this technique different groups world wide have derived extraordinary clinical results in combined therapies with radiation therapy, chemotherapy, and radiochemotherapy. 1, 2, 3 Also the relationship of higher temperatures with improved clinical results has been shown, 4,5 see also Wust et al. 6 for an overview.
Earlier, model calculations have displayed that navigation and resulting temperature distributions are improved by better applicator design. 7, 8, 9, 10 The overall strategy was to increase the number of antennas, resulting in an improved navigation of the power distribution. Applicators according to this design have been constructed and are in clinical use since a few years (Sigma-Eye applicator with 12 channels compared to four channels in Sigma-60).
The main task in designing a therapy is to come up with an applicator control consisting of amplitude and phase delay for each antenna that leads to an individually optimal temperature distribution inside the patient. There are two essentially different strategies to accomplish this: (a) using physical and physiological models of the applicator and patient, respectively, to compute the electrical fields, energy absorption, and temperature distribution, followed by an a priori optimization of the applicator control, and (b) using a feedback control loop to drive the applicator towards the optimal adjustment during the therapy.
Strategy (a) involves solving the time-harmonic Maxwell's equations by FDTD (finitedifference time-domain 11, 12, 13 ) or FE (finite element 8, 10, 14 ) methods, as well as the bioheat-transfer equation. 15 Multiple models and planning systems have been developed in the last decades 16, 17, 18 and have been evaluated in phantoms. 19, 20, 21 In principle, these computations can be performed with relatively high accuracy in acceptable time (45 min on PC: AMD, 2. 2 Ghz). For example, a combined electromagnetical-thermal comparison between simulations on 1cm voxel grids and measured 3-D MR-temperature data sets in patients resulted in an average temperature deviation of 0.45 • C which corresponds to a relative deviation of around 18%. 20 However, inevitable modeling errors in the phantom/patient geometry and tissue behavior, variations in the feeding network, and inaccurate amplifier behavior often lead to inexact results. Strategy (b) circumvents the need for a correct physical model by directly controlling the temperature during the therapy. In most cases, one or more temperature measurements are necessary for controlling the temperatures, usually achieved by power changes of one or more channels. Here the characteristics and stability of the controller, e. g. reaction to disturbances are important to consider. 22, 23 In the hyperthermia related literature some control loops have already been described. If a linear time dependent model y(t) = −Ku(t) mapping the control settings u to the state variables y is assumed, and a quadratic quality functional J(y) is to be minimized, the controller output satisfies a certain matrix equation (so-called Riccati equation). 24 Due to its increasing computational complexity, this method is limited to lowdimensional systems with few control settings and state variables.
The application of such a feedback controller has been mainly focused on the navigation of ultrasound HT applicators. Hutchinson et al. 24 proposed a controller based on an increase of temperatures (in n measurements) depending on m power levels (of ultrasound transducers). Arora et al. 25 presented a formulation for an optimal control, using the descriptors of thermal dosimetry (T90 and thermal dose) by applying a linear approximation of a highly nonlinear problem. The introduction of thermal dose (which continues to accumulate even after power is turned off) required the development of a model predictive controller. In both cited articles, the control plans were applied only for simulated thermal therapies, examining the influences of measurement errors, noise, and imprecision of the model.
At the Charité, a hybrid MR-HT system integrating a Sigma-Eye applicator and an 1.5T MR scanner has been established. 26 This hybrid system allows non-invasive MR-measurements of 3D temperature distributions inside phantoms and patients, 27 and therefore provides the prerequisites to conduct MR-guided regional hyperthermia in a closed control loop.
A transfer of the aforementionel algorithms to MR-guided HT is impractical due to the high number of spatial temperature measurements (state variables y) to be respected. A different control scheme based on MRI monitoring has been introduced by Kowalski et al. 28, 29 for hyperthermia and applied to a phantom in a quasi 2D applicator with one antenna ring. Their method is based on the representation of the specific absorption rate (SAR) in the form
where u is the complex control vector and M a hermitian action matrix (see also Das et al. 30 and Köhler et al. 31 ). In a set-up phase, M is identified from MR measurements of many, sufficiently exciting control vectors. Afterwards, (1) can be used directly to optimize any SAR-dependent quality functional. With modern applicators with n = 12 independent channels, such as the Sigma-Eye applicator, and more so for actual therapy, the approach based on complete identification of M has a severe drawback. For an applicator with n independent channels, M contains n 2 degrees of freedom, such that at least n 2 measurements are required for a full identification. For probably this reason, the simulations in Kowalski et al. 28, 29 were restricted to a six-channel applicator and the phantom experiments limited to only three channels. Note that for the Sigma-Eye applicator 144 measurements would by necessary. In a clinical therapy, the required set-up phase would last several hours even the actual treatment could start. Moreover, the control settings for which the measurements are taken have to span the whole control space (called "sufficiently exciting" in Kowalski et al. 28, 29 ). Applied to actual hyperthermia treatments, this means that the patient would have to endure a lot of clinically suboptimal SAR distributions, probably provoking unfavorable physiological counter-regulations.
We are thus facing the challenge to devise a controller that delivers a near-optimal therapy using much fewer measurements than are necessary to perform a full model identification. We therefore propose a different approach combining strategies (a) and (b) mentioned above. Starting with the available, physically well-founded, though only approximative numerical a priori models, we adapt them, taking relatively few measurements into account. Such an adaptation scheme is described in the following section. The experimental results given in Section D suggest that this combination of approaches (a) and (b) is quite promising.
II. Methods
In this section we describe the control scheme. It differs from Kowalski et al. 28 in two aspects: a priori knowledge from planning computations is taken into account, and the identification is geared towards the antenna profiles instead of the action matrix. Before such an online control with integrated optimization can be applied to hyperthermia treatment of patients, it is necessary to validate the method at phantoms. This validation is to be investigated in the following.
A. Mathematical model
The total electrical field E of a hyperthermia applicator with n antennas can be described by a linear combination of the antenna profiles V ν , ν = 1, . . . , n radiated by the single antennas:
where u ν ∈ C are the complex control settings associated with the amplifier channels. From the electric field, the SAR can be computed as
The superscript H denotes the complex conjugate transpose. Note that the action matrix can be recovered as M = V H V . The evolution of the temperature distribution inside an unperfused phantom during hyperthermia is described by the time-dependent bio heat transfer equation
where T is temperature (K), t is time (s), SAR is specific absorption rate (W/kg), κ is thermal conductivity (W m −1 K −1 ), ρ is density (kg/m 3 ), and c is heat capacity (W s kg −1 K −1 ). Neglecting thermal diffusion, which is admissible for small κ or smooth temperature distributions, and small time differences ∆t, the SAR can be approximated by SAR M obtained from temperature measurements
For further details see Wust et al., 32 Tilly et al. 33 B. Procedure to adapt the antenna profiles of a hyperthermia applicator
As mentioned in the introduction, we assume that the initial antenna profiles V 0 obtained from an a priori simulation are a reasonable approximation to the antenna profiles V . Given k measurements to arbitrary control settings
match the measured data SAR M i as closely as possible. Since V consists of n complexvalued vectorial E-fields, the number of real degrees of freedom in V is n * 2 * 3 = 6n compared to n 2 real degrees of freedom in the complex hermitian matrix M . Thus we feel that for n > 6 and k n 2 , the smaller model based on adaptation of V 0 is more appropriate than adaptation of M 0 . We therefore aim at minimizing
with
F represents the mismatch between measurements and model prediction. For solving (7), the Gauss-Newton method (see e. g. Deuflhard et al. 34 )
is applied, where F (V j ) + denotes the pseudoinverse of F (V j ). The iteration (9) is terminated as soon as ∆V j * ≤ ε for some j * , and we set V k = V j * . In our computations we have chosen ε = 10 −5 . Note that F is not complex differentiable, such that a realification of F has to be used. For few measurements, the least squares problem (7) is highly underdetermined, such that infinitely many solutions exist. Since V 0 is assumed to be a physically well-founded approximate solution, it is desirable to choose a solution V k with minimal distance to V 0 . This is realized by application of the pseudoinverse F (V j ) + in each Gauss-Newton step. In passing we note that a good initial value V 0 results in a fast local convergence of the Gauss-Newton method.
This leaves the question how to choose the control settings u i . In principle, any set of sufficiently different control settings can be used for adaptation of the antenna profiles. However, since during actual hyperthermia one will aim at treating the patient with the best therapy currently known, the control settings u i should rather be computed by optimizing a given quality functional using the best available model V i−1 , sequentially as measurements become available (closed-loop control). This procedure is illustrated in Figure 1 .
III. Experiments
The practical benefit that can be obtained by adaptation of antenna profiles as described in Section II has been evaluated in a series of heating experiments using two different phantoms.
A. Experimental set-up
The heating experiments were performed in two different phantoms (homogeneous and heterogeneous) centered in the SIGMA-Eye HT applicator (BSD Corp., Salt Lake City, Utah, USA) with a size of 40 x 58 x 50 cm. The homogeneous phantom has a shape of a circular cylinder of 30 cm diameter and 40 cm length. It is filled with a so-called "superstuff" (σ = 0.55 S/m, r = 78, equivalent to so-called "2/3 medium"). The heterogeneous phantom has a shape of an elliptical cylinder of 21 x 35 x 50 cm with a skeleton embedded into a tissue-like agarose (2/3 medium, see above). For further details see Gellermann et al. 19 The power deposition patterns in the phantoms can be controlled by adjusting the phases and the amplitudes of the 12 channels of the HT applicator. The channels feed antennas are organized in three transversal antenna rings (Feet, Middle, Head). Control settings u i are specified as phase delays in ventral, dorsal, right, and left channels in each ring. For a detailed description of the SIGMA-Eye applicator (especially with respect to the modeling of its feed networks) and experimental and numerical investigation of the relationship between its forward and feed point parameters (HT amplitudes and phases) see Nadobny et al. 18 Details of modeling, measurements and proposed improvements can also be found in Wust et al. 35, 36 The temperature (increment) distributions that were generated in the phantoms during the heating intervals were acquired three-dimensionally by means of MR-thermography. The applicator was inserted into the bore of a 1.5 Tesla MR-tomograph (Magnetom Symphony, Siemens, Erlangen, Germany) using a special rail system as described in Gellermann et al. 21 Technical details describing an operation of the HT applicator under simultaneous MR-monitoring have been presented previously. 19, 37 A summary of available MR-thermography methods is outlined in Gellermann et al. 27 The experiments were based on the proton resonance frequency shift method (PRFS), 38 which had been shown to provide the most accurate temperature information. In all experiments a spoiled echo gradient sequence with TR = 750 ms and two echo times TE = 4 ms and 20 ms, flip angle 50 • was used. 40 slices (1 cm slice thickness without gap) with a matrix size of 128 x 128 and a field of view (FOV) of 50 cm were acquired. The total acquisition time was 2 min.
Uncorrected MR phase datasets were acquired with the user software of the MRscanner (Siemens SYNGO). These datasets were post-processed in a planning station using AMIRA-HyperPlan 39 in order to calculate and to visualize the drift-corrected MR-temperature (increment) distributions. 36, 40 The post-processing procedure needs about 10 s. These methods were validated 19, 20 with a temperature error below 0.5 • C. This accuracy was verified selectively using 4 temperature probes placed in catheters and comparing these direct measurements with MR-temperatures. Further details can be found in Gellermann et al. 5, 21 A three-dimensional SAR dataset of 128 x 128 x 40 voxels of dimensions 0.39 x 0.39 x 1 cm each was registered in the tissue-equivalent portion of two phantoms. No measurable MR signal was received in the skeletal part of the heterogeneous phantom.
B. Test procedure
The procedure was analyzed in 17 test series. Four of them were performed with the homogeneous phantom, and 13 with the inhomogeneous phantom. First, the initial antenna profiles V 0 were computed using the FDTD method on a cartesian grid with cells of dimension 1×1×1 cm. Special care has been taken to compute the FDTD on the exact geometry given by the actual relative positioning of phantom and HT applicator inside the MR bore. The antenna profiles were then linearly interpolated onto the voxel grid used for obtaining the MR-measurements (see formula A1, A2 in Appendix from Nadobny et al. 41 ). Then, during each test series, four different control settings were applied sequentially. For each control setting a reference data set was acquired before heating. After heating with 900 W for ∆t = 5 min, the acquisition of another MRdataset (acquisition time ≈ 2 min) starts, with still power on ( Table 1 ). Note that ∆t must be clearly longer than the temperature acquisition time (≈ 123s) during the MR-sequence in order to suppress intra acquisitional smoothing effects. The choice of the particular heating time interval ∆t ≈ 5min as used in this paper is explained in Nadobny et al. 20 (Section IVB2iii). Furthermore from our long-term MR-measurement experience we notice that the applied power of 900 W guarantees an average temperature rise of around 3 • C during the aforementioned heating time interval, which is a value clearly higher than the general MR-measurement accuracy of around 0.5 • C. From the temperature difference of both datasets, a measurement SAR M is computed according to (5) .
After each SAR-measurement, the power was switched off for an appropriate time (≈ 5 min) until a quasi-stationary state had been reached (see B. Design of the experiments in Gellermann et al. 21 ). For most test series, the next control setting was determined by simultaneously maximizing the SAR in some region of interest and minimizing the SAR outside this region on base of the adapted antenna profiles (see Fig. 1 and Table 1 ). On the other hand complementary control settings were adjusted in test series, e. g. 5 cm left, 5 cm right, 5 cm ventral, 5 cm dorsal in the axial plane. Because the aim of this investigation is to examine the adaptation procedure. After the equilibration period, the measurement cycle for the next control settings was started ( Table 1 ). The duration of one measurement cycle amounts to 14 min. The adaptation of the antenna profiles can be calculated after the whole test procedure, if the control settings were determined before the measurements start (Table 1 ).
C. Comparison of measurement and planning
It is important to note that the least-squares approach (7)- (9) is independent of any ordering of the measurements in one test series, even if the control settings were obtained by successive optimization. Moreover, arbitrary subsets of test series can be used in a retrospective analysis for assessing the possible benefit of the presented approach for correctly predicting SAR distributions.
Since (7) is underdetermined, exact reproduction of SAR distributions for control settings u i can be expected when the corresponding measurement SAR M i is included in the set used for adapting the antenna profiles. This trivial case is of course not the aim of our comparison. We are investigating the improvement of predictability. Therefore, in the results presented below, the measurement to which the computed SAR is compared is never included in the set of measurements used to adapt the antenna profiles. An Step 6 and 7 demonstrate the integration of the adaptation procedure in a closed control loop.
example for a possible comparison: The measured SAR M 3 in the third measurement cycle can be compared with the computed SAR I = σ 2 u H 3 V H 0 V 0 u 3 based on the standard antenna profiles V 0 and with the computed SAR II = σ 2 u H 3 V H 2 V 2 u 3 based on the adapted antenna profiles V 2 , which were adapt from the two measurement cycles before (see Fig.  1 and Tab. 1).
Deviations between measured and computed SAR distributions are quantified by the root mean square error
where the computed SAR is normalized to yield the same total power as the measured SAR by
Here, N is the number of voxels v i for which reliable MR data was available. In particular, voxels in skeletal regions and close to tissue boundaries were excluded from comparison. For all test series, at least 60 000 voxels were used. The adaptation of the antenna profiles based on the FDTD planning, as described in Figure 1 , lasted around "k minutes" (k: number of measurements) with a PC: P IV, 1. 5 GHz.
D. Results
Deviations between measured and computed SAR distributions are shown in Table 2 for different numbers of measurements k used for adaptation of antenna profiles and both phantoms. The computed SAR based on the adapted antenna profiles (k > 0) is significantly more precise: In the homogeneous phantom, the error has been reduced by 30%, whereas in the heterogeneous phantom, the error reduction was even 50%.
Next, in Fig. 2-4 we show results based on antenna profile adaptations using arbitrary (but of course belonging to the same test series) control settings, while in Fig.  5 we present the closed-loop principle using sequentially optimized control settings as measurements become available (see Fig. 1 ). Figure 2 shows a comparison between SAR distributions computed by original FDTD (k = 0) and the corresponding MR measurement for a certain control setting u a in the heterogeneous phantom. The deviation ∆SAR is as high as 4.7 W/kg. Figure 3 presents the improvement of the SAR prediction by use of only one adaptation step (k = 1) in the heterogeneous phantom. Two predictions, one in Fig. 3a (for k = 0, FDTD) , and another in Fig. 3b (for k = 1) , are compared with the corresponding MR measurement shown in Fig. 3c . The comparison in Fig. 3 is performed for control setting u b . Left, in Fig. 3a , the original FDTD prediction for u b is shown. The deviation between Fig. 3a (k = 0, FDTD) and measurement in Fig. 3c is as high as ∆SAR = 4.0 W/kg. In Fig. 3b  (k = 1) , the improved prediction for u b is displayed, using the adapted antenna profiles Table 2 : Deviations between measured and computed SAR. k is the number of measurements used to adapt the antenna profiles. k = 0 corresponds to the FDTD. n is the number of predicted measurements, summed up over all test series. In Figure 4 a similar comparison as in Fig. 3 is carried out for control setting u d , however for the homogeneous phantom. The deviation ∆SAR has been reduced from 3.4 W/kg to 1.8 W/kg. Again, a different setting u c was used for adaptation. The difference between u c and u d leads to a focus shift of about 2-3cm (measurement for u c not shown).
Finally, Fig. 5 shows the application of the antenna profile adaptation to the closed loop control introduced in Fig 1. In contrast to the situation in Fig. 3 and 4 , the control settings have been obtained by simultaneous maximization of the SAR delivered to some target region and minimization of SAR outside this region (Table 1, step 6 and 7). Note that the quick convergence of the optimized control settings leads to small differences between the control settings used for adaptation and prediction, respectively, resulting in a better error reduction and simultaneously an improved heating of the target region. 
IV. Discussion
It has been shown that the adaptation of antenna profiles with a Gauss-Newton method based on few MR thermometry measurements can improve the prediction and the quality of SAR distributions significantly in several experimental settings. Error reductions of up to 50% compared to a priori simulations with the FDTD method have been observed. The most important effect of the improved accuracy is, that therapy planning based on the adapted antenna profiles will lead to quite different optimal controls and deliver significantly more heat to the target region.
Given that the least squares approach is highly underdetermined (6N = 72 degrees of freedom in the model to be fitted versus no more than five measurements) such that a complete identification of the model is impossible, this result is positively surprising. We suppose that the good initial model supplied by the FDTD simulation is of vital importance for the successful application of least-squares fitting.
Particularly remarkable is that most of the error reduction (70% -80%) is already achieved by adaptation based on the very first measurement. This fact can either be interpreted as an extraordinary success of the first adaptation step, or as a relative failure of subsequent adaptation steps. The first case would suggest the existence of an easily detectable, low-dimensional dominant error mode. In the second case, measurement errors such as noise or linearization error due to neglecting heat conduction, or possibly temperature-dependent material parameters, are likely reasons for the limited progress achieved by subsequent adaptation steps. It is not yet clear which case applies.
A less pronounced but clearly visible outcome is that the error reduction is better in the heterogeneous phantom than in the homogeneous one. This can be attributed to the greater challenge that a complex heterogeneous geometry poses to an a-priori simulation. On the other side the measured SAR-distribution in the heterogeneous phantom is more characteristic and pronounced (compare Fig. 3 and Fig. 4 ). In particular, positioning errors lead to larger deviations of the antenna profiles than in the homogeneous caseleaving more room for improvement by adaptation based on actual measurements.
The applicability of the adaptation to closed loop control has been demonstrated on phantoms, also under difficult conditions: adaptation on base of complementary control settings. Both the significant improvement already after one step and the better improvement in the heterogeneous phantom suggest that this approach is a first important step to online control of hyperthermia treatment of patients. For clinical applicability, additional problems have to be addressed, such as varying perfusion and patient movements. Control settings will be restricted to be therapeutically useful, and cannot be expected to span the whole control space. Moreover, the cooling-down times are unacceptable in a treatment situation and have to be avoided by taking heat conduction into account when computing SAR from temperature measurements. Furthermore the calculation of the initial Value V 0 (e. g. FDTD) before the start of the actual therapy, is not acceptable in clinical situation. The initial antenna profiles can be generated in a separate MR-session and shift to the actual patient position at begin of the therapy.
