Abstract. We show that if G is a group of type F P Z 2 n+1 that is coarsely separated into three essential, coarse disjoint, coarse complementary components by a coarse P D Z 2 n space W, then W is at finite Hausdorff distance from a subgroup H of G; moreover, G splits over a subgroup commensurable to a subgroup of H. We use this to deduce that splittings of the form G = A * H B, where G is of type F P Z 2 n+1 and H is a coarse P D Z 2 n group such that both |CommA(H) : H| and |CommB(H) : H| are greater than two, are invariant under quasi-isometry.
Introduction
One of the aims of geometric group theory is to understand the connection between the algebraic and large-scale geometric properties of finitely generated groups. We say that a group G splits over a subgroup H if either G = A * H B where H is a proper subgroup of A and B, or G = A * H .
We show that group splittings can often be detected from the large-scale geometry of a group. The most celebrated result along these lines is the following theorem of Stallings, providing a correspondence between the number of ends of a group -a large-scale geometric property, and whether a group splits over a finite subgroup -an algebraic property.
Theorem ( [Sta68] , [Sta71] ). A finitely generated group splits over a finite subgroup if and only if it has more than one end.
Along with a theorem of Dunwoody [Dun85] , Stallings' theorem allows us to decompose groups into 'smaller' pieces via graph of groups decompositions. A result of Papasoglu and Whyte [PW02] classifies finitely presented groups up to quasi-isometry in terms of their one-ended vertex groups. Papasoglu [Pap05] gives a geometric characterisation of splittings over two-ended groups, generalising Stallings' theorem. Using Papaoslgu's theorem, recent progress has been made by Cashen and Martin [CM16] towards a classification of one-ended groups up to quasi-isometry in terms of their JSJ decompositions (a graph of groups decomposition that encodes all splittings over two-ended groups). Generalising Stallings' theorem and Papasolgu's theorem to splittings over more complicated groups allows us to better understand the structure of groups up to quasi-isometry.
Consider the Cayley graph Γ of a group G with respect to some finite generating set. We say that C ⊆ G is a coarse complementary component of W ⊆ G if for some R ≥ 0, C\N R (W ) is the vertex set of a union of components of Γ\N R (W ). The motivation behind this definition is that quasi-isometries preserve unions of complementary components, but do not necessarily preserve a single complementary component. Thus the notion of 'coarse complementary components' is a natural one when working with quasi-isometries.
A coarse complementary component is said to be deep if it is not contained in N R (W ) for any R ≥ 0; otherwise it is said to be shallow. A collection of deep coarse complementary components of W is said to be coarse disjoint if the intersection of any pair is shallow. We say that W coarsely n-separates G if there exist n deep, coarse disjoint, coarse complementary components of W. We say that W coarsely separates G if W coarsely 2-separates G. Coarse n-separation is a quasi-isometry invariant. The following proposition relates coarse separation to group splittings.
Proposition ([Pap12, Lemma 2.2] ). If a finitely generated group G splits over a finitely generated subgroup H, then H coarsely separates G.
A group has more than one end if and only if it is coarsely separated by a point. Consequently, Stallings' theorem may be rephrased as follows:
Theorem. A finitely generated group splits over a finite subgroup if and only if it is coarsely separated by a point.
We prove a partial generalisation of Stallings' theorem, giving a large-scale geometric criterion that guarantees the existence of a group splitting. We use this to show that group splittings are often invariant under quasi-isometry. Triangle groups provide examples of groups which don't split, but have finite index subgroups that do split over two-ended subgroups; hence admitting a splitting over a two-ended group is not invariant under quasi-isometry. However, there is a theorem by Papasoglu which partially generalises Stallings' theorem. In the following theorem, a line is defined to be a coarsely embedded copy of R.
Theorem ( [Pap05] ). Let G be a finitely presented one-ended group which is not virtually a surface group. A line coarsely separates G if and only if G splits over a two-ended subgroup.
This is known to be false if one drops the condition that G is finitely presented. In [Pap12] , Papasoglu constructs a line that coarsely separates the lamplighter group -a finitely generated group that is not finitely presented and doesn't split over a two-ended subgroup.
To construct a splitting using the geometry of a group, we first construct a subgroup which coarsely separates the group, and then show that the group splits over a subgroup commensurable to it. Much work has already been done on the second step, for example see [DS00] .
Before stating our results, we need to define a few terms. For a ring R, a group G is said to be of type F P R n if it admits a partial projective resolution P n → P n−1 → · · · → P 0 → R → 0 of the trivial RG-module R, such that each P i is finitely generated as an RG-module. A group is of type F n if it has a classifying space with finite n-skeleton. If G is of type F n , it is of type F P R n for any R. These are examples of finiteness properties, generalising the notions of being finitely generated and finitely presented.
We will work with groups of type F P Z 2 n . The use of Z 2 coefficients is fairly natural in the context of group splittings and coarse separation. For example, the number of ends can be detected using cohomology with Z 2 coefficients [SW79] and Dunwoody's accessibility theorem holds for groups of type F P Z 2 2 [Dun85] . We remark that a group of type F P Z n (often simply denoted as F P n ) is necessarily of type F P Z 2 n . Stallings' theorem holds for finitely generated groups, which are necessarily of type F P Z 2 1 , whereas Papasoglu's theorem only holds for finitely presented groups, which are necessarily of type F P Z 2 2 . This motivates the principle that when examining splittings over groups that are more complicated than finite and two-ended groups, we assume the ambient group has higher finiteness properties.
Coarse P D Z 2 n spaces are defined in [KK05] . They are spaces which have the same largescale homological properties as R n . For example, the universal cover of a closed aspherical n-dimensional manifold is a coarse P D Z 2 n space. To construct a splitting, we make the assumption that a coarse P D Z 2 n space coarsely separates a group of type F P Z 2 n+1 . When dealing with the case of a line coarsely separating a group as in Papasoglu's theorem (as well as similar results such as [Bow98] ), one needs a geometric criterion for recognizing virtually surface groups. In doing this, one uses the Tukia, Gabai and Casson-Jungreis theorem on convergence groups acting on the circle ( [Tuk88] , [Gab92] and [CJ94] ). Since this theorem has no analogue in higher dimensions, we cannot rule out generalisations of triangle groups; we therefore make the assumption that a coarse P D Z 2 n space coarsely 3-separates a group. Unfortunately, even this assumption is not sufficient for our purposes. Therefore, rather than working with deep components, we use what we call essential components. This is a generalisation of the essential components found in [Pap05] . Essential components are necessarily deep and are invariant under quasi-isometry. An example is that of a coarse P D Z 2 n space which coarsely separates a coarse P D Z 2 n+1 space into two 'coarse P D Z 2 n+1 half-spaces' (see the coarse Jordan separation theorem of [KK05] ). One can think of a copy of R n (or H n ) coarsely separating R n+1 (or H n+1 ) into two half-spaces. Each coarse P D
half-space is essential. More generally, any coarse complementary component that contains such a half-space is necessarily essential. The definition of essential components is rather technical, so we do not define it here. However, we do give some examples of essential and non-essential components.
In Figure 1 , a line coarsely separates the space into two deep components. In Figure 2 , a plane coarsely separates the space into two deep components. In both cases, the bottom component is essential and the top component is not. These examples illustrate the only ways in which a coarse complementary component fails to be essential. In Figure 1 , the boundary of the top component is not the entire line, but only half the line. It will be shown in Proposition 6.8 that this cannot occur for essential components. In Figure 2 , the boundary of the top component is the entire plane, so the component fails to be essential in a more subtle way. It is not essential because it contains a non-trivial 1-cycle at infinity -a 'hole' that cannot be filled as we move away from the plane.
We are now in a position to state our main theorem; all the hypotheses of the theorem are invariant under quasi-isometry.
Theorem 6.21. Let G be a group of type F P Z 2 n+1 and let W ⊆ G be a coarse P D Z 2 n subspace. Suppose G contains three essential, coarse disjoint, coarse complementary components of W. Then there exists a subgroup H ≤ G, contained in N R (W ) for some R ≥ 0, such that G splits over H.
We now discuss some consequences of Theorem 6.21 to demonstrate its applicability to situations in which its rather technical hypotheses are not a priori known to hold.
In deciding whether a group splits over a certain class of subgroups (e.g. virtually Z n subgroups), it simplifies the argument if we make the natural assumption that it does not split over a 'smaller' class of subgroups (e.g. virtually Z r subgroups for r < n). For instance in Papasoglu's theorem, which determines if a group splits over a two-ended group, we assume that the ambient group is one-ended; therefore, Stallings' theorem says it cannot split over a finite subgroup.
We want to find a higher dimensional analogue of a space being one-ended that rules out splittings over certain classes of subgroups. The right generalisation of one-endedness is acyclicity at infinity over Z 2 , which will be defined in Section 3.6. If a group is of type F P Z 2 n+1 and is (n − 1)-acyclic at infinity over Z 2 , then it cannot split over a virtually Z r subgroup for any r < n.
A finitely generated group G has one end if and only if it is 0-acyclic at infinity over Z 2 . If G is the fundamental group of a closed aspherical n-manifold, or more generally is a coarse P D Z 2 n space, then it is (n − 2)-acyclic at infinity over Z 2 .
We say W ⊆ G is essentially embedded if every deep coarse complementary component of W is essential. A group is a coarse P D Z 2 n group if, when equipped with the word metric with respect to some finite generating set, it is a coarse P D Z 2 n space. We prove the following criterion which determines when a coarse P D Z 2 n subgroup is essentially embedded.
Proposition 6.13. Let G be a group of type F P Z 2 n+1 that is (n − 1)-acyclic at infinity over Z 2 and let H ≤ G be a coarse P D Z 2 n group. Then H is essentially embedded if and only if no infinite index subgroup of H coarsely separates G.
Combining this with Theorem 6.21 and the observation that the hypotheses of Theorem 6.21 are invariant under quasi-isometry, we deduce the following:
Theorem 6.24. Let G be a group of type F P Z 2 n+1 that is (n − 1)-acyclic at infinity over Z 2 . Suppose H ≤ G is a coarse P D Z 2 n group that coarsely 3-separates G, and no infinite index subgroup of H coarsely separates G. Then for any quasi-isometry f : G → G there is a subgroup H ≤ G , at finite Hausdorff distance from f (H), such that G splits over H .
It is shown in [BM00] that if G is the fundamental group of a finite graph of groups whose vertex and edge groups satisfy appropriate finiteness and acyclicity at infinity conditions, then so does G. We therefore deduce the following:
Corollary 6.25. Suppose G = A * H B (or G = A * H ) is a splitting, where H is a coarse P D Z 2 n group, A and B are of type F P Z 2 n+1 and are (n − 1)-acyclic over infinity over Z 2 , H coarsely 3-separates G, and no infinite index subgroup of H coarsely separates G. Then for any quasi-isometry f : G → G there is a subgroup H ≤ G , at finite Hausdorff distance from f (H), such that G splits over H . This corollary is particularly useful when combined with Theorem 8.7 of [Vav12] , which gives an algebraic characterisation of when the 3-separating hypothesis of Corollary 6.25 holds.
There are several examples of groups that are acyclic at infinity. Say G is the extension of N by Q, where N and Q are groups of type F n+1 that are r and s-acyclic at infinity over Z 2 respectively. Then Theorem 17.3.6 in [Geo08] tells us that G is min(n, s + r + 2)-acyclic at infinity over Z 2 . For example, if N and Q are finitely presented one-ended groups, then G is 1-acyclic at infinity over Z 2 . Results from [BM01] and [DM02] give conditions for Coxeter and right-angled Artin groups to be acyclic at infinity. These results allow us to apply Theorem 6.24 and Corollary 6.25.
Theorem 6.24 can be simplified if H is a virtually polycyclic group and thus necessarily a coarse P D Z 2 n group. In this case, one can drop the condition that no infinite index subgroup of H coarsely separates G, since it is implied by G being (n − 1)-acyclic at infinity.
Corollary 6.26. Let G be a group of type F P Two subgroups H, K ≤ G are commensurable if H ∩ K has finite index in both H and K. The commensurator of H is the subgroup Comm G (H) := {g ∈ G | H and g −1 Hg are commensurable}.
We deduce the following from Theorem 6.21:
Theorem 6.27. Let G be a group of type F P Z 2 n+1 that is the fundamental group of a finite graph of groups G. Suppose G contains an edge e with associated edge monomorphisms i 0 : G e → G v and i 1 : G e → G w such that the following holds: G e is a coarse P D Z 2 n group and |Comm Gv (i 0 (G e )) : i 0 (G e )| and |Comm Gw (i 1 (G e )) : i 1 (G e )| are both greater than one and not both equal to two. If f : G → G is a quasi-isometry, then f (G e ) has finite Hausdorff distance from some subgroup H ≤ G , and G splits over a subgroup commensurable to a subgroup of H .
Let G be a group with Cayley graph Γ with respect to some finite generating set. For a subgroup H ≤ G, we let Γ H denote the quotient of Γ by the left action of H. We say that H is a codimension one subgroup if Γ H has more than one end. If G splits over H, then H is a codimension one subgroup, but the converse is not true in general.
We prove two results which don't have a 3-separating hypothesis. In the case where G = Comm G (H) we obtain the following:
Theorem 6.28. Let G be a group of type F P Z 2 n+1 and suppose G splits over a coarse P D Z 2 n subgroup H and that Comm G (H) = G. Let f : G → G be a quasi-isometry. Then either:
(1) G is a coarse P D Z 2 n+1 group; (2) f (H) has finite Hausdorff distance from some H ≤ G , and G splits over H . This is a coarse geometric generalisation of a result from [DR93] , in which it is shown that if G = Comm G (H) and H is a codimension one subgroup of G, then G splits over a subgroup commensurable to H.
A construction by Sageev [Sag95] shows that the existence of a codimension one subgroup is equivalent to an essential action on a CAT(0) cube complex (as defined in [Sag95] ). As a consequence, it can be shown that any group which has a codimension one subgroup cannot have property (T).
Under suitable hypotheses, we show that having a codimension one subgroup is a quasi-isometry invariant. To state our result, we define the following: Definition. A group G is a coarse n-manifold group if it is of type F P Z 2 n and H n (G, Z 2 G) has a non-zero, finite dimensional, G-invariant subspace.
The class of coarse n-manifold groups is closed under quasi-isometry and contains the fundamental group of every n-manifold and every coarse P D Z 2 n group. It is shown in [Kle02] that coarse 2-manifold groups are virtually surface groups (see also [Bow04] ).
Theorem 6.31. Let G be a group of type F P Z 2 n+1 and let H ≤ G be a coarse P D Z 2 n group. Suppose G contains two essential, coarse disjoint, coarse complementary components of H and f : G → G is a quasi-isometry. Then either:
(1) G is a coarse (n + 1)-manifold group; (2) G contains a codimension one subgroup.
We remark that the dichotomy in Theorems 6.28 and 6.31 loosely resembles the dichotomy in the Algebraic Torus Theorem [DS00] which states that if H ≤ G is a virtually polycyclic subgroup of Hirsch length n (so is necessarily coarse P D Z 2 n ) and H is a codimension one subgroup of G, then either G is a coarse P D Although the splittings considered in this paper are not canonical, there is a canonical object, the JSJ tree of cylinders ([GL11]), which encodes all possible splittings of the form considered in this paper. This tree of cylinders is a quasi-isometry invariant [Mar17] . This paper is organized as follows. In Section 2, we develop coarse geometric preliminaries. In Section 3, we review a notion of cohomology which is invariant under coarse isometries. For finitely generated groups, this agrees with cohomology with group ring coefficients. There is a more general notion of coarse cohomology due to Roe (see [Roe03] ). However, our approach to coarse cohomology is more amenable to the quantitative methods essential in our work. Our approach to coarse cohomology makes use of the theory of metric complexes as defined in the appendix of [KK05] . In our exposition, metric complexes can be replaced with bounded geometry CW complexes as defined in [MSW03] , with the caveat that this weakens our results from groups of type F P Z 2 n to groups of type F n . In Section 4, we discuss the notion of coarse P D Z 2 n spaces as defined in [KK05] . We also prove a lemma about coarse P D Z 2 n spaces that is needed to deduce Theorem 6.24. In Section 5, we introduce coarse complementary components and describe the coarse Mayer-Vietoris sequence in coarse cohomology.
Section 6 is the heart of this paper. In it, we define essential components and obtain the above results. We make use of the notion of a mobility set due to Kleiner and contained in an unpublished manuscript [Kle02] . We give a self-contained exposition of the parts of [Kle02] that we use.
I would like to thank my supervisor Panos Papasoglu for his advice and encouragement, and Bruce Kleiner for allowing me to use results contained in his unpublished manuscript.
Coarse Geometric Preliminaries
For each x ∈ X, we let N X r (x) := N X r ({x}), which is just the closed r ball around x. When unambiguous, we denote N X r by N r . If A, B ⊆ X are non-empty, we define the Hausdorff distance to be A t-chain of length n from x to y consists of a sequence x = x 0 , x 1 , . . . , x n = y such that d(x i , x i+1 ) ≤ t.
Coarse Embeddings.
The material here is fairly standard, see [Roe03] for more details. A function φ : R ≥0 → R ≥0 is proper if the inverse images of compact sets are compact. Definition 2.1. Let (X, d X ) and (Y, d Y ) be metric spaces and η, φ : R ≥0 → R ≥0 be proper non-decreasing functions. We say a map f : X → Y is an (η, φ)-coarse embedding if for all
We say that f is a coarse embedding if there exist proper non-decreasing functions η and φ such that f is an (η, φ)-coarse embedding. We say that η (resp. φ) is the lower (resp. upper ) distortion function of f .
In the literature, coarse embeddings are also known as uniform embeddings or uniformly proper embeddings, sometimes with the additional assumption that the upper distortion function is affine.
Remark 2.2. For each proper non-decreasing function η : R ≥0 → R ≥0 , we define another proper non-decreasing functionη : R ≥0 → R ≥0 byη(R) := max(η −1 ([0, R])). We observe that whenever η(S) ≤ R, then S ≤η(R). Conversely, if R < η(S), thenη(R) ≤ S.
We say that f is coarsely surjective if it is B-dense for some B. Two maps f, g : X → Y are r-close if sup x∈X d Y (f (x), g(x)) ≤ r. We say that f and g are close if they are r-close for some r.
Using Remark 2.2, we verify that a coarse embedding f : X → Y is coarsely surjective if and only if there exists a coarse embedding g : Y → X such that f g and gf are close to id Y and id X respectively. We then say that g is a coarse inverse to f and that f is a coarse isometry. We say f : X → Y is an (η, φ, B)-coarse isometry if it is an (η, φ)-coarse embedding and is B-dense.
If the distortion functions of a coarse embedding f are affine, then we say f is a quasi-isometric embedding. A coarsely surjective quasi-isometric embedding is known as a quasi-isometry. We will see examples of coarse isometries and quasi-isometries in the context of group theory in Section 2.2.
A metric space is said to be coarse geodesic (resp. quasi-geodesic) if it is coarsely isometric (resp. quasi-isometric) to a geodesic metric space. If f : X → Y is a coarse embedding and X is a quasi-geodesic metric space, then the upper distortion function of f can always be assumed to be affine. Consequently, a coarse isometry between quasi-geodesic metric spaces is a quasi-isometry.
We now show that if a space is coarse geodesic, one can approximate it by a simplicial complex known as the Rips complex.
Definition 2.4. Let (X, d) be a metric space. For each r ≥ 0, we define the Rips complex P r (X) to be the simplicial complex with vertex set X, where {x 0 , . . . , x n } ⊆ X spans an n-simplex if
We define the Rips graph P 1 r (X) to be the 1-skeleton of P r (X). If P 1 r (X) is connected, it can be endowed with the path metric in which edges have length 1. The following proposition shows that if X is coarse geodesic and r is sufficiently large, X and P 1 r (X) are coarsely isometric. Proposition 2.5. Let (X, d) be a metric space. The following are equivalent:
(1) X is coarse geodesic; (2) there exists a t > 0 and a proper non-decreasing function η such that for all x, y ∈ X, there is a t-chain from x to y of length at most η(d(x, y)); (3) there exists a t > 0 such that for all r ≥ t, the Rips graph P 1 r (X) is connected and the inclusion X → P 1 r (X) is a coarse isometry. Proof. (1) =⇒ (2): There exists a geodesic metric space X and an (η, φ, B)-coarse isometry f : X → X. For all x, y ∈ X, there are x , y ∈ X such that
for 0 ≤ i < n, x n = f (y ) and x n+1 = y. Letting t := max(B, φ(1)), we see x −1 , . . . , x n+1 is a t-chain of length n + 2 from x to y. By Remark 2.2,
(2) =⇒ (3): Suppose there exist η and t such that (2) holds, and let r ≥ t. Any two points of X can be joined by a t-chain; hence P 1 r (X) is connected. Let d r be the induced path metric on P 1 r (X). Any x, y ∈ X can be joined by a t-chain of length n with n ≤ η(d(x, y)). Such a t-chain corresponds to an edge path of length n in P 1 r (X), so d r (x, y) ≤ n. As (P 1 r (X), d r ) is a geodesic metric space, x and y can be joined by an r-chain of length d r (x, y). By the triangle inequality, we see that d(x, y) ≤ d r (x, y)r. This implies that
verifying that the inclusion X → P 1 r (X) is a coarse isometry. (3) =⇒ (1): This is clear, since P 1 r (X) is a geodesic metric space.
2.2.
Finitely Generated Groups as Geometric Objects.
Definition 2.6. Let (X, d) be a metric space. For x, y ∈ X, a 1-geodesic between x and y is a 1-chain x = x 0 , x 1 , . . . , x n = y such that d(x i , x j ) = |i − j| for each i, j. We say that X is 1-geodesic if every pair of points can be joined by a 1-geodesic.
Let G be a group with finite generating set S. We equip G with the word metric d S with respect to S. This metric is unique up to quasi-isometry -if S is another finite generating set then the identity map id G : (G, d S ) → (G, d S ) is a quasi-isometry. Unless otherwise stated, we always assume that finitely generated groups are equipped with the word metric with respect to some finite generating set. All finitely generated groups equipped with the word metric are 1-geodesic.
If H ≤ G is a finitely generated subgroup equipped with the word metric, then the inclusion ι : H → G is a coarse embedding, but not necessarily a quasi-isometric embedding (see Corollary 1.19 and Remark 1.20 of [Roe03] ). Thus the intrinsic geometry of H (H equipped with the word metric) and the extrinsic geometry of H (H considered as a subspace of G, where G is itself equipped with the word metric) are the same up to coarse isometry.
In the case where H is a distorted subgroup, i.e. ι is not a quasi-isometric embedding, then ι is a coarse isometry onto its image, but not a quasi-isometry onto its image. This explains why coarse isometries are necessary in this paper, and the notion of quasi-isometry is not sufficient. Definition 2.7. Let G be a group and H ≤ G be a subgroup. We say A ⊆ G is H-finite if there is a finite R ⊆ G such that A ⊆ HR.
Lemma 2.9. Let G be a finitely generated group and H be a subgroup. Then K ⊆ G is H-finite if and only if it is contained in N r (H) for some r ≥ 0. In particular, if H ≤ K ≤ G, then H has finite index in K if and only if K ⊆ N r (H) for some r ≥ 0.
Proof. If X ⊆ N r (H), then every x ∈ X can be written as ht, where h ∈ H and t ∈ G is a word of length at most r. Hence X ⊆ HT , where T contains all the finitely many words in G of length at most r. Conversely, if X ⊆ HT for some finite T ⊆ G, we let r := max({length(t) | t ∈ T }). Then for all x ∈ X, we can write x = ht for some h ∈ H and t ∈ T , showing that x ∈ N r (H).
Lemma 2.10 (See Lemma 2.2 of [MSW11]
). Let G be a finitely generated group and let H, K ≤ G be subgroups. Then for every r, s ≥ 0, K ∩ H has finite Hausdorff distance from N r (K) ∩ N s (H).
Proof. For every
Definition 2.11. Two subgroups K, H ≤ G are said to be commensurable if K ∩ H has finite index in both K and H.
induced by inclusion, is zero. We say that X is coarsely uniformly n-acyclic over R if it is (λ, µ)-coarsely uniformly n-acyclic over R for some suitable λ and µ. If X is coarsely uniformly n-acyclic over R for every n, then we say it is coarsely uniformly acyclic over R.
Example 2.14. If G is a hyperbolic group, then P i (G) is contractible for i sufficiently large. Thus for all n ∈ N there exists a µ such that for all r ≥ 0,H k (P i (N r (e)); R) →H k (P i (N µ(i,r) (e)); R) is zero for all k ≤ n. As G acts cocompactly on P i (G), we thus see that G is coarsely uniformly n-acyclic over R. Hence G is coarsely uniformly acyclic over R. Proposition 2.15. If Y is (λ, µ)-coarsely uniformly n-acyclic over R and f : X → Y is an (η, φ, B)-coarse isometry, then X is (λ , µ )-coarsely uniformly n-acyclic over R, where λ and µ depend only on λ, µ, η, φ and B.
Proof. We choose g, a coarse inverse to f , such that gf is A-close to id X and both f and g have upper distortion function ψ. One can choose ψ and A depending only on η, φ and B. For i, r ∈ R ≥0 and x ∈ X, we let i 1 := ψ(i) and r 1 := ψ(r). Then f induces a map
, induced by τ # , is zero. Letting i 3 := ψ(i 2 ) + A and r 3 := ψ(r 2 ) + A, we see that g induces the chain map
for every oriented n-simplex of P i (N X r (x)). We define the chain homotopy h # :
on each oriented n-simplex. We note that
). Thus ι * = g * τ * f * = 0 on the level of reduced homology for k ≤ n. Definition 2.16. A metric space (X, d) has bounded geometry if for any r > 0, there is a K r ∈ N such that |{y ∈ X | d(x, y) ≤ r}| ≤ K r for all x ∈ X. Example 2.17. A non-trivial finitely generated group G, equipped with the word metric with respect to some finite generating set S, is a bounded geometry metric space. However, the Cayley graph of G with the respect to S is not a bounded geometry metric space. Proposition 2.18. A bounded geometry metric space is coarsely uniformly 0-acyclic over R if and only if it is coarse geodesic.
Proof. Let X be a bounded geometry metric space which is (λ, µ)-coarsely uniformly 0-acyclic over R. Without loss of generality, we can choose µ such that r → µ(0, r) is non-decreasing. For all x ∈ X and r ≥ 0, the mapH 0 (P 0 (N r (x)); R) →H 0 (P λ(0) (N µ(0,r) (x)); R), induced by inclusion, is zero; thus N r (x) is contained in a single connected component of P λ(0) (N µ(0,r) (x)). Therefore, for all x, y ∈ X, there exists a λ(0)-chain in N µ(0,d(x,y)) (x) from x to y of length n x,y . We may assume n x,y is minimal, so that no element of the λ(0)-chain is repeated, hence n x,y is bounded by the size of N µ(0,d(x,y)) (x). Since X has bounded geometry, the function η(r) := sup x∈X N µ(0,r) (x) is proper and non-decreasing. Thus n x,y ≤ η(d(x, y)), so Proposition 2.5 tells us that X is coarse geodesic.
For the converse, we observe that whenever X is a geodesic metric space, every N r (x) is connected; therefore, X is coarsely uniformly 0-acyclic. By Proposition 2.15, we see that every coarse geodesic space is also coarsely uniformly 0-acyclic.
Metric Complexes and Coarse Cohomology
In this section, we define a notion of cohomology that is invariant under coarse isometry. The cohomology we use here is defined only for bounded geometry metric spaces that are coarsely uniformly (n − 1)-acyclic, and only then in dimensions at most n. Our coarse cohomology is a special case of a more general notion due to Roe (see Appendix B and [Roe03] for more details). However, our approach is more amenable to quantitative methods than the approach taken by Roe. We make heavy use of technology from [KK05] in the next two sections. In particular, we use metric complexes as defined in the appendix of [KK05] . Before diving straight into the theory of metric complexes, we first give a brief explanation of how metric complexes naturally arise when working with homological finiteness properties of groups. Definition 3.1. A group is said to be of type F n if it acts freely, cocompactly and cellularly on an (n − 1)-connected CW complex. For a ring R, a group G is said to be of type F P R n if it admits a partial projective resolution
of the trivial RG-module R, such that each P i is finitely generated as an RG-module.
It is easily seen that a group of type F n is of type F P R n for any R. A group of type F P Z n is of type F P R n for any commutative ring R. It is shown in [BB97] that for n ≥ 2, there exist groups of type F P R n that are not of type F n . In [DK16] , Drutu and Kapovich define a condition known as coarse n-connectedness. Under the presence of a cocompact group action, this is analogous to our definition of coarse uniform n-acyclicity, using homotopy groups instead of reduced homology groups. The following theorem characterises groups of type F n and F P R n in terms of their coarse geometry.
Theorem 3.2 ([KK05],[DK16])
. If G is a finitely generated group, then:
(1) G is of type F n if and only if it is coarsely (n − 1)-connected; (2) G is of type F P R n if and only if it is coarsely uniformly (n − 1)-acyclic over R.
We give an outline of how to construct an (n − 1)-connected CW complex needed to prove (1). We proceed by induction. Suppose G is coarsely (n − 1)-connected and one has already constructed an (n − 1)-dimensional, (n − 2)-connected CW complex X, admitting a free, cellular and cocompact G-action. The coarse (n − 1)-connected condition ensures that one need only attach finitely many orbits of n-cells to X to obtain an (n − 1)-connected CW complex X . In doing this, we use the Hurewicz theorem -as X is (n − 2)-connected, H n−1 (X) ∼ = π n−1 (X) can be generated by finitely many orbits of spherical (n − 1)-cycles. We equivariantly attach n-cells to these spherical cycles to kill off π n−1 (X) and obtain a suitable (n − 1)-connected complex admitting a free cocompact G-action.
To prove (2), we would like to replicate the above argument, replacing homotopy groups with reduced homology groups and thus building a CW complex that is (n − 1)-acyclic over R and admits a free, cellular, cocompact G-action -this would certainly show that G is of type F P R n . However, if one tries to replicate the above inductive argument, one runs into problems.
Indeed, suppose a group is coarsely uniformly (n − 1)-acyclic and one has constructed an appropriate (n − 1)-dimensional, (n − 2)-acyclic CW complex X. Since X is not necessarily (n − 2)-connected, we cannot assume that H n−1 (X) is generated by spherical cycles. Thus we cannot necessarily kill H n−1 (X) by attaching n-cells. However, there are only finitely many orbits of (possibly non-spherical) cycles that generate H n−1 (X). Thus we can equivariantly attach finitely many orbits of what we temporarily call pseudo-cells and obtain some 'complex' X that is (n − 1)-acyclic and admits a free cocompact G-action. This complex is an example of a metric complex introduced by Kapovich and Kleiner in [KK05] .
The complex X isn't necessarily a CW complex since the pseudo-cells defined above may not have spherical boundary. Consequently, it may not have a topological realisation. However, it
does have a well-defined (n − 1)-acyclic chain complex
which extends the cellular chain complex of X. Here, F is a free R-module with R-basis the pseudo-cells described above. The boundary map F ∂ − → C n−1 (X) takes each pseudo-cell to the (n − 1)-cycle it is 'attached' to. This shows us that G is of type F P R n . We now proceed to formally define metric complexes. For those uncomfortable with metric complexes, we remark that much of this paper still works if one replaces metric complexes with CW complexes. More specifically, one needs to use bounded geometry CW complexes as defined in [MSW03] . Doing this weakens the hypothesis of our results from groups of type F P Z 2 n+1 to groups of type F n+1 , but the argument is otherwise virtually unchanged.
3.1. Metric Complexes. Let X be a bounded geometry metric space. We fix a commutative ring R with unity. A free R-module over X consists of a triple (M, Σ, p), where M is a free R-module, Σ is a basis of M and p is a map p : Σ → X. We say that X is the control space, Σ is the standard basis and p is the projection map.
For convenience, we will often denote a free module over X simply as M , where the choice of Σ and p are implicit. We say that a free module over X has finite type if |p −1 (x)| is uniformly bounded. For each σ = b∈Σ r b b ∈ M , we define the support of σ to be supp(σ) := {p(b) | r b = 0} ⊆ X. We define diam(σ) to be the diameter of supp(σ).
Say X is also a bounded geometry metric space and that (M, Σ, p) and (M , Σ , p ) are free R-modules over X and X respectively. If there exists an r ≥ 0, an R-module homomorphism f : M → M and a map f :
for every σ ∈ Σ, then we say thatf has displacement at most r over f . If there exists such an r, then we say thatf has finite displacement over f . When X = X , we say thatf has finite displacement when it has finite displacement over id X . Lemma 3.3. Let (M, Σ, p), (M , Σ , p ) and (M , Σ , p ) be free modules over X, X and X respectively. Say f : X → X is an arbitrary map and g : X → X is an (η, φ)-coarse embedding. Iff : M → M has displacement at most r over f andĝ : M → M has displacement at most s over g, thenĝf has displacement at most s + φ(r) over gf .
Proof. For every σ ∈ Σ, we can writef
, where X is a bounded geometry metric space and C • is a chain complex such that:
(1) each (C i , Σ i , p i ) is a free R-module over X of finite type and each boundary map ∂ i has finite displacement; (2) the composition ε • ∂ 1 : C 1 → R is zero, where ε : C 0 → R is the standard augmentation given by σ → 1 R for each σ ∈ Σ 0 ; (3) the projection map p 0 : Σ 0 → X is onto.
When unambiguous, we will denote an R-metric complex (X, C • , Σ • , p • ) by (X, C • ), or even just by C • . We will also often refer to R-metric complexes simply as metric complexes, where the choice of ring R is implicit.
Example 3.5. If X is a bounded geometry metric space, then every (X, C • (P i (X); R)) is an R-metric complex, where C • (P i (X); R) is the simplicial chain complex of the Rips complex P i (X). The standard basis Σ k of C k (P i (X); R) is the set of k-simplicies of P i (X) and the projection map can be given by any map p k : Σ k → X such that p k (σ) ∈ σ for each σ ∈ Σ k . Example 3.6. A CW (or simplicial) complex with bounded geometry, as defined in [MSW03] , [KK05] and [DK16] , is a special case of a metric complex.
We call [C • ] n the n-skeleton of C • . We define the dimension of (X, C • ) to be sup{n ∈ N | C n = 0}, which may be finite or infinite.
We say that a metric complex (X, C • ) has n-displacement at most r if for each i ≤ n, the boundary map ∂ i has displacement at most r. Given metric complexes (X, C • ), (Y, D • ) and a map f : X → Y , we say that a chain map f # :
Given a topological space (or CW complex) X and a subspace (or subcomplex) K, one can define the subchain complex C • (K) ⊆ C • (X). Things aren't so simple with metric complexes, since the displacement of the boundary maps means that it is possible that p n (σ) ∈ K, but supp(∂σ) is not contained in K. This motivates the following definition:
For any K ⊆ X, we define the subcomplex generated by K to be the largest metric complex (K,
can be described explicitly as follows. We let Σ 0 = p −1 (K), with C 0 [K] the free module generated by Σ 0 . We inductively define
and let C k+1 [K] be the free module generated by Σ k+1 .
Proof. We prove this by induction. The case n = 0 is clear, since each σ ∈ Σ 0 lies in
denote the coboundary map dual to the boundary map ∂ k+1 . For every α ∈ C k [K], we define its support to be supp(α) := {p k (σ) | σ ∈ Σ k and α(σ) = 0}.
As X has bounded geometry and each ∂ k has finite displacement, we see that δ k preserves cochains of finite support. We thus define C We let
respectively. We can also take the reduced homologyH
, which is the k th homology of the augmented chain complex
Definition 3.13. Given a metric complex (X, C • ) and K ⊆ X, we definê
where the map ι * is induced by the inclusion
. We callĤ k c the modified cohomology with compact supports.
It will often be convenient to denote
respectively. This notation implicitly assumes the choice of some metric complex (X, C • ), but can be used when there is no ambiguity.
For
Then there is a long exact sequence
and similar such sequences for cohomology and cohomology with compact supports.
Definition 3.14. Let (X, C • ) and (Y, D • ) be metric complexes. We say a chain map f # :
The following proposition shows that proper chain maps between metric complexes induce maps in cohomology with compact supports.
Proof.
(1): The chain map f # induces a dual map f # given by α → αf # . As f # is proper, it has n-displacement at most r over some coarse embedding f :
, proving the claim. Since f is a coarse embedding, the above claim demonstrates that f # preserves cochains of finite support. Suppose k ≤ n and α ∈ D k c is a cocycle such that α = δβ for some
is a well-defined map in modified cohomology with compact supports.
(2): A proper chain homotopy
The above argument shows that h # preserves cochains of finite support. Suppose k ≤ n and α ∈ D k c is a cocycle such that α = δβ for some
Remark 3.16. Using ordinary (not modified) cohomology with compact supports, an analogue of Proposition 3.15 holds for k < n. This is our motivation for introducing modified cohomology with compact supports, as it gives us an invariant one dimension higher than we would otherwise have.
consists of a pair (ρ,ρ), where ρ : G X andρ : G C • are group actions by isometries and chain automorphisms respectively, such that for each i and g ∈ G,ρ(g)(Σ i ) = Σ i and p i is G-equivariant. This action is free (resp. cocompact) if the action ρ : G X is free (resp. cocompact).
Whenever a metric complex (G, C • ) admits a G-action, it will always be assumed that ρ : G G is the action by left multiplication.
Example 3.18. Our conditions for a metric complex to admit a G-action are reasonably restrictive. For instance, if a group G has torsion, then for sufficiently large r, G cannot act on (G, P r (G)) despite the fact that G has a natural simplicial action on P r (G). This is because some g ∈ G\{e} fixes a simplex of P r (G), so the projections maps can never be G-equivariant.
If G is torsion-free, then projection maps can be chosen so that G acts freely on (G, P r (G)).
Uniformly Acyclic Complexes.
Definition 3.19 (cf. Definition 2.13). Let µ : R ≥0 → R ≥0 be a function such that µ(r) ≥ r for each r. An R-metric complex (X, C • ) is said to be µ-uniformly n-acyclic if for every x ∈ X, r ∈ R ≥0 and k ≤ n, the mapH
, induced by inclusion, is zero. We say (X, C • ) is uniformly n-acyclic if it is µ-uniformly n-acyclic for some µ. We say that (X, C • ) is uniformly acyclic if it is uniformly n-acyclic for all n.
As in Example 2.14, if G is a hyperbolic group, then C • (P i (G)) is uniformly acyclic for i sufficiently large. Unfortunately, for a general coarsely uniformly (n − 1)-acyclic metric space X, C • (P i (X)) is not necessarily uniformly (n − 1)-acyclic for large i.
The following proposition allows us to construct a uniformly acyclic metric complex for any coarsely uniformly acyclic metric space, formalizing the construction discussed in the introduction to this section. . Let X be a bounded geometry metric space.
(
where d and µ depend only on λ and µ. (2) Suppose that for each n, X is (λ n , µ n )-coarsely uniformly (n − 1)-acyclic over R. Then X is the control space of a uniformly acyclic R-metric complex (X, C • ) such that for each n, (X, C • ) is µ n -uniformly (n − 1)-acyclic and has n-displacement at most d n , where d n and µ n depend only on λ i and µ i for i ≤ n. (3) Suppose a group G acts freely on X. Then (1) and (2) hold, and the resulting metric complex (X, C • ) can be chosen so that it admits a free G-action.
Coupled with the preceding theorem, the following lemma is essential in allowing us to define coarse cohomology. It is a metric complex version of Proposition 6.47 and Corollary 6.49 of [DK16] .
We also need the following Lemma, used in the proof of Proposition 3.20. It is similar to Lemma 3.21, replacing the metric complex (Y, D • ) by suitable Rips complexes. Lemma 3.22 . Suppose X and Y are bounded geometry metric spaces, (X,
Then there exists a j = j(i, λ) and a chain homotopy
Proposition 3.20 and Lemmas 3.21 and 3.22 can be proved by applying techniques found in [KK05] and [DK16] . For the reader's convenience, we include these proofs in Appendix A.
3.3. Coarse Cohomology. Suppose (X, C • ) and (X, C • ) are two uniformly (n − 1)-acyclic Rmetric complexes. Applying Lemma 3.21 to id X , we define proper chain maps
n of finite n-displacement over the identity. By Lemma 3.3, both g # f # and f # g # have finite n-displacement over the identity, thus Lemma 3.21 says they are chain homotopic to id
15 also tells us that each off * ĝ * andĝ * f * is the identity, thusf * is an isomorphism.
Moreover, any two chain maps
n of finite displacement over id X are properly chain homotopic by Lemma 3.21 . Thus by Proposition 3.15,f * doesn't depend on the choice of f # . Consequently, for k ≤ n the isomorphismf * :
is effectively an invariant of X, independent of the choice of C • . This discussion demonstrates that the following is well-defined: Definition 3.23. Let X be a bounded geometry metric space which is coarsely uniformly (n − 1)-acyclic over R. Let (X, C • ) be a uniformly (n − 1)-acyclic R-metric complex, whose existence is guaranteed by Proposition 3.20. For k ≤ n, we define the coarse cohomology of X to be
Remark 3.24. It follows easily from the definition of modified cohomology with compact supports thatĤ 0 c (C • ) = 0 for every metric complex (X, C • ). Thus for every bounded geometry metric space, H 0 coarse (X; R) = 0.
The subsequent lemma demonstrates that it is only necessary to use modified cohomology with compact supports to define H n coarse (X; R) when X is coarsely uniformly (n − 1)-acyclic over R and not coarsely uniformly n-acyclic over R. Otherwise, we can just take ordinary (not modified) cohomology with compact supports of a suitable metric complex.
Lemma 3.25. Suppose X is an infinite metric space, n > 0 and (X,
This can be seen using the universal coefficients theorem for cohomology, or can be calculated directly. Therefore,
Since X is infinite and α has finite support, we see that α(∆) = 0. As ∆ was arbitrary, α = 0;
Proposition 3.26. Let X and Y be bounded geometry metric spaces that are coarsely uniformly
Moreover, for any bounded geometry metric spaces X, Y and Z that are coarsely uniformly (n − 1)-acyclic over R, then:
In particular, if f : X → Y is a coarse isometry, then f * is an isomorphism.
be uniformly (n−1)-acyclic R-metric complexes, which necessarily exist by Proposition 3.20.
.
We now use Part (1) 
Parts (1)- (3) follow from Lemmas 3.3 and 3.21.
Remark 3.27. Let X and Y be bounded geometry metric spaces that are (λ, µ)-coarsely uniformly (n − 1)-acyclic over R, and suppose f : X → Y is an (η, φ)-coarse embedding. Using Proposition 3.20, we can construct µ -uniformly (n − 1)-acyclic R-metric complexes (X, C • ) and (Y, D • ) of n-displacement at most d, where µ and d depend only on λ and µ. Therefore, by Lemma 3 .21, we can construct a map
Thus there is some quantitative information associated to the induced map f * :
. This idea will be developed fully in Section 5.4. There is a more general notion of coarse cohomology due to Roe that doesn't require coarse uniform acyclicity (see [Roe03] ). When defined, H * coarse is naturally isomorphic to Roe's coarse cohomology. However, working with anti-Čech approximationsà la Roe, we lose the quantitative information (e.g. Remark 3.27) that we have when working with metric complexes. As Kapovich and Kleiner say in [KK05] , "one inevitably loses quantitative information which is essential in many applications of coarse topology to quasi-isometries and geometric group theory". We shall give an account of Roe's coarse cohomology in Appendix B.
3.4. Finiteness Properties of Groups and Group Cohomology. We recall that a finitely generated group G can be thought of as a bounded geometry metric space by endowing it with the word metric with respect to some finite generating set. Consider a free RG-module M with RG-basis B, so that G · B is an R-basis of M . We can define a projection p : G · B → G so that for each gb ∈ G · B, p(gb) = g. Then (M, G · B, p) has the structure of a free R-module over G. Moreover, M is finitely generated as an RG-module if and only if it is of finite type. If f : M → N is an RG-module homomorphism between free RG-modules and M is finitely generated as an RG-module, then f has finite displacement over id G .
A group is of type F P R n if the trivial RG-module R has a partial projective resolution of length n consisting of finitely generated RG-modules. Such a partial projective resolution is in fact an n-dimensional, uniformly (n − 1)-acyclic metric complex with control space G.
Conversely, suppose one has an n-dimensional uniformly (n − 1)-acyclic metric complex (G, C • ) with control space G, admitting a G-action. This is a partial projective resolution of the trivial RG-module R of length n, consisting of finitely generated RG-modules. By applying Brown's lemma [Bro87] , it is straightforward to see that a group is of type F P R n if and only if it is coarsely uniformly (n − 1)-acyclic over R, proving Part (2) of Theorem 3.2.
coarse (G; R) as right RG-modules. This follows easily by applying [Bro82, VIII Lemma 7.4] which states that if M is an RGmodule, there is a natural isomorphism Hom RG (M, RG) ∼ = Hom c (M, R). Here, Hom c (M, R) consists of all R-module homomorphisms f : M → R such that for every m ∈ M , f (gm) = 0 for all but finitely many g ∈ G. A little more care is required in the i = n case, in which one has to use modified cohomology with compact supports; this is done using an argument identical to one found in [GM86] . Alternatively, one can use Appendix B and [Roe03, Example 5.21], which shows that Roe's coarse cohomology is isomorphic to group cohomology with group ring coefficients.
3.5. Inverse Limits. We briefly review some basic properties of inverse systems necessary to discuss the topology at infinity of spaces. All statements will be true in the category of R-modules and chain complexes of R-modules, and can be found in [Wei94] . Definition 3.29. An inverse system indexed by N is a sequence (A i ) i∈N of objects equipped with morphisms f j i : A j → A i for all j ≥ i, such that:
• f i i is the identity for all i;
• are known as bonds. An inverse limit of an inverse system (A i ) consists of an object A and morphisms f i : A → A i for each i, such that:
• if there is an object Z and morphisms
We denote the inverse limit by lim ← − A • , which always exists (for R-modules and chain complexes of R-modules) and is unique up to isomorphism.
There are dual notions of direct systems and direct limits, and we denote the direct limit of the direct system (A • ) by lim − → A • .
3.6. Topology at Infinity. For the remainder of this section, we set R = Z 2 and assume all homology and cohomology is taken with coefficients in Z 2 (or Z 2 G when considering group cohomology). We give a characterisation of coarse cohomology in terms of topology at infinity. This section uses an argument from [GM85] (see also [Geo08] ), although it is considerably simpler here as we are working over Z 2 . Let X be a bounded geometry space which is coarsely uniformly n-acyclic over Z 2 and let (X, C • ) be a uniformly n-acyclic Z 2 -metric complex. A finite filtration of X is a nested sequence
The k th reduced homology at infinity of X is defined to be the inverse limit lim
, where the bonds of this inverse system are the maps induced by inclusion. We say that X is r-acyclic at infinity over Z 2 if lim ← −iH k [X\K i ] vanishes for k ≤ r. These notions are independent of the choice of finite filtration and metric complex.
In particular for r ≤ n, X is r-acyclic at infinity over Z 2 if and only if H k coarse (X; Z 2 ) = 0 for k ≤ r + 1. Proof. We first show that H k [X\K i ] is finitely generated for every i ∈ N and every k ≤ n. Let j > i be large enough so that for k ≤ n, every element of Σ k lies in either
This can be done using Lemma 3.10. A standard argument produces the Mayer-Vietoris sequence
It is easy to see that there is an isomorphism lim
, and that cohomology commutes with direct limits. Since (X, C • ) is uniformly n-acyclic, we obtain the isomorphisms lim
Since we are working over Z 2 and eachH
or both are infinite dimensional. The result now follows from Remark 3.24, which says that H 0 coarse (X; Z 2 ) = 0.
If X is an unbounded coarse geodesic metric space, then Proposition 2.5 says that there is a j such that the inclusion X → P j (X) is a coarse isometry. We define the number of ends of X to be equal to the number of ends of P j (X). Then the above argument shows that the number of ends of X is equal to dim(H 1 coarse (X; Z 2 )) + 1. In particular, X is one-ended precisely when H 1 coarse (X; Z 2 ) = 0. We think of r-acyclicity at infinity over Z 2 as a higher dimensional analogue of being one-ended.
These ideas are well illustrated in the case of a hyperbolic group G, where the 'topology at infinity' can be interpreted as the topology of the Gromov boundary ∂G. Bestvina and Mess show in [BM91] that when G is hyperbolic, there is an isomorphism
, this gives a very concrete interpretation of coarse cohomology.
Coarse Poincaré Duality
4.1. Coarse Poincaré Duality Spaces. We introduce the notion of coarse P D R n spaces, which roughly speaking, are spaces which have the same coarse cohomological properties as R n . The definition we use is found in the appendix of [KK05] .
Let X be a bounded geometry metric space. An R-chain complex over X is a chain complex C • , such that each C i is a free R-module over X and each boundary map ∂ : C i → C i−1 has finite displacement. We note that C • is an R-chain complex over X for every R-metric complex (X, C • ). We extend the notion of finite displacement chain maps and homotopies from R-metric complexes to R-chain complexes over a metric space.
If (X, C • , Σ • , p • ) is a metric complex, then each C k c is a finite type free module over X with standard basis Ω k dual to Σ k . Each coboundary map C k c → C k+1 c has finite displacement. Thus for any n, C n−• c is an R-chain complex over X. We recall that an R-metric complex (X, C • ) admits an augmentation ε : C 0 → R such that ε(∆) = 1 R for each ∆ ∈ Σ 0 . We thus define reduced homology groupsH k (C • ) of this augmented chain complex. Suppose we are given a homomorphism α : C n c → R that is zero on all coboundaries, which we also call an augmentation of C n−• c . We then define an augmented cochain complex · · · → C 0 c → · · · → C n c α − → R → 0 and calculate the reduced cohomology of this cochain complex, which we denote byH k c (C • ). There is an ambiguity here, sinceH k c (C • ) may also refer to the cohomology of the cochain complex obtained by dualizing the augmented chain complex · · · → C 0 ε − → R and restricting to cochains of finite support. We do not use this form of reduced cohomology in this sectionwe always assume that reduced cohomology refers to the former notion, where the choice of a suitable augmentation α : C n c → R is implicit. Definition 4.1. A coarse P D R n complex consists of a uniformly acyclic R-metric complex (X, C • ), equipped with finite displacement chain maps
over id X and finite displacement chain homotopiesP
and P •PΦ id C• over id X . We call P andP the duality maps. We say that X is a coarse P D R n space if it is the control space of some coarse P D R n complex.
We say that a group G acts on a coarse P D R n complex if it acts on the underlying metric complex (X, C • ), and the maps P , P , Φ and Φ are all G-equivariant.
Remark 4.2. If (X, C • ) is a coarse P D R n complex, then the cochain complex admits an augmentation α : C n c → R given by the composition C n c P − → C 0 ε − → R. With respect to this augmentation, the maps P andP are augmentation preserving, i.e. ε(P σ) = α(σ) for all σ ∈ C n c and ε(γ) = α(P γ) for all γ ∈ C 0 . We note that α induces an isomorphism H n c (C
There exists a coarse P D R n complex (X, C • ) endowed with chain maps and homotopies P , P , Φ and Φ as above . Since f is a coarse isometry, it has coarse inverse g. By Lemma 3.21, we can construct finite displacement chain maps f # :
• over id X and id Y respectively. By the proof of Proposition 3.15, f # and g # induce maps on cochains with compact supports. Lemma 3.3 now tells us that
are finite displacement chain maps over id Y . Furthermore, there are finite displacement chain homotopies
over id Y , which can be explicitly written down in terms of existing homotopies and chain maps.
Remark 4.4. If X is a coarse P D R n space and f : X → Y is a coarse isometry, then by Propositions 2.15 and 3.20, there necessarily exists a uniformly acyclic (Y, D • ). Thus Proposition 4.3 tells us that being a coarse P D R n space is invariant under coarse isometries. Definition 4.5. A coarse P D R n group is a finitely generated group that, when equipped with a word metric with respect to a finite generating set, is a coarse P D R n space. 4.2. Poincaré Duality Groups. For the convenience of the reader, we briefly define P D R n groups and relate them to coarse P D R n groups. Although knowledge of P D R n groups are not needed for our results, P D R n groups provide a source of examples of coarse P D R n groups. Definition 4.6. A group G is a P D R n group if: (1) it has a finite length projective resolution of the trivial RG-module R in which each module is finitely generated; (2) H i (G, RG) = 0 for i = n, and H n (G, RG) = R.
groups, we no longer have to worry about orientation. A P D Z n group is automatically a P D R n group for any commutative ring R with unity, as shown in Proposition V.3.7 of [DD89] . Bie81] ). If G is a torsion-free polycyclic group of Hirsch length n, then G is a P D Z n group. Every virtually polycyclic has a finite index subgroup that is a torsion-free polycyclic group. Hence every virtually polycyclic group is a coarse P D Z n group. The following example shows that there are coarse P D R n groups that are not P D R n groups.
Example 4.10. The infinite cyclic group Z is easily seen to be a P D Z 1 group. It is quasi-isometric to H := Z 2 * Z 2 , which is known not to be a P D Z 1 group since it has torsion (see [Bro82] 
4.3.
A Technical Lemma. The rest of this section will be devoted to a proof of the following Lemma, which plays an important role in the proof of Theorem 6.24.
Lemma 4.11. Let Y be a bounded geometry metric space which is coarsely uniformly nacyclic over Z 2 for some n ≥ 0. Let X ⊆ Y be a subspace which is a P D Z 2 n space, and let f : X → Y be the inclusion map. Suppose G is a finitely generated group acting freely on Y such that GX = X and the action of G restricted to X is cocompact. If for k ≤ n, the maps
Proof. We first restrict to the case where Y is 1-geodesic. Since Y is coarsely uniformly 0-acyclic, Proposition 2.18 tells us it is coarse geodesic. Hence Proposition 2.5 says that for some s large enough, P 1 s (Y ) is connected and the inclusion Y → P 1 s (Y ) is a coarse isometry. We thus remetrise Y by identifying it with the 0-skeleton of P 1 s (Y ), endowed with the subspace metric. This procedure doesn't alter our hypotheses.
We use Proposition 3.20 to construct Z 2 -metric complexes (X, We fix somex ∈ X and define K X i := N X i (x) and
] be the maps induced by inclusion. For each i, there exists a short exact sequence
where p # i is the map induced by inclusion. We note that q
We let ε and α be the augmentations defined in Remark 4.2. We define an augmentation β by
defines an augmentation, allowing us to define the reduced cohomologỹ
. By Lemma 4.12, there is an augmentation preserving chain map g # :
of finite displacement over f . By Lemma 4.13, there is a D ∈ N such that for every R ∈ N, g # and h # := P f # induce augmentation preserving maps
Moreover, Lemma 4.13 also tells us that the maps induced on reduced homology and cohomology by (4.2) and (4.3) give the commutative diagram shown in Figure 3 , whose horizontal maps are induced by inclusion.
As D • is uniformly 0-acyclic, there is an R 0 such that for all y ∈ Y , the mapH
, induced by inclusion, is zero. By Corollary 3.11, there is some R 1 such that Figure 3 has inverse limit Z 2 . Hence there is an i 0 ≥ 0 such that for all i ≥ i 0 , there is a non-trivial reduced cycle
It follows from the way g i+D # is defined in Lemma 4.13 that
We choose i ≥ i 1 large enough so GK X i = X, and let
, we see ∂ρ = ∆ − ∆ 0 , and so
We define a function Q : X → R ∪ ∞ which measures the distance from a point of X to the furthest point of Y that isn't closer to any other point of X. More precisely, for each y ∈ Y , we define height(y) :
Suppose sup x∈X Q(x) ≤ r < ∞ and y ∈ Y . Then there exists an x ∈ X such that height(y) = d Y (x, y). Indeed, for any x ∈ X, the set {x
. This holds for each y ∈ Y , so Y = N Y r (X). As G acts on Y by isometries, Q is G-equivariant. Since GK X i = X, it is sufficient to show that Q is bounded on K X i . Let x ∈ K X i ; we claim that Q(x) ≤ R 2 . Suppose for contradiction that there is some y ∈ Y such that height(y) = d Y (y, x) > R 2 . We choose a 1-geodesic x = w 0 , w 1 , . . . , w n = y, and pick
and there is some z ∈ X such that d(z, w t ) ≤ R 0 + R 1 . As
which contradicts height(y) = d(x, y). Thus Q(x) ≤ R 2 for every x ∈ K X i .
The following two lemmas freely use notation from the preceding proof.
Lemma 4.12. There is an augmentation preserving chain map g # :
of finite displacement over f , such that P f # g # is chain homotopic to the identity via a finite displacement chain homotopy Λ.
, showing that g # does indeed have finite displacement over f .
As the augmentation β :
we may choose an n-cycle σ ∈ D n c such that β(σ) = 1. Each h ∈ G preserves cocycles and coboundaries, so preserves the unique non-trivial cohomology class in
i , we define g # (x 0 i ) = σ and extend equivariantly. We note that g # is augmentation preserving, since for each
i and extend equivariantly. We continue similarly for higher dimensions, using the fact
is a chain map of finite displacement over id X . If the claim is true, then by Lemma 3.3, P f # g # also has finite displacement over id X . By Lemma 3.21, we thus see that P f # g # is chain homotopic to the identity chain map via a finite displacement chain homotopy Λ.
To prove the claim, we suppose x ∈ supp(f # g # hx k i ). Then there exists a ∆ ∈ Σ n−k such that
, where f # has n-displacement at most R over f . Therefore, as f is the inclusion map
There is a D ∈ N, such that for every R ∈ N, g # and h # induce maps g Proof. We use similar methods to those used in Section 6 of [KK05] . We pick D 0 ∈ N such that g # and f # have n-displacement at most D 0 over f , while P , Λ and the boundary maps of C • and D • all have n-displacement at most D 0 over the identity; we now define D = 2(n + 1)D 0 . For each i ∈ N we define q # i and p # i as in (4.1), and let r i # :
, so by the exactness of (4.1) there exists an
R is injective, we can define an augmentation preserving chain map g
Similarly, we define h
. By another application of Lemma 3 .10, we see that P f # q
This proves the existence of the commutative diagram shown in Figure 3 .
Coarse Separation

Coarse Complementary Components.
We introduce the notion of coarse complementary components, generalising the notion of an almost invariant set (see Proposition 5.15). It should be remarked that a coarse complementary component C is not necessarily coarsely connected, i.e. P r (C) may not be connected for any r. Lemmas 5.3 and 5.5 provide some motivation for the term 'coarse complementary components'.
Definition 5.1. Let X be a 1-geodesic metric space, C ⊆ X and r ≥ 0. We define the coarse r-boundary of C to be
If W ⊆ X, r ≥ 1 and A ≥ 0, we say that C ⊆ X is an (r, A)-coarse complementary component
We say that C is a coarse complementary component of W if it is an (r, A)-coarse complementary component of W for some r ≥ 1 and A ≥ 0. Proof. Assume C is an (r, A)-coarse complementary component of W . For x ∈ C and y ∈ X, suppose x and y lie in the same component of P r (X)\P r (N A (W )). Then there exists an r-chain x = x 0 , x 1 , . . . , x n = y in X\N A (W ). If some x i ∈ C and x i+1 ∈ C, then x i+1 ∈ ∂ r (C\N A (W )) ⊆ N A (W ) which contradicts x i+1 ∈ X\N A (W ). Therefore y ∈ C. Now suppose C\N A (W ) is the vertex set of a union of components of P r (X)\P r (N A (W )). If x ∈ ∂ r (C\N A (W )), then there is some y ∈ C\N A (W ) such that d(x, y) ≤ r. If x ∈ N A (W ), then x and y lie in the same component of P r (X)\P r (N A (W )), so x ∈ C\N A (W ), which is a contradiction. Therefore x ∈ N A (W ), showing that ∂ r (C\N A (W )) ⊆ N A (W ) and hence C is an (r, A)-coarse complementary component of W . Proof. Let Z := f (W ) and Q := N B (f (C)). Setting A := φ(A +η(s + 2B)) + B, we claim that Q is an (s, A ) coarse complementary component of Z, whereη is as defined in Remark 2.2. We need to show ∂ s (Q\N A (Z)) ⊆ N A (Z).
Let y ∈ ∂ s (Q\N A (Z)); there exists an x ∈ X such that d Y (f (x), y) ≤ B. If x ∈ C, then y ∈ Q so y ∈ N A (Z) and we are done. If x / ∈ C, then there exists a y ∈ Q\N A (Z) such that d Y (y, y ) ≤ s. We thus pick x ∈ C such that d Y (f (x ), y ) ≤ B. Since A ≥ φ(A) + B and y / ∈ N A (Z), it follows that x ∈ C\N A (W ). As d Y (y, y ) ≤ s, we see that d X (x, x ) ≤η(s + 2B). We now observe that x and x can be joined by a 1-geodesic x = x 0 , . . . , x n = x such that n = d X (x, x ) ≤η(s + 2B). We pick the minimal t such that x t / ∈ C\N A (W ) and note that d X (x, x t ) = n − t ≤η(s + 2B).
By the minimality of t,
showing that y ∈ N A (Z).
We say that C is an irreducible (r, A)-coarse complementary component whenever C\N A (W ) is the vertex set of a single component of P r (X)\P r (N A (W )). However, unlike (general) coarse complementary components, irreducible coarse complementary components are not preserved under coarse isometries. Lemma 5.7. Let C ⊆ X be an (r, A)-coarse complementary component of W . Then every simplex of P r (X) lies in either P r (N A (W ) ∪ C) or P r (N A (W ) ∪ (X\C)).
Proof. Let ∆ = {x 0 , . . . , x n } be a simplex of P r (X). If each x i ∈ N A (W ), then ∆ is a simplex of both P r (N A (W ) ∪ C) and P r (N A (W ) ∪ (X\C)). We therefore assume x i / ∈ N A (W ) for some x i ∈ ∆. Interchanging C and X\C if necessary, we may assume x i ∈ C\N A (W ). For each
We now show that if C is a coarse complementary component of W and both X and W are coarsely uniformly (n − 1)-acyclic, then W ∪ C is also coarsely uniformly (n − 1)-acyclic. This allows us to define the coarse cohomology of W ∪ C.
Proposition 5.8. Let X be a 1-geodesic metric space with W ⊆ X, such that both X and W are (λ, µ)-coarsely uniformly (n − 1)-acyclic over R for some n > 0. If C is a (1, A)-coarse complementary component of W , then W ∪ C is (λ , µ )-coarsely uniformly (n − 1)-acyclic over R, where λ and µ depend only on A, λ and µ.
To prove this, we use the following lemma.
Lemma 5.9. Let X be a bounded geometry metric space with A ⊆ B ⊆ X. Suppose there exists some t ≥ 0 such that B ⊆ N t (A). If f # : C • (P i (A); R) → C • (P i (B); R) is the inclusion of chain complexes, then there is a chain map
Proof. We choose a closest point projection p : B → A, noting that for each b ∈ B, d(b, p(b)) ≤ t. Then p induces the chain map p # :
Proof of Proposition 5.8. Without loss of generality, we may assume λ(i) ≥ 1 for every i. For any k < n, i ≥ 0, r ≥ 0 and x ∈ X, let σ ∈ C k (P i (N C∪W r (x)); R) be a reduced cycle. There exists a (k + 1)-chain ω ∈ C k+1 (P λ(i) (N X µ(i,r) (x)); R) such that ∂ω = σ. By Corollary 5.6, there is an A = A (λ(i), A) ≥ 0 such that C is a (λ(i), A )-coarse complementary component of W . By Lemma 5.7, each simplex of P λ(i) (X) lies in either
(x)); R). As ∂ω 2 = ∂ω − ∂ω 1 = σ − ∂ω 1 , we see that
Consequently, Proposition 2.15 tells us that N X A (W ) is (λ , µ ) coarsely uniformly (n − 1)-acyclic, where λ and µ depend only on A, λ and µ. Hence there is a
Lemma 5.9 tells us there is a chain map p
and ∂p # (ω 1 + γ) = p # f # (σ) = σ. Therefore, C ∪ W is coarsely uniformly (n − 1)-acyclic over R, and the uniform acyclicity functions depend only on A, λ and µ.
Coarse n-separation.
Definition 5.10. A coarse complementary component C of W is shallow if C ⊆ N R (W ) for some R ≥ 0. A coarse complementary component that is not shallow is called deep. A collection {C i } i∈I of coarse complementary components of W is said to be coarse disjoint if for every i = i ∈ I, C i ∩ C i is shallow. Similarly, we say that a component of P r (X)\P r (N A (W )) is deep (resp. shallow ) if its vertex set is deep (resp. shallow).
We say that W coarsely n-separates X if X has at least n deep, coarse disjoint, coarse complementary components of W. We say that W coarsely separates X if W coarsely 2-separates X.
Lemma 5.11. Let X be a 1-geodesic metric space and suppose C is an (r, A)-coarse complementary component of W for some r ≥ 1 and A ≥ 0. Then for all R ≥ 0,
Proof. Suppose x ∈ N R (C)\C. There exists an x 0 ∈ C with d(x 0 , x) ≤ R. Hence there is a 1-geodesic x 0 , . . . , x n = x with n = d(x 0 , x) ≤ R. We pick the minimal t such that x t / ∈ C\N A (W ) and claim x t ∈ N A (W ). If t = 0, then because
Proposition 5.12. Suppose X and Y are 1-geodesic and f : X → Y is an (η, φ, B)-coarse isometry. If W ⊆ X coarsely n-separates X, then f (W ) coarsely n-separates Y .
Proof. Since W coarsely n-separates X, there exist n deep, coarse disjoint, coarse complementary components of W , which we denote C 1 , . . . , C n . By Lemma 5.5, we need only show that
There is some r ≥ 1 and A ≥ 0 such that C j is an (r, A)-coarse complementary component of W . Suppose y ∈ N B (f (C i ))∩N B (f (C j )). We pick c i ∈ C i and c j ∈ C j such that
where A := max(R, A +η(2B)). Hence y ∈ N φ(A )+B (f (W )), so N B (f (C i )) and N B (f (C j )) are coarse disjoint.
There is another notion of coarse separation, defined in terms of actual complementary components rather than coarse complementary components: if Γ is the Cayley graph of a group G with respect to some finite generating set, we say that W coarsely separates G if for some R ≥ 0, Γ\N R (W ) has at least two deep components, i.e. two components not contained in N S (W ) for any S ≥ 0. This is the definition used in [KK05] and [Pap07] .
The two notions of coarse separation are not necessarily equivalent. To see why, we observe that if C is an (r, A)-coarse complementary component of W, then C is a union ∪ i∈I C i of irreducible (r, A)-coarse complementary components. It is possible for C to be deep and for each C i to be shallow. The following lemma rules out this behaviour when W is a subgroup of a finitely generated group. More generally, whenever W satisfies the shallow condition as defined in [Vav12] , then the two notions of coarse separation are equivalent. Proof. Using Lemma 5.3, it is enough to show there is an R ≥ 0 such that every shallow component of P r (G)\P r (N A (H)) is contained in P r (N R (H)). We observe that P r (G)\P r (N A (H)) has finitely many components that intersect the ball N A+r (e). Hence there is an R ≥ 0 such that every shallow component of P r (G)\P r (N A (H)) that intersects N A+r (e) is contained in P r (N R (H)). As P r (G) is connected, an arbitrary shallow component C of P r (G)\P r (N A (H)) intersects the ball N A+r (h) for some h ∈ H. Since h −1 C intersects N A+r (e), it is contained in P r (N R (H)); therefore C ⊆ hP r (N R (H)) = P r (N R (H)).
Relative Ends of Groups.
Suppose G is a finitely generated group and P(G) is the powerset of G. Then P(G) is a vector space over Z 2 in which the addition operation is the symmetric difference of two subsets. If H is a subgroup of G, let F H (G) be the subspace of all H-finite subsets of G.
Definition 5.14. We say that C ⊆ G is H-almost invariant (or H-a.i.) if for all g ∈ G, C + Cg is H-finite. An H-a.i. subset C is proper if neither C nor G\C is H-finite.
In other words, C is H-almost invariant precisely when it projects to an element in the fixed set (P(G)/F H (G)) G . The following proposition gives a geometric interpretation of H-a.i. sets in terms of coarse complementary components of W .
Proposition 5.15. Let G be a group equipped with the word metric with respect a finite generating set S, and suppose H ≤ G is a subgroup. A subset C ⊆ G is H-a.i. if and only if it is a coarse complementary component of H.
Proof. Say C ⊆ G is H-almost invariant. By Lemma 2.9, we see that for every g ∈ G there exists an r g ≥ 0 such that Cg + C ⊆ N rg (H). We choose A large enough so that for all s ∈ S ±1 , Cs + C ⊆ N A (H). We claim that C is a (1, A)-coarse complementary component of H. Let g ∈ ∂ 1 (C\N A (H) ). If g ∈ C, then as g / ∈ C\N A (H), g ∈ N A (H) and we are done. If g / ∈ C, then there exists an h ∈ C such that g = hs for some s ∈ S ±1 , and so g ∈ Cs + C ⊆ N A (H).
Conversely, suppose C is a coarse complementary component of H. By Corollary 5.6, there exists an A ≥ 0 such that C is a (1, A)-coarse complementary component of H. For any g ∈ G, we write g −1 = s 1 . . . s n , where for each i, either s i or its inverse is contained in S. If b ∈ C + Cg, then exactly one of b or bs 1 . . . s n lies in C. Therefore, there exists a 1 ≤ t ≤ n such that b := bs 1 , . . . s t ∈ ∂ 1 (C). By Remark 5.2, b ∈ N A+1 (H) and so b ∈ N A+n+1 (H). Thus C + Cg is H-finite.
In [KR89] , Kropholler and Roller defined the number of relative ends of a pair of groups to bẽ
This can be characterised geometrically as follows:
Proposition 5.16 ([Vav12, Lemma 7.5]). Let G be a finitely generated group and let H ≤ G. Then H coarsely n-separates G if and only ifẽ(G, H) ≥ n.
Proof. If H coarsely n-separates G, then there exist n deep, coarse disjoint, coarse complementary components of H, which we label C 1 , . . . , C n . By Proposition 5.15, these correspond to elements of (P(G)/F H (G)) G . Since they are coarse disjoint, they are linearly independent, soẽ(G, H) ≥ n. Now supposeẽ(G, H) ≥ n. Then there exist n deep, coarse complementary components C 1 , . . . , C n of H which represent linearly independent elements of (P(G)/F H (G)) G . We explain how to modify these coarse complementary components pairwise so that they are coarse disjoint.
We set A := C 1 \C 2 , B := C 1 ∩C 2 and C = C 2 \C 1 , observing that C 1 = A+B and C 2 = B +C. By the linear independence of C 1 , . . . , C n , at least two of A, B and C, say A and B, aren't contained in the span of C 3 , . . . , C n . Then A, B, C 3 , . . . , C n are linearly independent and A and B are coarse disjoint. Applying this procedure to all pairs, we obtain n deep, coarse disjoint, coarse complementary components of H, showing that H coarsely n-separates G.
There is another notion of relative ends of groups due to Haughton [Hou74] and Scott [Sco78] . They define e(G, H) := dim Z 2 (P(H\G)/F(H\G)) G ,
where P(H\G) is the powerset of the coset space H\G, and F(H\G) consists of finite subsets of H\G. The following is an analogue of Proposition 5.16 and can be proved in the same way.
Proposition 5.17 ([Sco78, Lemma 1.6]). Let G be finitely generated and H ≤ G. Then e(G, H) ≥ n if and only if there exist n deep, coarse disjoint, coarse complementary components of H, denoted C 1 , . . . , C n , such that HC i = C i for each C i .
It follows from Proposition 5.16 and 5.17 that e(G, H) ≤ẽ(G, H) for all H ≤ G. We say that H ≤ G is a codimension one subgroup of G if e(G, H) > 1. If G splits over H, theñ e(G, H) ≥ e(G, H) > 1.
If we know that G is coarsely separated by a subgroup H, the following lemma allows us to construct a codimension one subgroup H ≤ H of G.
Lemma 5.18. Let G be a finitely generated group and H be a subgroup. Let C be a deep, irreducible (1, A)-coarse complementary component of H and suppose G\C is deep. If H := Stab H (C\N A (H)) , then e(G, H ) > 1.
Proof. We use an argument from the proof of [Vav12, Lemma 7 .6]. We first claim that H and ∂ 1 (C\N A (H)) are finite Hausdorff distance from one another. Since H stabilizes C\N A (H), it stabilizes ∂ 1 (C\N A (H) ). We let r 1 := d(e, ∂ 1 (C\N A (H)) ). Then for each h ∈ H , we see that
As C is an irreducible (1, A)-coarse complementary component of H, C\N A (H) is the vertex set of a componentC of P 1 (G)\P 1 (N A (H) ). As G has bounded geometry, there are only finitely many components {hC} h∈H of P 1 (G)\P 1 (N A (H)) that intersect N A+1 (e). We label these components h 1C , . . . , h mC and set r 2 := A + max 1≤k≤m length S (h k ).
There exists a y ∈ C\N A (H) such that d(x, y) ≤ 1. As d(h, y) ≤ A + 1, we see that h −1C intersects N A+1 (e), hence h −1C = h rC for some r. ThusC = hh rC , so hh r ∈ H . Hence x ∈ N r 2 (H ) and so
Letting C := C\N A (H), Remark 5.2 tells us that C is a (1, r 2 )-coarse complementary component of H . Since C and G\C are deep as coarse complementary components of H, C and G\C are also deep as coarse complementary components of H. As H ≤ H, C and G\C are deep as coarse complementary components of H . Since H C = C and H (G\C ) = (G\C ), Proposition 5.17 tells us that e(G, H ) > 1.
Corollary 5.19. Let G, H, C and H be as above, and suppose thatẽ(G, K) = 1 for all infinite index subgroups K ≤ H. Then [H : H ] is finite.
5.4.
A Coarse Mayer-Vietoris Sequence. Throughout this section, we fix a commutative ring R with unity and assume all cohomology is taken with coefficients in R.
In [HRY93] , Higson, Roe and Yu describe a coarse Mayer-Vietoris sequence for coarse cohomology. We suppose C 1 and C 2 are disjoint, coarse complementary components of W such that G = C 1 ∪ C 2 and W = C 1 ∩ C 2 . Lemma 5.11 tells us that for all B ≥ 0, there is a B ≥ 0 such that N B (C 1 ) ∩ N B (C 2 ) ⊆ N B (W ). Thus C 1 and C 2 are coarsely excisive in the sense of [HRY93] . Using Roe's coarse cohomology as described in Appendix B, it follows from Theorem 1 of [HRY93] that there is an exact sequence
We derive this Mayer-Vietoris sequence using metric complexes. This preserves quantitative information that cannot be deduced using [HRY93] .
Proposition 5.20. Let X be a 1-geodesic, bounded geometry metric space with W ⊆ X. Suppose both X and W are coarsely uniformly (n − 1)-acyclic over R. Let 
c be maps which have finite displacement over the respective inclusions. The above maps in cohomology are induced by the cochain maps p # (σ, τ ) = p The difficulty in deriving the above exact sequence when compared to the singular or simplicial Mayer-Vietoris sequence, lies in the fact that maps which we want to be injective or surjective may not be. For example, although W is a subspace of
The proof is similar to that found in [HRY93] , except that as spaces are coarsely uniformly (n − 1)-acyclic, one doesn't need to pass to inverse limits. We make use of the following lemma, which relates coarse cohomology to the cohomology of successive Rips complexes.
Lemma 5.21. Let X be a 1-geodesic, bounded geometry metric space with W ⊆ X. Suppose both X and W are coarsely uniformly (n − 1)-acyclic over R. For every A ≥ 0, there exist i ≤ j ≤ k and A ≤ n i ≤ n j ≤ n k such that the following holds: for every (1, A)-coarse complementary component C of W , there exists a uniformly (n − 1)-acyclic R-metric complex (C ∪ W, C • ) and proper chain maps
where:
(1) every (1, A) -coarse complementary component of W is also an (i, n i ), (j, n j ) and (k, n k )-coarse complementary component of W ; (3) the maps ι 1 and ι 2 are inclusions; (4) the map α C has displacement at most r α = r α (X, W, A) over the inclusion W → C i ; (5) the map β C has displacement at most r β = r β (X, W, A) over a coarse inverse to the inclusion W → C k ; (6) on the level of modified cohomology with compact supports in dimensions at most n, the following identities hold:
Moreover, (5.1) is natural in the following sense: for every pair of (1, A)-coarse complementary components C ⊆ D of W , there are proper chain maps
(1) each row is an instance of (5.1) applied to C and D respectively; (2) the maps f i , f j and f k are inclusions of chain complexes;
4) on the level of modified cohomology with compact supports in dimensions at most n, the following identities hold:
Proof. By Proposition 5.8 there exist λ and µ , depending only on X, W and A, such that for every (1, A)-coarse complementary component C, C ∪ W is (λ , µ )-coarsely uniformly (n − 1)-acyclic. Using Proposition 3.20, we construct aμ-uniformly (n − 1)-acyclic metric complex (C ∪ W, C • ) such thatμ and the n-displacement of C • depend only on X, W and A.
We proceed by repeated applications of Lemmas 3.21 and 3.22. Using the notation of Lemma 3.22 we set i = i(λ ), and using Lemma 5.5 we pick n i such that every (1, A)-coarse complementary component of W is also an (i, n i )-coarse complementary component of W . By Lemma 3.22 and our choice of i, for every (1, A)-coarse complementary component C of W , there exists a finite displacement chain map [C • ] n → C • (P i (W ∪ C)). We postcompose this map with the inclusion to get the required map α C .
By Proposition 2.15, C i is (λ , µ )-coarsely uniformly (n − 1)-acyclic for some λ and µ , depending only on λ, µ and n i . Using the notation of Lemma 3 .22, we set j = j(i, λ ). We define suitable n j , k and n k similarly. We choose a map C k → W ∪ C which is a coarse inverse to the inclusion, and by Lemma 3 .21, we can define a suitable β C . By Lemma 3.3, β C ι 2 ι 1 α C has finite displacement over the identity, so Lemma 3.21 tells us it is properly chain homotopic to the identity chain map. Thus α * C ι * 1 ι * 2 β * C = id. Similarly, we see that α C β C ι 2 ι 1 has finite displacement over the identity. By our choice of j, we see that
We deduce (5.4) similarly. To show naturality, we use Lemma 3.21 to define an f :
n that has finite displacement over the inclusion C ⊆ D. We then deduce (5.5) and (5.6) using Lemmas 3.21 and 3.22 respectively.
Remark 5.22. In the proof of Lemma 5.21, one can choose n k arbitrarily large whilst fixing (X, C • ), i, j, k, n i , n j and α C . However, as we vary n k we lose the bound r β on the displacement of β C .
In the proof of Proposition 5.20, we also use the following easy lemma:
Lemma 5.23. Let X be a bounded geometry metric space and let (X, C • ) be an R-metric complex. Suppose that for some k and n, β :
Proof. It is enough to show that q # β # α vanishes on every n-simplex of P k (L). Let ∆ be an
Proof of 5.20. We note that W and X are themselves (1, A)-coarse complementary components of W . We use Lemma 5.21 to produce the proper chain maps in Figure 4 : the 'p maps' are sums of maps induced by the inclusions W → W ∪ C 1 and W → W ∪ C 2 and the 'q maps' are differences of the maps induced by the inclusions W ∪ C 1 → X and W ∪ C 2 → X. We let
By Lemma 5.7, each simplex of P i (X) is contained in either P i (A i ) or P i (B i ). This means that the second row of Figure 4 is a short exact sequence, so the Mayer-Vietoris sequence in simplicial cohomology with compact supports gives us:
We obtain similar Mayer-Vietoris sequences in the third and forth rows, and by naturality of the simplicial Mayer-Vietoris sequence, the boundary mapδ commutes with the maps ι * 2 and ι * 1 . For k ≤ n − 1, we define the required boundary map δ := α * ι * 1 ι * 2δ β * = α * ι * 1δ ι * 2 β * . As H n−1 (W • ) = 0, we see that on the level of ordinary cohomology, i.e. cohomology possibly without compact supports, the boundary map δ is zero. Therefore, δ defines a map δ :
In lower dimensions, Lemma 3 .25 tells us that modified cohomology with compact supports and cohomology with compact supports are equal.
It is easy to verify exactness using the identities from Lemma 5.21. We shall show exactness at H r c (W • ) for r < n. Let x ∈ H r c (W • ). Using (5.5), we see that β * and p * commute. If x = p * (x ), then as (5.7) is exact, we see that
We now suppose δ(x) = 0. Using (5.4), we seẽ
By the exactness of (5.7), p * (y) = ι * 2 β * (x) for some y ∈ H r c (P
using (5.6) and the fact that p * and ι * 1 commute. Thus ker(δ) = im(p * ), so we have exactness at H r c (W • ).
(1): Let r < n. Given an r-cycle σ ∈ Z r c (P k (W k )), we extend σ to ρ σ ∈ C r c (P k (A k )) by setting ρ σ to be zero outside of
, where R depends only on k, r α and r β . (2): We first fix a cocycle γ ∈ D r c and some s ≥ 0. We will show that δ[γ] can be represented by two cocycles supported in C 1 \N s (W ) and C 2 \N s (W ) respectively. Defining ω β # γ as above, we see that q
As in Remark 5.22, we can choose n k arbitrarily large while keeping k and α fixed. Since
Reversing the roles of C 1 and C 2 , we see that δ[γ] can be represented by a cocycle supported in C 2 \N s (W ).
For the converse, we keep n k fixed and choose s 0 = r β + n k . By Lemma 5.11, we see
. Let s ≥ s 0 . By Lemma 5.23 and our choice of s, we see that for any µ, ν ∈ C n+1 c supported in C 1 \N s (W ) and C 2 \N s (W ) respectively, then
Since δp
. We therefore see that
6. Constructing a Splitting 6.1. Essential Components. Throughout this section, we assume that X is a 1-geodesic, bounded geometry metric space that is coarsely uniformly n-acyclic over Z 2 , and that W ⊆ X is a coarse P D Z 2 n space. We assume all metric complexes are Z 2 -metric complexes and that cohomology is taken with coefficients in Z 2 .
The following definition makes sense in light of Proposition 5.8 which shows that if C is a coarse complementary component of W, then C ∪ W is coarsely uniformly n-acyclic; hence we can define the coarse cohomology H k coarse (C ∪ W ) for k ≤ n + 1. Definition 6.1. A coarse complementary component C ⊆ X of W is said to be essential if the map H n coarse (C ∪ W ) → H n coarse (W ), induced by the inclusion W → C ∪ W , is zero. The following proposition shows that essential coarse complementary components are preserved under coarse isometries. 
be uniformly n-acyclic metric complexes. Using Lemma 3.21, we define proper chain maps
where a # and a # have finite displacement over the inclusions
respectively, and p # and q # have finite displacement over f | W and f | C∪W respectively. By Lemma 3.21, we see that q # a # is properly chain homotopic to a # p # . Since C is essential, the map a * :
is a coarse isometry, p * is an isomorphism and so (a ) * is zero; hence N B (f (C)) is essential. Proposition 6.3. Suppose C is a subspace of X such that C ∪ W is coarsely uniformly n-acyclic and H n coarse (C ∪ W ) → H n coarse (W ), induced by inclusion, is zero. Then: (1) for every R ≥ 0, C is not contained in N X R (W ); (2) if D is a coarse complementary component of W and C ⊆ D, then D is essential; (3) if there exist coarse complementary components C 1 and C 2 of W such that C 1 ∪ C 2 = C, then at least one of C 1 or C 2 is essential.
The relevant terms in the coarse Mayer-Vietoris sequence from Proposition 5.20 are
Remark 6.4. If C ∪ W is (n − 1)-acyclic at infinity over Z 2 , then Theorem 3.30 tells us that H n coarse (C ∪ W ) = 0, and so the conclusions of Proposition 6.3 hold. Definition 6.5. Let C be a bounded geometry metric space and W ⊆ C be a coarse P D Z 2 n space. We say that (C, W ) is a coarse P D 
Corollary 6.7. Suppose D ⊆ X is a coarse complementary component of W and there exists a coarse P D
Proof. We apply Proposition 6.6, followed by Part (2) of Proposition 6.3 .
The following proposition shows that an essential coarse complementary component of W is 'uniformly close' to every point of W .
Proposition 6.8. For every A ≥ 0, there is a number B = B(X, W, A) such that whenever
Proof. By Lemma 5.21, there exists a uniformly acyclic metric complex (W, D • ), and numbers j ≤ k and A ≤ n j ≤ n k depending only on X, W and A such that the following holds: there exists a proper chain map β :
) is the restriction map, then ι * 2 β * is injective. As C is essential, Lemma 5.21 also tells us that ι * 2 p * C is zero, where p
Since β and P have finite displacement, there exists a D ≥ 0 depending only on X, W and A such that for every x ∈ W , β # P σ x is supported in N D (x). We extend
This contradicts the fact that ι * 2 β * is injective. Thus ω x is not a cocycle. It follows that there is some
A coarse complementary component C is said to be almost essential if it satisfies the conclusion of Proposition 6.8, i.e. for every A ≥ 0 there is a number B ≥ 0 such that W ⊆ N B (C\N A (W ) ). The top component of Figure 2 in the introduction gives an almost essential component which is not essential.
Question 6.9. Does there exist a group G of type F P Z 2 n+1 containing a coarse P D Z 2 n subgroup H ≤ G and a coarse complementary component C of H that is almost essential but not essential?
We would expect the answer to this to be positive, but have been unable to find such a group. The almost essentially embedded condition is a reformulation of the deep condition of [Vav12] . Using Proposition 5.16, we see a subgroup K coarsely separates G if and only ifẽ(G, K) > 1. We can therefore deduce the following from Lemmas 7.6 and 8.12 of [Vav12] .
Proposition 6.11 ([Vav12, Lemmas 7.6 and 8.12]). Let G be a finitely generated group and H ≤ G be a subgroup. Then H is almost essentially embedded if and only if no infinite index subgroup K of H coarsely separates G.
It is also shown in [Vav12] that being almost essentially embedded is a quasi-isometry invariant in the following sense: Lemma 2.10]) . Let G and G be finitely generated groups with subgroups H ≤ G and H ≤ G. Suppose there is a quasi-isometry f : G → G such that d Haus (f (H), H ) < ∞. Then H is almost essentially embedded if and only if H is almost essentially embedded.
By imposing additional hypothesis, we can strengthen Proposition 6.11 to give a criterion for when H is essentially embedded.
Proof. If H is essentially embedded, then Proposition 6.8 says it is almost essentially embedded. Thus Proposition 6.11 tells us that no infinite index subgroup K of H coarsely separates G. Now suppose that no infinite index subgroup K of H coarsely separates G. Let C be a deep coarse complementary component of H. We will show that C is essential. We explain how to reduce to the case where HC = C. As C is deep, Lemma 5.13 tells us that for some A ≥ 0, C contains a deep, irreducible ( Since G is (n − 1)-acyclic at infinity, Proposition 3.30 says that H k coarse (G) = 0 for k ≤ n. We now apply the coarse Mayer-Vietoris sequence to the coarse complementary components C and G\C. This gives the exact sequence
, induced by inclusion, are isomorphisms for each k ≤ n. Thus by Lemma 4.11, C must be shallow; this contradicts our choice of C, so C is essential.
Lemma 6.14 (Non-Crossing Lemma). Let C 1 , C 2 and C 3 be deep, disjoint, (1, A)-coarse complementary components of W in X, and suppose C 3 is essential. Then there exists an s 0 = s 0 (X, W, A) and a uniformly n-acyclic metric complex (X, C • ) such that whenever 
We also choose i, j, k, n i , n j , n k and β :
The proof proceeds in a similar fashion to the proof of (2) in Proposition 5.20, except we have three components rather than two. As in Proposition 5.20, we set s 0 := r β + n k , which depends only on X, W and A. We consider the restriction maps
). Suppose there exist cocycles µ, ν ∈ C n+1 c , supported in C 1 \N s 0 (W ) and C 2 \N s 0 (W ) respectively, each representing [ω] . Then there is a τ ∈ C n c such that δτ = µ − ν. Letδ be the boundary map associated to the Mayer-Vietoris sequence of Rips complexes. As in the proof of Proposition 5.20, we see thatδ[p
. By Lemma 5.23 and our choice of s 0 , we see that q
β # τ is a cocycle and
As C 3 is essential, Lemma 5.21 tells us that the map ι * 2 p *
As noted in the proof of Proposition 5.20, the boundary mapδ commutes with the restriction map ι * 2 , so
6.2. Kleiner's Mobility Sets. We now outline a method from an unpublished manuscript of Kleiner. For each coarse cohomology class [σ] ∈ H k coarse (G), Kleiner produces a subset Mob([σ]) ⊆ G which is the support of all possible cocycles of uniformly bounded diameter representing [σ] . All the results in this subsection are contained in [Kle02] .
Suppose G is a finitely generated group and (G, C • ) is a metric complex admitting a free G-action. We let Proof. We fix some α 0 ∈ Z k c (D) and consider the set
As there are only finitely many cocycles supported in N D (e), the set Q is finite. Therefore we can write Q = {α 1 g 1 , . . . , α n g n }, where α i ∈ Z([α 0 ], D) and g i ∈ G for each i.
We now choose R α 0 sufficiently large so that supp( The following corollary shows that the mobility set of a coarse cohomology class has finite Hausdorff distance from the subgroup which stabilizes that class. This provides a connection between geometry and algebra that allows us to construct a splitting. 
Proof. Suppose C • and D • have n-displacement at most d. Lemma 3.21 tells us that f induces a chain map
Since as f is a coarse isometry, f # induces an isomorphism in modified cohomology; therefore
Using a coarse inverse g : Y → X to f , the same argument shows that Lemma 6.18. Let G be a finitely generated group with H ≤ G a subgroup. Suppose there exists a constant A ≥ 0 and a coarse complementary component C of H such both C and G\C are deep, and for every g ∈ G, either gH
Proof. Let X := {g ∈ G | gH ⊆ C ∪ N A (H)}. It is clear that XH = X, so we need only show X is a proper H-almost invariant set. Suppose g ∈ C\N A (H). Then gH ∩ (C\N A (H)) = ∅ so gH ⊆ C ∪ N A (H); therefore g ∈ X. Conversely, suppose g ∈ X\N A (H). Then because g ∈ gH ⊆ C ∪ N A (H), it follows g ∈ C. Thus C and X are equal outside N A (H). In particular, X and G\X are deep coarse complementary components of H (since C and G\C are), so Proposition 5.15 tells us that X is a proper H-almost invariant set.
The proof of the following Lemma is based on an analogous statement for the n = 1 case found in [Kle02] .
Lemma 6.19. Let G be a group of type F P Z 2 n+1 and let W ⊆ G be a coarse P D Z 2 n subspace. Suppose G contains three essential, coarse disjoint, coarse complementary components of W . Then there exists a subgroup H ≤ G, at finite Hausdorff distance from W , and a proper H-almost invariant set X such that XH = X.
Proof. Say C 1 , C 2 and C 3 are three essential, coarse disjoint, coarse complementary components of W . Without loss of generality, we may replace C 1 with G\(C 2 ∪ C 3 ) and C 2 with C 2 \C 3 , so that C 1 , C 2 and C 3 are disjoint. Using Corollary 5.6, we may assume C 1 , C 2 and C 3 are each (1, A)-coarse complementary components for some A ≥ 0 large enough.
By Proposition 5.20, there exist uniformly (n − 1)-acyclic metric complexes (W,
, and an exact sequence
As C 1 and C 2 ∪ C 3 are essential, the map δ : 
Part (2) of Proposition 5.20 and Lemma 6.14 say that for s sufficiently large, [α 1 ] = 0 can be represented by a cocycle supported in
The constants s and D depend only on G, W , and A. Thus we can interchange the roles of C 1 and C 2 to obtain a non-trivial cohomology class [
Since each F i is non-empty, Corollary 6.16 says that each H i has finite Hausdorff distance from F i . Thus there is an R ≥ D large enough so that H i ⊆ N R (F i ) and F i ⊆ N R (H i ) for i = 1, 2. By Lemma 5.11,
Let g ∈ G. We recall that for each x ∈ W , there exists a cocycle supported in
By Lemma 6.14 and our choice of s, [α 1 · g −1 ] cannot be represented by cocycles supported in any two of C 1 \N s (W ) and C 2 \N s (W ) and
Since H and W are at finite Hausdorff distance, C 1 is a coarse complementary component of H. Moreover, both C 1 and G\C 1 = C 2 ∪ C 3 are deep. By a further application of Lemma 5.11, there exists a sufficiently large A such that for every g ∈ G, either gH ⊆ C 1 ∪ N A (H), or gH ⊆ (G\C 1 ) ∪ N A (H). Thus C 1 satisfies the hypotheses of Lemma 6.18, so there exists a proper H-almost invariant set X such that XH = X.
We recall the Kropholler conjecture, which has been answered affirmatively by Dunwoody.
Theorem 6.20 ( [Dun17] ). Let G be a finitely generated group and let H ≤ G be a subgroup. If G contains a proper H-almost invariant set X such that XH = X, then G admits a splitting over a subgroup C which is commensurable with a subgroup of H.
By combining Proposition 2.12, Lemma 6.19 and Theorem 6.20, we deduce the following: Theorem 6.21. Let G be a group of type F P Z 2 n+1 and let W ⊆ G be a coarse P D Z 2 n subspace. Suppose G contains three essential, coarse disjoint, coarse complementary components of W. Then there exists a subgroup H ≤ G, contained in N R (W ) for some R ≥ 0, such that G splits over H.
We note that [DR93] proves Theorem 6.20 under the assumption that H is a polycyclicby-finite group. However, the argument of [DR93] holds for general H under the additional assumption thatẽ(G, K) = 1 for every infinite index subgroup K of H (as stated in [DS00, Theorem 3.4]). This weakened version of the Kropholler conjecture also appears in [SS00] and [Nib02] .
Theorem 6.22 ([DR93],[DS00] ). Let G be a finitely generated group and let H ≤ G be a subgroup. Supposeẽ(G, K) = 1 for every infinite index subgroup K of H. If G contains a proper, H-almost invariant subset X such that XH = X, then G admits a splitting over a subgroup C ≤ G that is commensurable to H.
We recall Proposition 6.11, which says that H is almost essentially embedded if and only if e(G, K) = 1 for every infinite index subgroup K of H. Using the more classical Theorem 6.22 instead of Theorem 6.20, we deduce the following slightly weaker alternative to Theorem 6.21.
Theorem 6.23. Let G be a group of type F P Z 2 n+1 and let W ⊆ G be a coarse P D Z 2 n subspace. Suppose G contains three essential, coarse disjoint, coarse complementary components of W and that W is almost essentially embedded. Then there exists a subgroup H ≤ G, at finite Hausdorff distance from W, such that G splits over H.
6.4. Applications. We now discuss applications of Theorem 6.21. To do this, we consider various geometric and algebraic conditions which imply that W coarsely separates G into three essential, coarse disjoint, coarse complementary components. With the exception of Theorem 6.27, Theorem 6.23 is sufficient to prove results in this section.
Suppose G is (n − 1)-acyclic at infinity over Z 2 and H ≤ G is a subgroup such that no infinite index subgroup of H coarsely 3-separates G. Proposition 6.13 then tells us that every deep coarse complementary component of H is essential. We therefore deduce:
Theorem 6.24. Let G be a group of type F P Z 2 n+1 that is (n − 1)-acyclic at infinity over Z 2 . Suppose H ≤ G is a coarse P D Z 2 n group that coarsely 3-separates G, and no infinite index subgroup of H coarsely separates G. Then for any quasi-isometry f : G → G there is a subgroup H ≤ G , at finite Hausdorff distance from f (H), such that G splits over H . We note that the subgroups H and H in Theorem 6.24 are themselves quasi-isometric. As discussed in the introduction, there are several known examples of groups that are (n − 1)-acyclic at infinity. For example, it is shown in [BM00] that if G is the fundamental group of a finite graph of groups whose vertex groups are (n − 1)-acyclic at infinity, whose edge groups are (n − 2)-acyclic at infinity, and whose vertex and edge groups both satisfy suitable finiteness properties, then G is itself (n − 1)-acyclic at infinity. In particular, we can deduce the following.
Corollary 6.25. Suppose G = A * H B (or G = A * H ) is a splitting, where H is a coarse P D Z 2 n group, A and B are of type F P Z 2 n+1 and are (n − 1)-acyclic over infinity over Z 2 , H coarsely 3-separates G, and no infinite index subgroup of H coarsely separates G. Then for any quasi-isometry f : G → G there is a subgroup H ≤ G , at finite Hausdorff distance from f (H), such that G splits over H .
This can be coupled with Theorem 8.7 of [Vav12] , which gives necessary and sufficient conditions for H to coarsely 3-separate G. For example, if G = A * H B is a splitting and there exists some g ∈ A\H such that gHg −1 is commensurable with H, then H coarsely 3-separates G.
For k > n, coarse P D Z 2 k groups are (n − 1)-acyclic at infinity over Z 2 . Thus Corollary 6.25 has some overlap with Theorem 1.7 from [MSW11] and Theorem 3.4 from [Pap07] , which concern graphs of groups whose vertices and edges are coarse Poincaré duality groups. However, Corollary 6.25 applies to vertex groups that are (n − 1)-acyclic at infinity which need not be coarse Poincaré duality groups.
Under the additional assumption that H is virtually polycyclic, we can improve Theorem 6.24 by dropping the hypothesis that no infinite index subgroup coarsely separates.
Corollary 6.26. Let G be a group of type F P Z 2 n+1 that is (n − 1)-acyclic at infinity over Z 2 . Suppose H ≤ G is a virtually polycyclic subgroup of Hirsch length n that coarsely 3-separates G. Then for any quasi-isometry f : G → G , there is a subgroup H ≤ G , at finite Hausdorff distance from f (H), such that G splits over H .
Proof. Example 4.9 says that a torsion-free polycyclic group of Hirsch length r is a P D Z r group, hence it must also be a coarse P D Z 2 r group. Every virtually polycyclic group of Hirsch length r contains a finite index, torsion-free polycyclic subgroup, hence is a coarse P D Z 2 r group. By Theorem 6.24, it is sufficient to show thatẽ(G, K) = 1 for every infinite index K ≤ H. Let K ≤ H be a subgroup of minimal Hirsch length such thatẽ(G, K) > 1. We suppose for contradiction that r := h(K) < h(H) = n. As K is itself a coarse P D Z 2 r group, Proposition 6.13 says that K is essentially embedded. Therefore, there exists essential coarse complementary components C 1 and C 2 = G\C 1 of H. Therefore, there exists a coarse Mayer-Vietoris sequence
coarse (G) = 0, which is a contradiction. Hence there is no infinite index subgroup K ≤ H such thatẽ(G, K) > 1.
We conclude with the following application of Theorem 6.21. Unlike Theorem 6.24 and Corollary 6.26, which assume geometric hypotheses, Theorem 6.27 assumes algebraic hypotheses. By making the additional assumption that G e is almost essentially embedded i.e. no infinite subgroup of G e coarsely separates G, we can deduce the conclusions of Theorem 6.27 using Theorem 6.22 rather than Theorem 6.20.
Before beginning the proof of Theorem 6.27, we introduce the concept of trees of spaces from [SW79] . Consider the splitting G = A * H B. We choose CW complexes K A , K B and K H , each with finite 1-skeleton, such that π 1 (K A ) = A, π 1 (K B ) = B and π 1 (K H ) = H. We define the quotient space X by gluing K H × [0, 1] to K A and K B as follows: we attach K H × {0} to K A (resp. K H × {1} to K B ) so that the inclusion of subspaces induces the subgroup inclusion H → A (resp. H → B) on the level of fundamental groups. By the van Kampen theorem, we see
The universal coverX is equipped with an equivariant projection map p :X → T , where T is the Bass-Serre tree associated to the splitting G = A * H B. To each edge e and vertex v of T , we associate the edge space X e := p −1 (e) and vertex space X v := p −1 (v) respectively. The 1-skeleton ofX, equipped with the path metric in which edges have length 1, is quasi-isometric to G. Moreover, the 1-skeleton of each edge space is quasi-isometric to H, and the 1-skeleton of each vertex space is quasi-isometric to either A or B. For subspaces U, V ⊆ X, we say that U is coarsely contained in V if for some r > 0, U ⊆ N r (V ). Each edge space is coarsely contained in its adjacent vertex spaces. We apply such a procedure for a general graph of groups G to obtain a tree of spaces.
Proof of Theorem 6.27. Let A = G v , B = G w and H = G e . We choose a ∈ Comm A (H)\H and b ∈ Comm B (H)\H. Thus aH and bH have finite Hausdorff distance from H. LetX be a tree of spaces associated to the graph of groups G and let p :X → T be an equivariant projection map onto the Bass-Serre tree T . As G acts properly and cocompactly on the 1-skeleton ofX, the Milnor-Švarc lemma tells us there is a quasi-isometry g :X (1) → G such that g(p −1 (e)) has finite Hausdorff distance from H ≤ G.
We choose a geodesic L in T with edges . . . , babH, baH, bH, H, aH, abH, abaH, . . . . The edge spaces associated to any two consecutive edges of L have uniformly finite Hausdorff distance from one another. We define W := ∪ e∈L p −1 (e), as e ranges over all the edges in the line L. Then W is a coarse fibration as described by Kapovich and Kleiner in Section 11.5 of [KK05] . This is similar to Example 11.11 in [KK05] , except we don't require H to have finite index in A and B. We take the lineL dual to the geodesic L in the graph of groups; each vertex of L is an edge of L, and two vertices inL are joined by an edge if the corresponding edges in L share a vertex. To each vertex ofL we associate the corresponding edge space X e , which is a coarse P D Z 2 n space. We thus see that W is a coarse fibration whose base isL and whose fibres are edge spaces. It follows from Theorem 11.13 of [KK05] that W is a coarse P D
An edge e of L separates T into two components T + and T − . Thus C 1 := p −1 (T + ) and C 2 := p −1 (T − ) are two deep, coarse disjoint, coarse complementary components of X e inX.
As C 1 and C 2 contain the coarse P D Z 2 n+1 half-spaces (p −1 (T + ) ∩ W, X e ) and (p −1 (T − ) ∩ W, X e ) respectively, Corollary 6.7 tells us that C 1 and C 2 are essential.
As either |Comm A (H) : H| or |Comm B (H) : H| is at least three, we can choose another geodesic L in T that contains the edge e and intersects L in a finite subtree of T . A slight modification of the above argument shows that there are three essential, coarse disjoint, coarse complementary components of X e . Since g :X (1) → G is a quasi-isometry and g(X e ) has finite Hausdorff distance from H, Proposition 6.2 tells us that there exist three essential, coarse disjoint, coarse complementary components of H ≤ G. We therefore apply Theorem 6.21.
We remark that if |G v : i 0 (G e )| and |G w : i 1 (G e )| are finite, then Comm Gv (i 0 (G e )) = G v and Comm Gw (i 1 (G e )) = G w . Therefore, if G is the fundamental group of a finite graph of groups G in which all edge and vertex groups are coarse P D Z 2 n groups (for some fixed n), our result overlaps with Theorem 2 of [MSW03] and Theorem 3.1 of [Pap07] . However, Theorem 6.27 applies in situation in which edge groups don't necessarily have finite index in adjacent vertex groups.
Under an even stronger algebraic condition, namely that the subgroup over which the group splits commensurises the group, we obtain the following dichotomy:
(1) G is a coarse P D Z 2 n+1 group; (2) f (H) has finite Hausdorff distance from some H ≤ G , and G splits over H .
Proof. We consider the tree of spacesX associated to the splitting of G over H, and let p :X → T be the equivariant projection to the Bass-Serre tree. As Comm G (H) = H, any two edge spaces have finite Hausdorff distance from one another. Therefore, either T is a line or H coarsely 3-separates G. In the former case, the argument in the proof of Theorem 6.27 tells us that G is coarse fibration whose base is a line and whose fibres are coarse P D Z 2 n groups. Thus Theorem 11.13 of [KK05] tells us that G is a coarse P D Z 2 n+1 group. Therefore G is a coarse P D Z 2 n+1 group. In the case where H coarsely 3-separates G, we see that for every coarse complementary component C of H, p(C) contains a ray in the Bass-Serre tree in which consecutive edge spaces have uniformly bounded Hausdorff distance from one another. Thus the argument in the proof of Theorem 6.27 tell us that C contains a coarse P D Z 2 n+1 half-space, so must be essential. Thus H is essentially embedded. Since H is essentially embedded and coarsely 3-separates G, Theorem 6.23 tells us G splits over a subgroup at finite Hausdorff distance from f (H). 6.5. Quasi-Isometry Invariance of Codimension One Subgroups. Rather than considering when a group admits a splitting, suppose we now consider the weaker condition that a group has a codimension one subgroup. Doing this allows us to obtain a result that doesn't require coarse 3-separation. To state our results we need the following definition: Definition 6.29. A group G is a coarse n-manifold group if it is of type F P Z 2 n and H n (G, Z 2 G) has a non-zero, finite dimensional, G-invariant subspace.
It is shown in [Kle02] that a group G is coarse 2-manifold group if and only if it is virtually a surface group (see also [Bow04] ). The following lemma shows that we may think of coarse n-manifold groups as a generalisation of coarse P D Z 2 n groups. Lemma 6.30. Let G be a group of type F P Z 2 n and let (G, C • ) be a uniformly (n − 1)-acyclic R-metric complex admitting a G-action. Then G is a coarse n-manifold group if and only if there exists a nonzero [α 0 ] ∈Ĥ n c (C • ) and a D ≥ 0 such that G = N D (Mob ([α 0 ], D) ). In particular, if G is a coarse P D Z 2 n group, then it is a coarse n-manifold group. Proof. Suppose that G is a coarse n-manifold group and that F ≤ H n (G, Z 2 G) is a non-zero, finite dimensional, G-invariant subspace. Since Proposition 6.17 and Lemma 6.30 imply that if G is a coarse n-manifold group and G is quasi-isometric to G, then G is also a coarse n-manifold group. We say a space X is a coarse n-manifold space if there exists an (n − 1)-acyclic R-metric complex (X, C • ), an [α 0 ] ∈Ĥ n c (C • ) and a D ≥ 0 such that X = N D (Mob([α 0 ], D) ). Clearly G is a coarse n-manifold group if and only if it is a coarse n-manifold space.
The following Theorem allows one to detect codimension one subgroups from the coarse geometry of a group. The Sageev construction [Sag95] shows that a group has a codimension one subgroup if and only if it acts essentially on a CAT(0) cube complex; in particular such a group cannot have property (T).
Proof. We suppose that G (and hence G ) is not a coarse (n + 1)-manifold group. Let C 1 and C 2 be two essential, coarse disjoint, coarse complementary components of W . Without loss of generality, we may replace C 2 with G\C 1 . We thus obtain the coarse Mayer-Vietoris sequence Remark 6.32. Theorem 6.21 still holds if W is only required to only be a coarse n-manifold space. Similarly, Theorem 6.31 still holds if H is only required to be a coarse n-manifold group. In this more general context, we can weaken our definition of essential components as follows: suppose W is a coarse n-manifold space and C is a coarse complementary component of W . Then we say that C is essential if Remark A.1. Using the metric complex structure of the Rips complex P i (X) from Example 3.5, we see that if σ ∈ C k (P i (X); R) and supp(σ) ⊆ K, then σ ∈ C • (P i (N X i (K)); R). Proof. We define y ∆ := f (p i (∆)) ∈ Y for every ∆ ∈ Σ i .
(1): We proceed by induction. For the base case, we extend the map f • p 0 : Σ 0 → Y to an augmentation preserving map f 0 : C 0 → C 0 (P 0 (Y ); R), which has displacement zero over f .
Let k < n. We assume that there exists some i k = i k (λ) and a chain map f # : (y ∆ )); R) such that ∂ k+1 ω ∆ = f k ∂ k+1 ∆. We define f k+1 (∆) = ω ∆ for each ∆ ∈ Σ k+1 , thus defining a chain map
of (k + 1)-displacement at most M k+1 over f .
(2): We also proceed by induction. If ∆ ∈ Σ 0 , supp(f 0 (∆) − g 0 (∆)) ⊆ N Y r (y ∆ ) thus by Remark A.1, f 0 (∆) − g 0 (∆) ∈ C 0 (P i (N Y r+i (y ∆ )); R). Since f # and g # are both augmentation preserving, f 0 (∆) − g 0 (∆) is a reduced 0-cycle. Thus there is an ω ∆ ∈ C 1 (P λ(i) (N Y µ(i,r+i) (y ∆ ))) such that ∂ω ∆ = f 0 (∆) − g 0 (∆). Letting h 0 (∆) = ω ∆ for each ∆ ∈ Σ 0 , we define a chain homotopy h # : [C • ] 0 → C 1 (P λ(i) (Y ); R) that has 0-displacement µ(i, r + i) over f such that ∂h # + h # ∂ = g # − f # .
Let k < n − 1. We assume there is a j k = j k (i, λ) and a proper chain homotopy h # : [C • ] k → C •+1 (P j k (Y ); R) such that ∂h # + h # ∂ = g # − f # and h # has k-displacement at most N k = N k (i, λ, µ, φ, d) over f . Lemma 3.3 and Remark A.1 tell us that for each ∆ ∈ Σ k+1 ,
where R k := max(φ(d) + N k + i k , r + i k ). Hence there is an ω ∆ ∈ C k+2 (P λ(i k ) (N Y µ(i k ,R k ) (y ∆ )); R) such that ∂ k+2 ω ∆ = h # (∂∆) − g # (∆) + f # (∆). We thus define h k+1 (∆) = ω ∆ for each ∆ ∈ Σ k+1 . Proof. The proof is very similar to the proof of Lemma 3 .22, so we will only outline where the proofs differ. For the base case of (1), we use the fact that p 0 is surjective to find a ∆ ∈ Σ 0 such that p 0 (∆ ) = f (p 0 (∆)) for each ∆ ∈ Σ 0 . We thus define f 0 (∆) = ∆ for each ∆ ∈ Σ 0 and then extend linearly. (2): We apply the method used to prove (1) in each dimension. (3): We inductively modify the chain complex produced in the proof of (1) so that it admits a G-action. The base case is trivial since G acts freely on the zero skeleton of every Rips complex. For the inductive hypothesis, we assume the metric complex C k → · · · → C 0 → 0 admits a free G-action, is µ k -uniformly (k − 1)-acyclic and has k-displacement at most d k . As in the proof of (1), we then construct a finite type free R-module (D k+1 , Σ k+1 , p k+1 ) over X such that D k+1 ∂ − → C k → · · · → C 0 → 0 is a µ -uniformly k-acyclic R-metric complex with (k + 1)-displacement at most d k+1 + P k . Let S := µ (d k+1 + P k + kd k ).
We choose T ⊆ X such that each G-orbit in X contains precisely one element of T . Let Σ k+1 = {(g, t, ρ) ∈ G × T × Σ k+1 | ρ ∈ D k+1 [N S (t)]} and let D k+1 be the free R-module with R-basis Σ k+1 . Then (D k+1 , Σ k+1 , p k+1 ) is a finite type free R-module over X, where the projection map is defined by p k+1 (g, t, ρ) := gt. We define the boundary map ∂ : D k+1 → C k by (g, t, ρ) → g∂ρ. As D k+1 admits a G-action given by g (g, t, ρ) → (g g, t, ρ), we see that
is a metric complex that admits a G-action and has (k + 1)-displacement at most S.
We claim that for every ∆ ∈ Σ k+1 , there exists a∆ ∈ D k+1 such that ∂ ∆ = ∂∆. Indeed, since ∂ has displacement at most d k+1 + P k over the identity, supp(∂∆) ⊆ N d k+1 +P k (p k+1 (∆)). Lemma 3 .10 then tells us that ∂∆ ∈ C k [N d k+1 +P k +kd k (p k+1 (∆))]. There exists a unique g ∈ G and t ∈ T such that p k+1 (∆) = gt; thus g −1 ∂∆ ∈ C k [N d k+1 +P k +kd k (t)]. As g −1 ∂∆ is a reduced k-cycle, there exists a γ ∆ ∈ D k+1 [N S (t)] such that ∂γ ∆ = g −1 ∂∆. We can write γ ∆ = 
Appendix B. Roe's Coarse Cohomology
We will use the technology of coarse cohomology as defined in [Roe93] and [Roe03] . We fix some commutative ring R with unity.
Definition B.1. Let (Y, d) be a bounded geometry metric space. An open cover U is called good if it is locally finite and the closure of each U ∈ U is compact. A sequence U 1 , U 2 , . . . of good covers of Y is said to be an anti-Čech approximation if there exists a sequence of real numbers R n → ∞ such that for all n:
(1) every U ∈ U n has diameter at most R n ; (2) U n+1 has Lebesgue number at least R n , i.e. every set of diameter at most R n is contained in some U ∈ U n+1 .
The nerve |U| of an open cover U of Y is a simplicial complex with vertex set U such that {U 0 , . . . , U n } ⊆ U span an n-simplex if and only if ∩ n i=0 U i = ∅. If U 1 , U 2 , . . . is an anti-Čech approximation, then for every n, U n is a refinement of U n+1 , i.e. every U ∈ U n is contained in some element of U n+1 ; this shows the existence of simplicial inclusion maps |U n | → |U m | for every n ≤ m.
We thus see that {C • c (|U n |; R)} n∈N is an inverse system whose bonds are induced by the inclusion. LetĈ • be the inverse limit of this inverse system. We define HX * (Y ; R) to be the cohomology of this inverse system. Roe shows that HX * (Y ; R) is independent of the
