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Abstract—We design low-complexity error correction coding
schemes for channels that introduce different types of errors
and erasures: on the one hand, the proposed schemes can
successfully deal with symbol errors and erasures, and, on the
other hand, they can also successfully handle phased burst errors
and erasures.
Index Terms—Decoding, generalized Reed–Solomon (GRS)
code, Feng–Tzeng algorithm, phased burst erasure, phased burst
error, symbol erasure, symbol error.
I. INTRODUCTION
Many data transmission and storage systems suffer from
different types of errors at the same time. For example,
in some data storage systems the state of a memory cell
might be altered by an alpha particle that hits this memory
cell. On the other hand, an entire block of memory cells
might become unreliable because of hardware wear-out. Such
data transmission and storage systems can be modeled by
channels that introduce symbol errors and block (i.e., phased
burst) errors, where block errors encompass several contiguous
symbols. Moreover, if some side information is available, say
based on previously observed erroneous behavior of a single
or of multiple memory cells, this can be modeled as symbol
erasures and block erasures.
In this paper, we design novel error correction coding
schemes that can deal with both symbol and block errors and
both symbol and block erasures for a setup as in Fig. 1.
• Every small square corresponds to a symbol in F =
GF(q), where q is an arbitrary prime power. (In applica-
tions, q is typically a small power of 2.)
• All small squares are arranged in the shape of an m× n
rectangular array.
• We say that a symbol error happens if the content of a
small square is altered. We say that a block error happens
if one or several small squares in a column of the array
are altered.1
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1In our setting, we think of the symbol errors and block errors as being
caused by two different mechanisms. In this model, an observer cannot
distinguish a block error from one or multiple symbol errors in the same
column.
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Fig. 1. Array of size m × n with symbol errors/erasures and block
errors/erasures. Here, m = 8, n = 20, and there are symbol errors at positions
(2, 2), (4, 2), and (6, 14), a symbol erasure at position (7, 3), block errors
in columns 5 and 8, and a block erasure in column 16.
• Similarly, we say that a symbol erasure happens if the
content of a small square is erased and we say that a
block erasure happens if all small squares in a column
of the array are erased.2
We can correct such errors and erasures by imposing that
the symbols in such an array constitute a codeword in some
suitably chosen code C of length mn over F . The two main
ingredients of the code C that is proposed in this paper are, on
the one hand, a matrix Hin of size m× (mn) over F , and, on
the other hand, a code C of length n over F . Namely, an array
forms a codeword in C if and only if every row of the array is
a codeword in C once the n columns have been transformed
by n different bijective mappings Fm → Fm derived from
the matrix Hin. The resulting error-correcting coding scheme
has the following salient features:
• It can be seen as a concatenated coding scheme, however
with two somewhat distinctive features. First, multiple
inner codes are used (one for every column encoding),
and, second, all these inner codes have rate one (i.e., the
encoders of these inner codes can be considered to be
column scramblers).
• One can identify a range of code parameters for C
for which (to the best of our knowledge) the resulting
redundancy improves upon the best known.
• One can devise efficient decoders for combinations of
symbol and block errors and erasures most relevant in
practical applications. In particular, these decoders are
more efficient than a corresponding decoder for a suitably
chosen generalized Reed–Solomon (GRS) code of length
mn over F , assuming such a GRS code exists in the first
place. (Finding efficient decoders for the general case is
still an open problem.)
2The positions of the erased symbols and blocks are assumed to be provided
as side information. Thus, the squares contain elements of F (even at the
erased positions), and some of the erased squares might in fact contain correct
values.
2A. Paper Overview
The paper starts in Section II by considering a simplified
version of the above error and erasure scenario and of the
above-mentioned code construction. Namely, in this section
we consider only block errors and erasures, i.e., no symbol
errors or erasures. Moreover, an m×n array forms a codeword
if and only if every row is a codeword in some code C of
length n (i.e., there are no bijective mappings applied to the
columns); in other words, the array code considered is simply
an m-level interleaving of C. Our main purpose of Section II
is laying out some of the ideas and tools that will be used in
subsequent sections; in particular, it is shown how one can take
advantage of the rank of the error array in order to increase
the correction capability of the array code. Nevertheless, the
discussion in Section II-C may be of independent interest in
that it provides a simplified analysis of the decoding error
probability of interleaved GRS codes when used in certain
(probabilistic) channel models.
We then move on to Section III, which is the heart of the
paper and which gives all the details of the above-mentioned
code construction and compares it with other code construc-
tions. Finally, Section IV discusses a variety of decoders for
the proposed codes.
B. Related Work
The idea of exploiting the rank of the error array when
decoding interleaved codes was presented by Metzner and
Kapturowski in [24] and by Haslach and Vinck in [14], [15].
Therein, the code C is chosen to be a linear [n, k, d] code
over F , and, clearly, any combination of block errors can be
corrected as long as their number does not exceed (d− 1)/2.
In [24] and [14], it was further assumed that the set of nonzero
columns in the (additive) m × n error array E over F is
linearly independent over F ; namely, the rank of E (as a
matrix over F ) equals the number of block errors. It was then
shown that under this additional assumption, it is possible to
correct (efficiently) any pattern of up to d − 2 block errors.
Essentially, the linear independence allows to easily locate
the nonzero columns in E, and from that point onward, the
problem reduces to that of erasure decoding. A generalization
to the case where the nonzero columns in E are not necessarily
full-rank was discussed in [15]; we will recall the latter result
in mode detail in Section II-A.
The case where the constituent code C is a GRS code
has been studied in quite a few papers, primarily in the
context where the contents of each block error is assumed
to be uniformly drawn from Fm. In [3], Bleichenbacher et
al. identified a threshold, (m/(m+1))(d−1), on the number
of block errors, below which the decoding failure probability
approaches 0 as d goes to infinity and n/q goes to 0. A
better bound on the decoding error probability was obtained
by Kurzweil et al. [20] and by Schmidt et al. [29], [30]. See
also Brown et al. [5], Coppersmith and Sudan [6], Justesen et
al. [16], Krachkovsky and Lee [19], and Wachter–Zeh et
al. [34].
Turning to the main coding problem studied in this paper—
namely, handling combinations of symbol errors and block
errors—a general solution was given by Zinov’ev [39] and
Zinov’ev and Zyablov [40], using concatenated codes and
their generalizations. Specifically, when using an (ordinary)
concatenated code, the columns of the m× n array are set to
be codewords of a linear [m, k, d] inner code over F , and each
of these codewords is the result of an encoding of a coordinate
of an outer codeword of a second linear [n,K,D] code over
GF(qk). It follows from the analysis in [39] and [40] that any
error pattern of up to ϑ symbol errors and τ block errors can
be correctly decoded, whenever
2ϑ+ 1 ≤ d(D− 2τ) .
Furthermore, such error patterns can be efficiently decoded,
provided that the inner and outer codes have efficient bounded-
distance error–erasure decoders.
Note that (in the nontrivial case) when ϑ > 0, the rate of the
inner code must be (strictly) smaller than 1. This, in turn, im-
plies that the overall redundancy of the concatenated code has
to grow (at least) linearly with n. A generalized concatenated
(GC) code allows to circumvent this impediment. We briefly
describe the approach, roughly following the formulation of
Blokh and Zyablov [4]. Given a number τ of block errors and
a number ϑ of symbol errors that need to be corrected, let the
integer sequences
1 = d0 < d1 < · · · < dv ,
D0 ≥ D1≥ · · · ≥ Dv
satisfy, for every i = 0, 1, . . . , v,
2ϑ+ 1 ≤ di(Di − 2τ) (1)
(thus, D0 ≥ 2(τ + ϑ) + 1 and Dv ≥ 2τ + 1). For i =
1, 2, . . . , v, let Hi be an ri × m parity-check matrix of a
linear [m, ki=m−ri, di] code over F . We further assume that
these codes are (strictly) nested, so that Hi−1 forms a proper
ri−1×m sub-matrix of Hi; the matrix formed by the remaining
ri−ri−1 rows of Hi will be denoted by ∂Hi (we formally define
r0 = 0, along with setting H0 to be an “empty” r0×n matrix).
Then an m×n array over F is a codeword of the generalized
concatenated code, if and only if the following two conditions
hold:
(G1) For i = 1, 2, . . . , v, the (partial) syndromes of the
columns with respect to the partial parity-check matrix
∂Hi form a codeword of a code of length n over F ri−ri−1
with minimum distance Di−1.
(G2) The columns of the array form a codeword of a code of
length n over Fm with minimum distance Dv .
(Note that condition (G2) could be incorporated into condi-
tion (G1) by extending the latter to i = v + 1, with Hv+1
taken as an m ×m (nonsingular) parity-check matrix of the
trivial code {0}. Ordinary concatenated codes correspond to
the case where v = 1 and D0 is the “minimum distance” (> n)
of the trivial code.) It follows from [39] and [40] that the above
array code construction has an efficient decoder that corrects
any pattern of up to τ block errors and up to ϑ symbol errors.
See also [1], [17], [27], [36], and the survey [7].
Recently, Blaum et al. [2] have proposed new erasure-
correcting codes for combined block–symbol error patterns.
