Recently two kinds of HSS-based iteration methods to solve the absolute value equation (AVE) are proposed. In present paper, we focus on developing the CSCSbased methods for solving the absolute value equation (AVE) involving the Toeplitz structure, and propose the Picard-CSCS method and the nonlinear CSCS-like iterative method. With the help of introducing a smoothing approximate function, we give some theoretical analyses for the convergence of the CSCS-based iteration methods for AVE. The advantage of these methods is that they do not require storage of coefficient matrix, and the linear sub-systems can be solved efficiently via fast Fourier transform (FFT). Therefore, computational workloads and computer storage may be saved in actual implementations. Extensive numerical experiments are employed to demonstrate the feasibility, robustness and effectiveness of the CSCS-based methods and to compare with the recent methods.
Introduction
In this study, we consider the absolute value equation (AVE) with non-Hermitian Toeplitz structure of the form Ax − |x| = b, A ∈ C n×n , x, b ∈ C n (1) * E-mail address: guxianming@live.cn † Corresponding author. E-mail address: tingzhuhuang@126.com. Tel.: 86-28-61831608.
The CSCS method
Here let A ∈ C n×n be a non-Hermitian Toeplitz matrix of following form
a 0 a −1 · · · a 2−n a 1−n a 1 a 0 a −1 · · · a 2−n . . . . . . . . . . . . . . . a n−2 · · · a 1 a 0 a −1 a n−1 a n−2 · · · a 1 a 0
i.e., A is constant along its diagonals; see [19, 26] , and B ∈ C n×n be a zero matrix, The general AVE (2) reduced to the system of linear equations
It is well-known that A Toeplitz matrix A possesses a circulant and skew-circulant splitting [17] A = C + S , where
a 0 a −1 + a n−1 · · · a 2−n + a 2 a 1−n + a 1 a 1 + a 1−n a 0 · · · · · · a 2−n + a 2 . . . . . . . . . . . . . . . a n−2 + a 2 · · · · · · a 0 a −1 + a n−1 a n−1 + a −1 a n−2 + a −2 · · · a 1 + a 1−n a 0
and
a 0 a −1 − a n−1 · · · a 2−n − a 2 a 1−n − a 1 a 1 − a 1−n a 0 · · · · · · a 2−n − a 2 . . . . . . . . . . . . . . . a n−2 − a 2 · · · · · · a 0 a −1 − a n−1 a n−1 − a −1 a n−2 − a −2 · · · a 1 − a 1−n a 0
Note that C is a circulant matrix and S is a skew-circulant matrix. A circulant matrix can be diagonalized by the discrete Fourier matrix F and a skew-circulant matrix can be diagonalized by a discrete Fourier matrix with diagonal scaling, i.e.,F = FΩ. That is to say, it holds that
where
and ι is the imaginary unit [26, pp. 37-39] . Λ C and Λ S are diagonal matrices formed by the eigenvalues of C and S , respectively, which can be obtained in O(n log n) operations by using the FFT. Moreover, Ng [22] established the following CSCS iteration method to solve non-Hermitian Toeplitz system of linear equations (3).
Algorithm 1 The CSCS iteration method.
Given an initial guess
where α is a positive constant and I is the identity matrix.
In the matrix-vector form, the CSCS iteration can be equivalently rewritten as
It is easy to see that CSCS is a stationary iterative method obtained from the splitting
On the other hand, we have
Here, M(α) is the iterative matrix of the CSCS method. We remark that the CSCS iteration method is a special case of the NSS iteration method in [7] , which generalizes the HSS iteration method [8] to normal and skew-Hermitian splitting (NSS). When the circulant part C and skew-circulant part S of the coefficient matrix A ∈ C n×n are both positive definite, Ng proved that the spectral radius ρ(M(α)) of the CSCS iterative matrix M(α) is less than 1 for any positive iterative parameters α, i.e., the CSCS iteration method unconditionally converges to the exact solution of Ax = b for any initial guess x (0) ∈ C n ; see [22] .
Two CSCS-based methods for AVE
Motivated by the pioneer works of [24, 25] , we extend the classical CSCS iteration method to two types of CSCS-based methods for solving the AVE (1). These methods will fully exploit the Toeplitz structure to accelerate the computation speed and save storage. Next, we will devote to constructing these two new methods, i.e., the Picard-CSCS iterative method and nonlinear CSCS-like iterative method.
The Picard-CSCS iterative method
Recalling that the Picard iterative method is a fixed-point iterative method and the linear term Ax and the nonlinear term |x| + b are separated [24, 25] , the AVE can be solved by using of the Picard iterative method
We assume that the Toeplitz matrix A is non-Hermitian positive definite. In this case, the next iterate of x (k+1) can be approximately computed by the CSCS iteration by making use of A = B(α) − C(α) as following (see [23] )
where B(α) and C(α) are the matrices defined in the previous section, α is a positive constant, {l k } ∞ k=0 a prescribed sequence of positive integers, and
is the starting point of the inner CSCS iteration at kth outer Picard iteration. This leads to the inexact Picard iteration method, called Picard-CSCS iteration method, for solving the system (1) which can be summarized as following (see [23] ). for k = 0, 1, 2, . . ., using the following iteration scheme until {x (k) } satisfies the following stopping criterion:
Algorithm 2 The Picard-CSCS iteration method
where α is a given positive constant.
(c) Set
The advantage of Picard-CSCS iterative method is obvious. First, the two linear subsystems in all inner CSCS iterations have the same shifted circulant coefficient matrix αI + C and shifted skew-circulant coefficient matrix αI + S , which are constant with respect to the iteration index k. Second, the exact solutions can be efficiently achieved via using fast Fourier transforms (FFTs) in O(n log n) operations [22] . Hence, the computations of the Picard-CSCS iteration method could be much cheaper than that of the Picard-HSS iteration method.
The next theorem provides sufficient conditions for the convergence of the Picard-CSCS method to solve system (1).
Theorem 1 Let
n×n be a non-Hermitian Toeplitz matrix; C and S are the circulant and skew-circulant parts of A given in (3) and (5) 
Proof. The proof uses arguments similar to those in the proof of the convergence theorem of the Picard-HSS iteration method; see [21, 24] . In fact, we only need to replace the Hermitian matrix H and the skew-Hermitian matrix S of the convergence theorem of the Picard-CSCS iteration method by the circulant matrix C and the skew-circulant matrix S , and then obtain the convergence theorem of the Picard-CSCS iteration method.
According to Theorem 1, we see that the Picard-CSCS iteration method to solve the AVE (2) is convergent if the matrix (M − I) [24] for the definition of M )and the sequence l k , k = 0, 1, 2, . . ., is defined as in Theorem 1. Similar to [24] , the residual-updating form of the Picard-CSCS iteration method can be written as following.
Algorithm 3 The Picard-CSCS iteration method (residual-updating variant)
Let A = C + S ∈ C n×n be a non-Hermitian Toeplitz matrix; C and S are the circulant and skew-circulant parts of A given in (3) and (5) for k = 0, 1, 2, . . ., using the following iteration scheme until {x (k) } satisfies the following stopping criterion: 
The nonlinear CSCS-like iteration method
In the Picard-CSCS iteration, the numbers l k , k = 0, 1, 2, . . . of the inner CSCS iterative steps are often problem-dependent and difficult to be determined in actual computations [23] [24] [25] . Moreover, the iterative vector can not be updated timely. Thus, to avoid the defection and still preserve the advantages of the Picard-CSCS iterative method, based on the nonlinear fixed-point equations (αI + C)x = (αI − S )x + |x| + b, and (αI + S )x = (αI − C)x + |x| + b, we propose the following nonlinear CSCS-like iteration method.
Algorithm 4 The nonlinear CSCS-like iteration method
Let A = C + S ∈ C n×n be a non-Hermitian Toeplitz matrix; C and S are the circulant and skew-circulant parts of A given in (3) and (5) and they are both positive definite. Given an initial guess x (0) ∈ C n and compute x (k+1) for k = 0, 1, 2, . . ., using the following iteration scheme until {x (k) } satisfies the following stopping criterion:
Then the nonlinear CSCS-like iterative scheme can be equivalently expressed as
The Ostrowski theorem, i.e., Theorem 10.1.3 in [16] , gives a local convergence theory about a one-step stationary nonlinear iteration. Based on this, Zhu and Zhang established the local convergence theory for the nonlinear CSCS-like iteration method in [23] . However, these convergence theory has a strict requirement that f (x) = |x| + b is Fdifferentiable at a point x * ∈ D such that Ax * − |x * | = b. Obviously, the absolute value function |x| is non-differentiable.
Leveraging the smoothing approximate function introduced in [20] , we can establish the following local convergence theory for nonlinear CSCS-like iterative method. But firstly, we must review this smoothing approximation and its properties, which will be used in the next section.
Define ϕ :
It is clear that ϕ(x) is a smoothing function of |x|, now we give some properties of ϕ(x), which will be used in the next section.
Lemma 1 ( [20]) ϕ(x) is a uniformly smoothing approximation function of |x|, i.e.,
ϕ(x) − |x| ≤ √ n ln 2 · µ.(16)
Lemma 2 ( [20]) For any
Lemma 3 Assume that ϕ :
. Suppose that C and S are the circulant and the skew-circulant parts of the matrix A = C + S given in (1.2) and (1.3), and C and S both are positive definite matrices. Denote by
M(α, x * ) = (αI + S ) −1 (αI − C + ϕ ′ (x))(αI + C)(αI − S + ϕ ′ (x)) and δ = max{ ϕ ′ (x * )(αI + S ) −1 , ϕ ′ (x * )(αI + C) −1 }, ξ = max{ (αI − S )(αI + S ) −1 , (αI − C)(αI + C) −1 }, then ρ(M(α; x * )) < 1 holds; in other word, x ∈ D ⊂ C n
is a point of attraction of the nonlinear CSCS-like iteration, provided
Leveraging the smoothing approximate function ϕ(x) in (14), we define
Then the nonlinear CSCS-like iterative scheme can be equivalently expressed as (19) 
Proof. First, we give the well-known inequality |s| − |t| ≤ |s − t|, s, t ∈ C and the result (αI − C)(αI + C) −1 < 1 achieved in [22] . Then based on iterative scheme (14) and (19), we obtain
This completes the proof. ✷
Theorem 3 Assume that the conditions of Theorem 2 are satisfied. Denoted by
is less than 1, where
and D is the the Jacobian of ϕ(x) at x * ∈ N(x * ) ⊂ D ⊂ C n defined in (17) , provided that
That is to say, for any initial guess
produced by the nonlinear CSCS-like iteration method converges to x * , or x * is a point of attraction of the ninlinear CSCS-like iteration, provided the condition (20) .
Proof. For ∀ε > 0, We only need to prove
where Θ(x (k) ) is defined in (14) andΘ(x (k) ) is defined in (19) . Via using the Theorem 2, the former part Θ(
As the uniformly smoothing approximation function ϕ(x) of |x| is F -differentiable at a point x * ∈ D such that Ax * − |x * | = b, according Lemma 3, x * is a point of attraction of the nonlinear CSCS-like iteration, that is the second part in (21)
holds for ∀ε, provided ρ(M(α; x * )) < 1. Next we prove ρ(M(α; x * )) < 1. Via straightforward computations we have
where D is the Jacobian of the smoothing approximation function ϕ(x) at x * , also since
We obtain
Now, under the condition δ < 1 − ξ, we easily obtain ρ(M(α; x * )) ≤ M(α; x * ) < 1. ✷ Remark 1. An attractive feature of the nonlinear CSCS-like iterative method is that it avoids the use of the differentiable in actual iterative scheme, although we employe it in the convergence analysis. Thus, the smoothing approximate function ϕ(x) in (15) is not necessary in actual implementation. At the end of this subsection, we remark that the main steps in nonlinear CSCS-like iteration method can be alternatively reformulated into residual-updating form similar to those in the Picard-CSCS iterative method as follows.
Algorithm 5 (The nonlinear CSCS-like iteration method (residual-updating variant)
Numerical results
In this section, the numerical properties of the Picard-CSCS and the nonlinear CSCSlike methods are examined and compared experimentally by a suit of test problems. All the tests are performed in MATLAB R2011b on Intel(R) Pentium(R) CPU G640 @ 2.80 GHz and 4.00 GB of RAM, with machine precision 10 −16 , and terminated when the current residual satisfies
where x (k) is the computed solution by each of the methods at iterate k, and a maximum number of the iterations 1000 is used.
In addition, the stopping criterion for the inner iterations of the Picard-CSCS method are set to be
where l k is the number of the inner iteration steps and η k is the prescribed tolerance for controlling the accuracy of the inner iterations at the k-th outer iterate. If η k is fixed for all k, then it is simply denoted by η.
In our numerical experiments, we use the zero vector as the initial guess, the accuracy of the inner iterations η k for Picard-CSCS iterative method is fixed and set to 0.1, and the right-hand side vector b of AVE (1) is taken in such a way that the vector x = (x 1 , x 2 , . . . , x n ) T with [15] and using parallel computing, the numerical results of the Picard-CSCS and the nonlinear CSCS-like iteration methods must be better.
In actual computations, we adopt the optimal parameters α HSS = √ λ min λ max given in [8, 14] for the Picard-HSS and the nonlinear HSS-like methods, where λ max and λ min are the lower and the upper bounds for the eigenvalues of the Hermitian part H of the coefficient matrix A, and adopt the optimal parameters σ CSCS given in Theorem 2 in [22] for the Picard-CSCS and the nonlinear CSCS-like methods. Note that they only minimize the bound of the convergence factor of the iteration matrix, but not the spectral radius of the iteration matrix. Admittedly, the optimal parameters σ * are crucial for guaranteeing fast convergence speeds of these parameter-dependent iteration methods, but they are generally very difficult to be determined.
Conclusions
In this paper we have studied two CSCS-based methods for solving the AVE with non-Hermitian Toeplitz structure. Two CSCS-based iterative methods are based on separable property of the linear term Ax and nonlinear term |x| + b as well as the circulant and skew-circulant splitting (CSCS) of involved non-Hermitian definite Toeplitz matrix A. By leveraging the smoothing approximate function, the locally convergence have been analysed. Further numerical experiments have shown that the Picard-CSCS and the nonlinear CSCS-like iteration methods are feasible and efficient nonlinear solvers for the AVE. Moreover, In particular, the nonlinear CSCS-like method often does better than the Picard-CSCS method to solve AVE is that the smoothing approximate function is introduced in the convergence analysis although is avoid in implement algorithm. Hence, to find a better theoretical proof for CSCS-like will be a topics and suitable relaxation accleration techniques [7] in the future research.
