Abstract. In commutative di erential geometry the Fr olicher-Nijenhuis bracket computes all kinds of curvatures and obstructions to integrability. In 3] the Fr olicherNijenhuis bracket was developped for universal di erential forms of non-commutative algebras, and several applications were given. In this paper this bracket and the Fr olicher-Nijenhuis calculus will be developped for several kinds of di erential graded algebras based on derivations, which were indroduced by 6].
Introduction
There are several generalizations of the di erential calculus of di erential forms in the non-commutative setting 4], 12], 13], 6], 3]. We concentrate here on the di erential calculus based on derivations as generalizations of vector elds, 6].
Let us recall what are the the relevant notions of di erential forms in this context. Let A be an associative algebra with a unit 1. As usual we think of A as a generalization of an algebra of smooth functions. Then it is natural to consider the Lie algebra Der(A) of all derivations of A with values in A, i.e. of all in nitesimal automorphisms of A, as a generalization of the Lie algebra of vector elds. Alternatively, for an`invariant' theory one may prefer to use the Lie algebra Out(A) of all derivations of A modulo the inner derivations. Then Out(A) is Morita invariant and it also coincides with the Lie algebra of all vector elds in case that A is the algebra of smooth functions on a manifold. As for the commutative case (see 14] ) the notions of di erential forms can be extracted from the di erential algebra C(Der(A); A) of Chevalley-Eilenberg cochains of the Lie algebra Der(A) with values in the Der(A)-module A. There are then two natural generalizations of the graded di erenial algebra of di erential forms: A minimal one, Der (A), which is the smallest di erential subalgebra of C(Der(A); A) which contains A = C 0 (Der(A); A). And a maximal one, Der (A) = C Z(A) (Der(A); A), which consists of all cochains in C(Der(A); A) which are module homomorphisms for the module structure of Der(A) over the center Z(A) of A. In order to pass to the corresponding notions for Out(A) we notice that there is a canonical operations, in the sense of H. Cartan 1], 2], X 7 ! i X for X 2 Der(A), of the Lie algebra Der(A) in the graded di erential algebra C(Der(A); A). Both Der (A) and Der (A) = C Z(A) (Der(A); A) are stable under this operation and we de ne Out (A) and Out (A) to be the di erential subalgebras of Der (A) and Der (A) consisting of all elements which are basic with respect to the corresponding operation of the ideal Int(A) of inner derivations of Der(A); one de nes similarly C Out(A) (Der(A); A). These graded di erential algebras are also obvious generalizations of di erential forms. Notice, however, that in contrast to Der (A) and Der (A) there is in general no di erential calculus starting with A in these algebras, since they do not contain A but merely its center Z(A) = 0 Out (A) = 0 Out (A) = C 0 Out(A) (Der(A); A). The di erential algebra C Out(A) (Der(A); A) turns out out to be the di erentail algebra C(Out(A); Z(A)) of all cochains of the Lie algebra Out(A) with values in the center Z(A), which is an Out(A)-module. Under this identi cation Out (A) becomes the di erential algebra C Z(A) (Out(A); Z(A)) of Z(A)-multilinear cochains. This implies that Out (A) is a Morita invariant generalization of the di erential algebra of di erential forms. C(Out(A); Z(A)) is of course also Morita invariant.
We shall develop the theory in several directions. Firstly, we shall show that the derivation d : A ! 1 Der (A) is universal for the derivations of A in a category of bimodules containing all bimodules which are isomorphic to sub bimodules of arbitrary products of A considered as a bimodule.: As suggested by A. Connes, we call these last bimodules diagonal bimodules. This means that when one restricts attention to the above catory of bimodules containing the diagonal ones, the universal property of the universal derivation d : A ! 1 (A) factors through the canonical surjective bimodule homomorphism : 1 (A) ! 1 Der (A).
Secondly, we shall generalize for these di erential forms the Fr olicher-Nijenhuis calculus for vector valued di erential forms. As generalization of the space of vector valued di erential forms we shall consider Der(A; Der (A)) in the case of Der (A), and Der(A; Der (A)) in the case of Der (A), etc. For the universal di erential envelopping algebra (A) of A, the generalization of the Fr olicher-Nijenhuis bracket has already been introduced on Der(A; ( A)) in 3], and we shall also de ne such a generalization for Der(A; C(Der(A); A)) = C(Der(A); Der(A)). The generalizations proposed are natural, so that under the sequence of homomorphisms and inclusions of graded di erential algebras (A) ! Der (A) Der Moreover we present here a novel approach to the Fr olicher-Nijenhuis bracket, which uses the Chevalley coboundary operator for the adjoint representation and which works also in other situations, see the proofs of 5.7 and 5.8.
Since it is useful to have a theory which is well suited to topological algebras we develop from the beginning the whole theory in the setting of convenient vector spaces as developped by Fr olicher and Kriegl. The reasons for this are the following: If the non-commutative theory should contain some version of di erential geometry, a manifold M should be represented by the algebra C 1 (M; R) of smooth functions on it. The simplest considerations of groups need products, and C 1 (M N; R) is a certain completion of the algebraic tensor product C 1 (M; R) C 1 (N; R). Now the setting of convenient vector spaces o ers in its multilinear version a monoidally closed category, i.e. there is an appropriate tensor product which has all the usual (algebraic) properties with respect to bounded multilinear mappings. So multilinear algebra is carried into this kind of functional analysis without loss. The theory of convenient vector spaces is sketched in the rst section 2.
We note that all results of this paper also hold in a purely algebraic setting: Just equip each vector space with the nest locally convex topology, then all linear mappings are bounded.
2. Convenient vector spaces 2.1. The traditional di erential calculus works well for Banach spaces. For more general locally convex spaces a whole ock of di erent theories were developed, each of them rather complicated and none really convincing. The main di culty is that the composition of linear mappings stops to be jointly continuous at the level of Banach spaces, for any compatible topology. This was the original motivation for the development of a whole new eld within general topology, convergence spaces.
Then in 1982, Alfred Fr olicher and Andreas Kriegl presented independently the solution to the quest for the right di erential calculus in in nite dimensions. They joined forces in the further development of the theory and the (up to now) nal outcome is the book 9]. See also the forthcoming book 17], or 15], 16] for the material presented in this section.
The appropriate spaces for this di erential calculus are the convenient vector spaces mentioned above. In addition to their importance for di erential calculus these spaces form a category with very nice properties.
In this section we will sketch the basic de nitions and the most important results concerning convenient vector spaces and Fr olicher-Kriegl calculus. All locally convex spaces will be assumed to be Hausdor .
2.2. The c 1 -topology. Let E be a locally convex vector space. A curve c : R ! E is called smooth or C 1 if all derivatives exist (and are continuous) -this is a concept without problems. Let C 1 (R; E) be the space of smooth curves. It can be shown that C 1 (R; E) does not depend on the locally convex topology of E, only on its associated bornology (system of bounded sets).
The nal topologies with respect to the following sets of mappings into E coincide:
(1) C 1 (R; E). 2.7. As we will need it later on we describe the completion in a special situation: Let E be a locally convex space with completion i : E !Ẽ, f : E ! E a bounded projection andf :Ẽ !Ẽ the prolongation of i f. Thenf is also a projection and f(Ẽ) = ker(Id ?f) is a c 1 -closed and thus convenient linear subspace ofẼ. Using that f(E) is a direct summand in E one easily shows thatf(Ẽ) is the completion of f(E). This argument applied to Id ? f shows that ker(f) is the completion of ker(f).
2.8. Structure on C 1 (E; F). We equip the space C 1 (R; E) with the bornologication of the topology of uniform convergence on compact sets, in all derivatives separately. Then we equip the space C 1 (E; F) with the bornologi cation of the initial topology with respect to all mappings c : C 1 (E; F) ! C 1 (R; F), c (f) := f c, for all c 2 C 1 (R; E). 2.9. Lemma. For locally convex spaces E and F we have:
(1) If F is convenient, then also C 1 (E; F) is convenient, for any E. The space L(E; F) is a closed linear subspace of C 1 (E; F), so it is convenient also. ins : E ! C 1 (F; E F); ins(x)(y) = (x; y): ( )^: C 1 (E; C 1 (F; G)) ! C 1 (E F; G);f(x; y) = f(x)(y): ( ) _ : C 1 (E F; G) ! C 1 (E; C 1 (F; G)); g(x)(y) = g(x; y): comp : C 1 (F; G) C 1 (E; F) ! C 1 (E; G)
2.12. Theorem. Let E and F be convenient vector spaces. Then the di erential
exists and is linear and bounded (smooth). Also the chain rule holds:
2.13. The category of convenient vector spaces and bounded linear maps is complete and cocomplete, so all categorical limits and colimits can be formed. In particular we can form products and direct sums of convenient vector spaces. For convenient vector spaces E 1 , : : : ,E n and F we can now consider the space of all bounded n-linear maps, L(E 1 ; : : : ; E n ; F), which is a closed linear subspace of C 1 ( Q n i=1 E i ; F) and thus again convenient. It can be shown that multilinear maps are bounded if and only if they are partially bounded, i.e. bounded in each coordinate and that there is a natural isomorphism (of convenient vector spaces) L(E 1 ; : : : ; E n ; F) = L(E 1 ; : : : ; E k ; L(E k+1 ; : : : ; E n ; F)) 2.14. Theorem. On the category of convenient vector spaces there is a unique tensor product~ which makes the category symmetric monoidally closed, i.e. there are natural isomorphisms of convenient vector spaces L(E 1 ; L(E 2 ; E 3 )) = L(E 1~ E 2 ; E 3 ), E 1~ E 2 = E 2~ E 1 , E 1~ (E 2~ E 3 ) = (E 1~ E 2 )~ E 3 and E~ R = E.
The tensor product can be constructed as follows: On the algebraic tensor product put the nest locally convex topology such that the canonical bilinear map from the product into the tensor product is bounded and then take the completion of this space.
2.15. Remarks. Note that the conclusion of theorem 2.10 is the starting point of the classical calculus of variations, where a smooth curve in a space of functions was assumed to be just a smooth function in one variable more.
If one wants theorem 2.10 to be true and assumes some other obvious properties, then the calculus of smooth functions is already uniquely determined.
There are, however, smooth mappings which are not continuous. This is unavoidable and not so horrible as it might appear at rst sight. For example the evaluation E E 0 ! R is jointly continuous if and only if E is normable, but it is always smooth. Clearly smooth mappings are continuous for the c 1 -topology. For Fr echet spaces smoothness in the sense described here coincides with the usual notion of C 1 . 2.17. Remark. In the following all spaces will be convenient spaces, and all multilinear mappings will be bounded, even if not stated explicitly. This includes the purely algebraic theory, where one just equips each vector space with its nest locally convex topology, because then each multilinear mapping is bounded automatically. We consider now the (Chevalley) graded di erential algebra of g with coe cients in A, which is given as follows. Let C k (g; A) := L k skew (g; A) denote the convenient vector space of all bounded k-linear (over R) skew symmetric mappings g k ! A. 
. An element 2 A is called horizontal with respect to g whenever i X = 0 for all X 2 g; it is called invariant with respect to g if L X = 0 for all X 2 g; and is called basic if it is both horizontal and invariant.
The convenient space A H of horizontal elements of A is a graded subalgebra of A which is stable under L X for all X 2 g. The convenient space A I of all invariant elements is a graded di erential subalgebra of (A; d), and the convenient space A B of all basic elements is a graded di erential subalgebra of A I , thus also of A. Then for the graded commutator we have and from (2) and (4) we get
By a straightforward direct computation one checks that
The expression L^(L)! looks like the`wedge' product in 5.1 to the derivation i K of degree k. So we may apply lemma 5.2 and get
By a straightforward combinatorial computation one can check directly from the de nitions that the following formula holds:
oreover it is obvious that
e have to show that (6) equals (7). This follows now by using (8) , twice (9), twice (10), (11) 
Proof. The two equations are obviously equivalent by graded skew symmetry, and the second one follows by inserting the following formulas, all from 5.7: expand the equation by (4), (2), and use then (10).
5.9. Remark. As formal consequences of lemma 5.8 we get the following fomulae:
Each summand of this formula looks like a semidirect product of graded Lie algebras, but the mappings 
The algebraic meaning of these relations and its consequences in group theory have been investigated in 19] . The corresponding product of groups is well known to algebraists under the name`Zappa-Szep'-product.
Moreover the Chevalley coboundary operator is a homomorphism from the So if K; K] = 0 then the image of K is a Lie subalgebra of Der(A). If K is moreover a projection, K K = K, then also the kernel is a Lie subalgebra. In this case one could view K as a`connection' and could say that the kernel and the image of K are`involutive subbundles' whose`curvatures vanish', compare with 3], section 5. We shall elaborate on this topic in a later paper. ], which is a closed graded di erential ideal in ( (A); d) by a short computation. It is part of an obvious ltration which leads to a spectral sequence, see also 6]. The image of the homomorphism is denoted by ( Der (A); d) and it will be equipped with with the quotient structure of a convenient vector space, which is a ner structure than that induced from C Z(A) (Der(A); A). Note that Der (A) is not functorial in A in general; its convenient structure makes it useful as a source for constructions. P n a n~ b n 2 A~ A which satisfy P n a n :c:b n = 0 for each c 2 A.
Taking c = 1 in ( We also see that 1 a?a 1 The proof of this theorem will ll the rest of this section 8. 
8.4. Lemma. For K 2 Der(A; k+1 Der (A)) we havej K (F 1 ( l (A))) = 0 for all l.
Proof. We do induction on l + k. For l = 0 we have F 1 (A) = 0, so the assertion holds. If k = ?1 then K = X 2 Der(A) and we havej X (F 1 ( l (A))) = (j X (F 1 ( l (A)))) (F 1 ( l (A))) = 0. Now for the induction step we take ' 2 F 1 ( l (A)), so that j X 1 : : : j X l ' = 0 for all X i 2 Der(A). 
