Background {#Sec1}
==========

Nanoscopic magnetic tunnel junction in STM {#Sec2}
------------------------------------------

Spin-polarized scanning tunneling microscopy and spectroscopy (spin-STM/S) is a magnetic imaging technique with an ultimate lateral resolution on the atomic scale \[[@CR1]--[@CR4]\], which is suitable for probing magnetism in ferromagnetic nanostructures \[[@CR5]--[@CR7]\] and in antiferromagnets \[[@CR8]--[@CR10]\]. Figure [1](#Fig1){ref-type="fig"}a schematically describes electron tunneling in spin-STM. Electrons carry spin as well as charge, thus the electron tunneling is spin dependent \[[@CR11]--[@CR13]\]. When magnetically ordered materials are used for both tip and sample, the tunneling current depends on the magnetic order parameters of both tip and sample (here the local magnetization, ***M*** ~T~ and ***M*** ~S~, respectively). In addition, spin-STM under an external field μ~0~ *H* allows to control the orientations of ***M*** ~T~ and ***M*** ~S~. This is the basis to use spin-STM, undoubtedly, to perform a 'magnetic tunneling junction' (MTJ) experiment on the single atom level.Fig. 1Tunneling in spin-polarized scanning tunneling microscopy. **a** A schematic illustration of the tunneling current between a magnetic sample and a magnetic tip in scanning tunneling microscopy (STM) in an external magnetic field μ~0~ *H*. **b**, **c** A simplified picture of spin-polarized tunneling within a hypothetical spin-split density of states model in parallel (*P*) and antiparallel (*AP*) magnetization orientations. The spin orientation of the tunneling electrons is assumed to be conserved during tunneling, i.e., spin-up electrons always tunnel into spin-up states and spin-down electrons always tunnel into spin-down states. Arrows (*bottom*) indicate the DOS of spin-up and spin-down electrons. The spin direction is antiparallel to the magnetic moment \[[@CR64]\]. *M* ~T~ and *M* ~S~ (*top arrows*) denote the magnetization orientation of tip and sample, respectively. **b** *P* and **c** *AP* alignment of tip and sample magnetization(Reprinted from \[[@CR4]\] with permission from American Physical Society (Copyright 2014))

A spatially resolved measurement of the differential conductance d*I*/d*V* of the tunnel current provides a spatial map of electronic information relevant to the local magnetic order. Figure [1](#Fig1){ref-type="fig"}b, c are schematics describing the spin-dependent tunneling in (b) parallel (*P*) and (c) antiparallel (*AP*) configurations between ***M*** ~T~ and ***M*** ~S~. The electronic density of states (DOS) of ferromagnets splits up into majority (*n* ^↑^)- and minority (*n* ^↓^)-spin DOSs due to exchange interaction between electrons \[[@CR14]\], giving rise to the spin polarization *P*(*E*) at a given energy *E.* $$\documentclass[12pt]{minimal}
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Assuming (a) identical DOSs for both sample and tip and (b) conservation of spin orientation during the tunneling process, the schematic implies that the tunneling current will depend on the magnetization configurations (*P* or *AP*), as depicted by the thickness of the curved black arrows. It is plausible that one can derive the contribution arising from the spin-polarization *P*(*E*) explicitly in the mathematical formula of the tunneling phenomena. Thereby, it is instructive to write the tunneling current at the tip position ***R*** ~T~ as$$\documentclass[12pt]{minimal}
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Spin-dependent differential conductance d*I*/d*V* in spin-STS {#Sec3}
-------------------------------------------------------------

Wortmann et al. developed a theoretical description of the tunneling current in spin-STM \[[@CR15]\]. According to Bardeen's approach \[[@CR16]\], the tunneling current is written as$$\documentclass[12pt]{minimal}
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The authors also introduced the 'magnetization density of states' ***m***(*E*) to account for the decisive role of the relative orientation between ***M*** ~T~ and ***M*** ~S~ in the tunneling of spin-STM,$$\documentclass[12pt]{minimal}
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The differential conductance d*I*/d*V* measurement in the spin-STS provides a quantity which is directly correlated to the projection of the spin-DOS of the sample onto that of the tip at the tip position ***R*** ~T~. Recalling the description of Eq. [2](#Equ2){ref-type=""}, and using a set of algebraic processes \[[@CR15]\], the Eq. [6](#Equ6){ref-type=""} gives$$\documentclass[12pt]{minimal}
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Experimental approach {#Sec4}
---------------------

The experiments were performed in situ in an ultra-high vacuum (UHV) chamber (base pressure \<1 × 10^−11^ mbar) equipped with a liquid He cooled scanning tunneling microscope operating at 10--30 K and a superconducting magnet for field of up to 7 T normal to the sample surface \[[@CR4], [@CR18]\].

### Co and Fe nanostructures on Cu(111) {#Sec5}

Here we focus on biatomic-layer-high (BLH) Co, Fe, and Fe-decorated Co (Fe\|Co) islands on Cu(111) \[[@CR7], [@CR18]--[@CR20]\]. Figure [2](#Fig2){ref-type="fig"}a schematically illustrates the sample preparation procedure. It results in 3 types of BLH islands schematically depicted in Fig. [2](#Fig2){ref-type="fig"}b: First, a sub-monolayer (ML)-equivalent Co deposition at room temperature (RT) forms Co islands as shown in Fig. [2](#Fig2){ref-type="fig"}c. Constant current STM (CC-STM) image of the sample surface formed by 0.5 ML-equivalent Co reveals an island height of \~4 Å, indicative of BLH Co. The islands have a lateral dimension ranging from 5 to 30 nm. Second, the sequential deposition of first sub-MLs of Co (0.24 ML) and then Fe (0.28 ML) at RT formed two types of islands (Fig. [2](#Fig2){ref-type="fig"}d): (1) pure BLH Fe island; (2) BLH Fe\|Co island, where Co forms the core and Fe surrounds the Co perimeter. We performed spin-polarized STM and STS on individual islands for all three types of islands.Fig. 2Preparation of biatomic-layer-high Co and Fe nanoislands on Cu(111). **a** An illustration showing the sample preparation. A submonolayer (sub-ML) of Co was deposited first on the Cu(111) substrate. Then a sub-ML of Fe was deposited subsequently. **b** CC-STM image of the sample surface after Co deposition of an amount equivalent to 0.5 ML. (50 × 50 nm^2^; *V* ~b~ = 0.1 V; *I* ~set~ = 2 nA). **c** STM image of the sample surface after 0.24 ML Co deposition followed by subsequent 0.28 ML Fe deposition. (50 × 50 nm^2^; *V* ~b~ = --0.3 V; *I* ~set~ = 3 nA). **d** A cartoon showing the lateral structures of 3 types of the nanoislands obtained by the sample preparation process illustrated in a. e, Differential conductance d*I*/d*V* curves measured by scanning tunneling spectroscopy (STS) at the positions marked 1--5 in **c**. *Position mark* in **c** and corresponding d*I*/d*V* curve in **d** of each STS measurement share the same color code

### Spectroscopic identification of element-specific electronic structures of nanoislands {#Sec6}

We discriminate different surface regions (Co, Fe, and Cu) in the STM images (Fig. [2](#Fig2){ref-type="fig"}c and d) by differences in apparent heights. Those regions are also identified spectroscopically by local STS measurements. Figure [2](#Fig2){ref-type="fig"}e shows five STS spectra measured at the positions indicated by the numbers 1--5 in Fig. [2](#Fig2){ref-type="fig"}d, where the same color code is used. Spectra 1 and 3 exhibit the onsets of the surface states of Cu(111) \[[@CR21]\] and the 3*d* ~z2~-minority state of Co \[[@CR22]\] at the respective characteristic bias voltages *V* ~b~ = −0.4 and −0.3 V. STS identifies two electronically different Fe regions. BLH Fe on Cu(111) has two structurally and electronically different phases \[[@CR23], [@CR24]\]. Spectrum 4 shows a dominant peak at −0.39 V and a small peak at −0.03 V. This is the signature of the electronic structure of BLH Fe in fcc-stacking \[[@CR24]\]. Spectrum 5 shows a peak at −0.22 V, and it is almost indistinguishable from the spectrum measured at position 2 in the pure Fe island. These spectra indicate BLH Fe in bridge-site-stacking of topmost Fe atoms \[[@CR23], [@CR24]\].

### Spin-polarized STM/S and d*I*/d*V* mapping {#Sec7}

For non-magnetic STM/S measurements, we used electrochemically etched W tips. For spin-STM/S, we used either Fe-coated W tips \[[@CR19]\] or Cr/Co-coated W tips \[[@CR5], [@CR7], [@CR25]\]. Details of the sample and tip preparations are described in Refs. \[[@CR7]\] and \[[@CR19]\]. STS spectra were measured by employing a lock-in technique with a modulation *V* ~b~ at a frequency *v* = 4 kHz and a root-mean-square amplitude of 20 mV to detect the tunnel current *I*(*V*) and the differential conductance d*I*/d*V* simultaneously. In order to obtain the switching field *H* ~sw~ of an individual island, the differential conductance magnetic hysteresis loop d*I*/d*V*(*H*) was measured at the center of the Co core of the island with an external field μ~0~ *H* sweep up to 3 T. The *H* ~sw~ of the island was extracted from the sharp drop of the signal in the d*I*/d*V*(*H*) hysteresis loop. For a simultaneous measurement of CC-STM and spin-polarized d*I*/d*V* images, we utilized the spectroscopic mapping technique under an external magnetic field. The field value and the field history is chosen such that at the same field value *AP* and *P* magnetization configurations are realized. After taking STS spectrum at each location of a scan for varying the bias voltage, we extract the d*I*/d*V* signal for every pixel at a given energy. Thus, we obtain energy-resolved d*I*/d*V* maps of an island for both *AP* and *P* magnetization configurations. To obtain a spatial resolution on the atomic scale (\<2 Å), we chose a pixel number larger than 150 × 150 for a 25 × 25 nm^2^ image size. This corresponds to a measurement time of 12 h order for a spectroscopic map.

Field dependence of differential conductance in spin-stm {#Sec8}
========================================================

Spin-STM of Co nanoislands on Cu(111) {#Sec9}
-------------------------------------

Figure [3](#Fig3){ref-type="fig"}a shows a STM image of typical BLH Fe\|Co islands on Cu(111). The Co core regions of the islands are enclosed by dotted lines and labeled by '1' and '2', \[[@CR19]\]. The crosses mark the location of the d*I*/d*V* measurements. Spin-STM measurements were carried out using Fe-coated W tips in an external magnetic field μ~0~ *H*, as schematically illustrated in Fig. [3](#Fig3){ref-type="fig"}b, at a sample temperature of 10 K.Fig. 3Magnetic hysteresis of d*I*/d*V* in spin-polarized STM/S. **a** STM image of two triangular Co cores of Fe-decorated Co islands on which the magnetic-field-dependent d*I*/d*V* were measured. The inset shows the apparent STM height profile along the white solid line. (*V* ~b~ = −0.2 V; *I* ~set~ = 1 nA). **b** A schematic of spin-STM measurement on a bilayer Co island in an external magnetic field μ~0~ *H*. **c** A set of d*I*/d*V* curves measured under a varying μ~0~ *H* ~ext~ at the position "1" marked in a. (*V* ~stab~ = 0.5 V; *I* ~stab~ = 1 nA). **d** Magnetic hysteresis extracted from the field dependence of d*I*/d*V* values at *V* ~b~ = −0.85 V (**c**)(Reprinted from \[[@CR19]\] with permission from American Institute of Physics (Copyright 2013))

Figure [3](#Fig3){ref-type="fig"}c shows the STS spectra measured at the center of Co core 1, as marked by the red cross in Fig. [3](#Fig3){ref-type="fig"}a, under varying μ~0~ *H* along the surface normal. The STS spectra show at all field values the sharp 3*d* ~z2~-related electronic state of Co near *V* ~b~ = −0.3 V \[[@CR22]\], as indicated by the black vertical arrow. Shape and amplitude of the spectra change with magnetic field. We identify a bias voltage *V* ~b~ = −0.87 V, which gives a clear field-dependent change of the d*I*/d*V* signal. Figure [3](#Fig3){ref-type="fig"}d shows the d*I*/d*V* hysteresis loop extracted from the d*I*/d*V* values at *V* ~b~ = −0.87 V. The hysteresis loop consists of butterfly-shaped curves, which are symmetric about the vertical axis \[[@CR25], [@CR26]\]. The sudden drop of the signal at ±1.6 T indicates the switching of the magnetization direction of the Co core \[[@CR6]\]. A gradual change of the d*I*/d*V* signal is observed in the field range below the switching field *H* ~sw~, implying that the out-of-plane component of the tip magnetization varies with the external field \[[@CR25]\].

Probing methods of spin-STM {#Sec10}
---------------------------

### Spin-polarized tips {#Sec11}

Spin-polarized tips are an important ingredient for spin-STM. Several experimental schemes for obtaining spin-polarized tips have been proposed, which were already realized in planar tunnel junctions: (1) magnetic materials \[[@CR13], [@CR27]--[@CR29]\], (2) optically pumped GaAs \[[@CR30]\], and (3) superconducting materials in magnetic fields \[[@CR11], [@CR12], [@CR31], [@CR32]\] have been used in spin-dependent transport measurements.

### Modulation of tip magnetization method {#Sec12}

A mode of spin-STM operation, where a tiny coil is used for periodically switching the tip magnetization back and forth, was introduced by Wulfhekel et al. \[[@CR33]\]. If the modulation frequency exceeds the cutoff frequency of the feedback loop, the measured signal becomes proportional to the local magnetization of the sample. This method can effectively separate topographic and electronic from magnetic contrast effects for a given sample bias. However, this approach appears to be highly demanding and time consuming compared to the simple measure of the STM signal using a spin-polarized tip. Another limitation of this method is that ferromagnetic tips have to be used, which is not free from the effect of its stray field on the measured magnetic contrast. Despite, recently near-atomic resolution has been achieved on a reconstructed Mn film epitaxially grown on a Fe(001) substrate using the modulated tip magnetization mode \[[@CR34]\].

### Tunneling anisotropic magnetoresistance (TAMR) effect {#Sec13}

There are some reports which claim to observe spin-contrast for tips with no spin-polarization \[[@CR35]--[@CR37]\]. In principle the tunnel current---even from a non-spin-polarized tip---depends on the magnetization direction of the sample and a magnetic contrast is feasible. This tunneling anisotropic magnetoresistance (TAMR) has been reported for W-tips. The significance of TAMR for spin-STM is difficult to judge, as material exchange form the magnetic sample onto the tip cannot be excluded exclusively.

Tips made of magnetic materials {#Sec14}
-------------------------------

All results presented in this review were obtained using tips of magnetic materials. Common ways of preparing tips of magnetic materials are either coating W-tips with magnetic materials or direct electrochemical etching of bulk magnetic materials \[[@CR38], [@CR39]\]. Using a bulk antiferromagnetic material such as Cr \[[@CR25], [@CR26]\] or MnNi diminishes the magnetic stray field emanating from the tip \[[@CR40]--[@CR43]\].

### W tips coated by magnetic materials {#Sec15}

A few sequential steps are applied to obtain Fe \[[@CR19], [@CR20]\], Cr \[[@CR25]\], Cr/Co \[[@CR5], [@CR7], [@CR25]\] -coated W tips: (1) ex situ preparation of W tips through electrochemical etching in 1.5 M NaOH solution. (2) flash heating of the etched W tip at a temperature above 2200 °C under UHV conditions to remove contaminants and W-oxides, and to partially crystallize the tip apex. (3) deposition of magnetic materials, such as Fe (40 AL-equivalent), Cr (20--100 AL-equivalent), or Co (40 AL-equivalent) followed by Cr (40 AL-equivalent) onto W tip apices for Fe-W, Cr-W, or Cr/Co-W tips, respectively. This deposition is followed by post-annealing at a mild temperature around 400 °C to recrystallize each magnetic coating for a stable structural phase at the tip apex. (4) in situ microscopic preparation by application of voltage pulses between tip and sample with a duration of typically a few ms to shape the tip apex. Just after each voltage pulse, the tip was tested by STS measurement on a surface with well-known spectroscopic features, such as the surface states of Cu(111) and bilayer Co island. The proper d*I*/d*V* signal indicates that the tip is usable in spin-STM measurements.

### Cr-bulk tips {#Sec16}

The tip was made of polycrystalline Cr rods with a nearly square cross section of 0.7 × 0.7 mm^2^ obtained by cutting a 99.99% Cr foil (from Super Conductor Materials). The Cr rod was electrochemically etched in 1.5 M NaOH solution, following the procedure reported in Ref. \[[@CR38]\] and then it was directly transferred into the STM. The only in situ preparation step was the application of voltage pulses on the Cu(111) surface to shape the apex \[[@CR26]\].

### Characterization of tips by field emission microscopy (FEM) {#Sec17}

In the field emission microscopy (FEM), the electrons are extracted from the metal tip to the vacuum \[[@CR44]\], thus, their spin polarization is proportional to that of the surface at the metal tip. Nagai et al. investigated the atomic structures and spin polarizations at the apex of Fe/W and Cr/W tips used in spin-STM by means of FEM and field ion microscopy (FIM) \[[@CR45]\]. FIM has been used to investigate atomic structures at the apex of metal tips \[[@CR46]\]. Thus, FEM combined with FIM can provide information of spin polarization of a tip correlated to its atomic structure. The FIM of the Fe/W tip showed that the deposited Fe layers form a single crystalline structure over the apex, except for the first few layers. The spin polarization at the surface is as high as 41.2%, which is attributed to the single crystalline structure of Fe. On the other hand, a FIM image of the Cr/W tip showed that the Cr layer was not well-ordered crystalline, although some hints of crystalline order were observed because of the Cr islands. Consequently, the spin polarization is as low as 10.3%. These results may allow one to prepare and characterize the structure of the magnetic tips and to quantify their spin polarization for use in spin-STM.

Magnetic responses of tips to the external field {#Sec18}
------------------------------------------------

Figure [4](#Fig4){ref-type="fig"}a--c show magnetic hysteresis loops of the d*I*/d*V* signal measured at the center of bilayer Co islands on Cu(111) using (a and b) Cr-W and (c) Cr/Co-W tips \[[@CR25]\]. A first inspection of the data reveals a striking unexpected result that the same macroscopic preparation procedure of tips gives rise to vastly different hysteresis curves (compare Fig. [4](#Fig4){ref-type="fig"}a, b). To appreciate the shape of the hysteresis curves in Fig. [4](#Fig4){ref-type="fig"}a--c, it is important to realize that the field-driven change of the d*I*/d*V* signal is ascribed to a corresponding change of the relative orientation between the ***M*** ~T~ and ***M*** ~S~ \[[@CR1]\].Fig. 4Magnetic response of tips in spin-STM. **a**--**c** d*I*/d*V* magnetic hysteresis loops measured on bilayer Co islands, with 3 different tips as denoted at the *top*-*left* corner of each figure. The *black arrows* show the field sweep directions for data acquisition. The *red* and *green arrows* represent the magnetization directions of tip and sample, respectively, at field values for d*I*/d*V* signal saturation. For the loop in a, a fixed tip magnetization direction is expected, however, its direction cannot be decided and the two possibilities are shown. **d**, **e** Schematics for local magnetic moments (**d**) and magnetization hysteretic response (**e**) of a bilayer Co island on Cu(111). **f**--**h** Field response of the tip magnetization extracted from the d*I*/d*V* hysteresis loops shown in **a**--**c**, respectively, in regard to the magnetic response of the Co island described in **e**(Reprinted from \[[@CR25]\] with permission from American Institute of Physics (Copyright 2009))

The observed hysteresis curves are either (a) asymmetric or (b and c) symmetric about the vertical d*I*/d*V* axis. Figure [4](#Fig4){ref-type="fig"}d, e are schematic illustrations of the local magnetization configurations and of the magnetic response of a bilayer Co island to the external field, respectively. Due to the uniaxial out-of-plane magnetic anisotropy, the Co island exhibits only a bistable single domain magnetization state. The Wortmann formula (Eq. [7](#Equ7){ref-type=""}) consequently points at the response of the tip to the applied field, as schematically illustrated in Fig. [4](#Fig4){ref-type="fig"}f--h, respectively. Accordingly, the shape of the curve in Fig. [4](#Fig4){ref-type="fig"}a is ascribed to a fixed magnetization direction of the tip apex, which does not change in response to the external field, as sketched in Fig. [4](#Fig4){ref-type="fig"}f. On the other hand, the symmetric hysteresis curves in Fig. [4](#Fig4){ref-type="fig"}b and c indicate that here the magnetization direction of the tip apex has changed in response to the external field. The magnetic response in Fig. [4](#Fig4){ref-type="fig"}g indicates a gradual increase with external field of the out-of-plane component of the tip magnetization *M* ~T,⏊~ along the field direction, starting from 0 at zero field, and reaching saturation before the BLH Co core switches. A non-hysteretic field dependence of d*I*/d*V*(*H*) results for *H* \< *H* ~sw~. Figure [4](#Fig4){ref-type="fig"}h represents a ferromagnetic state of the tip, where a switching of tip and sample at different field magnitudes is observed. The results presented in Fig. [4](#Fig4){ref-type="fig"} imply a complex magnetic behavior of the tips, which even varies under the same macroscopic preparation. This indicates that, in addition to the macroscopic preparation, also the in situ microscopic tip preparation by voltage pulses is a further decisive aspect which determines the magnetic contrast in spin-STM.

Note that only the tips characterized by curves in Fig. [4](#Fig4){ref-type="fig"}a, c give rise to a magnetic contrast for an out-of-plane magnetized sample at zero field. Tips represented by the curve in Fig. [4](#Fig4){ref-type="fig"}b require an out-of-plane field to provide magnetic contrast for out-of-plane magnetized samples. Therefore, the results of Fig. [4](#Fig4){ref-type="fig"} indicate that the magnetic contrast in spin-STM changes differently for a change of magnetic configuration of the tip.

It has been tacitly assumed that a high signal of the d*I*/d*V* in spin-STM corresponds to a *P* configuration, while a low signal corresponds to an *AP* configuration \[[@CR47]--[@CR49]\]. However, the results presented in Fig. [4](#Fig4){ref-type="fig"} show that only in connection with a field sweep, a reliable deduction of the magnetic configurations from the d*I*/d*V* signal is warranted. A closer inspection of Fig. [4](#Fig4){ref-type="fig"} reveals that the value of the d*I*/d*V* and its variation upon a change of the magnetic configuration varies from curve to curve, and it also differs for the same macroscopic preparation. The considerable difference of the magnetically induced signal Δd*I*/d*V* (refer Fig. [3](#Fig3){ref-type="fig"}d; \~0.6 nS for Fig. [4](#Fig4){ref-type="fig"}a, \~3 nS for Fig. [4](#Fig4){ref-type="fig"}b) also reflects that a specific magnetic behavior is not necessarily linked to a certain macroscopic tip preparation. All the observations in Fig. [4](#Fig4){ref-type="fig"} indicate that neither the *material* at the tip apex, nor its *thickness*, nor its *spectroscopic features* are parameters which are sufficient to determine the magnetic properties of the tip, but only field-dependent measurements do so.

Magnetic characterization of tips in spin-stm {#Sec19}
=============================================

To understand the tip contribution to the a d*I*/d*V*(*H*) signal requires a plausible physical description of ***M*** ~T~. We introduced in Sect. [2.4](#Sec18){ref-type="sec"} various types of magnetic response of ***M*** ~T~ to the applied field. However, it is still not sufficient due to the following complications: (1) The non-hysteretic field response illustrated in Fig. [4](#Fig4){ref-type="fig"}g can be caused by either a field-driven continuous rotation of ***M*** ~T~, which is originally in-plane oriented at zero-field, or by a superparamagnetic (SPM) response of ***M*** ~T~. In both cases the out-of-plane component of the tip magnetization *M* ~T,⏊~ increases with field, and a non-hysteretic and saturated field dependence of d*I*/d*V*(*H*) results. (2) The tip can also have an out-of-plane magnetic anisotropy with a large magnetic moment and exhibits a ferromagnetic response to the applied field, as illustrated in Fig. [4](#Fig4){ref-type="fig"}h. This reasoning can be applied to all cases shown in Fig. [4](#Fig4){ref-type="fig"}. This implies that the sharp change in all three d*I*/d*V*(*H*) curves could alternatively stem from the switching of the bistable ***M*** ~T~ along the applied field direction instead of that of ***M*** ~Co~. In this section, we introduce some experimental approaches of resolving the abovementioned open issue and, thus, advancing spin-STM to be a tool for the quantitative measurement of nanomagnetism in samples by specific control of the external field.

Ferromagnetic tip {#Sec20}
-----------------

Figure [5](#Fig5){ref-type="fig"}a is a CC-STM image of bilayer Co islands on Cu(111) \[[@CR50], [@CR51]\]. Spin-STM of the Co islands was performed with a Cr/Co-coated W tip, as schematically described in Fig. [5](#Fig5){ref-type="fig"}b. Differential conductance spectra were measured at the center of two Co islands, marked by the dashed circles (red and black) in Fig. [5](#Fig5){ref-type="fig"}a. A pronounced magnetic field dependence of the d*I*/d*V* signal is observed \[[@CR5]\], in the d*I*/d*V* hysteresis loops. Note the sharp signal drop at μ~0~ *H* = ±0.5 T is observed on both islands. The steep jumps at μ~0~ *H* = ±1.3 and ±0.8 T differs for red and black island. The switching field *H* ~sw~ of the magnetization reversal of the BLH Co islands on Cu(111) strongly depends on the size of the islands \[[@CR6], [@CR47]\]. On the other hand, the *H* ~sw~ of the tip would be the same provided the d*I*/d*V* measurements are performed with the tip apex. Thus, the sharp signal drop at μ~0~ *H* = ±0.5 T must be ascribed to the reversal of ***M*** ~T~, and the steep increase at μ~0~ *H* = ±1.3 and ±0.8 T is ascribed to the reversal of the magnetization of the larger (black) and the smaller (red) Co islands, respectively. The minor hysteresis loop in Fig. [5](#Fig5){ref-type="fig"}d, obtained under a field sweep between −1.2 and +1.2 T, where ***M*** ~S~ keeps its direction pointing down, corroborates the discussion on the response of ***M*** ~T~ to the external field. Here, a ferromagnetic tip with a switching field of ±0.5 T is observed.Fig. 5d*I/*d*V* hysteresis loops of Co islands measured with a ferromagnetic tip. **a** CC-STM image of Co islands on Cu(111) (*V* ~b~ = −0.1 V, *I* ~set~ = 1 nA). **b** Schematic illustration for the spin-STM measurements shown in **c** and **d**. Note the tip material configuration. **c**, d*I/*d*V* hysteresis loops at the center of the Co islands A and B marked by the *red* and *black dashed circles*, respectively, in **a**. The *red* (*blue*) *color* is for the measurements on the island A and corresponds to forward (*backward*) sweep of the magnetic field. The *black dashed line* presents a d*I/*d*V* hysteresis loop of the island B in **a**. **d**, Minor hysteresis loop taken at the center of island A, with the sample magnetization ***M*** ~S~ pointing down as indicated(Reprinted from \[[@CR4]\] with permission from American Physical Society (Copyright 2014))

Superparamagnetic tips {#Sec21}
----------------------

Magnetism on a nanometer scale strongly depends on the measurement temperature due to the impact of thermal fluctuations. This is described by the so called 'superparamagnetic criterion' 25*k* ~B~ *T* ≥ *K* ~a~ *V*, where *k* ~B~ *T* and *K* ~a~ *V* represent the thermal energy and the magnetic anisotropy energy, respectively \[[@CR52]\]. If the tip response shown in Fig. [4](#Fig4){ref-type="fig"}g is caused by the field-driven rotation of the ***M*** ~T~ from in-plane to out-of-plane, the magnetic anisotropy energy should be large enough to maintain the given magnetic state against thermal fluctuations. On the other hand, the field dependence of the d*I*/d*V* signal will depend strongly on the measurement temperature in case of a tip in the superparamagnetic state.

To address this ambiguity and to elucidate the physical origin of the tip response shown in the butterfly-shaped d*I*/d*V*(*H*) in Fig. [4](#Fig4){ref-type="fig"}b, we measured d*I*/d*V*(*H*) hysteresis curves at different temperature, where ***M*** ~Co~ retains a fixed orientation (here pointing down). Figure [6](#Fig6){ref-type="fig"}a, b present the field dependence of d*I*/d*V* data measured at the center of the Co cores of the islands 1 and 2 shown in Fig. [3](#Fig3){ref-type="fig"}, respectively. We used a Fe-W tip at three temperatures, 10 K (black), 20 K (red), and 30 K (green). Note that the slope of the d*I*/d*V* signal at 0 T gets smaller with increasing temperature. At a fixed orientation of ***M*** ~Co~, we ascribe the observed change of the d*I*/d*V*(*H*) signal to the response of the tip to both field and temperature. Each data set of the same color code shows a saturation with increasing field, but the saturation field increases with increasing temperature. This suggests a superparamagnetic response of the tip.Fig. 6Superparamagnetic tip. **a**, **b** Magnetic-field-dependent d*I*/d*V* plots in **a** and **b** extracted from the hysteresis loops of Fig. [2](#Fig2){ref-type="fig"}c, d respectively. The d*I*/d*V* curves at each temperature are normalized by fits using Eq. [8](#Equ8){ref-type=""}, as shown by the *solid curves*. The legend gives the measurement temperature and the total magnetic moment in μ~B~, as extracted from the fit of the data with the Eq. [8](#Equ8){ref-type=""}. **c**, Plots of all d*I*/d*V* values as a function of reduced magnetic field (μ~0~ *H*/*T*). The *inset* is a close-up of the plots around μ~0~(*H*--*H* ~off~)/*T* = 0. The *gray curve* shows the Langevin fit in one curve for all data(Reprinted from \[[@CR19]\] with permission from American Institute of Physics (Copyright 2013))

To support and quantify this assertion, we analyze the temperature dependences of the d*I*/d*V* signal in Fig. [6](#Fig6){ref-type="fig"}a and b within the framework of superparamagnetism \[[@CR52]\] by fitting each set of d*I*/d*V* data to a Langevin function$$\documentclass[12pt]{minimal}
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We introduce the saturation of the differential conductance (d*I*/d*V*)~sat~ and the differential conductance offset (d*I*/d*V*)~C~, which determines the average of the two d*I*/d*V* saturation values for the *P* and *AP* magnetization configurations. We also introduce the offset field *H* ~off~, to consider the shift of the curves by 60 mT to the positive field direction, which tentatively ascribed to the stray field induced by ***M*** ~Co~. The d*I*/d*V* data are normalized to a saturation value of ±1. The solid curves through the data points of Fig. [6](#Fig6){ref-type="fig"}a, b are fits using Eq. [8](#Equ8){ref-type=""}, resulting in a magnetic moment *m* ~tip~ = 660 ± 30 μ~B~ for all measurements.

The convincing description of the experimental data by the Langevin approach is further corroborated by plotting all data points as a function of μ~0~ *H*/*T*. The condensation of all data on a single curve, as shown in Fig. [6](#Fig6){ref-type="fig"}c, is the hallmark of a superparamagnetic response \[[@CR52]\]. In a first approximation, we ascribe the extracted magnetic moment to a macrospin, where all individual spins at the tip apex respond in unison to the external field. Assuming a magnetic moment of 2.2--3 μ~B~ per single Fe atom in Fe nanoclusters \[[@CR53]\] leads us to speculate that a nano-apex of approximately 220--300 Fe atoms determines the magnetic response of this tip.

We use the 'superparamagnetic criterion' \[[@CR52]\], to estimate the upper limit for the magnetic anisotropy as *K* ~a~ ≤ 0.07--0.1 meV/atom for 300--220 Fe atoms, respectively. Thus, even a considerably increased magnetic anisotropy per Fe atom of the nano-apex as compared to bulk Fe (\~0.0035 meV/atom) \[[@CR54]\] would still fulfill the superparamagnetic criterion. In spite of the convincing description of our data with a macrospin model, we cannot exclude a more complicated arrangement of the magnetic structure at the nano-apex, which could also result in the same magnetic moment of 660 μ~B~. We analyzed seven Fe-coated W tips, which were prepared under the same conditions as described above. In all cases we found a very good description of the experimental data by a superparamagnetic response. The analysis revealed a magnetic moment between 100 and 2000 μ~B~ for the different tips. This finding suggests that the same macroscopic tip preparation by Fe deposition followed by annealing may lead to different nano-apices with 30--900 Fe atoms, and these microstructures at the tip apex determine the magnetic response of the tip.

Tips with a Stoner-Wohlfarth-like magnetization response {#Sec22}
--------------------------------------------------------

Figure [7](#Fig7){ref-type="fig"}a shows a CC-STM image of a BLH Co island in contact with a Fe bilayer rim (Fe\|Co island) \[[@CR18], [@CR19]\] and a pure Fe island. We performed field-dependent d*I*/d*V* measurements at the center of the Co core, which is indicated by the black dashed curve of the island A. We used a Cr/Co-coated W tip under an external field sweep between −3 and +3 T \[[@CR7]\]. Figure [7](#Fig7){ref-type="fig"}b shows the d*I*/d*V* hysteresis loop, extracted from the d*I*/d*V* values of the Co spectra. It clearly shows two distinctive groups of d*I*/d*V* values, corresponding to the *AP* (intermediate field values) and *P* (high field values) magnetization configurations \[[@CR5]\]. The changes of the d*I*/d*V* signal at ±0.24 T and ±1.1 T indicate the magnetization reversals of the tip and of the Co core, respectively, as discussed in the Sect. [3.1](#Sec20){ref-type="sec"}. Interestingly, a close inspection of the curve after subtraction of the signal change due to sample and tip reversal reveals a monotonic change of the d*I*/d*V* signal, which saturates at ∼ ±1.5 T.Fig. 7Stoner-Wohlfarth response of spin-STM tip. **a** A STM image showing a Fe\|Co island and Fe island (*V* ~b~ = −0.3 V, *I* ~set~ = 3 nA). The black dashed curve encloses the Co core. **b** and **c** Magnetic hysteresis loops of d*I*/d*V* signals (*V* ~b~ = −0.75 V) of the STS spectra measured at the center (marked by the *cross*) of the Co core of the island A (field sweep between −3 T and +3 T for **b**; field sweep between −1 T and +1 T for **c**). *Red* (*blue*) *color* code denotes the d*I*/d*V* values measured for the forward (*backward*) field sweep. The *purple* and *green arrows* indicate the directions of the magnetizations of the tip and Co core, respectively. Note that the Co magnetization ***M*** ~Co~ retains its orientation in **c**. The *dashed curves* in **c** are fits according to the SW model of the data with as a fit parameter. The *solid* (*dashed*) *red arrows* indicate the magnetization switching of the tip (the SW-magnet). **d** Description of the tip magnetization vector ***M*** ~T~ based on a SW model. *α* and *θ* represent the polar angles of the magnetic easy axis and the magnetization vector, respectively, with respect to the direction of the external magnetic field (along the *z*-axis)(Reprinted from \[[@CR7]\] with permission from Nature Publishing Group (Copyright 2014))

To identify the magnetic state of the tip, we obtained a d*I*/d*V* hysteresis loop with a field sweep between −1 and +1 T, as shown by red and blue squares in Fig. [7](#Fig7){ref-type="fig"}c. This field regime is smaller than the switching field of the Co core, thus leaving the ***M*** ~Co~ unchanged. Therefore, the field dependence of the d*I*/d*V* signal in Fig. [7](#Fig7){ref-type="fig"}c reflects solely the response of ***M*** ~T~ to the applied field. Besides the magnetization switching at ±0.24 T, we note a monotonic d*I*/d*V* signal increase (decrease) for the backward (forward) field sweep. Based on the constant ***M*** ~Co~ oriented in the out-of-plane direction, the field-dependence of the d*I*/d*V* signals in Fig. [7](#Fig7){ref-type="fig"}c implies a gradual increase of the out-of-plane component of the ***M*** ~T~ for an increasing external field.

To obtain a quantitative insight into the tip magnetization ***M*** ~T~, we apply a Stoner-Wohlfarth (SW) model \[[@CR55]\] (Fig. [7](#Fig7){ref-type="fig"}d) to the d*I*/d*V* hysteresis in Fig. [7](#Fig7){ref-type="fig"}c. The SW-model employs two angles *α* and *θ*, which represent the tilting of the magnetic easy axis and of the magnetization vector, respectively, from the axis of the external field. The field-dependence of the magnetization in the SW-model is described by the equation$$\documentclass[12pt]{minimal}
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                \begin{document}$$h\left( m \right) = - \frac{{Am\sqrt {1 - m^{2} } + B\left( {1 - 2m^{2} } \right)}}{{\sqrt {1 - m^{2} } }},$$\end{document}$$where *A* = *cos* ^2^α − *sin* ^2^α and *B* = *cos*α·*sin*α. Here the reduced magnetization *m* ≡ *M*/*M* ~sat~ = *cos*θ and the reduced external magnetic field *h* ≡ *μ* ~0~ *M* ~sat~ *VH*/2*K* ~a~, where *M* ~sat~, *V*, and *K* ~a~ represent the saturation magnetization, particle volume, and magnetic anisotropy constant, respectively, are used. The fit of the d*I*/d*V* hysteresis in Fig. [7](#Fig7){ref-type="fig"}c to Eq. [9](#Equ9){ref-type=""} (dotted curves with dotted arrows) results in *α* = 55 ± 1°. This implies that ***M*** ~T~ is tilted by 55 ± 1° at zero-field, away from the sample normal, as shown schematically in Fig. [7](#Fig7){ref-type="fig"}d.

Spin-stm with quantitatively characterized magnetic tips {#Sec23}
========================================================

In this section, we introduce some recent applications of spin-STM to unravel non-collinear spin ordering and spin-dependent electronic structures in nanometer scale magnetic structures, based on the quantitative characterizations of tips as discussed in the last section.

Non-collinear spin order probed by field-tuned tips {#Sec24}
---------------------------------------------------

### Experimental proof of noncollineartiy of a periodic spin-dependent d*I*/d*V* pattern {#Sec25}

A spatially periodic magnetic state could originate from either a collinear \[[@CR56], [@CR57]\] or non-collinear \[[@CR9]\] spin-density wave (SDW). A collinear-SDW is characterized by a periodic change of the magnitude of the spin moments, while the spin orientation is fixed. On the other hand, a non-collinear SDW is composed of spin moments of constant magnitude but with changing orientation. The d*I*/d*V* signal in spin-STS depends on $\documentclass[12pt]{minimal}
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### Revealing noncollinearity of stripe patterns in BLH Fe nanoisland {#Sec26}

Figure [8](#Fig8){ref-type="fig"}a, b show CC-STM and d*I*/d*V* images of a Fe\|Co island, measured at 0 T. Figure [8](#Fig8){ref-type="fig"}c is a hard sphere model representing the atomic stacking in Fe region 1 of b. The Fe regions at the three corners of the island show a stripe contrast along three different directions as indicated by the solid lines superposed along the stripes with the labels 1--3. To resolve the spin ordering in the stripe patterns, we perform in-field spin-STS with the SW tip as characterized by spin-STM on a BLH Co on Cu(111) (Fig. [7](#Fig7){ref-type="fig"}). In this tip the direction of ***M*** ~T~ is tuned by an external field. The magnetic easy axis of the tip is canted by 55 ± 1° from the sample normal. Therefore, it is sensitive to both $\documentclass[12pt]{minimal}
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                \begin{document}$$M_{{{\text{S}},{ \bot }}}$$\end{document}$. Figure [8](#Fig8){ref-type="fig"}d shows the field dependence of the d*I*/d*V* profile along the line AA' perpendicular to the stripe direction of region 1 in Fig. [8](#Fig8){ref-type="fig"}b. The wavelength of the stripe pattern, as denoted, is identical with that (1.28 nm) observed in the pure Fe island \[[@CR7], [@CR20]\]. Figure [8](#Fig8){ref-type="fig"}e shows a zoom-in of the field dependence between two maxima in the profiles, as shown within the grey dashed line in Fig. [8](#Fig8){ref-type="fig"}d, for clarity. With increasing magnetic field, the positions of maxima and minima move monotonically from right to left, while the distance between the extrema remains constant. A phase shift of ∆*P* \~ 0.18 nm is measured upon a change of the magnetic field from 0 to 1.5 T. This observation rules out a collinear SDW. Rather, in-field spin-STS identifies a non-collinear-SDW as the spin texture of the stripe contrast.Fig. 8In-field spin-STS of a biatomic-layer-high Fe nanoisland with a Stoner-Wohlfarth tip. **a** CC-STM image of a Fe\|Co island on Cu(111). Scale bar is 4 nm long. **b** Hard sphere model of the atomic stacking in a Fe\|Co island. The *gray*, *red*, and *yellow spheres* are the Cu, *bottom layer* Fe, and *top layer* Fe, respectively. **c** d*I*/d*V* map of the Fe\|Co island shown in **a** measured at 0 T, where both magnetizations of tip ***M*** ~T~ and Co core ***M*** ~Co~ point up (*V* ~b~ = −0.3 V, *I* ~set~ = 3 nA). The island edges and Co core are indicated by the *grey* and *black dashed lines*. The stripe patterns in three (*1*, *2*, *3*) regions originate from the non-collinear cycloidal spin orders in the bridge-stacked bilayer Fe on Cu(111). The *black*, *red* and *blue solid lines* (*arrows*) indicate the directions of the stripes (wave vectors of the cycloidal spin orders), in the regions *1*, *2* and *3*, respectively. **d** Field-dependence of d*I*/d*V* profiles along the *arrow 1* in a, measured with the field sweep of 0--1.5 T. **e** Magnified view of the *grey dashed box* in **d** and is shown for a clarity of field-dependent shifts of the location of the maxima in **d**. The *black* and *purple dotted lines* denote the *peak positions* of the profiles measured at 0 and 1.5 T, respectively(Reprinted from \[[@CR7]\] with permission from Nature Publishing Group (Copyright 2014))

### Simulation of phase shift in the field dependence of the stripe pattern {#Sec27}

Based on Wortmann et al.'s discussion \[[@CR15]\], the d*I*/d*V*\|~mag~ (Eq. [7](#Equ7){ref-type=""}) signal is proportional to the projection of ***M*** ~S~ to ***M*** ~T~ at the tip position, i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$$\left. {\varvec{M}_{\text{T}} \cdot \varvec{M}_{\text{S}} } \right|_{\text{norm}}$$\end{document}$) with respect to the external field. We model ***M*** ~T~ as a SW magnet of a magnetic easy axis canted by *α* = 55° from the external field direction, as discussed in Fig. [7](#Fig7){ref-type="fig"}c and d. An ab initio study of the sample configuration \[[@CR7]\] predicted a Néel-type non-collinearity, where the plane of the spin rotation is parallel with the wave vector of a periodicity *λ* ~SH~ = 1.28 nm. Thereby, we call this spin order a "spin-cycloid" in the rest of the paper. Then both the out-of-plane (*M* ~S,z~) and in-plane (*M* ~S,x~) components of the ***M*** ~S~ show a sinusoidal position dependence along the *x*-axis. Thus, $\documentclass[12pt]{minimal}
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We calculate the signal induced by the stripe pattern in region 1 in Fig. [8](#Fig8){ref-type="fig"}b. Figure [9](#Fig9){ref-type="fig"}a shows a description of ***M*** ~T~, with the polar (*θ* ~T~) and azimuthal (*φ* ~*T*~) angles, in the Cartesian coordinate system. A sketch of the geometric relation between the in-plane component of the tip magnetization ***M*** ~T,\|\|~ and the wave vector ***k*** ~1~ of the stripe pattern for region 1 in Fig. [8](#Fig8){ref-type="fig"}b is presented. Figure [9](#Fig9){ref-type="fig"}b shows the field dependence $\documentclass[12pt]{minimal}
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                \begin{document}$$\left. {\varvec{M}_{\text{T}} \cdot \varvec{M}_{\text{S}} } \right|_{\text{norm}}$$\end{document}$ from 0 to 1.5 T for the RR- (LR-) cycloid for the given azimuthal angle of ***M*** ~T~. For the stripe contrast in region 1 of the island in Fig. [8](#Fig8){ref-type="fig"}, we observe that the extrema of the d*I*/d*V* curves shift from right to left. Interestingly, the three cases show different amounts of phase shifts with increasing field (Supplementary Information of \[[@CR7]\]). We perform a quantitative analysis of the phase shift and its dependence on stripe orientation and field. An excellent agreement between the experiments and simulations reveals that the field dependence of the phase shifts is determined by a given orientation of the tip magnetization.Fig. 9Probing non-collinear cycloidal spin order with a field-tuned tip with Stoner-Wohlfarth magnetization behavior. **a** A description of the tip magnetization ***M*** ~T~ of a "Stoner-Wohlfarth tip", with the polar (*θ* ~T~) and azimuthal ($\documentclass[12pt]{minimal}
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Spin-STM of a non-collinear magnetic state with a superparamagnetic tip {#Sec28}
-----------------------------------------------------------------------

Figure [10](#Fig10){ref-type="fig"}a is CC-STM image of a BLH Fe island on Cu(111) in bridge-site stacking of the topmost atoms, measured with a Fe-coated W tip. Figures [10](#Fig10){ref-type="fig"}b--d are d*I*/d*V* images of the same island as that of Fig. [10](#Fig10){ref-type="fig"}a measured at 0 T, +1.5 T, and −1.5 T, respectively. The stripe patterns in Fig. [10](#Fig10){ref-type="fig"}c, d indicate a cycloidal spin order as discussed in the text above describing Figs. [8](#Fig8){ref-type="fig"} and [9](#Fig9){ref-type="fig"}. However, no stripe contrast is observed in the d*I*/d*V* map at zero field. We obtained d*I*/d*V* images under an external field from −3 to +3 T along the sample normal. We show in Fig. [10](#Fig10){ref-type="fig"}e the stripe contrast at 5 field values, measured along a direction perpendicular to the stripe patterns as indicated by the white lines in Fig. [10](#Fig10){ref-type="fig"}b--d. Figure [10](#Fig10){ref-type="fig"}f shows the field dependence of the stripe contrast (red), peak-to-peak amplitude of the contrast oscillation at each field followed by a normalization with the saturation value from the Langevin fitting (Eq. [8](#Equ8){ref-type=""}). The inspection of Fig. [10](#Fig10){ref-type="fig"}e reveals two aspects: (1) The contrast at a given position increases for increasing applied field. No stripe contrast is observed at zero field. The stripe contrast saturates at \~±1.5 T. (2) The contrast depends only on the magnitude of the field, but not on the sign of the field. The extrema positions of the stripe patterns as indicated by the yellow and blue dashed lines in Fig. [10](#Fig10){ref-type="fig"}c and d remain unchanged. To obtain a quantitative insight into the field dependence of the stripe contrast (red curve in Fig. [10](#Fig10){ref-type="fig"}f), we also obtained the field dependence of d*I*/d*V* signals measured at the center of the Co core of a Fe\|Co island (inset) with the same tip. This measurement on the Co reference sample definitely reflects the response of the tip to the applied field (blue in Fig. [10](#Fig10){ref-type="fig"}f). This tip behaves as a superparamagnetic particle. The larger slope near zero field for measurements on Co (blue curve) as compared to measurements on Fe (red curve), clearly implies a sizable contribution of the response of the sample magnetic order to the measured quantity of the d*I*/d*V* signal (red). In addition, the results imply a 'non-hysteretic' and 'monotonic' response of the Fe magnetic order to the applied field.Fig. 10Spin-STM of thermally fluctuating magnetic order with a field-tuned superparamagnetic tip.**a**--**d** CC-STM (**a**) and d*I*/d*V* maps at 0 T (**b**), +1.5 T (**c**), and −1.5 T (**d**) of a bilayer bridge-stacked Fe nanoisland measured with a superparamagnetic Fe-coated W tip at 10 K. (*V* ~b~ = − 0.5 V, *I* ~set~ = 1 nA). **e** dI/dV profiles along the line depicted in the CC-STM image in **a**, measured at −1.5 T (*black*), −0.5 T (*red*), 0 (*green*), +0.5 T (*blue*), +1.5 T (*cyan*). **f** Field dependence of d*I*/d*V* contrast of the stripe pattern (*red*) measured at a bright center as marked by the cross in **d**. Field dependence of the d*I*/d*V* contrast measured at the center of the Co (*blue*) of the Fe\|Co island as indicated in the *inset*, with the same tip as used for measuring the Fe island. The *solid curves* are fits of the data to the Langevin equation, for the Fe (*red*) and Fe\|Co (*blue*) nanoislands. All the data are normalized with the saturation values obtained from the Langevin fits

The field dependence of the magnetization ***M*** ~T~ of a superparamagnetic tip can be written as ***M*** ~T~(*H*) = −***M*** ~T~(−*H*) (blue curve in Fig. [10](#Fig10){ref-type="fig"}f). The field dependence of the d*I*/d*V* signal of the pure Fe island shown in Fig. [10](#Fig10){ref-type="fig"} reveals a relation of d*I*/d*V* (−*H*) = d*I*/d*V* (*H*) (red). Then, the relation given by Wortmann et al., d*I*/d*V*\|~mag~ = ***m*** ~T~ · ***m*** ~Fe~, resolves the influence of the sign reversal in *H* on the magnetization density of state ***m*** ~Fe~ (see Sect. [1.2](#Sec3){ref-type="sec"}) through a simple calculation$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\left. {\frac{dI}{dV}\left( { - H} \right)} \right|_{\text{mag}} = \varvec{m}_{\text{T}} \left( { - H} \right) \cdot \varvec{m}_{\text{Fe}} \left( { - H} \right) \Leftrightarrow \left. {\frac{dI}{dV}\left( H \right)} \right|_{\text{mag}} = \varvec{m}_{\text{T}} \left( H \right) \cdot \varvec{m}_{\text{Fe}} \left( H \right),$$\end{document}$$which leads to a relation ***m*** ~S~(−*H* ~ext~) = −***m*** ~S~(*H* ~ext~). This, concurrent with the above-mentioned 'non-hysteretic' and 'monotonic' field dependence, provides an important conclusion on the magnetic property of the non-collinear spin order in the Fe island. The stripe order in Fe island responds to the external field as an effective magnetic moment, which is thermally fluctuating at a given measurement temperature. We show in the next section the significance of this aspect to obtain a spin-polarization map of the Fe stripe phase from the data set shown in Fig. [10](#Fig10){ref-type="fig"}a--c.

Spin-polarization of magnetically ordered nanostructures {#Sec29}
--------------------------------------------------------

### Differential conductance asymmetry {#Sec30}

The magnetic configuration of a sample is determined by its spin-dependent electronic structure, giving rise to spin polarization of the electronic density of states. To investigate the spin polarization of a sample with spin-STM, the asymmetry of the differential conductance, *A* ~d*I*/d*V*~, is introduced. The asymmetry is defined as \[[@CR5]\]$$\documentclass[12pt]{minimal}
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                \begin{document}$$A_{{{\text{dI}}/{\text{dV}}}} = \frac{{\left. {{\text{d}}I/{\text{d}}V} \right|_{\text{AP}} - \left. {{\text{d}}I/{\text{d}}V} \right|_{\text{P}} }}{{\left. {{\text{d}}I/{\text{d}}V} \right|_{\text{AP}} + \left. {{\text{d}}I/{\text{d}}V} \right|_{\text{P}} }}$$\end{document}$$

In case of a ferromagnetic sample of bistable magnetization, *A* ~dI/dV~ is calculated from the d*I*/d*V* signals recorded under *P* and *AP* to the unit vector of magnetization configurations, i.e. ***ê*** ~T~·***ê*** ~S~ = ±1, as schematically illustrated in Fig. [11](#Fig11){ref-type="fig"}a. As introduced in Sect. [1.2](#Sec3){ref-type="sec"}, Wortmann et al. derived the description of the d*I*/d*V* signal measured by spin-STM \[[@CR15]\] (Eq. [7](#Equ7){ref-type=""}). Substitution of their result into the Eq. [12](#Equ12){ref-type=""} leads to$$\documentclass[12pt]{minimal}
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                \begin{document}$$A_{{{\text{dI}}/{\text{dV}}}} = - P_{\text{T}} P_{\text{S}} ,$$\end{document}$$which links the d*I*/d*V* asymmetry, *A* ~dI/dV~, to the spin polarization of the sample at the tip apex position, *P* ~S~(***R*** ~T~).Fig. 11Differential conductance asymmetry *A* ~dI/dV~. **a** Two magnetic configurations in spin-STM measurements, *AP* and *P*, corresponding to two distinct magnetic states of a bilayer Co nanoisland, pointing up and down, respectively. **b**, **c** d*I*/d*V* images of the Co nanoisland 'A' in Fig. [5](#Fig5){ref-type="fig"} **a** measured at μ~0~ *H* ~ext~ = −1 T and *V* ~b~ = + 0.03 V for *AP* (**b**) and *P* (**c**) states. **d** *A* ~dI/dV~ map calculated from the d*I*/d*V* images of **b** and **c**. **e** Two relative magnetization configurations of spin-STM measurements, corresponding to two distinct magnetic states of a bilayer Fe nanoisland, α and β. **f**, **g** d*I*/d*V* images of a Fe nanoisland, measured at external fields of (**b**) 0 T and (**c**) a value ≥ *H* ~sat~. **h** *A* ~dI/dV~ map calculated from the d*I*/d*V* images of **f** and **g**.**b**--**d** Reprinted from \[[@CR18]\] with permission from Institute of Physics (Copyright 2014). **f**--**h** Reprinted from \[[@CR20]\] with permission from Nature Publishing Group (Copyright 2016)

Equations [11](#Equ11){ref-type=""} and [12](#Equ12){ref-type=""} were applied to the Co island 'A' in Fig. [5](#Fig5){ref-type="fig"}a to extract the spatial distribution of its spin-polarization. Figure [11](#Fig11){ref-type="fig"}a, b are two d*I*/d*V* images on the island measured at μ~0~ *H* = −1.1 T, with (b) *AP* and (c) *P* magnetization configurations, as indicated in Fig. [5](#Fig5){ref-type="fig"}c. Figure [11](#Fig11){ref-type="fig"}d is the *A* ~dI/dV~ map, at the given bias voltage *V* ~b~, calculated from the d*I*/d*V* images in Fig. [11](#Fig11){ref-type="fig"}b and c. Oka et al. extracted a set of energy-resolved *A* ~dI/dV~ maps of this Co island, which led to the disclosure of the electronic nature of "spin-dependent quantum interference within a single nanostructure" \[[@CR5]\].

### Differential conductance asymmetry of non-collinear magnetic order {#Sec31}

In case of a helical (or cycloidal) spin order, the local magnetization rotates with a spatial period. Thus, the spatially averaged magnetization is zero. As discussed in Sect. [4.2](#Sec28){ref-type="sec"}, a sign reversal of the external field induces a corresponding reversal in that of the local magnetization, ***M*** ~S~(***r***; −*H*) = −***M*** ~S~(***r***; *H*), indicative of two distinct antiparallel magnetic states at each position ***r***. In addition, the power of spin-STM, which allows to resolve the local magnetic signal down to the atomic scale, makes a study on the local spin-polarization of the cycloidal order in the bilayer Fe island feasible. Although the definition of *AP* and *P* configurations is not applicable to this case due to the periodic change of the local magnetization, one can clearly distinguish two distinct magnetic states, as sketched in Fig. [11](#Fig11){ref-type="fig"}e. Combined with the tip magnetic state, we introduce two magnetic configurations *α* and *β*, hence ***M*** ~S,~(***r***) = −***M*** ~S,*β*~(***r***), analogous to the *AP* and *P* configurations in the case of Fig. [11](#Fig11){ref-type="fig"}a. The asymmetry *A* ~d*I*/d*V*~ for the cycloidal spin order in the Fe island is defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$A_{{{\text{dI}}/{\text{dV}}}} = - P_{\text{T}} P_{\text{S}} \left( {\varvec{R}_{\text{T}} } \right)\cos \theta ,$$\end{document}$$where *θ* is the angle between ***M*** ~T~ and ***M*** ~S~ (see Fig. [1](#Fig1){ref-type="fig"}a). The asymmetry *A* ~dI/dV~ corresponds to the projection of *P* ~S~ onto the tip magnetization direction.

If a superparamagnetic tip (Fig. [6](#Fig6){ref-type="fig"}) is used in spin-STM/S of the cycloidal spin order in the bilayer Fe island, one is not able to have the above-mentioned two magnetization configurations (*α* and *β*) because the tip magnetization will also be reversed by the sign reversal of the applied field, as discussed in Fig. [10](#Fig10){ref-type="fig"}. This always results in the numerator of the Eq. ([14](#Equ14){ref-type=""}) to be zero. We introduce a procedure to overcome this obstacle in the following discussion. A careful inspection of the right hand side of Eq. [15](#Equ15){ref-type=""} indicates that the denominator and numerator are no other than non-magnetic and magnetic terms of the d*I*/d*V* signals for the configuration *α*, respectively. These two contributions are provided by the d*I*/d*V*\|~*H*=0~ and d*I*/d*V*\|~*α*~ -- d*I*/d*V*\|~*H*=0~ data, respectively. Figure [11](#Fig11){ref-type="fig"}f, g show the d*I*/d*V*\|~*H*=0~ and d*I*/d*V*\|~*α*~ maps of a bilayer Fe nanoisland measured with a superparamagnetic tip, and Fig. [11](#Fig11){ref-type="fig"}h is its *A* ~d*I*/d*V*~ map, derived from Fig. [11](#Fig11){ref-type="fig"}f and g as given by Eq. [15](#Equ15){ref-type=""}. Fischer et al. extracted a set of energy-resolved *A* ~dI/dV~ maps of this Fe island, which were successfully utilized to reveal the "spinor nature of electronic states in nanosize non-collinear magnets" \[[@CR20]\].

Concluding remarks {#Sec32}
==================

In the recent two decades, spin-STM has evolved into a reliable and versatile tool for spatial mapping of local magnetic structures of collinear and non-collinear spin textures on the nano-scale. The unsurpassed lateral resolution turned spin-STM into a unique tool to collect the magnetic information down to the atomic scale of single nanostructures. The tunneling nature of STM/S inevitably couples contributions from both tip and sample in the measured signals, *I*(*V*) and d*I*/d*V*(*V*). Understanding the tip contribution has been a challenging issue for a reliable analysis of the sample properties. Undoubtedly, this is also true in the spin-STM/S measurements. In this review, we introduced some examples of tip characterization in spin-STM/S experiments. This analysis has advanced the quantitative physical understanding of spin textures in nanostructures.

Based on in situ reference measurements on the bistable out-of-plane magnetization of biatomic-layer-high Co nanoislands on Cu (111), we characterized magnetic states of spin-STM tips quantitatively. Temperature-dependent in-field spin-STM/S gives a quantitative characterization of tips in the superparamagnetic state. The analysis reveals stray field at the tip position induced by the sample magnetization. In-field spin-STM/S combined with the Stoner-Wohlfarth (SW) model \[[@CR55]\] for tip magnetization elucidates the orientation of the magnetic anisotropy of bistable ferromagnetic tips. Our studies show that the SW model within the framework of the superparamagnetic criterion indeed explains the magnetic response of tips of various types, which give rise to distinctly different field-dependence of the spin-STS signal.

In-field STM/S in combination, such sophisticated tip characterization allows to characterize the local magnetic order and local spin-dependent electronic structure of magnetic nanostructures. Field-tuning of the orientation of a magnetically bistable tip was applied to reveal the non-collinearity of the one-dimensional periodic magnetic order in Fe nanoislands. The spin-dependent d*I*/d*V* mapping of Co and Fe nanostructures, in antiparallel and parallel configurations of tip and sample magnetizations, provides differential conductance asymmetry maps, which directly link spin-STS data to the local spin-polarization within a single nanostructure.

In spite of the remarkable advances to date in the characterization of the tip states by exploiting external field control, the spin-STM research field still requires more effort to overcome the following existing barriers. It is a goal to define the tip apex to maintain a specific structural configuration on the atomic scale during a set of measurements over periods ranging from days to months. However, a specific recipe of macroscopic (or ex situ) tip preparation does not seem to play a decisive role for the resulting magnetic behavior, as we demonstrated in this review (Fig. [4](#Fig4){ref-type="fig"}). Up to now, preparation and tuning of a tip is extremely tricky. Key ingredients are in situ treatments by voltage pulses. The tip never comes back to its original form once the tip loses its microscopic configuration by crashes with the sample, which is unfortunately common in STM measurement. Manipulation technique of single atoms on a surface using STM tips \[[@CR10], [@CR58]--[@CR61]\] has been advanced significantly through precise estimation of the force required to move an individual atom on a surface \[[@CR62], [@CR63]\]. This allows to reliably attach/detach individual atoms to/from the tip apex without any change of the rest of the tip. In addition, complete control of the vector nature of the tip and sample magnetizations call for a "vector magnet field", which comes with a high price tag. Future advance in spin-STM is guaranteed by the combination of these advanced techniques.
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