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ABSTRACT
Zhou, Chao M.S.E.C.E., Purdue University, May 2015. Overcoming fundamental
barriers in photovoltaic and terahertz generation. Major Professor: Peter Bermel.
Several fundamental barriers limit the performance of opto-electronic conversion
processes below 100%. Two specific examples of current technological interest include photovoltaic conversion of sunlight into electricity (i.e., solar cells), and terahertz generation from optical sources. In particular, solar cells are limited not only
by the Carnot limit associated with the second law (approximately 86% at room
temperature), but also by radiative recombination, non-reciprocity, carrier thermalization, and sub-bandgap losses. In the case of terahertz generation, the typical
process of difference frequency generation relies on two input optical waves with only
a small difference between them to generate the desired output; however, this process
has efficiency sharply constrained by the frequency ratios, known as the ManleyRowe relations. Numerous researchers have recently examined a range of methods for
overcoming these barriers and enabling new applications. However, given the large
number of possible methods and functional parameters, it is best to avoid an Edisonian approach and develop detailed physics-based models of the optical and electrical
performance of these systems capable of accurately predicting their performance.
Combining analytical techniques with the recent exponential rise in computing power
available through Moore’s law allows for a targeted search that could enable new
discoveries in future experiments.
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1. INTRODUCTION
1.1

Background and motivation
Several fundamental barriers limit the performance and applications of photo-

voltaic and terahertz generation. The efficiency of photovoltaic and terahertz generation cannot achieve 100% because of these fundamental barriers. For photovoltaic
process, the highest efficiency is limited by the Carno limit which is about 86%. In
addition, the efficiency of photovoltaic with broadband sources (usually is sunlight)
varies with wavelength. Second, the common optical method used for terahertz generation is difference frequency generation. The efficiency of this method is limited
by the so called the Manley-Rowe relation. Numerous researchers focus on how to
overcome these barriers and improve their applications. To overcome barriers in these
two physics process, both optical and electrical simulation are required and the combination of these two approaches offers more flexibility and ability.
Solar energy is a renewable and environment friendly energy source. In addition, the total amount of solar power Earth receives is 10,000 times larger than the
commercial energy used on the planet [1]. This means much of the world’s required
energy can be supplied directly by solar power. However, the percentage of electricity
generated from solar in the world is only 0.5%. A solar cell is a device which directly
converts sun light into electricity via photovoltaic process. The energy of light is
transmitted by photons, quantums of light. Solar cell is a device which can convert
light, a flow of photons, to electric current, a flow of electrons [2]. The application
of solar cell is limited by its low efficiency and high cost. So a highly efficient and
cheap solar cell is desired which requires a deeper understanding of their operation
and limitations.
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Terahertz (THz) radiation is electromagnetic radiation whose frequency lies between the microwave and infrared regions of the spectrum, offers many novel applications, such as molecular structure detectation, terahertz pulsed imaging, security
etc. [3] It is naturally generated as a thermal process throughout the earth, yet remains
the least explored region of the electromagnetic spectrum mainly due to the technical
difficulties involved in making efficient, compact and high-power THz sources and
detectors [4]. For example, infrared reflector is a device which has the potential to
generate terahertz, but its output power is too low for applications. The lack of suitable technologies led to the so called THz gap (0.1–10 THz). This technological gap
has been rapidly diminishing for the last two decades. Optical technologies have made
tremendous advances from the high frequency side, while microwave technologies has
risen from the low frequency side. However, Fig. 1.1 shows the average generation
power of different types of devices near the terahertz region. In the terahertz region,
for RF devices, Pf2 =constant because electric dipole radiation power P∼p2 f4 , but the
dipole moment p∼1/f. For optical devices, Pλ=constant, this is because if we assume
a fixed number of photons for each one, since of course the power P∼hf, the energy of
each photon. From the figure we can find that neither compact electrical sources or
optical sources can generate THz in a useful level of power. Therefore, people are still
searching for a suitable method which is both compact and can generate terahertz
with high power.
One way of generating THz radiation is using nonlinear medium in which incident
electromagnetic waves undergo nonlinear frequency conversion (shown in fig 1.2). Two
optical photons at frequencies ω1 and ω2 can interact with each other to generate a
THz photon at frequency ωT , such that ωT = ω2 −ω1 , in second order nonlinear optical
processes, such as Optical rectification and difference frequency generation (DFG) [6].
Femtosecond laser pulses, which contains a broad spectrum (bandwidth∼10 THz), can
generate broadband THz pulses via optical rectification, whose shape resembles the
optical pulse envelope. Two CW optical beams produce CW THz radiation by DFG.
Solid-state THz sources based on microwave technology convert incoming microwaves

3

Fig. 1.1. The average generation power of different types of devices
in the function of frequencies. In nearly every case, as the frequency
goes into the terahertz range, the source’s output power decreases. In
the figure, Pf2 =constant line is the power-frequency slope expected to
see in a RF device, while the Pλ=constant line is the expected slope
for some commercial lasers [5].
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into higher harmonics utilizing diodes with strongly nonlinear I-V characteristics [4].
However, the common DFG process in bulk material requires both the high-intensity

Fig. 1.2. Terahertz generation in nonlinear medium [4]

incident light, and phase matching [6]. In addition, the efficiency of this nonlinear
process is limited by the so called Manley-Rowe relation. Therefore, the above barriers
sharply limit the application of this method.
In following sections of introduction, we will introduce fundamental barriers in
solar cell and terahertz generation with more details and our methods which combine
both optical and electrical simulation to overcome them.

1.2

Solar cell
The basic idea of a solar cell is to convert light energy into electrical energy. The

energy of light is transmitted by photons, quantums of light. Solar cell is a device
which can convert light, a flow of photons, to electric current, a flow of electrons. [2]
When photons are absorbed by matter in the solar cell, their energy excites electrons
higher energy states where the electrons can move more freely. By building poten-
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tial difference (p-n junction), electrons can make a current flow through an external
circuit. Based on thermodynamic theory, the upper limit efficiency of photovoltaic
conversion is 86%, which is also called Carnot limit. But for solar cell, since sunlight
contains a wide range of spectra, the limit for solar cell with different bandgap is
called Shockley-Queisser limit [7]. Another type of energy loss is due to the incomplete absorption of incident light.
Therefore, the main losses of energy can be divided by two parts. First is thermoelectrical part, which consists of recombination, thermalization and sub-bandgap
losses. Second is the optical part, part of incident light cannot be absorbed by solar
cell (either transmitted or reflected or both).

1.2.1

Shockley-Queisser limit

The ideal efficiency for single junction solar cell is developed by Shockley and
Queisser which is known as Shockley-Queisser limit (S-Q limit) [7]. The calculation
of the S-Q limit considers the direct band recombination and derive the efficiency
directly from the thermal dynamic theory. This theory places the maximum efficiency for single junction solar around 31% with 1.35eV under AM 1.5 spectrum.
As shown in Fig. 1.3 , the line drawn just above the grey region is the useful work
under S-Q limit in terms of the band gap of the cell. There are three types of major
losses considered in the S-Q limit. First is radiative losses, which is caused by the
direct band recombination of electron and hole pairs based on detailed balance theory
shown in yellow. This mechanism peaks around 0.5eV because of trade off between
thermalization losses and need to operate at forward bias. Second is the thermalization losses shown as blue region in Fig. 1.3, which means the energy of photons
which are higher than the material band gap will excite the electron to the energy
level higher than the bottom of conduction band. Then energy of those electrons will
rapidly decrease through random collisions to the Fermi-Dirac distribution, which is
clustered at the bottom of conduction band. This loss mechanism gradually decreases
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with the bandgap. This is because for material with higher banggap, the energy of
photon required to excite electrons from valence band to conduction band becomes
higher, so smaller amount of photons can excite the electrons and this type of loss
mechanism becomes less significant. Third is the sub-bandgap losses shown in red in
Fid. 1.3, which means the energy of photons which are lower than bandgap cannot
excite electron and hole pairs. In opposite to the thermalization losses, sub-bandgap
losses increase with the bandgap because with the increasing of bandgap, more photons are not adequate to excite the electrons which makes this type of loess more
significant.

1.2.2

Multijuction photovoltaic cells

Fig. 1.3. S-Q limit efficiency and loss mechanisms in the function of bandgap [7, 8].

The most widely explored path to exceed S-Q limit is using multijunction photovoltaic cells (for the two junctions case, they can also be called tandem cells). These
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cells use multiple p-n junctions, each one has its own bandgap. As shown in Fig. 1.4,
the bandgap gradually decreases from top to bottom, so that the high-bandgap cell
absorbs high-energy photons and transmits the rest of photons. Then the lowerbandgap cells absorbs the lower-energy photons. This design can reduce the thermalization loss, and sub-bandgap loss. The current world record efficiency is 44.4% for
inverted metamorphic 3-junction InGaP/GaAs/InGaAs systems [9]. However, this
cell is made using a very expensive MOPVE growth process without epitaxial lift-off,
the great cost limits its application compared to 100% commercial single-junction
cells.

Fig. 1.4. Spectral splitting in tandem cells. The high bandgap cell
on top naturally serves as a spectral filter for sunlight, which matches
photons with bandages for efficiencies exceeding the S-Q limit [10].

1.2.3

CZT/Si tandem cell

Broadly speaking, solar cells can be divided into two categories: high cost, highperformance and low-cost, low-performance cells. In this paper, however, we consider
an approach for high-performance, low-cost cells that combines the successful technologies of cadmium telluride and silicon in a single platform. While it may seem
almost self-evident to combine these two systems as a tandem cell, the key stum-
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bling block has been the bandgap of cadmium telluride, which is slightly low for
this particular application, and thus will cause a current mismatch in tandem operation. Therefore, we plan to use the cadmium zinc telluride (CZT), a material whose
bandgap can be adjusted, to replace the CdTe. In addition, we will also design the
geometry of the front surface for higher light absorption. The combination of both
photonic design and electrical design can give more flexibility for designing a high
performance and low cost tandem cell.

1.3

Terahertz technology
As mentioned above, the nonlinear generation in bulk materials requires very high

incident power to achieve modest efficiencies [6]. So in this section, we will first briefly
introduce the common nonlinear method for terahertz generation and our strategy
for THz generation with better performance.

1.3.1

Nonlinear optics

Nonlinear optical phenomena are ”nonlinear” in the sense that they occur when
the response of a material system to an applied optical field depends in a nonlinear
manner on the strength of the optical field [6]. In the case of conventional (linear)
optics, the induced polarization (P̃ (t)) depends linearly on electric field strength:
P̃ (t) = 0 χ(1) Ẽ(t)

(1.1)

where χ(1) is known as the linear susceptibility and 0 is the permittivity of free space.
In nonlinear optics, the expression is expanded as a power series in the electrical field
strength Ẽ(t) as:
P̃ (t) = 0 [χ(1) Ẽ(t) + χ(2) Ẽ 2 (t) + χ(3) Ẽ 3 (t)]

(1.2)

= P̃ (1) (t) + P̃ (2) (t) + P̃ (3) (t)
The quantities χ(2) and χ(3) are know as the second and third order nonlinear optical
susceptibilities, respectively [6]. We can generate frequency difference from the input
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source by utilizing different types of nonlinear phenomenon, e.g SFG (sum frequency
generation), DFG (difference frequency generation), etc.

Fig. 1.5. DFG process in bulk nonlinear material. When the target
frequency ωT is much lower than the two sources frequencies ω1 and
ω2 , efficiency cannot exceed ηqm = ωωT1 .

The simplest case for nonlinear generation is light propagation in a bulk nonlinear
material. However, there are two disadvantages of this method. First, the required
intensity of input source to modify the optical properties of a material system is very
high, which needs the large-size laser system [6]. In addition, the high intensity of
the incident beam may also cause damage to the nonlinear material. Second, for light
propagating in a bulk material, phase mismatching limits the nonlinear generation.
If we want to generate the light of angular frequency ωT by DFG (shown in Fig. 1.5)
with two pump beams (ω1 and ω2 , and ωT = ω1 − ω2 ), the intensity of generated
beam can be expressed as:
IT (L) =

8d2eff ωT2 I1 I2 2
∆kL
L sinc2 (
)
3 3
0 c n1 n2 nT
2

(1.3)

Here, ∆k = k1 + k2 − kT , I1 , I2 , IT means intensity of each beam respectively, L
means the propagation distance. From Fig. 1.6, we can see that, in order to have
high nonlinear generation, the phase mismatch should be small.
Another factor which limits the conversion efficiency of DFG is called the ManleyRowe relation, and its upper limit is called quantum-limited maximum efficiency.
From the Fig. 1.6, it is obvious that the DFG process produces two photons (ω2 , ωT )
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sinc2 (∆kL/2)
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Fig. 1.6. Effects of wave vector mismatch on the efficiency of DFG are
proportional to Eq. 1.3, which shows a wave vector mismatch much
smaller than 2/L is needed for high performance.
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with each incident photon (ω1 ), so the expression of the quantum-limited maximum
efficiency is:
ηqm =

ωT
ω1

(1.4)

In this paper, we plan to replace bulk nonlinear material with photonic crystals
cavity to lower the required power of incident light and use cascaded third harmonic
generation and cascaded parametric down conversion to exceed the quantum limited
maximum efficiency.

1.3.2

Photonic crystals cavity

Similar to the atomic crystals which is formed by periodic atoms (e.g. crystalline
silicon) [11], photonic crystals is formed by macroscopic media with periodic dielectric function [12]. Photonic crystals can be designed and constructed to have band
gaps, preventing light from propagating in certain direction with specified frequencies (shown in Fig. 1.7). This property is similar to atomic crystals, but the only
difference is that the atomic crystals control the property of electron, but photonic
crystals control the property of photons.
For photonic crystals, within the photonic band gap, no modes are allowed and the
density of states is zero. However, by perturbing a single lattice site, a single localized
mode or a set of closely spaced modes having frequencies with the gap can be created.
This kind of cavity (confine light in a small volume) made from photonic crystals is
called photonic crystals cavity. For the case of 2D photonic crystals formed by array
of dialectic rods, the cavity can be created by detuning the dielectric constant of one
rod or changing radius of one rod, as shown in Fig. 1.8.
Several researchers [13–16] have shown that the utilization of photonic crystals
cavity can greatly enhance the nonlinear generation. The power of incident beam for
high nonlinear generation can be greatly reduced by using a cavity with high quality
factor. In addition, phase mismatching does not need to be considered in this case
because wave vector is not a good quantum number inside a photonic crystals cavity.
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Fig. 1.7. The photonic band structure for the modes of a 2D photonic
crystals, which is formed by triangular array of air columns drilled in
a dielectric substrate  = 13. The blue lines represent TM bands and
the red lines represent TE bands. The inset shows the high-symmetry
points at the corners of the irreducible Brillouin zone (shaded light
blue). [12]
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Fig. 1.8. Left, point-defect cavity formed by reducing the dialectic
constant of a single rod. Right, point-defect cavity formed by a missing rod in a square lattice. [12]
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Instead, the nonlinear integration overlap will determine the nonlinear generation [17].
For example, from the analysis by using coupled mode theory [12], the power for 100%
conversion in THG (third harmonic generation), which means the generation of one
photon with 3ω frequency from three photons with omega frequency, is given by [16]:


ω1 ω3
|S1+ | =
4|β1 |2 Q31 Q3
2

1/2
(1.5)

Where |S1+ |2 means power of incident beam, |β1 | means the integral of the field
through the nonlinear medium, Q1 , Q3 means quality factor of 1ω, 3ω resonant
mode, respectively. From the above equation, we can see that the required power will
be reduced by high quality factors and nonlinear field integral.

1.3.3

Cascaded third harmonic and three photon parametric down conversion

Since third harmonic generation may not allow us to reach all desired frequencies,
additional processes must be explored. For example, cascaded THG process, which
repeatedly uses THG. Three photon parametric down conversion (PDC) means the
generation of three photon with ω frequency from one photon with 3ω frequency
and the cascaded three photon PDC can also help us to achieve photons with desired
frequencies. By using cascaded THG (PDC), one can generate light in terahertz region
from microwave (optical wave) region. Theoretically speaking, these two process are
not limited by Manley-Rowe relation and can approach 100% conversion.

1.4

Overview of this work
This work mainly focuses on how to overcome fundamental barriers in order to

increase the efficiency of photovoltaic and terahertz generation on optoelectronic conversion processes.
In chapter 2, the goal is to design a high-efficiency tandem cell with low cost.
The method in this paper is combining CZT and Si to form a CZT/Si tandem cell.
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Although a CZT/Si tandem cell has already been successfully fabricated, the efficiency of that cell is only 1% higher than a single-junction cell formed by CZT alone.
Therefore, in this chapter, we will first build a detailed model by reproducing the J-V
curve in the experiment through electro-optically coupled simulations. After that,
we will analyze the loss mechanisms limiting the tandem cell efficiency and a physics
based explanation. This should help predict the performance of these cells under
other conditions to validate the model, and to design higher-performance devices in
the future.
In chapter 3, the goal is to develop the theory for cascaded THG and PDC in Kerr
cavity by using the temporal coupled mode theory. In this chapter, we will first show
the relationship between the maximum conversion efficiency and system parameters
(e.g. decay rate, nonlinear integral overlap) and develop a method to approach 100%
conversion in the cascaded THG case. Next, we will derive the expression for threshold
power (the lowest power for exciting nonlinear conversion) and the critical power (the
power for 100% conversion) for three photon parametric down conversion in doubly
resonant cavities. In addition, it will be demonstrated that cascaded three photon
generation in a triply resonant cavity is impossible, thus, another method for cascaded
three photon PDC is proposed which combines two doubly resonant Kerr cavities and
three waveguides. Finally, we will briefly discuss the effect of the self- and cross- phase
modulation on the number of stable steady-state solutions for both cascaded THG and
three photon PDC. In all the calculations, the stability of the steady-state solutions
is explicitly included.
In chapter 4, we conclude that the mitigation of three key loss mechanisms can
dramatically increase the efficiency of CZT/Si tandem and cascaded THG and PDC
has the potential to generate terahertz with very high efficiency. These results can be
used to overcome some fundamental barriers in photovoltaic and terahertz generation.
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2. HIGH-EFFICIENCY, LOW-COST TANDEM SOLAR
CELLS USING II-VI ALLOYS AND SILICON
SUBSTRATES
2.1

Introduction
Shockley-Queisser limit (S-Q limit) [7] describes the ideal efficiency of single-

junction solar cell at each banggap. Tandem solar cell, which connects two cells with
different material in series, is one promising method to exceed S-Q limit. Tandem
cells can split the spectrum and use a solar cell that is optimised to each section of
the spectrum, which can reduce the thermalization and sub-bandgap losses [10]. Although tandem cells formed by lattice-matched III-V materials have already achieved
very high efficiency (world record is 31.1% [18]), cost of this type of material is fairly
high. So in this paper, we plan to explore the combination of two low-cost materials
used in solar cells to achieve both high efficiency and low cost. Recent developments
in the photovoltaic industry have shown the great commercial promise of two key
material platforms: crystalline silicon (c-Si) [19] and cadmium telluride (CdTe) [20].
Crystalline silicon heterojunctions have now reached an efficiency of 25.6% at the
laboratory scale using rear emitters [21], while commercial production by companies
like SunPower approaches this value now, at a cost below $0.87 per peak watt [22].
The separate thin film technology of cadmium telluride with a slightly larger bandgap
has recently achieved single-crystal world record efficiencies of 21% [20]. Commercial CdTe modules grown by closed-space sublimation have tracked the recent rise in
efficiencies, at a cost of $0.85 per peak watt in manufacturing. Clearly, these developments have been quite impressive and driven massive growth in the industry [23].
On the other hand, the ultimate efficiencies of each technology are approaching the
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Fig. 2.1. Theoretical efficiency limit of tandem solar cell versus bottom cell (PV bandgap 1) and top cell (PV bandgap 2). The inset
shows theoretical efficiency limit of tandem cell with fixed bottom
cell (c-Si).

fundamental thermodynamics limits first articulated by Shockley and Queisser which
prevent both of these technologies exceeding 31 % [24].
In order for commercial technologies to move substantially above the ShockleyQueisser (S-Q) limit, a fundamentally different approach is needed. While a wide
variety of techniques have been discussed [25], the two shown to exceed the S-Q limit
experimentally are spectral splitting and multijunctions [26, 27]. The latter approach
is conceptually simplest and of great, ongoing interest, since tandem, triple-junction,
and 4-junction cells offer theoretical and actual performance substantially higher than
the S-Q limit [28].
Broadly speaking, efforts in multijunction cells can be divided into two categories: high cost, high-performance and low-cost, low-performance cells. In the high-
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performance category, records have been pushed up over time to a current record of
44.4% for inverted metamorphic 3-junction InGaP/GaAs/InGaAs systems [21]. A
similar III-V material platform has also been employed for making world-record efficiency single-junction 28.8% efficient GaAs cells [21]. However, recent estimates have
indicated the cost of manufacturing for the single-junction cells even with epitaxial
liftoff and significant substrate reuse to be at least $8.45 per peak watt; without any
substrate reuse, costs go up above $53 per peak watt [22]. On the low-cost side,
3-junction a-Si/nc-Si/nc-Si cells have reached efficiencies of 13.4 % [21]. It is believed
that the extremely large gap between these two 3-junction systems is not driven primarily by the value of the bandgaps, which are not very dissimilar, but rather the
quality of the materials themselves. In particular, 3-junction thin-film silicon solar
cells suffer greatly from the presence of amorphous silicon [29], which is subject to
Staebler-Wronski degradation. Since no other Group IV material offers a similar
bandgap, the path to achieving efficiencies comparable to the III-V systems from a
crystalline silicon-based platform has been unclear.
Here, we consider an alternative approach for high-performance, low-cost cells
that combines the successful technologies of cadmium telluride and silicon in a single
platform. While it may seem almost self-evident to combine these two systems as
a tandem cell, the key stumbling block has been the bandgap of cadmium telluride,
which is slightly low for this particular application, and thus will cause a current
mismatch in tandem operation. Fortunately, it is well-known that zinc-doped cadmium telluride can see much larger bandgaps, which can vary in the range from 1.5
eV [30] up to 2.26 eV [31]. Thus, zinc-doped CdTe, or cadmium zinc telluride (CZT),
offers a promising path to combining these distinct yet successful technologies into a
common framework. Recently, new CdTe and CZT growth techniques for high performance have emerged [32–34], making this material platform a viable alternative
for a top junction of tandem silicon based solar cell. As shown in Fig 2.1, silicon
has bandgap of 1.1 eV, which is close to ideal bandgap of bottom junction of tandem
solar cell, its corresponding bandgap of top junction is around 1.78 eV, which could
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be achieved with the appropriate zinc doping in CZT. Another recent alternative that
has emerged is magnesium cadmium telluride. Long bulk lifetimes have been demonstrated recently due to the very small lattice mismatch associated with magnesium
alloying (0.22 % for 23 % Mg) and a bandgap increase of 342 meV [35].
Carmody et al. [32, 34] successfully fabricated a CZT single junction solar cell
with 16% efficiency and a CZT/Si tandem solar cell of 17% efficiency. As a result,
the CZT/Si tandem solar cell had a surprisingly small 1% advantage over the single junction CZT solar cell. In this work, we will first build a detailed model by
reproducing the J-V curve of both single junction and double junction cell in the
experiment through electro-optically coupled simulation. Next, we will show the key
loss mechanisms that decrease the efficiency of the CZT/Si tandem solar cell close to
its single junction efficiency. Our approach reproduces a number of features from the
experiment not found in Shockley ideal diode equation. After that, we will provide
the possible physics-based explanations of those loss mechanisms. Then, we will use
this model to predict the highest attainable efficiency in wafer-based CZT/Si tandem
cells and these simulation results can help design higher-performance devices in the
future. During the simulation, the raytracing method will be used to calculate the
light absorption inside the device and drift-diffusion equation will be used to simulate
the current voltage relationship and recombination losses inside the device.
This paper is structured as follows (Fig. 2.2): First, in Sec. 2.2, we introduce
the simulation method used in this paper. In Sec. 2.3.1, we present single electrical
simulations starting with fitting the J-V curves obtained from experiments [32,33,36]
to obtain some material parameters of CZT such as material lifetime. In Sec. 2.3.2,
we present the double junction simulation, showing how can we reproduce most of
unique features of the tandem cell behavior. In Sec. 2.3.3, we identify the major
sources of loss of the CZT/Si tandem cells and predict the efficiency of the ideal case.
In Sec. 2.3.4, our key findings are summarized.
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Fig. 2.2. Structure of this paper. The part in the red dash line shows
the future work on light trapping that will combine with the present
work to design a ultra thin-film CZT/Si tandem cell.
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2.2

Approach
In this paper, the simulation is performed using a semiconductor simulation tool

known as Sentaurus Device [37], which solves for electrical and optical transport
(shown in Fig. 2.3). The electrical simulation uses semiconductor transport equations
coupled with Poisson’s equation, while the optical simulation uses ray-tracing method
to predict the light absorption in each layer. The parameters used in the simulation
were obtained from experimental data or literature values [30, 31, 34, 38]. In addition,
for tandem cells, the top and bottom cells are connected by a tunnel junction, where
carrier transport is calculated quantum mechanically. Sentaurus provides the module
which can simulate the non-local inter-band tunneling based on WKB method. The
tunnel junction simulation is coupled with the electrical drift-diffusion simulation and
ray-tracing optics to obtain the simulation result in the tandem cell [37, 39, 40].
In these simulations, we treat all bulk carrier recombination as Shockley-Read-Hall
(SRH) (i.e.. τ ≈ τSRG ), since it dominates the losses in this design. It has recently
been shown that the radiative lifetime of CZT is τr ×n = 9.4×109 cm−3 ·s [34], which is
calculated by basic thermodynamic theory, where n is the density of majority carrier
in cm−3 . At room temperature with n = 1016 cm−3 , the SRH lifetime (τSRH = 55 ns
shown in next section) is significantly longer than the radiative recombination time
(τr = 940 ns).
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Fig. 2.3. The simulation process in Sentaurus Device
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2.3

Results and discussion

2.3.1

Single junction simulation

In this section, we present how we electrically model single junction CZT cells.
We first obtain the bulk lifetime of CZT by fitting the experimental J-V curve of the
single junction CZT solar cell [32,34]. Since the Voc of tandem cell in the experiment
is lower than the predicted value, there must be certain mechanisms which influence
the performance of the cell. Therefore, it is hard to directly obtain the bulk lifetime
of CZT from tandem cell modeling.
In Ref. [36], the n-type CZT is doped by diffusing indium from the top surface.
The doping density is around 8×1020 cm−3 at the surface and decreases gradually to
the junction, which can be described by the error function (the junction depth is set
as 1.35 µm). However, not all dopants can be ionized at high doping. The effective
n-type doping density (ionized density) is described by the formula [41]:
ND+ =

1 + gD

ND
(E
e F −ED ) /kT

(2.1)

where gD = 2 is the degeneracy factor, ND is the doping density and ED is the donor
energy.
The activation energy (Ec − ED ) for indium doped CZT varies with bandgaps
and growth methods [42, 43]. In this simulation, the activation energy is set as 0.16
eV [43], corresponds to a doping density near the surface of about 8×1017 cm−3 .
Fig. 2.4 shows the J-V curve and energy diagram of single junction solar cell.
The simulated J-V curve agrees well with the experimental J-V curve. However,
for the experimental J-V curve, an anomalously high ideality factor is observed near
1.2V, although the ideality factor rapidly decreases toward 1 at higher voltages. In
Refs. [44, 45], it is shown that dense grain boundary formation is a potential cause
for this phenomenon.
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Fig. 2.4. (a) J-V analysis of a single junction CZT cell (Eg = 1.82
eV). The simulated J-V curve agrees well with the experimental J-V
curve. However, the ideality factor near 1.2V in the experiment curve
is anomalously high (≈ 5) and eventually it lowers the fill factor. The
structure of single junction CZT is shown as an inset. (b) Energy
band diagram of the single junction CZT cell under illumination with
zero bias. The heterojunction barrier is located between ZnTe and Si,
which is generated by the difference of electron affinity values. This
barrier will cause the roll-over of the J-V curve and produce a linear
region when current density goes beyond 5 mA/cm2 .
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The heterojunction barrier that exists between ZnTe and silicon substrate shown
in Fig. 2.4 (b) can cause rollover in the J-V curve, resulting in a linear at forward
bias (V>1.85V) region when current density exceeds 5 mA/cm2 [36, 46, 47].
In general, the simulated J-V curve agrees well with the experimental J-V curve,
which demonstrates that our simulation method is a valid representation of the physics
of this cell. As further evidence, the SRH lifetime of p-type CZT is 55 ns which is
lower than the highest measured value (260 ns) in the experiment [36]. The bulk
lifetime in n-type CZT is described by the formula [48]:
τ = τmin +

τmax − τmin
1 + (N/Nref )γ

(2.2)

where Nref = 1×16 cm−3 , τmin = 0 ns, τmax = 110 ns, γ = 1. The obtained
parameters above will be used in the modeling of the double-junction CZT/Si cell.

2.3.2

Double junction CZT/Si modeling

If we directly use the same parameters from the single-junction simulation and do
not include extra factors, the simulated CZT/Si J-v curve is shown as blue dashed
line in Fig. 2.5(a). However, in the experimental J-V curve (black circle) shown
in Fig. 2.5(a), two linear regions are observed, one at low voltages (region 1) and
one at high voltages (region 2). The performance of the fabricated CZT/Si tandem
cell is obviously worse than predicted performance. Thus, there must some other
loss mechanisms limiting the performance of the actual CZT/Si tandem cell. In the
presence of both series and shunt resistances, the J-V curve of the solar cell is given
by:
J = J0 eq(V −JRs )/nkT +

V − JRs
− JL
Rsh

(2.3)

where the JL is the light generated current density, J0 is the dark saturation
current density, V is the applied voltage, n is the ideality factor, Rsh is the shunt
resistance and Rs is the series resistance. At low voltages, the current density changes
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Fig. 2.5. (a) Experimental and two simulated J-V curve of the CZT/Si
(Eg = 1.78/1.12 eV) tandem cell. The structure of the tandem cell
is shown as an inset. The dashed blue line shows the simulated JV curve which does not include any extra losses. The red solid line
shows the simulated J-V curve which include the shunt resistance, series resistance and Schottky barrier. In the experimental J-V curve,
the shunt resistance (≈ 600 Ω·cm2 ) and the series resistance (≈ 27
Ω·cm2 ) are observed. An excellent correspondence between simulation and experiment is observed, with both deviating from the ideal
diode equation. (b) Energy band diagram of the CZT/Si tandem cell
under illumination with zero bias. The red circled region is the tunnel
junction, which shows minimal series resistance. The negative slope
of the energy band near the metal contacts, caused by the Schottky
barrier, impedes carrier collection.
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proportionally to the shunt resistance, but, at high voltages, the current density
changes proportionally to the series resistance. Therefore, it is obvious that the linear
curve in region 1 is caused by the shunt resistance, and the linear curve of region 2 is
caused by the series resistance. In Fig 2.5(b), the band structure of tunnel junction is
inset. The exact material used in the tunnel junction is unknown, but Ref. [36] states
that this is a wide bandgap II-VI based tunnel junction. We choose p-ZnTe [31] and
n-CdTe [30] for minimal series resistance although CdTe is unlikely to be doped to
such a high level in experiment, the use of CdTe as one tunnel junction material only
lowers its impedance in the WKB quantum mechanical tunneling model in Sentaurus.
The exact materials used in this tunnel junction are still unclear, and further detail
is beyond Ref. [32] or characterization results would improve our confidence in these
results. In addition, the experimental open circuit voltage of the CZT/Si tandem
cell was 1.75 V [32], which is substantially lower than the combined Voc of 2.046 V,
calculated from adding each single junction cell: CZT with Voc = 1.34 V [32] and
c-Si with Voc = 0.706 V [21]. We assume that a non-Ohmic contact, observed in the
experiment, could result in a Schottky barrier and significantly degrade Voc [36,46,47].
The negative slope around 400 µm in the band diagram in Fig 2.5(b) shows that the
Schottky barrier significantly limits the Voc of CZT/Si tandem cells. After including
these three mechanisms, the simulated J-V curve shown as red solid curve in 2.5(a)
is in very good agreement with experiment. The results are simulated by Sentaurus
Device tool by drift-diffusion equation. The series resistance and shunt resistance are
added as circuit parameters to modify the final result. The baseline parameter values
used in this work are provided in Table 2.1.

2.3.3

Analysis of loss mechanisms in CZT/Si tandem cell

As discussed previously, the series and shunt resistances and the Schottky barrier are the dominant loss mechanisms in CZT/Si tandem cells. As shown in Fig.3,
combining the Schottky barrier and shunt resistance explains the precise form of the
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Table 2.1.
Device parameters for (a) baseline top cell, (b) baseline tunnel junction, (c) baseline bottom cell and (d) global parameters
(a) Top cell

n-CZT [30, 34]/p-CZT [30, 34]

Eg (eV)

1.78

W (µm)

1.35/1.65

NC (cm−3 )
µe (cm2 /V-s)

8 × 1017
1500

ND/A (cm−3 )

NV (cm−3 )

p-ZnTe [31]/n-CdTe [30]
2.26/1.5

W (µm)

0.01c /0.01c

ND/A (cm−3 )

0.1c
3.53/4.4

(c) Bottom cell

n-Si [38]/p-Si [34, 38]

Eg (eV)

1.12

W (µm)

0.2c /400b

µe (cm2 /V-s)

1 × 1019c

τSRH (ns)

Electron affinity (eV)

NC (cm−3 )

100
4.1

Eg (eV)

(cm /s)

1.8 × 1019

µh (cm2 /V-s)

(b) Tunnel junction

6

τ (x)a,b /55b

τSRH (ns)

Electron affinity (eV)

Cn,Auger

D(x)a /1 × 1016

1.1 × 10−30
2.8 × 1019
1.4/1400

ND/A (cm−3 )

1020c /1017
1c /105b

τSRH (ns)
Cp,Auger

0.3 × 10−30

(cm6 /s)
NV (cm−3 )

1.04 × 1019

µh (cm2 /V-s)

Electron affinity (eV)

0.4/400
4.05

(d) Global parameters
Φbp = Ef − EV (eV)

0.51b

Series Resistance (Ω/cm2 )

27b

Shunt Resistance (Ω)

600b

a

indicates that doping density and SRH lifetime are dependent on position.

b

means the value of that parameter is obtained by fitting experimental J-V curve. For

more details, For more details, please the see text discussion.
c

means the parameter is set as a reasonable value for tandem cell design.
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IV curve. It is unlikely that high bulk resistance and interface recombination could
explain the experimental result, since they would require a lower Jsc than observed.
Here, we suggest several key loss mechanisms, and propose possible solutions without any change in bulk lifetime. First, the high series resistance measured in the
experiment could be caused by a non-Ohmic contact between the n-type CZT and
the metal grid. Adding a TCO was suggested [32], but it was shown to not fix this
problem [36]. However, properly depositing an indium layer on top of n-type CZT
should lower series resistance to 4 Ω· cm2 [36]. Second, since the n-emitter of CZT is
directly connected to the contact [49,50]. The aluminum (the metal used for contact)
will diffuse into the cell which may p-dope the n-emitter. In addition, for tandem
CZT/C-Si cell,the top CZT cell may be deposited on a different material which will
cause large lattice mismatch, which may produce grain boundaries. The existence of
grain boundaries inside CZT will provide shunt paths for current flow through the
top cell. Therefore the diffusion of metal and grain boundaries inside CZT cell are
potential reasons for varying the shunt resistance (600—2000 Ω· cm2 under illumination). [49–52]. Adding a window layer between CZT and contact and increasing the
grain size of CZT during fabrication may increase the shunt resistance to a more reasonable value. Also, other shunt types (e.g. edge shunts and strongly recombinative
crystal defects) may increase shunt resistance. Third, as mentioned in Section 2.1, the
Schottky barrier at the back contact is responsible for low Voc , which is significantly
lower than the theoretical Voc limit. To lower the Schottky barrier formed at the
back contact, one may introduce highly doped silicon at the back contact or change
the material used in the back contact [53].
In order to explore the potential efficiency of CZT/Si tandem cell, we start from
the baseline of the experiment, and remove the loss mechanisms step by step. As
shown in Fig. 2.6, once the Schottky barrier is eliminated, the tandem Voc increases
from 1.750 to 1.984 V. Then, in the absence of the Schottky barrier, we gradually
adjust the series and shunt resistances. As a result, Jsc increases to 17.7 mA/cm2
and the fill factor increases to 86.6%, while there was only a slight change in Voc .
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Fig. 2.6. J-V curves of CZT/Si tandem cells. Mitigating three key
sources of losses gradually increases cell efficiency from 17% to 30.6%.
The unit for Rs and Rsh in the figure is Ω·cm2 .

Also, it is shown that series and shunt resistance lower fill factor by 10.21% and
10.0%, respectively. The cumulative effect of all three loss mechanisms degrades the
performance of CZT/Si tandem cells so that the resulting efficiency decreases from
30.6% to 16.8%.
Besides the three loss mechanisms mentioned above, the non-ideal doping profile
of top CZT cell and leakage current in bottom Si cell also limit the efficiency. It is
shown that the experimental thickness of n-type CZT (1.35 µm) is far from the ideal
thickness of a few hundred nanometers, and doping density near top surface is too high
(8 × 1017 cm−3 ) [36], which degrades lifetime and increases bulk recombination [54].
In the experiment, the n-type CZT was doped by high temperature indium diffusion
annealing, which causes extended doping length from the desired case. Thus, one may
choose iodine doping to improve the doping profile [55]. Applying a thinner n-type
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Fig. 2.7. Simulated external quantum efficiency of the CZT/Si tandem
cell. An improved doping profile increases the Jsc in the CZT layer up
to 18.8 mA/cm2 , and adding a BSF increases Jsc in the silicon layer
up to 18.5 mA/cm2 .

CZT layer with a modest doping of 1017 cm−3 enhances photo-generated current in
the CZT layer up to 18.8 mA/cm2 as shown in Fig. 2.7. In the wafer-based approach,
the silicon layer is usually several hundred microns, which could cause high leakage
current with most carriers are generated outside of the depletion region. Thus, adding
a highly-doped thin layer, known as a back surface field (BSF), near the back contact
might help reduce the leakage current. In Fig. 2.7, adding the BSF increases the Jsc
of the silicon layer up to 18.5 mA/cm2 . Table 3.6 provides the Voc , Jsc , fill factor and
efficiency for the experiment [32] and our simulation results. When all intrinsic loss
mechanisms are adjusted to reasonable values, extrinsic losses are eliminated, and the
suggested designs are applied, the highest achievable efficiency is predicted as 32.6%.
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Additionally, breakthroughs in material deposition quality could lead to much higher
performance, potentially even approaching the 45% theoretical limit.

Voc (V)

Jsc
(mA/cm2 )

FF (%)

η (%)

Experiment [32]

1.75

16

60

16.8

Simulation

1.750

16.0

59.5

16.7

No SB

1.984

16.9

59.8

20.0

No SB, Rs =4, Rsh =600

1.964

17.5

71.9

24.7

No SB, Rs = 4, Rsh =2000

1.989

17.7

81.9

28.1

No SB, Rs =0, Rsh =infinity

1.996

17.7

86.6

30.6

2.006

18.5

88.0

32.6

Improved doping profile and
BSF

Table 2.2.
Predicted efficiencies of CZT/Si tandem cell as three key limiting
factors are improved, namely the SB, Rs and Rsh (Schottky barrier,
series resistance and shunt resistance, respectively). The unit for Rs
and Rsh reported in the table is Ω·cm2 .
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2.3.4

Conclusion

We investigated a tandem cell structure utilizing II-IV cadmium-zinc telluride
alloys and silicon substrates, which theoretically can have 45 % cell efficiency with one
sun illumination. In the CZT/c-Si stacked configuration, we successfully reproduced
experimental observations using our simulation framework for both single-junction
crystalline CZT (η = 16.5%) and tandem CZT/c-Si (η = 17 %). By studying the loss
mechanisms of the CZT/Si cell, we confirmed that shunt resistance, series resistance
and the Schottky barrier are the key limiting factors in the design of CZT/Si tandem
cells. However, there is a slight degree of uncertainty regarding whether the tunnel
junction introduces significant barrier to current flow. In addition, the undesired
doping profile and lack of a back surface field will cause current mismatch, which may
also lower the efficiency. Through physics-based modeling, we propose four strategies
to mitigate these loss mechanisms. First, an indium layer can directly contact CZT
to significantly lower the series resistance. Second, adding window layer between
contact and top cell and increase grain size during fabrication can help lower shunt
resistance. Third, a suitable BSF material should be chosen to lower the Schottky
Barrier to help the carrier collection. Finally, using a new doping method (based on
Iodine instead of indium) can help decrease the length of emitter junction (n-junction
here). Eliminating the key limiting factors can boost the efficiency up to 32.6 %
in the wafer-based approach. This is slightly above the world-record 31.1% tandem
cell [18], which is made using a much more expensive MOPVE growth process without
epitaxial lift-off [18].
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3. HIGH-EFFICIENCY CASCADED UP AND DOWN
CONVERSION IN KERR CAVITIES
3.1

Introduction
It is well-known that high-intensity light propagating in a material system will

cause nonlinear phenomena and the study of these phenomena is called nonlinear optics. Nonlinear optics was first studied by Franken et al. [56] in 1961. After decades
of research, people now have a deep understanding of these phenomena and nonlinear
optics is widely used in obtaining light with different frequency such as frequency
doubling of Nd:YAG lasers [57]. However, nonlinear phenomena in bulk materials are
very weak, so they require very high-intensity light which may damage materials [6].
It has been predicted in theory and successfully demonstrated in experiment that
confining light in small volume (resonant cavities) for a long time can enhance lightmatter interactions, e.g optical nonlinear conversion [14–16, 58–70]. In addition, the
using of cavity will introduce several different phenomena not shown in bulk materials,
such as frequency shifted by self- and cross- phase modulation, limit cycle phenomena, bi- or multistability [14, 16, 58, 62, 63, 71–75]. Lots of previous theoretical and
experiment work focused on the second order (χ(2) ) nonlinear process, such as second
harmonic generation (SHG) [16, 60, 76–82], sum and difference frequency generation
(SFG/DFG) [61, 83–86]), and optical parametric amplification (OPA) [87, 88]). Recent work has shown that the quantum limited frequency conversion can be achieved
in a triply resonant χ(2) cavity with a critical relationship between pump and idler
power [84]. Based on these work, DFG in triply resonant cavities has been demonstrated to have potential applications in terahertz generation [62, 63]. There has also
been some recent work on third harmonic generation in a doubly resonant Kerr cavity, which has already shown that 100% conversion efficiency can be achieved with
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critical input power [16]. The input power required to achieve high efficiency in this
process is much lower than THG in singly resonant cavities or bulk nonlinear materials. A following paper [58] has analyzed the stability of solutions calculated in
Ref. [16], which has shown some interesting nonlinear dynamical phenomena such as
multistability and limit cycles. In addition, it has also analyzed the influence of selfand cross- phase modulation (SPM and XPM) on the number of stable steady-state
solutions.
While the use of cavities is known to enhance nonlinear effects, every distinct
nonlinear process requires a new analysis. Although the author in Ref. [16] has shown
the condition to achieve 100% efficiency in THG process, no one has theoretically
studied a cascaded THG process in a triply resonant Kerr cavity (ω+ω+ω → 3ω, 3ω+
3ω + 3ω → 9ω as shown in Fig. 3.1). This cascaded process can be used to achieve
higher order conversion. Compare to 9th order harmonic generation, this process is
easier to study (χ(3) processes have been much further studied than χ(9) processes) and
requires much lower input power. Similar to the THG process, cascaded THG process
will also show a limit cycle phenomenon. However, different from THG process,
cascaded THG cannot achieve 100% conversion efficiency. In addition, the maximum
theoretical efficiency may not be stable in operation. Therefore, cavity parameters
(quality factor in each resonant mode, nonlinear integral overlap, self- and crossphase modulation terms) should be designed with specific optimal ratios to approach
100% stable conversion, which will be discussed in details in Sec. 3.3.1. Cascaded
THG processes can be used to generate terahertz from the microwave region, or with
a THz input source, they can also be used to fully explore the THz band (0.1THz to
100THz) which is similar to the work in Ref. [89], but with dramatically lower input
power. Although this work only studies once-cascaded THG, but results shown in
this paper can be used to study twice or even nth cascaded THG in the future.
Another type of nonlinear phenomenon studied in this paper is three photon parametric down conversion (PDC) in a doubly resonant cavity (3ω → ω +ω +ω, as shown
in Fig. 3.2). Lots of previous work has studied the spontaneous parametric down con-
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Fig. 3.1. Left figure: Schematic for cascaded THG involving a coupled waveguide-cavity system. The nonlinear system contains a channel used for input (output) photon flow coupled to a resonant cavity
with three resonant modes at (ω, 3ω, 9ω). |ai |2 represents the number of photons in ith mode, and |Si+/− |2 represents the number of
input/output photons per second. Right figure: Diagram illustrating
the relation between three modes. (ω1 = ω, ω3 = 3ω, ω9 = 9ω)
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version (SPDC) in optical bulk materials [90], fibers [91], resonators [92–95] by both
semiclassical or quantum field theory. However, SPDC has very high threshold power;
thus the conversion efficiency is typically extremely low (∼ 10−20 [91]). In this paper,
we will study three photon parametric down conversion with a pulse at ω as a seed to
excite high-efficiency conversion in a Kerr cavity, then analyze its dynamical process.
This method can both dramatically lower the input power for high-efficiency generation and can achieve 100% generation efficiency at a critical input power. In addition,
stabilities will also be analyzed in all the calculation. This part will be discussed in
Sec. 3.3.2. This process has the potential to generate three entangled photons with
high brightness for application in quantum communication. In addition, this method
can be used to generate terahertz from optical spectra by using cascaded three photon PDC process. This method will not be subject to the Manley-Rowe limits of
DFG processes. This work will show that cascaded three photon PDC is impossible
to happen in one triply resonant Kerr cavity, which is different from cascaded THG.
But we propose another method which combines two doubly resonant Kerr cavities
and three waveguides to achieve cascaded three photon PDC.
This paper uses temporal coupled mode theory (TCMT) to analyze the cascaded
THG and PDC process. In Sec. 3.2, we will first introduce the advantages of this
method and derive equations for conversion efficiency calculation and stability analysis. Sec. 3.3 will be divided into three parts. In the first part (Sec. 3.3.1), we will show
how to achieve high-efficiency stable nonlinear generation in cascaded THG process
in the absence of SPM and XPM based on the theory in Sec. 3.2. In the second part
(Sec. 3.3.2), conversion efficiency in three photon PDC will be calculated and stability of steady-state solutions will be analyzed. In addition, we will demonstrate that
cascaded PDC in a triply resonant Kerr cavity is impossible and another method is
proposed to achieve cascaded PDC. And in Sec. 3.3.3 , we briefly consider the effects
of SPM and XPM by using a simple model to illustrate the qualitative behavior of
the system; in particular, we demonstrate the existence of stable, maximal-efficiency
solutions, including SPM and XPM effects.
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Fig. 3.2. Left figure: Schematic for three photon PDC involving a
coupled waveguide-cavity system. The nonlinear system contains a
channel used for input (output) photon flow coupled to a resonant
cavity with two resonant modes at (ω, 3ω). |ai |2 represents the number of photons in ith mode, and |Si+/− |2 represents the number of
input/output photons per second. Right figure: Diagram illustrating
the relation between three modes. (ω1 = ω, ω3 = 3ω) The input
source initially contains two frequencies (ω and 3ω). However, the
input source with ω frequency is a pulse, the use of this pulse is to
excite the high-efficiency conversion.
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3.2

Theory

3.2.1

temporal coupled mode theory (TCMT)

TCTM is a fairly general method of studying optical mode interaction which
can work even for complex systems that enable high-efficiency conversion of photons
between different modes. Several numerical methods can also be applied to simulate nonlinear systems. Within them, the FDTD (finite-difference time domain) [96]
method which directly solves the Maxwell equations, is the most general and flexible
method. However, this method is very time consuming and can only simulate one
specific geometry each time. For a nonlinear process in waveguide and a cavity system, degrees of freedom of the system is limited to the amplitudes of a set of normal
modes. It can be shown that optical problems which couples a finite set of normal
modes can be analyzed using very general principles such as conservation of energy.
The optical process in the system can be described by a universal set of ODEs in
terms of several coefficients, which is determined by geometry and material of the
system [12]. This approach is called temporal coupled mode theory (TCMT). It was
first proposed by Haus et al. [97] and be expanded to a more general form by W.
Suh et al. [98]. In this paper, we employ TCMT to characterize the behavior of intracavity cascaded THG and three photon PDC systems. Under the assumption of
time-reversal invariance, we can derive the equations of the coupling between cavity
modes and input/output source [12].
S1− = −S1+ +
p
S3− = 2γ3 a3
p
S9− = 2γ9 a9

p
2γ1 a1
(3.1)

where |ai |2 represents the number of photons in mode i, |Si+ |2 (|Si− |2 ) represents the
number of photons per second goes into (out from) mode i.
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TCMT equations in a general nonlinear Kerr cavity is rigorously derived by first
quantization and Heisenberg method [99]. The derivation process is shown in Appendix. A and the result is shown in equation 3.2.
p
da1
= [−γ1 + iω1Cav (1 − ω12 m11 |a1 |2 − ω1 ω3 m13 |a3 |2 )]a1 + 2γs,1 S1+
dt
q
− i3M1

ω13 ω3 a3 (a∗1 )2

da3
= [−γ3 + iω3Cav (1 − ω1 ω3 m31 |a1 |2 − ω32 m33 |a3 |2 − ω3 ω9 m39 |a9 |2 )]a3
dt
q
q
− iM1∗

ω13 ω3 a31 − i3M2

(3.2)

ω33 ω9 a9 (a∗3 )2

da9
= [−γ9 + iω9Cav (1 − ω3 ω9 m93 |a3 |2 − ω92 m99 |a9 |2 )]a9 − iM2∗
dt

q
ω33 ω9 a33

Here, γi means the decay rate of one specific resonant mode consisting of two
components. γs,i is the decay rate into Si− , and γet,i is the rate of external losses,
so that γi = γs,i + γet,i . The ai , Si in equation 3.2 is different from the ai , Si in
references [12, 16, 58, 62], where |ai |2 represents the energy in each resonant mode
and |Si |2 represents the power of input/output source. In this paper, since equations
in Eq. 3.2 are derived by first quantization, |ai |2 represents the number of photons
in resonant mode i and |Si,+/− |2 represents the input/output number of photons
per second. Nonlinear coefficients mij and Mi are determined by the geometry and
materials of the nonlinear system, and can reflect the strength of nonlinear processes
in this system. mij is called self- (i = j) or cross- (i 6= j) phase modulation term,
which will shift the cavity resonant frequencies. Mi , which is also called nonlinear
integral overlap, characterizes energy transfer ability between different modes. The
expression for both mij and Mi terms are shown in Eq. 3.3.
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R
drε0 χ(3) (E1∗ )3 E3
h̄2
M1 =
8 R drε|E |2 3/2 R drε|E |2 1/2
1
3
R
2
(3)
∗ 3
drε0 χ (E3 ) E9
h̄
M2 =
R
3/2 R
1/2
8
drε|E3 |2
drε|E9 |2
R
drε0 χ(3) |Ei Ej |2
3h̄2

 R
R
mij =
4
drε|Ej |2
drε|Ei |2
R
4
3h̄2 drε0 χ(3) |Ei |
mii =
R
2
8
drε|Ei |2

(3.3)

Where, Ei represents the electrical field in specific resonant mode. From above
equations, we can see that both mi,j and Mi terms scale with 1/V , so the absolute
values of these items are related to the modal volume.
Equations of PDC are very similar to equations of THG, the only difference is that
the input source term is now changed from S1+ to S3+ , which are shown in Eq. 3.4.
da3
=[−γ3 + iω3Cav (1 − ω1 ω3 m31 |a1 |2 − ω32 m33 |a3 |2 )]a3
dt
q
p
− iM ∗ ω13 ω3 a31 + 3γs,3 S3+
da1
=[−γ1 + iω1Cav (1 − ω12 m11 |a1 |2 − ω1 ω3 m13 |a3 |2 )]a1
dt
q
− i3M

3.2.2

(3.4)

ω13 ω3 a3 (a∗1 )2

Conversion efficiency calculation and stability analysis method

In this section, we will first show how to calculate efficiency at steady-state, and
then the stability of those calculated fixed points will be analyzed.

Efficiency calculation in TCMT

√

At steady-state condition, ai varies with time and can be expressed as ai =
√
ri eiφi eiωi t , where φi represents the phase of this mode, and ri represents the am-
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plitude. At steady-state, both the amplitude and phase of ai terms should be fixed,
so that:
dri
d
=
(ai a∗ ) = 0
dt
dt  i 
dφi
1
ai
= ln
=0
dt
2i
a∗i

(3.5)

Conversion efficiency of cascaded THG (the ratio between output power at 9ω and
input power at ω) can be expressed as η = 9

S9−
S1+

2

. Here, since |Si+/− |2 represents the

input/output number of photons per second, the actual power of energy flow should
√
√
multiply by the energy per photon (Ei = h̄ωi ). S9− = 2γ9 a9 , and a9 = r9 eiφ9 eiω9 t ,
2γ9 r9
the efficiency can also be expressed as η = 9 |S
. Here, r9 can be obtained by solving
|2
1+

below equations:



(γ1 r1 + 3γ3 r3 − 9γ9 r9 )2 + (3γ3 ∆3 − γ1 ∆1 − 9γ9 ∆9 )2 = 2γ1 |S1+ |2 r1





(−γ r + 3γ r )2 + (3γ ∆ − γ ∆ )2 = κ2 r3 r
3 3

9 9

9

9

3

3

1 1 3

γ92 + ∆29 = κ22 r32 /r9









(3.6)

r1, r3, r9 > 0

Here, κ1 = |M1 |

p
p
ω13 ω3 , κ2 = |M2 | ω33 ω9 . And ∆i can be expressed as:

∆1 =ω1cav (1 − ω12 m11 r1 − ω1 ω3 m13 r3 ) − ω1
∆3 =ω3cav (1 − ω1 ω3 m31 r1 − ω32 m33 r3 − ω3 ω9 m39 r9 ) − ω3

(3.7)

∆9 =ω9cav (1 − ω3 ω9 m93 r3 − ω92 m99 r9 ) − ω9
Above equations can be solved by using Mathematica. For PDC case, equations
for calculating conversion efficiency (ηP DC =

1
3

S1−
S3+

2

) are similar. Those equations

are shown in the Appendix. A.

Stability analysis of fixed points
The commonly used method to analyze the stability of a steady state solution of
nonlinear dynamical equations is to solve the eigenvalues of Jocobian matrices of the
fixed point [100]. If the real part of all eigenvalues are negative, then that steady-state
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solution is stable. However, this problem becomes more complex here because of the
existence of the driving source. The calculated ai still varies with time and there are
no real fixed points. Therefore, we can only say the amplitude and the phase of the
ai are in steady-state. If we assume ri0 , φ0i to be the steady-state amplitude and phase
under the driving source, the Jacobian matrices of cascaded THG processes can be
expressed as:

 


r30
r90
r90
− γ1 + 6γ3 r0 + 18γ9 r0
−(3γ3 + 9γ9 r0 )
0
1
1
3


0
0
0


r3
r9
r9
Jr = 
3γ3 r0 + 9γ9 r0
−γ3 − 6γ9 r0
−3γ9 


1
1
3
r90
0
3γ9 r0
−γ9
3




r30
r90
r30
r90
−γ1 + 6γ3 r0 + 18γ9 r0 − 3γ3 r0 + 9γ9 r0
0
1
1


 1
1
0
0

r9
r90 
r9
Jφ = 
− γ3 + 2γ9 r0
−3γ9 r0 
3γ3 + 9γ9 r0
3
3
3

0
3γ9
−γ9

(3.8)

Where Jr is the Jacobian matrix for steady-state solutions of amplitude, and Jφ is for
phase. The eigenvalues of above matrix can be analyzed by using the Routh-Hurwitz
algorithm [84,101]. The characteristic polynomial of Eq. 3.8 can be written in the form
λ3 + Bλ2 + Cλ2 + D = 0. Signs of the real parts of the Jacobian matrices’ eigenvalues
will all be negative if and only if B > 0, D > 0, and BC − D > 0. Therefore, it is
obvious to draw a conclusion that the amplitude of steady-state solutions of cascaded
THG processes in a triply resonant cavity are always stable. However, the stability of
the phase will be determined by both cavity parameters (e.g. quality factors of each
resonant mode and susceptibility of material) and input source.
For PDC process, Jacobian matrices are:


r0
γ1 γ1 r10
3
Jr = 
−γ1 −γ3


−3γ1 γ1

Jφ = 
r10
−γ1 r0 −γ3
3

(3.9)
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Through analyzing the Jacobian matrices of PDC process, in opposite to the result
in cascaded THG processes, the real part of eigenvalues of phase Jacobian matrix is
always negative, which means the steady-state solutions of phase terms are always
stable. But the stability of amplitude will be determined by both cavity parameters
and input source.

3.3

Results and discussion
Section 3.3.1 mainly focuses on cascaded THG processes and section 3.3.2 mainly

focuses on three photon PDC and cascaded three photon PDC processes. In both
cases, the steady-state solutions based on temporal coupled-mode theory will be calculated and stability of steady-state solutions will be analyzed by using the equations
in Sec. 3.2.2. For convenience, the efficiency of χ(3) nonlinear conversion processes in
cavities will be calculated in the absence of self- and cross-phase modulation items
in above sections, i.e., mij = 0. The influence of self- and cross- phase modulation
terms will be analyzed in Sec. 3.3.3.

3.3.1

cascaded THG

Without losing generality, we can choose a set of specific parameters for one cavity
2 (3)
χ

(e.g. in this paper, γ0 = γ1 = γ3 = γ9 = 10−4 , M0 = M1 = M2 = 10−6 h̄

a

, here,

a is lattice constant of one photonic crystals cavity [12]). The influence of varying
these parameters on conversion efficiency and stability will be discussed later.
By applying above parameters into Eq. 3.6, and taking stability into consideration,
we can plot the figure which shows conversion efficiency in the function of input power.
Fig. 3.3 shows the conversion efficiency and its stability by gradually increasing the
input power. From the figure we can see that at low input power, the conversion
efficiency is stable, but after the power increases to one point (the Maximum stable
efficiency point in the figure), the conversion in the cavity system becomes unstable
and goes into a limit cycle region. In addition, the calculation tells us that the
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Fig. 3.3. Conversion efficiency in the function of input power. The
blue solid line shows the stable conversion efficiency, and red dash line
shows the unstable calculated efficiency in steady-state. The maximum stable efficiency (37%) is much lower than the maximum efficiency without considering stability (80%). In unstable region, the
efficiency fluctuates with time and this phenomenon is called limit cycle, which is an interesting phenomenon in nonlinear dynamic system.
The dark green dash dot line shows the bounds of limit cycle in the
unstable region from time domain simulation, where the solid purple
line shows the average efficiency. The inset figure shows the conversion efficiency fluctuates with time in unstable region point without
considering stability in time domain simulation.
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calculated efficiency peak is unstable and the maximum stable efficiency is much
lower than this peak. The period of the limit cycles is about 3 × 104 ac and the average
efficiency (purple solid line in Fig. 3.3) is much lower than the calculated efficiency.
Unlike the results shown in THG processes, where the maximum theoretical efficiency
can achieve 100% (external losses are not considered here), the complete frequency
conversion does not exist in cascaded THG processes because of the existence of
intermediate state (3ω in this case). Therefore, we need to find a method to approach
the 100% efficiency.

Modify Mi and γi by same magnitude
In the absence of self- and cross- phase modulation terms, there still exists five
parameters which determine the dynamical process of the nonlinear conversion. So at
first, we plan to modify the nonlinear integral overlap (M1 = M2 = αM0 ) and decay
rate of each resonant mode (γ1 = γ3 = γ9 = βγ0 ) by the same magnitude.
Fig. 3.4 shows that the maximum stable conversion efficiency keeps unchanged by
varying α (α =

M1
M0

=

M2
).
M0

The insert figures shows that the input power required for

maximum stable conversion efficiency is inversely proportional to α. The relation is:
Pin ∼ |S1+ |2 ∼

1
α

(3.10)

Nonlinear integral overlap reflects the energy transfer ability between different
resonant modes (M1 reflects the ability of energy transfer between ω and 3ω, M2
reflects the ability of energy transfer between 3ω and 9ω). Since the energy transfer
ability between different modes is enhanced by increasing both M1 and M2 , the power
required for achiever nonlinear conversion to same extent will be lowered (as shown
in the insert figure). But since M1 and M2 are increased by same magnitude, the
energy transfer ability between ω and 3ω and between 3ω and 9ω are also increased
by same magnitude. The conversion efficiency is the ratio between output power and
input power, so the final conversion efficiency won’t be changed.
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Fig. 3.5. Maximum stable efficiency in the function of β (β = γγ01 =
γ3
= γγ90 ). The insert shows the required input power for obtaining
γ0
maximum stable efficiency.
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Fig. 3.5 shows that the maximum stable conversion efficiency keeps unchanged by
varying β (β =

γ1
γ0

=

γ3
γ0

=

γ9
).
γ0

The insert figure shows that the required input power

for maximum stable conversion efficiency is proportional to β. The relation is:
Pin ∼ |S1+ |2 ∼

1
β

(3.11)

Decay rate of one resonant mode reflects the ability of storing energy in that
mode. The energy storage ability will be reduced by increasing decay rate of all three
resonant modes, so the input power required for maximum stable conversion will also
be increased as shown in Eq. 3.11. Since γ1 , γ3 , γ9 are increased by same magnitude,
the storage ability of each resonant mode is lowered by same magnitude. So the
maximum stable conversion efficiency remains same.
From Fig. 3.4 and 3.5, we can draw a conclusion that the absolute value of system
parameters (e.g. γi , Mi ) will noe affect the maximum stable conversion efficiency. In
the next section, we will show that the maximum stable conversion efficiency changes
with the ratio between Mi and the ratio between γi , respectively.

Modify the ratio between Mi and γi
In this section, we will explore the change of conversion efficiency by varying the
ratio between two nonlinear integral overlap terms (M1 /M2 ) and the ratio between
decay rate of three resonant modes (γ1 : γ3 : γ9 ).
Fig. 3.6 shows the maximum conversion efficiency changes with M2 /M1 and γ1 :
γ3 : γ9 = 1 : 1 : 1 is fixed. If stability is not included, the conversion efficiency
should increase monotonically with M2 /M1 . M1 represents the energy transfer ability
between ω and 3ω mode and M2 represents the energy transfer ability between 3ω
and 9ω mode. For higher conversion efficiency, the output at 9ω mode should be
enhanced, the output at 1ω and 3ω should be suppressed, so that increasing the
M2 /M1 ratio will increase the maximum conversion efficiency. The tendency shown
in red curve agrees well with the physics meaning of M1 and M2 . However, the
actual maximum conversion efficiency does not increase monotonically with M2 /M1 ,
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Fig. 3.6. Maximum conversion efficiency by varying M2 /M1 . The purple line shows the case which does not consider the stability. The blue
line with circle with triangle shows the case which consider the stability. In the case which ignores the stability, the maximum conversion
efficiency increase monotonically with M2 /M1 . However, in the case
which takes stability into consideration, the maximum conversion efficiency shows a peak during the process of gradually increasing M2 /M1
ratio.
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but shows a peak during the process of gradually increasing M2 /M1 ratio. This is
because the too high M2 /M1 will destroy the conversion stability and reduce the
maximum achievable conversion efficiency instead.
Next, we will explore the relation between maximum stable conversion efficiency
and ratio between decay rate of three resonant modes. In order to explore all the
conditions of ratio between decay rates, the procedure of varying ratio between decay
rates will follow the diagram shown in Fig. 3.7.

Fig. 3.7. The procedure for exploring all types of ratio between three
resonant modes.

As shown in Fig. 3.7, one decay rate is varied but the other two keep unchanged,
so the problem will be divided into three cases (change γ1 , change γ3 , and change γ9 ).
In addition, for each case, the problem has two conditions, e.g. if we change γ1 , γ3
will either be bigger or smaller than γ9 , so in each condition, we fix γ3 : γ9 = 1 : 100
or 100 : 1 respectively to see the difference between these two conditions. Therefore,
this problem will be divided into six conditions and the results are shown in Fig 3.8.
The conversion efficiency is the ratio between output power and input power. So
in order to obtain higher maximum conversion efficiency, the output at 9ω should
be enhanced and the output at 1ω and 3ω should be suppressed. From Eq. 3.1, the
output at 3ω and 9ω is proportional to decay rate and energy stored in each mode.
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Fig. 3.8. The maximum conversion efficiency as a function of γi /γ0 .
When γi is varied, the other two decay rates are fixed. In figure (a)
and (b), γ1 /γ0 is varied. In figure (c) and (d), γ3 /γ0 is varied. In
figure (e) and (f), γ9 /γ0 is varied. The inset in each figure shows the
required power in the function of γi /γ0 .
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In the conversion process, 1ω mode is the input mode, 3ω is the intermediate mode
and 9ω is the output mode. The energy stored in 1ω mode directly comes from input
power but energy stored in 3ω and 9ω mode is transferred from lower frequency. The
decay rate means the ability to lose energy of one mode. If γ9 /γ3 is increased, the
energy stored in 3ω will be increased, so the energy flow transferred from 3ω to 9ω
9
will be increased ( da
∝ a33 ). And since the increasing of γ9 , the energy stored in 9ω
dt

S9−
S3−

mode will be easier to lose or output, and the the ratio of

2

will be increased.

Therefore, in order to obtain high conversion efficiency, γ9 should be higher than
γ3 . Because of the same reason, γ9 should also be higher than γ1 . Next, we should
determine the numerical relation between γ1 and γ3 . Although the output energy flow
at both modes are not required and should be suppressed, in order to obtain higher
conversion efficiency, γ1 should be higher than γ3 . This is because ω mode is the input
√
mode, and its output can be expressed as S1− = −S1+ + 2γ1 a1 , if γ1 is too small,
then a large part of input power will be reflected, which will lower the conversion
efficiency. Therefore, in order to obtain higher maximal conversion efficiency, decay
rates of each resonant mode should satisfy the relation γ3 < γ1 < γ9 .
Above analysis can be demonstrated as shown in Fig. 3.8. Fig. 3.8(a) and 3.8(b)
plot the maximum conversion efficiency as a function of γ1 /γ0 . From these two figures,
the maximum conversion efficiency in the γ3 < γ9 condition is obviously higher than it
in the γ3 > γ9 condition. In addition, we find that the maximum conversion efficiency
ploted in Fig. 3.8(a) shows a peak in the function of γ1 /γ0 . Fig. 3.8(c) and 3.8(d) plot
the maximum conversion efficiency a function of γ3 /γ0 . From Fig. 3.8(c) in which
γ1 < γ9 , we can see that the maximum conversion efficiency approaches 100% when
γ3 decreases. However, in the condition of γ1 > γ9 , the result is opposite. This is
Pout,1
, in the
Pout,3
enhancement of PPout,9
. So
out,3

because although the decreasing of γ3 can both enhance the
case γ1 > γ9 , the enhancement of the

Pout,1
Pout,3

is larger than the

Pout,9
Pout,3

and

the conversion efficiency drops with the decreasing of γ3 /γ0 . Fig. 3.8(e) and 3.8(f) plot
the maximum conversion efficiency as a function of γ9 /γ0 . The maximum conversion
efficiency in the condition of γ1 < γ3 (Fig. 3.8(e)) is lower than it in the condition of
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γ1 > γ3 (Fig. 3.8(f)). In addition, the maximum conversion efficiency increases with
the increasing of γ9 /γ0 in Fig. 3.8(f). Therefore, we can conclude that in order to
approach 100% conversion efficiency, the decay rate of resonant mode should satisfy
the condition γ3 < γ1 < γ9 , and the maximum conversion efficiency will increase with
the increasing of γ9 /γ3 and γ1 /γ3 . We can extend this conclusion for a nth cascaded
THG process that in order to approach 100% conversion efficiency, the decay rate
of output mode should be largest, the decay rate of intermediate mode should be
smallest, and the decay rate of input mode should be in the middle.

Fig. 3.9. Contour plot of maximum stable conversion efficiency as a
function of M2 /M1 and γ3 /γ0 . γ1 = 0.1γ0 and γ9 = 10γ0 are fixed.
The right top insert figure shows the change of efficiency along the
horizontal dash line. The right below insert figure shows the change
of efficiency along the vertical dash line (M2 /M1 is varied).C point
shown in the figure, represents the case where γ1 : γ3 : γ9 = 1 : 1 : 100,
M2 /M1 = 100, and maximum stable conversion efficiency is 97%.

By combing the variation of M2 /M1 and γ3 /γ0 we can give a contour plot of
maximum stable conversion efficiency (Fig. 3.9). As shown in top right insert figure
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in Fig. 3.9, if γ1 : γ3 : γ9 is fixed, the conversion efficiency curve will always show a
peak by varying M2 /M1 . For fixed M2 /M1 ratio, as shown in both the contour plot
and the right bottom insert figure, the efficiency will always increase by reducing γ3
(in other words, increase the γ9 /γ3 and γ1 /γ3 ).
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3.3.2

Three photon PDC and cascaded three photon PDC

Three photon PDC is a nonlinear process that converts a photon with 3ω frequency
to three photons with ω frequency. This process can be used to generate photon with
lower frequency and also has the potential application to generate entangled photons
with high brightness. However, in some conditions, it is not adequate to generate
light with desired frequency by only using three photon PDC. So in this section, we
also study cascaded three photon PDC processes.

Three photon PDC
Similar to the procedure in Sec. 3.3.1, we will analyze the three photon PDC
process without taking phase modulation into consideration at first (e.g. mij = 0 in
Eq. 3.4, so that ∆1 = ∆3 = 0 in Eq. 3.7). For convenience of plotting, parameters in
2 (3)
χ

this section are set as M0 = M = 10−6 h̄

a

and γ1 = 10−4 , γ3 = 5 × 10−4 . Here, the

γ3 should be bigger than γ1 and the reason will be explained in below.
Applying the efficiency calculation and stability analysis method shown in Sec. 3.2.2
and parameters mentioned above, the relation between conversion efficiency and input
source power is show in Fig. 3.10.
With critical power input, conversion efficiency can achieve 100% without considering external loss. In this condition, the complete depletion of the pump photons (ω)
√
is required (S3 = 0). If we set Pcrit = h̄ω3 |S3+ |2 , and apply S3− = −S3+ + 2γ3 a3 = 0,
the critical power can be expressed as:
crit
Pcrit = h̄ω3 S3+

2

2
= h̄ω3
3M

s

γ13 γ3
3ω13 ω3

(3.12)

From Fig. 3.10, we can see that for input power lower than threshold power,
parametric down conversion will not happen in the system, there only exists one
zero-efficiency solution. The bifurcation curve starts to appear after input power
higher than threshold power, and the curve is divided into two part, one with higher
conversion efficiency is stable and one with lower conversion efficiency is unstable.
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Fig. 3.10. Plot of the conversion efficiency from 3ω to 1ω as a function
of P/P0 . Here, P is the input source power, and P0 is the power of
critical point as shown in the figure. The critical power is the power for
100% efficiency. The threshold power in the figure means the lowest
power for PDC to start. In other words, if P < PT , the conversion
efficiency will always be zero.
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Eq. 3.9 shows that the phase of steady-state solutions is stable but amplitude is not
determined. In order to make amplitude of steady-state stable, two conditions must
be satisfied:
γ3 > γ1
(3.13)
r1
γ3
>
r3
γ1
γ3
If the ratio of r1 and r3 is set as X = γ1 , and by using Eq. 3.4, Eq. 3.5, we can
derive:
S3+ =
where κ = M

p

√

2γ3
κ

X + 3 γγ13
 3/2
3κ
γ1

(3.14)
X 1/4

ω13 ω3 . In order to calculate the threshold power for three photon PDC

to start, we do the derivative of S3+ , and can get:
 −3/2 

d
3κ
3κ
γ1 −5/4
−1/4
S3+ = √
X
− X
=0
dX
γ3
4 2γ3 γ1

(3.15)

The threshold power is:
PT =

min 2
h̄ω3 S3+

8
= h̄ω3
27M

s

γ13 γ3
≈ 0.77Pcrit
ω13 ω3

(3.16)

In addition, with threshold power input, the ratio of steady-state solution r1 and
r3 is

r1
r3

=

γ3
,
γ1

which is exactly equal to the stability condition in Eq. 3.13. This

explains why the threshold power point divides the bifurcation curve into two parts,
one with higher efficiency is always stable, one with lower efficiency is always unstable,
and this stability condition won’t be changed by changing cavity parameters.
As mentioned above, the input pulse with frequency of ω is used to excite the
three photon conversion in the cavity. Fig. 3.11 shows the conversion efficiency of
three photon PDC with critical power input in the time domain. The insert of the
figure shows the way to initiate the conversion in the cavity. From the figure, we
can see that the conversion efficiency is initially zero when the amplitude of source
with frequency of ω is very small. The oscillation between ω and 3ω starts when the
amplitude of source with frequency of ω gradually increases. After the pulse the the
conversion efficiency gradually goes into stable region and the final efficiency is 100%.
Therefore, the pulse of 1ω is necessary to excite three photon PDC in cavities.
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Fig. 3.11. Conversion efficiency of 1ω and 3ω modes with critical
power input in time domain. The insert figure shows the the amplitude of input source in the function of time. The input source with the
frequency of 3ω gradually increases to a stable value, the function ex− t
crit
pression is S3+ (t) = S3+
(1−e τ1 )ei3ωt . The input source with the fret−τ2
quency of 1ω is a gaussian pulse, the expression is S1+ = S1+ e− ∆t eiωt
.
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Cascaded three photon PDC
As mentioned in the introduction, the cascaded PDC in a triply resonant cavity is
impossible. In this section, we will explain the reason by using the stability analysis
method in Sec. 3.2. The amplitude Jacobian matrix in this case is:


r1
0
γ
γ1 r3

 1


Jr = −γ1 γ3 + 23 γ1 rr1 −γ3 rr3 − 31 γ1 rr1 
3
9
9

0 −γ3 − 13 γ1 rr31
−γ9

(3.17)

The eigenvalues of above matrix can be analyzed by using the Routh-Hurwitz
algorithm [84, 101]. The characteristic polynomial can be written in the form λ3 +
Bλ2 + Cλ2 + D = 0. The signs of the real parts of the Jacobians eigenvalues will all
be negative if and only if B > 0, D > 0, and BC − D > 0.
B = −γ1 − γ3 + γ9
r3
5γ1 2 r1 2γ1 γ9 r1 2γ1 γ3 r1 γ12 r12
−
−
−
− γ32
3 r3
3 r3
3 r9
9 r3 r9
r9
2
2
3
2
5γ1 γ9 r1 2γ1 γ3 r1 γ1 r1
r3
D = γ1 γ3 γ9 +
+
+
+ γ1 γ32
3 r3
3 r9
9 r3 r9
r9
C = γ1 γ3 − γ1 γ9 − γ3 γ9 +

(3.18)

We can see that D is always larger than zero. If we set B > 0, in this condition
we can derive BC − D < 0 as shown in Eq. 3.19

5
r1
BC − D = −γ1 γ3 (γ1 + γ3 ) − (γ1 + γ3 )γ12
3
r3
r3
2γ1 γ9 r1 2γ1 γ3 r1 γ12 r12
− (−γ1 − γ3 + γ9 )(γ1 γ9 + γ3 γ9 +
+
+
+ γ32 )
3 r3
3 r9
9 r3 r9
r9
2
3
2
2γ γ3 r1 γ1 r1
r3
−( 1
+
+ γ1 γ32 )
3 r9
9 r3 r9
r9

(3.19)

<0
Since the cascaded PDC cannot be achieved in a triply resonant Kerr cavity, we
put forward another method which combines two doubly resonant cavity and three
waveguides as shown in Fig. 3.12
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Fig. 3.12. Schematic for cascaded three photon PDC involving a coupled waveguide-cavity system. The nonlinear system contains three
channels. The left channel is used for input (output) source at 9ω.
The middle channel is used for transfer the flow of photons with 3ω
frequency between two cavities. And the right channel is used for
outputting the flow of photons with ω frequency. |ai |2 represents the
number of photons in ith mode, and |Si+/− |2 represents the number
of input/output photons per second. The decay rate in cavity one
are set as γ31 and γ91 , and those in cavity two are set as γ12 and γ32 .
Similarly, the nonlinear integral overlap in cavity one is M 1 , and in
cavity two is M 2 .
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If we set the decay rate in cavity 1 is γ1 and γ3 , in cavity 2 is γ3 and γ9 , then in
order to achiever 100% conversion efficiency, cavity parameters should meet:
2

2

2
= S3,in
s
s
3
1 3 1
2
2
(γ3 ) γ9
(γ12 ) γ32
3×
=
3M 1
3ω13 ω3
3M 2
3ω13 ω3
s
3
M1
(γ31 ) γ91
=
3
3M 2
(γ12 ) γ32
1
S3,out

(3.20)

where M 1 and M 2 means the nonlinear integral overlap in cavity 1 and 2, respectively.

3.3.3

Self- and cross- phase modulation

cascaded THG
For cascaded THG process, the inclusion of self- and cross- phase modulation terms
could greatly disrupt the conversion performance by shifting the cavity frequencies.
So in order to offset the nonlinear frequency shift caused by Kerr effect, we need
to first pre-compensate the cavity frequency based on the steady-state condition as
shown in Eq. 3.23.
ω1
1 − ω1 ω3 m31 r1crit − ω32 m33 r3crit
ω3
=
crit
2
1 − ω1 ω3 m31 r1 − ω3 m33 r3crit − ω3 ω9 m93 r9crit
ω9
=
1 − ω3 ω9 m93 r3crit − ω92 m99 r9crit

ω1Cav =
ω3Cav
ω9Cav

(3.21)

In this section, we will explore the influence of self- and cross- phase modulation
based on the parameters of C point in Fig. 3.9. The ricrit represents the amplitude of a2i
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in steady-state for maximum stable conversion efficiency. In addition, for convenience,
we set:
m11 = m13 = m31 = α × M1
m93 = m39 = m99 = β × M2
p
m33 = αβ × M1 M2

(3.22)

The inclusion of self- and cross- phase modulation introduces new steady-state solutions but the original solution in the case α, β = 0 still exists, and the stability of
the old and new solutions are then examined again via the stability analysis method
shown in Sec. 3.2.2. From the amplitude and phase Jacobian matrices shown in
Eq. 3.8, the inclusion of self- and cross- phase modulation won’t have influence on the
stability of the solution in the α, β = 0 case and creates additional stable solutions
for different α and β value as shown in Fig. 3.13
The Fig. 3.13 shows that for one specific set of α and β value, there may exist
several stable solutions simultaneously, which means that how to initiate the input
source will determine which solution is excited as mentioned in Ref. [58].
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Fig. 3.13. Contour plot of number of stable solutions ns as a function
of α and β , and the system parameters are based on point C in
Fig. 3.9.
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Three photon PDC
For three photon PDC processes, the inclusion of self- and cross- phase modulation
will also shift the cavity resonant frequencies. Therefore, by using the same method
mentioned in cascaded THG section, the resonant frequencies of cavity should be
pre-compensated in the form:
ω1
1 − ω1 ω3 m31 r1crit − ω32 m33 r3crit
ω3
=
1 − ω1 ω3 m31 r1crit − ω32 m33 r3crit

ω1Cav =
ω3Cav

(3.23)

2

where ricrit = |acrit
i | means the number of photons in ith resonant mode. The maximum stable conversion efficiency in three photon PDC is always 100% and the an2

crit
alytical expression for critical input power can be derived (Pcrit = h̄ω3 S3+
=
q 3
γ1 γ3
2
). So compare to cascaded THG process, in which we can only analyze
h̄ω3 3M
3ω 3 ω3
1

the influence of SPM and XPM based on one specific set of cavity parameters (C
point in Fig. 3.9), we can give a more general analysis of their influence on efficiency
and stability in PDC process.
The stability of the conversion is only determined by the γ3 /γ1 and mij /M . If mij
is set as mij = m, we can give a contour plot of the number of stable steady-state
solutions as a function of γ3 /γ1 and m/M in Fig. 3.14
The result shown in Fig. 3.14 is similar to the result of cascaded THG. The
inclusion of self- and cross- phase modulation introduces new steady-state solutions
but the original solution in the case mij = 0 still exists, and its stability is not
changed. However, the instability of the steady-state solution in PDC is caused by
the instability of its amplitude, which is different from the cause in cascaded THG
(caused by phase instability). Therefore, the nonlinear dynamical system of PDC will
not show limit cycle phenomenon but will stay in one of the stable solution.
For both cascaded THG and PDC, the inclusion of SPM and XPM will introduce
multi-stable solutions. So it is necessary to find a method to excite the maximumefficiency solution. The author in Ref [58] has already proposed a simple method
to excite the solution with maximum efficiency from several stable solutions in THG
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ns = 2

ns = 3
ns = 1

ns = 2

Fig. 3.14. Contour plot of number of stable solutions ns (zero efficiency solution is not included) as a function of γ3 /γ1 and m/M for
input power P = PT .
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process. The cascaded THG process and PDC show more complex result compared
to THG process, which may make it more difficult to excite high-efficiency solutions.
How to excite the maximum-efficiency solution is beyond the scope of this paper, but
in future we will study the method to excite highly efficient and stable solution in
real Kerr cavity for both cascaded THG and three photon PDC.
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3.4

Conclusion
Based on the temporal coupled-mode theory, we have demonstrated the possibility

to achieve highly efficient and stable cascaded THG in triply resonant cavity and
100% conversion for PDC in doubly resonant cavity in the ideal case in which no
external losses are included. For cascaded THG, we demonstrate that the absolute
value of cavity parameters will not change the maximum stable conversion efficiency.
Based on the physics meaning of those cavity parameters, by exploring all the M2 /M1
and γ1 : γ3 : γ9 conditions, in order to achieve high maximum stable conversion
efficiency, the decay rate of intermediate mode (here is γ3 ) should be smallest and
the increasing of γ9 /γ3 and γ1 /γ3 ratio is shown to increase the maximum stable
conversion efficiency. For three photon PDC process, we calculate the threshold
power to excite the PDC and critical power for 100% conversion. And shows the
method to excite the 100% conversion in the absence of SPM and XPM modulation.
In addition, we demonstrate that the cascaded PDC in triply resonant Kerr cavity is
impossible and propose a new method by using two doubly resonant Kerr cavity and
three waveguides to achieve 100%-efficiency cascaded PDC. The inclusion of SPM
and XPM will introduce more stable solutions with different conversion efficiency,
but the original solution in the absence of modulation sill exists and its stability is
not changed. In a future manuscript, we plan to explore cascaded THG, PDC and
cascaded PDC in realistic cavities such as nano beam cavities, ring resonators, or
FabryPerot cavity, and study the method to excite the maximum-efficiency solution
from multi-stable solutions.
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4. CONCLUSION
In this work, we study the methods to overcome fundamental barriers in photovoltaic
and terahertz generation. CZT/Si tandem can be used to lower the fabrication cost
and approach or even exceed the S-Q limit. Cascaded THG and three photon PDC
in Kerr cavity have the potential to generate terahertz from microwave (optical wave)
region with very high efficiency under certain condition.
In the section of CZT/Si tandem cell, we investigated a tandem cell structure utilizing II-IV cadmium-zinc telluride alloys and silicon substrates, which theoretically
can have 45 % cell efficiency with one sun illumination. In the CZT/c-Si stacked configuration, we successfully reproduced experimental observations using our simulation
framework for both single-junction crystalline CZT (η = 16.5%) and tandem CZT/cSi (η = 17 %). By studying the loss mechanisms of the CZT/Si cell, we confirmed
that shunt resistance, series resistance and the Schottky barrier are the key limiting
factors in the design of CZT/Si tandem cells. However, there is a slight degree of
uncertainty regarding whether the tunnel junction introduces significant barrier to
current flow. In addition, the undesired doping profile and lack of a back surface field
will cause current mismatch, which may also lower the efficiency. Through physicsbased modeling, we propose four strategies to mitigate these loss mechanisms. First,
an indium layer can directly contact CZT to significantly lower the series resistance.
Second, adding window layer between contact and top cell and increase grain size
during fabrication can help lower shunt resistance. Third, a suitable BSF material
should be chosen to lower the Schottky Barrier to help the carrier collection. Finally,
using a new doping method (based on Iodine instead of indium) can help decrease the
length of emitter junction (n-junction here). Eliminating the key limiting factors can
boost the efficiency up to 32.6 % in the wafer-based approach. This is slightly above
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the world-record 31.1% tandem cell [18], which is made using a much more expensive
MOPVE growth process without epitaxial lift-off [18].
In the section of cascaded THG and PDC in Kerr cavity, we have demonstrated the
possibility to achieve highly efficient and stable cascaded THG in triply resonant cavity and 100% conversion for PDC in doubly resonant cavity in the ideal case in which
no external losses are included based on TCMT. For cascaded THG, we demonstrate
that the absolute value of cavity parameters will not change the maximum stable
conversion efficiency. Based on the physics meaning of those cavity parameters, by
exploring all the M2 /M1 and γ1 : γ3 : γ9 conditions, in order to achiever high maximum stable conversion efficiency, the decay rate of intermediate mode (here is γ3 )
should be smallest and the increasing of γ9 /γ3 and γ1 /γ3 ratio is shown to increase the
maximum stable conversion efficiency. For PDC process, we calculate the threshold
power to excite the PDC and critical power for 100% conversion. And shows the
method to excite the 100% conversion in the absence of SPM and XPM modulation.
In addition, we demonstrate that the cascaded PDC in triply resonant Kerr cavity is
impossible and propose a new method by using two doubly resonant Kerr cavity and
three waveguides to achieve 100%-efficiency cascaded PDC. The inclusion of SPM
and XPM will introduce more stable solutions with different conversion efficiency,
but the original solution in the absence of modulation sill exists and its stability is
not changed.
Generally speaking, we show the potential to increase the efficiency in photovoltaic and terahertz generation by using CZT/Si tandem cell and cascaded THG
and PDC, respectively. In the future, we plan to combine the light trapping method
with the thin-film CZT/c-Si tandem cell to further lower the fabrication cost and recombination losses. For this kind of design, front surface and back contact texturing
can be applied to enhance light absorption in the tandem cell. In addition, bandgap
engineering and variation of the thickness of CZT layer can be combined for current
matching to achieve optimal efficiency. Results in this paper can be validated by
experimental characterization such as C-V testing, the J-V characterization of tun-
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nel junction. For terahertz generation, we plan to explore cascaded THG, PDC and
cascaded PDC in realistic cavities such as nano beam cavities, ring resonators, or
FabryPerot cavity, and study the method to excite the maximum-efficiency solution
from multi-stable solutions. Cascaded THG is easier to accomplish in experiment
than three photon PDC since it only requires on continues source. Among above cavities, Fabry-Perot cavity is easiest to fabricate in experiment. It is formed by stacked
layers and the thickness of one layer is detuned. Recently, the highest achievable
frequency of CMOS is about 0.1 THz. After applying cascaded THG, the output
frequency will be around 1THz which is within the terahertz band. In addition, CO2
laser can be used as light source to generate terahertz though cascaded three photon
PDC. Frequency of CO2 laser is commonly around 30THz and after once cascaded
three photon PDC the output frequency is 10 THz. As studied previously, the power
required to achieve high-efficiency generation is related to parameters of cavities such
as quality factor and χ(3) . For a well-designed cavity, whose quality factor is larger
than 1000 and χ(3) is in the same magnitude as GaAs, the required power of incident
light is around 100mW.
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A. DERIVATIONS IN TCMT
A.1

TCMT equations

In this section, we will derive the TCMT equations for nonlinear frequency conversion in general Kerr cavities. The electromagnetic field Hamiltonian is:


Z
1
2
2
H = dr E(r) + B(r)
µ

(A.1)

The dielectric constant can be expressed as:


tot (r) = 0 χ(1) (r) + χ(3) (r) |E(r)|2
Therefore, the Eq. A.1 can be expressed as:


Z
 (1)
1
2
2
(3)
2
H = dr0 χ (r) + χ (r) |E(r)|
E(r) + B(r)
µ

(A.2)

(A.3)

The electrical field can be expressed as:
Ê(r, t) =

X

h
i
Ck âk gk (r)e−iωk t + â†k gk∗ (r)eiωk t

(A.4)

k

where âk and â†k are annihilation and creation operator, respectively. gk (r) represents
the complete set of orthonormal modes. The coefficient Ck will be determined.
In the absence of Kerr effect, the electrical Hamiltonian can be expressed as:
Z
2
Hel,k = Ck dr(r)(gk (r)âk + gk∗ (r)â† )2
Z
(A.5)
2
= Ck dr(r) |gk (r)|2 (âk â†k + â†k âk )
Adding the magnetic energy part, the total Hamiltonian now becomes:
Z
2
Hk = 2Ck dr(r) |gk (r)|2 (âk â†k + â†k âk )

(A.6)
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In order for mode k to evolve with its characteristic frequency ωk through the
Heisenberg equation of motion, the following equality must also hold:
1
H = h̄ωk (âk â†k + â†k âk )
2
Therefore, the coefficient Ck can be expressed as:
s
1
h̄ωk
Ck =
R
2
dr(r) |gk (r)|2

(A.7)

(A.8)

Now, take nonlinearity into consideration, the Hamiltonian can be expressed as:
h
i
X
X
1
H=
h̄ωk (â†k âk + ) + 2
Ci Cj Ck Cl × âi gi (r)e−iωi t + â†i gi∗ (r)eiωi t
2
k
i,j,k,l
h
i h
i
(A.9)
× âj gj (r)e−iωj t + â†j gj∗ (r)eiωj t × âk gk (r)e−iωk t + â†k gk∗ (r)eiωk t
h
i
× âl gl (r)e−iωl t + â†l gl∗ (r)eiωl t
From Heisenberg equation, the derivative of annihilation operator can be expressed
as:
1
dai
=
[ai , H]
dt
ih̄

(A.10)

In quantum mechanics, the commutator relation between annihilation and creation
operators is:
i
h
ai , a†j = δij

(A.11)

[ai , aj ] = 0

(A.12)

Applying above equations, if we assume the reaction happens in a cavity with ω, 3ω, 9ω
three resonant modes and i = 1, ω1 = ω, then the evolution of a1 can be expressed
as:
i
X h
dâ1
2i 
× âj gj (r)e−iωj t + â†j gj∗ (r)eiωj t
= − iω1 â1 − Ci gi∗ (r)eiωi t
dt
h̄
j,k,l
h
i h
i
× âk gk (r)e−iωk t + â†k gk∗ (r)eiωk t × âl gl (r)e−iωl t + â†l gl∗ (r)eiωl t

(A.13)

Here, ei(ωi ±ωj ±ωk ±ωl )t should not varies with time, so that ωi ± ωj ± ωk ± ωl = 0
should be satisfied. There exists three cases which meet this condition, ω−ω+ω−ω =
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0, ω − ω + 3ω − 3ω = 0 and ω + ω + ω − 3ω = 0. In addition, based on corresponding
theory, since â†k âk |Ψi = n |Ψi and n means number of photon in mode k, we can also
write âk as ak , â†k as a∗k , and |ak |2 as number of photons. Then above equation can
be written as:
da1
= −iω1 (1 − ω12 m11 |a1 |2 − ω1 ω3 m13 |a3 |2 )a1 − iM
dt

q
ω13 ω3 a3 (a∗1 )2

(A.14)

In Eq. A.13, m11 which is also called self-phase modulation term, represents the
case ω − ω + ω − ω = 0, and can be expressed as m11 = 2 ×

3!
2!

× (C1 )4 /ω12 .

m13 which is also called cross-phase modulation term, represents the case ω − ω +
3ω − 3ω = 0, and can be expressed as m13 = 2 × 3! × (C1 )2 (C3 )2 /(ω1 ω3 ).
M which is also called nonlinear integral overlap, represents the energy transfer
between different mode and the case ω + ω + ω − 3ω = 0, and can be expressed as
M =2×

3!
2!

×

(C1 )3 C3
.
(ω1 )3/2 (ω3 )1/2

Therefore, by applying the above analysis method to other two modes, and add the
cavity loss and input source terms into equations, the TCMT equations for cascade
THG can be expressed as:
p
da1
= [−γ1 + iω1Cav (1 − ω12 m11 |a1 |2 − ω1 ω3 m13 |a3 |2 )]a1 + 2γs,1 S1+
dt
q
− i3M1

ω13 ω3 a3 (a∗1 )2

da3
= [−γ3 + iω3Cav (1 − ω1 ω3 m31 |a1 |2 − ω32 m33 |a3 |2 − ω3 ω9 m39 |a9 |2 )]a3
dt
q
q
− iM1∗

ω13 ω3 a31 − i3M2

(A.15)

ω33 ω9 a9 (a∗3 )2

da9
= [−γ9 + iω9Cav (1 − ω3 ω9 m93 |a3 |2 − ω92 m99 |a9 |2 )]a9 − iM2∗
dt
R
drε0 χ(3) (E1∗ )3 E3
h̄2
M1 =
8 R drε|E |2 3/2 R drε|E |2 1/2
1
3
R
2
(3)
∗ 3
drε0 χ (E3 ) E9
h̄
M2 =
R
3/2 R
1/2
8
drε|E3 |2
drε|E9 |2
R
drε0 χ(3) |Ei Ej |2
3h̄2
R
 R

mij =
4
drε|Ei |2
drε|Ej |2
R
4
3h̄2 drε0 χ(3) |Ei |
mii =
R
2
8
drε|Ei |2

q
ω33 ω9 a33

(A.16)
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where γi is decay rate of one resonant mode.
For PDC case, the equations can be written as:

da1
= [−γ1 + iω1Cav (1 − ω12 m11 |a1 |2 − ω1 ω3 m13 |a3 |2 )]a1
dt
q
− i3M1

ω13 ω3 a3 (a∗1 )2

da3
= [−γ3 + iω3Cav (1 − ω1 ω3 m31 |a1 |2 − ω32 m33 |a3 |2 )]a3
dt
q
p
∗
− iM1 ω13 ω3 a31 + 2γs,3 S3+
R
drε0 χ(3) (E1∗ )3 E3
h̄2
M1 =
8 R drε|E |2 3/2 R drε|E |2 1/2
1
3
R
2
2
(3)
drε0 χ |Ei Ej |
3h̄

 R
R
mij =
4
drε|Ej |2
drε|Ei |2
R
4
3h̄2 drε0 χ(3) |Ei |
mii =
2
R
8
drε|Ei |2
A.2

(A.17)

(A.18)

Steady-state efficiency

√
At steady state condition, ai varies with time can be expressed as ai = ri eiφi eiωi t ,
√
where φi represents the phase of this mode, and ri represents the amplitude. For
0
√
√
√
√
convenience, we set A1 = r1 eiφ1 , A3 = −i r3 eiφ3 = r3 eiφ3 , A9 = r9 eiφ9 , and
S1+ = |S1+ | eiϕ0 , M1 = |M1 | eiϑ1 , M2 = |M2 | eiϑ2 . Then the Eq. A.15 can be rewritten
as:
p
dA1
=[−γ1 + iω1Cav (1 − ω12 m11 |A1 |2 − ω1 ω3 m13 |A3 |2 )]A1 + 2γs,1 S1+
dt
q
+ 3M1

ω13 ω3 A3 (A∗1 )2

dA3
=[−γ3 + iω3Cav (1 − ω1 ω3 m31 |A1 |2 − ω32 m33 |A3 |2 − υ3 υ9 m39 |A9 |2 )]A3
dt
q
q
− M1∗

ω13 ω3 A31 + 3M2

ω33 ω9 A9 (A∗3 )2

dA9
=[−γ9 + iω9Cav (1 − ω3 ω9 m93 |A3 |2 − ω92 m99 |A9 |2 )]A9 − M2∗
dt

q
ω33 ω9 A33

(A.19)
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At steady-state, both the amplitude and phase of ai terms should be fixed, so
that:
dri
d
=
(Ai A∗ ) = 0
dt
dt  i 
dφi
1
Ai
= ln
=0
dt
2i
A∗i
And the time derivative of amplitude and phase can be expressed as:
q
√
d
r1 = − 2γ1 r1 + 6κ1 r13 r3 cos(φ3 + ϑ1 − 3φ1 ) + 2 |E| r1 cos(ϕ0 − φ1 )
dt
q
d
r3 = − 2γ3 r3 + 6κ2 r33 r9 cos(φ9 + ϑ2 − 3φ3 )
dt
q
− 2κ1 r13 r3 cos(φ3 + ϑ1 − 3φ1 )
q
d
r9 = − 2γ9 r9 − 2κ2 r33 r9 cos(φ9 + ϑ2 − 3φ3 )
dt
q
d
|E|
φ1 = √ sin(ϕ0 − φ1 ) + 3κ1 r13 r3 sin(φ3 + ϑ1 − 3φ1 ) + ∆1
dt
r1
s
q
d
r13
φ3 =3κ2 r33 r9 sin(φ9 + ϑ2 − 3φ3 ) + κ1
sin(φ3 + ϑ1 − 3φ1 ) + ∆3
dt
r3
s
d
r33
φ9 =κ2
sin(φ9 + ϑ2 − 3φ3 ) + ∆9
dt
r9

(A.20)

(A.21)

∆1 =ω1cav (1 − ω12 m11 r1 − ω1 ω3 m13 r3 ) − ω1
∆3 =ω3cav (1 − ω1 ω3 m31 r1 − ω32 m33 r3 − ω3 ω9 m39 r9 ) − ω3
∆9 =ω9cav (1 − ω3 ω9 m93 r3 − ω92 m99 r9 ) − ω9

(A.22)
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All above derivative terms should be zero at steady-state, so all phase terms can
be expressed by using amplitude terms.
γ1 r10 + 3γ3 r30 + 9γ9 r90
p
|E| r10
γ3 r30 + 3γ9 r90
cos(φ3 − 3φ1 ) = − p
κ1 r30 (r10 )3
s
γ9
r90
cos(φ9 − 3φ3 ) = −
κ2 (r30 )3
cos(φ0 − φ1 ) =

(A.23)

−∆1 r10 + 3∆3 r30 − 9∆9 r90
p
sin(φ0 − φ1 ) =
|E| r10
∆3 r30 + 3∆9 r90
p
sin(φ3 − 3φ1 ) = −
κ1 r30 (r10 )3
s
r90
∆9
sin(φ9 − 3φ3 ) = −
κ2 (r30 )3
where ri0 represents the value at steady-state.

The conversion efficiency of the cascade THG case (the ratio between output
power at 9ω and input power at ω) can be expressed as η = 9

S9−
S1+

2

. Here, since

|Si |2 represents the input or output number of photons per second, the actual energy
√
flow should multiply the energy per photon (Ei = h̄ωi ). Since S9− = 2γ9 a9 , and
√
2γ9 r9
. Here, r9 can be
a9 = r9 eiφ9 eiω9 t , the efficiency can also be expressed as η = 9 |S
|2
1+

obtained by solving the below equations:




(γ1 r1 + 3γ3 r3 − 9γ9 r9 )2 + (3γ3 ∆3 − γ1 ∆1 − 9γ9 ∆9 )2 = 2γ1 |S1+ |2 r1





(−γ r + 3γ r )2 + (3γ ∆ − γ ∆ )2 = κ2 r3 r
3 3









9 9

9

9

3

3

1 1 3

γ92 + ∆29 = κ22 r32 /r9
r1, r3, r9 > 0

Eq. A.24 is derived by applying sin2 (θ) + cos2 (θ) = 1 in Eq. A.23.

(A.24)
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For PDC case, the equations for calculating conversion efficiency (ηP DC =
2γ3 r3
)
3|S3+ |2

S1−
S3+

2

=

are similar, which are:

2


(γ r + 3γ3 r3 )2 + (r1 ∆1 + 3r3 ∆3 )2 = 18γ3 S3+
r3

 1 1
γ12 + ∆21 = 9κ2 r1 r3




r ,r > 0
1

A.3

1
3

(A.25)

3

Stability analysis

The stability is analyzed by first adding a puturbation at fixed points, δ ṙi =
∂ri
δr1
∂r1

∂ri
∂ri
+ ∂r
δr3 + ∂r
δr9 |ri =ri0 , δ φ̇i =
3
9

∂φi
δφ1
∂φ1

∂φi
∂φi
+ ∂φ
δφ3 + ∂φ
δφ9 |φi =φ0i . The puturbation
3
9

equations for cascade THG are shown below:
#
"
q
|E|
δ ṙ1 = −2γ1 + 9κ1 r10 r30 cos(φ3 − 3φ1 ) + p 0 cos(φ0 − φ1 ) δr1
r1
s
3
(r10 )
+ 3κ1
cos(φ3 − 3φ1 )δr3
r30
s
q
3
(r30 )
δ ṙ3 = − 3κ1 r10 r30 cos(φ3 − 3φ1 )δr1 + 3κ2
cos(φ9 − 3φ3 )δr9
r90


s
q
0 3
(r1 )
+ −2γ3 − κ1
cos(φ3 − 3φ1 ) + 9κ2 r30 r90 cos(φ9 − 3φ3 ) δr3
0
r3


s
q
0 3
(r3 )
cos(φ9 − 3φ3 ) δr9
δ ṙ9 = − 3κ2 r30 r90 cos(φ9 − 3φ3 )δr3 + −2γ9 − κ2
r90
(A.26)
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√
|E|
δ φ̇1 = − √ cos(φ0 − φ1 ) − 9κ1 r3 r1 cos(φ3 − 3φ1 ) δφ1
r1
√
+ 3κ r3 r1 cos(φ3 − 3φ1 )δφ3
s
√
r13
cos(φ3 − 3φ1 )δφ1 + 3κ2 r3 r9 cos(φ9 − 3φ3 )δφ9
δ φ̇3 = − 3κ1
r3
 s

3
√
r1
cos(φ3 − 3φ1 ) − 9κ2 r3 r9 cos(φ9 − 3φ3 ) δφ3
+ κ1
r3
s
s
3
r3
r33
δ φ̇9 = − 3κ2
cos(φ9 − 3φ3 )δφ3 + κ2
cos(φ9 − 3φ3 )δφ9
r9
r9

(A.27)

By applying the expression in Eq. A.23, the Jacobian matrices for amplitude and
phases can be represented as:

 


r0
r0
r0
− γ1 + 6γ3 r30 + 18γ9 r90
0
−(3γ3 + 9γ9 r90 )
1
1
3




r30
r90
r90
Jr = 
3γ3 r0 + 9γ9 r0
−γ3 − 6γ9 r0
−3γ9 


1
1
3
r90
0
3γ9 r0
−γ9
3




r0
r0
r0
r0
−γ1 + 6γ3 r30 + 18γ9 r90 − 3γ3 r30 + 9γ9 r90
0
1
1


 1
1

r90
r90
r90 
Jφ = 
3γ3 + 9γ9 r0
− γ3 + 2γ9 r0
−3γ9 r0 
3
3
3

0
3γ9
−γ9

(A.28)

For PDC case, the expression are:



q
0 0
δ ṙ1 = −2γ1 + 9κ r1 r3 cos(φ3 + ϑ − 3φ1 ) δr1
s
3
(r10 )
+ 3κ
cos(φ3 + ϑ − 3φ1 )δr3
r30
q
δ ṙ3 = − 3κ r10 r30 cos(φ3 + ϑ − 3φ1 )δr1


s
0 3
(r1 )
|E|
cos(φ3 + ϑ − 3φ1 ) δr3
+ −2γ3 + p 0 cos(ϕ0 − φ3 ) − κ
0
r
r3
3

(A.29)
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 0



√
√
0
0
δ φ̇1 = − 9κ r3 r1 cos φ3 + ϑ − 3φ1 δφ1 + 3κ r3 r1 cos φ3 + ϑ − 3φ1 δφ3
s
 0

r13
0
δ φ̇3 = − 3κ
cos φ3 + ϑ − 3φ1 δφ1
r3
 s



3
r1
|E|
0
+ κ
cos φ3 + ϑ − 3φ1 − √ sin(ϕ0 − φ3 ) δφ3
r3
r3


Jr = 

r0

γ1

γ1 r10
3




−γ1 −γ3


−3γ1 γ1

Jφ = 
r10
−γ1 r0 −γ3
3

(A.30)

(A.31)

