Sample path large deviations for multiclass feedforward queueing
  networks in critical loading by Majewski, Kurt
ar
X
iv
:m
at
h/
07
02
25
6v
1 
 [m
ath
.PR
]  
9 F
eb
 20
07
The Annals of Applied Probability
2006, Vol. 16, No. 4, 1893–1924
DOI: 10.1214/105051606000000439
c© Institute of Mathematical Statistics, 2006
SAMPLE PATH LARGE DEVIATIONS FOR MULTICLASS
FEEDFORWARD QUEUEING NETWORKS IN
CRITICAL LOADING
By Kurt Majewski
Siemens AG, Corporate Technology
We consider multiclass feedforward queueing networks with first
in first out and priority service disciplines at the nodes, and class
dependent deterministic routing between nodes. The random behav-
ior of the network is constructed from cumulative arrival and service
time processes which are assumed to satisfy an appropriate sample
path large deviation principle. We establish logarithmic asymptotics
of large deviations for waiting time, idle time, queue length, depar-
ture and sojourn-time processes in critical loading. This transfers
similar results from Puhalskii about single class queueing networks
with feedback to multiclass feedforward queueing networks, and com-
plements diffusion approximation results from Peterson. An example
with renewal inter arrival and service time processes yields the rate
function of a reflected Brownian motion. The model directly captures
stationary situations.
1. Introduction. A frequently considered asymptotic for analyzing the
complex behavior of queueing networks deals with the situation when the
queues approach a critical load: Based on a functional central limit the-
orem for the driving processes, the weak convergence of suitably normal-
ized network behavior to reflected (fractional) Brownian motion can be
proved [13, 17, 21, 29, 34]. Here we speak of a reflected process when it
is restricted to the positive orthant through a Skorokhod map [9, 14]; see
Remark 5 after Theorem 2 for a definition. This heavy traffic convergence
has been one motivation for a large number of publications about large
deviations of reflected Gaussian processes [1, 20, 23, 25, 27, 28]. However,
the weak convergence of queueing processes to a reflected Gaussian process,
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is not appropriate for justifying a relation between large deviations of the
queueing processes and large deviations of the reflected Gaussian limit pro-
cess: Weak convergence focuses on expectations, whereas large deviations
characterize logarithmic tail asymptotics. In this work we partially fill this
gap by providing a framework for large deviation asymptotics of multiclass
feedforward queueing networks with first come first serve (fifo) and prior-
ity service disciplines at the nodes in critical loading. Feedforward means
that the nodes can be numbered in such a way that the sequences of sta-
tions which are visited by customers have strictly increasing numbers. We
consider deterministic class dependent routing of customers between nodes.
In the setting of single class queueing networks such a framework has
been developed by Puhalskii [32]. There, a convergence toward critical load-
ing is combined with a moderate deviation principle for the centered input
processes. In this work a moderate deviation principle is regarded as a large
deviation principle with a scaling close to a functional central limit theorem
such that the rate function for the tail probabilities of a Gaussian process
appears [6, 26, 35]. In this way Puhalskii obtains the characterization of
logarithmic tail asymptotics for the appropriately scaled behavior of single
class queueing networks when the queues approach a critical load. The rate
function in the examples of Puhalskii [32] also appears in large deviation
principles for reflected Brownian motion. Puhalskii’s approach and its car-
ryover to multiclass feedforward networks, presented here, is able to take
advantage of both the simplified heavy traffic model captured through a
Skorokhod map and the explicit rate function of a Gaussian process.
Puhalskii’s work addresses random routing and feedback between the
queues which is not permitted in our work where the feedforward struc-
ture allows for an iterative propagation of certain properties through the
queues of the network. In our situation the difficulties come rather from
the multiclass fifo service discipline. We note that in technical applications
(e.g., the analysis of broadband communication networks) one is frequently
faced with multiclass queueing networks where (at least in large parts of
the network) feedback is not relevant, but the mixture of fifo and priority
service disciplines.
The starting point for our results is a large deviation principle for the se-
quence of centered input processes which characterize the exogenous arrival
and service times at the nodes. We then make use of the model for the be-
havior of multiclass feedforward queueing networks developed in [21]. There,
it has been shown that close to a homogeneous critical load situation, this
behavior can be approximated through a multi-dimensional Skorokhod map.
We use this pathwise heavy traffic convergence to deduce sample path large
deviation principles for the sequences of idle-time, workload, queue length,
departure and sojourn time processes of the queueing network induced by
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the sequence of input processes. Besides the mentioned pathwise heavy traf-
fic convergence, the proof of this result relies on a version of the contraction
principle provided in [31].
In order to obtain these results, the mean arrival and service rates must
be chosen in such a way that a critical load is approached at a certain speed
at every node. In addition, our heavy traffic condition requires that the
mean rates in the sequence of input processes grow to infinity. A moderate
deviation principle can provide the basis for satisfying this heavy traffic con-
dition, since it scales time faster than space. When our results are applied to
input processes satisfying a moderate deviation principle, the rate function
of a multi-dimensional reflected Gaussian process appears. This establishes
a rigorous link between large deviations of the behavior of heavily loaded
queueing networks and those of reflected Gaussian processes.
In this work we develop in detail this kind of relation for renewal arrival
and service time processes. Our example partially parallels one of Puhal-
skii [32] and yields the rate function of a reflected Brownian motion which
similarly appears in the weak heavy traffic approximation of Peterson [29].
In a companion work [22] we apply the results of this work to a two queue
network with long-range dependent traffic. There, large and moderate devia-
tion principles and explicit logarithmic tail asymptotics for the steady-state
queue length at the second queue are obtained.
Our model captures the doubly infinite time interval. This permits us to
treat directly steady-state situations. However, this feature requires the use
of a topology which is slightly stronger than the usually considered topol-
ogy of uniform convergence on compacts. In particular, the large deviation
principle for the centered input processes must be provided in this topology
before the main results of this work can be applied. By restricting the model
to the positive time interval and by having initially empty queues, such a
strengthening can be avoided. In addition, the considered model allows for
mixtures of discrete customers and liquid inventory.
Our construction of the network behavior on the doubly infinite time
interval works without a definition of the state of the network, which is
not obvious for multiclass fifo queues containing discrete customers and
fluid. Hence, we cannot deal with networks starting from a fixed or random
nonzero state at time 0. By modifying the input processes on the negative
time interval, one can force the network into certain nonzero initial states,
but a detailed treatment of nonzero initial states goes beyond the scope of
this work. We therefore refrain from claiming uniqueness of the stationary
network behavior and refer to [5] for results in this direction.
An overview of this work is as follows: We recall necessary basic definitions
and facts in Section 2. We state the main result for a single multiclass queue
in Section 3. This result is extended to feedforward queueing networks in
Section 4. We develop an application to renewal arrival and service time
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processes in Section 5. Appendix A establishes moderate deviation principles
for renewal processes in the topology considered here. Appendix B presents
conditions for stationarity of network behavior.
2. Preliminaries. A [0,∞]-valued lower semicontinuous function on a
topological Hausdorff space is called rate function. A rate function is good
if it has compact level sets. A sequence (Xk)k∈N of random elements with
values in a measurable space (E,E) satisfies a large deviation principle with
normalizing sequence (bk)k∈N and rate function I in the Hausdorff topology
T on E if limk→∞ bk =∞ and for every measurable set A ∈ E ,
lim sup
k→∞
1
bk
logP (Xk ∈A)≤− inf
x∈Ac
I(x)
and
lim inf
k→∞
1
bk
logP (Xk ∈A)≥− inf
x∈Ao
I(x),
where Ac (resp. Ao) is the closure (resp. interior) of A in the topology T , and
P is the underlying probability measure. For background on large deviations
theory, we refer to [7]. See also [12] for background on large deviations of
queueing systems. In this work the random elements Xk are continuous time
processes and the space E contains their sample paths which are introduced
next.
We let D be the set of functions d :R→ R which are right continuous,
possess left-hand limits and have limits
d := lim
t→−∞
d(t)/t
and
d := lim
t→∞
d(t)/t
in R. On product function spaces these limits are taken componentwise.
With I (resp. C), we denote the subset of D consisting of nondecreasing
(resp. continuous) functions. We provide these (and further) function spaces
with the σ-algebras generated by the family of one-dimensional projections,
and topology induced by the norm ‖ · ‖ given by
‖d‖ := sup
t∈R
|d(t)|
1 + |t| .(1)
With the usual pointwise addition and scalar multiplication, the spaces D
and C become topological vector spaces. Product spaces are equipped with
corresponding product σ-algebras and topologies. We shall mostly use bold
face symbols for elements of, or mappings into, function spaces.
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We let D0 be the subset of D containing all functions d ∈ D satisfying
d= d= 0. Clearly, if a function d ∈D satisfies d= d=: δ, then the centered
function d − δid is an element of D0, where id :R→ R, t 7→ t denotes the
identity map of R.
We recall that the composition ◦ : (C ×D)∪ (D× I)→D, (c,d) 7→ c◦d is
continuous at elements in C ×D and satisfies c◦d= cd and c◦d= cd (see
Lemma B.1 in [19]).
On the set Dsup := {d ∈ D :d> 0} we consider the “running supremum”
sup :Dsup→Dsup ∩ I defined for d ∈Dsup and t ∈R by
(supd)(t) := sup
τ∈]−∞,t]
d(τ).
This mapping is continuous (see [11]), and satisfies supd= d and supd=
max{0,d}. (For a finite subset K of R, we let maxK denote the maximum
of its elements.)
On the set Iinv := {c ∈ I ∩C : c> 0,c> 0} we define the “right continuous
inverse” ·−1 : Iinv→I for c ∈ Iinv and t ∈R by
(c−1)(t) := sup
τ∈R,c(τ)≤t
τ.
Clearly, c ∈ Iinv implies c◦c−1 = id≤ c−1◦c, c−1 = 1/c and c−1 = 1/c. Here
inequalities with vectors or functions are satisfied if they hold for every
component or argument.
For sets S and K, we let SK be a set of (column) vectors with indices in
K and components in S . In particular, Sk can be identified with S{1,...,k}
for k ∈N. For v ∈ SK and k ∈K, we let vk ∈ S be the component of v with
index k ∈K.
3. Large deviations for a single multiclass queue. In this section we
model the behavior of a queueing node with infinite buffer capacity and
multiple customer classes. We state a large deviation principle for the be-
havior of the queueing processes when the critical load 1 is approached,
provided the input processes, which characterize arrival and service times,
satisfy an appropriate sample path large deviation principle.
We let M be a finite set of customer classes. Two disjoint subsets H and
L of the setM specify the high- and low-priority customer classes which are
to be served by the node. Customers of a class in M\ (H∪L) do not have
to visit the considered node and leave immediately. Such classes are allowed
in order to facilitate the extension to feedforward networks in the following
Section 4. Customers of a class inH (resp. L) receive high-priority (resp. low-
priority) service. Whenever a high-priority customer is present at the node,
the service of low-priority customers is interrupted, and the customers with
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high-priority are served using a fifo service discipline, before service of low-
priority customers is continued. Because of this preemptive-resume priority
service discipline, the high-priority customers experience a service by the
queueing node as if there were no low-priority customers. Customers with a
class in L share the remaining service capacity of the queueing node using
a fifo service discipline. We assume that L is nonempty. This still permits
modeling a pure fifo service discipline (without priorities) at the node by
letting H be empty.
The external arrivals at the node are specified through elements a of
IM. The value of the jth component of such a nondecreasing arrival vector
function a at time t is interpreted as the cumulative number of class j arrivals
up to time t. This means that aj(t)−aj(s)≥ 0 counts the number of arrivals
of class j customers during the time interval ]s, t] for s < t ∈R and j ∈M.
Here and in the following cumulative number of customers can be fractional
(in order to permit scaling and to describe movements of fluid) and negative
(in order to extend the cumulative customer numbers to the infinite negative
past). Since the components of a are nondecreasing, there are no “negative”
customers in the system. A jump in an arrival function aj can be interpreted
as the arrival of a discrete customer with a size corresponding to the height
of the jump, whereas a continuous increase corresponds to a movement of
fluid. The vectors a,a ∈RM+ represent the asymptotical arrival rates on the
negative and positive time intervals, respectively.
The service time requirements of the customers needing service at the
node are determined through a vector function s ∈ IH∪Linv . For a customer
class j ∈ H ∪ L, the value sj(b) specifies the cumulative number of served
customers of class j when the node dedicates the total cumulative busy
time b ∈ R uniquely to this class of customers. In particular, the function
s−1j (resp. s
−1
j ◦aj) describes the cumulative busy time required to serve the
class j customers as a function of the cumulative number of arrived class j
customers (resp. cumulative elapsed time). The continuity of sj implies that
the service time for a strictly positive number of class j customers is strictly
positive. Jumps in the function s−1j correspond to a service interruption
for class j customers. The vectors s, s ∈ RH∪L+ represent the asymptotical
potential service rates on the negative and positive time intervals.
In the following queueing model the vector function s only appears in
terms of the form s−1j ◦aj for j ∈M. Hence, only the values of s−1j on the
image {aj(t) : t ∈R} of aj are relevant for the behavior of the system. When
the function aj for j ∈ H ∪ L is piecewise constant, the sequence of jump
sizes of the function s−1j ◦aj can be interpreted as the service times required
by the discrete customers modeled through aj . The behavior of the strictly
increasing function s−1j between these jumps is irrelevant as long as the
image of aj does not change. In Section 5 we will use these facts to model
the vector functions a and s from sequences of inter-arrival and service times.
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Pairs (a, s) ∈ IM×IH∪Linv satisfying the stability condition∑
j∈H∪L
aj
sj
< 1(2)
are called regular node primitives. The stability condition prevents overload
during the infinite past, but does not forbid overload during finite time
intervals or the infinite future. Given a regular node primitives pair (a, s),
the cumulative idle time development of the node after service of only high-
priority customers is defined as
UH(a, s) := sup
(
id−
∑
j∈H
s−1j ◦aj
)
∈ I.(3)
The (backlogged) workload behavior of high-priority customers (i.e., the
time needed to complete service of all high-priority customers which are
currently at the node) can be expressed as
VH(a, s) :=
∑
j∈H
s−1j ◦aj − id+UH(a, s) ∈D.(4)
For H=∅ (pure fifo service discipline), we getUH(a, s) = id andVH(a, s) =
0.
The remaining unused potential busy time of the node is dedicated to
serving low-priority customers. Therefore, the cumulative idle time develop-
ment of the node is defined by
YH,L(a, s) := sup
(
UH(a, s)−
∑
j∈L
s−1j ◦aj
)
∈ I.(5)
The (backlogged) workload behavior of low-priority customers is given by
WH,L(a, s) :=
∑
j∈L
s−1j ◦aj −UH(a, s) +YH,L(a, s) ∈D.(6)
Lemma 2 of [21] shows that these definitions imply
VH(a, s)≥ 0,
VH(a, s) = 0,∫
R
VH(a, s)(t)dUH(a, s)(t) = 0,
WH(a, s)≥ 0,
WH(a, s) = 0,∫
R
WH,L(a, s)(t)dYH,L(a, s)(t) = 0,
∫
R
VH(a, s)(t)dYH,L(a, s)(t) = 0.
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Here du denotes the σ-finite measure induced by a nondecreasing path u ∈ I
on R. Conversely, this lemma also states that these properties in conjunction
with equations (2), (4) and (6) imply equations (3) and (5). Hence, the
definitions in equations (3) to (6) are justified by the nonidling service, the
preemptive-resume priority structure of the service discipline, the wish for
stability on the negative time interval, and the interpretation of s−1j ◦ aj as
the cumulative busy time required to serve all arrivals of class j customers
as a function of time.
Lemma 2 of [21] also establishes the hidden identities
YH,L(a, s) = sup
(
id−
∑
j∈H∪L
s−1j ◦aj
)
,
WH,L(a, s) +VH(a, s) =
∑
j∈H∪L
s−1j ◦aj − id+YH,L(a, s).
Next, we define the cumulative departures DH,L(a, s) ∈ IM at the node.
The jth component in this vector of functions describes the cumulative
number of customers of class j ∈M which depart from the node as a function
of time. We define it for t ∈R by
D
H,L
j (a, s)(t)
:=


sup
τ≤t,
∑
ℓ∈H
s
−1
ℓ
◦aℓ(τ)≤
∑
ℓ∈H
s
−1
ℓ
◦aℓ(t)−VH(a,s)(t)
aj(τ), if j ∈H,
sup
τ≤t,
∑
ℓ∈L
s−1
ℓ
◦aℓ(τ)≤
∑
ℓ∈L
s−1
ℓ
◦aℓ(t)−WH,L(a,s)(t)
aj(τ), if j ∈L,
aj(t), otherwise.
The conditions below the supremum in this definition assures that the work-
load incorporated in high- or low-priority customers at the node reaches at
least its current workload. Due to partially served customers, it can exceed
the current workload. Customers of each priority group leave in the order of
their arrivals, and all customers of one priority group arriving at the same
time instant leave together. Conversely, a larger or smaller number of de-
partures would not be consistent with this order of the departures within
the priority groups, the requirement that served customers must leave, or
the definition of the workload behavior. In this way DH,L models fifo service
discipline within the class of high- or low-priority customers. Customers of
classes which need not visit the node leave immediately.
The behavior of queue lengths can now be defined as the difference be-
tween cumulative arrivals and departures
QH,L(a, s) := a−DH,L(a, s) ∈DM.
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Finally, the time at which an observer (e.g., an additional customer which
does not affect the behavior of the system) of class j ∈M entering the node
at time t ∈R leaves the node is
Z
H,L
j (a, s)(t) :=


inf
τ≥t, DH,L
ℓ
(τ)≥aℓ(t) for every ℓ∈H
τ, if j ∈H,
inf
τ≥t, DH,L
ℓ
(τ)≥aℓ(t) for every ℓ∈L
τ, if j ∈L,
t, otherwise.
Hence, ZH,Lj (a, s)− id ∈DM represents the sojourn time of a class j observer
at the node as a function of its arrival time.
The model could be extended to incorporate more than two priorities;
compare [4]. Since high-priority customers vanish in the heavy traffic limit
(see Remark 4 after Theorem 1 below), we refrain from such an extension.
Similar pathwise models are frequently used to analyze the behavior of
queueing systems [4, 13]. The one presented here is special in that it unifies
discrete customer and fluid models. This is particularly useful in our context
since sample path large deviation scalings often lead to a focus on continuous
functions (i.e., the rate function is infinite for noncontinuous arguments)
corresponding to movements of fluid through the system, even when the
cumulative arrival (and, hence, also the departure) processes model discrete
customers (i.e., they are concentrated on piecewise constant functions).
Our model includes the infinite negative time interval which is particularly
advantageous in analyzing stationary behavior [11]. We refer to Lemma B.2
in Appendix B for independence and stationary increments conditions which
are sufficient for a stationary behavior of the queue.
On the other hand, by restricting the elements of all considered function
spaces to the time interval R+, and, furthermore, to those starting in 0, the
model captures the behavior of the multiclass node when it starts empty at
time 0. Clearly, in this modification, the supremum in the definitions of the
mappings ‖ · ‖, sup, and ·−1 has to be restricted to nonnegative arguments,
and condition (2) becomes meaningless.
The full model with time interval R and its restriction starting empty at
time zero are intimately related: If (a, s) is a regular node primitives pair
and t ∈R a time where the associated queue is empty [i.e., WH,L(a, s)(t) =
VH(a, s)(t) = 0], then, for every t′ ≥ t, the supremum in the definitions of
UH(a, s)(t′), YH,L(a, s)(t′) and DH,L(a, s)(t′) can be restricted to the fi-
nite interval [t, t′]. This observation implies that if (aˆ, sˆ) is a random node
primitives pair satisfying (aˆ(0), sˆ(0)) = 0 and the assumptions of Lemma B.2
(implying the stationarity of the associated behavior of the queue), work-
load and queue length distributions in the model restricted to the positive
time interval, converge to the corresponding stationary distributions as time
increases to infinity. This property carries over to the network case of Sec-
tion 4.
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Next, we specify a time-homogeneous critical load situation: For the re-
mainder of this section, we fix vectors σ ∈ RH∪L+ and α ∈RM+ satisfying
σ > 0,
ρL :=
∑
j∈L
αj
σj
> 0(7)
and ∑
j∈H∪L
αj
σj
= 1.(8)
If we interpret α as vector of arrival rates and σ as vector of service rates,
the last condition means that the node is critically loaded. Condition (7) is
equivalent to the existence of a j ∈ L with αj > 0.
In order to formulate the main theorem of this section, we define for
functions a ∈DM and s ∈DH∪L satisfying∑
j∈H∪L
(
sj
σj
αj
σj
− aj
σj
)
> 0(9)
the functions
U˜H(a, s) :=
∑
j∈H
(
sj
σj
◦
(
αj
σj
id
)
− aj
σj
)
∈D,
Y˜H,L(a, s) := sup
( ∑
j∈H∪L
(
sj
σj
◦
(
αj
σj
id
)
− aj
σj
))
∈ I
and
W˜H,L(a, s) :=
∑
j∈H∪L
(
aj
σj
− sj
σj
◦
(
αj
σj
id
))
+ Y˜H,L(a, s) ∈D.
Furthermore, we let αL ∈RM+ be the vector with components
αLj :=


αj
ρL
, if j ∈L,
0, if j ∈M\L,
and eL the vector in RM with eLj = 1, if j ∈L, and eLj = 0, otherwise.
Theorem 1. We let (aˆk)k∈N be a sequence of processes on IM and
(sˆk)k∈N a sequence of processes on IH∪Linv . We assume that, for every k ∈N,
there are vectors αˆk ∈RM+ and σˆk ∈RH∪L+ such that, with probability one,
αˆk = aˆk = aˆk,
σˆk = sˆk = sˆk > 0,
ρˆk :=
∑
j∈H∪L
αˆk,j
σˆk,j
< 1.(10)
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We assume that the sequence of centered regular node primitives processes
(aˆk − αˆkid, sˆk − σˆkid)k∈N
satisfies a sample path large deviation principle with normalizing sequence
(bk)k∈N and good rate function I on the space DM0 × DH∪L0 . We assume
that I takes the value ∞ whenever a component of its argument functions
is not continuous.
If there is a sequence (dk)k∈N in R+ and vectors α˜ ∈RM, σ˜ ∈RH∪L with
∞= lim
k→∞
dk,(11)
α˜= lim
k→∞
(αˆk − dkαt),(12)
σ˜ = lim
k→∞
(σˆk − dkσ)(13)
and
ρ˜ :=
∑
j∈H∪L
(
σ˜j
σj
αj
σj
− α˜j
σj
)
> 0,(14)
the following 8 statements are valid with normalizing sequence (bk)k∈N:
1. The sequence (dkU
H(aˆk, sˆk)− dk(1− ρˆHk )id)k∈N, where
ρˆHk :=
∑
j∈H
αˆk,j
σˆk,j
,
satisfies a large deviation principle on D0 with good rate function
u˜ 7→ inf
a˜∈DM0 ,s˜∈D
H∪L
0 , u˜=U˜
H(a˜+α˜id,s˜+σ˜id)−ρ˜Hid
I(a˜, s˜),
where
ρ˜H :=
∑
j∈H
(
σ˜j
σj
αj
σj
− α˜j
σj
)
.
2. The sequence (dkV
H(aˆk, sˆk))k∈N satisfies a large deviation principle on
D0 with good rate function
v˜ 7→
{
0, if v˜= 0,
∞, otherwise.
3. The sequence (dkY
H,L(aˆk, sˆk)− dk(1− ρˆk)id)k∈N satisfies a large devia-
tion principle on D0 with good rate function
y˜ 7→ inf
a˜∈DM0 ,s˜∈D
H∪L
0 ,y˜=Y˜
H,L(a˜+α˜id,s˜+σ˜id)−ρ˜id
I(a˜, s˜).
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4. The sequence (dkW
H,L(aˆk, sˆk))k∈N satisfies a large deviation principle on
D0 with good rate function
w˜ 7→ inf
a˜∈DM0 ,s˜∈D
H∪L
0 ,w˜=W˜
H,L(a˜+α˜id,s˜+σ˜id)
I(a˜, s˜).
5. The sequence (DH,L(aˆk, sˆk)− αˆkid)k∈N satisfies a large deviation princi-
ple on DM0 with good rate function
d˜ 7→ inf
a˜∈DM0 ,s˜∈D
H∪L
0 ,d˜=a˜−α
LW˜H,L(a˜+α˜id,s˜+σ˜id)
I(a˜, s˜).
6. The sequence (QH,L(aˆk, sˆk))k∈N satisfies a large deviation principle on
DM0 with good rate function
q˜ 7→ inf
a˜∈DM0 ,s˜∈D
H∪L
0 ,q˜=α
LW˜H,L(a˜+α˜id,s˜+σ˜id)
I(a˜, s˜).
7. The sequence (dkZ
H,L(aˆk, sˆk)− dkid)k∈N satisfies a large deviation prin-
ciple on DM0 with good rate function
z˜ 7→ inf
a˜∈DM0 ,s˜∈D
H∪L
0 ,z˜=e
LW˜H,L(a˜+α˜id,s˜+σ˜id)
I(a˜, s˜).
8. The previous statements are also valid in combination: For instance,
the sequence (dkW
H,L(aˆk, sˆk),Q
H,L(aˆk, sˆk))k∈N satisfies a large devia-
tion principle on D0 ×DM0 with good rate function
(w˜, q˜) 7→ inf
a˜ ∈DM0 , s˜∈D
H∪L
0 , w˜= W˜
H,L(a˜+ α˜id, s˜+ σ˜id),
q˜= αLW˜H,L(a˜+ α˜id, s˜+ σ˜id)
I(a˜, s˜).
The statements of the theorem remain valid when the elements in all un-
derlying function spaces are restricted to the time interval R+ and to those
starting in 0, and the definitions of the model are modified accordingly.
[Hence, conditions (2) and (9) become meaningless.] With this modification,
the statements are also true when conditions (10) and (14) are dropped,
and/or the topology is changed to the topology of uniform convergence on
compacts.
Before giving the proof we remark:
Remark 1. Limits (11) to (13) imply
lim
k→∞
αˆk
dk
= α,
lim
k→∞
σˆk
dk
= σ,
lim
k→∞
ρˆk = 1
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and
lim
k→∞
dk(1− ρˆk) = lim
k→∞
∑
j∈H∪L
(σˆk,j − dkσj)αj − (αˆk,j − dkαj)σj
σj σˆk,j/dk
= ρ˜.
Hence, the asymptotic load at the queue on large time intervals must ap-
proach the critical value 1 with a speed of order 1/dk as k→∞. This prereq-
uisite is the reason for speaking about large deviations “in critical loading”
as in [32].
Remark 2. The requirement (14) is not as restrictive as it might appear
since conditions (10) to (13) imply ρ˜≥ 0.
Remark 3. The mappings U˜H, Y˜H,L and W˜H,L appearing in the ex-
pressions of the rate functions for the network behavior have a much simpler
structure than the network mappings (particularly the mappingDH,L incor-
porating the queueing discipline). They consist mainly of linear combinations
of the argument functions and the sup-mapping. This reflects the fact that
the behavior of the queueing node simplifies close to a time-homogeneous
critical load; compare [21].
Remark 4. In statement 8 of the theorem the rate function for workload
and queue length behavior is only finite when the ith component of the queue
length behavior is αLi times the workload behavior. In this case, high-priority
customers do not experience a delay. An analogous state space collapse is
well known from heavy traffic convergence in distribution [29].
Proof. We first prove statement 4. Under the assumptions of the the-
orem, we define for every k ∈N the mapping Fk : DM0 ×DH∪L0 →D0 by
Fk(a˜, s˜) := dkW
H,L
(
a˜+ αˆkid
dk
,
s˜+ σˆkid
dk
)
,
if a˜ ∈DM0 and s˜ ∈DH∪L0 are such that a˜+ αˆkid ∈ IM and s˜+ σˆkid ∈ IH∪Linv .
Otherwise, we set
Fk(a˜, s˜) := W˜
H,L(a˜+ α˜id, s˜+ σ˜id).
Conditions (10) and (14) ensure that the mapping Fk is well defined.
We let a˜ ∈ DM0 and s˜ ∈ DH∪L0 with I(a˜, s˜)<∞. Hence, a˜ ∈ CM and s˜ ∈
CH∪L because I(a˜, s˜) would be infinite if a component of a˜ or s˜ were not
continuous. If (a˜k)k∈N is a sequence of functions in DM0 converging to a˜ and
(s˜k)k∈N is a sequence of functions in DH∪L0 converging to s˜, then
lim
k→∞
Fk(a˜k, s˜k) = W˜
H,L(a˜+ α˜id, s˜+ σ˜id).(15)
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This is true if a˜k+ αˆkid ∈ IM and s˜k+ σˆkid ∈ IH∪Linv for every k ∈N because
of the following: In this case we set, for k ∈N,
ak :=
a˜k + αˆkid
dk
and
sk :=
s˜k + σˆkid
dk
,
and thus obtain a sequence of regular node primitives (ak, sk)k∈N which
satisfies
lim
k→∞
dk(ak −αid) = lim
k→∞
(a˜k + (αˆk − dkα)id) = a˜+ α˜id
and
lim
k→∞
dk(sk − σid) = lim
k→∞
(s˜k + (αˆk − dkσ)id) = s˜+ σ˜id,
because of conditions (12) and (13). Thus, this sequence satisfies the pre-
requisites of Theorem 4 in [21] and we obtain
lim
k→∞
Fk(a˜k, s˜k) = lim
k→∞
dkW
H,L(ak, sk) = W˜
H,L(a˜+ α˜id, s˜+ σ˜id).
If a˜k + αˆk /∈ IM or s˜k + σˆk /∈ IH∪Linv for some k ∈ N, we still obtain the
convergence (15) since W˜H,L is continuous.
We can therefore apply the version of the contraction principle of [31] (see
Remarks 2 and 3 after Theorem 2.1 therein) in order to conclude that the
sequence Fk(aˆk − αˆkid, sˆk − σˆkid) satisfies a sample path large deviation
principle with the normalizing sequence (bk)k∈N and the good rate function
given in statement 4. Statement 4 now follows from the fact that, for every
k ∈N, we have, with probability one,
Fk(aˆk − αˆkid, sˆk − σˆkid) = dkWH,L
(
aˆk
dk
,
sˆk
dk
)
= dkW
H,L(aˆk, sˆk).
In the last equation we used the property of the mapping WH,L that for
every regular node primitives tuple (a, s) and value ξ > 0, we have
WH,L(ξa, ξs) =WH,L(a, s).
The proofs of the other large deviation principles are analogous. However,
in certain cases the previous invariance must be replaced by the positive
homogeneity as exemplified by the equation
DH,L(ξa, ξs) = ξDH,L(a, s).
This distinction is responsible for the fact that in statements 5, 6 and 8 the
factor dk disappears.
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When the model is restricted to the time interval R+ and to functions
starting at 0, the proofs are completely analog and do not make use of
conditions (10) and (14). Compare Remarks 5 and 6 after Theorem 1 in [21].
In this situation the behavior of the queue on the time interval [0, t] for t≥ 0
depends only on the cumulative arrivals until time t and the cumulative
number of served customers up to the cumulative busy time t. This permits
us to transfer the statements to the topology of uniform convergence on
compacts and completes the proof. 
4. Large deviations for feedforward networks. In this section we consider
n ∈N queues numbered from 1 to n with fifo and priority service disciplines.
Therefore, several symbols from the previous section receive an additional
index i specifying the queue with which they are associated. Each customer
of the network belongs to a class of the finite set of customer classes M.
For every queue i ∈ {1, . . . , n}, disjoint subsets Hi and Li of M specify
the classes of customers which must visit the ith queue. Before leaving the
network, the customers of class j ∈M have to visit all queues i ≤ n with
j ∈Hi ∪Li in increasing order. Because of this last requirement, our model
only captures feedforward networks.
Customers of a class in Hi receive high-priority and customers of a class
in Li low-priority service at queue i≤ n. In particular, the priority group to
which a customer class belongs can change from station to station. When
high-priority customers are present at a queue, the service of low-priority
customers is interrupted and then resumed when no high-priority customers
require service. Among the customers of one priority group the service time
is shared in fifo order. We assume that Li is nonempty for every i ≤ n.
By having Hi = ∅ for some or all nodes i ≤ n, one can model stations or
networks with a pure fifo service discipline.
As for the single node, external arrivals at the network are specified
through elements a of IM. The service time requirements of the customers
at the queues they have to visit are determined through vectors of functions
s1 ∈ IH1∪L1inv , . . . , sn ∈ IHn∪Lninv . For every queue i ≤ n and customer class
j ∈ Hi ∪ Li, the value of the component si,j at b specifies the cumulative
number of class j customers which is served by queue i when it dedicates
the cumulative busy time b to this class of customers.
In order to be able to construct the behavior of the queueing network for
given cumulative arrival function vector a and service time function vectors
s1, . . . , sn, we have to guarantee that the queues have not been overloaded
during the infinite past. This amounts to requiring the stability condition∑
j∈Hi∪Li
aj
si,j
< 1 for i= 1, . . . , n.(16)
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An (n+1)-tuple of function vectors (a, s1, . . . , sn) with a ∈ IM, s1 ∈ IH1∪L1inv ,
. . . , sn ∈ IHn∪Lninv satisfying this condition is called a regular network prim-
itives tuple. For such a regular network primitives tuple (a, s1, . . . , sn), we
define
D0(a, s1, . . . , sn) := a
and, inductively, for i= 1, . . . , n,
Ui(a, s1, . . . , sn) :=U
Hi(Di−1(a, s1, . . . , sn), si),
Vi(a, s1, . . . , sn) :=V
Hi(Di−1(a, s1, . . . , sn), si),
Yi(a, s1, . . . , sn) :=Y
Hi,Li(Di−1(a, s1, . . . , sn), si),
Wi(a, s1, . . . , sn) :=W
Hi,Li(Di−1(a, s1, . . . , sn), si),
Di(a, s1, . . . , sn) :=D
Hi,Li(Di−1(a, s1, . . . , sn), si),
Qi(a, s1, . . . , sn) :=Q
Hi,Li(Di−1(a, s1, . . . , sn), si)
and
Zi(a, s1, . . . , sn) := Z
Hi,Li(Di−1(a, s1, . . . , sn), si).
These mappings specify the behavior of the ith node in the network anal-
ogously as in the single queue case. Again the model contains stationary
(see Appendix B) and initially empty queueing networks (by restricting the
functions in the underlying function spaces to the time interval R+ and to
those starting in 0, and modifying the definitions of the model accordingly)
as special cases. In the latter case condition (16) becomes meaningless.
We let vectors α ∈ RM+ , σ1 ∈ RH1∪L1+ , . . . , σn ∈ RHn∪Ln+ be given which
satisfy, for every i≤ n,
σi > 0,
ρLi :=
∑
j∈Li
αj
σi,j
> 0(17)
and ∑
j∈Hi∪Li
αj
σi,j
= 1.(18)
When αj is interpreted as the exogenous arrival rate of class j ∈ Hi ∪ Li
customers and σi,j as the service rate of class j customers at queue i ≤ n,
the last condition says that node i is critically loaded.
We shall need the vector αLi ∈RM for i≤ n, which is defined by
αLi,j :=


αj
ρLi
, if j ∈Li,
0, if j ∈M\Li.
(19)
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Furthermore, we define the strictly lower triangular matrix G ∈Rn×n by
Gi,h :=


∑
j∈Hi∪Li
αLh,j
σi,j
, if h < i,
0, otherwise.
(20)
The triangularity of the matrix G is a consequence of the feedforward struc-
ture of the modeled network.
Close to the “critical” linear network primitives tuple (αid, σ1id, . . . , σnid),
the behavior of the network simplifies [21]. In order to model the simplified
behavior we introduce for i = 1, . . . , n the D-valued mappings X˜i, W˜i, U˜i
and the I-valued mapping Y˜i by setting
X˜i(a, s1, . . . , sn) :=
∑
j∈Hi∪Li
(
aj
σi,j
− si,j
σi,j
◦
(
αjid
σi,j
))
,
Y˜i(a, s1, . . . , sn) := sup
(
−X˜i(a, s1, . . . , sn) +
i−1∑
h=1
Gi,hW˜i(a, s1, . . . , sn)
)
,
W˜i(a, s1, . . . , sn) := X˜i(a, s1, . . . , sn)
−
i−1∑
h=1
Gi,hW˜h(a, s1, . . . , sn) + Y˜i(a, s1, . . . , sn),
U˜i(a, s1, . . . , sn) :=
∑
j∈Hi
(
si,j
σi,j
◦
(
αjid
σi,j
)
− aj
σi,j
+
i−1∑
h=1
αLh,jW˜h(a, s1, . . . , sn)
σi,j
)
.
These mappings are well defined for argument function vectors a ∈ DM,
s1 ∈DH1∪L1 , . . . , sn ∈DHn∪Ln satisfying
∑
j∈Hi∪Li
(
si,j
σi,j
αj
σi,j
− aj
σi,j
)
> 0 for every i≤ n.(21)
Theorem 2. We let (aˆk)k∈N be a sequence of cumulative arrival pro-
cesses in IM and (sˆk,i)k∈N a sequence of cumulative service time processes
in IHi∪Li for every i≤ n. We assume that, for every k ∈N, there are vectors
αˆk ∈RM+ , σˆk,1 ∈RH1∪L1+ , . . . , σˆk,n ∈RHn∪Ln+ such that, almost surely,
αˆk = aˆk = aˆk,
σˆk,i = sˆk,i = sˆk,i > 0 for i= 1, . . . , n,
ρˆk,i :=
∑
j∈Hi∪Li
αˆk,j
σˆk,i,j
< 1 for i= 1, . . . , n.(22)
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We assume that the sequence of centered regular network primitives tuples
(aˆk − αˆkid, sˆk,1− σˆk,1id, . . . , sˆk,n − σˆk,nid)k∈N
satisfies a large deviation principle with normalizing sequence (bk)k∈N and
good rate function I on DM0 × DH1∪L10 × · · · × DHn∪Ln0 . We assume that
this rate function takes the value ∞ whenever a component of its argument
functions is not continuous.
If there is a sequence (dk)k∈N in R+ and vectors α˜ ∈ RM, σ˜1 ∈ RH1∪L1 ,
. . . , σ˜n ∈RHn∪Ln with
∞= lim
k→∞
dk,
α˜= lim
k→∞
(αˆk − dkα),
σ˜i = lim
k→∞
(σˆk,i− dkσi) for i= 1, . . . , n,
ρ˜i :=
∑
j∈Hi∪Li
(
σ˜i,j
σi,j
αj
σi,j
− α˜j
σi,j
)
> 0 for i= 1, . . . , n,(23)
the following 8 statements are valid with normalizing sequence (bk)k∈N:
1. For every i≤ n, the sequence (dkUi(aˆk, sˆk,1, . . . , sˆk,n)−dk(1− ρˆHk,i)id)k∈N,
where
ρˆHk,i :=
∑
j∈Hi
αˆk,j
σˆk,i,j
,
satisfies a large deviation principle on D0 with good rate function
u˜ 7→ inf
a˜ ∈DM0 , s˜1 ∈D
H1∪L1
0 , . . . , s˜n ∈D
Hn∪Ln
0 ,
u˜= U˜i(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid)− ρ˜
H
i
id
I(a˜, s˜1, . . . , s˜n),
where
ρ˜Hi :=
∑
j∈Hi
(
σ˜i,j
σi,j
αj
σi,j
− α˜j
σi,j
)
.
2. For every i≤ n, the sequence (dkVi(aˆk, sˆk,1, . . . , sˆk,n))k∈N satisfies a large
deviation principle on D0 with good rate function
v˜ 7→
{
0, if v˜= 0,
∞, otherwise.
3. For every i≤ n, the sequence (dkYi(aˆk, sˆk,1, . . . , sˆk,n)− dk(1− ρˆk)id)k∈N
satisfies a large deviation principle on D0 with good rate function
y˜ 7→ inf
a˜ ∈DM0 , s˜1 ∈D
H1∪L1
0 , . . . , s˜n ∈D
Hn∪Ln
0 ,
y˜= Y˜i(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid)− ρ˜iid
I(a˜, s˜1, . . . , s˜n).
LARGE DEVIATIONS FOR FEEDFORWARD QUEUEING NETWORKS 19
4. For every i≤ n, the sequence (dkWi(aˆk, sˆk,1, . . . , sˆk,n))k∈N satisfies a large
deviation principle on D0 with good rate function
w˜ 7→ inf
a˜ ∈DM0 , s˜1 ∈D
H1∪L1
0 , . . . , s˜n ∈D
Hn∪Ln
0 ,
w˜= W˜i(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid)
I(a˜, s˜1, . . . , s˜n).
5. For every i≤ n, the sequence (Di(aˆk, sˆk,1, . . . , sˆk,n)− αˆkid)k∈N satisfies a
large deviation principle on DM0 with good rate function
d˜ 7→ inf
a˜ ∈DM0 , s˜1 ∈D
H1∪L1
0 , . . . , s˜n ∈D
Hn∪Ln
0 ,
d˜= a˜− αL
i
W˜i(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid)
I(a˜, s˜1, . . . , s˜n).
6. For every i ≤ n, the sequence (Qi(aˆk, sˆk,1, . . . , sˆk,n))k∈N satisfies a large
deviation principle on DM0 with good rate function
q˜ 7→ inf
a˜ ∈DM0 , s˜1 ∈D
H1∪L1
0 , . . . , s˜n ∈D
Hn∪Ln
0 ,
q˜= αLi W˜i(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid)
I(a˜, s˜1, . . . , s˜n).
7. For every i≤ n, the sequence (dkZi(aˆk, sˆk,1, . . . , sˆk,n)− dkid)k∈N satisfies
a large deviation principle on DM0 with good rate function
z˜ 7→ inf
a˜ ∈DM0 , s˜1 ∈D
H1∪L1
0 , . . . , s˜n ∈D
Hn∪Ln
0 ,
z˜= eLW˜i(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid)
I(a˜, s˜1, . . . , s˜n).
8. The previous statements are also valid in combination: For instance, for
every i, h≤ n, the sequence
(dkWi(aˆk, sˆk,1, . . . , sˆk,n),Qh(aˆk, sˆk,1, . . . , sˆk,n))k∈N
satisfies a large deviation principle on D0 ×DM0 with good rate function
(w˜, q˜) 7→ inf
a˜ ∈DM0 , s˜1 ∈D
H1∪L1
0 , . . . , s˜n ∈D
Hn∪Ln
0 ,
w˜= W˜i(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid),
q˜= αL
h
W˜h(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid)
I(a˜, s˜1, . . . , s˜n).
The statements of the theorem remain valid when the elements of all un-
derlying function spaces are restricted to the time interval R+ and to those
starting in 0, and the definitions of the model are modified accordingly.
[Hence, conditions (16) and (21) become meaningless.] With this modifica-
tion, the statements are also true when conditions (22) and (23) are dropped,
and/or the topology is changed to the topology of uniform convergence on
compacts.
The remarks on Theorem 1 similarly apply to each queue individually.
We make the following additional remarks concerning this theorem:
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Remark 5. We say that a pair (w,y) ∈ Dn × In solves the Skorokhod
problem for the vector z ∈Dn and the matrix R ∈Rn×n (on the time interval
R) when the following conditions are met for every component i≤ n: wi ≥ 0,
wi = 0, wi = zi +
∑n
h=1Ri,hyh, and
∫
R
wi(t)dyi(t) = 0; compare [9, 14, 20].
Here we define the matrix R as the inverse of the matrix I+G, where I is
the n×n-identity matrix. Due to the feedforward structure of the queueing
networks considered in this work, the matrix R is triangular and the matrix
consisting of the absolute values of the entries of the matrix I − R has
spectral radius 0. Hence, Theorem 6 in [20] states that, for every z in the
set
R := {z ∈Dn : (I +G)z< 0}
(with the usual definition of a matrix-vector product), the Skorokhod prob-
lem for z and R has a unique solution which depends continuously on z ∈R.
We denote the map from z ∈ R to the vector of functions w ∈ Dn in the
unique solution (w,y) of the Skorokhod problem for z and R with Φ. Such
a solution map is called a Skorokhod or reflection map.
By Lemma 1 of [21], we have W˜(a, s1, . . . , sn) = Φ(RX˜(a, s1, . . . , sn)) for
all a ∈DM, s1 ∈DH1∪L1 , . . . , sn ∈DHn∪Ln satisfying condition (22). Under
the assumptions of the theorem, we therefore obtain that the sequence of
n-dimensional processes (dkW(aˆk, sˆk,1, . . . , sˆk,n))k∈N satisfies a sample path
large deviation principle in Dn0 with good rate function
w˜ 7→ inf
a˜ ∈DM0 , s˜1 ∈D
H1∪L1
0 , . . . , s˜n ∈D
Hn∪Ln
0 ,
w˜=Φ(RX˜(a˜+ α˜id, s˜1 + σ˜1id, . . . , s˜n + σ˜nid))
I(a˜, s˜1, . . . , s˜n).
In this light the rate function for the sequence of n-dimensional workload
processes in the theorem can be looked upon as a “reflected” rate function in
the sense that it is derived from the original rate function through a reflection
map. Similarly, one can represent the rate function for queue length and
sojourn time processes as “reflected” rate functions.
Remark 6. When the rate function I in this theorem stems from a
moderate deviation principle, it is usually also the rate function in a large
deviation principle for the tail probabilities of a Gaussian process. In view
of the previous remark and of the fact that the reflection map is positively
homogeneous [i.e., Φ(cz) = cΦ(z) for every c > 0 and z ∈R], the rate func-
tion for the sequence of n-dimensional workload processes in this case is
also the rate function in a large deviation principle for the tail probabili-
ties of an n-dimensional reflected Gaussian process. Similar statements hold
for the queue length and sojourn time processes. In this sense our work
can rigorously justify the analysis of large deviations of reflected Gaussian
processes [1, 20, 23, 25, 27, 28] as a means to analyzing logarithmic tail
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asymptotics of the behavior of queueing systems in critical loading. Com-
pare Section 5 for an example with renewal and [22] for an example with
long-range dependent input processes.
Remark 7. This theorem parallels the convergence of the queueing pro-
cesses in distribution to reflected (fractional) Brownian motion in heavy
traffic, when the sequence of random network primitives tuples satisfies a
functional (fractional) central limit theorem [21, 29].
Remark 8. Statement 7 of Theorem 2 reveals the validity of the “snap-
shot principle” [34] in large deviation asymptotics. Namely, the rate function
for the sojourn time behavior is only finite, when at every time point the so-
journ time of an observer arriving at this time is a specific linear combination
of the workload of the nodes at this time.
Proof of Theorem 2. This is analogous to the proof of Theorem 1,
but using Theorem 5 of [21] instead of Theorem 4 of [21]. Due to the feedfor-
ward structure of the network, one can also prove this theorem by iteratively
applying Theorem 1. 
5. Example: renewal input processes. In this section we show how The-
orem 2 can be applied in a case where the inter arrival and service times
of the customers of each class form independent and identically distributed
sequences of random variables. We partially parallel Theorem 4.1(c) of [32],
but since we aim for the stationary case, and the theory of sample path large
deviations in the topology ‖ · ‖ is less developed, we need stronger condi-
tions. We show that the obtained rate function is in fact the rate function in
a large deviation principle for scaled reflected Brownian motion. When at-
tention is restricted to the positive time interval and initially empty queues,
one can use analogous conditions as in Theorem 4.1(c) of [32] and mimic the
development of this section in order to obtain large deviation principles for
the queueing behavior in the topology of uniform convergence on compacts.
Given a sequence (Xh)h∈Z of strictly positive, identically distributed and
independent random variables with finite mean, we define the linearly in-
terpolated partial sums (lips) process Xlips = (Xlips(t))t∈R by setting, for
h ∈ Z,
Xlips(h) :=


0, if h= 0,
h∑
m=1
Xm, if h > 0,
−
−h∑
m=1
X1−m, if h < 0,
(24)
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and linearly interpolating these values between subsequent integer time
points. Through the law of large numbers we get Xlips ∈ C ∩ I and Xlips =
Xlips =E(X1), with probability one. By modifying the underlying probabil-
ity space on a zero-set, we can and will assume without loss of generality
that these properties are satisfied for all sample paths of linearly interpolated
partial sums processes in this work.
Clearly, the time shifted process Xlips(·+ h)−Xlips(h) has the same dis-
tribution as Xlips for every h ∈ Z. Furthermore, the process (Xlips)−1 is a
renewal process having a jump at time 0 and being linearly interpolated
between subsequent jump times.
For x ∈R, we let ⌊x⌋ be the largest integer h ∈ Z with h≤ x. If N is an
uniformly distributed random variable on [0,1[ independent of (Xh)h∈Z, the
process xˆ on I defined by xˆ(t) := ⌊(Xlips−NX1)−1(t)⌋ for t ∈R is a renewal
process with stationary increments [i.e., the distribution of xˆ(·+ t)− xˆ(t) is
the same as the one of xˆ for every t ∈R]; see Exercise 1.2.2 in [3].
In the following we shall use these observations to define arrival and ser-
vice time processes from sequences of random variables. We scale time of the
kth input process by the factor k and its state by 1/
√
bkk, where (bk)k∈N is
a sequence of positive numbers satisfying
lim
k→∞
bk
k
= 0(25)
and
lim
k→∞
bk
log k
=∞.(26)
We first specify the sequence of renewal arrival processes: For every k ∈N
and j ∈M, we let (Ak,j,h)h∈Z be a sequence of identically distributed strictly
positive random variables having finite second moments. For every k ∈N and
j ∈M, we let Nk,j be a random variable which is uniformly distributed on
[0,1[. We assume that for every fixed k ∈ N the random variables in the
set {Ak,j,h : j ∈M, h ∈ Z} ∪ {Nk,j : j ∈M} are independent. We define the
process aˆk on IM by setting, for j ∈M and t ∈R,
aˆk,j(t) :=
1√
bkk
⌊(Alipsk,j −Nk,jAk,j,1)−1(kt)⌋.
Hence, the process aˆk,j specifies discrete arrivals of class j customers with
size 1/
√
bkk having independent inter arrival times distributed as Ak,j,1/k.
We define, for k ∈N and j ∈M,
αˆk,j :=
√
k
bk
1
E(Ak,j,1)
.
For every k ∈N, the process aˆk has stationary increments and satisfies
αˆk = aˆk = aˆk.
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Second, we specify service time processes: For every k ∈ N, i ≤ n and
j ∈Hi∪Li, we let (Sk,i,j,h)h∈Z be a sequence of identically distributed strictly
positive random variables having finite second moments. We assume that,
for every fixed k ∈ N, the random variables in the set {Sk,i,j,h : i ≤ n, j ∈
Hi ∪ Li, h ∈ Z} ∪ {Ak,j,h : j ∈M, h ∈ Z} ∪ {Nk,j : j ∈M} are independent.
We define the process sˆk,i on IHi∪Liinv by setting, for j ∈Hi ∪Li and t ∈R,
sˆk,i,j(t) :=
1√
bkk
(Slipsk,i,j)
−1(kt).
The service time process sˆk,i,j specifies independent service times distributed
as the random variable Sk,i,j,1/k for discrete class j ∈Hi ∪Li customers of
size 1/
√
bkk at queue i. We note that the linear interpolation involved in the
definition of sˆk,i,j does not disrupt this interpretation, since in the definitions
of the behavior of the queueing network the process sˆk,i,j does not appear
outside terms of the form sˆ−1k,i,j◦aˆk,j.
We define, for k ∈N, i≤ n and j ∈Hi ∪Li,
σˆk,i,j :=
√
k
bk
1
E(Sk,i,j,1)
.
For every k ∈N, and i≤ n, the process sˆk,i satisfies
σˆk,i = sˆk,i = sˆk,i.
The load generated by the sequence of input processes must approach a
critical load as k increases. This is captured by assuming the conditions
lim
k→∞
E(Ak,j,1) = α
−1
j for j ∈M,(27)
lim
k→∞
E(Sk,i,j,1) = σ
−1
i,j for i≤ n and j ∈Hi ∪Li,(28)
where α ∈ RM+ , σ1 ∈ RH1∪L1+ , . . . , σn ∈ RHn∪Ln+ are “critical rates” vectors
with strictly positive components and satisfy conditions (17) and (18). In
order to reach the critical load at a specific speed, we additionally assume
that there are vectors α˜ ∈RM, σ˜1 ∈RH1∪L1 , . . . , σ˜n ∈RHn∪Ln satisfying
α˜j = lim
k→∞
√
k
bk
(
1
E(Ak,j,1)
−αj
)
for j ∈M,(29)
σ˜i,j = lim
k→∞
√
k
bk
(
1
E(Sk,j,i,1)
− σi,j
)
for i≤ n and j ∈Hi ∪Li.(30)
Next, we define a rate function for the sequence of input processes. We
assume that there exist vectors u ∈RM+ , v1 ∈RH1∪L1+ , . . . , vn ∈RHn∪Ln+ with
lim
k→∞
Var(Ak,j,1) = u
2
j for j ∈M,
lim
k→∞
Var(Sk,i,j,1) = v
2
i,j for i≤ n and j ∈Hi ∪Li.
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We define the good rate function IBrown :D0→R+ ∪ {∞} for x ∈D0 by
IBrown(x) :=


∫
R
x˙(t)2
2
dt, if x(0) = 0, and x is absolutely continuous,
∞, otherwise.
Here x˙ denotes a derivative of an absolutely continuous function x ∈ D0.
This rate function is well known from Schilder’s theorem [8] dealing with
logarithmic tail asymptotics of Brownian motion. We let Irenewal be the good
rate function on DM0 ×DH1∪M10 × · · · × DHn∪Mn0 given by
Irenewal(a˜, s˜1, . . . , s˜n) :=
∑
j∈M
α3jI
Brown(a˜j)
u2j
+
n∑
i=1
∑
j∈Hi∪Li
σ3i,jI
Brown(s˜i,j)
v2i,j
.
Here we set x/0 := 0, if x = 0, and x/0 :=∞, if x ∈ R \ {0}, in order to
capture the case where some of the limiting variances are zero. We can now
apply Corollaries A.2 and A.3 of Appendix A in order to get the following:
Corollary 3. If there exists δ > 0 and c > 0 such that, for every k ∈N
and y ∈ [−δ, δ],
logE(exp(y(Ak,j,1−E(Ak,j,1))))≤ cy2 for j ∈M,
logE(exp(y(Sk,i,j,1−E(Sk,i,j,1))))≤ cy2 for i≤ n and j ∈Hi ∪Li,
the sequence
(aˆk − αˆkid, sˆk,1− σˆk,1id, . . . , sˆk,n − σˆk,nid)k∈N
satisfies a sample path large deviation principle on DM0 × DH1∪L10 × · · · ×
DHn∪Ln0 with good rate function Irenewal and normalizing sequence (bk)k∈N.
If for a k ∈N the stability condition (22) is satisfied, the random network
primitives tuple (aˆk, sˆk,1, . . . , sˆk,n) is regular, and the queueing processes
Ui(aˆk, sˆk,1, . . . , sˆk,n), Vi(aˆk, sˆk,1, . . . , sˆk,n), Yi(aˆk, sˆk,1, . . . , sˆk,n), Wi(aˆk, sˆk,1,
. . . , sˆk,n), Di(aˆk, sˆk,1, . . . , sˆk,n), Qi(aˆk, sˆk,1, . . . , sˆk,n) and Zi(aˆk, sˆk,1, . . . , sˆk,n)
are well defined for every queue i≤ n. From Lemma B.2 of Appendix B, we
deduce that the processesV(aˆk, sˆk,1, . . . , sˆk,n),W(aˆk, sˆk,1, . . . , sˆk,n),Q(aˆk, sˆk,1,
. . . , sˆk,n) and Z(aˆk, sˆk,1, . . . , sˆk,n)− id are jointly stationary.
Corollary 4. If, for every k ∈ N, conditions (22) and (23), and the
assumptions of Corollary 3 are satisfied, the prerequisites and consequences
of Theorem 2 are valid with I := Irenewal, and dk :=
√
k/bk for k ∈N.
Clearly, independent exponentially or deterministically distributed inter-
arrival and service times with mean values satisfying conditions (22), (23),
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(27), (28), (29) and (30) constitute a possible choice through which the
assumptions of the previous two corollaries are satisfied.
For a positive semidefinite covariance matrix V ∈Rn×n and a vector b ∈
Rn, we define the good rate function IV :Dn0 →R ∪ {∞} by
IBrownV (x) :=


∫
R
x˙(t)TV −1x˙(t)
2
dt, if x is absolutely continuous
and x(0) = 0,
∞, otherwise.
Here x˙(t) is the vector of derivatives of the absolutely continuous function
x ∈ Dn at time t ∈ R, and x˙(t)T its transpose. If the matrix V is degener-
ate, the expression x˙(t)TV −1x˙(t)/2 in this definition must be understood
as supy∈Rn(y
T x˙(t)− yTV y/2); compare Remark 4.1 in [32]. We note that if
Bˆ is an n-dimensional Brownian motion with stationary increments on the
time interval R, passing through 0 at time 0, having covariance matrix V
at time 1, and possessing drift 0, the sequence (Bˆ/
√
bk )k∈N satisfies a large
deviation principle with normalizing sequence (bk)k∈N good rate function
IBrownV on Dn0 [8].
Here we define V := RURT , where RT is the transpose of the matrix R
and
Ui,h :=


∑
j∈(Hi∪Li)∩(Hh∪Lh)
u2j
α3jσi,jσh,j
, if i 6= h,
∑
j∈Hi∪Li
(
u2j
α3jσ
2
i,j
+
v2i,jαj
σ6i,j
)
, if i= h.
Furthermore, we set ζ˜ := Rρ˜, where the vector ρ˜ > 0 has been defined
in (22). Then Remark 5 after Theorem 2 together with the contraction prin-
ciple [7] and simple algebraic calculations yields that, under the assumptions
of Corollary 4, the sequence (dkW(aˆk, sˆk,1, . . . , sˆk,n))k∈N satisfies a sample
path large deviation principle on Dn0 with normalizing sequence (bk)k∈N and
good rate function
w˜ 7→ inf
z˜∈Dn0 , w˜=Φ(z˜−ζ˜id)
IBrownV (z˜).
The contraction principle shows that this rate function is also the rate
function in the large deviation principle for the sequence of stationary re-
flected Brownian motions (Φ(Bˆ/
√
bk − ζ˜id))k∈N with normalizing sequence
(bk)k∈N. In particular, results concerning the rate function of reflected Brow-
nian motion [2, 10, 15, 16, 18, 24] might be applied to obtain statements
about the asymptotic behavior of tail probabilities of multiclass feedforward
queueing networks in heavy traffic.
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APPENDIX A: MODERATE DEVIATIONS FOR RENEWAL
PROCESSES
Here we consider for every k ∈N a sequence (Xk,h)h∈Z of independent and
identically distributed strictly positive random variables with finite second
moments. We derive moderate deviation principles for certain sequences of
renewal processes constructed from these random variables in the topology
‖ · ‖, from known moderate deviation principles for partial sums processes
in the topology of uniform convergence on compacts ([33], Lemma 6.1).
Lemma A.1. If there are values ξ > 0 and Σ≥ 0 such that
lim
k→∞
E(Xk,1) = ξ,
lim
k→∞
Var(Xk,1) = Σ
2,
and constants c > 0 and δ > 0 such that, for every y ∈ [−δ, δ] and k ∈N,
Λk(y) := logE(y(Xk,1 −E(Xk,1)))≤ cy2,
then for every sequence (bk)k∈N of positive numbers satisfying (25) and (26),
the centered and scaled sequence of linearly interpolated partial sums pro-
cesses (
X
lips
k (k·)−E(Xk,1)id(k·)√
bkk
)
k∈N
satisfies a sample path large deviation principle on D0 with good rate function
IBrown/Σ2 and normalizing sequence (bk)k∈N.
Proof. We define for k ∈N the piecewise constant partial sums (pcps)
process Xpcpsk by setting X
pcps
k (t) :=X
lips
k (⌊t⌋) for t ∈R. Under the assump-
tions of the lemma, Example 7.2 of [30] yields that the sequence of processes(
X
pcps
k (k·)−E(Xk,1)id(k·)√
bkk
)
k∈N
satisfies a sample path large deviation principle on D0 with good rate func-
tion IBrown/Σ2 and normalizing sequence (bk)k∈N in the topology of uniform
convergence on compacts.
For every ε > 0 and τ > 0, we have, for all k ∈ N with ε√bkk ≥
2 supk∈NE(Xk,1),
P
(
sup
−kτ−1≤h≤kτ+1
Xk,h√
bkk
> ε
)
≤ (2kτ +2)P (Xk,1 > ε
√
bkk )
≤ (2kτ +2)P (exp(δ(Xk,1−E(Xk,1))− δε
√
bkk ))
≤ (2kτ +2)exp(cδ2 − δε
√
bkk ).
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Hence, for every ε > 0,
lim sup
k→∞
1
bk
logP
(
sup
t∈[−τ,τ ]
|Xlipsk (kt)−Xpcpsk (kt)|√
bkk
> ε
)
≤ lim sup
k→∞
1
bk
logP
(
sup
−kτ−1≤h≤kτ+1
Xk,h√
bkk
> ε
)
≤ lim sup
k→∞
(
log(2kτ +2) + cδ2
bk
− δ
√
k
bk
)
=−∞.
This implies by Theorem 4.2.13 in [7] that the sequence of processes
(
X
lips
k (k·)−E(Xk,1)id(k·)√
bkk
)
k∈N
also satisfies a sample path large deviation principle on D0 with good rate
function IBrown/Σ2 and normalizing sequence (bk)k∈N in the topology of
uniform convergence on compacts.
Next, we strengthen this large deviation principle to the topology induced
by the norm ‖ · ‖. According to Theorem 18 in [20], one can reach this goal
by showing that, for every ε, ν > 0, there exists a τ ≥ 0 such that
lim sup
k→∞
1
bk
logP
(
sup
|t|≥τ
|Xlipsk (kt)−E(Xk,1)kt|
t
√
bkk
> ε
)
<−ν.
We choose ε, ν > 0. A Chernoff type estimate gives, for every h ∈ N and
γ ∈ [0,2cδ],
P
(
h∑
m=1
(Xk,m −E(Xk,1))> hγ
)
≤E exp
(
γ
2c
(
h∑
m=1
(Xk,m −E(Xk,1))− hγ
))
≤E exp
(
γ
2c
h∑
m=1
(Xk,m −E(Xk,1))− hγ
2
2c
)
= exp
(
hΛk
(
γ
2c
)
− hγ
2
2c
)
≤ exp
(
−hγ
2
4c
)
.
Similarly, one obtains, for every h ∈N and γ ∈ [0,2cδ],
logP
(
h∑
m=1
(Xk,m−E(Xk,1))<−hγ
)
≤−hγ
2
4c
.
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Thus, we get, for every τ ∈N and k ∈N with ε√bk/k ≤ 2cδ,
P
(
sup
t≥τ
|Xlipsk (kt)−E(Xk,1)kt|
t
√
bkk
> ε
)
≤
∞∑
h=kτ
P
(∣∣∣∣∣
h∑
m=1
(Xk,m−E(Xk,1))
∣∣∣∣∣>hε
√
bk
k
)
≤
∞∑
h=kτ
2exp
(
−hbkε
2
4ck
)
=
2exp(−τbkε2/(4c))
1− exp(−bkε2/(4ck)) .
This implies that, for τ ∈N with τ ≥ 4cν/ε2,
lim sup
k→∞
1
bk
logP
(
sup
t≥τ
|Xlipsk (kt)−E(Xk,1)kt|
t
√
bkk
> ε
)
≤ lim sup
k→∞
(
−τε
2
4c
− log(1− exp(−ε
2bk/(4ck)))
bk
)
=−ν + limsup
k→∞
(
log(4ck/(ε2bk))
bk
)
=−ν.
Here we have used the assumptions (25) and (26). A similar bound holds on
the negative time interval which yields the envisaged strengthening through
the principle of the largest term. 
We define the process xˆk by xˆk(t) := (X
lips
k )
−1(kt) for t ∈R. Analogously
to Lemma 2.4 in [32], we get the following:
Corollary A.2. Under the assumptions of Lemma A.1, the sequence
of processes (
xˆk −E(Xk,1)−1kid√
bkk
)
k∈N
satisfies a sample path large deviation principle on D0 with good rate function
ξ3IBrown/Σ2 and normalizing sequence (bk)k∈N.
For k ∈ N, we let Nk be a random variable which is independent of the
sequence (Xk,h)h∈Z and uniformly distributed on [0,1], and define the pro-
cess xˆ′k(t) := ⌊(Xlipsk −NXk,1)−1⌋(kt). Clearly, we have |xˆ′k − xˆk| ≤ 1, which
yields by exponential equivalence [7]
Corollary A.3. Under the assumptions of Lemma A.1, the sequence
of processes (
xˆ′k −E(Xk,1)−1kid√
bkk
)
k∈N
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satisfies a sample path large deviation principle on D0 with good rate function
ξ3IBrown/Σ2 and normalizing sequence (bk)k∈N.
APPENDIX B: STATIONARITY OF NETWORK BEHAVIOR
In this section we state independence and stationary increments condi-
tions for random regular network primitives which imply the stationarity of
the workload and queue length processes.
We first investigate the behavior of a single queueing node under time
shifts. For c ∈ R and a function d ∈ D, we let Θcd ∈ D be the time shifted
function defined by (Θcd)(t) := d(t+ c) for every t ∈R. Furthermore, we set
Ξcd := Θcd− d(c), which implies (Ξcd)(0) = 0 for every c ∈ R and d ∈ D.
We use these shift mappings on product function spaces by applying them
componentwise. For instance, if c ∈ Rn, d ∈ Dn and i ≤ n, we let the ith
component of Ξcd ∈Dn be defined by (Ξcd)i := Ξcidi.
Lemma B.1. If (a, s) ∈ IM×IH∪Linv is a regular node primitives pair and
t ∈R,
Ξa(t)(s
−1) = (Ξs−1◦a(t)s)
−1,
Ξt(s
−1◦a) = (Ξs−1◦a(t)s)−1◦(Ξta),
ΘtV
H(a, s) =VH(Ξta,Ξs−1◦a(t)s),
ΘtW
H,L(a, s) =WH,L(Ξta,Ξs−1◦a(t)s),
ΘtQ
H,L(a, s) =QH,L(Ξta,Ξs−1◦a(t)s),
Θt(Z
H,L(a, s)− id) = ZH,L(Ξta,Ξs−1◦a(t)s)− id
and
ΞtD
H,L(a, s) =DH,L(Ξta,Ξs−1◦a(t)s) +Q
H,L(Ξta,Ξs−1◦a(t)s)(0).
Proof. Under the assumptions of the lemma, the first two lines in the
display follow from the fact that, for every b, c ∈ R and d ∈ Iinv, we have
(Θcd− b)−1 = Θb(d−1)− c. Next, one obtains the third and fourth line of
the display by using the equation Θc(supd)− b = sup(Θcd− b), which is
valid for every d ∈Dsup and c, b ∈R. For j ∈H and c, t ∈R, we calculate
−(ΘcQH,Lj (a, s))(t) =DH,Lj (a, s)(t+ c)− aj(t+ c)
= sup
τ≤t+c,
∑
ℓ∈H
s
−1
ℓ
◦aℓ(τ)≤
∑
ℓ∈H
s
−1
ℓ
◦aℓ(t+c)−VH(a,s)(t+c)
aj(τ)− aj(t+ c)
= sup
τ−c≤t,
∑
ℓ∈H
(Ξc(s
−1
l
◦aℓ))(τ−c)≤
∑
ℓ∈H
(Ξc(s
−1
ℓ
◦aℓ))(t)−ΘcVH(a,s)(t)
(Ξcaj)(τ − c)
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− (Ξcaj)(t)
=DH,Lj (Ξca,Ξs−1◦a(c)s)(t)− (Ξcaj)(t)
=−QH,Lj (Ξca,Ξs−1◦a(c)s)(t).
This implies the fifth equation for components j ∈H. The remaining equa-
tions follow along similar transformations which are omitted. 
We use these shift properties to identify situations where the behavior of
the feedforward network is stationary.
Lemma B.2. We let (aˆ, sˆ1, . . . , sˆn) ∈ IM × IH1∪L1inv × · · · × IHn∪Lninv be a
random regular network primitives tuple satisfying the following four condi-
tions:
1. The process aˆ is independent of sˆi for every i≤ n.
2. The processes sˆi,j for i≤ n and j ∈Hi ∪Li are independent.
3. The process aˆ has stationary increments, that is, the process Ξtaˆ has the
same distribution for every t ∈R.
4. For every i≤ n and j ∈Hi∪Li, the process sˆ−1i,j has stationary increments
for time shifts with values from the image of aˆj , which means that the
distribution of the process Ξa(sˆ
−1
i,j ) is the same for every a ∈ {aˆj(t) : t ∈
R} ⊂R.
Then the processes V1(aˆ, sˆ1, . . . , sˆn), . . . , Vn(aˆ, sˆ1, . . . , sˆn), W1(aˆ, sˆ1, . . . , sˆn),
. . . , Wn(aˆ, sˆ1, . . . , sˆn), Q1(aˆ, sˆ1, . . . , sˆn), . . . , Qn(aˆ, sˆ1, . . . , sˆn), and Z1(aˆ, sˆ1,
. . . , sˆn)− id, . . . , Zn(aˆ, sˆ1, . . . , sˆn)− id are jointly stationary, that is, their
common distribution is invariant under the shift Θt for every t ∈R.
Proof. The conditions of the lemma together with the second equa-
tion of Lemma B.1 imply that the distribution of the pair (Ξtaˆ,Ξsˆ−11 ◦aˆ(t)
s1)
does not depend on t ∈ R. Hence, the joint stationarity of the processes
V1(aˆ, sˆ1, . . . , sˆn), W1(aˆ, sˆ1, . . . , sˆn), Q1(aˆ, sˆ1, . . . , sˆn) and Z1(aˆ, sˆ1, . . . , sˆn)−
id follows from the third to sixth equation of lemma B.1 and the definitions
of these processes.
Setting dˆ1 :=D1(aˆ, sˆ1, . . . , sˆn) =D
H1,L1(aˆ, sˆ1), the last equation of Lemma B.1
yields that the distribution of the triple (Ξtaˆ,Ξsˆ−11 ◦aˆ1(t)
sˆ1,Ξtdˆ1) does not de-
pend on t ∈R. Clearly, the image of dˆ1,j is a subset of the image of aˆj for
every j ∈M. In view of the independence conditions 1 and 2, the process dˆ1
is independent of the processes sˆ2, . . . , sˆn. In particular, by Assumption 4,
the distribution of the quadruple (Ξtaˆ,Ξsˆ−11 ◦aˆ1(t)
sˆ1,Ξtdˆ1,Ξsˆ−12 ◦dˆ1(t)
sˆ2) does
not depend on t ∈R. Repeating the reasoning of the first paragraph simulta-
neously for the first two queues, one therefore obtains the joint stationarity
of the considered queueing processes of queues 1 and 2.
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Iterating the scheme of the second paragraph through the remaining
queues yields the statement of the lemma. 
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