Several fundamental optimization and counting problems arising in computer science, mathematics and physics can be reduced to one of the following computational tasks involving polynomials and set systems: given an oracle access to an m-variate real polynomial and to a family of (multi-)subsets B of [m], (1) compute the sum of coe cients of monomials in corresponding to all the sets that appear in B(1), or nd S ∈ B such that the monomial in corresponding to S has the largest coe cient in . Special cases of these problems, such as computing permanents and mixed discriminants, sampling from determinantal point processes, and maximizing subdeterminants with combinatorial constraints have been topics of much recent interest in theoretical computer science.
INTRODUCTION
In this paper we study the following problem: Given oracle access to an m-variate real polynomial (x 1 , x 2 , . . . , x m ) = α ∈N m α x α , where x α denotes m i=1 x α i i , and to a family B ⊆ N m of multiindices:
(1) Counting. Can we compute the sum B def = α ∈B α e ciently? (2) Optimization. Can we nd max α ∈B α e ciently?
Here, no restriction is put on the number of monomials in or the size of B -they can be exponential; indeed if both are polynomially many then the problem is easy. Instead, we assume access to an evaluation oracle; given any input x ∈ R m the oracle returns (x). Similarly for B, we assume that an appropriate separation oracle is provided.
Such a setting is quite general -it captures many counting and discrete problems that arise in computer science, mathematics and physics. However, it is easily seen to be intractable, even if B contains a single element. Indeed, if only a small (polynomial) number of input-output pairs for are known, an adversary has a large exibility in choosing the coe cients of . To escape this problem (at least partly) we assume has non-negative coe cients. Non-negative polynomials are quite general and appear frequently in statistical physics, probability (as generating polynomials of distributions), machine learning, as well as in combinatorics [20] . Indeed, all the polynomials underlying the special cases mentioned in the abstract are non-negative. Permanents and Mixed Discriminants. One of the most studied counting problems is the permanent of a non-negative square matrix A ∈ R m×m . It is de ned as
This problem is known to be #P-complete, hence no exact algorithm for computing permanents is expected to exist. However, interestingly, the counting problem (1) above can be used to express the permanent of A by letting
x j A i, j and B = {(1, 1, . . . , 1)}. Clearly p A (x) has non-negative coe cients and is easy to evaluate on any input; still, computing its multi-linear coe cient is a hard problem. Mixed discriminants provide a powerful generalization of permanents that appears naturally in a variety of settings, e.g., as coe cients of mixed characteristic polynomials which played an important role in the recent resolution of the Kadison-Singer problem [16] . They can be captured similarly by problem (1) as they arise as coe cients of determinantal polynomials of the form det( m i=1 x i A i ) where A 1 , . . . , A m ∈ R m×m are positive semide nite matrices. Determinantal Point Processes (DPP). A DPP is a probability distribution over subsets of [m] = {1, 2, . . . , m} de ned, 1 with respect to a positive semide nite matrix L ∈ R m×m such that for all S ⊆ [m] we have P(S) ∝ det(L S,S ), where L S,S is the principal minor of L corresponding to columns and rows in S. In fact, if the vectors 1 , . . . , m ∈ R n come from the Cholesky decomposition of L, then the determinantal polynomial
is a generating polynomial for such a distribution. DPPs are important objects of study in combinatorics, probability, physics and more recently in computer science, as they provide excellent models for diversity-based sampling in machine learning; see [15] . The applicability of DPPs to real life problems crucially relies on e cient algorithms for solving computational problems related to them. These include the problem of sampling from a DPP, computing its partition function and the MAP-inference problem which asks to nd the set of highest probability (or equivalently to nd the largest coe cient of q(x)). For the case of unconstrained DPPs problems (1) and (2) are quite well understood, and various solutions have been proposed [11, 14, 17, 22] . Recently, the case of constrained DPPswhen the support is restricted to a combinatorial family B ⊆ 2 [m] -has been studied [7, 8, 18] with machine learning applications in mind, however, very little is known computationally. Related prior work. All the examples discussed so far are special cases of the counting and optimization problems mentioned in the beginning. Prior results for such problems are far and few -they either work with a speci c class of polynomials or with a simple family B. An important work by Gurvits [13] focused on recovering the coe cient of the multi-linear term x 1 x 2 · · · x m from an m−variate polynomial . This corresponds to setting B = {(1, 1, . . . , 1)}. Towards this, he introduced the notion of capacity of a polynomial . The capacity of a polynomial can be shown to be e ciently computable (given access to an evaluation oracle of the polynomial). Gurvits proved that, when the polynomial is real stable, its capacity is a good (multiplicative) approximation of the coe cient of interest -in particular the approximation factor does not depend on the coe cients of . A polynomial ∈ R[x 1 , . . . , x m ] is said to be real stable if none of its roots x ∈ C m satis es Im(x i ) > 0, for every i = 1, 2, . . . , m. Real stable polynomials have been well studied in mathematics; see [2-4, 16, 20, 24] . Many important classes of polynomials, such as det( i x i i i ) and the polynomial p A introduced earlier, are known to be real stable and several others can be derived from them; see [20, 23] . In fact, Gurvits derived an approximation bound of e m when is an m−homogeneous real stable polynomial with non-negative coe cients. 2 The case of a determinantal polynomial (x) = det m i=1 x i i i and B a set of bases of a partition matroid was recently studied by Nikolov and Singh [18] where a polynomial time e n -approximate algorithm was presented to estimate the value of the optimization problem max S ∈B S (where n is the rank of the matroid). For general homogeneous real stable polynomials and B of the form [m] n , 3 an e n -approximation algorithm for the counting problem S ∈B S was obtained in [1] . Exact counting algorithms for determinantal polynomials were obtained in [7] under the condition that B has a description of constant dimension.
Except the latter (which addresses the case of exact computation), the results so far relied on coming up with capacity-like quantities that can be computed e ciently using convex programming. Then, using the properties of real stable polynomials, they were shown to approximate the quantities of interest. The question of whether such an approach would work more generally for matroids was left open. In fact, one of the key di culties to extend this approach beyond partition matroids was to come up with a notion of capacity that can be captured by convex programming and is zero if the quantity it is trying to approximate is zero. Our contribution. In this paper we introduce a new notion, the B−capacity of a polynomial (x 1 , . . . , x m ) with respect to a family B ⊆ 2 [m] , denoted by Cap B ( ). When is real stable, its B−capacity can be evaluated given oracle access to and to B using standard techniques from convex programming.
Subsequently we prove that, assuming is non-negative, homogeneous and real stable, the B−capacity of approximates B within a factor that depends only on m whenever B arises as a set of bases of a matroid M (under mild conditions on M). Surprisingly, when either of these conditions fails, one cannot hope for this result to hold.
As a consequence we obtain algorithms that estimate the sum S ∈B S for any non-negative real stable polynomial and a large class of matroid families B up to an approximation factor no worse than e m ; this factor can be improved if more is known about the structure of or B. Further, motivated by the inference problem mentioned earlier and using the notion of B−capacity, we present a convex program for approximating max S ∈B S . The approximation ratio is shown to be essentially of the same order as the guarantee achieved when estimating B by Cap B ( ). This gives one common framework under which all previous results can be understood and, as an aside, provides another interesting connection between real stable polynomials and matroids [6, 10] . Moreover, it provides non-trivial approximation algorithms for various important open problems, such as the DPP MAP-inference problem under matroid constraints. 2 A polynomial (x ) = α α x α is n−homogeneous if for every α with α 0 we have m i =1 α i = n.
Statement and Overview of Our Results
Let ∈ R + [z 1 , . . . , z m ] denote a real, m−variate polynomial with non-negative coe cients and let B ⊆ 2 [m] be any family of subsets of [m] = {1, 2, . . . , m}. We assume that is given as an evaluation oracle and B is given as a separation oracle for the convex hull of B, i.e., for
Every set S ⊆ [m] gives rise to a monomial x S = i ∈S x i and S denotes the coe cient of x S in . The following two computational problems are considered in the paper:
(1) computing B def = S ∈B S (the counting problem), (2) nding max S ∈B S (the optimization problem). We start with an overview of our result on the counting problem and later show how to extend it to the optimization problem. The key idea is to approximate B by the optimal value of a convex program de ned with respect to and B. In its simplest form, this approach was pioneered by [13] , where the following notion of capacity of an m−variate polynomial ∈ R + [x 1 , . . . , x m ] was introduced:
It is not hard to see that after introducing new variables i = log z i and replacing the objective by log (z), one obtains a convex program that can be solved e ciently. The crucial fact proved by [13] is that whenever is a real stable and homogeneous polynomial, then Cap( ) approximates [m] (the coe cient of m i=1 x i in (x)) up to a multiplicative factor of e m , i.e., the approximation guarantee does not depend on the coe cients of . It is important to note that no such result holds if one does not put any restrictions on . 4 B−capacity. One of our key contributions is the following notion of the B−capacity of a polynomial that plays a central role in our results on both counting and optimization.
De nition 1.1 (B−capacity). For a polynomial ∈ R + [x 1 , . . . , x m ] and any family of sets B ⊆ 2 [m] we de ne the B−capacity of to be
When B = {{1, 2, . . . , m}} one recovers (1) from (2) . In Section E we show that, when is real stable, Cap B ( ) can be computed using a convex program. The running time of this algorithm depends upon the maximum number of bits required to represent any coe cient of ; this is polynomial in the input description length in all the cases of considered in this paper. 5 When the coe cients of correspond to a probability distribution on the set of all monomials Cap B ( ) has a natural interpretation -it can be viewed as the optimal value of a certain entropy maximizing program; see Section 3.1. Importantly, an (equivalent) dual characterization of B−capacity allows us to prove that Cap B ( ) is an upper bound on B , see Section 3.3. This duality for the special case B = [m] n was also observed in [1] . 4 Indeed for (x ) = 
where H + (m, n) is the set of all m-variate, n-homogeneous real stable polynomials with non-negative coe cients and H + 1 (m, n) is H + (m, n) restricted to multi-linear polynomials.
It follows that M lin (B) ≤ M(B). The reason for the second denition is because in some applications, the polynomial may be multi-linear and one can expect better bounds under such an assumption. Thus, along with the computability of Cap B ( ), the above de nitions imply the following result trivially.
n be any family of sets and let ∈ R + [x 1 , . . . , x m ] be any real stable, n−homogeneous polynomial. Given access to a separation oracle for P(B) and an evaluation oracle for , there is an algorithm which computes Cap B ( ) and, further,
Additionally, when is multi-linear, M(B) can be replaced by M lin (B) in the bound above.
It remains to bound the approximation ratios M(B) and M lin (B).
We rst study the niteness of these quantities. We give a sucient condition for M(B) to be nite that relies on the interplay between matroids and supports of strongly Rayleigh distributions.
n be a family of bases of a matroid and let B be the family of bases of the dual matroid. If there exists a strongly Rayleigh distribution supported on B , then M(B) < ∞.
Strongly Rayleigh distributions have been extensively studied (see, e.g., [4, 6, 10] ), and it is known that most matroids satisfy the condition stated in Theorem 1.2. 6 Interestingly, when one gives up either real stability of or the assumption that B comes from a matroid, then M(B) can be in nite; we provide examples in Section B.
The proof of Theorem 1.2 appears in Section 4.4 and below we describe the key steps. The rst step connects B−capacity to the standard notion of capacity (see Lemma 3.1)
where Cap B (h) denotes, what we call, the lower B −capacity of h -it is de ned as
. 6 A non-example has been discovered by [4] : the 7-element Fano matroid.
Note that in the de nition of lower capacity, as compared to (2), the supremum is replaced by in mum. Since inequality (3) holds for every polynomial h, one can upperbound the B−capacity by providing an appropriate h. The choice of h should ideally allow us to relate Cap( · h) to B , as our primary goal is to upper bound the ratio
. To this end we present a notion of a B −selection (see De nition 3.2), which essentially describes su cient conditions on h for this to succeed. Roughly, h being a B −selection means that the coe cient of m i=1 x i in · h is equal to B . Further, if h is a real stable B −selection, one can apply Gurvits' inequality [13] along with inequality (3) to obtain
Thus, the task of proving a lower-bound on B reduces to that of coming up with a "good" B −selection h -an h whose lower capacity Cap B (h) is as large as possible. Sections 4.1, 4.2, 4.3 deal with this problem and propose several choices depending on B.
A canonical choice for such a B −selection is
In Lemma 4.1 we prove that for such an h, Cap B (h) ≥ 1, which when combined with (4), gives us a lower bound on B in terms of Cap B ( ) whenever h is real stable. Consequently, the fact that such an h is real stable when B is a regular matroid gives us an e m −approximation for the case of regular matroids.
To extend the above reasoning when the canonical choice of h is not real stable, we de ne approximate B −selections and prove that a variant of inequality (4) holds whenever the support of h coincides with B and h is real stable. For instance, if B is a linear matroid, then there exists a real stable polynomial of the form (z) = det( m i=1 z i i i ) (for some vectors 1 , 2 , . . . , m ∈ R r ) whose support is exactly B . This leads to a nite bound on M lin (B) and M(B). In general, by analyzing speci c classes of matroids and coming up with B −selections for them we obtain several bounds that are listed in the theorem below. (For precise de nitions of matroids, their duals, partition matroids, linear matroids and the unbalance un(M) see Section 2.)
n be a family of bases of a matroid M.
(1) Strongly Rayleigh. If there is a strongly Rayleigh distribution {p S } S ∈B (with p S > 0 for every S ∈ B ) and
Combining Theorem 1.1 and Theorem 1.3 one can obtain new and old algorithms that estimate B for a large class of matroids. For instance, regular matroids, being strongly Rayleigh and linear, satisfy both parts (1) and (2) of the theorem above with P = 1 and un(M ) = 1 respectively, resulting in an e m −approximation algorithm. For the case of uniform matroids, i.e., B =
[m]
n , Theorem 1.3 implies an e n −approximation; matching a result recently obtained by [1] . For partition matroids, Theorem 1.3 implies an e n −approximation for multi-linear polynomials; a result that is implicit in the work of [18] .
In Section C we provide an example where M(B) can be as large as e √ m for partition matroids.
Optimization. Our main result on computing max S ∈B S is the following
n be any family of sets and let ∈ R + [x 1 , . . . , x m ] be any real stable, n−homogeneous polynomial. Given access to a separation oracle for P(B) = conv{1 S : S ∈ B} and an evaluation oracle for , there is an algorithm which estimates the value of
up to a factor of M(B) · e n . The running time of the algorithm is polynomial in m and the maximum number of bits required to represent any coe cient of . In the case when
Before we give a sketch of the proof, we state an important corollary concerning maximizing sub-determinants subject to matroid constraints. Since the determinantal polynomials which appear in this setting are multi-linear, we can use a bound on M lin (B) in Theorem 1.4.
. Let L ∈ R m×m be a PSD matrix and B ⊆ [m] n be a family of sets. Given access to a separation oracle for P(B) there is a polynomial time algorithm which estimates the value of max S ∈B det(L S,S ) up to a factor of M lin (B) · e n .
Thus, by combining the quantitative bounds on M(B) and M lin (B) from Theorem 1.3, one can obtain a host of new results. R 1.5. The e n in the corollary and theorem above can be replaced by the quantity max S ∈B z S : z ∈ P(B) that can be often smaller. By combining Theorem 1.3 and the above corollary we can match the e n −bound for maximizing sub-determinants under partition constraints by [18] .
Towards the proof of Theorem 1.4 the rst step is to introduce a convex relaxation for the optimization problem max S ∈B S . Perhaps the most natural choice for such a relaxation is sup x ∈P (B) (x 1 , . . . , x m ).
While this works for the uniform matroid case (B =
[m] n ), for other families B, it might have an unbounded integrality gap. Instead, consider the polynomial
parametrized by x > 0. It is easy to see that
To avoid the in uence of terms outside of B one can try to maximize r B over x ∈ P(B). The issue is that r B is not necessarily e ciently computable. However, we know that Cap B (r ) provides a good approximation to r B . Hence, we arrive at the following relaxation for max
Finally, we show that computing the above quantity reduces to a concave-convex saddle point problem which can be solved using convex optimization tools.
Discussion
To summarize, in this paper we present a uni ed convex programming framework to obtain non-trivial approximation guarantees for counting and optimization problems involving the general setting of real stable polynomials and matroids. We achieve this through generalizing the works of Gurvits [13] and Nikolov and Singh [18] and, in particular, by coming up with the notion of B-capacity and obtaining quantitative bounds on how well B-capacity approximates the quantity of interest. Our bounds on both M(B) and M lin (B) are unlikely to be optimal and it is an interesting problem to see to what extent our bounds can be improved. Finally, this work, similar to previous results [1, 18] , only provides estimation algorithms for the considered optimization problems. That is, the output is a number, which estimates the optimal value up to a certain factor, but no set attaining this guarantee is output. Making these results constructive is an important open problem.
Organization of the Paper
The remaining part of the paper is structured as follows. It starts with Preliminaries, containing basic de nitions and necessary background. Section 3 introduces the notion of B−capacity and studies its properties. Section 4 is devoted to the proof of Theorem 1.2 and Theorem 1.3. The next Section 5 contains the proof of Theorem 1.4 and Corollary 1.1. Section A contains a proof of the entropy interpretation of B−capacity. Next, in Section B we provide examples when Cap B ( ) does not provide a good approximation to B , in case when is not real stable or B is not a family of bases of a matroid. Section C provides a lower bound on M(B) for the partition case. In Section D we derive a bound on M lin (B) for partition matroids. Finally, Sections E and F discuss the computability of B−capacity and the related relaxation for the optimization problem.
PRELIMINARIES
Multi-variate Polynomials. We consider real polynomials in m variables: R[x 1 , . . . , x m ]. Every such polynomial can be written as a nite sum (x) = α ∈N m α x α , where α ∈ R and x α denotes the
i . The number α we call the coe cient of x α in . The degree of a monomial x α is de ned as |α | def = m i=1 α i . We say that p is n−homogeneous if α is nonzero only for degree n monomials. For a set S ⊆ [m] we often identify the multi-index 1 S (the characteristic vector of S) with simply S, i.e. z S = i ∈S z i . Monomials of this form we call square-free monomials, while the remaining ones we call square monomials. A multi-a ne (or square-free) polynomial is one which does contain only square-free monomials. The set of multi-a ne polynomials is denoted by R 1 [x 1 , . . . , x m ]. The set of polynomials with non-negative coe cients is denoted by
Real Stable Polynomials and Strongly Rayleigh Distributions. A polynomial ∈ R[x 1 , . . . , x m ] is called real stable if none of its roots z = (z 1 , . . . , z m ) ∈ C m satis es: (z i ) > 0 for every i = 1, 2, . . . , m. An equivalent characterization is: ∈ R[x 1 , . . . , x m ] is real stable if and only if for all vectors u ∈ R m and ∈ R m >0 the polynomial
is real-rooted. Real stable polynomials are closed under taking partial derivatives and under multiplication. A distribution µ over subsets of
Matroids. For a comprehensive treatment of matroid theory we refer the reader to [19] . Below we state the most important denitions and examples of matroids, which are most relevant to our results. A matroid is a pair (U , M) such that U is a nite set and M ⊆ 2 U satis es the following three axioms:
then there exists an element a ∈ A \ B such that B ∪ {a} ∈ M. The collection B ⊆ M of all inclusion-wise maximal elements of M is called the set of bases of the matroid. It is known that all the sets in B have the same cardinality, which is called the rank of the matroid. Given a matroid M ⊆ 2 U with a set of bases B we de ne another collection of sets B ⊆ 2 U to be
Then B can be shown to be a collection of bases of another matroid M , called the dual of M.
Linear and Strongly Rayleigh Matroids. We say that a matroid M ⊆ 2 [m] is R−linear if there exists a matrix V ∈ R m×n (with rows 1 , 2 , . . . , m ∈ R n ) such that for every set S ⊆ [m] we have S ∈ M if and only if the collection of vectors { j : j ∈ S } is linearly independent over R. Such a matrix V we call an R−representation of the matroid M. If B is a set of bases of M and V ∈ R m×n is a representation, we de ne the unbalance of V to be
where V S is an |S | × n sub-matrix of V corresponding to rows from S. into non-empty subsets P 1 , P 2 , . . . , P p is given together with numbers b 1 , b 2 , . . . , b p , then the collection of sets B = {S : |S ∩ P j | = b j for all j = 1, 2, . . . , p} is a family of bases of a partition matroid, which we denote by {U (
If G is an undirected graph with edges labeled by [m], then we can de ne its graphic (or spanning tree) matroid as follows: the universe is [m] and a set S ⊆ [m] is a basis if and only if S corresponds to a spanning tree in G. Graphic matroids are regular.
B-CAPACITY
This section is devoted to the study of B−capacity. We rst provide an intuitive entropy interpretation and subsequently proceed to the proofs of several inequalities, as outlined in the Section 1.1 and the dual characterization of B−capacity. We start by recalling the de nition.
De nition 3.1 (B−Capacity). Consider an m-variate polynomial ∈ R + [z 1 , . . . , z m ] and let B ⊆ 2 [m] be any family of sets. We de ne the B−capacity of to be:
where P(B) = conv{1 S : S ∈ B} ⊆ [0, 1] m . The lower B−capacity of is:
An Entropy Interpretation of B−Capacity
In this section it is convenient to think of p ∈ R + [z 1 , . . . , z m ] as a probability distribution over monomials z α , more precisely, the probability of a monomial z α is simply
We show that computing B−capacity of a polynomial p can be equivalently seen as nding a distribution q minimizing the KL-divergence between p and q subject to marginal constraints (see [21] ). In this section we use
to denote the set of all monomials of degree n. 
where
The optimization problem (5) asks to nd a distribution q over Λ n which is the closest (in relative entropy) to the given distribution p under the constraint that its marginal lies in P(B).
Assume now for brevity that p is normalized, i.e., p(1) = 1. In case when its marginal vector θ already lies in P(B), we know that (since KL(q, p) ≥ 0), the optimal solution to (5) is q = p and hence Cap B (p) = 1. In view of our results (see Theorem 1.2), this implies a quite surprising fact. If p and B satisfy the assumptions of Theorem 1.2 then we can lower-bound p B = S ∈B p S by an absolute positive number (not depending on p). If p was an arbitrary polynomial (not real stable as in Theorem 1.2) then we could easily make its marginal lie in P(B) (and thus Cap B (p) = 1) while keeping p S = 0 for all S ∈ B.
An Inequality on B−Capacity
For the setting when is m−homogeneous and B = {{1, 2, . . . , m}} one recovers from Cap B ( ) the capacity de ned in [13] . The main goal of this section is to provide an extension of Gurvits' result which asserts that
(where [m] is the coe cient of z [m] in ) under the assumption that is m−homogeneous, real stable and has non-negative coe cients. One of the crucial ingredients of our extension of [13] is the following inequality which ties together the classical capacity and the ones we introduced here. 
Note now that whenever θ ∈ P(B) then (1−θ ) ∈ P(B ). To prove it, let θ = S ∈B α S 1 S for some {α S } S ∈B with α ≥ 0 and S α S = 1. Then:
By minimizing the second factor in the right hand side of (6) over θ ∈ P(B) we obtain the following:
for every xed θ ∈ P(B). By maximizing the right hand side of the above with respect to θ , we nally arrive at:
Since we are interested in proving an upper bound on the B−capacity we will apply the Lemma 3.1 in the following way:
Thus the task of upper bounding the capacity boils down to nding an appropriate polynomial h, which allows us to relate Cap( · h) in the right hand side to the sum of coe cients B . There is some freedom in the choice of h, hence one can set the second goal to make the lower capacity Cap B as large as possible. Below we provide a de nition which makes precise which properties of h are relevant. n . We call h a B-selection if it satis es the following two conditions
We say that h is a c−approximate B-selection if it satis es (1) and (2) is replaced by h S ∈ [1, c] for every S ∈ B (here c ≥ 1 is any number).
Note that h is not assumed to be square-free, and hence importantly there is quite a lot of exibility in the choice of a B-selection. We are now ready to state and prove the main technical result of this section, which relates Cap B (p) to p B , the precision of this approximation depends on the quality of a B -selection (its lower capacity) one can provide. n be any family of sets. For every real stable B -selection h ∈ R + [z 1 , . . . , z m ] we have:
, then the term m! m m in the bound above can be replaced by 2 −m .
P
. Consider the polynomial (z) · h(z) which is real stable, as a product of real stable polynomials. Note that from our assumptions it is homogeneous of degree m. We apply Gurvits' inequality [13] 
Since h is a B −selection, it follows that:
because the only pairs of monomials from and h which contribute to s are of the form x S and x [m]\S . By combining this with Lemma 3.1, we obtain
To obtain the improved bound under the assumption that , h ∈ R + 1 [z 1 , . . . , z m ] we observe that in the reasoning above, the degree of every variable in the polynomial · h is at most 2. Hence we can apply a stronger form of Gurvits' inequality [13] , where m m m! is replaced by
where d i is the degree of z i in · h. This provides us with the left hand side of the inequality. The right hand side follows easily from the dual characterization of B−capacity provided in Lemma 4.1. R 3.2. The above lemma, still holds (with the same proof) when we assume h to be only a c-approximate B -selection. The only required modi cation is to divide the left hand side of the lower bound inequality by c.
Dual Characterization of B−Capacity
The way Cap B ( ) is de ned makes it well suited for proving lower bounds on B . In the following lemma we provide an equivalent, dual characterization, which gives a straightforward upper bound and is often preferred from the computational viewpoint. For the case when B = [m] n this was observed by [1] .
L 3.3 (E B−
). Let ∈ R + [z 1 , . . . , z m ] be an n−homogeneous polynomial and B ⊆ [m] n be any family of sets. Then:
P . We depart from the following convex program:
By (e ) in the above we mean (e 1 , . . . , e m ). The objective is simply
Such a function (for non-negative α ) is well known to be convex (which follows from Hölder's inequality). Note that Slater's condition for (7) is satis ed, hence strong duality holds. In order to derive the dual of the convex program (7) introduce multipliers µ S ≥ 0 for every S ∈ B and consider the Lagrangian
By taking the derivative with respect to i and equating to zero, we obtain the following optimality condition:
By summing up all these conditions for i = 1, 2, . . . , m we obtain n on the left hand side (because is homogeneous) and n· S ∈B µ S on the right. Hence, at optimality S ∈B µ S = 1. From strong duality, we obtain:
log (e ).
It remains to observe that
hence what really matters are the marginals θ i = S i µ S and not the probability distribution µ itself. For this reason one can rewrite the above equality as:
The lemma follows by replacing e by z and taking exponentials on both sides. 
COUNTING
This section discusses applications of B−capacity to the counting problem. We start by showing that B−capacity can be e ciently computed and subsequently provide bounds on the approximation ratio it yields for several classes of matroids.
The Choice of B-Selection
As demonstrated in Section 3.2 the task of proving that Cap B ( ) well approximates B boils down to coming up with a real stable polynomial h which is a B −selection and its lower capacity with respect to B is as large as possible. We will provide one generic way of coming up with such polynomials and proving lower bounds on their lower capacity. It captures the case when B is a strongly Rayleigh matroid. In the next subsection we extend it to capture more general settings.
Recall that for a given family B ⊆ [m] n (which should be thought as the dual of what we normally call B) we are interested in an n−homogeneous real stable polynomial h, which is a B−selection and has a large lower B-capacity. There exists one natural choice for h, the generating polynomial of B
it satis es the conditions for a B−selection in an obvious way, thus the remaining questions are:
• Is h(z) real stable?
• What is the lower B−capacity of h?
The rst question leads us directly to the notion of Rayleigh and strongly Rayleigh matroids introduced in [9] . As shown in [6] the class of matroids M such that h(z) is real stable (for B being the set of bases of M) is precisely equal to the class of matroids enjoying the strongly Rayleigh property. In the next subsection we discuss possible ways to weaken this requirement of B being strongly Rayleigh by manipulating the coe cients of h(z). Now we address the second question from the above list. n , the polynomial f (z) = S ∈B β S z S , with β S ≥ 1 for every S ∈ B, satis es
P . We need to prove that for every choice of θ ∈ P(B) we have
Let us then x θ ∈ P(B) and any z > 0. Since θ ∈ P(B) we can write it as θ = S ∈B α S 1 S , for some non-negative α ∈ [0, 1] B with S α S = 1. From Jensen's inequality we obtain:
By taking exponentials and using the estimate f (z) ≥ S ∈B α S z S we obtain the lemma.
One can also observe that the above lemma is actually tight and indeed Cap B (f ) is equal to min{β S : S ∈ B}. For any S ∈ B, by taking θ = 1 S and x → 1 S one obtains that Cap B (f ) ≤ β S .
B−Selections for Linear Matroids
Consider the case when B ⊆ [m] n is the set of bases of a linear matroid M (over R). This means that there is a matrix V ∈ R m×d having rows 1 , 2 , . . . , m such that:
S ∈ M ⇔ the collection { i } i ∈S is linearly independent.
this can be also restated as:
where V S is the matrix V restricted to rows with indices in S. Such a matrix V we call a linear representation of M. Note that the polynomial:
has as its support exactly B. We have the following well known, but important fact. n ) det(V S V S )z S is n−homogeneous and real stable.
P . We present the proof in the special case when d = n. We refer the reader to [18] for the general case. Consider the polynomial
where Z = Diag (z 1 , . . . , z m ). As a determinantal polynomial, r (z) is real stable (see e.g. [23] ). It remains to observe that from the Cauchy Binet formula:
This fact allows us to use h(z), after a suitable rescaling, as an approximate B−selection. This rescaling can be controlled by the unbalance of a linear matroid which essentially measures the maxi-
over S,T ∈ B (see de nition in Section 2).
We obtain
n be a set of bases of an R−linear matroid. There exists a real stable c−approximate B−selection h with c ≤ un(B) (the unbalance of B) and Cap B (h) ≥ 1. P . Take V to be the most balanced representation of B, i.e. un(V ) = un(B). We can scale the vectors of V in such a way that:
From the Fact 4.1 the polynomial:
is real stable, and clearly it is an un(V )−approximate B−selection.
Also, more generally we can state the following lemma on nonuniform generating polynomials. n be a set of bases of a matroid. Suppose that µ is a strongly Rayleigh distribution with supp(µ) = B and P = max S,T ∈B µ(S ) µ(T ) . Then there exists a real stable P−approximate B−selection h with Cap B (h) ≥ 1.
P . Take h(z) to be
We have that 1 ≤ h S ≤ P for every S ∈ B. Since h ∈ R + 1 [z 1 , . . . , z m ] and supp(h) = B, h is a P−approximate B−selection. Also, h(z) is real stable, because T ∈B z T µ(T ) is.
B−Selections for Partition Matroids
The generic choice of an B−selection h(z) to be S ∈B z S is indeed natural and intuitively "right", however it seems to be suboptimal. Two important cases where we can provably surpass this sub-optimality are uniform matroids and partitions matroids. The result for uniform matroids follows from the work [1] , below we extend it to the case of partition matroids. n be a set of bases of a partition matroid, i.e. B is of the form:
where P 1 , P 2 , . . . , P p is a partition of [m] into p disjoint sets and p j=1 b j = n. Then there exists a real stable B−selection h(z) with
P . Consider the following choice of
It is not hard to see that h(z) is indeed a B-selection. Indeed, all the coe cients of monomials z S for S ∈ B are 1 and these are the only square-free monomials which appear with a nonzero coe cient. It su ces to show a lower bound on Cap B . To this end x any θ ∈ P(B), any z > 0 and consider
At this point one can observe that all the terms in the product can be analyzed separately, this is because P(B) is actually a cartesian product of p sets. More precisely
Let us consider one particular term in the product in (8) . Without loss of generality take j = 1, and assume that P 1 = {1, 2, . . . , d} and rename b 1 to simply b. Our goal now reduces to lower-bounding:
From Jensen's inequality for log we obtain:
Finally note that
is a probability distribution over d items, with probabilities bounded from above by 1 /b, this implies that its negative entropy is at least
Concluding, we obtain:
After taking exponentials and dividing by b!
4.4 Proofs of Theorems 1.2 and 1.3
Since there is a strongly Rayleigh distribution supported on B , applying Lemma 4.3 we can conclude existence of a real stable P−approximate B −selection for some (possibly large) P > 0, such that Cap B (h) ≥ 1. Now, the approximate version of Lemma 3.2 (see Remark 3.2), concludes the proof. P T 1.3. For points 1. and 2. we reason as in the proof of Theorem 1.2, we construct suitable B selections using Lemmas 4.3 and 4.2 respectively and then apply the approximate variant of Lemma 3.2. Note that the above mentioned B −selections are multi-linear, hence we can apply the sharper 2 −m bound in Lemma 3.2 in the case when is multi-linear as well.
For point 3. the bound on M lin (B) follows implicitly from a reasoning in [18] , we derive it in Section D. To obtain a bound on M(B), note that B is a partition matroid {U (P j ,
We set h(z) to be the B −selection constructed in Lemma 4.4 and apply Lemma 3.2, this yields a bound
It remains to argue that
After applying the bound k ! k k ≤ √ ke −k +1 and using
Finally, by the AM-GM inequality
OPTIMIZATION
In this section we discuss the problem of nding max S ∈B S
for a given n−homogeneous polynomial ∈ R + [x 1 , . . . , x m ] and a set family B ⊆
n . One naive way to approach problem (9) would be to apply Theorem 1.3 directly. Since Cap B ( ) approximates B up to a factor of M(B) we could just output Cap B ( ) as an approximation to (9) and obtain a guarantee of:
We believe that the bounds in Theorem 1.3 can be strengthened, so that M(B) (or M lin (B)) depend on n only (as for the case of uniform matroids), which makes the e n log m ine cient. In the next subsection we propose a method which achieves an approximation guarantee of at most M(B) · e n and can be better, depending on a particular B.
Convex Relaxation
We consider the following relaxation to problem (9) .
A similar relaxation was used in [18] in the context of sub-determinant maximization and in [1] for the Nash Social Welfare problem. In fact the relaxation in [18] is an upper bound for ours. Both of them behave similarly in the case when B is a partition family. However, for other matroids, such as spanning tree matroids, the relaxation of [18] has an unbounded integrality gap, whereas for the case of relaxation (10) we can prove
n be a family of bases of a matroid. For every real stable, n−homogeneous polynomial ∈ R + [z 1 , . . . , z m ]. The optimal value OPT of the relaxation (10) satis es:
can be replaced by M lin (B) in the bound above.
P
. Let p(x, ) denote the polynomial (x 1 1 , . . . , x m m ). One can easily see that if x = 1 S for some S ∈ B then p(x, ) ≥ S · S , this implies that
To prove the lower-bound, x the optimal solutionx to the relaxation (10) and consider the real stable polynomial (z) = p(x, z). It follows that OPT = Cap B ( ), hence:
We also have
What remains to prove is that A(B) ≤ e n . This turns out to be a quite simple consequence of the constraints x ≥ 0 and n i=1 x i = n. Indeed, the largest possible value of the sum S ∈Bx S is attained
The relaxation (10) is e ciently computable. Given access to an evaluation oracle for and a separation oracle for P(B) one can obtain a (1+ε)−approximation to the optimal solution of (10) in time polynomial in m, log 1 ε and L, where L is an upper bound on the description size of coe cients of . 7 The Proof of Lemma 5.2 appears in Section F. The results of this section allow us to deduce Theorem 1.4. P T 1.4. Given an optimization problem (9) we apply the relaxation (10) to it. Lemma 5.2 guarantees that it can be solved in polynomial time. Now by applying Lemma 5.1 we obtain the claimed approximation guarantee.
Application to Maximizing
Sub-determinants
In this section we discuss the problem of maximizing sub-determinants under constraints. Let L ∈ R m×m be a symmetric PSD matrix and let B ⊆
n be any family of sets. We consider the problem:
where L S,S denotes the sub-matrix of L obtained by restricting it to rows and columns from S. Typically in this setting it is useful to consider the Cholesky decomposition L = VV for some matrix V ∈ R m×d . This allows us to write the generating polynomial:
where Z = Diag (z 1 , . . . , z m ). We can then apply the result of Theorem 1.4 to obtain Corollary 1.1.
as above. As observed in Fact 4.1 (z) is n−homogeneous and real stable. Moreover (z) is e ciently computable, since it just boils down to computing a determinant of a d × d matrix. Through the optimization problem (9) (z) encodes exactly (11), hence we can apply Theorem 1.4.
A ENTROPY INTERPRETATION P P 3.1. The proof relies on convex duality. Fix any probability distribution p on Λ n and a marginal vector 7 Note that the coe cients of are not explicitly given to us. For this algorithm to work, only the knowledge of L is required.
θ ∈ P(B). We derive the dual of the following convex program max q,θ − KL(q, p),
We make a simplifying assumption that there exists a q > 0 such that θ = α ∈Λ n q α α. This implies that the Slater's condition is satis ed for (12) , which makes the analysis much simpler. Introduce Lagrangian multipliers z ∈ R and λ ∈ R m and consider the Lagrangian function:
We are going to derive a formula for (λ, z) = max q L(q, λ, z). To this end, we derive optimality conditions with respect to q.
Note that the above implies that q > 0 and this is why we do not need to introduce dual variables for non-negativity constraints.
Using the above conditions we obtain
Hence the dual can be written as:
We eliminate the z variable from the above by minimizing the objective with respect to z. Thus we obtain:
Because of our assumption, Slater's condition is satis ed and hence strong duality holds, thus we obtain equality between the optimal value of (12) and (14) . To obtain the desired form, replace −λ i ∈ R by log z i for z > 0. This gives
and after taking the exponential we recover the familiar
After dropping the assumption that θ can be obtained as α q α α with q > 0, the equality we established above still holds, but several complications arise, in particular the minimum value might not be attained (only in the limit). We skip the proof in the general case.
It is now enough to observe that taking the maximum over θ ∈ P(B) of (15) gives Cap B (p), hence indeed we obtain equality between Cap B (p) and the exponential of the optimal value of (12).
B COUNTEREXAMPLES
We provide examples showing that Cap B ( ) might not give a good approximation to B if either B is not a family of bases of a matroid or is not real stable. Example 1. We consider the case when m = 4 and n = 2. Consider a polynomial (z) = (z 1 + z 2 )(z 3 + z 4 ) which is real stable, as a product of real stable polynomials. We pick a family B which is not a set of bases of a matroid, namely B = {{1, 2}, {3, 4}}. Using the dual characterization of Cap B we have:
Hence we obtain that Cap B ( ) = 4, while clearly B = 0. 
C A LOWER BOUND ON M(B)
We prove a lower bound on M(B), which can be seen as another interpretation of the fact that the quality of approximating the permanent of a non-negative matrix A by the capacity of its product polynomial p A can be e n in the worst case. 
[n] }.
Of course |B| = n n . Consider now a polynomial (z) = i, j z i, j n , clearly (z) is real stable and it can be proved that Cap B ( ) ≥ n 2n . Indeed, from the AM-GM inequality:
Under the condition that z S ≥ 1 for every S ∈ B the above implies that (z) ≥ n 2n . It is also easy to calculate that B = |B| · n! = n n · n!, hence we obtain M(B) ≥
D A BOUND FOR PARTITION MATROIDS
The following lemma appeared implicitly in [18] in the context of determinantal polynomials.
P
. Let n = p j=1 b j be the rank of the partition matroid. Consider an n−homogeneous polynomial ∈ R + 1 [z 1 , . . . , z m ]. We perform the following symmetrization procedure. For every part P j we introduce b j new variables u j,1 , u j,2 , . . . , u j,b j and de ne
For notational convenience, let us de ne a function σ : [m] → [p] which given an element e ∈ [m] outputs an index σ (e) such that e ∈ P σ (e) . We consider (s σ (1) , s σ (2) , . . . , s σ (m) ).
Note that now f (u) is n−variate, n−homogeneous and real stable. Moreover, we can relate B to the coe cient (call it c) of i, j u i, j in f (u) as follows:
By Gurvits' inequality for n−variate n−homogeneous polynomials we have
We will use the following simple upper bound on Cap B ( )
Note that importantly
this equality follows because the constraints z S = 1 for every S ∈ B, imply that the value of z i is constant inside every partition P j . Hence there exists a one-to-one mapping between feasible z and feasible u. As a consequence we obtain:
is an m−variate polynomial given by an evaluation oracle and B ⊆ 2 [m] is a family of sets given by a separation oracle for P(B), then Cap B (p) can be computed up to a multiplicative factor of (1 + ε) in time polynomial in m, log 1 ε and L p , where L p is an upper bound on the maximum number of bits required to represent any coe cient of .
. We start by reformulating the problem of computing the B−capacity of a polynomial p as a convex optimization problem log Cap B (p) = sup
In order to compute the B−capacity of p up to a (1+ε) multiplicative error, it is enough to solve the above problem up to an ε additive error. Let h(θ, ) = log p(e ) − θ, .
Note that h is a linear function of θ and a convex function of (this follows by applying Hölder's inequality). To solve this convex program we use the ellipsoid method at two levels. The outer ellipsoid methods solves the problem
where f (θ ) def = inf ∈R m log p(e ) − θ, . More precisely, using the standard binary search approach it reduces the above problem to a sequence of feasibility questions of the form: Is the set {θ ∈ P(B) : f (θ ) ≥ c} non-empty? Where c ∈ R is the binary search parameter. The second (inner) ellipsoid method e ectively implements a separation oracle for convex sets of the form
In fact by solving a problem of the form
for a xed θ 0 ∈ P(B), the inner ellipsoid algorithm can provide a separating hyperplane for the outer problem. Given c ∈ R and a point 0 ∈ R m such that h(θ 0 , 0 ) = c 0 < c, from the rst order concavity conditions for h (note that h is in fact linear) we obtain that for every θ ∈ R m h(θ, 0 ) ≤ h(θ 0 , 0 ) + θ − θ 0 , , where = ∇ θ h(θ 0 , 0 ) is the gradient of h(θ, ) with respect to θ at the point (θ 0 , 0 ). This implies in particular that
Hence, the gradient ∈ R m provides a separating hyperplane. Note that given (θ 0 , 0 ) the gradient is simply ∇ θ h(θ 0 , 0 ) = − 0 . Let us now provide some more details on how to implement the ellipsoid algorithm for it to run in polynomial in our setting. Let L p be the maximum number of bits required to represent any coe cient of p, or alternatively
Recall that we would like our algorithm to run in time polynomial in L p and m.
The rst observation we make is that in fact f (θ ) can be non-zero only if θ belongs to the convex hull of the support of p, (this set is called the Newton polytope Newt(p) of p). Indeed, if θ Newt(p) then there exists a separating hyperplane, i.e., a vector u ∈ R m such that θ, u > α, u for every α ∈ Newt(p). By considering x i (t) = e tu i for i = 1, 2, . . . , m and t → ∞ one obtains that h(θ, x(t)) → 0 and consequently f (θ ) = 0.
Further, since p is real stable, its support has a nice combinatorial structure -in the case when p is multi-linear its support is a δ −matroid, and, more generally it is a jump system (see [6] ). Hence using ideas by [5, 12] one can implement an e cient separation oracle for Newt(p) given only an evaluation oracle for p. For this reason, in the inner ellipsoid problem one can assume that θ 0 ∈ P(B) ∩ Newt(p).
Let us now focus on the problem solved by the inner ellipsoid algorithm. It is given θ 0 ∈ P(B) ∩ Newt(p) and it is asked to nd 
The main issue with (17) is that it is not clear how large (in norm) one has to consider in order to nd a close to optimal solution, or in other words, how large does the initial ellipsoid need to be, to contain a close to optimal point. To answer this, note that (17) is equivalent to an entropy maximization problem; see Section 3.1. Consequently, using ideas developed by [21] in this context, one can deduce (we omit the tedious details) that for every ε > 0 there exists a point˜ ∈ R m , with ˜ ≤ K for some K = poly(m, L p , log 1 ε ), such that h(θ 0 ,˜ ) ≤ inf for an appropriate K, and still recover an almost optimal solution. What remains to prove, to make the inner ellipsoid algorithm run in polynomial time, is that the set { ∈ R m : ≤ K, h(θ 0 , ) ≤f (θ 0 ) + ε} has volume at least inverse-polynomial in m, L p and log 1 ε . This is required in order to make the algorithm stop after a polynomial number of steps. Since → h(θ 0 , ) is Lipschitz with a Lipschitz constant at most O(m + θ 0 ) = poly(m) we can deduce that the volume of the above de ned set of close to optimal solutions is at least inverse polynomial in m.
Similarly, to argue that the outer ellipsoid algorithm runs in polynomial time, we show that its objectivef is Lipschitz with a Lipschitz constant polynomial in m and K. To this end, note thatf is a point-wise minimum of a family of functions of the form θ → log p(e ) − θ, for ∈ R m with ≤ K. Every such function is linear in θ and hence Lipschitz with a Lipschitz constant at most ≤ K. It follows that f itself is a Lipschitz function with a Lipschitz constant at most K.
To summarize, the algorithm for computing Cap B (p) up to an (1 + ε) multiplicative error proceeds as follows. It rst restates the problem as: for a suitable K which is polynomial in m, L p and log 1 ε . Then it solves the above problem using the described two-level ellipsoid algorithm. Since for both the outer ellipsoid algorithm and the inner ellipsoid algorithm, there exist enclosing balls of radius polynomial in m and K and since their objective functions are Lipschitz with Lipschitz constants depending polynomially on m and K, the total running time of the algorithm is polynomial.
F COMPUTABILITY OF THE RELAXATION FOR THE OPTIMIZATION PROBLEM
Before we give the proof of Lemma 5.2, let us rst establish an important fact, which will prove useful later. It says that we can compute the gradient of a polynomial at any point, given only an evaluation oracle access. 
Further, let us consider the logarithm of the above and plug in e i for z i . We obtain 
Denote the objective of the above by h(x, θ, ) = log (x 1 e 1 , . . . , x m e m ) − θ, .
The function h(x, θ, ) is jointly concave in x and θ (for xed ) and convex in (for xed x and θ ). As in Section E, convexity in simply follows by Hölder's inequality. The concavity in x is rather surprising as it does not hold for an arbitrary polynomial , it follows from real stability of .
In order to solve the relaxation (19) we proceed as in the proof of Lemma E.1. We run an outer ellipsoid algorithm in order to optimize over (x, θ ) ∈ P(B)×P(B) and the role of the inner ellipsoid algorithm is to provide separating hyperplanes for the outer one.
To compute separating hyperplanes for the outer ellipsoid algorithm, access to the gradient ∇ x h(x, θ, ) is required (similarly for θ ). Note that for any i = 1, 2, . . . , m in particular, ∇ x h(x, θ, ) can be computed using Fact F.1. To prove that the above algorithm can be implemented in polynomial time, one proceeds as in the proof of Lemma E.1.
