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vAbstract
At time scales between synoptic weather and the seasonal cycle, the Madden-Julian
Oscillation (MJO) is the dominant cause of atmospheric variability in the tropics, modify-
ing seasonal rainfall totals and influencing atmospheric circulation worldwide. It induces
a large response in the tropical oceans through surface fluxes of heat and momentum.
While the thermodynamic ocean-atmosphere interaction has been well studied, under-
standing is lacking on the dynamical ocean response to MJO-induced surface momentum
fluxes. A comprehensive observational study of the nature of this response is undertaken.
This indicates large amplitude and coherent dynamic variability consisting of equatorial
ocean Kelvin and Rossby waves, along with coastally-trapped waves and extra-tropical
responses. These processes have important implications for ocean circulation, chemistry
and biology. Furthermore, it is shown that this response in the ocean dynamics can in-
fluence the behaviour of the MJO itself. The propagation of equatorial ocean Rossby
waves into the western Indian Ocean causes deepening of the thermocline, positive tem-
perature advection and thus positive sea surface temperature anomalies that trigger at-
mospheric convection. This constitutes a feedback that will modify the behaviour of the
MJO, strengthening its low frequency component and enhancing its intermittent nature.
The ocean dynamics can also trigger individual Madden-Julian (MJ) events through the
same oceanic processes. This triggering mechanism is strongest for ‘primary’ MJ events
that are not immediately preceded by other MJO activity, nor by any other triggers.
A linearised ocean model is used to understand the fundamental principles behind
the observed dynamical ocean component of the MJO. It is shown that the equatorial
Rossby waveguide is more effective at transferring dynamic anomalies to the western
Indian Ocean than the coastal Kelvin waveguide. Sensitivity studies demonstrate that
westerly wind bursts with a broader latitudinal scale will be considerably more effective
in generating a dynamical ocean response that can feed back onto the MJO. Crucially,
it is shown that these dynamical ocean processes are predictable over periods of up to
five months, far longer than the time scale over which the MJO can be predicted. It may
therefore be possible to use observations of the ocean dynamics to improve forecasts of
the MJO during periods of inactivity, when it has previously been most difficult to predict.
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1Chapter 1
Introduction
This thesis concerns the interaction between two distinct climatic systems: the intrasea-
sonal atmospheric variability of the Madden-Julian Oscillation (MJO), and the ocean dy-
namics triggered by resultant surface wind stress anomalies. The dynamical ocean re-
sponse has largely been ignored in the context of the MJO, and it is this lack of knowledge
that the current work seeks to rectify. The two components of this project will be outlined
in turn below, starting with an introduction to the MJO, its importance for climate and
impacts on human activity. In addition, the various mechanisms that explain its existence,
behaviour and interactions with the ocean will be explained. An overview of the theory
and fundamental equations underlying equatorial ocean dynamics will then be provided,
with particular focus on the equatorial Kelvin and Rossby wave solutions to the shallow
water equations on the equatorial β-plane. The vertical and horizontal structure of these
waves, along with their propagation and reflection at meridional boundaries will then be
described. Finally, the motivation for this present work will be outlined.
1.1 The Madden-Julian Oscillation
The MJO is an important source of global climate variability. At intraseasonal time scales
(periods between weekly weather variability and the seasonal cycle), the MJO is the dom-
inant source of climatic disturbance in the tropical atmosphere. It can be responsible for
destructive floods and droughts, and modifies the seasonal rainfall totals on which bil-
lions of people depend for food production. The phenomenon was discovered, somewhat
serendipitously, by Roland Madden and Paul Julian, and the characteristics described in
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two seminal papers (Madden and Julian, 1971, 1972).
The MJO is characterised by large scale (order 10,000 km) disturbances, or anoma-
lies, in convection, rainfall and wind throughout the depth of the troposphere. These
anomalies propagate eastwards along or near the equator, at an average speed of around
5 m s−1, typically starting in the western Indian Ocean and decaying in the central Pacific
(e.g., Madden and Julian, 1972; Wheeler and Hendon, 2004). However, there is a com-
ponent of the atmospheric signal that circumnavigates the globe at the same time scale,
primarily as an atmospheric equatorial Kelvin wave although the signal is complicated
by the obstructing mountain ranges of South America, Africa and the Maritime Conti-
nent (Matthews, 2000; Hsu and Lee, 2005). The MJO is a primary driver of precipitation
variability in the monsoon regions of Asia (e.g., Wang and Rui, 1990), Australia (e.g.,
Hendon and Liebmann, 1990; Wheeler et al., 2009), India (e.g., Wang and Rui, 1990;
Pai et al., 2011), South America (e.g., Liebmann et al., 2004) and Africa (Matthews,
2004a; Lavender and Matthews, 2009). In addition, it generates anomalies in circulation
and rainfall worldwide (Matthews et al., 2004; Donald et al., 2006), with implications for
medium-range (e.g., monthly) weather forecasting (Vitart and Molteni, 2010).
The structure of the anomalies associated with the MJO is described in Madden and
Julian (1972). The MJO has been subsequently defined separately in many studies, but
these typically base their definition on empirical orthogonal function (EOF, Wilks, 1995)
analysis of outgoing longwave radiation (OLR) data. Recently, it has become common to
use the Wheeler-Hendon index, based on the first two coupled EOFs of OLR and zonal
wind at 850 and 200 hPa (Wheeler and Hendon, 2004) for studies of the MJO. Figure
1.1 shows the surface wind and convective anomalies for the eight phases defined by this
index during the months of December–February; Figure 1.2 is for May–June.
It is typical to think of the MJO as ‘starting’ in the Indian Ocean, with the initiation
of enhanced convective anomalies here that subsequently propagate eastwards and am-
plify, reaching peak magnitude near the Maritime Continent. Phases 1–3 correspond to
developing convection over the Indian Ocean, phases 4–5 the peak of convection over the
Maritime Continent and phases 6–8 the progression into the western Pacific and eventual
decay. The regions of reduced convection exhibit similar behaviour but offset by half a
cycle (4 phases) such that the convective minimum over the Maritime Continent occurs
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Figure 1.1: December-February (DJF) composite of OLR and 850 hPa zonal wind anomalies
for the 8 phases of the Wheeler-Hendon index. Shading levels denote OLR anomalies less than
−7.5, −15, −22.5, and − 30 W m−2, respectively, and hatching levels denote OLR anomalies
greater than 7.5, 15 and 22.5 W m−2, respectively. Black arrows indicate wind anomalies that
are statistically significant at the 99% level. The magnitude of the largest vector is shown on the
bottom right, and the number of days (pts) falling within each phase category is given. Reproduced
from Wheeler and Hendon (2004)
between phases 8 and 1. In summer the MJO activity is similar to in winter but displaced
north of the equator (Figure 1.2). In addition, the propagation of the convective anomalies
from phase 2–4 clearly exhibits the northward propagation over the Indian subcontinent
identified by Wang and Rui (1990). Wind anomalies associated with the enhanced con-
vective signal are primarily a zonal circulation comprising of convergent flow near the
surface and divergence aloft; the reverse is true for the suppressed phase of the MJO.
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Figure 1.2: As Figure 1.1 but for May–June. Reproduced from Wheeler and Hendon (2004)
TheMJO undergoes a substantial seasonal cycle (Madden, 1986; Wang and Rui, 1990;
Salby and Hendon, 1994). During boreal winter and the spring and autumn, the MJO is
strongly active and propagates zonally along or slightly to the south of the equator; the
maximum activity occurs near the equinoxes when the intertropical convergence zone
(ITCZ) migrates across the equator (Salby and Hendon, 1994). Conversely, during boreal
summer, the MJO interacts strongly with the northern hemisphere monsoons and thus
propagates northwards into the Indian subcontinent and Southeast Asia (Wang and Rui,
1990; Salby and Hendon, 1994; Pai et al., 2011). This behaviour is summed up in Figure
1.3, which shows MJO activity and propagation paths averaged over the year; the zonally
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Figure 1.3: Contour plot of the total number of occurrences of strictly eastward-moving cloud
complexes associated with MJ events. The solid line indicates the central path for zonally-
propagating events, typical of the period around the equinoxes. The dashed lines indicate the
central paths for other behaviour of the MJO during boreal summer, when it propagates north-
wards over India and Asia, and during boreal winter, when it can propagate over Australia (from
Wang and Rui, 1990).
propagating behaviour is exhibited throughout the period of October–April, while the
northward propagating branches are active in May–September. The convective signal
does also interact with the Australian monsoon during austral summer, but this has a
relatively minor impact on the overall behaviour of the MJO.
The MJO undergoes a large amount of interannual variability, which raises the ques-
tion of whether the overall activity is predictable. However, Slingo et al. (1999) found that
the mean global MJO strength is only very weakly correlated with sea-surface tempera-
tures (SSTs) and not apparently caused by ENSO. However, the eastwards extension of
the warm pool in response to an El Nin˜o event leads to a similar expansion of the region of
MJO activity (e.g., Hendon et al., 1999; Bergman et al., 2001). The timescale and propa-
gation speed of the MJO is known to vary on interannual timescales; Pohl and Matthews
(2007) showed that the MJO propagates significantly faster (slower) in El Nin˜o (La-Nin˜a)
years. In addition, decadal trends in MJO activity have been shown to be significantly
correlated with SSTs in the Indian Ocean and may therefore be altered by climate change
(Slingo et al., 1999).
The time scale of the MJO is not well defined. It was initially discovered as a broad
spectral peak in the zonal wind field between 40 and 50 days (Madden and Julian, 1971).
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Figure 1.4: Time-space power spectra of (a) 850 hPa zonal wind (NCEP/NCAR reanalysis) and
(b) precipitation (Xie and Arkin, 1997) for the period of 1979–1998, averaged over 20◦N–20◦S
and 60◦–180◦E. Positive periods correspond to eastward propagating power, and negative periods
to westward propagating power (from Zhang, 2005).
Since then definitions have varied, with 30–60 days being a common definition (e.g.,
Knutson and Weickmann, 1987; Ferranti et al., 1990), but the convective signal has a
substantial amount of spectral power extending to 95 days or more (Salby and Hendon,
1994). There are disagreements over the cause of this low-frequency tail, with some au-
thors viewing it as a separate mode, for example with regard to the atmosphere-ocean
resonance at periods around 90 days in the Indian Ocean (Han et al., 2001; Han, 2005).
Alternatively, the spectral power could be viewed as the manifestation of nonlinear inter-
actions between various dynamical components of the MJO (Salby and Hendon, 1994).
The temporal and spatial scales of the MJO are summed up in Figure 1.4, which shows
the spectral power of precipitation and zonal wind at 850 hPa. In both spectra there is
a broad peak around periods of 40–90 days that is strongest around wavenumber 1, but
there is substantial power out to wavenumbers 3 and 4 in the precipitation spectrum. This
implies that the zonal wind is strongly influenced by the large scale Kelvin and Rossby
wave structures of the MJO, while the precipitation more closely follows the convective
signal which tends to have somewhat smaller spatial scales.
The MJO involves a substantial amount of interaction between widely disparate spa-
tial scales, from the scale of individual cumulonimbus clouds to zonal wavenumber 1
atmospheric Kelvin waves that span the Pacific ocean (Nakazawa, 1988; Slingo et al.,
2003; Majda and Biello, 2004). The convective signal of the MJO can be broken into
1.1 The Madden-Julian Oscillation 7
Figure 1.5: Schematic describing the details of the cloud complexes that comprise the MJO at
various scales. Slanting heavy lines represent super cloud clusters (SCC) within the larger com-
plexes of the intraseasonal variability (ISV). The right-hand side illustrates the fine structure of
the SCC with smaller westward-moving cloud clusters that have a life cycle of a few days (from
Nakazawa, 1988)
discrete scales, as illustrated by Figure 1.5, with the broadest envelope of convection con-
taining super clusters of clouds that in turn contain westward-propagating cloud clusters
(Nakazawa, 1988). There is also interaction between convection occurring with different
vertical scales and the resulting diabatic heating profile; the precise vertical structure of
this can have a large impact on the phase speed of the resulting MJO (e.g., Chang and
Lim, 1988; Sui and Lau, 1989; Wu, 2003). In addition, there are interactions over dif-
ferent time scales, such as the interaction with the diurnal cycle in the ocean mixed layer
mentioned above. These scale interactions are one of the major obstacles in accurately
simulating the MJO in numerical models (Slingo et al., 2003).
There have been various mechanisms proposed to explain the propagation of the MJO.
Mechanisms involving atmospheric wave dynamics tend to produce solutions that prop-
agate faster than observations (e.g., Chang and Lim, 1988), but improvements arise once
coupling with the ocean is included (e.g., Waliser et al., 1999; Inness and Slingo, 2003).
Thus the MJO can be though of as a coupling between atmospheric equatorial dynamics
and convection that is in turn thermodynamically coupled to the ocean. The atmospheric
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dynamics are described by Salby and Hendon (1994) and Matthews (2000); these pro-
cesses comprise the atmospheric equatorial wave response to convective heating follow-
ing the Matsuno-Gill model (Matsuno, 1966; Gill, 1980), which in turn leads to frictional
moisture convergence in the boundary layer of the equatorial Kelvin wave. This surface
moisture convergence acts to enhance the convection to the east of positive convective
anomalies and vice-versa. The Rossby wave response to enhanced convection leads to
divergent anomalies that in turn reduces the convective anomalies to the west. The com-
bination of these mechanisms can be shown to produce a self-sustaining mode in the warm
pool region that propagates eastwards, consistent with observations (Matthews, 2000). In
addition, there is a radiating atmospheric wave component of the response to this convec-
tive heating that propagates away from the convective anomaly at around 10 m s−1 (Salby
and Hendon, 1994) and can in turn circumnavigate the globe and trigger a subsequent
cycle of the MJO (Matthews, 2000).
The thermodynamic interaction between the atmospheric variability of the MJO and
the sea surface temperatures (SSTs) has been a subject of lively debate (see Zhang, 2005,
for a review), but the evidence suggests that it has a role to play in the existence and
propagation of the MJO. The primary feedback mechanism was laid out by Flatau et al.
(1997), based on observational evidence from ocean buoys in the equatorial Pacific, and
further refined in several papers (e.g., Shinoda et al., 1998; Woolnough et al., 2000).
Within the warm pool where the MJO is most active, mean surface westerly winds are
enhanced by westerly wind anomalies associated with the MJO; easterly wind anomalies
lead to a reduction in the total wind speed. Therefore, since latent heat fluxes depend
upon the magnitude of the total wind speed (rather than the anomalies), the westerly wind
bursts that follow the enhanced convective anomalies cause a marked increase in total
wind speed and latent heat flux out of the ocean. Associated with this is the reduction in
insolation caused by the active convection itself. Thus, negative SST anomalies follow
enhanced convection and lead reduced convection; the inverse applies for positive SST
anomalies, giving a quadrature relationship between convection and SSTs that suggests
the potential for feedbacks. This behaviour is summarised in Figure 1.6, which illustrates
the buildup of deep convection to the west of moisture convergence, high SSTs and a
shallow mixed layer, followed by suppressed convection due to cold SSTs and moisture
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Figure 1.6: Schematic diagram illustrating the vertical structure of the MJO and its interaction
with the MJO, as observed during the TOGA COARE experiments (Webster and Lukas, 1992).
The squiggly lines denote surface latent heat flux. The symbols ABL, OML, LHF, WWB, CAPE
and L represent, respectively, atmospheric boundary layer, ocean mixed layer, latent heat flux,
westerly wind burst, convective available potential energy, and wavelength. Adapted from Wang
and Xie (1998)
divergence.
Further evidence for the importance of coupling with the ocean comes from numerical
model experiments. Simulations of the MJO tend to perform better when such thermody-
namic coupling is simulated (Inness and Slingo, 2003), and realistic MJO behaviour arises
in atmosphere-only models as a forced response to observed intraseasonal SST variability
(Woolnough et al., 2001; Fu and Wang, 2004; Matthews, 2004b). Model performance is
further enhanced when the diurnal cycle of SST is simulated, since this can have a large
impact on daily mean SSTs during clear-sky (break) phases of the MJO (Bernie et al.,
2005; Klingaman et al., 2011).
There are many processes that lead to the initiation of new MJO events. As men-
tioned above, it is common for one event to trigger another, through atmospheric dynam-
ics and ocean-atmosphere interaction. In addition, forcing from the extratropics may be
important (Lau and Peng, 1987; Hsu et al., 1990; Matthews and Kiladis, 1999), as may
stochastic forcing within the tropics (Salby and Garcia, 1987; Majda and Biello, 2004).
However, it can be difficult to separate out the signals to determine what are the signa-
tures of a previous MJO cycle and what are triggers for a subsequent event. Furthermore,
the MJO is sporadic, with periods of cyclical activity interspersed with periods of relative
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quiescence. It can therefore be useful to define the MJO as a series of Madden-Julian
(MJ) events, which can be split into successive events, that follow previous MJO activ-
ity, and primary events that arise after a period of inactivity. Matthews (2008) uses this
distinction to investigate triggering mechanisms for the two types of event, thus allowing
a more robust distinction between processes that might generate MJO activity and those
that are generated by the MJO. Successive events are associated with a multitude of trig-
gering mechanisms, including warm SST anomalies, cold upper-atmospheric anomalies
that destabilise the atmosphere, mid-latitude disturbances propagating into the tropics and
boundary layer convergence and humidity anomalies (Matthews, 2008, and references
therein). However, no consistent or statistically significant triggers for primary events
were found, which leaves an unfortunate gap in our understanding of the MJO, which this
thesis attempts in part to address.
1.2 Equatorial Ocean Dynamics
Studies of the dynamics of the equatorial ocean and atmosphere have been motivated by
the desire to understand large scale interannual climate variability such as the El Nin˜o-
Southern Oscillation (ENSO). The fundamental mechanisms behind ENSO variability
depend upon the propagation of equatorial Kelvin and Rossby waves in the ocean, cou-
pled to the atmosphere by the Bjerknes feedback mechanism (Bjerknes, 1969). Similar
processes lead to the existence of the Indian Ocean Dipole (IOD; also known as the In-
dian Ocean Zonal Dipole Mode (IOZDM); Saji et al., 1999). The propagation of such
equatorial waves is crucial for transporting signals from one side of the ocean to the other
in a relatively short period of time. Equatorial ocean Kelvin and Rossby waves were the
main components of the theoretical model of Zebiak and Cane (1987) that described a
‘delayed oscillator’ response to surface wind forcing to explain ENSO. In this model,
the positive feedback cycle triggered by the initial Kelvin wave is mediated by reflection
of equatorial Rossby waves of the opposite sign at the western boundary of the Pacific
(Suarez and Schopf, 1988; Battisti, 1988; Boulanger and Fu, 1996). However, more re-
cent analysis suggests that such mechanisms do not account for all ENSO variability; for
example it does not account for the role of the MJO in triggering El Nin˜o events (Kessler
and McPhaden, 1995; McPhaden, 1999). See Neelin et al. (1998) for a review of ENSO
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theory and mechanisms.
Figure 1.7 shows a schematic of the equatorial Kelvin and Rossby waves. It is a curi-
ous fact that the vertical structure of the majority of ocean dynamics can be attributed to a
single form, namely the first baroclinic mode (Wunsch, 1997); we will examine possible
reasons for this below. The vertical structure for these waves is one where the horizontal
velocity anomalies are of the opposite sign in the mixed layer relative to the deep ocean.
The anomalies in the mixed layer are also orders of magnitude larger than in the deep
ocean; this difference in magnitude is balanced by the difference in the depth of the two
layers. The sign of the sea surface height anomalies is opposite to the anomalies in ther-
mocline depth so that waves with positive SSH anomalies are also associated with deeper
mixed layers. It is therefore customary to term such phenomena “downwelling” waves,
and we use this terminology throughout despite the fact that such waves are associated
with both downwelling (at the leading edge of the wave) and upwelling (at the trailing
edge). The horizontal structure of Kelvin waves is to have a single maximum in SSH
and zonal velocity at the equator; equatorial Rossby waves have more complex horizontal
structures with multiple ‘meridional mode’ solutions possible (see section 1.2.2); Figure
1.7 shows the meridional structure for the first (and most common) of these modes.
There is a rich body of literature describing the properties of the various equatorial
waves, all of which are solutions to the primitive equations on an equatorial Beta plane,
whereby the latitudinal variation of the Coriolis parameter f is approximated by assuming
its gradient β is constant, giving f = βy. An overview of the key points from this liter-
ature is provided here; for further information and derivations see, e.g., Lighthill (1969),
Moore and Philander (1977), Philander (1979) and Gill (1980).
The primitive equations of motion are derived from the Navier-Stokes equations for
fluid flow, using the Boussinesq approximation that ignores density variations except in
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Figure 1.7: Schematic diagram illustrating the horizontal and vertical structure of equatorial
Kelvin and Rossby waves. (a) and (b) show plan views of the sea surface height (contours) and
surface velocity vectors for (a) a first meridional mode ‘downwelling’ Rossby wave (positive SSH
anomaly) and (b) an ‘upwelling’ Kelvin wave. (c) shows the corresponding thermocline depth
(solid red line) and circulation anomalies (not to scale); for the Rossby wave, this corresponds to
a cross section through the southern hemisphere circulation, while for the Kelvin wave it corre-
sponds to a cross section through the equator (see dashed lines).
the vertical, and are as follows for the ocean
Du
Dt
− fv = 1
ρ0
∂p
∂x
+ F u,
Du
Dt
− fv = 1
ρ0
∂p
∂x
+ F v,
∂p
∂z
= −ρg,
∇.v = 0,
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where
D
Dt
=
∂
∂t
+ u
∂
∂x
+ v
∂
∂y
+ w
∂
∂z
,
f is the coriolis parameter, ρ0 is the mean density field following the Boussinesq approx-
imation, and F u, F v are the forcing components in the x and y directions, respectively.
1.2.1 Vertical structure
To derive the equations describing equatorial waves, it is necessary to separate the vertical
variation (i.e. dependence on z or p) from the remaining variations in space and time (i.e.
dependence on x, y, t), by assuming that nonlinear terms in the equations of motion are
small, except for the vertical advection of background stratification. Thus
u(x, y, z, t) = u˜(x, y, t)h(z),
v(x, y, z, t) = v˜(x, y, t)h(z),
η(x, y, t) = η˜(x, y, t),
ω(x, y, z, t) = ω˜(x, y, t)j(z),
Note that the vertical structure for ω (j(z)) is different from the other vertical structure
functions (h(z)), and that η, the sea surface height, does not have a vertical structure
function as it is only defined at the surface. We will derive equations for h and j below.
Substitution of the above terms for velocity into the continuity equation suggests that
h =
∂j
∂p
. Solving the primitive equations using such approximations gives the following
equation for the vertical variability:
∂
∂z
(
1
N2
∂j
∂z
)
+
1
c2e
j = 0
where N =
√
−g
ρ
∂ρ
∂z
is the Brunt-Va¨isa¨la¨ frequency, and c2e =
NH
npi
is the separation
constant that yields ce, the phase speed of the first baroclinic mode Kelvin wave.
The solution of the above differential equation (1.2.1) leads to the vertical structure
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for uniform stratification,
j = Asin
(npiz
H
)
,
h = A
npi
H
cos
(npiz
H
)
.
Representing the vertical structure by a two-layer approximation is a common simplifica-
tion used for idealised analytical and numerical models. For the two-layer structure com-
prising a well-mixed surface layer separated from the deep layer by a sharp thermocline,
the solution permits only the first baroclinic mode, as shown in Figure 1.7. The surface
flow is amplified relative to the deep flow by a factor of 1/He whereHe =
ρ2 − ρ1
ρ0
H1 is
the equivalent depth (ρ0, ρ1, ρ2 being the mean potential density and the potential density
of the upper and lower layers respectively; see Lighthill, 1969). The effect of realis-
tic ocean stratification, with a smooth thermocline near the surface is to modify the sine
and cosine solutions of the uniform stratification case such that the variability is ampli-
fied near to the surface where the potential density gradient is large (Giese and Harrison,
1990). The phase speeds, equivalent depth and Rossby radius of deformation can be cal-
culated locally for each mode by considering the stratification; see Chelton et al. (1998)
for details.
To determine the dynamic ocean response to surface forcing, it is necessary to under-
stand the projection of wind forcing onto the various baroclinic modes. As discussed by
Lighthill (1969), it is useful to make the approximation of assuming that the wind stress
will exert a constant body force, denoted Zn for each mode, over a mixed layer of depth
hmix. This is a reasonable approximation in the tropical regions where the Ekman depth
is large. Assuming this, it is possible to show that
1 +
∞∑
n=1
(
Zn
Z0
)
=
H
hmix
thus implying that the relative forcing of the baroclinic modes depends critically upon the
mixed layer depth (Moore and Philander, 1977). Lighthill showed that for hmix = 200 m
and H = 4000 m,
Z1
Z0
= 13.9; for this reasonable example, the first baroclinic mode is
forced almost 14 times as strongly as the barotropic mode. The equivalent term for the
second baroclinic mode is approximately 5 (Moore and Philander, 1977), and the sum of
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Figure 1.8: The buoyancy (N ) profile for density stratification at 160◦E in the equatorial Pacific.
The zonal velocity structure functions of the first four baroclinic modes, normalized to unity at the
surface, are also shown. Reproduced from Giese and Harrison (1990)
all modes (including the barotropic) is 20. Thus the first and second baroclinic modes and
the barotropic mode account for approximately 70%, 25% and 5% of the forced response
respectively, and higher modes are negligible. For stratification representative of the east-
ern Pacific, forcing projects more evenly across the first four baroclinic modes. However,
dispersive effects are more important in the higher modes, as are nonlinear interactions
between modes, even for nondispersive Kelvin waves (Giese and Harrison, 1990). The net
effect of these considerations is that the response of the equatorial oceans is dominated by
the first baroclinic mode, but that the next few modes can be important for understanding
the full response, especially in regions where the mixed layer is shallow. The vertical
structure of these modes is shown in Figure 1.8.
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1.2.2 Horizontal structure and wave solutions
Following separation of the vertical variations in the momentum equations, we are left
with the shallow water equations describing horizontal motion on the equatorial β plane
∂u
∂t
− βyv = −g ∂η
∂x
,
∂u
∂t
− βyv = −g ∂η
∂x
,
g
∂η
∂t
+ c2e
(
∂u
∂x
+
∂v
∂y
)
= 0,
where η is the free surface height. These are analogous to the equations for surface gravity
waves. For the equatorial Kelvin wave, we set v = 0 and look for wavelike solutions in x
and t such that
u(x, y, t) = u˜(y)eik(x−ct),
η(x, y, t) = η˜(y)eik(x−ct)
where simple substitution shows that c = ±ce. By substituting back into the equation
for u, and solving a first order differential equation, we obtain the solution u˜ = De−
βy2
2c
which is only bounded for the case where c = +ce. Thus the phase speed is positive and
the equatorial Kelvin wave travels eastwards. The trapping scale of the wave is given by
Rn =
√
c
2β
, where Rn is the equatorial Rossby radius of deformation. For values typical
of an equatorial Kelvin wave in the ocean this gives a trapping scale of around 4◦ latitude.
The solution for an equatorial Kelvin wave is as follows:
u = u0eik(x−cet)e
−βy2
2ce cos
(npiz
H
)
,
v = 0,
ω = −u0H
npi
eik(x−cet+pi/2)e
−βy2
2ce sin
(npiz
H
)
,
ρ =
ceu0npi
H
eik(x−cet+pi/2)e
−βy2
2ce sin
(npiz
H
)
,
η = (ce/g)u0eik(x−cet)e
−βy2
2ce
where u0 = DAnpiH . The full solution for the equatorial Kelvin wave response to some
forcing can be written as the sum over all baroclinic modes n. Note that the solution is a
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combination of an eastward travelling wave, the vertical structure of the baroclinic mode
and Gaussian trapping in latitude given by the Rossby radius of deformation.
Figure 1.9: The latitudinal structures of sea surface height h, meridional velocity v, and zonal
velocity u for the first (solid lines) and second (dashed lines) meridional modes of the classical
equatorial Rossby wave theory. Reproduced from Chelton et al. (2003)
More general equatorial wave solutions can be found in a similar manner, but require
a solution where v is nonzero. The solutions are well known and are given by
v = 2−m/2Hm(y
√
β/c)e−
βy2
2c cos(kx− ωt)
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where ω = ck is the frequency of the wave, m is the meridional mode and Hm is a
Hermite polynomial of orderm (Gill, 1982, and references therein). The meridional mode
refers to the north-south structure of the solution, given by the Hermite polynomials; the
first two solutions are shown in Figure 1.9, corresponding to the first two meridional mode
Rossby waves. Note that the Kelvin wave solution is sometimes referred to as them = −1
meridional mode. The general dispersion relation is given by
(ω
c
)2 − k2 − βk
ω
=
(2m+ 1)β
c1
.
The dispersion relation gives, for each meridional mode m, the wavenumber k and fre-
quency w of the various wave solutions; these are plotted in Figure 1.10. The solutions
form ≥ 1 divide into two classes; the equatorial gravity waves and the equatorial Rossby
waves. The dispersion relation for equatorial gravity waves is given by
ω2 = (2n+ 1)βc+ k2c2.
We will focus here on the Rossby wave case, for which (ω/c)2 is small and the dispersion
relation approximates to
ω =
−βk
k2 + (2m+ 1)β/c
with an error less than 2% for the first baroclinic mode (Gill, 1982). For long Rossby
waves, k2 is small and the solution approximates to
ω =
−c1k
2m+ 1
thus long equatorial Rossby waves of the first meridional mode travel westwards with
phase speeds of approximately 1/3 the Kelvin wave phase speed. For wind forcing with a
broad meridional scale, the first meridional mode Rossby wave is most effectively forced,
and therefore dominates in the response to the MJO, as we will see in the results. There
is another class of waves for which m = 0 which behaves like a Rossby wave for large
negative k and like a gravity wave for large positive k. It is therefore referred to as the
mixed Rossby-gravity wave (or sometimes as the Yanai wave), whose phase velocity can
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Figure 1.10: Dispersion curves for equatorially trapped waves. k has units of
√
β/c, and ω has
units of
√
βc
be eastwards or westwards depending on wavelength. Its dispersion relation is given by
(ω + ck)
(
ω
c
− k − β
ω
)
= 0.
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1.2.3 Reflection at meridional boundaries
Reflection of equatorial waves at meridional boundaries is fundamental for the generation
of much of the oceanic variability of the tropical regions. The theory of wave reflection
at meridional boundaries is covered in Moore (1968), Moore and Philander (1977), and
Clarke (1983, 1991). We direct the reader to these for a full description and provide only
an overview of the most important points here.
Moore and Philander (1977) show how the problem of reflection at a western bound-
ary is possible to solve by a closed, finite series of reflected waves. This is possible be-
cause the incoming westward-propagating waves can be easily balanced by the reflected
eastward-propagating Kelvin and mixed Rossby-gravity wave solutions. Note that it is
the group velocity of these waves that are important since this is associated with the en-
ergy transmitted by the wave; thus it is possible to have eastwards propagating Rossby
wave energy for sufficiently short wavelengths. The full solution includes such reflected
Rossby waves, but only waves with an equal or lower meridional mode and the same
meridional symmetry as the incoming Rossby wave. Therefore, if the incoming wave has
an even meridional mode and is thus anti-symmetric, the reflected waves will all have
even meridional modes lower than the mode of the incoming wave, and will also be anti-
symmetric. The magnitude of all the reflected waves is dependent on the wavenumber
and frequency of the incident wave; reflected Kelvin waves will have the same sign as the
incoming Rossby waves, while the reflected Rossby waves will have the opposite sign.
The latitude range over which the reflected waves are oscillatory in y is the same as that
for the incoming waves. In this thesis we will mostly be concerned with the reflection of
first meridional mode, long wavelength Rossby waves at the western boundary. Such a
wave can only be balanced by reflection into an equatorial Kelvin wave of the same sign;
e.g., a downwelling Rossby wave will generate a downwelling Kelvin wave.
For reflection at eastern boundaries, it is not possible to obtain a finite series solution;
instead the solution includes an infinite series, but this was shown by Moore (1968) to
represent meridionally-propagating coastal Kelvin waves. There is also a reflected com-
ponent that consists of a finite number of meridional modes (Clarke, 1983). This reflected
component consists of Rossby waves when the frequency of the incoming Kelvin wave
is low (ω < (1 − √2)√βc), and consists of inertia gravity waves when the frequency
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of the incoming Kelvin wave is high (ω > (1 +
√
2)
√
βc); there are no reflected wave
solutions for incoming frequencies between these two values so all the incoming energy is
absorbed into coastal Kelvin waves (Clarke, 1983). For the low-frequency case (which is
of more relevance to this study), the reflected component increases quasi-linearly to 100%
as ω tends to zero, with increasing numbers of meridional modes included in the solution.
Note that, for a given wave frequency, there is a critical latitude below which the incoming
Kelvin wave energy will be reflected, and above which it will be absorbed into coastally
trapped waves (Clarke and Shi, 1991). For the wave periods associated with the MJO,
this latitude is between 5◦-10◦N/S of the equator, being slightly greater to the north due
to the more meridional boundary here (to the south, the buondary becomes progressively
more zonal towards Java). Therefore we might expect a slightly greater proportion of the
incoming wave energy to be reflected in the northern portion of the Rossby waveguide.
A further complication to the reflection problem arises when realistic boundaries are
considered, either due to alignment in a direction other than direct north-south, or due
to the presence of gaps in the boundaries. Both of these considerations need to be taken
into account for reflection at the Maritime Continent, either as a western boundary to the
Pacific, or as an eastern boundary to the Indian Ocean. Inclinations relative to the merid-
ional increase the portion of the incoming wave energy that is absorbed into coastally-
trapped waves and reduces the reflected portion (Clarke, 1992). In addition, reflectivity
of equatorial Rossby waves at an eastern boundary perforated by gaps (representative of
the Maritime Continent as a western boundary to the Pacific) is minimal; almost all the
incoming energy is transmitted if any gaps exist within an equatorial Rossby radius of the
boundary (Spall and Pedlosky, 2005). However, the Maritime Continent is fairly efficient
at reflecting incoming Kelvin waves as an eastern boundary to the Indian Ocean (Clarke
and Liu, 1993; Han, 2005; Fu, 2007; Oliver and Thompson, 2010), although this case has
been given relatively little theoretical consideration.
Given that both boundaries of the Indian Ocean are relatively good reflectors, it raises
the possibility of resonant modes of oscillations. The theory underlying such resonant
modes was covered by Cane and Moore (1981), and involves only long Rossby waves and
Kelvin waves; the short, eastward propagating Rossby waves propagate too slowly to be
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important. This theory has subsequently been used to explain dynamical equatorial oscil-
lations in the Indian Ocean, from the semi-annual cycle (Clarke and Liu, 1993; Han et al.,
1999; Fu, 2007), to spectral peaks in the intraseasonal frequency range (Han et al., 2001;
Han, 2005; Fu, 2007). Although these are resonant modes dependent on reflection at each
boundary, their amplitude tends to be stronger in the eastern part of the Indian Ocean due
to the stronger local surface forcing (Fu, 2007; Oliver and Thompson, 2010). The reso-
nant periods (P ) of these modes depends on the baroclinic modes, with P = 107 days, 54
days, 36 days, . . . for the first baroclinic mode and P = 176 days, 88 days, 59 days, . . .
for the second baroclinic mode. The close agreements between the 176 and 88 day peaks
for the second baroclinic mode and the observed semi-annual and 90 day spectral peaks
respectively have been used to suggest that the second baroclinic mode could dominate
over the first due to resonance effects. However, it seems quite plausible that resonance
could occur for the first baroclinic mode, supported further by stronger projection of wind
forcing onto that mode (as discussed in Section 1.2.1).
1.2.4 Coastally trapped waves
Coastal waves arise both through local wind forcing and as a remote response to equatorial
Kelvin waves incident on an eastern boundary, as discussed above. Theoretical coastal
Kelvin waves are non-dispersive and thus have the potential to propagate coherently far
away from the initial forcing. However, more realistic treatment of the propagation of
coastal waves suggests that this is not generally the case due to the combination of sloping
topography with realistic stratification (Brink, 1982). Instead, true coastal waves do not
behave like pure coastal Kelvin waves, but exhibit some of the properties of barotropic
shelf waves and some of coastal Kelvin waves (Brink, 1982; Huthnance, 1985). Such
waves retain the property of always propagating with the coastline on the right in the
northern hemisphere, and on the left in the southern hemisphere. Their surface properties
are also similar to the coastal Kelvin wave. However, these waves are dispersive, with
the dispersion increasing with stratification until the dispersion curve rises above f ; once
this happens the waveguide becomes ‘leaky’ and coastal wave solutions no longer exist
(Brink, 1991). The behaviour of such waves is dependent on the stratification parameter
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S that takes into account the relative effects of stratification and bottom topography:
S = c21(f∆)
−2,
where∆ is a measure of the shelf-slope width relative to ocean depth. At low latitudes, S
is relatively large and for realistic shelf topographies the waves behave similarly to Kelvin
waves, with cross-shelf flow near zero and a phase speed that is only slightly reduced from
the pure Kelvin wave phase speed (Brink, 1982). However, at higher latitudes the waves
become more like barotropic shelf waves; Allen and Romea (1980) show that such waves
will behave similarly to barotropic shelf waves, albeit with slightly higher phase speeds.
For each of these cases the precise nature of the shelf topography modifies the behaviour
of the waves, so an accurate representation of bathymetry is required to simulate such
processes well. In particular, the distance that such waves propagate coherently may be
dependent on this bathymetry, with implications for the results shown in later chapters.
1.3 Motivation for present work
Although the MJO has been studied for four decades, there remains much about it we
fail to understand. One element of this is its interaction with ocean dynamics. Although
it has been shown that the MJO is effective at forcing equatorial ocean Kelvin waves
(e.g., Hendon et al., 1998) and that these can in turn trigger El Nin˜o events (McPhaden,
1999), there remains a lack of understanding as to the role that ocean dynamics may play
as a forcing mechanism for the MJO itself. Given that SST variability is known to be
important for the MJO (e.g., Flatau et al., 1997; Shinoda et al., 1998; Woolnough et al.,
2000), and that equatorial dynamics can influence SSTs (Kessler et al., 1995; Zhang,
2001), it seems reasonable to question whether the dynamics might influence the MJO. If
so, this could be useful for prediction, since the typical timescales over which equatorial
ocean waves are predictable are considerably longer than the time scale over which the
MJO is predictable (three weeks at best, see Kang and Kim, 2010; Vitart and Molteni,
2010; Rashid et al., 2011). Such forcing could also potentially be used to understand
the sporadic and intermittent nature of the MJO. In addition, the dynamic ocean response
to the MJO is worth studying, regardless of potential feedbacks, due to implications for
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ocean circulation, chemistry and biology. The thesis consists of three chapters which
examine the global dynamical ocean response to the MJO, indicate the role for the ocean
dynamics to modulate MJO variability in turn, and examine the potential to use these
relations to predict the initiation of ‘primary’ Madden-Julian events. The results of these
three chapters have been published, in Webber et al. (2010), Webber et al. (2012a), and
Webber et al. (2012b), respectively. The relative contribution of the various authors and
the state of publication is indicated at the start of each chapter. The numerical model used
is detailed in Chapter 4, and the overall conclusions from this work presented in Chapter 6.
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Chapter 2
A dynamical ocean feedback
mechanism for the Madden-Julian
Oscillation
2.1 Preface
This chapter consists of a paper published in the Quarterly Journal of the Royal Meteoro-
logical Society, in April 2010, with the same title (Webber et al., 2010). The manuscript
is largely unchanged from the published paper apart from minor superficial changes to
the figures and minor changes to the text, as well as the addition of the figure showing
temperature advection. BGMW was responsible for the majority of the work, under su-
persvision by AJM and KJH, who provided scientific input and helped revise the text for
publication. The comments of Paul Roundy and an anonymous reviewer also helped to
improve the manuscript.
2.2 Abstract
Composite analysis is applied to study the dynamical ocean response to Madden-Julian
(MJ) events, measured by anomalies in sea surface height from the merged TOPEX/Poseidon–
European Remote Sensing satellite altimetry data set. In each of the tropical ocean basins,
significant equatorial waves are forced, which are shown to modulate the sea surface tem-
perature (SST) by 0.2–0.3◦C in the absence of strong surface heat fluxes. In the Indian
26 A dynamical ocean feedback mechanism for the Madden-Julian Oscillation
Ocean there is a clear dynamical response which may play a significant role in generating
later MJ events. Surface westerly winds, associated with the active phase of the Madden-
Julian Oscillation (MJO), force an eastward-propagating oceanic downwelling equatorial
Kelvin wave, which, on reaching the eastern boundary at Sumatra, forces reflected down-
welling equatorial Rossby waves and coastal Kelvin waves. The coastal Kelvin waves
propagate southwards towards northern Australia and northwards into the Bay of Bengal,
and will be important for local physical, chemical and biological processes. The equato-
rial Rossby waves propagate westward across the Indian Ocean, arriving in the western
Indian Ocean approximately 80–100 days after the initial Kelvin wave was generated. The
arrival of these waves generates warm SST anomalies which leads to convection and may
trigger the next but one MJ event, or amplify the low-frequency tail of the MJO. This con-
stitutes a coupled feedback mechanism from the ocean dynamics onto the MJO, somewhat
similar to the delayed oscillator mechanism for the El Nin˜o-Southern Oscillation.
2.3 Introduction
At intraseasonal time scales the Madden-Julian Oscillation (MJO) is the primary source of
tropical atmospheric variability. It consists of eastward-propagating regions of enhanced
and suppressed convection and rainfall, associated with baroclinic wave structures evident
in the wind and pressure fields (Madden and Julian, 1971, 1972). The MJO is a quasi-
periodic occurrence with a broad spectral signal. It is typically defined by a period of
∼30–60 days but is associated with convective variability over a broader spectral range
(Salby and Hendon, 1994), including scale interactions with high frequency convection
(Majda and Biello, 2004; Batstone et al., 2005). The MJO is most active in the warm
pool of the Indian Ocean and the western Pacific, but it modulates atmospheric variability
globally (Matthews et al., 2004; Donald et al., 2006), with significant impacts on rainfall,
agriculture and business. For a full review of the MJO, see Chapter 1, Zhang (2005), and
Lau and Waliser (2005).
The MJO forces a substantial thermodynamic response in the surface layers of the
ocean (Jones et al., 1998; Woolnough et al., 2000; Waliser et al., 2003). Within the warm
pool, the anomalous surface winds of the MJO combine with climatological surface west-
erlies to produce an asymmetrical total wind speed signature that is enhanced (suppressed)
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during westerly (easterly) anomalies. These winds lead to variations in the latent heat flux
from the ocean, which is closely related to wind speed. The shortwave flux is also mod-
ulated by cloud cover during the MJO: the enhanced (suppressed) convective phase leads
to a reduction (increase) in shortwave flux and thus cooling (warming).
Therefore, when there is active convection over the central Indian Ocean, the reduced
latent heat flux warms the eastern Indian Ocean while the reduced shortwave and in-
creased latent heat fluxes cool the western Indian Ocean, potentially leading to enhance-
ment (reduction) of convection to the east (west) and thus eastward propagation. The
reverse process may account for the eastward propagation of the subsequent suppressed
convective anomalies. The surface fluxes combine to generate sea surface temperature
(SST) variability of ∼0.15–0.35◦C (Shinoda et al., 1998), which precede the convective
anomalies by a quarter of a cycle, consistent with a potential feedback between the two
(Flatau et al., 1997; Woolnough et al., 2000).
There remains considerable debate over the relative importance of this oceanic ther-
modynamic coupling compared with other, atmospheric-only mechanisms which have
also been suggested to explain the MJO. These mechanisms include atmospheric insta-
bility linked to frictional moisture convergence (Hendon and Salby, 1994), the interaction
between convection and atmospheric Kelvin and Rossby waves (Matthews, 2000), exter-
nal forcing from the mid-latitudes (Hsu et al., 1990), and internal atmospheric multiscale
interactions (Majda and Biello, 2004). However, coupled models generally perform better
at simulating the MJO than atmosphere-only models, although the degree of improvement
varies from minimal (Hendon, 2000) to more substantial (Inness and Slingo, 2003). Ad-
ditionally, intraseasonal SST anomalies can force realistic atmospheric MJO behaviour
in atmosphere-only models (Woolnough et al., 2001; Fu and Wang, 2004; Matthews,
2004b). It is therefore clear that there is at least the potential for SST anomalies to be
a key component of the MJO, but that many other processes will also influence the be-
haviour of the MJO, and that their relative importance may vary from event to event.
Near the equator, low-frequency planetary-scale Kelvin and Rossby waves are a key
component of the oceanic dynamics and energy budget. Equatorial Kelvin waves have
typical wavelengths of the order of 10–15 000 km (Kessler et al., 1995), with typical sea
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surface height (SSH) perturbations of ∼10 cm (Giese and Harrison, 1990). The prop-
agation speed of both Kelvin and Rossby waves depends upon the vertical structure of
the waves (their “baroclinic mode”) and the stratification of the background state through
which they propagate.
Equatorial Kelvin waves are non-dispersive. Depending on the mean stability profile,
typical theoretical wave speeds are in the range c1 = 2.4–3.0m s−1, for the first baroclinic
mode (Chelton et al., 1998). Equatorial Rossby waves follow the dispersion relation
c =
−β
k2 + (2n+ 1)β/ce
,
where k is the zonal wavenumber, β ≈ 2.3 × 10−11 m−1 s−1 is the meridional gradient
of planetary vorticity, and n is the meridional mode. Long Rossby waves (with small k)
are non-dispersive, with phase speed c = −ce/(2n+1). Rossby waves with wavelengths
of the order of half the width of the Indian Ocean basin are weakly dispersive, with phase
speeds reduced relative to the long wave value by 15%. The meridional scale of equatorial
Kelvin and Rossby waves is determined by the equatorial Rossby radius of deformation,
R = (c/2β)1/2.
Kelvin and Rossby waves perturb the thermocline depth by three orders of magnitude
more than they perturb the SSH. Waves with a positive SSH signal correspond to a deeper
thermocline and are thus termed “downwelling” waves. Conversely, waves with a negative
SSH signal correspond to upwelling. Kelvin waves have a meridional structure of SSH
and zonal current with a single maximum (or minimum) at the equator. In contrast, there
are multiple meridional structures for equatorial Rossby waves, the simplest being the
symmetrical n = 1 meridional mode wave which has maxima (or minima) at 2–5◦N and
2–5◦S (Chelton et al., 2003).
The surface zonal wind anomalies of the MJO are one mechanism by which Kelvin
and Rossby waves are generated. Battisti (1988) showed that a symmetric equatorial
westerly wind burst generates downwelling Kelvin waves and upwelling Rossby waves
through the Ekman divergence field, although the response is dependent on the meridional
structure of the wind field. Downwelling waves deepen the thermocline and warm the
SST by reducing the entrainment of cold subsurface waters, while upwelling waves lead
to enhanced entrainment and cooling (McCreary, 1983). The SST may also be modified
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by zonal and meridional advection, which may be of first order importance in regions
where a strong temperature gradient exists (Philander, 1981). Thus, the dynamical oceanic
response to the MJO has the potential to generate SST anomalies which then feed back
onto the atmosphere. Although the primary cause of intraseasonal SST variability within
the region where the MJO is active comes from the surface fluxes, dynamical forcing
still plays a substantial role and may locally contribute up to 50% of the total forcing
(Waliser et al., 2003).
In the eastern Pacific Ocean, the first baroclinic mode equatorial Kelvin wave period
is observed to be around 70 days. Although this is longer than the dominant period of
the MJO, the MJO is broadband with spectral power extending to ∼95 days (Salby and
Hendon, 1994). In addition, closer examination of Kelvin waves forced by theMJO shows
a transient decline in phase speed during periods of enhanced MJO activity, which would
reduce the observed frequency of the waves in the eastern Pacific and may thus account
for the frequency difference between the waves and the MJO (Roundy and Kiladis, 2006).
The eastward propagation of the forcing allows resonance to occur, so that the MJO will
more efficiently generate such waves than stationary wind bursts (Hendon et al., 1998).
The MJO-induced waves remotely force SST fluctuations of more than 0.5◦C (Zhang,
2001), deepen the thermocline by as much as 50 m (Kessler et al., 1995) and play a role
in the generation and amplification of El Nin˜o events (Kessler et al., 1995; McPhaden,
1999; Edwards et al., 2006).
Outside of the Pacific Ocean, the dynamical response to the MJO has been less well
studied. Katz (1997) showed that Kelvin waves in the Atlantic have an intraseasonal
periodicity of ∼40–60 days, consistent with the time scale of the MJO. However, the
predominant forcing mechanism for these waves was found to be the seasonal cycle in
the trade winds. Han et al. (2008) found that the primary cause of Atlantic intraseasonal
variability in SSH and SST was Kelvin wave activity forced by local wind variability.
They noted that this local variability may be remotely influenced by the MJO (Foltz and
McPhaden, 2004), as well as by convective variability in the Amazon basin, but did not
conclusively show evidence for an interaction with the MJO.
In the Indian Ocean, MJO-related Kelvin and Rossby wave variability has been ob-
served at multiple time scales; intraseasonal spectral peaks have been found at 45 and 90
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days (Han et al., 2001), as well as lesser peaks at 70, 62.5 and 58.8 days (Fu, 2007). The
90-day peak appears to be the preferred time scale of the ocean dynamics and may en-
hance atmospheric variability on such time scales (Han et al., 2001). The spectral peaks
are strongest at around 4–5◦ north and south of the equator, consistent with equatorial
Rossby wave structures (Chelton et al., 2003). The MJO is known to interact with the
Indian Ocean Dipole (IOD; e.g., Saji et al., 1999) through the ocean dynamics; Rao and
Yamagata (2004) showed that Kelvin waves forced by the MJO can terminate IOD events.
In addition, Shinoda and Han (2005) found that sub-monthly variability in the central and
eastern Indian Ocean, which is correlated with the IOD, can force an equatorial Kelvin
wave response which may then feed back to the IOD bymodulating the SST. Nevertheless,
the interaction between the dynamics of the Indian Ocean and the MJO remains poorly
understood.
The MJO undergoes a strong seasonal cycle; it is most coherent during boreal winter
when it propagates zonally along the equator, while during boreal summer there is more
northward propagation and interaction with the Asian monsoon (Wang and Rui, 1990).
This seasonal cycle affects the dynamical response, which will be most efficiently gen-
erated by the zonally propagating, equatorial component of the MJO. In addition, the
frequency of the MJO is influenced by seasonality (Pohl and Matthews, 2007), with im-
plications for the resonant amplification of the ocean waves.
There evidently remains much scope for studying ocean dynamics over the MJO life
cycle. This study elucidates the dynamic ocean response by using a compositing technique
to study the time and phase evolution of SSH and SST in relation to the MJO. The use
of satellite altimetry to study the MJO life cycle through composites is novel; previously
the focus has generally been the connection between the MJO and the El Nin˜o-Southern
Oscillation (ENSO) in the Pacific (Edwards et al., 2006), or on studying intraseasonal
ocean dynamics in the Indian Ocean but without reference to the phase-by-phase evolution
of the MJO (Han et al., 2001; Han, 2005; Fu, 2007). Various atmospheric fields are
studied to investigate atmosphere-ocean interaction and feedbacks, including the potential
for the MJO-forced dynamical waves to modulate the SST and feed back onto the MJO
convection. Section 2.4 describes the data sets used in this study and Section 2.5 outlines
the methodologies used. The results are presented in Section 2.6, starting with the global
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response and then focusing on the Pacific, Atlantic and Indian Oceans. The conclusions
are discussed in Section 2.7.
2.4 Data
The merged TOPEX/Poseidon–Earth Remote Sensing (T/P–ERS) satellite altimetry data
set is used for the SSH analysis (Fu et al., 1994). This was chosen in preference over
TOPEX/Poseidon data alone since the combination of multiple satellite data sets enhances
spatial resolution and improves variance (Ducet et al., 2000; Le Traon et al., 2001), al-
though there is a slight decrease in effective temporal resolution (Greenslade et al., 1997).
The “reference” data set, which is a homogeneous data set based on two satellites with
the same ground-track, is used as opposed to the “updated” one, which uses up to four
satellites at a given time. This sacrifices the potential for enhanced accuracy with im-
proved satellite coverage in order to maintain consistent sampling in time. The data were
obtained on a 0.25◦ grid as weekly maps (representing an instantaneous snap-shot derived
from optimal interpolation) for the period from 14 October 1992 to 23 January 2008, and
then interpolated using cubic splines to daily values. SST data were obtained from the
Tropical Microwave Imaging (TMI) satellite (Kummerow et al., 2000). The data used are
daily maps of the 3-day average SST at 0.25◦ resolution for the period of 1 January 1998
to 17 December 2008.
Outgoing longwave radiation (OLR) data from the Liebmann and Smith (1996) data
set are used as a proxy for convective activity and rainfall. The data set is optimally in-
terpolated onto a 2.5◦ grid and in this study the daily mean data from 1 January 1990 to
31 October 2008 are used. Surface (10 m) wind data and surface fluxes of latent heat,
sensible heat, shortwave radiation and longwave radiation were obtained from the Euro-
pean Centre for Medium-RangeWeather Forecasts (ECMWF) interim analysis (Dee et al.,
2011) for the period from 1 January 1998 to 1 January 2009.
The linear trend and annual cycle are calculated point-wise for each variable, then
the mean, trend and first three harmonics of the annual cycle are subtracted from the
data to produce detrended anomaly fields. These are then bandpass-filtered using a 20–
200 day Lanczos filter. This broadband filter has been shown to efficiently exclude both
high frequency noise and low frequency climate signals while retaining the MJO signal
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and preserving the distinction between individual Madden-Julian (MJ) events better than a
narrower (e.g. 30–70 day) filter (Matthews, 2000). The filter uses 241 symmetric weights,
meaning that 120 days of data are lost at each end of the data set. All data sets are further
truncated so that an integer number of calendar years of data are retained, thus avoiding
seasonal bias. Note that very similar results were obtained when the data were not filtered.
2.5 Methodology
The Wheeler-Hendon (WH) index (Wheeler and Hendon, 2004) is used to track MJO ac-
tivity. This index is based on a multi-variate principal component analysis of high-pass
filtered OLR and zonal winds at 850 and 200 hPa. The index is produced in real time,
retains a high proportion of temporally coherent variance in the 30–80 day range and is
independent of season. Every day is assigned to one of the eight phases defined by the
two principal components (RMM1 and 2) of the index. Phase 1 corresponds to minimum
convection over the Maritime Continent and the initiation of active convective anoma-
lies in the western Indian Ocean. These anomalies move eastwards in each successive
phase; by phase 4 the positive convective anomalies overly the Maritime Continent while
the suppressed convection has propagated into the western Pacific. A new region of sup-
pressed convection originates in the western Indian Ocean at phase 5; phases 5–8 are thus
equivalent to phases 1–4 with anomalies of the opposite sign.
The WH index is becoming an accepted way to track MJO activity and has been used
by many MJO studies since it was introduced (Donald et al., 2006; Pohl and Matthews,
2007; Matthews, 2008). However, as with any index of the MJO, it will include variabil-
ity with different modes of behaviour and timescales, such that the results will depend
slightly on the definition of the MJO. Note that the WH index does contain variability
not associated with the MJO, especially atmospheric Kelvin waves which can contribute
substantially (Roundy et al., 2009); however, the compositing technique used here should
reduce the impact of such noise unless that noise systematically varies in response to the
MJO in a way which projects onto the oceanic response.
To investigate this oceanic response, composites are created separately for each MJO
phase, using all days within that phase when the amplitude of the WH index exceeds
an arbitrary threshold value of 1.5. This value was chosen to select the stronger MJO
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events (whose impact on the ocean should be stronger and more coherent), as opposed
to the threshold value of 1 chosen by Wheeler and Hendon (2004). Composites for a
given phase are generated by taking the mean of the composited field over all days that
lie within that MJO phase and exceed the threshold. Since an average MJO cycle takes
around 48 days, each phase lasts for ∼6 days. However, this can vary greatly depending
on the MJ event (Salby and Hendon, 1994), as well as season and ENSO phase (Pohl and
Matthews, 2007). This variation means that signals analysed with respect to phase can
represent a combination of events with different individual life times. Therefore, although
the eight MJO phase composites provide a robust picture of the evolution of the MJO in a
particular variable, the exact time dependence of these signals is uncertain. Hence, time-
lagged composites are also generated by adding or subtracting a set number of days from
all these dates. These represent a more accurate and robust method for evaluating the
time-evolution of the physical processes, and tend to produce more accurate estimates of
phase speed than compositing on MJO phase (Matthews et al., 2010).
The resulting composite anomaly fields are tested for local (grid-point) significance at
the 95% level using a resampling technique (Wilks, 1995). The histogram of the null dis-
tribution for this test is generated at each grid point from 1000 Monte Carlo simulations.
Each simulation consists of a composite which has the same number of MJ events, each
with the same length as the original, but where these events are randomly selected. The
dates of the events maintain seasonality through the constraint of lying within 15 days of
the original composite calendar date, but are freely chosen from any year. Note that since
the resampling technique is a non-parametric test, it is not necessary for the the number of
degrees of freedom to be explicit in the formulation. However, this number is implicitly
assumed to be the number of MJ events and remains constant throughout the simulations.
Each grid point value for each composite is then tested for local significance at the
95% level by comparison with the 2.5th and 97.5th percentile values of the null distribu-
tion. Field significance is also tested for each composite by generating a null distribution
of the fractional area of the map that is locally significant at the 95% level from the Monte
Carlo simulations. By definition, this distribution has a mean value of 5% but spatial cor-
relations tend to increase the spread and skewness of the distribution such that the 95th
percentile often exceeds 10%, especially when the test is done over a smaller area. For
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a map of composite anomalies to pass the field significance test, the fraction of the map
which is locally significant must exceed this value. This would be expected whenever
there is a genuine physical process occurring, since the true response will be added to the
5% of anomalies expected to be present by chance.
2.6 The Dynamic Ocean Response
2.6.1 Global response
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Figure 2.1: Composite anomalies of sea surface height for phase 8 lag 0. The shading interval is
1 cm. Regions where the anomalies are not significant at the 95% level are masked such that only
significant anomalies are visible. OLR is plotted as thick contours at ±10 W m−2; the negative
contour is dashed. This composite passes the field significance test at the 95% confidence level.
As an overview of the global dynamic ocean response to the MJO, the SSH anomalies
in phase 8, at lag 0, are shown in Figure 2.1. At this phase of the MJO, suppressed
convective anomalies are located over the Maritime Continent, leading to surface easterly
wind anomalies over the Indian Ocean (not shown). The band of significant negative SSH
anomalies along the equator in the Indian Ocean indicates the presence of an upwelling
equatorial Kelvin wave being forced by these overlying easterlies. The off-equatorial
SSHmaxima near the coast of Sumatra indicate a downwelling Rossby wave generated by
reflection of a downwelling Kelvin wave earlier in theMJO cycle (Section 2.6.4), although
this will be further amplified by the concurrent wind forcing. The preceding Kelvin wave
has also forced downwelling coastal Kelvin waves which can be seen propagating around
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the Bay of Bengal and southwards along the coast of Java. These waves will advect
temperature and energy polewards, away from the warm pool. There is also evidence of
energy propagation into the Indonesian seas, notably through the Sunda channel between
Java and Sumatra, which may affect the variability of the Indonesian Throughflow.
In the equatorial Pacific, a full Kelvin wave (both positive and negative anomalies) can
clearly be seen, with maximum SSH perturbations of±2–3 cm. The timing of the positive
SSH anomalies (indicating downwelling) is consistent with the local forcing by the MJO
in the western Pacific, but the magnitude of the negative anomalies (indicating upwelling)
in the central Pacific, where there is no local forcing, demonstrates the potential for the
MJO to remotely influence the local dynamics.
In the Atlantic Ocean there is a weak (<1 cm) but significant upwelling (negative
SSH anomalies) Kelvin wave apparent at the equator, in addition to positive SSH anoma-
lies along the coast and along 5◦S. These latter anomalies are possibly due to coastal
Kelvin and reflected Rossby waves respectively, generated by the downwelling Kelvin
wave forced by the preceding MJ event.
In general, the extra-tropical anomalies are weaker and less coherent than the equato-
rial anomalies. However, there are spatially (and temporally; not shown) coherent regions
of significantly negative SSH anomalies in both the north and south Pacific, near 50◦N
and 50◦S respectively. It may be that these anomalies are associated with the atmospheric
extra-tropical response to the MJO, which drives significant surface wind variability on
the MJO time scale (Matthews et al., 2004; Matthews and Meredith, 2004; Donald et al.,
2006, and others). Another possible cause is the interaction between the MJO and high
frequency transient waves in the subtropical jets (Matthews and Kiladis, 1999). However,
a detailed analysis of the extra-tropical response to the MJO is beyond the scope of this
thesis. Here, we will focus on the tropical oceanic response.
2.6.2 Pacific Ocean
Because the dynamic response of the Pacific Ocean to the MJO has been well studied in
relation to the link with ENSO (Kessler et al., 1995; McPhaden, 1999; Edwards et al.,
2006, and others), it is useful to compare our composites with previous studies to provide
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Figure 2.2: Composite anomalies of sea surface height for (a) phase 2 lag 0 and (b) phase 2
lag 20 days in the tropical Pacific. The shading and contour interval is shown (in cm) by the
legend. Regions where the anomalies are not significant at the 95% level are hatched over such
that only significant anomalies are clearly visible. Surface winds are plotted where either the u- or
v-component is significant at the 95% confidence level; a scale vector of 1.5 m s−1 is shown. All
composites pass the field significance test at the 95% confidence level.
2.6 The Dynamic Ocean Response 37
a benchmark with which results presented later in this paper may be compared. Compos-
ites, time lagged with respect to phase 2 of the MJO, are shown in Figure 2.2. At lag 0,
the downwelling (positive SSH anomalies) Kelvin wave present in the western Pacific in
the phase 8 composite (Figure 2.1) has propagated eastward into the central Pacific, with
maximum SSH anomalies of over 3 cm (Figure 2.2(a)). Phase 2 of the MJO represents
a transition phase with suppressed convection propagating into the western Pacific ac-
companied by underlying easterly anomalies. The relationship between the atmospheric
forcing and the oceanic response can be clearly seen as these easterly anomalies start to
force a new, upwelling, Kelvin wave, which propagates to the central Pacific 20 days later
(Figure 2.2(b)). At this time, the downwelling Kelvin wave has reached the coast of South
America where it is subsequently transformed into coastal Kelvin waves. Downwelling
Kelvin waves have been observed by the Tropical Atmosphere Ocean (TAO) buoy ar-
ray to deepen the thermocline of the eastern Pacific and interrupt the thermal influence
of climatological upwelling, potentially triggering El Nin˜o events (Kessler et al., 1995;
McPhaden, 1999; Roundy and Kiladis, 2006).
The propagation speed of the Kelvin waves can be estimated from the composites;
the downwelling wave is originally centered at around 140◦W, reaching 100◦W 20 days
later. Thus its speed is approximately 2.6 m s−1, consistent with the theoretical Kelvin
wave speed for this region, of 2.4–2.6 m s−1 (see Chelton et al., 1998, Figure 2). Previous
theoretical and observational studies have suggested wave speeds nearer 2.3–2.4 m s−1
(Hendon et al., 1998), but considering the uncertainty involved in estimating the Kelvin
wave speed from only two composites, this is well within the reasonable range of values.
In general, the results presented here are in good agreement with those from previous
studies, suggesting that the methodology is valid.
2.6.3 Atlantic Ocean
Intraseasonal Kelvin waves in the Atlantic Ocean have been observed in response to the
seasonal cycle (Foltz and McPhaden, 2004; Han et al., 2008), but no conclusive link with
the MJO has been found. Here, we examine the strength and coherence of the dynamic
response to the MJO in our composites. In addition, the Atlantic Ocean represents an
ocean basin without strong thermodynamic forcing by the MJO and is thus a good test of
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Figure 2.3: Composite anomalies of (a) sea surface height (b) sea surface temperature for phase 3
lag 0 of the MJO in the tropical Atlantic. The shading and contour interval is (a) 0.3 cm and
(b) 0.1 ◦C. Surface winds are plotted where either the u- or v-component is significant at the
95% confidence level; a scale vector of 1.5 m s−1 is shown. Regions where the anomalies are
not significant at the 95% level are hatched over in grey such that only significant anomalies are
clearly visible. OLR is plotted as thick contours at ±10 W m−2; the negative contour is dashed.
All composites pass the field significance test at the 95% confidence level.
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the strength of the dynamically-induced SST anomalies.
In addition to the upwelling equatorial Kelvin wave in the Atlantic at phase 8 (Fig-
ure 2.1), there is a downwelling equatorial Kelvin wave which occurs at phase 3, lag 0
(Figure 2.3). Although the magnitude of the SSH anomalies is only a third of those seen
in the Pacific, the wave is nevertheless significant and temporally coherent at other lags
(not shown). The negative SSH anomalies along the African coast to the north and south
are possibly due to the upwelling coastal Kelvin waves forced by the upwelling equatorial
Kelvin wave shown in Figure 2.1. The significant wind anomalies are weak and do not
coincide with the location of the Kelvin wave, implying weak wind stress. However, there
is a broad region of westerly anomalies at phase 2 (not shown), which is likely to be the
source of the downwelling Kelvin wave shown here.
The weakness of the wind and OLR anomalies also implies minimal surface flux
anomalies of latent heat and shortwave radiation, allowing the relationship between the
dynamical waves and the concurrent SST anomalies to be clearly seen (Figure 2.3(b)).
Because downwelling waves deepen the thermocline and reduce entrainment, the down-
welling equatorial wave leads to warm SST anomalies along the equator, while the up-
welling coastal Kelvin wave is associated with cold anomalies. The SST anomalies cor-
respond almost exactly with the location of the Kelvin waves, peak at over 0.2◦C, and
are significant at the 95% confidence level. Thus the remote response to the MJO in the
Atlantic Ocean is substantial and drives SST fluctuations of the same order of magnitude
as the flux-driven SST variability in the warm pool (Shinoda et al., 1998).
2.6.4 Indian Ocean
2.6.4.1 Annual Average
We now focus on the Indian Ocean response, which is a key region of interest because it
lies entirely within the core region of MJO activity. Therefore, any dynamically-induced
SST anomalies will have a direct effect on the MJO. In addition, the Maritime Continent
reflects a large proportion of incoming Kelvin wave energy as equatorial Rossby waves.
The remainder of the incoming energy will be split between northward and southward
propagating coastal Kelvin waves. The southward component will escape into the Pacific
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Figure 2.4: Composite anomalies of sea surface height for all 8 phases of the MJO. The contour
and shading interval is 1 cm. Regions where the anomalies are not significant at the 95% level
are hatched over such that only significant anomalies are clearly visible. Surface winds are plotted
where either the u- or v-component is significant at the 95% confidence level; a scale vector of
1.5 m s−1 is shown. OLR is plotted as thick contours at ±10 W m−2; the negative contour is
dashed. All composites pass the field significance test at the 95% confidence level.
but the northward component cannot propagate through the shallow Malucca straits be-
tween Sumatra and Malaysia and will thus propagate around the northern boundary of
the basin. Therefore, in contrast to the Pacific, the majority of the wave energy will not
radiate away from the forcing, but will instead remain trapped within the Indian Ocean,
with the potential for resonant coupling between the MJO and the dynamical response.
Figure 2.4 shows the SSH response in the Indian Ocean for all eight phases of the
MJO, with the concurrent OLR and surface wind anomalies overlaid. The upwelling
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equatorial Kelvin wave generated by the easterly anomalies at phase 8 (Figure 2.1 and
Figure 2.4(h)) reaches the coast of Sumatra by phase 1 (Figure 2.4(a)) where it triggers
upwelling coastal Kelvin waves. These waves propagate polewards over the subsequent
phases. The southward component propagates along the coasts of Sumatra and Java and
then continues into the Indonesian seas, thus escaping the Indian Ocean. The northward-
propagating coastal Kelvin wave circumnavigates the Bay of Bengal by phase 3, when a
narrow region of negative SSH anomalies can be seen along the east coast of India. At
phase 4, negative anomalies can be seen on the western coast of India, indicating that the
coastal Kelvin wave has propagated around the tip of India and into the Arabian seas.
At phase 3, a first meridional mode (n=1) equatorial Rossby wave is generated by
reflection of the incoming Kelvin wave at the eastern boundary, indicated by the dual
SSHminima at 2–5◦N and S. The westerly wind anomalies at phases 3 and 4 also generate
positive wind stress curl which will lead to anomalous upwelling by Ekman divergence
and then amplify and extend the reflected wave. This equatorial Rossby wave propagates
westward, reaching the longitude of the tip of India at phase 5. The northern part of the
Rossby wave interacts with the coastal Kelvin wave, amplifying the negative anomalies
along the western coast of India. At phase 7, the easterly wind anomalies weaken the
equatorial Rossby waves and generate a new upwelling equatorial Kelvin wave, at which
point the cycle begins again.
In addition to this cycle in the upwelling waves, there is an equivalent cycle in the
downwelling (positive SSH anomaly) waves. The downwelling equatorial Kelvin wave
is forced at phase 4, transforms into coastal Kelvin waves at phase 5, which themselves
circumnavigate the Bay of Bengal before coinciding with reflected Rossby waves at the
tip of India at phase 1. The Rossby waves continue to propagate westwards, initially
amplified by the easterly winds until the westerly winds which begin at phase 3 reduce
their amplitude and force the new downwelling equatorial Kelvin wave at phase 4. Thus,
the cyclical nature of the MJO can be clearly seen in the composites of the dynamical
ocean response, which are roughly inverted half a cycle later (compare the left and right
hand panels of Figure 2.4).
The coastal Kelvin waves propagating around the Bay of Bengal will affect the local
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upwelling and the coastal currents; for example there is known to be intraseasonal vari-
ability in the East India Coastal Current (Durand et al., 2009), which is likely to be partly
due to such waves. The subsequent propagation along the west coast of India supports the
findings of Vialard et al. (2009) that variability in current velocities near 15◦N, 73◦E is
dominated by strong intraseasonal variability induced by coastal Kelvin waves similar to
those found here and forced by the equatorial winds of the MJO.
This timing and interaction of the various waves forced by the surface winds is similar
to that found by Valsala (2008) in an idealised modelling study of the oceanic response
to seasonal variability using a patch of equatorial zonal wind stress. The similarity of the
results shows that similar oceanic mechanisms are important for modulating the oceanic
response to the seasonal cycle and the MJO. However, the shorter time scale of the MJO
allows a different resonance to occur. As discussed above, the reflected upwelling equa-
torial Rossby wave generated at phase 3 is amplified by the reversal of the MJO-induced
surface winds to westerlies during phases 4–5 and the resulting pattern of equatorial con-
vergence and off-equatorial divergence. Similarly, the surface easterlies amplify the re-
flected downwelling waves at phases 7–1. In contrast, the longer lived seasonal forcing
would continue to enhance the equatorial Kelvin waves and suppress the reflected equa-
torial Rossby waves.
The Kelvin waves appear to be generated in the central Indian Ocean rather than the
western part. This is likely due both to the relative weakness of the wind anomalies in
the western Indian Ocean and resonant amplification between the eastward propagating
forcing and the oceanic Kelvin waves, similar to that found in the Pacific by Hendon et al.
(1998). These waves continue to amplify upon arrival at the coast of Sumatra as easterly
wind anomalies along the equator and south-easterly anomalies along the coast of Suma-
tra continue to generate upwelling. As the enhanced convective anomalies of the MJO
propagate into the Maritime Continent from phase 2 to phase 4, the Indian Ocean wind
anomalies weaken and then reverse, at which point a downwelling equatorial Kelvin wave
begins to form. A similar mechanism amplifies this downwelling Kelvin wave at phase 5
before the winds reverse again at phase 6.
In addition to the waves clearly evident in the equatorial Indian Ocean, there is a
significant and cyclical response in the Red Sea, with positive anomalies during phases
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7 to 1, and negative anomalies during phases 3 to 5. The anomalies peak at over ±3 cm
and appear to be a response to the local wind forcing which reverses from north-westerly
in phase 3 to south-easterly in phase 7. It is plausible that this represents net transport
in response to the intraseasonal winds, but the quality of the altimetry data set may be
questionable within a narrow and shallow region such as the Red Sea.
While the composites by MJO phase (Figure 2.4) give a robust overview of the main
features of the dynamical ocean response to the MJO, the broadband nature of the MJO
means that it is not possible to accurately calculate phase speeds for the waves, nor to
study their time evolution in detail. To investigate this further, Figure 2.5 shows time lag
composites of SSH and SST lagged with respect to phase 1. The positive SSH anomalies
of the downwelling equatorial Rossby wave originate at lag -30 (Figure 2.5(a)) in the
eastern Indian Ocean when the downwelling Kelvin wave generated during the previous
MJO cycle reflects at the Sumatran coast. This corresponds approximately to the MJO
phase 5 panel in Figure 2.4(e). The positive SSH anomalies can then be tracked as they
propagate westwards through to lag 60, when they reach the coast of Africa. Hence there
is a 90-day time scale from the oceanic Rossby wave propagation, which is twice the
45-day time scale of the canonical MJO.
Given the cyclical anomalies shown in Figure 2.4, it might be expected that the SSH
anomalies at lag 0 (Figure 2.5(a)) would be repeated after a full cycle of the MJO, i.e.,
around lag 50 (Figure 2.5(h)). However, this is not the case, consistent with the ocean
dynamics having a different time scale to the forcing. Indeed, the Rossby wave signal
does not arrive in the western Indian Ocean until lag 60, implying that the positive SSH
anomalies in this region in the MJO phase maps (Figure 2.4(c)) are the aliased signal from
the arrival of Rossby waves a full MJO cycle after they were forced. The difference in
time scales between the intraseasonal dynamics of the Indian Ocean and the MJO has
been noted by Han et al. (2001), and Han (2005), who suggested that the shift is due to a
resonant response of the equatorial Indian Ocean at the 90-day timescale.
In Figure 2.5, the relationship between the SSH and SST anomalies is generally weak,
compared with the close correlation for the Atlantic composites shown in Figure 2.3.
This is perhaps unsurprising given the strength of the surface flux anomalies associated
with the MJO in the Indian Ocean. The total flux anomaly is primarily composed of
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Figure 2.5: Composite anomalies of (a–i) sea surface height (cm) and (j–r) sea surface temperature
(◦C) at lags -30, -10, 0, 10, 20, 30, 40, 50 and 60 days relative to phase 1 of the MJO. Surface
winds are plotted where either the u- or v-component is significant at the 95% confidence level; a
scale vector of 1.5 m s−1 is shown. For panels (a–i), the contour and shading interval is 0.5 cm.
For panels (j–r) the shading interval is 0.1 ◦C. OLR is plotted as thick contours at ±7.5 W m−2
in panels (j–r); the negative contour is dashed. Regions where the anomalies are not significant at
the 95% level are hatched over such that only significant anomalies are clearly visible. The SSH
composites at lags 0, 10, 20, 30 and 60 and the SST composites at lags -30, -10, 0, 10, 20, 40 and
60 pass the field significance test at the 95% confidence level
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the shortwave and latent heat fluxes (Woolnough et al., 2000), so it is possible to make
qualitative estimates of the strength of the total flux from the strength of the OLR and
wind anomalies. The wind anomalies are generally stronger in the eastern Indian Ocean,
and decrease in magnitude and significance with time, becoming largely insignificant by
lag 60. The OLR anomalies are strong at lags 0 and 10 but rapidly decrease in magnitude
later, with few anomalies exceeding the contour value of ±7.5 W m−2. By lag 60, the
relationship between SST and SSH becomes stronger and more coherent, with positive
anomalies around 50–60◦E, and a broad region of negative anomalies between 70 and
100◦E. The arrival of the Rossby waves and the associated warm SST anomalies near
60◦E may help to trigger convection over the Indian Ocean 60 days after it was previously
active in phase 1.
To investigate this hypothesised relationship, we construct lagged Hovmo¨ller dia-
grams of SSH, SST and total accumulated surface heat flux for the Indian Ocean. The
maximum amplitude SSH anomalies associated with first meridional mode equatorial
Rossby waves occur off the equator between 2–5◦N and S (Chelton et al., 2003). Since
this is consistent with the waves seen in the composites, we create the SSH Hovmo¨ller di-
agrams by averaging over these latitude ranges to isolate the Rossby wave response. This
method produces similar results to averaging over each latitude band separately, implying
that the Rossby waves present in the lagged composites have a symmetric, meridional
mode 1 structure with dual maxima, as opposed to higher meridional modes which are
either anti-symmetric or have a more complex structure (Chelton et al., 2003).
Because both the MJO activity and the mean circulation in the Indian Ocean undergo a
strong seasonal cycle, the summer and winter monsoon seasons were analysed separately.
This allows the effects of the equatorial currents on the Rossby wave phase speed to
be investigated further and allows the impact of such variation on the atmosphere-ocean
feedbacks to be examined.
2.6.4.2 Northern Winter
Figure 2.6 shows the Hovmo¨ller diagrams of SSH and SST for all MJO events occurring
between November and April (the northeast monsoon). Both the upwelling and down-
welling Rossby waves can clearly be seen on the left hand panel. The downwelling
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Figure 2.6: Hovmo¨ller diagram of (a) composite SSH anomalies and (b) composite SST anoma-
lies for lags -20 to 80 relative to phase 1 of the MJO, averaged between 2–4◦N and 2–4◦S for
November–April. The shading interval is as shown in the legends in cm, and ◦C, respectively.
In (b), the total surface heat flux is contoured at 12 Wm−2, the negative contour is dashed, and
the zero contour is omitted. The solid diagonal lines are fitted by eye to the SSH anomalies to
represent the propagation of the downwelling Rossby wave in (a).
Rossby wave, forced by Kelvin waves generated in the previous MJ event, propagates
from around 85◦E at lag -20 to 50◦E around lag 45, in time for the next MJ event. This
implies a phase speed of roughly 0.8 m s−1, shown by the solid line in Figure 2.6.
The right hand panel shows the SST Hovmo¨ller diagram, which displays little in the
way of propagation. The SST anomalies tend to follow the surface fluxes with the canon-
ical quarter-cycle lag (Shinoda et al., 1998, as discussed in Section 2.3). However, it is
likely that the propagation of the downwelling Rossby wave (shown by the diagonal line
in Figure 2.6) will also warm the SSTs slightly such that the warm (cool) anomalies are
amplified (reduced), but that this is largely masked by the flux-induced SSTs. In addition,
the thermocline is deeper in the central and eastern Indian Ocean (Figure 2.7) such that
the effect of upwelling on SSTs will be reduced.
A key result of this study is that the arrival of the downwelling Rossby wave in the
western Indian Ocean leads to a local warming of the SST with the potential to trigger a
new MJ event. In Figure 2.6, there is an extended region of anomalously warm SSTs at
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Figure 2.7: Mean subsurface temperature (shaded in ◦C; see legend) from the ECCO ocean state
estimate over the period 1992-2007 and the latitude range 6◦S–6◦N, showing the shoaling ther-
mocline in the western Indian Ocean.
55–60◦E between lags 40 and 50, occurring shortly after the Rossby wave has propagated
through this region. These warm SSTs cannot be attributed to surface fluxes since the
total fluxes are negative for ∼12 days prior to the SST maximum, thus they are most
likely generated by the Rossby wave. The western Indian Ocean is known to be a region
in which there is a relatively high correspondence between thermocline depth and SST;
Xie et al. (2002) show that the maximum correlation occurs in a region between 3–10◦S
and 50–80◦E.
These SST anomalies near 60◦E at lag 50 are at least as strong and more coherent than
those in the same location at lag 0, and roughly equivalent to the thermodynamic response
to the MJO (Shinoda et al., 1998). Note that the relative modesty of these SST anomalies
is partly due to the compositing methodology, which, by averaging over a large number of
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events, will tend to reduce the magnitude of any individual anomalies. Intraseasonal SST
anomalies of this magnitude have been shown to force MJO convection in atmosphere-
only models (Fu and Wang, 2004; Matthews, 2004b), and, if SSTs in the western Indian
Ocean are important for initiating the MJO convection then that the dynamically-induced
SST anomalies at lag 50 could be sufficient to generate a new MJ event. However, the
anomalies further east around lag 35 are more zonally coherent and will also contribute
to the generation of the next MJ cycle. It should be stressed that the initiation of a new
MJ event by the Rossby wave-induced SSTs is one of many possible generation mech-
anisms which may all influence the behaviour of the MJO. Nevertheless, this proposed
mechanism will contribute to the broadband nature of the MJO by enhancing the longer
time scale variability. To investigate the response of the MJO to these dynamically-forced
-10
-3
-1
1
3
10
la
g
 (
d
a
y
s)
40E 50E 60E 70E 80E 90E
0
+70
+40
+10
-20
+80
+50
+20
-10
+60
+30
(a) November-April
40E 50E 60E 70E 80E 90E
0
+70
+40
+10
-20
+80
+50
+20
-10
+60
+30
(b) May-October
Figure 2.8: Hovmo¨ller diagram of OLR anomalies for lags -20 to 80 relative to phase 1 of the
MJO, for (a) November–April and (b) May–October. The contour and shading interval is shown in
the legend (in Wm−2). The solid diagonal lines are fitted by eye to the SSH anomalies to represent
the propagation of the downwelling Rossby waves in (a) November-April and (b) May–October.
SST anomalies, Hovmo¨ller diagrams of OLR anomalies have been constructed for the
same period. Because the MJO-induced OLR anomalies are meridionally extensive, the
anomalies are averaged over a latitude range of 8◦S–8◦N such that the OLR anomalies
accurately represent MJO activity. Constructing the Hovmo¨ller diagrams over the same
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latitude bands as for the SSTs does not alter the relationship between OLR and SST sub-
stantially for either summer or winter, but merely results in a stronger agreement between
the two fields (not shown). Figure 2.8(a) shows the OLR composite for November–April.
The MJO is strongly cyclical across the basin, with a period of around 40 days. The
eastward-propagating anomalies of the MJO originate around 40–50◦E at lag 0, but origi-
nate further east at lag 50, when the MJO is initiated at the same longitude as the dynam-
ically induced SST anomalies.
From the data available it is hard to determine the relative importance of this dynami-
cal mechanism compared with other mechanisms for generating subsequent MJO events,
especially during the winter monsoon season when the various mechanisms coincide. The
feedback from the dynamical waves onto the MJO is likely to be a source of resonant
amplification in this season. The importance of the mechanism can be partly tested by
comparison of the behaviour of the MJO in different seasons.
2.6.4.3 Northern Summer
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Figure 2.9: As Figure 2.6 but for May–October.
Figure 2.9 shows the Hovmo¨ller diagram of SST and SSH for the southwest mon-
soon period between May and October. The propagation speed for the Rossby wave is
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somewhat slower; the positive SSH anomalies do not reach the western Indian Ocean
until lag 70 implying a phase speed of 0.7 m s−1. In comparison, the theoretical first
internal mode Rossby wave speed for non-dispersive Rossby waves in the Indian Ocean
is 0.9 m s−1 (Chelton et al., 2003; Fu, 2007). However, as noted in the introduction, for
Rossby wavelengths of the order of 20–30◦ longitude there is an error of∼15% relative to
the non-dispersive approximation, reducing the phase speed to 0.68–0.77 m s−1. Another
possible reason for the discrepancy is the meridional potential vorticity (PV) gradient,
which Chelton et al. (2003) showed reduced the phase speed of non-dispersive equatorial
Rossby waves in the Pacific by ∼0.2 m s−1.
In addition, the equatorial currents in the Indian Ocean exhibit a strong seasonal cy-
cle which is likely to have an effect on the phase speed of the equatorial Rossby waves.
In northern summer, there is a broad, eastward mean current with velocities of the order
of 0.2–0.3 m s−1, which will reduce the Rossby wave phase speed. In northern win-
ter the current structure is more complex with a westward North Equatorial Current of
0.3 m s−1 in the eastern Indian Ocean and 0.5–0.8 m s−1 in the western region, and
an eastwards Equatorial Countercurrent of 0.5–0.8 m s−1 (Tomczak and Godfrey, 1994).
The total mean current between roughly 5◦N and 5◦S is therefore considerably less in
northern winter, becoming negligible in January. Doppler shifting by the mean currents is
thus consistent with the slower Rossby wave phase speed in summer. However, the rela-
tively narrow meridional width of equatorial currents means that the change in the Rossby
wave phase speed is often considerably less than the magnitude of the current velocities
(McPhaden and Ripa, 1990). Quantifying this and the effect of changes to the stratifica-
tion and the meridional PV gradients requires further research and is beyond the scope of
this study.
Consistent with the hypothesis that the Rossby waves generate warm SSTs upon
reaching the western Indian Ocean, the timing of the SST anomalies around 55◦E is
closely related to the SSH anomalies. There is a similar time lag between the Rossby
wave propagation and the SST anomalies as seen for the winter monsoon. Further east,
the SST variability appears more closely related to the surface fluxes, although modulation
by the Rossby wave is also apparent.
During northern summer, warm SST anomalies of over 0.15 ◦C are present around
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55◦E between lags 50 and 80, comparable in magnitude to those present at zero lag, and
equal to the overall magnitude of SST variation in response to the MJO in the Indian
Ocean (Shinoda et al., 1998). These SSTs do not have a coherent phase relationship with
the local surface fluxes, in contrast to the SST anomalies in the central Indian Ocean which
exhibit the canonical quarter-cycle lag described in Section 2.3. Thus, the dynamically
forced SSTs of the western Indian Ocean would act to enhance MJO variability at periods
of 60–70 days, or shift the initiation region further eastwards. We note that the eastward-
propagating MJO is generally less coherent during boreal summer, and speculate that this
delaying mechanism may be (at least partly) the cause.
The OLR composite for the summer monsoon (May–October, Figure 2.8(b)) is strik-
ingly different from that for the winter monsoon. The period of the MJ events is longer,
consistent with the longer transit times for the Rossby waves. Although the second com-
posite MJ event occurs before the arrival of the Rossby waves in the western Indian Ocean,
it originates further east, around 70◦E, closely following the arrival of the Rossby wave
at this longitude. In addition, there is evidence of westward-propagating OLR anomalies
overlying the Rossby waves from lags 50–70, indicating an interaction between the two
processes. There is also potential for the arrival of the Rossby waves in the western Indian
Ocean to trigger MJ events around lag 70, which would enhance the low-frequency com-
ponent of the MJO, although the Hovmo¨ller diagram (Figure 2.8(b)) suggests that this is
less common.
2.7 Conclusions
This study has shown the magnitude of the global dynamical response to the MJO, which
includes significant anomalies in all tropical ocean basins and remote responses in the
extratropics. That these remotely forced responses are significant is indicative of the
sensitivity of the ocean to the MJO; in addition, the locally forced anomalies are long
lived and temporally coherent, remaining significant out to lags of 60 days in the Indian
Ocean.
In addition, this paper has highlighted the role of the ocean dynamics as a component
of the coupled MJO system within the Indian Ocean, where a strong response is evident
in the ocean dynamics which subsequently leads to SST anomalies with the potential to
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feed back to the atmosphere. This relationship between the ocean dynamics and SST is
similar to that found by Shinoda and Han (2005), who showed that sub-monthly variability
enhanced by the IOD forces equatorial Kelvin waves which feedback onto the atmosphere
through anomalous downwelling and thus warmer SSTs along the coast of Sumatra. The
magnitude of the SST anomalies found here is equivalent to those forced by the surface
fluxes of the MJO (Shinoda et al., 1998), which have been shown to force atmospheric
convection similar to the MJO in atmospheric models (Fu and Wang, 2004; Matthews,
2004b).
Figure 2.10: Schematic of MJO dynamical ocean feedback mechanism
The key components of this proposed feedback mechanism are summarised in Fig-
ure 2.10. The westerly surface wind anomalies associated with phases 3–4 of the MJO
generate a downwelling equatorial Kelvin wave. This subsequently reflects into a down-
welling equatorial Rossby wave which propagates westwards and arrives in the western
Indian Ocean around 90 days after the initial Kelvin wave was forced, although this time
scale will vary with season due to the different Rossby wave propagation speeds.
The timing of the Rossby wave arrival in the western Indian Ocean will, when the
MJO is periodic with a time scale of 48 days, approximately coincide with the next-
but-one MJ event. Alternatively, there may be no intervening event, in which case this
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mechanism is a potential trigger for primary MJ events (Matthews, 2008). In either case,
this mechanism will amplify the low-frequency component of the MJO, and may also
modulate its seasonality. The mechanism is reminiscent of the delayed oscillator theory
of ENSO (Battisti, 1988), although the time scale is very different, partly due to the much
smaller ocean basin.
Despite the importance of the flux-driven SST anomalies in the central and eastern
Indian Ocean, the SST anomalies in the western Indian Ocean are of equal magnitude but
are clearly driven by the Rossby waves. This is highlighted by the difference in the SST
fields between the summer and winter monsoons. This variation can be explained by the
difference in the Rossby wave propagation speed which is consistent with the seasonal
cycle in equatorial currents, suggesting that Doppler shifting is of first-order importance.
The SST anomalies cannot be explained by local surface fluxes, since the two fields are
almost exactly out of phase. Indeed, it appears that the surface flux variations in this
region are primarily driven by shortwave flux variations (implied by the OLR anomalies)
in response to the SSTs. Note that these convective anomalies in the western Indian Ocean
will be important for the local and East African climate whether or not they generate a
new MJ event.
The response of the MJO to the dynamic ocean forcing is complicated by the other
mechanisms which sustain the MJO; for example, the composite Hovmo¨ller diagrams
(Figures 2.6, 2.8 and 2.9) indicate that the new MJ event is most likely to occur when
both the dynamic (Rossby wave) and thermodynamic (surface heat flux) SST forcings are
positive. In the winter monsoon (November–April), these two factors combine at around
lag 40 to create a strongly cyclical MJO which is initiated in the western Indian Ocean.
In contrast, for the summer monsoon composites, these two factors are in phase in the
central Indian Ocean, from where the convective anomalies originate. The arrival of the
Rossby waves in the western Indian Ocean does appear to generate convection in summer,
but this is out of phase with the other forcing mechanisms such that this mechanism will
reduce the coherence but increase the broadband nature of the summer MJO.
Our results imply that to accurately model the MJO, the ocean dynamics may need to
be simulated adequately enough to resolve the Kelvin and Rossby waves as well as the
SST anomalies forced by these waves. Achieving this may resolve some of the current
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difficulties with modelling the MJO (Inness and Slingo, 2003). The significance of the
dynamical response has implications for the circulation, chemistry and biology of the
tropical oceans. Further work is necessary to investigate such matters, in addition to
determining the strength of the feedback onto the MJO. It is hoped that this chapter has
highlighted the importance of these questions, the answers to which may help improve
our understanding of the coupled MJO system.
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Chapter 3
Ocean Rossby waves trigger
primary Madden-Julian events
3.1 Preface
This chapter consists of a paper published in the Quarterly Journal of the Royal Mete-
orological Society, in March 2012, with the title “Ocean Rossby waves as a triggering
mechanism for primary Madden-Julian events” (Webber et al., 2012a). The manuscript
is largely unchanged from the published paper apart from minor superficial changes to
the figures and minor changes to the text, and all references to Webber et al. (2010) have
been changed to “Chapter 2”. BGMWwas responsible for the majority of the work, under
supervision by AJM, KJH and DPS who provided scientific input and helped revise the
text for publication. The comments of MatthewWheeler and an anonymous reviewer also
helped to improve the manuscript.
3.2 Abstract
The Madden-Julian Oscillation (MJO) is sporadic, with episodes of cyclical activity inter-
spersed with inactive periods. However, it remains unclear what may trigger a Madden-
Julian (MJ) event which is not immediately preceded by any MJO activity: a “primary”
MJ event. A combination of case studies and composite analysis is used to examine the
extent to which the triggering of primary MJ events might occur in response to ocean
dynamics. The case studies show that such events can be triggered by the arrival of a
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downwelling oceanic equatorial Rossby wave, which is shown to be associated with a
deepening of the mixed layer and positive sea surface temperature (SST) anomalies of the
order of 0.5–1◦C. These SST anomalies are not attributable to forcing by surface fluxes
which are weak for the case studies analysed. Furthermore, composite analysis suggests
that such forcing is consistently important for triggering primary events. The relation-
ship is much weaker for successive events, due to the many other triggering mechanisms
which operate more strongly during periods of cyclical MJO activity. This oceanic feed-
back mechanism is a viable explanation for the sporadic and broadband nature of theMJO.
Additionally, it provides hope for forecasting MJ events during periods of inactivity, when
MJO forecasts generally exhibit low skill.
3.3 Introduction
Equatorial Rossby and Kelvin waves form a large part of tropical ocean variability at
timescales ranging from intraseasonal (Kessler et al., 1995; Hendon et al., 1998) to in-
terannual (Battisti, 1988; McPhaden, 1999). Such waves affect sea surface height (SSH),
zonal currents, pycnocline depth and vertical velocities. Anomalies in mixed layer depth,
along with vertical, meridional and zonal advection, lead to variability in heat content and
sea surface temperatures (SSTs; McCreary, 1983; Battisti, 1988). These effects on SSTs
allow the ocean dynamics to trigger atmospheric convection, leading to feedbacks which
have been shown to be important for the El Nin˜o-Southern Oscillation (ENSO; Battisti,
1988; Kessler and McPhaden, 1995; McPhaden, 1999) as well as for the Madden-Julian
Oscillation (MJO; Chapter 2, Han et al., 2001).
Baroclinic waves perturb the depth of the mixed layer by several orders of magni-
tude more than they affect SSH. Thus, although typical SSH anomalies associated with
equatorial Kelvin and Rossby waves are of order 10 cm (Giese and Harrison, 1990), ther-
mocline depth can vary by as much as 40 m (Kessler et al., 1995; McPhaden, 1999). This
depth anomaly is of the opposite sign to the SSH perturbation, such that waves with a
positive SSH signal correspond to a deeper mixed layer. It is common to describe baro-
clinic waves associated with positive SSH anomalies and a deeper mixed layer as “down-
welling” waves. We adopt this terminology here, although it should be noted that such
a wave is associated with both downwelling (at the leading edge) and upwelling (at the
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trailing edge) anomalies. Similarly, baroclinic waves with negative SSH anomalies and a
shallower mixed layer depth are termed “upwelling” waves.
Equatorial waves are forced by anomalies in surface wind stress. A symmetric west-
erly wind burst along the equator will generate Ekman convergence at the equator and
thus force downwelling anomalies which then propagate eastward as a Kelvin wave (Bat-
tisti, 1988; Giese and Harrison, 1990). Typically, such wind bursts will also force a
westward-propagating Rossby wave of the opposite sign, although this is dependent on
the meridional structure of the wind field and its resultant curl (Chelton et al., 2003). The
meridional component of the wind field can also affect the magnitude of the resultant
Rossby waves.
The MJO is the dominant mode of tropical atmospheric variability at intraseasonal
timescales, and is thus an important source for intraseasonal oceanic Rossby and Kelvin
wave activity. The MJO is characterised by propagating atmospheric wave structures
affecting convection, surface and upper-tropospheric winds, and surface fluxes, and in-
fluencing rainfall throughout the tropics and worldwide (Madden and Julian, 1971, 1972;
Matthews et al., 2004; Donald et al., 2006). The MJO has a broadband spectral signal,
with the most energy in the 40–60 day range (Madden and Julian, 1971, 1972), but with
a low frequency tail extending as far as 100 days (Salby and Hendon, 1994). For a full
review of the MJO, see Chapter 1, Zhang (2005), and Lau and Waliser (2005).
The MJO has a substantial effect on SSTs through variations in surface fluxes, which
has led to the suggestion that coupled ocean-atmosphere processes could be an impor-
tant component of the MJO. The relative importance of ocean feedbacks as opposed to
atmospheric-only mechanisms remains contentious (Zhang, 2005). However, models in-
corporating atmosphere-ocean coupling tend to outperform atmosphere-only models, al-
though the degree of improvement varies from minimal (Hendon, 2000) to substantial (In-
ness and Slingo, 2003). Realistic MJO behaviour arises in atmosphere-only models forced
by intraseasonal SST anomalies (Woolnough et al., 2001; Fu and Wang, 2004; Matthews,
2004b), reinforcing the notion that there is at least the potential for SST anomalies to ex-
ert a strong influence on MJO activity. The standard hypothesis for this thermodynamic
feedback is that the SST anomalies are in quadrature with the convective anomalies (Shin-
oda et al., 1998) such that the positive SST anomalies exist to the east of the enhanced
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convection and negative SST anomalies exist to the east of the reduced convection, thus
leading to eastward propagation (Flatau et al., 1997; Woolnough et al., 2000). The mag-
nitude of these flux-induced intraseasonal SST anomalies is ∼0.15–0.35◦C in composites
of the MJO (Shinoda et al., 1998). In the Indian Ocean, this ocean-atmosphere interaction
is strongest for the low-frequency component of the MJO which is strongest during bo-
real winter when the convection shifts southward over the Seychelles-Chagos thermocline
ridge (Izumo et al., 2010).
In addition to this thermodynamic coupling mechanism, there is also the potential for
the ocean dynamics to force the MJO (Chapter 2, Han et al., 2001; Fu, 2007). In the In-
dian Ocean, the dynamical ocean response to the MJO consists of equatorial Kelvin waves
which reflect into equatorial Rossby waves on reaching the coast of Sumatra (Chapter 2,
Oliver and Thompson, 2010). These reflected Rossby waves propagate westwards to ar-
rive in the western Indian Ocean approximately 90 days later, where they lead to positive
SST anomalies and thus trigger convection within the region where MJO events are ini-
tiated (Chapter 2). The magnitude of these composite warm anomalies is similar to the
flux-induced anomalies, being around 0.2◦C in the absence of strong surface heat fluxes.
This dynamical ocean forcing mechanism is one of many triggers for MJO events, but
is expected to modulate MJO activity and enhance the low frequency component of the
MJO.
This paper seeks to examine whether forcing from ocean Rossby waves can also ex-
plain another feature of the MJO, namely the existence of “primary” Madden-Julian (MJ)
events (Matthews, 2008). One of the reasons for the broad spectral signal of the MJO is
that it is sporadic, with periods of continuous MJO activity punctuated by periods with
minimal or incoherent variability. Matthews (2008) defined primary MJ events as having
no preceding cycle of the MJO; they may or may not then trigger one or many “succes-
sive” MJ events. The key question is then to identify what causes primary events, but
no conclusive triggering mechanism has been identified to date. In addition, forecasting
the initiation of the MJO after periods of inactivity is notoriously difficult (Jones et al.,
2000), possibly due to the lack of understanding of the triggering mechanisms for primary
events. However, the feedback from equatorial oceanic Rossby waves has not yet been ex-
amined in this light, which we will now address. Section 3.4 describes the data sets used
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in this study and Section 3.5 defines the methodologies used. The results are outlined in
Section 3.6, starting with the results from primary case studies, and then proceeding to
composite studies of both primary and successive events. The conclusions are discussed
in Section 3.7.
3.4 Data
The SSH data used in this study are from the merged TOPEX/Poseidon-Earth Remote
Sensing (T/P-ERS) satellite altimetry product (Fu et al., 1994; Ducet et al., 2000; Le
Traon et al., 2001). Weekly maps on a 0.25◦ grid were obtained for the period from
14 October 1992 to 23 January 2008, and then interpolated to daily values using cubic
splines. This was done to facilitate comparison with other, daily, data sets. SST data from
the Tropical Microwave Imaging (TMI) satellite were extracted from 1 January 1998 to
17 December 2008 (Kummerow et al., 2000). The data are available as daily maps of
the 3-day average SST at 0.25◦ resolution. We have chosen the TMI data set over other
SST data since it is not obstructed by clouds and thus is more accurate and contains more
variance than SST data sets based on infra-red measurements (Harrison and Vecchi, 2001;
Klingaman et al., 2008). Comparison with the Reynolds SST data set (Reynolds et al.,
2007) suggests that the main conclusions of this work are not dependent on the choice of
data set.
In order to analyse sub-surface ocean variability associated with Rossby waves, we
use an ocean state estimate derived from the ECCO-GODAE project (Estimating the Cir-
culation and Climate of the Ocean-Global Ocean Data Assimilation Experiment; Wunsch
and Heimbach, 2007). This is based on the Massachusetts Institute of Technology (MIT)
general circulation model (Marshall et al., 1997a; Marshall et al., 1997b) and its ad-
joint (Heimbach et al., 2005). It assimilates all available observations to provide the best
estimate of ocean state while retaining dynamical consistency both internally and with
atmospheric forcing (Wunsch and Heimbach, 2007). The model covers the world ocean
between 80◦N and 80◦S, excluding the Arctic, at 1◦ horizontal resolution with 23 vertical
levels. The ECCO data used in this study are the vertical velocities and density anomalies,
along with SST data for comparison with the TMI data set, all obtained at daily resolution
for the period from 2 January 1992 to 30 December 2007.
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Outgoing long-wave radiation (OLR) is used as a proxy for tropical deep convective
precipitation. The OLR data for this study were obtained as 2.5◦ resolution gridded daily
maps from the optimally-interpolated Liebmann and Smith (1996) data set from 1 January
1990 to 31 October 2008. For comparison with the OLR data, precipitation from the
Tropical Rainfall Measuring Mission (TRMM) data set was obtained for the period from
1 January 1998 to 31May 2010. The main results of this paper are not sensitive to whether
OLR or TRMM data are used; the OLR data set is preferred for this study as it covers the
entire period for which SSH data are available. Surface fluxes of latent and sensible heat,
and short- and long-wave radiation were obtained from the European Centre for Medium-
rangeWeather Forecasts (ECMWF) ERA-Interim data set (Dee et al., 2011) for the period
of 1 January 1990 to 31 December 2008; net surface heat fluxes were then calculated from
these separate components.
The linear trend, mean and first three harmonics of the annual cycle were removed
point-wise from each data set to produce detrended anomaly fields, which were then
bandpass-filtered using a 20-200 day Lanczos filter. The use of such a broadband fil-
ter is motivated by its ability to exclude low-frequency climate signals as well as high-
frequency noise while better retaining the MJO signal and the distinction between indi-
vidual MJ events than a narrower filter window (Matthews, 2000). The filter uses 241
symmetric weights, meaning that 120 days of data are lost at each end of the data set. All
data sets were further truncated so that an integer number of calendar years are retained,
thus avoiding seasonal bias.
3.5 Methodology
Although it has become common to use the multivariate Wheeler-Hendon index (Wheeler
and Hendon, 2004) to define the MJO, Matthews (2008) used a uni-variate definition of
the MJO based solely on its convective signal. The motivation for this approach was to
better isolate causes for the triggering of convection in primaryMJ events and also to max-
imise the degree of independence in other atmospheric variables. We choose to use the
same definition of the MJO and primary and successive MJ events as Matthews (2008),
such that the results can be compared with that study. However, using the Wheeler-
Hendon index produces broadly similar results.
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Table 3.1: Start dates for primary and successive events for the period 1992–Present.
Year Primary Events Successive Events
1992 2 Dec 6 Feb, 28 Mar, 30 Apr
1993 30 Nov 15 Jan, 12 Feb, 28 May, 21 Jul
1994 15 Mar, 31 May, 29 Jun, 17 Nov
1995 8 Jan, 24 Feb, 27 Mar, 4 May, 6 Jun
1996 26 Mar, 26 Apr, 8 Jun, 5 Jul, 10 Oct, 7 Dec
1997 12 Feb 31 Mar, 10 May
1998 29 Oct
1999 22 Aug 20 Jan, 17 Mar, 11 Oct, 2 Dec
2000 20 Feb 2 Aug, 18 Nov
2001 26 Apr 29 Jul
2002 1 May, 1 Aug, 1 Oct, 12 Nov, 22 Dec
2003 7 Dec 4 May, 2 Oct
2004 24 Sep 27 Dec
2005 30 Mar 29 Aug, 11 Oct
2006 21 Mar 10 Jan, 18 Apr, 9 Sep, 23 Dec
2007 29 Apr, 20 Jul 12 Dec
2008 26 Aug 18 Mar, 18 Apr
2009 27 Jan, 9 Apr, 9 Nov
The methodology of Matthews (2008) defines four phases of the MJO, with phase A
representing the initiation of convection in the Indian Ocean coinciding with reduced con-
vection in the western Pacific and phase B the propagation of enhanced convection over
the Maritime Continent. Phases C and D are the inverse of phases A and B respectively.
Periods of low MJO activity were classified as phase N, with a buffer zone to prevent a
weak MJO from oscillating between active and inactive such that it is erroneously labelled
a primary event (Matthews, 2008).
Primary events are thus defined using the above terminology by the phase sequence
NABCD, and successive events by DABCD. Whether either type of event is followed by
another MJO event is not considered in this study, although understanding MJO events
which are not followed by another (“terminal events”) is a worthwhile avenue of future
study. A list of the start dates of primary and successive events is provided in table 3.1.
Note that the dates for each event correspond to the maximum principal component (PC)
amplitude in phase A, which refers to convection within the Indian Ocean. Matthews
(2008) showed that this is the most common region for primary MJ events to occur, but it
is possible for primary events to be triggered elsewhere. It is therefore not necessary for a
successive event to be preceded by a primary event as defined here; furthermore, it is also
possible for successive events to follow a period of disjointed MJO activity that is neither
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“successive” nor “primary”.
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Figure 3.1: Hovmo¨ller diagrams of anomalous OLR (shaded; W m−2) and TRMM precipitation
(contours) from lagged composites for a) primary and b) successive MJ events. The TRMM
contour interval is 0.1 mm hr−1, the zero contour is omitted and negative contours are dashed.
Figure 3.1 shows composite Hovmo¨ller diagrams of OLR anomalies over the warm
pool of the western Pacific and the Indian Ocean for the dates defined in table 3.1. Al-
though there are some positive OLR anomalies in the Indian Ocean prior to the initiation
of primary events, these do not propagate or form part of a coherent MJ event. By con-
trast, for successive events, the preceding positive OLR anomalies propagate coherently
across the entire warm pool. These results are consistent with those of Matthews (2008).
Figure 3.2 shows the propagation of Rossby and Kelvin waves in a composite of
SSH at lag −35 days relative to primary MJ events. The dashed arrow along the equator
shows the equatorial Kelvin waveguide, the black boxes and arrows the equatorial Rossby
waveguide. These boxes are defined on the basis of the Rossby radius of deformation; first
meridional mode Rossby waves typically have SSH maxima centred around 4◦ latitude
away from the equator (Chelton et al., 2003). The positive SSH anomalies in the central
Indian Ocean are associated with a downwelling Rossby wave, while the negative SSH
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Figure 3.2: Composite SSH anomalies at lag −35 days relative to primary MJ events as defined
in table 3.1, illustrating the propagation paths for equatorial Rossby waves (black boxes and solid
arrows), and equatorial Kelvin waves (dashed arrow). The black boxes also represent the latitudes
over which subsequent Hovmo¨ller diagrams of Rossby wave propagation are calculated.
anomalies near the Maritime Continent indicate the reflection of an upwelling equatorial
Kelvin wave into an upwelling equatorial Rossby wave. The triggering of upwelling
coastal Kelvin waves can also be seen at the eastern boundary. For the subsequent analysis
of the effects of Rossby wave propagation, Hovmo¨ller diagrams for the Rossby waveguide
are constructed over the latitudes and longitudes indicated by the black boxes in Figure
3.2. Data over land are masked and therefore not included in the results.
For the case study analysis, two representative primary events are selected, starting on
12 February 1997 and 24 September 2004. Relevant atmospheric and oceanic variables
are extracted for the period extending from 100 days prior to the start date of these primary
events to 100 days after. This allows the propagation of any Rossby waves to be followed
across the Indian Ocean. The same time window is used for the compositing method, such
that the composites represent the average of each variable over all the primary event case
studies. Composites are also produced for the successive events.
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3.6 Results
3.6.1 Case studies
Figure 3.3 shows two case studies of primary MJ events. The left hand panels relate to
the event starting 24 September 2004, the right hand panels are for the event starting 12
February 1997. In both events, a downwelling equatorial Rossby wave (positive SSH
anomalies) propagates westward between −100 and 0 days; this is indicated by the solid
diagonal line in Figure 3.3(a,d), which is calculated using the methodology described
in the appendix. This is then followed by the initiation of the MJO convection, around 0
days, shown by the eastward-propagating negative OLR anomaly in the same panels. Note
that although the OLR anomaly appears to be zonally uniform due to the aspect ratio, it
is in fact propagating east at around 5 m s−1, consistent with previous observations of the
MJO (Zhang, 2005).
A key result of this paper is that in both of these case studies, the initiation of the
primary MJ events coincides with the arrival of the downwelling Rossby waves in both
space and time. This is consistent with the mechanism proposed in Chapter 2. However,
it is likely that such oceanic forcing will be most important, and most apparent in obser-
vations, when other triggering mechanisms are weak or non-existent, such as is the case
for primary events (Matthews, 2008).
In order for the ocean dynamics to trigger an MJ event, the downwelling waves must
create positive SST anomalies of relatively large magnitude; i.e., similar magnitude to
those observed in response to surface fluxes. To study this we use a combination of TMI
SST where available (for the 24 September 2004 case study) and ECCO SST elsewhere
(for the 12 February 1997 case study), along with vertical velocity and density data from
ECCO. In both case studies the positive SSH anomalies are led by downwelling anomalies
and coincide with negative density anomalies at 75 m (Figure 3.3(c,f)), consistent with a
deepening of the mixed layer. This will increase the heat content of the mixed layer and
lead to a reduction in the entrainment of cold subsurface waters through wind mixing
(McCreary, 1983; Battisti, 1988). These effects lead to an increase in SST, as observed in
the positive SST anomalies along the Rossby wave propagation path (Figure 3.3(b,e)).
Given that the initial triggering of convection for MJ events tends to be in the western
Indian Ocean (e.g., Zhang, 2005), it is the region to the west of 75◦E that is primarily
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Figure 3.3: Hovmo¨ller diagrams at lags −100 to +100 days relative to the primary event starting
on 24 September 2004 of anomalous: (a) SSH (shaded; see legend) and OLR (contour interval is
15 W m−2), (b) SST (shaded; see legend) and surface flux (contour interval is 30 W m−2), (c)
ECCO vertical velocity (shaded; see legend) and density (contour interval is 0.1 kg m−3) at 75 m
depth. (d) to (f): as (a) to (c) but for the primary event starting on 12 February 1997. Negative
contours are dashed and the zero contour is omitted. The anomalies are averaged from 2–6◦S and
2–6◦N, over the equatorial Rossby wave boxes shown in Figure 3.2. The solid diagonal line in
each panel represents the propagation of the downwelling Rossby wave (positive SSH anomalies)
in panels (a) and (d).
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of interest for oceanic triggering of primary events. Note that in the classical model of
thermodynamical air-sea interaction within the MJO (Flatau et al., 1997; Shinoda et al.,
1998), SST anomalies would be expected to be in quadrature with the heat flux anoma-
lies. There is some evidence of this in the eastern Indian Ocean (east of 70◦E in Figure
3.3(b,e)), where there are zonally extensive flux anomalies that generally precede SST
anomalies of the same sign. However, there are some SST anomalies that are not well ex-
plained by the surface fluxes, especially in the western Indian Ocean. For the case study
of 24 September 2004, the SST anomalies between lag −50 and lag 0, 40–60◦E (Figure
3.3(b)) are consistent with the location and propagation of the downwelling anomalies
(Figure 3.3(c)). In addition, these SSTs are not consistent with the surface flux anomalies,
which are negative and appear to arise in response to the warm SSTs. The magnitude of
the SST anomalies within this region of interest is around 0.5–1◦C, which is substantial
for intraseasonal SST anomalies, and certainly sufficient to generate MJO-like convection
(Woolnough et al., 2001; Fu and Wang, 2004; Matthews, 2004b). In addition, the coher-
ent propagation of these SST anomalies from lead times as long as 50 days is impressive
compared with other mechanisms for the MJO, with potential implications for forecasting
such events.
Direct SST observations from the TMI data set were not available for the case study
of 12 February 1997, so SST data from the ECCO reanalysis were used. These were
compared with TMI SST data for other case studies and found to be consistent, although
the magnitude of the ECCO anomalies was consistently about 50% smaller than the ob-
served TMI anomalies. In addition, due to the lower resolution of the ECCO data, these
SST anomalies have less small-scale noise than those derived from TMI data. For the
case study starting 12 February 1997, the positive SST anomalies are preceded by some
positive heat fluxes (Figure 3.3(e)). However, the shape and extent of the positive SST
anomalies agree better with the density and vertical velocity anomalies in Figure 3.3(f)
than with the surface fluxes, consistent with predominantly dynamic, as opposed to ther-
modynamic, forcing. The magnitude of these SST anomalies is between 0.2–0.5◦C; given
that these are likely to be an under-estimate of the true anomalies, they are certainly large
enough to influence atmospheric convection.
Rossby waves have a variety of meridional modes; the first such mode is associated
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with symmetric off-equatorial maxima (Chelton et al., 2003) and appears to dominate the
intraseasonal ocean dynamics over the higher modes which have more complicated struc-
tures (Chapter 2). The distance by which the SSH maxima of the first meridional mode
Rossby waves are displaced from the equator is governed by the Rossby radius of defor-
mation, but typically is of the order of 4–5◦ latitude (Chelton et al., 2003). Analysis of the
latitudinal structure of the Rossby waves observed here is consistent with first meridional
mode waves.
The phase speed c of Rossby waves is governed by the baroclinic and meridional
mode of the wave and by the stratification of the background state ocean through which it
propagates. Equatorial Rossby waves (first baroclinic mode) follow the dispersion relation
c =
−β
k2 + (2n+ 1)β/ce
, (3.1)
where β ≈ 2.3 × 10−11 m−1 s−1 is the meridional gradient of planetary vorticity, k is
the zonal wavenumber, n is the meridional mode number and ce is the phase speed of the
first baroclinic mode Kelvin wave. Kelvin waves are non-dispersive; typical values of ce
are around 2.4–3 m s−1, depending on local stratification (Chelton et al., 1998). Long
Rossby waves with small k are approximately non-dispersive, with n = 1 Rossby waves
propagating at 1/3 of the Kelvin wave phase speed, or approximately 0.9 m s−1. However,
in reality the Rossby wave phase speed is often weakly dependent on k such that for wave-
lengths of the order of 3000 km, c will be ∼15% slower than in the non-dispersive limit.
Furthermore, Chelton et al. (2003) observed low frequency, first meridional mode Rossby
waves to propagate roughly 30% slower than predicted in the Pacific, giving phase speeds
of around 0.5–0.6 m s−1 even though these waves were approximately non-dispersive.
The phase speed of the Rossby waves we observe can be estimated from the slope
of the lines in Figures 3.3(a,d). For both case studies, the wave travels approximately
35◦ longitude in 100 days, leading to a phase speed of 0.5 m s−1. We visually estimate
the uncertainty in this estimate to be roughly ±0.1 m s−1. This is slower than the non-
dispersive first meridional, first baroclinic mode Rossby wave speed of around 0.9 m s−1
for this region (Chelton et al., 1998). However, given that the wavelength of these waves
is approximately 15-30◦ longitude, dispersive modifications to the phase speed will be
non-negligible. Using a wavelength of 20◦ longitude, equation (1) gives a phase speed of
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0.7 m s−1 for ce = 2.7 m s−1, which is not inconsistent with the phase speed observed.
Zonal currents may influence the phase speed of these waves, although away from the So-
mali Current, the time-mean depth averaged zonal velocity preceding the two case studies
is negligible. However, Chelton et al. (2003) showed that consideration of the shear gen-
erated by the asymmetric equatorial current system of the Pacific slowed the propagation
of Rossby waves by around 0.2 m s−1, which may partly explain the discrepancy seen
here.
The SSH anomalies are symmetric about the equator (not shown), consistent with first
meridional mode waves, but to confirm the baroclinic mode of the waves, it is necessary
to examine their vertical structure. To analyse this, we show depth-longitude sections of
density and vertical velocity, averaged over 2–6◦S and 2–6◦N (boxes in Figure 3.2), at lags
−50 days to 0 (Figure 3.4). These show the propagation of a downwelling Rossby wave
indicated by the westward propagation of negative density anomalies, and highlighted by
the black diagonal arrow. The inverse relationship between the density and SSH anoma-
lies can also be seen, consistent with baroclinic wave theory. As the sign of the vertical
velocity anomalies is uniform with depth, and the density anomalies are unimodal with
a single maximum around the depth of the pycnocline (roughly 100 m), these waves are
most likely first baroclinic mode waves.
The vertical velocity anomalies are broadly in quadrature with the density and SSH
anomalies, such that downwelling (negative vertical velocity anomalies) occurs at the
leading (western) edge of the westward-propagating negative density anomalies. Given
that the ocean is stably stratified, with background mean density increasing with depth,
this suggests that the density anomalies arise predominantly through vertical displace-
ments of isopycnals, as opposed to lateral advection or surface buoyancy fluxes. Further-
more, estimating the temperature advection from ECCO data (Figure 3.5) suggests that
vertical temperature advection dominates, although horizontal advection is of the same
sign and contributes around 25% of the total temperature advection in the top 100 m.
The total mean temperature advection over this depth range corresponds to warming rates
of up to 0.1◦C per day. Assuming that this layer is fairly well mixed, and seeing that
these anomalies persist for more than 10 days, the total cumulative temperature advec-
tion is sufficient to cause the observed SST anomalies. In addition, the deepening of the
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Figure 3.4: Density anomalies (shaded; see legend, in kg m−3), vertical velocity anomalies (black
contours) and SSH anomalies (grey contour along top of each panel; cm) at day (a) −50, (b) −40,
(c) −30, (d) −20, (e) −10, (f) 0 relative to the primary event on 24 September 2004. The contour
interval for the vertical velocity anomalies (positive upward) is 1×10−5 m s−1; negative contours
are dashed and the zero contour omitted. The bottom panel is extended down to 1160 m to show
the magnitude of the anomalies in the deep ocean; note the discontinuity in the y-axis at 435 m.
The diagonal arrow indicates the propagation of the downwelling Rossby wave that triggers the
primary event, and is calculated using the algorithm described in the appendix.
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Figure 3.5: Profiles of (a) meridional, (b) horizontal, (c) vertical and (d) total temperature advec-
tion (shaded; see legend, in ◦C day−1) averaged over depths of 10–100 m, calculated from mean
temperature and velocity anomalies from the ECCO data set, for the case September 2004 case
study.
mixed layer associated with this downwelling will inhibit the entrainment of cold, deep
water, thus enhancing the positive SST anomalies (McCreary, 1983). From seasonally
averaged density profiles the density anomalies can be converted to estimated perturba-
tions to isopycnal depth: The anomalies of ∼0.1 kg m−3 seen in Figure 3.4 correspond to
vertical perturbations of ∼5 m in the isopycnals at 75 m, consistent with vertical velocity
anomalies equivalent to ∼1 m per day sustained over several days.
The anomalies in both vertical velocity and density extend down below 300 m (Fig-
ure 3.4(f)), associated with downward propagation of wave energy into the deep ocean,
consistent with the results of Matthews et al. (2007, 2010). The westward tilt of the
anomalies with depth is consistent with upward phase propagation and downward energy
propagation. Because the vertical density gradients are less in the deep ocean, the magni-
tude of the density anomalies decreases with depth, but there are nevertheless anomalies
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of around 0.005 kg m−3 at 1000 m, which is similar to the amplitude of the seasonal cycle
at this depth (not shown).
3.6.2 Composites
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Figure 3.6: As Figure 3.3 but for (a-c) composite primary events and (d-f) composite successive
events. The contour intervals are: a) and d) ±7.5 W m−2, b) and e) ±10 W m−2, c) and f)
±0.025 kg m−3.
The case studies show the potential for primary MJ events to be triggered by the
arrival of downwelling Rossby waves. Here, we examine how robust the relationship is in
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general through composite analysis. Figure 3.6 shows composites of the same variables
as in Figure 3.3; the left hand panels are composites over all primary MJ events, the right-
hand panels are for successive MJ events. For the SST data, the TMI data were only
available for primary events after 1998, but this contains 14 out of the 17 events used for
the other composites.
Figure 3.6(a) shows that primary MJ events, as indicated by the negative (dashed)
OLR contour at around lag 0, are consistently preceded by the arrival of a downwelling
Rossby wave (westward-propagating positive SSH anomaly), supporting the hypothesis
of such waves as a triggering mechanism. The wave signal is relatively coherent, although
a little discontinuous, and is preceded by downwelling anomalies and colocated with neg-
ative density perturbations at 75 m (Figure 3.6(c)), consistent with deepening of the mixed
layer. The propagation speed of the composite wave is approximately 0.6 m s−1, slightly
faster than in the case studies. Both the OLR anomalies, and the positive SSH anoma-
lies associated with the triggering Rossby wave, are statistically significant at the 95%
confidence level.
The immediate relationship between SSH and SST anomalies is less clear for the com-
posites than for the case studies. There are positive SST anomalies in the region of interest
(the western Indian Ocean) prior to the initiation of the primary MJ event, but they are
relatively weak and do not propagate with the Rossby wave. Instead, the SST anomalies
are zonally extensive and appear broadly consistent with surface fluxes, even if the dy-
namical forcing is also a factor. This is possibly an artefact of the methodology since the
dynamically forced SST anomalies will be relatively localised compared with the zonally
extensive flux-driven SST anomalies. Given that our definition of primary MJ events as-
signs day zero to peak OLR amplitude anywhere within the Indian Ocean, this may refer
to MJ events triggered at a wide range of longitudes. This could lead to dynamically-
induced SST anomalies being artificially “smeared out” in the composite analysis; we
return to this question below. Note that the propagating SSH signal of the Rossby wave is
still evident despite this smearing effect because this signal is more coherent than for SST
and also stronger relative to the zonally-extensive wind stress forcing of SSH.
For successive MJ events, the composite analysis indicates a different story. There is
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little evidence of propagating Rossby wave signals, although the SSH anomalies are pos-
itive immediately prior to the initiation of the successive events (Figure 3.6(d)). The SST
anomalies are zonally extensive (Figure 3.6(e)) and broadly consistent with the theories
of thermodynamic air-sea interaction within the MJO (Flatau et al., 1997; Shinoda et al.,
1998), and also consistent with the results of Matthews (2008), who found that successive
MJ events were consistently preceded by significant positive SST anomalies. Note that
both the primary and successiveMJ events do themselves trigger Rossby waves at the east-
ern boundary of the Indian Ocean (positive SSH anomalies propagating westward from
lag 10 days, 100◦E), in keeping with the findings of Chapter 2 and Oliver and Thompson
(2010).
Figure 3.7 shows the depth-longitude sections of density and vertical velocity anoma-
lies for the composite primary events. The vertical velocities are clearly in quadrature
with the density anomalies, consistent with vertical motions being the primary cause of
the density anomalies. These anomalies extend below 300 m, with composite density
anomalies of up to 0.0025 kg m−3 at 1000 m; there is also a pronounced westward tilt
with increasing depth below 500 m (Figure 3.7(f)), consistent with downward propagation
of wave energy. Once again, the vertical structures of these waves support the hypothe-
sis that they are first baroclinic mode waves whose phase speeds have been slowed by a
combination of basic state currents and dispersive effects.
3.6.3 Relative Longitude
As discussed above, there is the potential for primary MJ events to be triggered at different
longitudes; therefore the triggering Rossby wave signals will not be aligned in longitude,
leading to a tendency for composite analysis to smear out the signal. This is especially true
for variables such as SST anomalies where other, zonally extensive processes may mask
the relatively localised influence of ocean dynamics. Indeed, analysis of the longitude of
the arrival of the Rossby waves indicates a wide spread between 40 and 70◦E. To account
for this variability, the composites are aligned onto a new, relative longitude axis, such
that the Rossby waves arrive at zero relative longitude. This methodology is described
below.
The methodology used to create the relative-longitude composites was designed to
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Figure 3.7: As Figure 3.4 but for composite primary events. The contour interval for the vertical
velocity anomalies is 2.5×10−5 m s−1.
objectively identify the arrival of a downwelling Rossby wave at the start (i.e., lag 0) of
each MJ event. For each MJ event, we identify the “optimal” propagation line on the
Hovmo¨ller diagram of SSH anomalies over the Indian Ocean (40–100◦E) between lag
−100 days and lag 0 (e.g., Figure 3.8(a) for MJ event starting on 12 February 1997). We
assume that for a Rossby wave to trigger a new MJ event, it must arrive in the western
Indian Ocean, where the thermocline depth is shallower and large SST perturbations can
be realised (see Figure 2.7 in Chapter 2). Hence, only “target” longitudes between 40 and
75◦E are considered. We also assume that Rossby waves will only have “target” phase
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speeds between −0.35 and −1.2 m s−1, based on observations (Chelton et al., 1998).
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Figure 3.8: Example of the methodology used to calculate relative longitude: (a) SSH anomalies
in cm for the primary event on 12 February 1997 with true longitude on the upper x-axis and the
new, relative longitude on the lower x-axis. (b) mean along-path SSH anomalies for the range of
target longitudes and phase speeds used in the method. The maximum mean SSH is indicated by
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The best fitting target longitude λ, and phase speed c, is then determined for each
case study. A propagation line is constructed for each λ-c pairing, i.e., a line whose slope
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is determined by c, passing through longitude λ at lag 0. The SSH anomaly along this
line is then calculated by interpolation from the data on the gridded Hovmo¨ller diagram
(Figure 3.8(a)). The mean of this SSH section is then calculated. Once this process
has been repeated for each possible pair of target longitudes and phase speeds, the mean
SSH can be plotted on axes of target longitude and phase speed (Figure 3.8(b)). The
maximum value of mean SSH in this target longitude, phase speed parameter space is
then found, and used to identify the optimal propagation line. For the example MJ event
of 12 February 1997, this corresponds to a target longitude of 58◦E, and a target phase
speed of −0.44 m s−1 (cross in Figure 3.8(b)). When this optimal propagation line is
plotted on the input Hovmo¨ller diagram (diagonal line in Figure 3.8(a)), it can be clearly
seen to capture the westward-propagating positive SSH anomaly.
The methodology is robust in that the example shown here has a clear unimodal max-
imum that can be identified from the parameter space diagram (Figure 3.8(b)). Results for
other case studies were similar.
The target longitude for eachMJ event was then used to remap variables onto a relative
longitude axis. Hence, the target longitude corresponds to a relative longitude of zero, and
points to the west (east) of the target longitude correspond to negative (positive) relative
longitudes.
The results of the relative longitude composites are shown in Figure 3.9; the same vari-
ables are composited as in Figure 3.6. The composites only extend to relative longitude
−5◦, since any further extension to the west starts to impinge on Africa for many of the
composite members. By construction, the SSH composite shows a westward-propagating
positive SSH anomaly arriving on lag 0 days and zero relative longitude, for both pri-
mary (Figure 3.9(a)) and successive (Figure 3.9(d)) events. For primary MJ events, the
propagating Rossby wave signal (positive SSH anomaly) is stronger and more coherent
when expressed in relative longitude (Figure 3.9(a)) than in the “true longitude” compos-
ite (Figure 3.6(a)). The phase speed of the composite Rossby wave is roughly 0.5 m s−1,
as in the case studies. Note that the location of initiation for the primary MJ event, as de-
fined by the negative OLR anomalies, is not constrained in any way by this compositing
methodology. Therefore, the fact that the OLR anomalies in Figure 3.9(a) do begin very
close to relative longitude 0 reinforces the hypothesis that such events are triggered by the
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Figure 3.9: As Figure 3.6 but using relative longitude on the x-axis (see Appendix A for details).
The grey box represents the area of particular interest in the western Indian Ocean where the
downwelling Rossby wave has the greatest potential to trigger MJ events.
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arrival of the Rossby wave.
Furthermore, once the downwelling Rossby wave arrives in the western Indian Ocean,
where the thermocline is shallower, it is now colocated with coherently propagating SST
anomalies (Figure 3.9(b), in the region indicated by the grey box). These SST anomalies
have magnitudes around 0.15 ◦C, similar in magnitude to the composite flux-driven SST
anomalies known to be important for thermodynamic air-sea coupling (Shinoda et al.,
1998, Figure 3.9(e)). These positive SST anomalies are generally not consistent with the
surface flux anomalies, but are consistent with the vertical velocity and density anoma-
lies at 75 m (Figure 3.9(c)), implying a dynamical forcing. The anomalies propagate
coherently from 50 days prior to the triggering of the primary event, suggesting potential
predictability. There is still some evidence for flux-driven SST anomalies in the eastern
Indian Ocean prior to the primary event, but it is clear that the dynamically driven SSTs
play a crucial role in the initiation of the primary events.
When successive MJ events are composited on relative longitude, there is also a co-
herent Rossby wave signal (Figure 3.9(d)). This is perhaps not surprising given that the
methodology will locate any Rossby wave activity, whether or not such waves act as a trig-
ger for convection. However, there is no coherent propagation of SST anomalies along
the path of the Rossby wave signal; the SST anomalies are zonally homogeneous and
consistent with surface flux forcing (Figure 3.9(e)). There are substantial vertical velocity
and density anomalies at depth (Figure 3.9(f)), so it is somewhat surprising that a stronger
SST signal is not seen. Consistent with this lack of a dynamically forced SST signal, the
negative OLR anomalies begin substantially further west than the longitude of the Rossby
wave signal at lag 0, out to -15◦ relative longitude (not shown). Hence, the arrival of the
Rossby wave does not appear to be the primary trigger for successive MJ events. It is
to be expected that the waves will still have an effect on the behaviour and frequency of
successive events, but it is clear that other mechanisms are likely to be more important for
successive events (Matthews, 2008).
3.7 Conclusions
The key conclusion of this paper is that primary MJ events can be triggered by the arrival
of a downwelling ocean Rossby wave. This is supported by case study and composite
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analysis. Given that no consistent trigger mechanism was found by Matthews (2008), this
is substantial evidence for the importance of ocean dynamics for the MJO, as suggested
in Chapter 2. Such feedbacks are likely to modulate MJO activity more generally, al-
though observational evidence will be less clear when other triggering mechanisms are
also important.
In contrast to primary events, successive MJ events do not appear to be consistently
triggered by the arrival of a downwelling Rossby wave. This presents a slightly different
perspective to that given in Chapter 2, where it was suggested that forcing from oceanic
Rossby waves would affect all MJ events, thus providing a feedback mechanism that
would enhance low-frequency MJO variability. The results presented here suggest that
this oceanic forcing of the MJO is far stronger for primary events (a subset of the events
used in Chapter 2) than for successive events. Nevertheless, this will have the effect
of strengthening the low-frequency tail of the MJO since the frequency composition of
primary events is, by definition, lower. It is interesting to note that air-sea interaction has
been observed to occur more strongly within a lower-frequency component of the MJO in
the Indian Ocean (Izumo et al., 2010).
Figure 3.10 shows the proposed triggering mechanism for primary MJ events. The
downwelling Rossby wave propagates in from the eastern Indian Ocean; these waves may
have been triggered by reflection of equatorial Kelvin waves at the eastern boundary, or
by direct forcing from equatorial wind stress curl. The wind stress which initially triggers
these waves may be related to previous MJO activity, well separated from the subsequent
primary MJ event by a period of quiescence, but other sources of intraseasonal wind vari-
ability are also likely to be important. The triggering Rossby wave is associated with pos-
itive (predominantly vertical) temperature advection, along with deepening of the mixed
layer and thus reduction in the entrainment of cold water to the surface, leading to an
increase in SST. This SST increase leads to moistening and warming of the atmospheric
boundary layer over a large region, thus priming the atmosphere for convection and trig-
gering a primary MJ event. Although the schematic shows the waves triggering a new
event only upon reaching the western Indian Ocean, analysis of individual case studies
suggests that events can be triggered anywhere between 40◦ and 70◦E, where the MJO is
typically triggered and the thermocline is relatively shallow.
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Figure 3.10: Triggering of primary Madden-Julian events by an oceanic equatorial Rossby wave.
(a,b) Hovmo¨ller diagrams of OLR and SSH anomalies (shaded; see legends) on relative longitude
at lags −100 to +20 days relative to composite primary MJ events. Note the discontinuity in the
y-axis at lag −10 days. (c) Schematic of triggering mechanism for primary MJ events, showing
the relationships between the Rossby wave (positive SSH anomalies in (a) and (b)), downwelling,
thermocline depth and SSTs which leads to the triggering of a primary MJ event, as shown by the
negative OLR anomalies in (a).
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It is interesting to examine these results in the light of previous studies of intrasea-
sonal ocean dynamics in the Indian Ocean. It has been suggested that the propagation of
Rossby and Kelvin waves will couple to the atmosphere, thereby enhancing atmospheric
convection at time-scales of around 90 days (Han et al., 2001; Han, 2005; Fu, 2007), con-
sistent with the idea that such feedbacks will enhance the low-frequency tail of the MJO.
Chapter 2 and Oliver and Thompson (2010) documented how the cyclical MJO can force
equatorial Kelvin wave variability which subsequently generates both reflected Rossby
waves and coastal Kelvin waves upon reaching the coast of Sumatra. In their composites
based on the cyclical MJO, these Rossby waves do not coherently propagate as far as the
western Indian Ocean. However, this is likely to be due to the fact that compositing on the
cyclical MJO imposes a time scale that is shorter than the time taken for a Rossby wave
to cross the Indian Ocean. Indeed, time-lag composites relative to a single MJO phase
do show Rossby waves freely propagating as far as the western Indian Ocean (Figure 2.5
of Chapter 2). Therefore, these previous studies do not preclude the possibility that the
Rossby waves observed to trigger primary MJ events could have been triggered by MJO
activity some time beforehand, followed by a period of inactivity.
Forecasts of the MJO generally perform better when there is already an active MJ
event in existence (Jones et al., 2000). This is consistent with the observation byMatthews
(2008) that successive events are associated with a multitude of triggering mechanisms
that are relatively well understood, in contrast to primary events. The results presented
here suggest that an accurate knowledge of the ocean state could offer predictability for
primary events, especially as the propagation of oceanic Rossby waves is predictable at
long lead times (potentially several months). Indeed, recent ensemble prediction of the
MJO using a coupled model that was initialised with both atmospheric and oceanic anal-
yses has shown significant improvement in skill for times when there is no initial MJO
activity, i.e., primary events (Rashid et al., 2011). It would be interesting to analyse
whether the inclusion of SSH data in statistical forecasts of the MJO also improves skill
scores. The potential for Rossby waves to trigger a primary event will likely depend upon
atmospheric conditions also being suitable for the generation of an MJ event. Neverthe-
less, the results presented here suggest that monitoring Rossby waves in the Indian Ocean,
through a combination of data from moorings, ARGO floats and satellite altimetry, is a
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worthwhile undertaking that might help predict primary MJ events.
Another consideration that will affect the strength of this proposed forcing mechanism
is the degree to which SSTs depend upon mixed-layer depth. For example, McPhaden
(1999) noted that the shoaling of the thermocline following the 1997-98 El Nin˜o event
only led to a reduction of SSTs once the wind-induced mixing increased sufficiently to
entrain the cold deep waters to the surface. Therefore, it should be expected that the effect
of downwelling (or indeed upwelling) waves on SSTs will be dependent on the degree of
wind-induced mixing and the depth of the basic-state thermocline. However, given that
the thermocline is relatively shallow in the western Indian Ocean, it follows that wind-
mixing will be relatively efficient at modifying SSTs here. Indeed, the western Indian
Ocean is known to be a region where SSH and SST are well correlated (Xie et al., 2002),
thus making it a prime region for coupling between ocean dynamics and convection.
A limitation of this study is the small sample size available for primary MJ events,
which increases the potential for sampling error in the results. This is unavoidable given
the relatively short period over which satellite data have been available. Modelling stud-
ies of this dynamical forcing mechanism would be worthwhile, albeit contingent on the
identification of a coupled model which adequately simulates all the relevant processes.
Further work would also be useful to identify whether forcing by the ocean dynamics
could also be responsible for “terminal” events, where the MJO goes from active to inac-
tive. Some of the processes are investigated further using idealised modelling in Chapter
5.
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Chapter 4
A linearised ocean general
circulation model
4.1 Description
Here we provide an overview of the numerical model used for simulating the equatorial
ocean dynamics in Chapter 5. This is a linearised general circulation model based on the
one developed by Stevens (1988) and the one described by Webb (1996). It is similar
in form to the GFDL Modular Ocean Model (MOM), that in turn is based on the code
of Bryan (1969), Semtner (1974), and Cox (1984). MOM has been used extensively for
modelling problems from across oceanography, and a similarly linearised model to the
one used here was applied to study the spin-up of the North-Atlantic (Anderson et al.,
1979). An overview of the model code is presented here, along with a discussion of its
performance and some simple test simulations.
The model is well suited to idealised studies of equatorial ocean dynamics as it does
not have nonlinear processes within it, nor does it contain atmosphere-ocean coupling.
This simplicity does limit the generality of the conclusions, but it also provides a clean
framework in which to assess the processes of interest. The relation between forcing and
response can be readily identified and sensitivity studies can be conducted without being
complicated by unwanted effects.
The model is a level-coordinate ocean model, whose design is shown schematically in
Figure 4.1. The model is configured quasi-globally (the Arctic and the Nordic Seas north
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Figure 4.1: Schematic of the model. a) Map of the bathymetry used in the model, b) representative
map of sea surface height (shaded, cm; see legend) in the Indian Ocean region from an idealised
model run, c) mean vertical density profile that the model is initialised with, d) schematic of model
grid, numerical schemes and their interactions.
of 67◦ N are omitted), with a horizontal resolution of 1/3◦×1/3◦ and 40 uneven levels in
the vertical that vary smoothly from 10 m thickness at the sea surface to 300 m thickness
at depth.
Variables are arranged in the horizontal according to the Arakawa B grid (Figure
4.2(a), Arakawa and Lamb, 1977). This grid structure has been shown to do well at
simulating flow that is dominated by the Coriolis term (since the Coriolis term can be
represented without averaging), but can lead to dispersion errors and ‘checkerboarding’
in simulating gravity waves. The vertical structure of the model is shown in Figure 4.2(b),
with all variables other than vertical velocity in the centre of the grid. This is the most
suitable structure for variables in the vertical since the calculation of vertical advection
and continuity are possible without averaging.
The model does not contain any time-mean currents. It is initialised with a single mean
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Figure 4.2: Schematic showing the layout of variables in the model; a) horizontal ‘B grid’, b)
vertical grid
vertical potential density stratification, ρ¯(z) that is independent of horizontal position.
This is derived from the mean stratification over the tropical Indian Ocean, since that is
the area of most interest for this thesis. The data for this initial stratification come from
the WOCE ocean atlas (Conkright et al., 2002); see section 4.3 for discussion of the
robustness of this choice.
The lack of currents is a major simplification in the model, and may have important
implications for the conclusions that can be derived from the model simulations. For
example, (Chelton et al., 2003) showed that the equatorial current systems in the Pacific
have a detectable influence on both the propagation speed and the meridional structure of
the equatorial first mode baroclinic Rossby waves there. This influence occurs through the
modification of the meridional potential vorticity gradients as opposed to through simple
Doppler shifting by the mean current strength. McPhaden and Ripa (1990) show that this
latter effect would only modify the phase speed of a Rossby wave by around 10% of the
current speed for the narrow equatorial current systems. It is not trivial to incorporate
the effects of these currents into the model, since minor innaccuracies in the location and
structure of the currents could generate large discrepancies in the subsequent impact on
wave propagation. Therefore it is outside the scope of the simple linear modelling study
undertaken in Chapter 5 to attempt to include currents into the model. Given the scale
of the modification found by (Chelton et al., 2003), it is expected that the results will
nevertheless be first-order accurate.
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The model equations are formulated in spherical coordinates, with φ and λ represent-
ing latitude and longitude respectively, while z is the vertical coordinate. The equations
of motion are thus
∂u
∂t
− fv = − 1
ρ0a cosφ
∂p
∂λ
+Ah∇2u+Km∂
2u
∂z2
, (4.1)
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∂2µ
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∂
∂φ
(
∂µ
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cosφ
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.
The variables t, u, v, w, p, ρ, represent time, zonal velocity, meridional velocity, vertical
velocity, pressure, and density anomaly, respectively. The radius of the Earth is a, g is the
acceleration due to gravity, and ρ0 is a reference potential density. The Coriolis parameter
f = 2Ω sinφ, where Ω is the speed of angular rotation of the Earth. The horizontal eddy
viscosity is Ah = 103 m2 s−1 and the vertical eddy viscosity, Km and diffusivity, Kh,
are both set to 10−4 m2 s−1. The vertical velocity, w, is calculated by integrating the
continuity equation (4.4) from the ocean floor (where w = 0) upwards.
At the ocean surface a wind stress
(
τλs , τ
φ
s
)
is applied and related to the ocean veloc-
ities by
ρ0Km
∂
∂z
(u, v) = (τλs , τ
φ
s )
and no flux of density is prescribed.
The model is forced with surface wind stress, either idealised or realistic, the latter
being derived from reanalysis winds interpolated onto the model grid. This surface mo-
mentum flux generates vertical motion through Ekman pumping or suction, that subse-
quently leads to anomalies in both sea surface height (SSH) and density. These anomalies
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subsequently generate horizontal and vertical motion in accordance with thermal wind
balance and the resulting anomalies propagate as baroclinic and barotropic waves. Even-
tually these processes will lead to the spin-up of a pseudo-realistic ocean circulation, but
for the present study, only the propagation of waves is of interest. These waves are pre-
dominantly linear processes (especially for the first few baroclinic modes), so the use of
a linear model is reasonable.
The lack of interaction with the atmosphere is an obvious limitation to the model, as
is the lack of any surface heat fluxes. It must therefore be assumed that any real-world
coupled feedbacks that influence the atmospheric variability will be incorporated in the
atmospheric reanalysis data used to force the model. The lack of surface heat fluxes and
of any explicit formulation of mixed-layer thermodynamic processes limit the degree to
which the feedback from the waves onto the MJO can be assessed, and this must be in-
ferred from observations or physically-based estimates. The latter can be achieved by
analysing the ECCO ocean state estimate to calculate vertical heat fluxes and mixed layer
depth anomalies from observed case studies or composites. Nevertheless, further mod-
elling work to investigate the strength of feedbacks onto the atmosphere using a coupled
model with a high resolution mixed layer model embedded would be worthwhile.
4.2 Numerical Formulation
The baroclinic and barotropic components of the velocity field are solved separately. The
rationale behind this separation is that the barotropic circulation contains fast propagat-
ing gravity waves that require a much shorter time step to simulate accurately than any
baroclinic process. The equations of motion for the baroclinic component of the model
are discretised using Bryan’s (1969) scheme and the barotropic component follows (Kill-
worth et al., 1991). The solution has the very important property of being energetically
consistent and causing no erroneous sources of energy.
The numerical stability of all such numerical models depends on the choice of grid
spacing, time step, eddy viscosity and eddy diffusivity. The most basic criterion is the
Courant-Friedrichs-Lewy (CFL) condition that states that no information should propa-
gate more than a single grid box in a given time step. For this reason it is necessary to a
have a smaller time step in the barotropic component of the model, since the propagation
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of the fastest barotropic gravity waves greatly exceeds the fastest propagating baroclinic
waves.
The timestep limitation due to the horizontal viscosity terms can be expressed as
∆tv <
∆2min
8Ah
.
where∆min is the minimum grid spacing and∆tv is the momentum equation time step. In
order for the viscous lateral boundary layer to be properly resolved, the following criterion
must be satisfied:
Ah > β∆3max where β =
∂f
∂φ
where∆max is the maximum grid spacing. For this model,Am is set to 103 m2 s−1, which
is similar to the viscosity of peanut butter. This may have important implications for the
simulated flow, but is an inescapable problem in ocean modelling. It is generally held that
the large scale flow can be simulated fairly accurately despite this discrepancy. Note that
this is not an explicit viscosity, but instead a parameterisation of sub-grid scale processes.
4.3 Tests of the Model
Here we perform some rudimentary tests to ensure that the model is accurately simulating
the propagation of Kelvin and Rossby waves. These tests will be compared to observations
from satellite altimetry for sea surface height, and to output from the ECCO GODAE
ocean state estimate (Wunsch and Heimbach, 2007) for the sub-surface velocity structure.
Note that there are other tests and comparisons performed in Chapter 5, which further
underline the solid performance of the model.
The first test is of the baroclinic Kelvin and Rossby wave speeds. For this a pseudo-
impulsive forcing representative of a westerly wind burst over the western Indian Ocean
was used, which triggers a freely-propagating equatorial ocean Kelvin wave response
that subsequently reflects into an equatorial ocean Rossby wave at the eastern boundary.
Figure 4.3 shows the propagation of these waves; the black lines on these Hovmo¨ller
diagrams shows the phase speed in each case, calculated using the methodology in section
3.6.3. For the Kelvin wave, this phase speed is 2.4 m s−1, and for the Rossby wave it is
0.9 m s−1. Although there is a slight discrepancy between these figures (the Kelvin wave
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Figure 4.3: Hovmo¨ller diagrams for a test run of the model, forced with a Gaussian wind patch
centred on the equator at 50◦E. a) SSH (shaded, cm; see legend) averaged over 2◦S–2◦N to high-
light the Kelvin wave propagation, b) as in (a) but averaged over the Rossby wave guide, 2◦–6◦N/S.
speed should theoretically be exactly three times the Rossby wave speed), they are both
consistent with the results of (Chelton et al., 1998), who found first baroclinic mode
Kelvin wave phase speeds in the range of 2.4–2.9 m s−1 in the equatorial Indian Ocean.
These would correspond to Rossby wave phase speeds of 0.8–1.0 m s−1. Note that the
full range of phase speeds within the equatorial oceans is approximately 2.0–3.2 m s−1,
so these result for the Indian Ocean are broadly applicable to the majority of the ocean
basins. It can thus be concluded that the choice of mean stratification for the model is
reasonable.
The second test is to compare the SSH field from the model with satellite observations.
To do this, we used composite surface winds from the ERA-Interim reanalysis for each of
the eight phases of the MJO defined by Wheeler and Hendon (2004). We then assumed a
constant interval of six days between phases to allow cubic interpolation from the phase
composites to daily wind fields. These winds were then spatially interpolated onto the
model grid from the 1.5◦ reanalysis data. The model is run for two MJO cycles to avoid
spin-up issues. Figure 4.4 shows the comparison of the SSH from model days 54, 66, 78
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Figure 4.4: SSH anomalies (cm) (a–d) from the model run with cyclical MJO composite surface
wind forcing, taken from days 54, 66, 78 and 90 corresponding to (e–h) Composite SSH anomalies
(cm) from satellite altimetry observations for MJO phases 1, 3, 5 and 7.
and 90 with observed SSH composites for phases 1, 3, 5 and 7 of the MJO respectively.
The agreement is strikingly good considering the relatively low resolution of the forcing
wind data compared to the high resolution satellite altimetry. Various similar features
are evident, such as the propagation of equatorial ocean Kelvin waves across the Pacific
and the coastal Kelvin waves around the Bay of Bengal in the Indian Ocean. It therefore
appears that not only is the model accurately simulating the linear dynamic ocean response
to the MJO, but that the SSH composites for the MJO are comprised of this and little else;
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Figure 4.5: Depth-longitude sections of zonal velocity anomalies (cm s−1) averaged over the
Rossby wave guide of 2–6◦N/S. (a–d) from the model run with cyclical MJO composite surface
wind forcing, taken from days 54, 66, 78 and 90 corresponding to (e–h) Composite zonal velocity
anomalies from the ECCO ocean state estimate for MJO phases 1, 3, 5 and 7.
nonlinearities are not important to first order. In addition, the similarity confirms the
assumption that the lack of currents in the model is not of first-order importance.
The final test of the model is to analyse the vertical structure. To do this, we use
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the same model run as for the SSH comparison above, but this time examine the subsur-
face zonal velocities along the equatorial waveguide in the Indian Ocean. These are then
compared to the equivalent zonal velocities from the ECCO ocean reanalysis. Figure 4.5
shows depth-longitude sections averaged over the latitude band of 2◦S–2◦N, for the upper
500 m of the ocean. This shows a very good agreement between the model and the ocean
state estimate, especially below the mixed layer. Within the mixed layer, there may be
nonlinear processes that are not simulated by the model that are important, thus leading
to discrepancies. Nevertheless, the vertical propagation of wave energy seems to be fairly
well simulated by the model, although there is slightly more energy at depth near the east-
ern boundary in our model. Given the success of these tests, and the further agreements
presented in Chapter 5, it is concluded that the model is fit for the purpose of simulating
the equatorial waves in question.
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Chapter 5
Dynamical ocean forcing of the
Madden-Julian Oscillation at lead
times of up to five months
5.1 Preface
This chapter consists of a paper which is press in the Journal of Climate, with the same
title (Webber et al., 2012b). The manuscript is unchanged from the paper apart from
the model description, which has been trimmed to avoid repetition of parts of Chapter 4.
In addition, there have been minor superficial changes to the figures, and all references
to Webber et al. (2010) have been changed to “Chapter 2”, and all references to Web-
ber et al. (2012a) changed to “Chapter 3”. BGMW was responsible for the majority of
the work, under supersvision by AJM, KJH and DPS who provided scientific input and
helped revise the text for publication. DPS was responsible for the design of the numerical
ocean model used. The comments of three anonymous reviewers also helped to improve
the manuscript.
5.2 Abstract
We show that a simple three-dimensional ocean model linearised about a resting ba-
sic state can accurately simulate the dynamical ocean response to wind forcing by the
Madden-Julian Oscillation (MJO). This includes the propagation of equatorial waves in
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the Indian Ocean, from the generation of oceanic equatorial Kelvin waves to the arrival of
downwelling oceanic equatorial Rossby waves in the western Indian Ocean, where they
have been shown to triggerMJO convective activity. Simulations with idealised wind forc-
ing suggest that the latitudinal width of this forcing plays a crucial role in determining the
potential for such feedbacks. Forcing the model with composite MJO winds accurately
captures the global ocean response, demonstrating that the observed ocean dynamical re-
sponse to the MJO can be interpreted as a linear response to surface wind forcing.
The model is then applied to study “primary” Madden-Julian events, which are not
immediately preceded by any MJO activity nor by any apparent atmospheric triggers, but
have been shown to coincide with the arrival of downwelling oceanic equatorial Rossby
waves. Case study simulations show how this oceanic equatorial Rossby wave activity
is partly forced by reflection of an oceanic equatorial Kelvin wave triggered by a west-
erly wind burst 140 days previously, and partly directly forced by easterly wind stress
anomalies around 40 days prior to the event. This suggests predictability for primary
Madden-Julian events on times scales of up to five months, following the re-emergence of
oceanic anomalies forced by winds almost half a year earlier.
5.3 Introduction
The dynamics of the equatorial oceans are dominated by equatorial Kelvin and Rossby
waves, on time scales from intraseasonal (Kessler et al., 1995; Hendon et al., 1998) to
interannual (Battisti, 1988; McPhaden, 1999). These are planetary scale internal waves
with wavelengths of thousands of km that affect sea surface height (SSH) and pycnocline
depth. Variations in pycnocline depth are several orders of magnitude larger than the SSH
anomalies and have the opposite sign; thus positive SSH anomalies correspond to a deeper
mixed layer depth (MLD) and are associated with downwelling anomalies at their lead-
ing edge. Such waves are often referred to as downwelling waves, although they are also
associated with upwelling anomalies at their trailing edge. This variability modifies the
upper-ocean heat content and the mixing of cold subsurface waters, leading to changes
in sea surface temperature (SST; McCreary, 1983; Battisti, 1988). These SST anoma-
lies subsequently modulate atmospheric convection; such processes have been shown to
be important for the El Nin˜o-Southern Oscillation (ENSO; Battisti, 1988; Kessler and
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McPhaden, 1995; McPhaden, 1999) and the Madden-Julian Oscillation (MJO; Chapter 2,
Han et al., 2001).
Equatorial Kelvin waves exhibit a single equatorial SSH maximum while equatorial
Rossby waves have more complex meridional structures, the simplest and most commonly
observed being the first meridional mode with symmetric off-equatorial SSH maxima
(Chelton et al., 2003). A westerly wind burst on the equator will generate Ekman con-
vergence, thus forcing a positive SSH anomaly on the equator, along with downwelling
anomalies and an eastward current. These anomalies propagate along the equator as a
downwelling Kelvin wave (Giese and Harrison, 1990). Westerly wind bursts will typically
also trigger upwelling Rossby waves due to off-equatorial Ekman divergence, although
this is somewhat dependent on the meridional structure of the wind stress (Chelton et al.,
2003).
For a continuously stratified ocean there are an infinite number of vertical (baroclinic)
modes for both equatorial waves, in addition to the barotropic mode (sometimes referred
to as the zeroth baroclinic mode). However, typically only the barotropic and first few
baroclinic modes are observed to be important (Giese and Harrison, 1990; Chelton and
Schlax, 1996; Wunsch, 1997). The propagation speed of such waves depends upon both
the baroclinic mode and the stratification of the fluid through which they propagate. Equa-
torial Kelvin waves are nondispersive with the first baroclinic mode (n = 1) phase speed
ce between approximately 2.4 and 3.0 m s−1, depending on the local stratification (Chel-
ton et al., 1998). The first baroclinic mode equatorial Rossby wave phase speed, c, also
depends on the meridional mode (Chelton et al., 2003), and follows the dispersion relation
c =
−β
k2 + (2m+ 1)β/ce
,
where β ≈ 2.3 × 10−11 m−1 s−1 is the meridional gradient of planetary vorticity, k is
the zonal wavenumber, andm is the meridional mode number. Thus, long first baroclinic,
first meridional, mode Rossby waves propagate westward at approximately ce3 or around
0.8–1.0 m s−1 in the Indian Ocean.
Kelvin waves can also propagate along coastal waveguides, with the coastline to the
right (left) of the wave in the northern (southern) hemisphere. Coastal Kelvin waves can be
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generated by local wind stress forcing or by equatorial waves incident on a meridionally-
oriented coastal boundary. However, the effect of sloping coastal bathymetry is to produce
a coastally trapped wave which combines the properties of Kelvin waves and barotropic
shelf waves, with modified phase speed and increased dispersion (Huthnance, 1975; Brink,
1982, 1991).
The Madden-Julian Oscillation (MJO) is the dominant atmospheric mode of intrasea-
sonal variability in the tropics (Madden and Julian, 1971, 1972). It is associated with con-
vective, rainfall and wind variability with a periodicity of around 30–60 days, although
it is only quasi-periodic and thus has a broadband spectral signal extending as far as 100
days (Salby and Hendon, 1994). See Chapter 1, Zhang (2005) and Lau andWaliser (2005)
for a full review of the MJO and its impacts.
The MJO is an important source of surface wind stress variability and thus generates
substantial oceanic equatorial wave activity (Chapter 2, Hendon et al., 1998; Han et al.,
2001). Observations have linked the MJO-generated oceanic equatorial Kelvin waves to
the triggering of ENSO events (McPhaden, 1999). There is also growing evidence of the
potential for oceanic equatorial Rossby waves in the Indian Ocean to force variability in
the MJO (Chapters 2, 3) and for feedbacks between the two (Han et al., 2001; Han, 2005;
Fu, 2007).
The MJO is sporadic, with periods of cyclical activity (“successive” events) inter-
spersed with intervals of relative quiescence. “Primary” Madden-Julian (MJ) events are
those that are not preceded by any coherent MJO activity. Here, we follow Matthews
(2008) by examining the subset of primary events that begin in the western Indian Ocean,
which accounts for the largest portion of such events. Matthews (2008) found no trig-
gers or precursors from the atmospheric dynamics or thermodynamic interaction with the
ocean for such events. However, in Chapter 3 we showed, through a combination of case
studies and composite analysis, that these events do coincide with the arrival of a down-
welling oceanic equatorial Rossby wave in the western Indian Ocean, implying that such
waves could act as a trigger. They suggested that the associated warm SST anomalies act
to destabilise the atmospheric boundary layer, thus priming the atmosphere for the large
scale convection associated with an MJ event. The western Indian Ocean appears to be
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a favourable region for such forcing to occur, possibly due to the relatively shallow ther-
mocline (Figure 2.7 in Chapter 2, Xie et al., 2002), higher rates of entrainment cooling
(McCreary et al., 1993) and the relatively weak intraseasonal surface heat fluxes here.
This paper examines the dynamical response of the Indian Ocean to the MJO and
its potential to couple to the MJO through simulations in a linearised ocean circulation
model. A combination of model runs forced by both idealised and realistic surface wind
stress forcing are used. The pathways and time scales of the wave propagation are ex-
amined using simple idealised wind patches and the effects of stratification, bathymetry
and forcing scale are analysed. Model runs with composite forcing are compared with
the observational results of Chapter 2 to validate the model performance and investigate
further the global dynamical ocean response. The model is then run with observed winds
from the period prior to a case study primary event on 24 September 2004. Comparison
with observations from that case study allows the key atmospheric forcing events to be
identified and their relative importance to be tested. Thus we identify the time scales that
are important for this primary MJ event triggering mechanism.
5.4 Observational Data and Model Forcing
The surface wind stress data used in this study are calculated using daily global 10 m wind
velocities v from the European Centre for Medium-range Weather Forecasts (ECMWF)
Era-Interim data set (Dee et al., 2011). For compositing relative to the MJO, the period
of 1 January 1990 to 31 December 2008 is used. The wind stress τ is then approximated
using the standard bulk formula τ = ρCD|v|v, with the air density ρ = 1.23 kg m−3
and the drag coefficient CD = 1.5 × 10−3. This is calculated separately for the zonal
and meridional components of the wind field and then spatially interpolated using cubic
splines onto the 1/3◦ grid used in the ocean model.
The SSH anomalies used in this study are from the merged TOPEX/Poseidon-Earth
Remote Sensing (T/P-ERS) satellite altimetry product (Fu et al., 1994; Ducet et al.,
2000; Le Traon et al., 2001). Weekly data on a 0.25◦ grid were obtained for the period
from 14 October 1992 to 23 January 2008, and then interpolated to daily values using
cubic splines. SST data from the Tropical Microwave Imaging (TMI) satellite (Kum-
merow et al., 2000; Gentemann et al., 2004) were extracted from 1 January 1998 to 17
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December 2008. The data are available as daily fields of the 3-day running-mean SST
at 0.25◦ resolution. Outgoing long-wave radiation (OLR) is used as a proxy for tropical
deep convective precipitation. The OLR data for this study were obtained as 2.5◦ reso-
lution gridded daily output from the optimally-interpolated Liebmann and Smith (1996)
data set. For comparison with the subsurface variability in the model, we use density data
from the ECCO-GODAE ocean state estimate (Estimating the Circulation and Climate of
the Ocean-Global Ocean Data Assimilation Experiment; Wunsch and Heimbach, 2007),
which we treat as “observations” in the same sense as an atmospheric reanalysis product.
To construct composites of observational fields for surface forcing or comparison with
model output, we use the eight phases of the MJO as defined by the Wheeler-Hendon
index (Wheeler and Hendon, 2004). Phase 1 corresponds to minimum convection over the
Maritime Continent and the initiation of active convective anomalies in the western Indian
Ocean. These anomalies move eastwards in each successive phase; by phase 4 the positive
convective anomalies overlie the Maritime Continent while the suppressed convection has
propagated into the western Pacific. A new region of suppressed convection originates in
the western Indian Ocean at phase 5; phases 5–8 are thus equivalent to phases 1–4 with
anomalies of the opposite sign.
The linear trend, mean and first three harmonics of the annual cycle were removed
point-wise from each data set to produce detrended anomaly fields, which were then
bandpass-filtered using a 20-200 day Lanczos filter. The use of such a broadband fil-
ter is motivated by its ability to exclude low-frequency climate signals as well as high-
frequency noise while better retaining the MJO signal and the distinction between indi-
vidual MJ events than a narrower filter window (Matthews, 2000). The filter uses 241
symmetric weights, meaning that 120 days of data are lost at each end of the data set. All
data sets were further truncated so that an integer number of calendar years are retained,
thus avoiding seasonal bias. To investigate the oceanic response to the MJO, composites
are created separately for each MJO phase, using all days within that phase when the am-
plitude of the Wheeler-Hendon index exceeds an arbitrary threshold value of 1.5, along
with counter-clockwise rotation in the Wheeler-Hendon phase space to ensure eastwards
propagation. The threshold value was chosen to select the stronger MJO events (whose
impact on the ocean should be stronger and more coherent), as opposed to the threshold
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value of 1 chosen by Wheeler and Hendon (2004).
5.5 Model Description and Setup
Figure 5.1: Potential density profiles used as the model initial conditions. Solid line: default
40 level density profile, calculated from Conkright et al. (2002); Dashed line: two-layer density
configuration.
The ocean model used for this study is a linearised version of the general circulation
model described by Webb (1996). For a full description of the model, see Chapter 4. The
model is configured quasi-globally (the Arctic and the Nordic Seas north of 67◦ N are
omitted), with a horizontal resolution of 1/3◦ × 1/3◦ and 40 uneven levels in the vertical
that vary smoothly from 10 m thickness at the sea surface to 300 m thickness at depth.
The mean vertical potential density profile, ρ¯, is taken from the Indian Ocean, calculated
from the World Ocean Database 2001 (Conkright et al., 2002) over 10◦N–10◦S, 60–90◦E
(Figure 5.1). The model can also be configured with only two density layers, where the
upper 12 model layers are given the surface potential density (1022.1 kg m−3) and the
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remaining 28 layers the deepest layer potential density (1027.8 kg m−3). The bathymetry
of the model is shown in Figure 5.2, along with key geographical regions for this study
and the pathway for the Indonesian Throughflow (ITF).
5.6 Idealised westerly wind burst forcing experiments
5.6.1 Control run
Figure 5.2: Model bathymetry at 1/3◦ resolution (depth shaded in m; see legend). Labels refer to
regions mentioned in this study.
Several studies have shown the importance of westerly wind bursts (WWBs) in forc-
ing equatorial oceanic Kelvin waves (Giese and Harrison, 1990; McPhaden et al., 1992;
Kessler et al., 1995). The MJO is a major source of relatively long-lived WWBs at the
same spatial scale as the resulting Kelvin waves, and is thus an effective forcing mech-
anism (Hendon et al., 1998). Here we idealise this forcing mechanism by applying a
Gaussian WWB centred on the equator (φ0 = 0) at λ0 =75◦E, with a decay scale of 10◦
in both longitude (Wλ) and latitude (Wφ). The wind forcing is applied constantly with a
peak westerly magnitude of τ0 = 0.1 Nm−2 (corresponding to a windspeed of 7.4 m s−1)
while t ≤5 days and is zero thereafter. The surface zonal wind stress τλs is thus given by
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τλs (λ, φ, t) =

τ0exp
{
−
[(
λ−λ0
Wλ
)2
+
(
φ−φ0
Wφ
)2]}
; 0 ≤ t ≤ 5d
0 ; t > 5d
The spatial and temporal scale of this forcing is broadly characteristic of the MJO, as is
the peak magnitude (Hendon et al., 1998). This experiment is qualitatively similar to that
of McCreary et al. (1993), and Valsala (2008) who used a 212 layer model to examine the
response of the Indian Ocean to seasonal to interannual wind anomalies.
Figure 5.3: SSH anomalies (cm) from the control run of the idealised westerly wind burst ex-
periment. (a) day 5, (b) day 35, (c) day 65, (d) day 95. The equatorial wind patch forcing is
indicated schematically by the dashed ellipse in (a). In (d), the equatorial and northern coastal
Kelvin-waveguide is shown by the thick black line, the southern coastal waveguides by thin black
lines and the equatorial Rossby waveguide by the grey arrows and dashed boxes.
Figure 5.3(a) shows the model SSH anomalies for this control simulation after the ini-
tial five days of forcing. The positive SSH anomalies indicate a downwelling equatorial
Kelvin wave being forced at 75◦E, while the negative off-equatorial SSH anomalies indi-
cate the upwelling Rossby wave response to the wind forcing. By day 35, the Kelvin wave
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has propagated eastwards, impinging on the coast of Sumatra where coastal waves are
triggered along with reflected downwelling Rossby waves (Figure 5.3(b)). The coastally
trapped waves propagate both northwards and southwards, with some of the energy from
the latter portion propagating into the Maritime Continent. This energy spreads in all di-
rections, with coastal wave signals propagating around the island coastlines (for example,
the positive SSH anomalies along the east coast of Java and Sumatra and then along the
west coast of Borneo) and through the various channels. The surface wave signal is not
apparently dependent on channel depth and is capable of propagating through channels
with a maximum depth of less than 20 m, such as between Borneo and Sumatra. Note that
the vertical resolution is around 10 m in the surface layers of the model, so such waves
will be imperfectly resolved in such shallow depths.
The subsequent westward propagation of the reflected Rossby wave along the off-
equatorial waveguide can be seen in the transition from day 35 to 65 (Figure 5.3(b) to
5.3(c)), and is similar to that observed (Chapter 2, Oliver and Thompson, 2010). At
the same time, the upwelling Rossby waves (negative SSH anomalies) have reached the
coast of Africa and have begun to reflect into an upwelling equatorial Kelvin wave. The
coastally trapped waves propagating along the northern coastal waveguide have circum-
navigated the Bay of Bengal and the Arabian Sea, with the westernmost positive SSH
anomalies reaching the southern coast of the Arabian Peninsula, as seen in models (Val-
sala, 2008) and observations (Chapter 2, Oliver and Thompson, 2010). The downwelling
coastal wave which propagated southwards along the west coast of Australia has generated
westward-propagating Rossby waves in the southern Indian Ocean while the anomalies
that propagated through the Maritime Continent have formed a downwelling equatorial
Kelvin wave in the Pacific (positive SSH anomalies at 140–160◦E on the equator).
Figure 5.3(d) shows the eventual SSH anomalies at 95 days along with the propagation
paths of the various wave responses. The thick black arrow shows the equatorial Kelvin
waveguide and subsequently the northern coastal waveguide, emphasised because this
waveguide retains energy within the tropical Indian Ocean. The thin black lines show
the southern coastal waveguide including the path through the Lombok Straits into the
Maritime Continent. The grey arrows and dashed boxes show the off-equatorial Rossby
waveguide. The arrival of the downwelling equatorial Rossby wave in the western Indian
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Ocean can be seen in this figure (positive off-equatorial SSH anomalies at 45–60◦E).
Coastal Kelvin waves have propagated all the way around the northern coastal waveguide
(shown by the thick black arrow) to arrive in the western Indian Ocean at the same time as
the equatorial Rossby wave. Once they reach the equatorial region they may contribute to
and reinforce the positive SSH anomalies there at around 100 days after the initial wind
forcing; we return to this question later. The propagation and timing of both the equatorial
Rossby and coastally trapped waves agrees well with observational composites of the free
wave response to MJO forcing (Chapter 2).
5.6.2 Sensitivity to latitudinal width of westerly wind forcing
Figure 5.4: SSH anomalies (cm) at day 95 for idealised westerly wind burst integrations with
differing latitudinal decay scales of the initial wind patch forcing, shown schematically by the
dashed ellipses. (a) 20◦, (b) control run; 10◦, (c) 5◦, (d) 1◦.
The sensitivity of the ocean response to the latitudinal Gaussian decay scale (Wφ) of
the wind patch is examined. Four experiments were carried out, with latitudinal decay
scales of 20◦, 10◦ (the control run), 5◦ and 1◦ (Figure 5.4). The peak amplitude τ0 is
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the same for all four simulations (0.1 N m−2), hence the wider wind bursts will input
more total energy to the ocean, as well as projecting differently onto the equatorial wave
meridional modes. As would be expected, there are larger SSH signals away from the
equator in the wider wind burst simulations, leading to stronger variability in the Bay
of Bengal and the Arabian sea. However, in the equatorial waveguide the sign of the
SSH anomalies changes between the simulations, with positive anomalies in the western
Indian Ocean in the 20◦ experiment but predominantly negative SSH anomalies in the
same region for the 1◦ and 5◦ simulations. The key result is therefore that the latitudinal
decay scale of the westerly wind burst can alter not just the magnitude, but also the sign
of the resulting equatorial anomalies 95 days later.
The relative strength of the various baroclinic modes (with their different vertical
structures and zonal propagation speeds) is also different between the simulations. Within
the equatorial waveguide, there are strong positive anomalies at 40–70◦E and 80–90◦E
clearly separated zonally by negative anomalies at 70–80◦E in the 20◦ experiment (Fig-
ure 5.4(a)), while narrower wind bursts lead to much less distinction and separation be-
tween the modes (zonally uniform negative near-equatorial anomalies in the 5◦ and 1◦
experiments). It therefore appears that varying the latitudinal decay scale of the wind
forcing leads to a different combination of baroclinic and meridional modes in the model
and subsequently a different equatorial SSH signal 95 days after the initial forcing. The
implication is that a westerly wind burst at the equator needs to have a latitudinal de-
cay scale greater than 5◦ latitude in order for the ocean forcing mechanism postulated in
Chapter 2 to be important.
5.6.3 Sensitivity to stratification and bathymetry
We now construct simulations with the same wind forcing as the control run but with
varying bathymetry and stratification to examine the interaction between Kelvin and shelf
wave modes along the coastal waveguide. The bathymetry is either the default model
bathymetry used in the control run (see Figure 5.1) or a “flat” bathymetry, set to zero
where shallower than 200 m and 4000 m elsewhere. The stratification is either the same
as the control, or a two-layer stratification comprising the surface potential density (ρ1 =
1022.1 kg m−3) in the top 12 model levels (∼200 m) and the bottom layer potential
5.6 Idealised westerly wind burst forcing experiments 109
density (ρ2 = 1027.8 kg m−3) in the lower 28 model levels (Figure 5.1). For the two-
layer configuration, we expect the ocean dynamics to consist solely of the barotropic
and first baroclinic mode waves, with coastal waves resembling pure Kelvin waves. The
propagation speed of the first baroclinic mode Kelvin wave for this configuration is
ce =
√
(ρ2 − ρ1)He
ρ1g
= 2.75 m s−1,
where He is the equivalent depth, i.e., the depth of the surface density layer. This phase
speed is in good agreement with the calculated first baroclinic mode equatorial Kelvin
wave phase speed for the Indian Ocean, which is typically between 2.6 and 2.8 m s−1
(Chelton et al., 1998). The estimated Kelvin wave phase speed for the model with full
40-layer stratification and the realistic (control run) bathymetry (Figure 5.2) is around
2.5 m s−1, so we expect the waves to propagate slightly faster in the two-layer config-
uration. To isolate the Kelvin wave response we construct Hovmo¨ller diagrams along
the equatorial Kelvin and coastal waveguides, as shown by the thick black arrow in Fig-
ure 5.3(d). Note that some of the reflected Rossby wave propagation can be seen in the
equatorial waveguide but this Rossby wave signal is relatively weak.
The first experiment is the most idealised, with just the 2-layer stratification and flat
bathymetry (Figure 5.5(a)). The downwelling first baroclinic mode Kelvin wave (posi-
tive SSH anomalies) propagates eastward along the equatorial waveguide to the coast of
Sumatra (point B) then anticlockwise around the Bay of Bengal to the southern tip of
India (point C) and onwards around the Arabian Sea to the Somali coast at the equator
(point A). This propagation is very clear and coherent, with minimal energy loss. The
arrival of the coastal Kelvin wave in the western Indian Ocean (point A) coincides almost
perfectly with that of the reflected Rossby wave which can be seen to a certain extent
in the equatorial waveguide (left hand side of Figure 5.5(a)). Interestingly, some of the
energy initially associated with the upwelling equatorial Rossby waves escapes into the
coastal waveguide near the tip of India (point C) where the coastal waveguide extends into
the equatorial domain. There may also be direct forcing of coastal waves here, although
the along-shore component of the westerly wind forcing will be small.
After the initial downwelling coastal Kelvin wave there are several wave signals of
both signs that can be seen propagating along the coastal waveguide. Some of these can
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Figure 5.5: Hovmo¨ller diagrams of SSH (cm) along the equatorial and coastal Kelvin-waveguides,
as shown by the thick black line in Figure 5.3(d). (a) 2-layer model with flat bathymetry, (b) 2-
layer model with sloping bathymetry, (c) full stratification but flat bathymetry, (d) full model with
sloping bathymetry. The transition between the equatorial and coastal waveguides is at 5800 km,
as shown by the black vertical lines. The letters A, B, C along the top axes correspond to the
locations marked in Figure 5.3(d).
be traced back to reflection of equatorial Rossby waves at the western boundary (point A);
for example, the negative SSH anomalies here at around day 40 reflect into an upwelling
equatorial Kelvin wave which reaches the eastern boundary (point B) around day 75. This
signal then propagates coherently around the coastal waveguide as an upwelling equatorial
Kelvin wave (negative SSH anomalies) to arrive just past point C at day 120. Similar
behaviour can be seen in the downwelling wave signal (positive SSH anomalies) that
reaches the western boundary around day 100, subsequently reflecting into an equatorial
Kelvin wave that arrives at point B at day 120.
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The effect of bathymetry is investigated by replacing the flat bathymetry with real-
istic sloping bathymetry (c.f. Figure 5.2), while keeping the idealised 2-layer stratifica-
tion (Figure 5.5(b)). This experiment shows less coherent propagation along the coastal
waveguide, whereas the equatorial propagation pattern in the open ocean (left hand por-
tion of the diagrams) is almost identical. The sloping bathymetry will lead to coastal
trapped waves with dispersive properties (Huthnance, 1975; Brink, 1982) and thus will
attenuate the signal as it propagates around the coastal waveguide. Thus it is unsurprising
that the downwelling Kelvin wave signal is relatively spread out and that the signal is
weaker by the time it reaches the western Indian Ocean.
The effect of using a realistic 40-layer stratification, but reinstating the idealised flat
bathymetry, is shown in Figure 5.5(c). The propagation of energy along the equatorial
waveguide is much more spread out than in the idealised 2-layer stratification experiments
(Figures 5.5(a,b)), probably due to the partitioning of wave energy between the multiple
baroclinic modes that are now allowed by the model. The coastal wave propagation is
clearly split into two baroclinic modes with different propagation speeds as shown by their
relative slopes on the Hovmo¨ller diagrams. As expected, the wave propagation is slightly
slower for this realistic stratification than for the two-layer configuration (Figure 5.5(a,b)),
with the peak in positive SSH at the western boundary (point A) occurring 10–20 days
later.
Finally, Figure 5.5(d) shows the corresponding Hovmo¨ller diagram for the control
simulation (as in Figure 5.3) with both realistic stratification and bathymetry. In this
figure, the two factors of energy partitioning between baroclinic modes and increased en-
ergy dispersion along the coastal waveguide lead to quite a different picture from Figures
5.5(a–c). The two baroclinic modes evident in Figure 5.5(c) are no longer apparent. The
propagation of the positive SSH anomalies along the equatorial waveguide is less coherent
compared with Figure 5.5(b), with weaker positive SSH anomalies at the western bound-
ary (point A) at days 100–120. In addition, the coastal wave signal spreads further in time
and space than in the other simulations, and becomes insubstantial before arriving in the
western Indian Ocean; the weak positive SSH signal on the equator at point A is primarily
due to the Rossby wave propagation. Therefore, in the real ocean, it seems likely that
the coastal waveguide will be less important than the equatorial Rossby waveguide for
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forcing MJO variability in the western Indian Ocean.
The simulations described above summarise the dynamical ocean response to ide-
alised WWBs associated with the MJO in the Indian Ocean. This consists of a combi-
nation of equatorial Kelvin and Rossby waves along with coastally trapped waves. Some
of the equatorial wave energy escapes along the southern coastal waveguide and into the
Maritime Continent, which subsequently leads to weak equatorial Kelvin wave activity
in the Pacific. The remainder returns across the Indian Ocean in the form of both equa-
torial Rossby waves and coastally trapped waves propagating along the northern coastal
waveguide. For realistic simulations, the interaction of wave modes along the sloping
bathymetry of this coastal waveguide leads to dissipation of this coastal signal before it
arrives in the western Indian Ocean. In contrast, equatorial Rossby waves do propagate
coherently across the width of the Indian Ocean, and arrive in the western Indian Ocean
around 100 days after the initial downwelling Kelvin wave was forced. There are also up-
welling wave signals (negative SSH anomalies) that are approximately half a cycle out of
phase with the downwelling waves. Multiple meridional and baroclinic wave signals are
seen, the distribution of which partly depends upon the latitudinal decay scale of the initial
wind forcing. The combination of these wave modes has the potential to critically alter the
dynamic ocean state along the equatorial waveguide, and is thus crucial for determining
the potential for triggering atmospheric convection and the MJO.
5.7 Realistic composite MJO wind forcing
The key processes in the dynamical ocean response to MJO-like wind forcing have been
determined in the idealised experiments of Section 5.6. In this section, the dynamical
ocean response to realistic MJO wind forcing is examined. We force the model with
composite MJOwinds globally (see Section 5.4). These composites consist of eight global
fields of the zonal and meridional components of the surface wind (one for each of the
eight Wheeler-Hendon MJO phases), which are then interpolated onto a daily time scale
by assuming a constant 6 day time interval between phases. This gives a 48-day cycle for
the MJO, which is consistent with previous definitions of the MJO life-cycle (Madden and
Julian, 1972, 1994). However, this emphasises the cyclical component of the MJO which
may not always be appropriate during periods of sporadic behaviour (Matthews, 2008),
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and will tend to smear out some of the freely propagating oceanic wave signals generated
(Chapter 2). Nevertheless, it is useful as a tool to investigate the key components of the
dynamical ocean response to the cyclical MJO. The simulation is run for two full cycles
of the MJO (i.e., 96 days), to allow processes occurring over the time scale of multiple
MJO cycles to be seen.
5.7.1 Global SSH anomalies
Figure 5.6 shows the SSH anomalies from the second MJO cycle of the simulation (i.e.,
day 54 to 96) in the left column, with the equivalent composites of observed SSH anoma-
lies in the right hand column. In general the agreement between the model and obser-
vations is strikingly good. There is more small-scale noise in the observations, which is
to be expected as the model is forced by the relatively low resolution 1◦ ECMWF winds
(compared with the 0.25◦ SSH data) and does not contain currents and their associated
eddies. The propagation of waves around the Indian Ocean in the model shows all the
same features as the observations, as does the propagation of SSH anomalies into the
Maritime Continent. Several of the features evident in the idealised westerly wind burst
experiment (Figure 5.3) are also evident in this composite simulation; the reflection of
equatorial waves at the eastern boundary is similar, as is the propagation of waves around
the coastal waveguide.
The modelled propagation of Kelvin waves across the equatorial Pacific appears con-
sistent with observations, although the subsequent generation of coastal waves and re-
flected Rossby waves at the eastern boundary is stronger and more coherent in the model
than in observations. There is also evidence in the model of equatorial Kelvin wave activ-
ity in the Atlantic, which is somewhat evident but less clear in the observations. A role for
the MJO in forcing dynamical variability in the Atlantic has been postulated previously,
but not proven (Chapter 2, Foltz and McPhaden, 2004; Han et al., 2008). Our results
indicate that at least a portion of this observed variability arises through wind forcing
associated with the MJO.
The conclusion of this simulation is that the majority of the observed SSH variability
composited relative to the MJO can be explained by the linear dynamical response to
surface wind forcing. This implies that other, nonlinear processes are less important,
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Figure 5.6: SSH anomalies (cm) (a–h) from the model run with cyclical composite surface wind
forcing, taken from days 54–96, corresponding to a full MJO cycle. (i–p) Composite SSH anoma-
lies (cm) from satellite altimetry observations for the equivalent MJO phases.
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although they may account for the decay in the equatorial Kelvin wave signals as they
propagate across the Pacific. There are also large coherent regions of SSH anomalies
outside of the equatorial waveguide in the Pacific, in both hemispheres. Additionally,
the model simulates the relatively large (>1.5 cm) variability of SSH in the Red Sea
noted in Chapter 2. The positive SSH anomalies in phase 7 coincides with strong south-
easterly wind anomalies over the preceding two MJO phases (not shown) which will lead
to anomalous inflow of water into the Red Sea and thus raise the sea surface; the reverse
process accounts for the negative SSH anomalies in phase 3. The variability in the Gulf of
Carpentaria found by Oliver and Thompson (2011) and in the observational composites
here is not reproduced in quite the same manner; the observed strong positive (negative)
SSH anomalies in phases 6–7 (2–3) correspond to a dipole pattern of SSH anomalies in
the model. It is not clear what causes this discrepancy, but it may be due to inaccurate
representation of the shallow bathymetry of the area in the model, or due to other surface
processes not included in this model.
5.8 Realistic primary Madden-Julian event wind forcing ex-
periment
We now move to the question of how ocean dynamics might force primary Madden-Julian
(MJ) events. In Chapter 3 we investigated this question using a combination of composite
and case study analysis applied to observational data. Here, we will examine the case
study of the primary event starting on 24 September 2004 in further detail, by attempting
to simulate the oceanic equatorial Rossby wave activity that preceded the triggering of
this event. Four experiments are run. The first uses the observed winds for the 150
days previous to the start of the primary MJ event to drive the ocean circulation, i.e.,
wind forcing from 27 April 2004. The later experiments use the winds for the 120 days,
50 days and 30 days previous to the start of the primary MJ event, respectively. This will
allow insight into the key components of the atmospheric forcing necessary to generate
this oceanic equatorial Rossby wave.
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5.8.1 150 day experiment
Figure 5.7(a) shows the observed SSH and SST anomalies in the off-equatorial Rossby
waveguide for the 100 days prior to the initiation of the event of 24 September 2004, until
10 days after the event. Note that day zero of the primary event (i.e., 24 September 2004)
is defined to be the maximum principal component amplitude during “phase A” of the
MJO, following the definition of Matthews (2008). Therefore, the actual initiation of the
convection associated with this MJ event occurs around 10–15 days earlier, as shown by
the OLR anomalies (dashed contours in Figure 5.7(b)).
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Figure 5.7: (a) Hovmo¨ller diagram of observed off-equatorial SSH (cm; shaded, see legend) and
SST anomalies (contoured at ±0.3◦C, negative contour dashed) averaged over 2–5◦N and 2–5◦S
for the 100 days preceding the primary event of 24 September 2004. (b) Hovmo¨ller diagram of
off-equatorial SSH from the model run forced by observed winds for the 150 days preceding the
primary MJ event and observed equatorial (5◦S–5◦N) OLR anomalies (contoured at ±15 W m−2,
negative contour dashed) from day−100 to+10. (c) Surface zonal wind stress anomalies (Nm−2)
averaged over 10◦N–10◦S and: 40–100◦E (red line); 70–80◦E (black line). (d) Hovmo¨ller diagram
of equatorial (2◦N–2◦S) SSH from the same model run as (b) but for days −150 to −100.
The arrival of the downwelling Rossby wave in the western Indian Ocean can be
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clearly seen in Figure 5.7(a), as can the resultant positive SST anomalies, as shown by the
diagonally-oriented solid contours in the western Indian Ocean between days −60 and
+10. The location and timing of the warm SST anomalies agree well with the initiation
of the convective anomalies associated with the primary MJ event (dashed contours in
(b)). There are likely to be other factors influencing the triggering of this event. For
example, there are cold SST anomalies (dashed contours in Figure 5.7(a)) in the eastern
Indian Ocean that are associated with suppressed convection in this region that may induce
circulation that is favourable for the initiation of convection in the western Indian Ocean.
In addition, there is some evidence for a weak convective signal that circumnavigates the
globe following the convective activity in the Pacific at lag −50 (not shown) and may
also be favourable for the triggering of the event. Nevertheless, given the strength of the
dynamically-induced SST anomalies, it seems reasonable to conclude that the arrival of
the downwelling Rossby wave has a role in triggering this primary MJ event, following
the arguments of Chapters 2 and 3.
When the model is forced using observed winds over the 150 days prior to the pri-
mary event of 24 September 2004, it is able to simulate the observed wave propagation
with reasonable accuracy (compare SSH anomalies in panels (a) and (b) in Figure 5.7).
The magnitude of the SSH anomalies is somewhat smaller in the simulation than in the
observations, but the pattern of anomalies agrees well, albeit with less small-scale noise
than the observations. These differences may be due to erroneous noise in the observa-
tions, to genuine variability not captured in the temporally filtered 1◦ wind forcing, or
possibly to variations in the propagation speed of the Rossby waves between the model
and observations. There appear to be two distinct downwelling Rossby wave signals: one
(wave A) which is triggered by reflection of the downwelling Kelvin wave arriving at the
eastern boundary (Figure 5.7(d)), and a later one (wave B) that begins near the eastern
boundary at day −60 and appears to be augmented by local wind forcing around day
−40. The combination of these waves appears to generate the broad region of positive
SSH anomalies in the western Indian Ocean around days −20 to −10. The latter wave
(wave B) continues to propagate westwards after the MJ event is triggered, and is further
amplified following the subsequent easterly winds (days +10 to +30; not shown). How-
ever, wave B may be somewhat less important than wave A for triggering the primary
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event itself, judging by the location at which convection is triggered (west of 50◦E at day
−10).
5.8.2 Re-emergence of dynamical ocean anomalies
Analysis of the zonal wind averaged over 10◦N–10◦S in the Indian Ocean (Figure 5.7(c))
shows that there was a long interval of relatively weak equatorial winds during boreal sum-
mer (approximately day −120 to −50), with only a slight increase in variability in the 50
days preceding the primary event. However, around day −140 there was a large westerly
wind burst, especially intense in the region of 70–80◦E (black line in Figure 5.7(c)). This
appears to be linked to the triggering of the downwelling equatorial Kelvin wave shown
in Figure 5.7(d). The winds remain westerly for a period of 20 days after this wave is
triggered, further intensifying the signal.
There is also an easterly wind burst around day −40 which may be partly responsible
for the intensification and rapid westward propagation of wave B around day −40 in
Figure 5.7(b). It is likely that the period of relative quiescence between days−120 and day
−40 is partly due to the northward displacement of the monsoonal circulation and MJO
during boreal summer (Wang and Rui, 1990). The westerly wind burst which triggers the
initial equatorial Kelvin wave is thus probably associated with the last major MJO cycle
of the boreal spring season (140 days prior to 24 September is 7 May).
A key result is therefore that a westerly wind burst in the central Indian Ocean associ-
ated with a strong MJ event can trigger equatorial wave activity in the Indian Ocean that
can affect the MJO 140 days (approximately five months) later. This is associated with the
“re-emergence” of SST anomalies generated by ocean dynamics forced by wind variabil-
ity during the preceding boreal spring and subsequently leading to convective anomalies.
140 days is an extraordinary lead time for the MJO, for which predictability is normally
limited to around three weeks (Love and Matthews, 2009; Kang and Kim, 2010; Vitart
and Molteni, 2010; Rashid et al., 2011). Thus, even the relatively short lead time associ-
ated with the easterly wind forcing at day −40 suggests the potential for unprecedented
predictability.
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5.8.3 Sensitivity to length of wind forcing history
Although we have clearly shown that 150 days of wind forcing simulates the observed
wave propagation preceding the primary MJ event of 24 September 2004, it remains an
open question whether it is possible to simulate similar dynamics with a shorter period of
wind forcing. It is possible that a similar SSH structure could be generated without the
westerly wind burst at −140 days. We now turn to this question by examining Hovmo¨ller
diagrams of Rossby wave propagation from such model simulations integrated over a
shorter period of wind forcing (Figure 5.8). The observed SSH anomalies are reproduced
in each panel to facilitate comparison. The run with 150 days of wind forcing (Fig-
ure 5.8(a)) shows that the model SSH anomalies agree broadly with the location of the
observed anomalies, although the fit is not exact, as discussed above.
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Figure 5.8: Hovmo¨ller diagrams of model SSH (cm; shaded, see legend) and observed SSH
anomalies (contoured at ±1 cm, negative contour dashed) for the 100 days preceding the primary
event on 24 September 2004. The model integrations were forced with observed wind stress, and
started at (a) 150 days, (b) 120 days, (c) 50 days, (d) 30 days prior to the start of the primary MJ
event on 24 September 2004 (day 0).
When the model is forced only with observed winds over the preceding 120 days
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(Figure 5.8(b)), there is little if any evidence of the Rossby wave generated by reflection at
the western boundary in panel (a). This is unsurprising given that this wave can be traced
back to wind forcing that occurred before the 120 day cut-off. There are some positive
SSH anomalies along the propagation path of wave A, which may be locally forced, but
these do not propagate coherently as a Rossby wave. However, there is evidence of an
upwelling Rossby wave which propagates from the eastern Indian Ocean before being
largely over-ridden by the broad region of positive SSH anomalies between 60◦ and 90◦E,
associated with wave B and forced by the easterly wind anomalies around day −40. The
positive SSH anomalies associated with this downwelling wave (wave B) do propagate
relatively coherently, but do not create a broad region of positive SSH anomalies between
days −20 and −10, in time for triggering the primary event.
Panels (c) and (d) show the results from shorter simulations. For the simulation with
50 days (Figure 5.8(c)), wave B is strongly evident; more so than for the 120 day simu-
lation since the preceding upwelling Rossby wave is not simulated. The SSH anomalies
do not agree well with the location and timing of the observed SST anomalies but could
still have a role in enhancing the convective anomalies of the primary MJ event. However,
from Figure 5.8(d), it is clear that 30 days of wind forcing is not sufficient to generate any
positive SSH anomalies locally in the western Indian Ocean. We therefore conclude that
the ocean dynamics are not merely a response to wind forcing in the few weeks before
the primary event, but rather a response to wind forcing from more than a month before.
Furthermore, the role of the westerly wind burst five months previously is confirmed as
being important to the triggering of the primary event.
5.8.4 Rossby wave vertical structure
We now analyse the vertical structure of the model Rossby waves in order to investigate
the magnitude of the thermocline displacement associated with the SSH perturbations.
Figure 5.9 shows depth-longitude sections for the surface 450 m over 45–95◦E in both
our model and “observations” from the ECCO ocean state estimate (Wunsch and Heim-
bach, 2007). In both the model and observations, the downwelling wave can be traced in
the form of negative density anomalies back to the eastern boundary at day −100. These
anomalies are maximum around 100 m depth but extend coherently into the deep ocean
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with a slight westward tilt with increasing depth. This tilt implies upward phase propaga-
tion and downward energy propagation and has been observed in equatorial Kelvin waves
for the Pacific Ocean forced by the MJO (Matthews et al., 2007, 2010). The coherent
propagation across the width of the Indian Ocean reinforces the hypothesis that the wave
activity can be traced back to reflection of the equatorial Kelvin wave incident on the
eastern boundary prior to day −100.
One difference between the model and the observations is in the near-surface density
anomalies, especially in days −60 to 0. The model shows a persistent surface layer of
positive density anomalies overlying the negative density anomalies associated with the
downwelling Rossby wave, while this layer is much more broken in the observations.
This is likely to be associated with surface thermodynamic and precipitation processes
not included in our simulations, which will act to modify the density of the surface layers.
In addition, nonlinear processes and mixing by near-surface currents are not present in the
model and may also play a role.
5.9 Discussion
5.9.1 Ocean Dynamics
Our results show that the observed wave propagation can be simulated by a simple ocean
model linearised about a resting basic state. This realistic behaviour is evident even from
model simulations forced by an idealised Gaussian westerly wind burst on the equator in
the Indian Ocean. The subsequent wave propagation shows many of the features identi-
fied in previous studies of the dynamics of this ocean basin in response to wind forcing by
the MJO (Chapter 2, Oliver and Thompson, 2010). Crucially, the arrival of downwelling
oceanic equatorial Rossby waves in the western Indian Ocean around 90 days after the
initial wind burst agrees with the findings of Chapter 2 and with hypotheses of coupling
between the atmosphere and the ocean dynamics on such time scales (Han et al., 2001;
Han, 2005; Fu, 2007). The western Indian Ocean is an important region in which forcing
by oceanic equatorial Rossby waves can influence atmospheric convection due to the rel-
atively shallow thermocline, higher rates of entrainment cooling (McCreary et al., 1993)
and thus increased correlation between SSH and SST anomalies (Xie et al., 2002). It is
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Figure 5.9: Vertical profiles of density anomalies (kg m−3; shaded, see legend) for the 100 days
preceding the primary event on 24 September 2004 in: (a–f) the model simulation forced by
observed winds over the 150 days prior to the primary event; (g–l) “observations” from the ECCO-
GODAE ocean state estimation. (a,g) day−100, (b,h) day−80, (c,i) day−60, (d,j) day−40, (e,k)
day −20, (f,l) day 0.
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worth noting that the model does not contain the complex equatorial current systems of
the Indian Ocean, which would be expected to alter the phase speed of Rossby waves
through Doppler shifting and by altering the meridional vorticity gradient through which
they propagate (McPhaden and Ripa, 1990). Therefore the location of the waves in time
and space may vary between model and observations.
The model reproduces the observed propagation of coastally trapped waves, both
southwards along the coasts of Sumatra and Java into the Maritime Continent and north-
wards around the Bay of Bengal. This latter coastal waveguide continues around the tip
of India, where wave energy may escape from the equatorial waveguide or be triggered
by near-equatorial winds. Coastally trapped waves continue to propagate around the Ara-
bian seas and arrive in the western Indian Ocean at around the same time as the equatorial
Rossby waves. This coincidence in timing led us to hypothesise in Chapter 2 that the
propagation of anomalies along the coastal waveguide could contribute to feedbacks onto
the MJO. This hypothesis is consistent with the results of a two layer model with flat
bathymetry, in which the coastal Kelvin wave arrives at the same time as the equato-
rial Rossby wave. However, simulations with more realistic stratification and bathymetry
suggest that interactions between baroclinic modes and barotropic shelf wave modes lead
to higher levels of energy dispersion such that the coastally trapped wave signal never
reaches the western Indian Ocean. Therefore we can conclude that it is the oceanic equa-
torial Rossby wave dynamics that are important for understanding coupling between the
MJO and the dynamics of the Indian Ocean.
Another constraint on the potential for feedbacks from the ocean dynamics onto the
MJO appears to be the latitudinal decay scale of the westerly wind burst which generates
the initial wave activity. In order for the eventual SSH anomalies to be coherent, it appears
that the Gaussian westerly wind burst must have a latitudinal decay scale greater than 5◦
(10◦ is certainly sufficient). Narrower wind bursts change not just the magnitude but also
the sign of the eventual equatorial anomalies, with substantially altered spatial patterns
for the SSH anomalies. It is hypothesised that this difference between the simulations
is due to different projections of the initial wind forcing onto meridional and baroclinic
wave modes. This variation in the dynamic response suggests that atmospheric variability
needs to be coherent over a relatively broad latitudinal range, centred on the equator, in
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order to effectively force dynamical variability in the equatorial oceans. In addition, the
boreal summer MJO, which exhibits less coherent variability around the equator (Wang
and Rui, 1990) will probably be less effective in forcing such dynamics.
When the model is forced by realistic composite MJO winds globally, it is able to
replicate the observed composite SSH anomalies. This is an important result as it rein-
forces the notion that the global SSH response to the MJO is a simple product of the linear
dynamic response to surface momentum flux; nonlinear and thermodynamic effects are
not required and neither is a realistic ocean circulation. We might therefore infer that the
interannual variability of the ocean will have a relatively minor effect on the dynamical
ocean response to the MJO which will be predominantly a linear addition to this low-
frequency variability.
In addition, this model run highlights some intriguing characteristics of the global
dynamic ocean response to the MJO. For example, there is evidence of equatorial Kelvin
wave propagation in the Atlantic which subsequently can be seen to propagate in both
directions along the coast of Africa. Such behaviour has been seen by Polo et al. (2008),
but has not previously been attributable to the MJO; our results suggest that at least a
portion of this can be attributed to a local linear response to wind variability associated
with the MJO. The model also simulates substantial SSH variability in the Red Sea, in
agreement with observations (Chapter 2) but fails to simulate the observed SSH variability
in the Gulf of Carpentaria (Oliver and Thompson, 2011). Such forms of local variability
are likely to have a substantial impact on biological productivity due to variations in the
upwelling of nutrients. This would build upon existing research that has established a role
for theMJO in generating chlorophyll variability through such mechanisms (Waliser et al.,
2005; Isoguchi and Kawamura, 2006).
5.9.2 Primary Events
A model simulation with observed winds over the 150 days preceding the primary MJ
event of 24 September 2004 reproduces closely the observed SSH variability which has
previously been implicated in triggering this primary event (Chapter 3). A westerly wind
burst 140 days before the primary event is implicated in generating a downwelling Kelvin
wave which subsequently reflects into the first of two Rossby wave signals seen (wave
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Figure 5.10: (a) as in figure 5.7(c) but rotated by 90◦. (b) Hovmo¨ller diagram of OLR anomalies
(W m−2; shaded, see legend) averaged over 15◦N–15◦S for the period from 150 days prior to until
30 days after the primary event on 24 September 2004.
126 Dynamical ocean forcing of the MJO at lead times of up to five months
A). This wave propagates westwards to arrive in the western Indian Ocean shortly be-
fore the initiation of convection, although there is a slight difference in the propagation
speed of this wave between model and observations. Simulations with shorter periods of
wind forcing are less successful at replicating the observed dynamics, although 50 days
is sufficient to generate the latter portion of the wave activity observed (wave B). From
the observations of SST and OLR, it appears that wave A is at least as important as wave
B (indeed, probably more so) in generating the warm SST anomalies which prime the
atmosphere for convection. The reduced convection in the eastern Indian Ocean that pre-
cedes the initiation of the primary event may also be influential through modifications to
the atmospheric circulation; these reduced convective anomalies coincide with cold SST
anomalies that may be partly driven by the preceding upwelling Rossby wave.
To put these forcing events into context, Figure 5.10 shows the intraseasonal OLR
anomalies averaged over 15◦N–15◦S for the period from 150 days prior to 30 days after
the primary event of 24 September 2004. The westerly wind burst around day −140
can be clearly linked to intense convective activity over the eastern Indian Ocean region
(negative OLR values below −25 W m−2 between 65–100◦E in early May). This is one
of the last strong cycles of MJO activity of the boreal spring season, which is followed
by relatively weak and incoherent anomalies during the summer season when convection
shifts north of the equator (Wang and Rui, 1990). The MJO becomes organised again in
a cyclical sense in late September and early October. This re-invigoration of the MJO
begins with the primary event on 24 September, which coincides with the re-emergence
of ocean anomalies forced by a westerly wind burst before the summer period. There may
also be a role for atmospheric variability, including the component of the MJO that exists
to the north of the equator over the summer months, but it seems likely that the ocean
dynamics at least play a role in triggering the primary event in question.
The key conclusion of this chapter is therefore that the ocean dynamics act to integrate
intraseasonal wind forcing over as much as five months and can subsequently trigger a pri-
mary MJ event. In the case study of 24 September 2004, the wave activity is triggered by
the last major episode of MJO variability before the summer season. The equatorial waves
propagate almost freely back and forth across the Indian Ocean, before being reinforced
by a second Rossby wave, triggered by easterly wind anomalies around 40 days prior to
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the primary event. Thus an MJ event is able to influence another one four cycles later.
Although we have only presented results from one case study, composite analysis sug-
gests that downwelling Rossby waves are consistently important for triggering primary
MJ events (Chapter 3). Therefore, although the specifics will vary, it is likely that inter-
action between intraseasonal atmospheric variability and the ocean dynamics, with their
differing time scales, is at least partly responsible for the sporadic nature of the MJO.
This potential for coupling between the intraseasonal atmospheric variability and dy-
namic ocean processes occurring at a longer time scale also brings the potential for fore-
casting MJO activity at long lead times. Given that current state-of-the art forecasts of the
MJO only exhibit skill up to 20–25 days (Love and Matthews, 2009; Rashid et al., 2011),
a process which is predictable over 140 days is exceptional. The degree to which the
ocean dynamics can be used to forecast the MJO remains to be tested, but it is likely to be
strongest during periods of reduced MJO activity, when forecast skill is low (Jones et al.,
2004). These results emphasise the importance of monitoring the equatorial Indian Ocean
using combinations of moored buoys and ARGO floats, in combination with satellite data,
to potentially facilitate such predictions.
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Chapter 6
Conclusions
6.1 Summary
Despite four decades of study, the MJO remains incompletely understood. It is the dom-
inant source of variability in the tropical atmosphere-ocean system (Madden and Julian,
1994; Lau and Waliser, 2005; Zhang, 2005) and generates anomalous circulation and
rainfall on a global scale (Matthews et al., 2004; Donald et al., 2006). As such, it is very
important that we improve our understanding of it, along with our ability to predict it.
However, there is a large gap in understanding, particularly of the potential interaction
with ocean dynamics. It is known that MJO-induced equatorial ocean waves can trigger
El Nin˜o events (Kessler et al., 1995; McPhaden, 1999; Zavala-Garay et al., 2005), but
there is little understanding of how these same ocean dynamics might influence the MJO
itself.
To elucidate the role of the dynamic ocean response to the MJO, and to determine the
degree to which this can be seen as a component of the MJO, we have conducted studies to
answer a number of sub-questions within this larger remit. Not all of these were apparent
on beginning the PhD, but instead became evident as the answers to the initial questions
threw light on other questions in turn. The fundamental question behind Chapter 3 was
conceived following the results of Chapter 2, and the motivation for the modelling studies
in Chapter 5 was inspired by the results of the previous two chapters.
The first goal of this thesis was to quantify the dynamic ocean response to the MJO,
in a concise and coherent manner. Prior to this there had been no attempts to define the
generic response of the ocean dynamics to the MJO throughout its life cycle. The details,
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mechanism and implications of this response were also in need of investigation. The
second question was to understand how the ocean dynamics might then feed back onto
the MJO, and to investigate any resonance that might occur between the two systems. This
was partly motivated by previous work that had shown the existence of resonant modes
within the Indian Ocean at time scales similar to that of the MJO (Han et al., 1999, 2001;
Han, 2005; Fu, 2007). The results of this work motivated the assessment of the potential
for the ocean dynamics to trigger MJ events, especially primary MJ events that are not
preceded by any other triggers. Finally, it was necessary to understand what constraints
there might be on this interaction, feedback or forcing by the ocean, either due to the
ocean dynamics, the atmospheric forcing or the basic state against which the variability is
manifest.
6.2 Progress
Quantification of the dynamical ocean response to the MJO was achieved observationally
in Chapter 2, with further refinements made by the theoretical model studies of Chapter 5.
From these results, it can be concluded that there is a large, long lived and temporally
coherent response. This includes equatorial wave activity in all ocean basins, dynamic
variability in the Red Sea and the Gulf of Carpentaria, and extra-tropical responses. In ad-
dition, there is significant coastal wave activity in the Indian Ocean, in theMaritime Conti-
nent and (to a lesser extent) along the coasts of the Americas and Africa. These constitute
far-reaching oceanographic impacts, with implications for the Indonesian Throughflow,
equatorial and coastal current systems, upwelling in shelf seas and will in turn influence
ocean biology and chemistry. The deep ocean response seen by Matthews et al. (2007,
2010) has also been verified by the results of Chapter 5. Many of these oceanographic
responses deserve further study in their own right, such as analysis of the response in the
Red Sea, investigation of the ITF variability in response to the MJO and the influence of
the dynamic ocean component of the MJO for biology.
The potential for feedbacks from the dynamical ocean response to the MJO has been
considered throughout each of the chapters. Chapter 2 considered this as a resonant cou-
pling between the MJO (with a nominal time scale of ∼45 days) and the ocean dynamics
(with a nominal time scale of ∼90 days, or exactly double the nominal time scale of the
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MJO). This led to the concept that the ocean dynamics feed back onto the next-but-one MJ
event, supported by composites of SSH compared with composites of SSH, surface heat
fluxes and OLR. This conceptual framework sets the ocean dynamics as a key component
of the MJO, that will enhance its low-frequency variability. The shoaling thermocline in
the western Indian Ocean provides a constraint on the location of this feedback mecha-
nism and may help explain why the majority of MJ events form here (Matthews, 2008).
However, it is necessary to invoke chaotic interactions between the many feedback or ini-
tiation mechanisms for the MJO to explain why the dynamical ocean component is not
more strongly resonant, or more consistently evident as a triggering mechanism. Assess-
ing the degree to which these various mechanisms are important is a key question for
future research.
We now turn to the potential for the ocean dynamics to trigger primary MJ events.
Within this conceptual framework it is preferable to view the ocean dynamics as evolving
freely after triggering by some unknown atmospheric forcing at some time previously.
The source of the waves is not important here, only the impact that the waves have on
the subsequent initiation (or otherwise) of MJO activity. This was assessed in Chapter 3
using the methodology of Matthews (2008) to distinguish between ‘primary’ and ‘suc-
cessive’ MJ events. Analysis of primary events provides a clean framework in which to
assess the impact of the ocean dynamics on the MJO, since it allows observed oceanic
anomalies to be robustly attributed to cause rather than effect (assuming the processes are
not merely coincidental). This is in contrast to composites of cyclical MJO activity when
the effects from one event cannot be separated from the causes of the next. Applying
this methodology to the ocean dynamics shows that equatorial ocean Rossby waves ap-
pear to be a consistent and important trigger for such primary events. There is some, but
relatively little, evidence of equatorial ocean Rossby waves triggering successive events,
which emphasises that the ocean dynamics are more influential for the MJO when other
atmospheric triggering mechanisms are not active. The results of Chapter 3 are also con-
sistent with the concept that the ocean dynamics enhance the low-frequency tail of the
MJO, since the primary events have a lower frequency spectral signature by definition.
This will also act as a mechanism to enhance the sporadic behaviour of the MJO. The im-
plications of this chapter are all the more important due to the lack of other, atmospheric
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triggers for primary MJ events; they were difficult to explain prior to the discovery of the
ocean dynamics as a triggering mechanism (Matthews, 2008). The results of Chapter 5
show how these waves can originate from previous MJO activity many months previously,
which suggests that they are indeed a component of the MJO, albeit perhaps in a different
and more complex sense than that suggested by the results of Chapter 2. The modelling
studies of Chapter 5 also highlight how the waves, and thus the MJO behaviour, is poten-
tially predictable over time scales of around 140 days, which is exceptional in the context
of the MJO. This also provides some hope for forecasting the MJO when it is not already
active, which has previously been a particularly difficult challenge (Jones et al., 2000).
The final question was to understand further the details of the dynamical ocean pro-
cesses that are important to the interactions outlined above, and thus any constraints on
the strength of this feedback from the ocean dynamics. This was achieved by the idealised
modelling experiments described in Chapter 5. The first result of this was to support the
notion that a westerly wind burst can lead to the propagation of Kelvin and Rossby waves
coherently such that the reflected Rossby wave arrives back in the western Indian Ocean
around 90 days after the initial Kelvin wave was forced, as postulated in Chapter 2. This
supports the concept that reflection at the eastern boundary of the Indian Ocean is impor-
tant to the feedback, as opposed to direct forcing of Rossby waves by easterly surface wind
stress being the primary mechanism. The relative importance of this reflection as opposed
to the propagation of coastal waves around the northern boundary of the Indian Ocean
has also been established, since realistic coastal topography modifies the wave properties
such that they become dispersive and decay to insubstantial amplitudes before reaching
the western Indian Ocean. The latitudinal width of the wind forcing has also been inves-
tigated and found to have profound implications for the feedback; modifying this width
changes not just the magnitude but the sign of the eventual SSH signal in the western
Indian Ocean. This could point to the MJO as a particularly suitable forcing mechanism
due to its comparatively broad spatial scale.
6.3 Limitations
The limitations of the methods applied throughout this thesis are mostly due to the rel-
atively short period for which the data are available (the most important being the SSH
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data as an indicator of the equatorial waves, for which 20 years of data are now available),
compared with the time scale of the processes investigated. This leads to fairly small sam-
ple sizes and limits the confidence in the results somewhat, especially for primary events
where the number of samples is less than 20. The compositing technique used throughout
is well suited to this sort of study since it does not assume linearity between the response
at different phases of the MJO. However, the different time intervals between phases of
the MJO does lead to some conflation of processes occurring with different time scales.
This has been overcome by using time-lagged composites to more clearly reflect the time
evolution of composited processes.
The SSH data set used is generally accurate, with the biggest errors arising out of
aliasing tidal signals; this is especially problematic in regions with large tidal amplitudes,
so the results should be interpreted with caution near the coastlines (Fu et al., 1994; Le
Traon et al., 1994; Schlax and Chelton, 1994). The SST data from the TRMMMicrowave
Imager (TMI) have been found to have smaller biases than the more commonly used
infrared SST data (Stammer et al., 2003) and have better variance (Harrison and Vecchi,
2001; Klingaman et al., 2008), partly due to the better spatial coverage of this data since
microwaves are not absorbed by clouds. Nevertheless, there are still concerning biases and
uncertainties in the data set (Ricciardulli and Wentz, 2004). In addition, there are missing
data points due to heavy rainfall, which were filled in through temporal interpolation,
potentially leading to small errors.
The other data used were primarily from reanalysis products; these are generally reli-
able, with the caveat that where observations are sparse, the data are not much better than
model output. This is concerning over the ocean regions, but the use of satellite data and
surface ocean observations from buoys, ships and Argo floats have improved the situation
somewhat (Dee et al., 2011). Of particular concern in atmospheric reanalysis products are
the hydrological cycle and the temporal consistency of the data. All of these have been
substantially improved in the ERA-interim data used here relative to previous reanalysis
products (Dee et al., 2011). The choice of ERA-Interim data is also supported by the
fact that the ECMWF model on which this is based has one of the best simulations of
the MJO (Vitart and Molteni, 2010). The accuracy of the ECCO ocean state estimate is
assessed by Wunsch and Heimbach (2007). In many ways this is similar to atmospheric
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reanalyses and has similar problems, although temporal consistency is assured due to the
different methodology used for assimilating data in ECCO. The advent of Argo floats is
particularly useful for such oceanic reanalyses, especially for deep ocean variability; it is
thus reassuring that the Argo floats were widely assimilated into ECCO prior to the main
(September 2004) case study used in Chapters 3 and 5 (Wunsch and Heimbach, 2007).
The limitations of the linear model were discussed in Chapter 4. These are predom-
inantly due to the idealised nature of the model and the lack of currents or atmosphere-
ocean interaction in the model. These simplifications limit the generality of the conclu-
sions that can be derived from using the model, but do not fundamentally undermine its
usefulness. Indeed, as outlined in Chapter 4, there are many ways in which such an ide-
alised model is very well suited for studying the questions posed in Chapter 5. In particu-
lar, such a model allows a clean analysis of the dynamic ocean response in the absence of
coupled or non-linear interactions that would complicate the interpretation of the results.
6.4 Questions and future research
There remain various important questions concerning the potential for feedbacks from the
dynamical ocean response to the MJO. Foremost amongst these is to determine the rela-
tive strength of this feedback mechanism compared with the others that are well known.
However, this is not easy to investigate, since the nature of the MJO consists of com-
plex interactions between many of the mechanisms, so separating out the influences from
each would be very difficult, as would distinguishing between cause and effect within
such interactions. Numerical modelling studies where some mechanism is suppressed or
added can be fruitful, as in, e.g., Ray et al. (2009), but may still miss interactions be-
tween the mechanism studied and other key processes. Alternatively, idealised models
could be devised to simulate some of the important processes and the resulting simulation
compared with observed MJO behaviour. The most applicable methodology for assessing
the strength of the ocean dynamical feedback suggested here would be to impose SST
anomalies similar to those observed into a coupled model, followed by a comparison be-
tween statistics of MJO initiation with or without this forcing. However, thermodynamic
coupling would not be simulated in such an approach. A more conceptual approach to
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simulate the overall implications for this mechanism compared with others would be in-
teresting if such a model could be devised, but it is not clear how feasible it would be to
make such a model sufficiently realistic.
The evidence presented here is strongly suggestive of a role for the ocean dynamics in
influencing MJO behaviour, but confidence in this is limited by the small sample size, as
discussed above. Further analysis once more data become available (after a decade or so)
would be a useful test for this hypothesis. In addition, specific observational campaigns
could provide detailed information on the structure of the equatorial ocean Rossby waves
and might allow some insight into the key processes that link these dynamic processes to
SST anomalies.
It is likely that the seasonal cycle and interannual variability could have a major ef-
fect upon the proposed feedback mechanism. In Chapter 2 it was shown that there is an
apparent difference in the Rossby wave propagation speed between the summer and win-
ter months. This would have a fundamental impact on the influence of the waves upon
the MJO, especially with regard to resonance between the MJO and the ocean dynamics.
However, further work is necessary to quantify the impact that the seasonal cycle in the
equatorial current systems of the Indian Ocean would have on the wave propagation. It
would be enlightening to investigate whether the wave propagation speeds are indeed fun-
damentally different between the seasons, for example. Analysis of ocean GCMs or the
ECCO ocean state estimate could also allow direct comparison between the seasonally-
varying current velocities and the intraseasonal wave propagation, as could more idealised
GCM studies. For instance, using the model in Chapter 5 it would be possible to assess the
degree to which such discrepancies between seasons could be ascribed purely to changes
in atmospheric forcing, rather than to changes in the equatorial currents.
Another impact of interannual variability and the seasonal cycle would be to alter the
mixed layer depth and thus change the magnitude of the SST signal generated by the
downwelling Rossby waves. It appears that the waves are more effective at generating a
positive SST signal upon arrival in the western Indian Ocean, where the thermocline is
shallow and there is a known stronger correlation between SSH and SST (Xie et al., 2002).
Therefore it seems reasonable to suppose that seasonal, or indeed interannual, variability
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in the thermocline depth here would make the feedback either stronger or weaker, de-
pending on the sign of the depth anomaly. Further work could investigate whether the
resonance between the atmospheric variability and the ocean dynamics is stronger during
periods when the thermocline is shallow. If this were the case, the dynamical ocean com-
ponent of the MJO could have a profound influence on the interannual and interdecadal
variability of the MJO and could be crucial in understanding such variability. However,
it would be difficult to assess such processes associated with primary MJ events due to
their relatively small sample size; subdividing this sample would push the boundaries of
statistical robustness.
Another question that may deserve further research is whether the waves have any
influence on ‘terminal’ MJ events, where an active MJ event does not generate another.
Considering the many triggering mechanisms that are known to exist when the MJO is
active, it is intriguing to question whether the ocean dynamics might have a role in shutting
down theMJO. This could be readily investigated using a similar methodology to that used
in Chapter 3.
Testing the predictability gained by an improved understanding of such processes
would be a useful next step. Given that numerical simulations of the MJO have a limit of
around three weeks on predictability, it is on time scales of 2–4 weeks that the mechanism
presented here might make substantial improvements to such forecasts. For example, if
a downwelling Rossby wave were present in the central Indian Ocean in the initial con-
ditions of a monthly forecast, there might be increased likelihood of an MJ event being
triggered some weeks later. This could be tested by modifying the initial ocean conditions
in an ensemble of hindcasts prior to a primary MJ event, and testing for increases in the
hindcast skill.
6.5 Conclusion
The primary conclusion of this thesis is that the ocean dynamics form an integral compo-
nent of the MJO. It is now evident that one should not view the MJO in isolation from the
propagation of equatorial ocean waves that it generates. The dynamical ocean component
is large and has important and wide-reaching implications for oceanography. Feedbacks
from the ocean dynamics can lead to a resonance whereby the 90 day oscillations in the
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Indian Ocean resonate with the 45-day oscillations of the MJO. Forcing by the ocean
dynamics can trigger primary MJ events that previously had no apparent triggers, high-
lighting the potential for the ocean dynamics to enhance the sporadic nature of the MJO.
In addition, the predictability of these waves suggests that it may be possible to improve
forecasts of the MJO during periods when it has previously been most difficult to predict.
In future it could be possible to enhance real-time prediction of the MJO using sustained
observational monitoring of the Indian Ocean through Argo and mooring data.
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Acronyms
BADC British Atmospheric Data Centre
CFL Courant-Friedrichs-Lewy
DJF December–February
ECCO Estimating the Circulation and Climate of the Ocean
ECMWF European Centre for Medium-Range Weather Forecasts
ENSO El-Nin˜o Southern Oscillation
EOF Empirical Orthogonal Function
IOD Indian Ocean Dipole
ISV Intraseasonal Variability
ITCZ Intertropical Convergence Zone
ITF Indonesian Throughflow
GCM General Circulation Model
GODAE Global Ocean Data Assimilation Experiment
MIT Massachusetts Institute of Technology
MJ Madden-Julian
MJO Madden-Julian Oscillation
MLD Mixed Layer Depth
MOM Modular Ocean Model
OLR Outgoing Longwave Radiation
PC Principal Component
PV Potential Vorticity
SCC Super Cloud Clusters
SSH Sea Surface Height
SST Sea Surface Temperature
TMI TRMMMicrowave Imaging
TRMM Tropical Rainfall Measuring Mission
WH Wheeler Hendon
WOCE World Ocean Circulation Experiment
WWB westerly wind burst
