It is known that for a convex body K in R d of volume one, the expected volume of random simplices in K is minimized if K is an ellipsoid, and for d = 2, maximized if K is a triangle. Here we provide corresponding stability estimates.
is a strictly convex function of x, therefore it attains its minimum at a unique point. If K is o-symmetric, then the minimum is attained at o, and E p o (K) = E p * (K). In the rest of the section, we give an overview of the history of the quantities introduced in Definition 1 and their various connections. The main results are presented in Section 2, whose proofs are found in the subsequent parts. Section 6 contains further corollaries.
Sylvester's problem.
The quantity E p d+1 (K) arose right at the first steps of random convex geometry. Indeed, (probably) the first question in this topic is due to Sylvester [43] : in 1864 he (vaguely) asked, what is the probability that four randomly chosen points in a planar convex disc are in convex position, that is, none of them is in the convex hull of the other three. Generalising to higher dimensions, if d + 2 points are chosen randomly from a convex body K ⊂ R d , then the sought quantity is exactly 1 − (d + 2)E 1 d+1 (K). It is then natural to ask: for which convex bodies is this probability minimal and maximal? The first steps in this direction were taken by Blaschke [6, 8] , who showed that in the plane, the probability in question is maximal for ellipses, and minimal for triangles. The maximizers in higher dimensions are the ellipsoids (cf. Groemer [26] ), whereas the minimizer bodies in higher dimensions are still not known. We shall state these results as theorems later. For a thorough historical account of this problem, see Klee [32] , and also Bárány [3] .
Minimizers and affine inequalities.
Let K ⊂ R d be a convex body with γ(K) = 0. The intersection body IK of K is defined by its radial function:
H. Busemann [18] established the formula
where σ is surface area measure on S d−1 . In the same paper, he proved the Busemann random simplex inequality:
Combining (1) and (2) , he derived the Busemann intersection inequality, stating that the volume of the intersection body is maximal for ellipsoids:
where
A couple of years later, Petty [37] introduced centroid bodies: the centroid body ΓK of K is the convex body in R d defined by the support function
Using an approximation argument and the volume formula for zonotopes, he obtained the following formula for the volume of ΓK:
The argument is nicely presented in [23] . Using the Busemann random simplex inequality (2) , Petty obtained the Busemann-Petty centroid inequality, which states that the volume of the centroid body is minimal for ellipsoids:
The conjectured converse of this inequality is that the volume is maximized for simplices provided that o is the centroid; what is a crucial conjecture in high dimensional convex geometry, as we shall soon see.
The minimizers of the mean volumes of random simplices are known in full generality: they are the ellipsoids for all the quantities introduced in Definition 1. THEOREM 1. (Blaschke, Busemann, and Groemer) For any convex body K in R d , for any p 1, and for any n d + 1, we have
.
As we noted before, Blaschke [8] handled E 1 3 (K) in the planar case, Groemer [26] extended his result to higher dimensions, H. Busemann [18] obtained the estimate for E p o (K). Groemer [27] derived the result for E p n (K). All the proofs are similar and based on Steiner symmetrization. For thorough discussions of these inequalities and relatives, see the survey article [34] 
1.3. Maximum inequalities and the slicing conjecture. As usual, let K be a convex body in R d , and assume that γ(K) = o. The inertia matrix of K is the d × d matrix M given by
where x i is the ith coordinate of x. Since for any y ∈ R d , we have y My = K x, y 2 dx, it follows that M is a positive definite, symmetric matrix, and hence it has a positive square-root A. The inertia matrix of the convex body A −1 K is then I d / det A (see J. Bourgain, M. Meyer, V. Milman, A. Pajor [14] , and for a more detailed discussion, see Ball [1] ). For a non-singular affine transformation Φ ∈ GL d , we say that ΦK is in isotropic position with the constant of isotropy L K , if γ(K) = o, V d (ΦK) = 1, and the inertia matrix of ΦK is a multiple of the identity, that is,
for every y ∈ R d . We just have seen that every convex body has a non-singular affine image that is in isotropic position, and it is well known that the isotropic position is unique up to orthogonal transformations. Hence, L K is an affine invariant. Moreover,
By expanding the determinant of M , one obtains (see Blaschke [7] or Giannopoulos [15] )
and hence from (6),
The slicing conjecture, initiated by J. Bourgain [12] , asserts that there exists a universal constant L, for which L K L for every convex body K, regardless of the dimension. There are various equivalent formulations of this major open problem; for thorough surveys, consult the papers V. D. Milman and A. Pajor [36] , and A. A. Giannopoulos and V. D. Milman [25] for some later results. By (7) , one has to determine the maximum of E 2 * (K). The most general conjecture is the following, where T d stands for a d-dimensional simplex: CONJECTURE 1. (Simplex conjecture) If K is a convex body in R d , then for any p 1 and for any n d + 1,
with equality if and only if K is a simplex.
Little is known about Conjecture 1. The proposed extremal values are known explicitly only in a few cases. W. J. Reed [38] proved that if p 1 is an integer, then
For all n, only the first moments E 1 n (T 2 ) and E 1 n (T 3 ) are known, see C. Buchta [16] and C. Buchta, M. Reitzner [17] , respectively. Even explicit values of E 1 d+1 (T d ) for d 4 are missing. It is important that for any d 2,
see Giannopoulos [15] . Thus, the simplex conjecture for E 2 * (K) implies the slicing conjecture.
The method of Dalla and Larman [21] , who considered E 1 n (K), combined with Theorem 7 of Campi, Colesanti, and Gronchi [19] yields Conjecture 1 if K is a polytope of at most d + 2 vertices. Bárány and Buchta [4] proved the following asymptotic version of Conjecture 1 for p = 1. If K is not a simplex, there exists a threshold n K depending on K, such that E 1 n (K) < E 1 n (T d ) for n > n K . Conjecture 1 for all K and n is verified only in the plane. THEOREM 2. (Blaschke, Dalla-Larman, and Giannopoulos) If K is a planar convex body, then for any n 3 and p 1, E p n (K) E p n (T 2 ), with equality if and only if K is a triangle.
More precisely, it was proved by Blaschke [6] for n = 3, and by Dalla and Larman [21] for n 4, that E p n (K) E p n (T 2 ). In addition, Giannopoulos [24] verified that equality holds only if K itself is a triangle.
We shall see in Section 5 (compare (29) and Lemma 2) that the method of S. Campi, A. Colesanti, P. Gronchi [19] , see Theorem 7, leads to the planar version of the first statement of Conjecture 1. THEOREM 3. If K is a convex disc, then for any p 1, we have E p * (K) E p * (T 2 ), with equality if and only if K is a triangle.
For centrally symmetric planar convex discs and p = 1, T. Bisztriczky and K. Böröczky Jr. [5] proved the analogue of Theorem 3 with o-symmetric parallelograms instead of triangles as maximizers. The method readily extends to all p 1.
Equivalence.
Finally, we establish connections between the different quantities measuring the mean volumes of random simplices.
For every p 1 and for any convex body K ⊂ R d , we have
For a proof, see Proposition 1.3.1 of Giannopoulos [15] .
Specifically, for p = 2, one obtains
The proof goes by assuming that γ(K) = o and K is in isotropic position. Given
Using this formula and proceeding as in Proposition 3.7. of Milman and Pajor [36] , one obtains (10) . Thus, in view of (7) , to prove the slicing conjecture, it would suffice to estimate E 2 d+1 (K).
Next, we show that all the quantities E p * (K) and E p d+1 (K) are equivalent in the following sense: for any p, q > 0, there exist constants c p,q and C p,q depending on p and q only, such that if E p (K) stands for either E p * (K) or E p d+1 (K), then
To this end, using (9) , it suffices to show that E p * (K) and E q * (K) are equivalent. Hölder's inequality implies that for 0 < p < q,
To see the estimate in the other direction, we refer to Milman and Pajor [36] . Proposition 3.7 therein states that there exists an absolute constant c > 0, such that for any convex body K ⊂ R d , and for any 0 < p 2,
The key step is using the concentration of volume property of convex bodies (indeed, for log-concave functions), cf. Borell's lemma, which then establishes that for a fixed v ∈ R d , all the L p -norms ( K | x, v | p dx) 1/p are equivalent. Then, one uses the fact that fixing x 1 ,... , (13) can then be obtained by an inductive argument, provided K is in isotropic position. When p > 2, then we use the following Khinchine type inequality: if K ⊂ R d is a convex body of volume 1, then for any v ∈ R d ,
for some universal constant c (see Proposition 2.1.1. of Giannopoulos [15] ). Then the argument of Milman and Pajor works, yielding that there exists a constant C, such that
Referring to (12) and (13), we arrive to (11) . We note that in order to prove the slicing conjecture, using formulas (7) and (11), it would suffice to verify either the first or the second statement (with n = d + 1) of Conjecture 1 for any particular p 1.
where the constant γ > 0 depends on d only. Moreover, if K is centrally symmetric, then the error terms can be replaced by γ p δ (d+3)/2 . Similar stability estimates preceded our work. Groemer [28] showed that under rather strict regularity conditions on the boundary of K, the above statement holds with an error term of order δ cd 2 for some universal constant c. Fleury, Guédon and Paouris [22] proved a stability result for the mean width of L p -centroid bodies, which in the case p = 1, yields a stability estimate for E 1 o (K) by (4). However, the error term obtained this way is again only of order δ cd 2 for some universal constant c. We remark that for p = 1, no such direct connection exists between E p o (K) and the volume of the L p -centroid body. Second, the stability version of Theorems 2 and 3.
where c is a positive absolute constant. This estimate is asymptotically sharp as δ tends to zero.
Linear shadow systems and Steiner symmetrization.
For obtaining the stability versions of both the minimum and maximum inequalities, we shall use the following notion. Given a compact set Ξ in R d , a unit vector v, and for each x ∈ Ξ, a speed ϕ(x) ∈ R, the corresponding shadow system is
According to the classical work of H. Hadwiger [30] , C. A. Rogers, G. C. Shephard [39] and Shephard [42] , we have: THEOREM 6. (Hadwiger, Rogers, and Shephard) For a shadow system Ξ t , every quermassintegral of Ξ t is a convex function of t.
We note that for any p 1, the convexity of the pth moment of the quermassintegrals follows as well.
In the last decades, shadow systems were successfully applied to various extremal problems about convex bodies (see e.g., S. Campi, P. Gronchi [20] , and M. Meyer, Sh. Reisner [35] ). For our purposes, we need a restricted class of shadow movements, introduced in [19] by S. Campi, A. Colesanti, and P. Gronchi. We say that K t , t ∈ [a, b], is a linear shadow system of convex bodies, if we start with a convex body K, the speed ϕ(x) is constant along any chord of K parallel to v, and
is convex for every t ∈ [a, b]. In this case, ϕ(x) is continuous on K, and it depends only on the projection π v x of x to v ⊥ . Moreover, the volume of K t is constant, and the transformation x → x + tϕ(x)v from K to K t is measure preserving.
For any linear shadow system K t , there also exists a linear shadow system
To see this, note that
Therefore, K t = K t − γ(K t ) can be achieved by using the speed
The main reason for restricting shadow movements is the following result of [19] (where linear shadow systems were called RS-movements).
If either of these convex functions is linear, then any two elements of the system are affine images of each other, and actually linear images in the case of E p o (K t ).
We note that although Theorem 7 was proved only for E p n (K t ) in [19] , the method works for the other functionals as well (see also Lemma 1 for a direct approach). Indeed, for handling E p n (K t ), the authors consider for each n-tuple Ξ = {x 1 ,... ,x n } ⊂ K the associated shadow system
is a convex function of t by Theorem 6, we conclude Theorem 7 by
In order to obtain the convexity of
and defines the speed of o to be zero. The convexity E p * (K t ) follows from (14) . Finally, we have to deal with the extremal situations only. The argument is based on ideas in [19] . Let us indicate it in the case when E p o (K t ) is a linear function of t, which also settles the case when E p * (K t ) is a linear function of t. If for some s, t ∈ [a, b], s < t, K t and K s are not images of each other by any linear transformation, then there exist
, and the continuity of ϕ. When dealing with linear shadow systems, the following simple observation is very useful. If p > 0, σ 0 ,... ,σ d are parallel segments, and Φ is an affine transformation that acts by translation along any line parallel to the σ i 's, then
All the known proofs of Theorem 1 use the fact that the moments to be estimated are monotone decreasing with respect to Steiner symmetrization. This is a consequence Theorem 7, due to the following connection between Steiner symmetrals and shadow systems. Let K be a convex body, and H a hyperplane. Consider the unique linear shadow system K t , t ∈ [−1, 1], such that K 1 = K, and K −1 is the reflected image of K through H. Then K 0 is the Steiner symmetral K H of K with respect to H. Now, Theorem 1 follows by using the well-known fact that V (K) 1 d B d can be obtained as a limit of a sequence of Steiner symmetrals starting from K.
The behavior of E p d+1 (K), E p o (K) and E p * (K) under Steiner symmetrization can be computed easily using basic properties of determinants. Refining the proof, we will be able to deduce the stability estimates. It goes as follows. Assume that we take the Steiner symmetral of K with respect to H. Let x 0 ,... ,x d be an arbitrary set of points of H, and consider the integral over those simplices whose vertices project to the points (x i ) in H. By (16) and (17), we may assume that the midpoints of the chords of K through x 0 ,... ,x d−1 are located in H. Then the Steiner symmetrization moves only σ(x d ), and the situation is easily handled.
For Lemmas 1 and 2, let x 0 ,... ,x d be contained in a hyperplane H in R d in a way such that no d of them are contained in any (d − 2)-plane, and let v be a unit vector not parallel to H. In addition, let δ > 0, α 0 0, and α i > 0 for i = 1,... ,d. For Lemma 1, to save space, we also use the (slightly obscure) convention that
of s is convex because it is the pth power of the absolute value of a linear function. Therefore ϕ(s) is convex as well. Since ϕ(s) is even, we have ϕ(s) ϕ(0).
Naturally, Lemma 1 with β i = 0, i = 0,... ,d, directly yields Theorem 7 for E p d+1 (K), E p o (K) and E p * (K). Now we provide a stability version under a technical (but necessary) side condition. LEMMA 2. Let p 1 and δ ∈ (0,α d /2), and assume that if |t i | α i for every i = 0,... ,d − 1, then
Then the following inequalities hold.
(i) In the case α 0 = 0:
Proof. We prove only (ii); obtaining (i) by the same method is straightforward. Due to condition (18) and symmetry, and by using the notation
the following holds:
We claim that
We may assume that s 0, and hence s ∈ [0,t d ]. Let ψ(s) be the left hand side of (19) as a function of s, then
Since pτ p−1 is convex, if p 2, and concave, if 1 p < 2 for τ > 0, we deduce that ψ is non-negative, hence ψ is increasing, if p 2, and ψ is non-positive, hence ψ is decreasing, if 1 p < 2. In particular, we may assume s = 0, if p 2, and s = t d , if 1 p < 2 in (19) . Therefore the estimates t d α d /2 and (τ + δ) p − τ p > pδτ p−1 for τ = t d or τ = 2t d yield (19) . In turn we conclude Lemma 2.
Stability of the minimum inequalities.
We are going to use Vinogradov's notation in the following sense: f g or g f for non-negative functions f and g iff there exists a constant c > 0 depending only on d, for which f cg holds. In addition, we write h = O(f ) if |h| f .
We will say that a convex body K ⊂ R d is in John position, if its unique inscribed ellipsoid of maximal volume is B d . We are going to use the following simple consequence of Fritz John's ellipsoid theorem (see [2, 31] We will use the following notations. Let K be a convex body in R d . Let H be a hyperplane of R d with normal v. Let be the line of direction v, and for any x ∈ H, denote by σ(x) the secant K ∩ (x + ), and by M (x) the midpoint of σ(x). Moreover, let m(x) be the signed distance of x and M (x), that is,
Now, for Theorem 4. First, we deal with the case when K is o-symmetric and its Banach-Mazur distance from B d is sufficiently small. This is the core of the proof. LEMMA 3. For any d 2, there exists ε 0 ,γ > 0, such that if K ⊂ R d is an o-symmetric convex body in John position, and the maximal norm of the points of K is 1 + ε with ε ε 0 , then for any p 1,
Proof. Let r be a point of K of maximal norm. By Proposition 1, there is a
Let be the line passing through r, q with direction vector v = (r − q)/ r − q , let H = v ⊥ , and choose a coordinate system such that the dth coordinate axis is parallel to . Taking x d = π v r = π v q, a simple calculation shows that for ε 0 small enough,
Note that for x = x d , the inequality sign above can be replaced by equality. The estimating function is illustrated on Figure 1 
Next, we are going to estimate
. Let x 0 = o, and choose x 1 ,... ,x d−1 as follows. Takeỹ = x d / x d . If d = 2, then let x 1 =ỹ/ √ 2. If d 3, then take y = (1/ √ 2 − 1/(100d))ỹ, and let x 1 ,... ,x d−1 be of norm 1/ √ 2 − 1/(500d), the vertices of a regular (d− 2)-simplex in (y + y ⊥ )∩ H with centroid y. Note that the distance between any two of these is > 1/100
Note that by (20) , there exists a neighborhood U of x d of radius √ ε in H such that for any
For such a collection of (x i ), and for any
and let d((x i )) = D((x i )),v . Note that for any
Thus, (21) yields that there exists a neighborhood V ⊂ U of x d in H, still of (d−1)dimensional volume ε (d−1)/2 , such that for any x i ∈ X i , i = 1,... ,d − 1 and any x d ∈ V , for sufficiently small ε we have
Since
as a function of x d is decreasing for x d < 1/ √ 2, estimates (20) , (21) and (23) yield that for x i ∈ X i and x d ∈ V ,
Let now K be the Steiner symmetral of K with respect to H. By Theorem 1, it is sufficient to prove that E p o (K) − E p o (K ) γ p ε (d+3)/2 . We calculate the average volume of random simplices by integrating along the d-tuples of chords of K parallel to v. For x ∈ H, let σ K (x) = σ(x) = K ∩ (x + ), and σ K (x) = K ∩ (x + ).
Lemma 1 yields that for any (x i ) d 1 ⊂ π v (K), we have ω(x 1 ,... ,x d ) 0. Moreover, by the construction of (X i ) d−1 1 , for any x i ∈ X i , we have V d−1 ([o, x 1 ,. .. ,x d−1 ]) 1. Thus, by (24), Lemma 1, and part (i) of Lemma 2,
for some γ 1 > 0 depending only on d.
Next, we estimate E p d+1 (K) − E p d+1 (K ). We start as before. There are two cases to be considered depending on x d . First, assume that x d 1/100 (we need only x d 1). Then construct (X i ) d 1 as before. Choose R > 0 small enough such that the following hold:
(i) For any x 0 with x 0 R, and any
(ii) For any x 0 with x 0 R and m(x 0 ) 0, and any x i ∈ X i , i = 1,... ,d,
Let X 0 = {x ∈ H : | x| < R, m(x) 0}. By the symmetry of K, the measure of X 0 is at least half as large as that of RB d−1 , thus, V d−1 (X 0 ) 1. Then, part (ii) of Lemma 2 applies as before, yielding
for some γ 2 > 0 depending only on d.
In the second case, x d is close to the origin: x d < 1/100. Let A be the annulus {x ∈ H : 1/2 < x < 3/4}. For this instance, define the function d on A d by
Note that by symmetry, d (−x 0 ,... ,−x d−1 ) = −d (x 0 ,... ,x d−1 ). Let C = 1/100, and consider only those ( M(x d−1 ) ]. Then the (product) measure of these point sets is 1; moreover, at least half of them satisfies d (x 0 ,... ,x d−1 ) 0. These also satisfy (25) . Thus, integrating over these sets, the argument works as before.
Remark. In the planar case, one can obtain the following quantitative result: If K satisfies the conditions of Lemma 2, then for small ε > 0,
From this, it also follows that if K is a centrally symmetric convex disc, and
, then there exists an ellipse E, for which E ⊂ K ⊂ (1 + 20δ 2/5 )E.
To obtain the estimate for not necessarily symmetric bodies, we cite the following result of the second author, see Theorem 1.4 of [10] . Now, we are ready to prove the general result.
Proof of Theorem 4. Let δ BM (K, B d ) = 1 + δ. By Lemma 4, we may assume that K is an o-symmetric convex body in John position, provided we prove
and
for γ > 0 depending only on d. Let the maximal norm of points of K be 1 + ε.
for γ 0 > 0 depending only on d.
Let ε 0 andγ come from Lemma 3. If δ δ 0 = γ 0 ε d+1 2 0 then ε ε 0 by (28) , and hence we have (26) and (27) with γ =γ by Lemma 3 and (28).
Therefore we may assume that δ > δ 0 . Choose a sequence of Steiner symmetrals K 0 ,K 1 ,K 2 ,... starting with K = K 0 that converge to B d , and hence there exists K n such that δ BM (K n+1 ,B 1] be the linear shadow system with L 1 = K n and L 0 = K n+1 corresponding to the Steiner symmetrization of K n (see Section 3), thus there exists t ∈ [0, 1) such that
, thus we conclude (26) and (27) by the previous case and 1 + δ < √ d.
We made no attempt to find the best possible constants. However, the estimate ε (d+3)/2 for centrally symmetric K is close to the truth:
Stability of the maximum inequalities in the plane.
Since here we work only on the plane, a convex disc means a planar convex body, and A(K) = V 2 (K) is the area of K. For a polygon Π with at least four vertices q 1 ,... ,q k in this order, a basic linear shadow system at q 1 , basic system for short, is defined as follows. Let q 1 and q 1 be points different from q 1 such that q 1 ∈ [q 1 ,q 1 ], q 1 − q 1 is parallel to q 2 − q k , and q 2 ,... ,q k lie on the boundary of Π = [q 1 ,q 2 ,... ,q k ] and Π = [q 1 ,q 2 ,... ,q k ]. The corresponding basic system is the unique linear shadow system Π t , t ∈ [−β, α], such that α, β > 0, α + β = 1, Π −β = Π , Π 0 = Π, and Π α = Π . In this case, the generating vector is parallel to q 2 − q k , and the speed of any point in [q 2 ,... ,q k ] is zero. It follows from Theorem 7 that for any n 3 and p 1,
where E p (Π) stands either for E p o (Π) or E p n (Π). More precisely, the following holds:
For a convex disc K, let T K be a triangle of maximal area contained in K. It follows that the triangle, the midpoints of whose sides are the vertices of T K , contains K. In particular, A(K) < 4A(T K ).
First, we reduce the case to polygons with at most 6 vertices.
PROPOSITION 2. For a convex disc K, let T be the triangle, the midpoints of whose sides are the vertices of T K . For n 3 and p 1, there exist polygons
Proof. We may assume that K is not a triangle, and by continuity, that K is a polygon. However, for k 4, suitable basic systems and (29) yield that among polygons P of at most k vertices with fixed area such that T K ⊂ P ⊂ T , any polygon maximizing either E p n (P ) or E p * (P ) has all of its vertices in ∂ T .
The core lemma comes.
LEMMA 5. There exist positive absolute constants ε 0 ,ĉ such that if p 1, and A(K) = (1 + ε)A(T K ) for a convex disc K and ε ∈ (0,ε 0 ], then
Proof. We first consider E p * (K). Let T K = [p 1 ,p 2 ,p 3 ], and let q 1 ,q 2 ,q 3 be such that p i is the midpoint of [q j ,q k ], {i, j, k} = {1, 2, 3}. We may assume that each side of T K is of length one, and γ(T K ) = o.
Let Π be the polygon provided by Proposition 2, and let x be the farthest vertex of Π from T K . We may assume that x ∈ [p 1 ,q 2 ]. It follows that A([x, p 1 ,p 3 ]) is between εA(T K )/6 and εA(T K ), and hence ε/6
x − p 1 ε.
Let us number the vertices of Π in such a way that x = x 3 , its neighboring vertices are x 2 ∈ [p 1 ,q 3 ] and x 4 ∈ [p 3 ,q 2 ], and the other neighbors of x 2 and x 4 3 ] and x 5 , respectively; see Figure 2 . Here possibly x 5 = x 1 , and either x 5 ∈ [p 3 ,q 1 ], or x 5 ∈ [p 2 ,q 1 ]. The definition of x = x 3 yields that for any i = 1, 2, 4, 5 there exists j ∈ {1, 2, 3} such that
To deform Π, let l be the line parallel to x 2 − x 4 passing through x, and let x and x be the intersections of l with aff{x 2 ,x 1 } and aff{x 4 ,x 5 }, respectively. We consider the basic system Π t , t ∈ [−β, α], α, β > 0, α + β = 1, where Π 0 = Π, x is a vertex of Π α , and x is a vertex of Π −β . We write ϕ(z) to denote the speed of a z ∈ Π, and observe that the generating vector is v = x 2 −x 4 x 2 −x 4 . It follows by (15) that γ(Π) = β γ(Π α ) + αγ(Π −β ). Thus for any z 1 ,z 2 ∈ Π, Theorem 6 yields
In order to obtain a stability statement, we improve on (33) . As a first step, we localize γ(Π t ). The centroid γ(Π) has the property that −1/3 (Π − γ(Π)) ⊂ Π − γ(Π). It follows by (31) and (32) that
We note that by (32) , |ϕ(z)| 1.1 for z ∈ Π, and ϕ(z) = 0 if z is separated from x = x 3 by the diagonal [x 2 ,x 4 ]. Thus (15) yields γ(Π t ) = γ(Π) + tωv, for ω ∈ (0, 2ε) independent of t. (35) As [p 1 ,p 3 ] is close to l (any z ∈ [p 1 ,p 2 ] is of distance at most 3ε from l) and [p 1 ,p 2 ] is close to [x 2 ,x 1 ], we may choose ε 0 small enough to ensure ε/12
x − x 2ε. In addition, [x 4 ,x 5 ] is either contained in [q 2 ,q 1 ], or it is close to [p 3 ,p 2 ], therefore 2/3
x − x 3/2. We deduce ε/24 α 4ε.
We may assume that R = v ⊥ , oriented in a way such that π v p 3 > 0. We observe that
For y ∈ π v int Π and t ∈ [−β, α], we write σ t (y) to denote the chord of Π t parallel to v and projecting into y, and m t (y) to denote the midpoint of σ t (y). In particular, σ t (y) = σ 0 (y) if y π v x 2 . If ε 0 is small enough then for any s ∈ (0, 1 8 ),
| v, m(π v p 3 − s) | 2s and V 1 (σ(y)) > √ 3 2 .
We consider the intervals 
In addition, σ t (y) = σ 0 (y) if y ∈ I 1 and t ∈ [−β, α]. To ensure the condition (18) in Lemma 2, for y ∈ I 1 , we restrict our attention to σ * t (y) = 1 8 (σ t (y) − m t (y)) + m t (y).
Our main claim is that there exists an absolute constant c 1 > 0, such that for any y 1 ∈ I 1 and y 2 ∈ I 2 , the integral
A([γ(Π t ),z 1 ,z 2 ]) p dz 1 dz 2 satisfies αf (−β) + βf (α) f (0) + c p 1 ε.
It follows by (34) and (35) that if ε 0 is small enough, then there exists a τ ∈ ( 1 That the exponent 2 in the error term δ 2 is optimal is shown by the example of the closure of T \δT , where T is a triangle such that o is a vertex.
Stability of Petty projection inequality.
Theorem 1 readily implies the stability version of the Busemann-Petty centroid inequality (5), using (4). Here we also derive the stability version of Petty's projection inequality (cf. [34] ). Given a convex body K, its projection body ΠK is defined by its support function h ΠK (u) = V d−1 (p u (K)).
The Petty projection inequality states that the quantity
is maximized for ellipsoids. Citing formula (5.7) of [34] and using (4), we arrive to that if V d (K) = 1, then
Let δ BM (K, B d ) = 1 + δ. Bourgain and Lindenstrauss [13] proved that there exists a constant C depending on d, so that δ BM (ΠK, B d ) 1 + Cδ (d 2 +5d)/2 .
Referring to δ BM (ΠK, B d ) = δ BM (Π * K, B d ), Theorem 1 implies that there exists a constant c depending on d only, so that
Thus, from (40) we obtain that
During the reviewing period, (41) has been improved to
for large d by the second named author [11] using a rather cumbersome argument.
We note that the stability version of the Busemann intersection inequality (3) would also follow by verifying a statement of the following type. If K is a convex body in R d , and δ BM (K, B d ) = 1 + δ for some δ > 0, then there exist ν, η > 0 (depending on δ) so that δ BM (K ∩ u ⊥ ,B d−1 ) > 1 + η for a set of directions u of measure at least ν. The enthusiast would believe in such a statement with an absolute constant ν and η = δ q for some q > 0.
