Abstract. Notes on the classical frequency formula for harmonic functions by Diego Maldonado
NOTES ON F. J. ALMGREN'S FREQUENCY FORMULA
DIEGO MALDONADO
Abstract. Notes on the classical frequency formula for harmonic functions
due to F. J. Almgren [1] for the course Math 992: Topics in Analysis, Fall
2009, Department of Mathematics, Kansas State University.
1. Introduction
For r > 0 let Br denote the Euclidean ball with radius r centered at the origin
of Rn. For a continuously dierentiable function u in B1 and 0 < r < 1, consider
the dierentiable functions D(r), I(r) and F(r), associated to u, given by
D(r) :=
Z
Br
jruj
2 dx; (1.1)
I(r) :=
Z
@Br
u
2 dH
n 1; (1.2)
F(r) :=
rD(r)
I(r)
: (1.3)
The main goal of these notes is to provide a self-contained proof of Almgren's
celebrated frequency formula [1]. Namely,
Theorem 1. (F. J. Almgren [1]) If u is harmonic in B1, the function F asso-
ciated to u in (1.3) is non-decreasing in (0;1).
The function F associated to u in (1.3) is called the frequency formula for u.
We follow [7] to explain why: in dimension n = 2, for k 2 N the function uk
written in polar coordinates as
uk(r;) = r
k sin(k)
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is harmonic (since it is the imaginary part of the analytic function f(z) = zk)
and it satises
(1.4) F(r) = k; 0 < r < 1:
That is, the parameter k, which is the frequency of the function uk, is captured
by F(r).
2. First variation of energy for harmonic functions
Lemma 2. Let 
  Rn be a bounded domain such that the divergence theorem
applies. Suppose that u 2 C2(
) [ C1( 
) satises u = 0 in 
. Then, if
v 2 Lips( 
) coincides with u on @
, we have
Z


jru(x)j
2 dx 
Z


jrv(x)j
2 dx:
That is, u minimizes the functional
E(v) =
Z


jrv(x)j
2 dx;
among the functions v as above. Conversely, if a function w 2 C1(
) \ C( 
)
minimizes E among those functions v 2 C1(
) \ C( 
) which coincide on @
,
then w 2 C2(
) and w = 0 in 
.
Proof of Lemma 2. The divergence theorem implies
(2.5)
Z


hrf;Gidx +
Z


fdiv(G)dx =
Z
@

fhG;id;
for functions f and vector elds G smooth enough in  
. Here  is the outer
unit normal on @
. Recall that a classical theorem due to H. Rademacher ([12])
establishes that Lipschitz functions are dierentiable almost everywhere (see also
[6, p. 81]). Given u and v as in the statement of the lemma set f = u   v and
G = ru + rv in (2.5) and use the fact that u = 0 in 
 to obtain
(2.6)
Z


(jruj
2   jrvj
2)dx +
Z


(u   v)(v)dx = 0:
Next, set f = u   v and G = ru   rv in (2.5) to get
(2.7)
Z


(jruj
2   2hru;rvi + jrvj
2)dx +
Z


(u   v)( v)dx = 0:
Adding (2.6) and (2.7) yields
(2.8)
Z


jruj
2 dx =
Z


hru;rvidxNOTES ON F. J. ALMGREN'S FREQUENCY FORMULA 3
and, by Cauchy-Schwartz (twice),
Z


jruj
2 dx =
Z


hru;rvidx 
Z


jrujjrvjdx

Z


jruj
2 dx
1=2 Z


jrvj
2 dx
1=2
;
and the rst statement of the lemma follows. To prove the second part of the
lemma, given  2 C2
0(
) and t 2 R the function w + t is one of the competing
functions in the statement of the lemma. Thus, the function
e(t) :=
Z


jrw + trj
2 dx;
has a critical point at t = 0. Since
e
0(t) = 2
Z


hrw;ridx + 2t
Z


jrj
2 dx;
it follows that Z


hrw;ridx = 0;  2 C
2
0(
):
The divergence theorem then implies
(2.9)
Z


wdx = 0;  2 C
2
0(
):
The identity (2.9) says that w is harmonic in the weak sense (i.e., w is a har-
monic distribution) in 
. A classical theorem due to H. Weyl (see, for instance,
Theorem 1.16 in [8]) establishes that w 2 C2(
) and w = 0. 
The following classical theorem can be found, for instance, in [1, 4], and we
will see a general formula (for p-harmonic functions) in Section 4
Theorem 3. Let u be harmonic in B1. Then, for every 0 < r < 1 we have
(2.10) (n   2)
Z
Br
jruj
2 dx = r
Z
@Br
jruj
2 dH
n 1   2r
Z
@Br
u
2
 dH
n 1;
where u = hru;x=jxji is the normal derivative of u on @Br.
Proof of Theorem 3. The proof relies on a change of variable technique ([1, 4]).
Let u be a harmonic function in the unit ball B1. Fix 0 < r < 1, let 0 < " < r=4
and dene an even function  : R ! R (see Figure 1) as follows
(t) = "(t) =
8
<
:
1 if 0  t < r   "
 1
"(t   r) if r   "  t < r
0 if r  t:4 DIEGO MALDONADO
0 r r − ε t
γ
1
Figure 1. The function 
Now, dene V : Rn ! Rn as
(2.11) V (x) = V"(x) = (jxj)x; x 2 R
n;
so that its derivative
(2.12) DV (x) = 
0(jxj)
x 
 x
jxj
+ (jxj)I; a.e. x 2 R
n;
has coecients in L1(Rn) (with bounds depending on "). With these choices,
there exists t" > 0 such that for every t 2 ( t";t") the function
t(x) := x + tV (x); x 2 R
n;
becomes a biLipschitz homeomorphism of Rn. That is, t has a global inverse
and t and 
 1
t are both Lipschitz. Indeed, t : Rn ! Rn is dierentiable
everywhere except for the spheres jxj = r   " and jxj = r and it has bounded
derivatives (since DV does)1 .
The mapping t is a perturbation of the dieomorphism x 7! x by means of
P(x) := tV (x); x 2 R
n:
1An alternative approach could be to mollify  so that t is a smooth dieomorphism and
later on pass to the limit in the resulting integrals.NOTES ON F. J. ALMGREN'S FREQUENCY FORMULA 5
Since DV is bounded by 1 + 1=", by taking t small enough (depending only on
") P can be made into a -contraction, that is,
jP(x)   P(y)j  jx   yj; x;y 2 R
n;
with arbitrarily small . If  < 1, then t is one-to-one and onto (see Exercise
3). Also, making  small enough, we get
(2.13)
1
2
 jDt(x)j  2; a:e:x 2 R
n:
Then, inequalities (2.13) and the inverse function theorem show that 
 1
t is also
Lipschitz continuous.
Since t(x) = x for all x 2 RnnBr it follows that t(Br) = Br. For t 2 ( t";t")
and t as above, set
ut(x) := u(t(x)); x 2 R
n;
so that
(2.14) utj@Br = uj@Br; t 2 ( t";t");
and
(2.15) rut(x) = ru(t(x))(I + tDV (x)):
Set
E(t) :=
Z
Br
jrut(x)j
2 dx =
Z
Br
jru(t(x))(I + tDV (x))j
2 dx:
From (2.15) we obtain
jrut(x)j
2 =
n X
j=1

@ut
@xj
2
=
n X
j=1
 
@u
@xj
(x + tV (x)) + t
n X
k=1
Vj;k(x)
@u
@xk
(x + tV (x))
!2
=
n X
j=1
 
@u
@xj
(t(x)) + t
n X
k=1
Vj;k(x)
@u
@xk
(t(x))
!2
:6 DIEGO MALDONADO
Hence,
d
dt
jrut(x)j
2
= 2
n X
j=1
 
@u
@xj
(t(x)) + t
n X
k=1
Vj;k(x)
@u
@xk
(t(x))
!

 D
ruj(t(x));V (x)
E
+
n X
k=1
Vj;k(x)
@u
@xk
(t(x)) + t
n X
k=1
Vj;k(x)
D
ruk(t(x));V (x)
E!
:
By (2.14) and Lemma 2, E(t) has a critical point at t = 0 (since u0 = u) and
recalling that 0(x) = x we then have
0 =
dE
dt

 
t=0
=
Z
Br
d
dt

 
t=0
jrut(x)j
2 dx (2.16)
= 2
Z
Br
 
n X
j=1
@u
@xj
D
r
@u
@xj
;V
E
+ hruDV;rui
!
(x)dx:
On the other hand, the smooth function
g(t) :=
Z
Br
jru(t(x))j
2 dx =
Z
Br
n X
j=1

@u
@xj
(t(x))
2
dx;
dened for t 2 ( t";t"), satises
g
0(t) = 2
Z
Br
n X
j=1
@u
@xj
(t(x))
D
r
@u
@xj
(t(x));V (x)
E
and therefore
(2.17) g
0(0) = 2
Z
Br
n X
j=1
@u
@xj
(x)
D
r
@u
@xj
(x);V (x)
E
dx:
After the change of variables x 7! t(x) we can rewrite g(t) as
g(t) =
Z
Br
jru(x)j
2 det(Dt)
 1(x)dx;
and then (see Exercise 4),
(2.18) g
0(0) =  
Z
Br
jru(x)j
2div(V )(x)dx:NOTES ON F. J. ALMGREN'S FREQUENCY FORMULA 7
Equalities (2.16), (2.17), and (2.18) imply
(2.19) 2
Z
Br
hruDV;ruidx =
Z
Br
jruj
2div(V )dx:
Putting A" = fx 2 Br : r   "  jxjg, (2.12) together with the equality
(2.20) div(V )(x) = 
0(jxj)jxj + n(jxj);
imply that, in A" we have div(V )(x) =  jxj=" + n(jxj) and DV (x) =  x 

x=("jxj) + (jxj)I and in Br n A" we have div(V )(x) = n(jxj) and DV (x) =
(jxj)I. Which turns (2.19) into
 
2
"
Z
A"
u(x)
2jxjdx +
Z
Br
2jru(x)j
2(jxj)dx
=  
1
"
Z
A"
jru(x)j
2jxjdx + n
Z
Br
jru(x)j
2(jxj)dx;
and (2.10) follows after taking limits as " ! 0.

3. Proof of Theorem 1
By denition of I(r) we have
(3.21) I
0(r) =
n   1
r
I(r) + 2
Z
@Br
uu dH
n 1;
(see Exercise 5). Also, by harmonicity of u and the divergence theorem
(3.22) D(r) =
Z
@Br
uu dH
n 1;
(see Exercise 6). By denition of F(r),
I
2(r)F
0(r) = D(r)I(r) + rD
0(r)I(r)   rD(r)I
0(r)
=
Z
@Br
uu dH
n 1
Z
@Br
u
2 dH
n 1 + r
Z
@Br
jruj
2 dH
n 1
Z
@Br
u
2 dH
n 1
  r
Z
@Br
uu dH
n 1

n   1
r
I(r) + 2
Z
@Br
uu dH
n 1

:
Next, by (2.10) and (3.22) we have
r
Z
@Br
jruj
2 dH
n 1 = (n   2)
Z
Br
jruj
2 dx + 2r
Z
@Br
u
2
 dH
n 1
= (n   2)
Z
@Br
uu dH
n 1 + 2r
Z
@Br
u
2
 dH
n 1:8 DIEGO MALDONADO
Consequently,
I
2(r)F
0(r) =
Z
@Br
uu dH
n 1
Z
@Br
u
2 dH
n 1
+

(n   2)
Z
@Br
uu dH
n 1 + 2r
Z
@Br
u
2
 dH
n 1
Z
@Br
u
2 dH
n 1
  r
Z
@Br
uu dH
n 1

n   1
r
Z
@Br
u
2 dH
n 1 + 2
Z
@Br
uu dH
n 1

=
Z
@Br
uu dH
n 1
Z
@Br
u
2 dH
n 1
+
Z
@Br
uu dH
n 1
Z
@Br
u
2 dH
n 1 [(n   2)   (n   1)]
+ 2r
Z
@Br
u
2
 dH
n 1
Z
@Br
u
2 dH
n 1   2r
Z
@Br
uu dH
n 1
2
= 2r
"Z
@Br
u
2
 dH
n 1
Z
@Br
u
2 dH
n 1  
Z
@Br
uu dH
n 1
2#
 0;
by Cauchy-Schwartz inequality. 
4. First variation of energy for p-harmonic functions
For 1 < p < 1, a function u 2 W 1;p(B1) is called p-harmonic in B1, denoted
by pu = 0 in B1, if
(4.23)
Z
B1
jruj
p 2hru;r'idx = 0
for all ' 2 W
1;p
0 (B1). The operator p, which acts as
p(u) = div(jruj
p 2ru);
is called the p-Laplacian. Clearly, the 2-Laplacian equals the regular Laplacian.
In this section we present a rst variation of energy for p-harmonic functions
that can be found in [9, Lemma 4.1] and even a more general version can be
found in [3]. Namely,
Theorem 4. Let 1 < p < 1 and u be p-harmonic in B1. Then, for every
0 < r < 1 we have
(4.24) (n   p)
Z
Br
jruj
p dx = r
Z
@Br
jruj
p dH
n 1   pr
Z
@Br
u
2
jruj
p 2 dH
n 1;
where u = hru;x=jxji is the normal derivative of u on @Br.NOTES ON F. J. ALMGREN'S FREQUENCY FORMULA 9
Proof of Theorem 4. It is well-known that p-harmonic functions in B1 belong
to the class C
1;
loc (B1) (N. Ural'tseva [13], L. C. Evans [5], and J. L. Lewis [11])
and, in general,  < 1 (see the examples by Bojarski and Iwaniec in [2]).
Again, the proof relies on a change of variable technique [1, 4]. In the p-
Laplacian case, however, some extra care is needed due to the a priori absence
of second derivatives of p-harmonic functions.
Let u be a p-harmonic function in the unit ball B1, always with 1 < p < 1.
Fix 0 < r < 1, let 0 < " < r=4 and dene an even functions  : R ! R, V and t
as in the proof of Theorem 3. Next, one more approximating strategy is carried
on. Given  > 0 let u denote the minimizer of the functional
(v) :=
Z
Br
(jrv(x)j
2 + )
p
2 dx;
over those functions v 2 W 1;p(Br) with v   u 2 W
1;p
0 (Br). Then, u is innitely
dierentiable in Br and it veries u ! u in W 1;p(Br) as  ! 0 (see Lewis [10]).
For t 2 ( t";t") and t as above, set
ut(x) := u
(t(x)); x 2 R
n;
and
E(t) := (ut) =
Z
Br
 
jru
(t(x))(I + tDV (x))j
2 + 
p=2
dx:
Therefore, the smoothness of u allows for the equality
0 =
dE
dt
  
t=0
=
d
dt
  
t=0
Z
Br
 
n X
j=1

@ut
@xj
2
+ 
! p
2
(x)dx
(4.25)
= p
Z
Br
 
jru
(x)j
2 + 
 p 2
2
 
n X
j=1
@u
@xj
D
r
@u
@xj
;V
E
+ hru
DV;ru
i
!
(x)dx:
On the other hand, the smooth function
g(t) :=
Z
Br
 
jru
(t(x))j
2 + 
 p
2 dx =
Z
Br
 
n X
j=1

@u
@xj
(t(x))
2
+ 
! p
2
;
dened for t 2 ( t";t"), satises
(4.26) g
0(0) = p
Z
Br
 
jru
(x)j
2 + 
 p 2
2
n X
j=1
@u
@xj
(x)
D
r
@u
@xj
(x);V (x)
E
dx:10 DIEGO MALDONADO
In addition, after the change of variables x 7! t(x) we can rewrite g(t) as
g(t) =
Z
Br
 
jru
(x)j
2 + 
 p
2 det(Dt)
 1(x)dx;
and then,
(4.27) g
0(0) =  
Z
Br
 
jru
(x)j
2 + 
 p
2 div(V )(x)dx:
Equalities (4.25), (4.26), and (4.27) imply
p
Z
Br
 
jru
j
2 + 
 p 2
2 hru
DV;ru
idx =
Z
Br
 
jru
j
2 + 
 p
2 div(V )dx;
and taking limit as  ! 0 (u ! u in W 1;p(Br) and DV has bounded coecients,
uniformly in ) yields (see Exercise 7)
(4.28) p
Z
Br
jruj
p 2hruDV;ruidx =
Z
Br
jruj
pdiv(V )dx:
Putting A" = fx 2 Br : r   "  jxjg, (2.12) and (2.20) turn (4.28) into
 
p
"
Z
A"
jru(x)j
p 2u(x)
2jxjdx +
Z
Br
pjru(x)j
p(jxj)dx
=  
1
"
Z
A"
jru(x)j
pjxjdx + n
Z
Br
jru(x)j
p(jxj)dx;
and (4.24) follows after taking limits as " ! 0.

Remark: A long-standing open problem in PDEs is to nd a frequency formula
for p-harmonic functions.
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6. Exercises
Exercise 1. Prove equality (1.4).
Exercise 2. Suppose that u is a homogeneous (or quasi-radial) function, that is,
u is of the form
(6.29) u(x) = jxj
w

x
jxj

; x 2 R
n n f0g;NOTES ON F. J. ALMGREN'S FREQUENCY FORMULA 11
for some  2 R and some dierentiable function w : Sn 1 ! R (which usually
depends on ). Show that, for u as in (6.29), we have
(6.30) F(r) =

R
@Br w2()dHn 1
R
@Br jw()j2 dHn 1 ; 0 < r < 1;
where  = x=jxj. In particular, F is constant in r.
Exercise 3. Suppose that P : Rn ! Rn satises
jP(x)   P(y)j  jx   yj; x;y 2 R
n;
for some  < 1. Show that the mapping x 7! x + P(x) is a bijection.
Hint: The fact that P is one-to-one follows easily. To see that P is onto, take
y 2 Rn and, for x0 2 Rn;k 2 N, dene xk = y   P(xk 1). Show that fxkgk2N is
a Cauchy sequence such that its limit x veries P(x) = y.
Exercise 4. Suppose that t(x) = x + tV (x) for a dierentiable vector eld V .
Show that
(6.31)
d
dt
 

t=0
det(Dt)
 1 =  div(V ):
Hint: First prove that, for a xed x,
detDt = det(I + tDV ) = 1 + tdiv(V ) + O(t
2):
Exercise 5. Suppose that
h(r) =
Z
@Br
g(x)dH
n 1; 0 < r < 1;
for some dierentiable function g in B1, show that
(6.32) h
0(r) =
n   1
r
Z
@Br
g(x)dH
n 1 +
Z
@Br
g(x)dH
n 1; 0 < r < 1:
Hint: Change variables to obtain
Z
@Br
g(x)dH
n 1(x) = r
n 1
Z
@B1
g(ry)dH
n 1(y); 0 < r < 1;
dierentiate, and change variables back.
Exercise 6. Show that if u is harmonic in B1(0), then
Z
Br
jruj
2 dx =
Z
@Br
uu dH
n 1; 0 < r < 1:
Hint: Use the fact that u = 0 implies (u2) = 2jruj2 and the divergence
theorem.12 DIEGO MALDONADO
Exercise 7. (A version of the dominated convergence theorem). Consider se-
quences ffng;fgng  L1(B) and f;g 2 L1(B) such that
(i) gn ! g a.e. in B,
(ii) fn ! f a.e. in B,
(iii) jfnj  jgnj a.e. in B,
(iv)
R
B gn !
R
B g.
Show that then Z
B
fn !
Z
B
f:
With the notation in the proof of Theorem 4, set
(a) f" = (jru"j2 + ")
p 2
2 ru"DV ru",
(b) f = jrujp 2 ruDV ru,
(c) g" = kDV kL1(jru"j2 + ")
p 2
2 jru"j2 and,
(d) g = kDV kL1jrujp.
Use the results mentioned in the proof of Theorem 4 to show that these functions
verify the conditions (i)-(iv).
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