Abstract-We present an empirical model of the upstream end-to-end Voice-over-IP (VoIP) delay over a mobile, multi-hop wireless network towards a single gateway. First, we define the "VoIP regime" as the regime of network operation in which a fraction 1 − of the packets are received by the gateway within the maximum tolerable VoIP networking delay y voip, and such that is less than a maximum tolerable outage probability. We show that within the VoIP regime, the upstream VoIP delay is well-modeled by an exponential distribution whose parameter λ i depends on the number of hops i to the gateway. Second, we show that the coherence time of the VoIP regime is large enough such that the estimation of the {λ i} can be performed by the gateway, and distributed to the nodes such that each node can utilize the {λ i} in estimating the end-to-end delay from its current location for autonomous call admission decisions. Third, we validate the empirical model across scenarios that range from a flat deployment region, to a deployment region with holes, and to the case where there is background User Datagram Protocol (UDP) data traffic. The results are significant for enabling VoIP over high-mobility, multi-hop wireless networks, and in aiding node-based call admission decisions.
I. INTRODUCTION
Voice-over-IP (VoIP) systems face the following two general constraints: (1) A stringent end-to-end delay constraint of at most 500 ms has to be satisfied, including not only the end-to-end networking delay, but also delays incurred due to encoding, decoding, as well as play-out buffer delays [1] . (2) An end-to-end packet delivery ratio (PDR) of at least 95% has to be satisfied for high-quality voice. These constraints become very challenging to satisfy in mobile multi-hop networks due to the following reasons: First, the mobility of the nodes causes rapid, significant route breaks, which results in the significant problem of route maintenance. If this is not done quickly, the VoIP packet immediately violates the end-to-end delay constraint over even a single hop, since the time to find a new neighbor may well consume the delay budget in that case. Second, the end-to-end delay increases with the number of hops over which the VoIP stream is transmitted, due to both the MAC-layer delay and the network layer route discovery and queueing delays at each hop. As a result, for high-mobility networks (e.g., with node velocities as high as 20 m/s), it is not possible to use the traditional on-demand route discovery This work was supported in part by National Science Foundation CAREER Award Grant 0643946. and maintenance methods over distances on the order of 1 km to the destination, since the routes break very frequently.
Due to the above reasons, it has been very difficult in the past to deliver high-quality voice over multi-hop wireless networks that extend more than 1-2 hops. Further, the node velocities that can be handled have been low, due to frequent route breaks encountered in the on-demand (reactive) routing protocols. Geographic routing protocols and their variants do not encounter this problem of end-to-end route discovery and maintenance; however, they are not able to deliver end-to-end Quality-of-Service (QoS) either, in the form of a guaranteed end-to-end delay and packet delivery ratio.
The main problems solved in this paper are: (1) Understanding the structure of end-to-end delay of VoIP streams over multi-hop wireless mobile networks, and (2) devising dynamic estimation procedures for estimating the end-to-end delay in such networks. This paper seeks to obtain a model of end-to-end delay to a gateway over a mobile, multi-hop wireless network, such that the model parameters will have a long coherence time [2] . Hence, it would be useless to propose a model of endto-end delay if the parameters of the model could not be dynamically estimated within the duration in which the model needs to be used in practical scenarios. For example, based on an estimation of the end-to-end delay to a gateway, a mobile node should be able to make call admission decisions, i.e., whether to initiate a VoIP call to the gateway over the multihop network. The constraint that the parameters of the model have long enough coherence times in order to be useful will drive the key decisions that we make in modeling in this paper. Our aim is to propose models that can be utilized not offline, but on an online basis with dynamic estimation of the parameters.
The rest of this paper is organized as follows. In Section II, we discuss the related work. In Section III, we describe the set-up and the empirical model of end-to-end delay that we have developed. In Section IV, we describe the estimation of the model parameters within the relevant coherence times. In Section V, we present our simulation results. In Section VI, we present our conclusions.
U.S. Government work not protected by U.S. copyright II. RELATED WORK QoS over multi-hop, mobile wireless networks based on node-centric approaches appear in [3] , [4] . A spatial cellcentric approach was used in [2] , where a single gateway scenario is examined in building maps of end-to-end energy consumption per packet, treated as a QoS metric. Reference [5] examines VoIP over mesh networks, which are made up of stationary nodes, in which the effects of routing through a mobile network do not come into play, and interference mitigation plays a bigger role. Experimental results on VoIP over multi-hop networks appear in [6] , in particular in the presence of background TCP traffic [7] . Regarding estimation, the application of Design Of statistical Experiments (DOE) for wireless ad hoc networks [8] , [9] , is aimed at pooling the largest set of aggregate variables that are measurable (e.g., average node density, average traffic load for the network) and performing a regression analysis of end-to-end delay or throughput in terms of these variables. Even though recent work [10] has extended this to reactive models that use dynamic estimation of parameters, the coherence time of the variables as well as the availability of only local information have not been addressed. In contrast with these works, in this paper, we focus on application-specific (namely VoIP) modeling with a focus on dynamically estimable empirical models of end-to-end delay within coherence times of the independent and response variables.
III. THE MODEL Our general set-up is as shown in Fig. 1 : we have a connected deployment region D, possibly with holes, as shown, into which the nodes cannot enter (however over which the wireless signal can still propagate). These holes may be artificial obstacles such as buildings, or natural obstacles such as lakes. We assume that we have a set N of mobile nodes that move around in the deployment region. There is a single gateway G located somewhere on the deployment region. A fraction α of the nodes generate VoIP traffic, and all VoIP streams are destined for the gateway G. (In a later section, we shall also introduce background data traffic that is destined for the gateway and is generated by each of the nodes in the node set N .)
We focus only on the upstream VoIP traffic to the gateway. We assume that the bandwidth at each node has been divided into two parts, for the upstream and the downstream (i.e. from the gateway to each node), respectively. Hence, the downstream VoIP delay modeling is complicated by the fact that the gateway (and possibly the intermediate nodes in between) must estimate the current location of the receiving node, and it is beyond the scope of this paper.
Given the above set-up, our aim is to determine an empirical, yet general enough model of the end-to-end delay that will hold across a variety of such deployments, and whose model parameters will have long enough coherence times in order for them to be useful for call admission decisions. Based on a variety of scenarios that we simulated (namely with a flat topology, a topology with holes, and the additional presence of background data traffic, which will be discussed in detail in Section V), we propose the following model for the estimation of the end-to-end delay. Our model has two parts: (1) The definition of the "VoIP regime," and (2) the model of the endto-end delay within the VoIP regime.
We begin with the definition of the "VoIP regime." First, we assume that each node time-stamps the voice packet with the time at which the packet was sent. (We assume that each of the nodes has been synchronized with the gateway down to a 1 ms resolution. This resolution is reasonable, and is obtainable via standard clocks; hence, no clock drift issues exist.) Then, when the gateway receives the packet, it calculates the total time that the packet took to reach the gateway. First, we let y voip stand for the maximum tolerable end-to-end networking delay from the initiation of an (upstream) VoIP packet to its reception at the gateway. This y voip is the part of the VoIP delay budget that remains after other components of the delay (e.g., encoding/decoding delays of the voice codec, play-out buffer delay) have been subtracted from the overall budget. Out of the total of 500 ms, as little as 100 ms may remain for the end-to-end networking delay (including all the MAC and networking delays at the intermediate hops). Hence, the requirement is very stringent. Second, we let denote the fraction of the total upstream VoIP traffic that is received at the gateway with a delay that is greater than y voip ; i.e., this is the fraction of the total number of packets that violate the y voip delay constraint. Similar to the concept of probability of outage in cellular networks, should be kept low. Finally, we note that the gateway is able to measure the empirical distribution f Y (y) of the delays of packets that reach the gateway from the entire network. Based on these, we define the "VoIP regime" in our model as follows:
Definition 1 (VoIP regime). The VoIP regime is defined to be the set { } that satisfies the following inequalities:
where thr is the maximum tolerable "outage" probability.
The threshold thr is typically between 1% to 5%.
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Through our QualNet simulation studies, we have found that when the system is in the VoIP regime (with 1-5% outage), the end-to-end delay from a source node to the fixed destination gateway is well-approximated by an exponentially distributed random variable, whose parameter λ i depends on the number of hops i that the packet has taken to reach the gateway. The MAC layer that we use in our simulations is the 802.11 MAC (DCF mode). We have found that this model of the end-to-end delay holds across these scenarios as long as the system is in the regime. Outside of the VoIP regime, we did not find any reasonable simple model for the end-to-end delay. We shall quantify the simulation conditions under which this result was obtained later in Section V. Hence, in the VoIP regime above, we have the following model for the end-to-end delay: Let Y i be the end-to-end delay from any source node, over i hops, to the fixed gateway as the destination. Then, the probability density function (pdf) of (1) where λ i is the parameter of the distribution for i hops.
IV. DYNAMIC ESTIMATION OF MODEL PARAMETERS
There are two main problems to solve in this section. First, based on the model of the previous section, the gateway must decide on a dynamic basis whether the network is in the VoIP regime or not, and communicate this information to the nodes. Second, the nodes must jointly estimate the {λ i } for the set of hops {i} on a dynamic basis, for those times when the network is in the VoIP regime.
A. Detection of VoIP Regime
We begin with the first problem: The main challenge here is for the gateway to decide over what interval to collect the data of end-to-end delays in order for it to test whether it is in the VoIP regime. If network statistics did not change over time, then it would collect the data from the very beginning, and thus arrive at more accurate estimates of the distribution f Yi (y i ) for each number of hops i from the gateway. However, the distribution is time-varying, based on changes in both node density in different regions due to mobility patterns, as well as the changing data generation rates at each node. It would appear that the empirical distribution must be formed over the duration for which the underlying f Yi (y i ) is roughly constant, namely the coherence time of f Yi (y i ). However, this view is unnecessarily restrictive because, in the end, the aim is the detection of when the network has fallen out of the VoIP regime, and when it has entered it again. The duration for which the network remains in the VoIP regime is the coherence time of the VoIP regime, which is much longer than the coherence time of the {f Yi (y i )}. Hence, it is the coherence time of the VoIP regime that must be directly estimated. (The estimation of the time that the network remains outside the VoIP regime will be obviated based on a feedback control strategy to be described shortly.)
We shall perform estimation of the coherence time of the VoIP regime based on a concept that we introduce, called the "number of active nodes" (denoted by N A ) around the gateway. The number of active nodes around the gateway is defined as the number of unique nodes that send upstream VoIP traffic (including relay traffic), in a radius around the gateway equal to the transmission radius R of the gateway, measured over a duration of τ seconds. The parameter τ has to be chosen so that it is large enough for a statistically significant amount of data (say, e.g., N min = 5 data points) to have been accumulated within τ , and not too large so that the measurement of the unique number of nodes that are "actively" sending upstream VoIP traffic does not average over transient trends. We quantify these notions precisely as follows: Let N (t) denote the number of unique nodes in the radius R around the gateway that send upstream VoIP traffic from time 0 to time t. Then, we choose τ as follows:
(2) where T o is the "observation interval" such that the waveform N (t + τ ) − N (t) has at least 6-10 crossings of its level sets within this interval (i.e., such that we have had a chance to observe this waveform for enough length to have seen a sufficient number of variations in this waveform).
Let N A [k] denote the number of active nodes around the gateway, as a function of discrete time k (sampled at intervals of τ seconds as defined above). We define the "number of active nodes threshold," denoted by N thr , as the maximum of N A [k] over an interval W , chosen as the minimum length over which N A [k] can exhibit at least 6-10 crossings of its level sets on average. More precisely, let ξ denote the number of times that a level l on the y-axis has been crossed. Then,
where ξ thr stands for the threshold for the number of level crossings, which is 6-10 as a rule of thumb. Then:
In our simulations, typical values of N thr have ranged from 15 to 45. An empirical result at which we have arrived through extensive simulation studies is that N A [k] ≤ N thr implies ≤ thr ; that is, it implies that Condition 1 in the definition of the VoIP regime (Definition 1) is satisfied. Given this empirical result, the coherence time of the VoIP regime is then bounded below by how long Condition 2 in the same definition is satisfied for the duration for which N A [k] ≤ N thr , i.e., the duration for which the number of active nodes around the gateway is below the threshold N thr .
The above approach gives us a methodology by which the gateway detects whether the network is in the VoIP regime, namely by measuring on a dynamic basis the number of active nodes N A [k] around the gateway. This provides a completely local scheme by which the gateway can detect whether the network is in the VoIP regime or not.
Based on this, the gateway periodically floods the network with a 1-bit flag, piggy-backed to downstream VoIP packets, that says whether the network is detected as in the VoIP regime by the gateway or not. This establishes a closed-loop feedback control mechanism (reminiscent of the closed-loop power control of cellular systems, though, over a multi-hop network here), by which the nodes that are sending VoIP streams are apprised of whether the network is in the VoIP regime or not. Based on this, the nodes can adjust the amount of traffic that they are sending in order to keep the network within the regime. As long as the network is in the VoIP regime, the nodes can rely on the exponential model for the distribution of the end-to-end delay, whose parameter estimation we shall discuss next.
B. Estimation of the {λ i } in the VoIP Regime
Since the mean of an exponentially distributed random variable with parameter λ is 1/λ, this gives us a straightforward method by which to estimate the parameter of the distribution of end-to-end delay over i hops, i.e., by estimating the mean of the observed random variables. Since only the gateway can collect these upstream end-to-end delay measurements, this estimation is performed at the gateway. However, in order for the estimated value of λ i for each i to be useful, it must be made available to the mobile nodes who will perform autonomous decisions such as call admission into the network. The first set of key issues becomes: (1) What is the coherence time of the {λ i }? (2) How fast can this information be spread to the nodes in the network? In the same spirit as the results in [2] , we note that if the coherence time is greater than the spreading period, then the estimated results can be put to use; otherwise, they cannot.
We have studied the coherence time of the {λ i } and empirically found that they are comparable to the coherence time of the VoIP regime. In our simulations, the coherence time of the VoIP regime was found to be 2-3 minutes, which is more than sufficient time for the estimated {λ i } to be fed back to all the nodes. (Note that VoIP constraints satisfy 500 ms delay constraints; hence, by piggy-backing this information to the VoIP downstream packets, the nodes are quickly apprised of these estimates calculated by the gateway, and will be able to use these values in their estimation of the downstream endto-end delay.) The gateway needs to broadcast this information via the multi-hop connections to all the mobile nodes, only once every coherence time.
V. MODEL VALIDATION VIA SIMULATIONS
Our main goal in this section is to show, via QualNet simulations, that the model that we have described above, for the upstream end-to-end VoIP delay over the wireless, mobile, multi-hop network with a single gateway, holds across a variety of scenarios. We shall start out with a "flat" deployment region; i.e., a deployment region with no holes, in which all nodes can travel over the deployment region. Second, we shall investigate the scenario with holes in the deployment region. The main reason for doing this is to show that the model holds even when the packets have to travel over "curved paths" in space due to holes. Third, we shall investigate the model for VoIP traffic in the presence of background data (UDP) traffic. In particular, we would like to characterize the regime of background traffic for which the VoIP end-to-end delay model is still valid.
A. Simulation Set-up
In our investigations, we have used spatially fixed routes, as shown in Fig. 2 . The reason that we use fixed routes is that the effects of routing can be traced and understood more clearly geometrically. Furthermore, since the model that we propose depends on the number of hops to reach the gateway, the number of hops that a packet takes is clear in the case of fixed routes as shown; hence, the effects of an increasing number of hops can be understood without ambiguity. In this figure, fixed routing works as follows. If a mobile node falls within any cell c, the VoIP packets that it has (which it generates or is relaying) for the gateway are sent to the cell adjacent to c, as indicated by the fixed route arrow for that cell c. For such routing to be valid, there must be some node in the adjacent cell, to which the packet can be relayed. Hence, the neighbor search is an important part of the routing with fixed routes. If no such neighbor in the adjacent cell can be found, then the routing fails at that hop, in which case, the VoIP end-to-end delay cannot be met for that packet. Hence, such routing via fixed routes works well for high-density networks (and not well for sparse networks). We assume throughout our simulations a high-density network scenario, in which the number of nodes that we deploy over the deployment region of 1 km by 1 km is 200. The cell sizes are taken to be 50 m by 50 m, forming a uniform square grid.
We use the Random Waypoint Model as the mobility model for the nodes; we have chosen to use a pause time of zero seconds for each node, and a constant velocity of v for each node, where v ranges from 5 m/s to 20 m/s. We assume that each node is equipped with a positioning device through which it knows its own position, but not the position of the other nodes except that of the gateway. We assume that the gateway's position is known to each node (e.g., communicated via side channels, and is fixed). Each node has a radio transmission range of 150 m. A fraction α of the nodes generate voice traffic; we have taken α = 0.1 in our simulations. Each such node generates upstream VoIP traffic of 160byte packets spaced at 20 ms intervals, and sends them toward the gateway on fixed routes. We use a proactive neighbor discovery method to find an active node within the target region of interest along the fixed route. The nodes build and maintain a neighbor lookup table, employing a periodic HELLO packet transmission scheme. We use QualNet for all of the simulations in this paper.
B. Simulation Results
In the following paragraphs, we focus on the empirical validation of the exponential model of the upstream VoIP delay within the regime, under a variety of scenarios. First, we set up a simulation with a flat deployment region (i.e., no holes). Second, we set up a simulation with a deployment region with a single large hole (as shown in Fig. 2 ) in which routes have to travel over curved distances. We placed a single large, rectangular hole whose lower left-hand corner is located at (300 m, 250 m), and whose upper right hand corner is at (650 m, 400 m). The lower left-hand corner of the square deployment region is taken as (0 m, 0 m), and the gateway is located at (500 m, 500 m). Despite the fact that a substantial number of nodes have to route around the hole, we found that the empirical distributions of the end-to-end upstream VoIP delays within the VoIP regime were very similar. Due to space limitations, we report the results of the second case (i.e., with a hole) in Fig. 3 . The four subgraphs in this figure correspond to the number of hops increasing from 1 to 4. Clearly, the average end-to-end delay increases with the number of hops, but it is remarkable that its distribution remains similar in shape. In order to measure the goodness of the fit, we use the weighted error percentage e = b∈B 100w b |y b −ŷ b |/y b , where y b is the average delay for bin b of the histogram,ŷ b is the estimated delay for that bin, w b is the empirical probability mass that falls within bin b, and B is the set of all bins. This metric is intuitive in that the errors occur more in practice in those bins that have empirically higher frequency of occurrence, and contribute in an amount proportional to their frequency of occurrence to the error metric.
We have fit an exponential distribution to the empirical data in Fig. 3 . The bin sizes have been chosen optimally, with an optimal value of 20 ms, in order to allow for the exponential fit to have the smallest weighted percentage error. In order to make a valid comparison, we have plotted the expected frequency of each bin under the estimate (the shown curve) on the same plot with the empirical histograms. The weighted percentage estimation error of each of these is as follows: 15% for 1 hop, 15% for 2 hops, 20% for 3 hops, 22% for 4 hops. Since the standard deviation of the empirical distribution can be seen to be comparable to its average (exactly true for an exponential distribution), the estimates produced are reasonably good. Better analytical approximations can be obtained, for example, by fitting two exponentially distributed random variables with a transition point to be found optimally, in order to better fit the pattern of a faster decrease in the beginning, followed by a slower decrease later on in the distribution; however, this would result in a total of three floating-point parameters (two λ's and the transition point) to be disseminated, hence increasing the control overhead (which does not appear to be worth the expense).
Next, we examine the end-to-end upstream VoIP delay on a deployment region with a hole in the presence of background data traffic. The total offered data traffic load from the network to the gateway is 2 Mbps, with a uniform packet size of 512 bytes, sent in an interarrival interval that is uniformly distributed from 20 ms to 1 s (and independent) at each node. The MAC layer is unaltered, and voice traffic does not receive prioritized service. (In particular, a single queue is maintained at each of the nodes.) The results appear in Fig. 4 . The end-toend delays are larger than the case for the deployment region with a hole, but without background traffic; however, the shape of the end-to-end delay is retained, and is well-approximated by an exponential distribution with the following errors: 16% for 1 hop, 18% for 2 hops, 29% for 3 hops, and 17% for 4 hops. More importantly, the results show that we are able to support VoIP traffic in the presence of background traffic that is as much as 2 Mbps aggregate towards the gateway.
Finally, we investigate the effect of the node velocity upon the empirical distribution that is observed for end-to-end upstream VoIP delays. In Fig. 5 , we present the exponential distribution fits to the empirical end-to-end delays obtained under 4 different experiments. In each experiment, the gateway collects the end-to-end VoIP delay data over a duration of 8 minutes, and each experiment differs only in the node velocity: 5 m/s, 10 m/s, 15 m/s, and 20 m/s. We have chosen to present the exponential fits rather than the empirical ones on the same graphs, for ease of interpretation and comparison. In each experiment, there are 60 voice calls, each of duration 1.5 minutes. We observe the end-to-end delay for a hop count of 3. From this comparison, we see that the values of μ 3 = 1/λ 3 (for hop count 3) are close to each other, which implies that the velocity information need not be disseminated throughout the network, i.e., the estimation is invariant as a function of velocities, for the range of velocities under which we are able to support VoIP traffic.
VI. CONCLUSIONS
We have presented an empirical model of the upstream VoIP delay over mobile, multi-hop wireless networks with a single gateway, with node velocities ranging from 5-20 m/s, which is high for mobile networks. We have shown that as long as the network is within the VoIP regime, which is defined by having a large fraction 1 − of the packets arrive within the VoIP networking delay constraint of y voip seconds, the endto-end delay is well-modeled by an exponential distribution with parameter λ i that depends on the number of hops i from the gateway. We have validated the model over a range of scenarios (flat deployment regions, deployment region with a hole, and in the presence of background data traffic). Further, we have shown that the coherence time over which the model parameters remain valid is on the order of the coherence time of the VoIP regime, which is much larger than the time it takes for the gateway to spread this information to the mobile network. Hence, this delay model can be effectively used to allow each node to make call admission decisions based on its current location.
