We study the communication complexity of linear algebraic problems over finite fields in the multiplayer message passing model, proving a number of tight lower bounds. Specifically, for a matrix which is distributed among a number of players, we consider the problem of determining its rank, of computing entries in its inverse, and of solving linear equations. We also consider related problems such as computing the generalized inner product of vectors held on different servers. We give a general framework for reducing these multi-player problems to their two-player counterparts, showing that the randomized s-player communication complexity of these problems is at least s times the randomized two-player communication complexity. Provided the problem has a certain amount of algebraic symmetry, which we formally define, we can show the hardest input distribution is a symmetric distribution, and therefore apply a recent multi-player lower bound technique of Phillips et al. Further, we give new two-player lower bounds for a number of these problems. In particular, our optimal lower bound for the two-player version of the matrix rank problem resolves an open question of Sun and Wang.
Introduction
streaming model including rank-k approximation, matrix multiplication, matrix inverse, determinant, and eigenvalues. Sárlos [27] gave upper bounds for many approximation problems, including matrix multiplication, singular value decomposition and linear regression.
Our Results: Let us first describe the new two-player communication complexity results proved in this work. We then describe how to extend these to obtain our multi-player results.
Two-Player Lower Bounds:
We start by studying the following closely related matrix problems. In each case, the input describes a matrix z ∈ M n (F p ), the set of n × n matrices with entries in the finite field F p for some prime p.
• Problem Rank n,k : Under the promise that rank(z) ∈ {k, k + 1}, compute rank(z).
• Problem Inverse n : Under the promise that z is invertible, decide whether the (1, 1) entry of z −1 is zero.
• Problem LinSolve n,b : Under the promise that z is invertible, for a fixed non-zero vector b ∈ F n p , consider the linear system zt = b in the unknowns t ∈ F n p . Decide whether t 1 is zero. There are two natural ways to split z between Alice and Bob. In the concatenation model, Alice and Bob hold the top n/2 rows and bottom n/2 rows of z, respectively. In the additive split model, Alice and Bob hold x, y ∈ M n (F p ) respectively, and z = x + y. The two models are equivalent up to a constant factor [31] , see Section 5.3. All of this generalizes in the obvious manner to the multi-player setting.
Theorem 1.
Let f be one of Rank n,n−1 , Inverse n , or LinSolve n,b . Then R 1/10 ( f ) = Ω(n 2 log p).
The above immediately implies Ω(n 2 log p) space lower bounds for randomized streaming algorithms for each of these problems, where the input matrix z is presented in row-major order. See Appendix C for details. Clearly these lower bounds are optimal, since the problems have trivial O(n 2 log p) upper bounds, that being the size of the input. We remark that Theorem 1 in fact extends to the quantum communication model, a generalization of randomized communication that we shall not elaborate on in this paper.
To prove these lower bounds, we use the Fourier witness method [31] for the promised rank problem, then reduce it to other problems. The reduction to the other problems critically uses the promise in the rank problem, for which establishing a lower bound was posed as an open question in [31] . Roughly speaking, the Fourier witness method is a special type of dual norm method [18, 28, 30] . In the dual norm method, there is a witness (a feasible solution of the dual maximization problem for the approximate norms). A typical choice of witness is the function itself (such as in the discrepancy method). In the Fourier witness method the witness is chosen as the Fourier transform of the function. This method works well for plus composed functions. For details, see Section 5.1.
We also consider the inner product and Hamming weight problems. Alice and Bob now hold vectors x and y.
• Problem IP n : Under the promise that x, y ∈ {0, 1}, compute x, y . Here x, y ∈ F n p .
• Problem Ham n,k : Under the promise that x + y ∈ {k, k + 2}, compute x + y . Here x, y ∈ F n 2 and z denotes the Hamming weight of z, i.e., the number of 1 entries in z. Note that x − y = x + y. We do not provide new two-player lower bounds for IP n and Ham n,k , but state the known ones here for use in our s-player lower bounds. It is known that R 1/3 (IP n ) = Ω(n log p) [32] , and R 1/3 (Ham n,k ) = Ω(k) [12] .
s-Player Lower Bounds: For each of the above problems, there are natural s-player variants. We consider the coordinator model in which there is an additional player, called the coordinator, who has no input. We require that the s players can only talk to the coordinator. The message-passing model can be simulated in the coordinator model since every time a Player i wants to talk to a Player j, Player i can first send a message to the coordinator, and then the coordinator can forward the message to Player j. This only affects the communication by a factor of 2. See, e.g., Section 3 of [5] for a more detailed description.
For the matrix problems, Player i holds a matrix x (i) and the computations need to be performed on z = x (1) + · · · + x (s) . The Hamming weight problem is similar, except that each x (i) is a vector in F n 2 . For the inner product problem, each x (i) ∈ F n p and we consider the generalized inner product, defined as
j . We provide a framework for applying the recent symmetrization technique of Phillips et al. [25] to each of these problems. Doing so lets us "scale up" each of the above lower bounds to the s-player versions of the problems.
However, the symmetrization technique of Phillips et al. does not immediately apply, since it requires a lower bound on the distributional communication complexity of the two-player problem under an input distribution with certain symmetric properties. Nevertheless, for many of the two-player lower bounds above, e.g., those in Theorem 1, our lower bound technique does not give a distributional complexity lower bound. We instead exploit the symmetry of the underlying problems, together with a re-randomization argument in Theorem 5 to argue that the hardest input distribution to these problems is in fact a symmetric distribution; see Definition 4 for a precise definition of symmetric. We thus obtain a distributional lower bound by the strong version of Yao's minimax principle.
We obtain the following results. Here, R s δ ( f ) denotes the δ-error randomized communication complexity of the s-player variant of f . We give precise definitions in Section 3.
Theorem 2. If f is one of Rank
We note an application to the information-theoretic privacy of the rank n,n−1 problem in Appendix D.
communication to distinguish the two cases.
In the communication model, there is another way to distribute the input: Alice and Bob each hold an n × n matrix x and y, respectively, and they want to compute some property of x + y. This is equivalent to our model of matrix concatenation up to a constant factor, a fact we shall use in the paper (see [31] for a proof).
Paper Organization: In Section 3 we present our framework of multi-party communication lower bound for a class of problems. In Section 4 we discuss the IP n problem and in Section 5 the Rank n,n−1 problem and related linear algebra problems. Missing proofs, and the streaming and privacy applications are included in the Appendix.
Preliminaries
Communication Complexity: We briefly summarize the notions from communication complexity that we will need. For more background on communication complexity, we refer the reader to [16] .
Let f : X × Y → {1, −1} be a given function, which could be a partial function. Let dom( f ) be the domain of definition of f . Alice and Bob, with unlimited computing power, want to compute f (x, y) for (x, y) ∈ dom( f ). Alice only knows x ∈ X and Bob y ∈ Y. To perform the computation, they follow a protocol Π and send messages to each other in order to converge on a shared output Π(x, y). We say a deterministic protocol Π computes f if Π(x, y) = f (x, y) for all inputs (x, y) ∈ dom( f ), and define the deterministic communication complexity, denoted by D( f ), to be the minimum over correct deterministic protocols for f , of the maximum number of bits communicated over all inputs. In a randomized protocol, Alice and Bob toss private coins and the messages can depend on the coin flips. We say a randomized protocol Π computes f with error probability δ if Pr{Π(x, y) = f (x, y)} ≥ 1 − δ for all inputs (x, y) ∈ dom( f ), and define the randomized communication complexity, denoted by R δ ( f ), in the same way. When Alice and Bob share public random coins, the randomized communication complexity is denoted by R
is the least cost of a deterministic protocol for f with error probability at most δ with respect to µ. Yao's principle states that R
In the model for multiparty communication complexity, there are s players, each gets an input x i ∈ X i , and they want to compute some function f : X 1 × · · · × X s → {−1, 1} (which could be partially defined). We shall assume the coordinator model, in which there is an additional player called coordinator, who has no input. Players can only communicate with the coordinator but not each other directly. The coordinator will output the value of f . The private-coin, public-coin randomized communication complexity and µ-distributional communication complexity are denoted by R s The following two definitions are from [10] . The information cost ICost(Π) of a protocol Π on input distribution µ equals the mutual information I(X; Π(X)), where X is a random variable distributed according to µ and Π(X) is the transcript of Π on input X. The information complexity IC µ,δ ( f ) of a problem f on a distribution µ with error probability δ is the infimum of ICost(Π) taken over all privaterandomness protocols Π that err with probability at most δ for any input. When δ is clear from the context, we also write the information complexity as IC µ ( f ) for simplicity.
pair of discrete random variables with joint distribution p(x, y). Suppose that X is a discrete random variable on Ω with distribution p(x). Then the entropy H(X) of the random variable X is defined by H(X) = − x∈Ω p(x) log 2 p(x). The joint entropy H(X, Y) of a pair of discrete random variables (X, Y) with joint distribution p(x, y) is defined as H(X, Y) = − x y p(x, y) log p(x, y). The conditional entropy H(X|Y) is defined as H(X|Y)
=
Reduction for Multi-Player Communication
Let (G, ⊗) be a finite group and f be a function on G (could be a partial function). Suppose that G = i G i is the coarsest partition of G such that f is a constant function (allowing the value to be undefined) over each
We say that a family H of functions h : G × G → G × G is a uniformizing family for function f if there exists a probability measure µ on H such that for any i and (g 1 , g 2 ) ∈ pre(G i ), when h ∈ H is randomly chosen according to µ, the image h(g 1 , g 2 ) is uniformly distributed on pre(G i ).
Example 1 (Rank n,n−1 ). G = M n (F), the group of all n × n matrices over F, with ⊗ being the usual matrix addition. In fact G is a ring, with the usual matrix multiplication. Define
Then I( f ) = {1, 2} and G 1 = {x ∈ G : rank(x) = n} and G 2 = {x ∈ G : rank(x) = n − 1}. The uniformizing family is H = {h a,b } a∈G 1 ,b∈G endowed with uniform measure, where
Example 2 (Ham n,k ). G = F n 2 with the usual vector addition. Define
Then |I( f )| = 2. Let S n denote the symmetric group of degree n. The uniformizing family H = {h σ,b } σ∈S n ,b∈G endowed with uniform measure, where
By reduction from Disjointness problem, we know that R pub 1/10 (Ham k,k+2 ) = Ω(k). As an auxiliary problem to the IP problem, we define • Problem IP ′ n : Suppose that p > 2. Alice and Bob hold two vectors x, y ∈ (F * p ) n respectively. We promise that inner product x, y ∈ {0, 1}. They want to output x, y . Removing 0 from the scalar domain gives us a group structure as below.
n associated with the multiplication ⊗ defined to be the pointwise product, i.e., x ⊗ y = (x 1 y 1 , x 2 y 2 , . . . , x n y n ). Let f (x) = 1 {x 1 +x 2 +···+x n =0} .
The following problem was considered in [32] .
• Problem Cycle n : Let π and σ be permutations in symmetric group S n . Alice holds π and Bob σ, and they want to return 1 if π • σ is exactly 1-cycle and return 0 otherwise.
Example 4 (Cycle n ). G = S n , the symmetric group of degree n, with the usual permutation composition. Define
Then |I( f )| = 2. The uniformizing family is H = {h σ,τ } σ,τ∈S n endowed with uniform measure, where
it is easy to verify that H is a uniformizing family indeed. It has been shown in [32] 
We analyze the randomized communication complexity of problems that have a uniformizing family. 
where C > 0 is an absolute constant and ν the sub-uniform distribution on G × G.
Proof. Suppose the input is (g 1 , g 2 ) ∈ G × G. Next we describe a public-coin protocol Π ′ . With the public randomness, Alice and Bob choose a random h from the uniformizing family. They then run the optimal protocol Π ν for input distribution ν (i.e., cost(
. It is not difficult to see that the public-coin protocol Π ′ has error probability at most δ · |I( f )|. Therefore, R
( f ) for some absolute constant C, the conclusion follows. Now consider the following multi-player problem in coordinator model: There are s players and a coordinator. Each player receives an input x i ∈ G. The coordinator will output the value of f (x 1 ⊗x 2 ⊗· · ·⊗x s ) with probability ≥ 1−δ. Denote by C s,pub δ ( f ) the number of bits that must be exchanged by the best protocol. By the symmetrization technique from [25] , we have the following lemma.
Lemma 6. Suppose that there exists a uniformizing family for f . Let ν be an arbitrary weakly sub-uniform distribution on G × G and Π ν be a public-coin protocol that computes f with error probability
Proof. Let ν s be the distribution over G s such that ν s is the uniform distribution over pre s (G i ) := {(x 1 , . . . , x s ) ∈ G s : x 1 ⊗ · · · ⊗ x s ∈ G i } when restricted onto it and ν s (pre s (G i )) = ν(pre(G i )). Let Π s be an s-player (deterministic) protocol for input distribution ν s with error probability δ.
Consider the following two-player protocol Π ′ on input (g 1 , g 2 ) ∼ ν: First suppose that Alice and Bob have public randomness. They first use the public randomness to agree on an index j chosen at random uniformly from {1, . . . , s}. Alice also generates, using her own randomness, the input {x i } i j of other players uniformly at random conditioned on i j x i = g 1 . Then Alice and Bob run the s-player protocol, in which Bob simulates player j with input x j := g 2 , and Alice simulates all other players and the coordinator. The message sent in this protocol is just the message sent between the coordinator and player j in Π s .
It is not hard to see that (x 1 , . . . , x s ) ∼ ν s . It follows from a symmetrization argument like the proof [25, Theorem 1.1] that E[cost(Π ′ )] ≤ cost(Π s )/s, where the expectation is taken over the public coins. The conclusion follows from taking the infimum over Π s .
Theorem 7. Suppose that there exists a uniformizing family for f , then
Proof. Pick ν to be the sub-uniform distribution in the preceding lemma. By fixing the public coins and a Markov bound, one can construct a two-player deterministic protocol Π ′′ such that cost(Π ′′ ) ≤ (1/δ) cost(Π s )/s and Π ′′ succeeds with probability at least 1 − 2δ when the input is distributed as ν.
The following are immediate corollaries of the theorem above applied to our previous Example 2 and 4. We leave the results of Example 1 and 3 for later sections. = Ω(sn log p). When p < p 0 , the result is due to Braverman et al. in [5] , who prove an Ω(sn) lower bound for IP over the integers with the promise that the inner product is 0 or 1. Note that this implies an Ω(sn log p) lower bound for computing IP over F p as well, since p < p 0 is a fixed constant.
The Rank Problem
We shall use the Fourier witness method to prove a lower bound on Rank ′ n,n−1 . We then use this result for Rank n,n−1 to obtain lower bounds for the other problems. We review some basics of the Fourier witness method in Section 5.1 then give the proof of the lower bound in Section 5.2.
Fourier Witness Method

Fourier Analysis
For prime p, let F p be the finite field of p elements. We define the Fourier transformation on the group (F n p , +).
Definition 12 (Fourier transform). Let
, where ω = e 2πi/p .
Approximate Norm and Dual Norm
The ℓ p norm of a vector v ∈ R n is defined by v p := n i=1 |v i | p 1/p and the ℓ ∞ norm by v ∞ := max n i=1 |v i |. The trace norm of an n × n matrix F, denoted by F tr , is defined as F tr := i σ i , where σ 1 , · · · , σ n are the singular values of F.
The matrix rank and some matrix norms can give lower bounds for deterministic communication complexity. For randomized lower bounds, we need the notions of approximate rank and norms. Definition 14 (approximate norm). Let ρ : R X → R be an arbitrary norm and f : X → R a partial sign function. The ε-approximate ρ norm of f , denoted by ρ ε ( f ), is defined as ρ ε ( f ) = inf φ ρ(φ), where the infimum is taken over all functions φ : X → R that satisfy
The following lemma shows that the approximate trace norm gives lower bounds on quantum communication complexity, as well as on randomized protocols with public coins. The following lemma is a result in [17] combined with Neumann's argument for converting a public-coin protocol into a private-coin one.
The approximate norms are minimization problems. We will consider the dual problems, which are maximization problems.
Definition 16.
Let ρ be an arbitrary norm on R n . The dual norm of ρ, denoted by ρ * , is defined as
The following lemma characterizes the approximate norm as a maximization problem so that we can prove lower bounds more easily.
Lemma 17 ([29]). Let f be a partial sign function and ρ an arbitrary norm. Then
where
We call a feasible solution in the dual problem the witness of the original problem. In particular, in Lemma 17, the function ψ is the witness. Any ψ gives a lower bound for ρ ε ( f ). It is difficult to find a useful witness. The first choice that comes to mind is to choose ψ = f · dom( f ), because it makes f, ψ · dom( f ) large and dom( f ) 1 small. This is the discrepancy method. We use a different choice: ψ = f · dom( f ) . We call it the Fourier witness method, introduced in [31] , but used here for partial functions. The Fourier coefficients of a plus composed function are related to the singular values of the associated matrix, as shown by the following lemma, whose proof is postponed to Appendix A. Applied to approximate trace norm, it also builds a bridge between the approximate trace norm and the approximate Fourier ℓ 1 -norm for a plus composed function. Similar results and additional background can be found in [17, 31] . 
Definition 18 (approximate Fourier p-norm).
Rank n,n−1
For a matrix x ∈ F n×n p , we define θ(x) = 1 if x is of full rank and θ(x) = 0 otherwise. We shall use θ as the witness in the proof of Rank ′ n,n−1 . The same function θ has been used to prove a communication complexity lower bound for the matrix singularity problem in [31] .
Proof. Suppose that Π is a public-coin protocol for Rank ′ n,n−1 with error probability ≤ 1/10. Then Alice and Bob can build a public-coin protocol Π ′ as follows. They use the public coins to choose a random matrix r and run Π on input (x − r, y + r). It is easy to see that Π ′ has error probability ≤ 1/10 and cost(Π ′ ) = cost(Π). Observe that the distribution of Π ′ (x, y) is identical to the that of Π ′ (a, b) whenever x + y = a + b.
Define the partial sign function g(x) = 1 if rank(x) = n, g(x) = −1 if rank(x) = n − 1, and g(x) is undefined otherwise. Let f (x, y) be the expected output of Π ′ (x, y). Then f is a plus-composed function. By the correctness of Π, we know that f (x, y) = g(x + y) whenever g(x + y) is defined. We claim that g ε 1 = Ω(p n(n−3)/2 ) for ε = 1/4, following Lemma 17 (applied with witness θ as in the paragraph before the theorem statement) and Fact 19. See Appendix B for details. Finally, it follows from Lemma 15 that
The lower bound for the multi-player Rank problem is an immediate corollary of Theorem 7. 
Linear Algebra Problems
Problem 1 (Inverse). Alice and Bob hold two n × n matrices x and y over F p , respectively. We promise that x + y is invertible over F p . They want to determine if the top-left entry of (x + y) −1 is zero (output −1) or non-zero (output 1). Proof. We reduce Rank to Inverse. Let A = x + y andÃ be the lower-right (n − 1) × (n − 1) block of A. Then A −1 11 = 0 iff rank(Ã) < n − 1. Now, suppose that A is an (n − 1) × (n − 1) matrix and rank(A) ∈ {n − 1, n − 2}. We augment A to A 1 by appending a random column. With probability 1 − 1/p it holds that rank(A 1 ) = n − 1 when rank(A) = n − 2. Now we augment A 1 to A 2 by appending a random row. With probability 1 − 1/p it holds that rank(A 2 ) = n when rank(A 1 ) = n − 1.
Problem 2 (LinSolve
Run a protocol for Inverse on A 2 . We denote the communication complexity of the protocol by c(n). When rank(A) = n − 1, if the error probability of the protocol is at most 1/20, then it outputs 1 with probability α ≤ , p ≥ 3, which implies that Θ(1) independent repetitions allow us to solve Rank on (n − 1) × (n − 1) matrices, i.e., to distinguish rank(A) = n − 1 from rank(A) = n − 2, with error probability ≤ 1/20 and communication complexity Θ(c(n)) = Ω((n − 1) 2 log p). Therefore c(n) = Ω((n − 1) 2 log p) = Ω(n 2 log p).
Proof. As before, we augment A to A 2 . Here we further randomize A 2 by multiplying a random invertible matrix on both sides of A 2 , that is, we form B = G 1 A 2 G 2 where G 1 , G 2 are uniform over n × n non-singular matrices over F p . It is clear that rank(B) = rank(A 2 ), and B is uniformly distributed over the n × n matrices with the same rank.
Run a protocol for Inverse on B. Suppose that it outputs zero with probability p 0 when the input matrix has rank n − 1. This probability can be calculated by Alice and Bob individually with no communication cost. When rank(A) = n − 1, it outputs 1 with probability α = 
A Proof of Lemma 20
Proof. Let ω = e 2π/p , U(x, y) = p −N/2 · ω − x,y , and Λ = diag(|ĝ| 2 ). We will prove F † F = p N UΛU † . 
B Proofs for the Rank n,n−1 Problem
We shall use the following fact. The following lemma computes the Fourier coefficients and shows that the ℓ 1 -norm ofθ is small.
