We consider causal structure learning from observational data. The main existing approaches can be classified as constraint-based, score-based and hybrid methods, where the latter combine aspects of both constraint-based and score-based approaches. Hybrid methods often apply a greedy search on a restricted search space, where the restricted space is estimated using a constraint-based method. The restriction on the search space is a fundamental principle of the hybrid methods and makes them computationally efficient. However, this can come at the cost of inconsistency or at least at the cost of a lack of consistency proofs. In this paper, we demonstrate such inconsistency in an explicit example. In spite of the lack of consistency results, many hybrid methods have empirically been shown to outperform consistent score-based methods such as greedy equivalence search (GES).
Introduction
A Bayesian network consists of a directed acyclic graph (DAG) on a set of variables and a set of conditional distributions for each node given its parents in the DAG. Bayesian networks can be used for various purposes, such as efficiently modeling the joint distribution of the variables, constructing decision support systems, probabilistic reasoning in expert systems, and causal inference.
In a Bayesian network, the DAG encodes conditional independence relationships that must hold among the corresponding random variables. Several DAGs can encode exactly the same set of conditional independence relationships. Such DAGs are called Markov equivalent and form a Markov equivalence class. A Markov equivalence class can be uniquely represented by a completed partially directed acyclic graph (CPDAG) (see Section 2.2).
We consider estimating the CPDAG from observational data, also known as causal structure learning. The main existing approaches for this problem can be classified as constraint-based, score-based and hybrid methods. Constraint-based methods, such as the PC algorithm [Spirtes et al., 2000] , are based on conditional independence tests. Score-based methods, such as greedy equivalence search (GES) [Chickering, 2002] , aim to optimize a scoring criterion over the space of possible CPDAGs (or DAGs). Both PC and GES have been shown to be consistent, meaning that in the large sample limit they output the correct CPDAG [Kalisch and Bühlmann, 2007; Chickering, 2002] . Note that the consistency result of Chickering [2002] is remarkable, since it involves a greedy search.
A hybrid method is a combination of a constraint-based and a score-based method. Such methods often apply a greedy search on a restricted search space, where the restricted space is estimated using a constraint-based method. For example, the IGES (I-map + GES) algorithm [Schulte et al., 2010 ] employs conditional independence tests and then restricts the set of allowed edges to the ones for which the corresponding conditional independence hypotheses are rejected. Other hybrid methods restrict the search space to an estimated skeleton of the underlying CPDAG or to the conditional independence graph (CIG) [Friedman et al., 1999; Tsamardinos et al., 2006; Schmidt et al., 2007] . The CIG (or the Markov network) of a joint distribution on p variables X 1 , . . . , X p is an undirected supergraph of the skeleton of the CPDAG, where two nodes X i and X j are adjacent in the CIG if and only if they are conditionally dependent given {X 1 , . . . , X p } \ {X i , X j }. Consistency (in the sense of Chickering [2002] ) has not been proved for any of these hybrid algorithms, but they tend to perform well in terms of computation time and estimation performance.
Recently, Alonso-Barba et al. [2013] proposed some hybrid algorithms based on GES [Chickering, 2002] . We recall that GES greedily optimizes a scoring criterion in two phases: a forward phase and a backward phase. Alonso-Barba et al. [2013] proposed a dynamic restriction on the forward phase of GES. One of their methods starts with an unrestricted search space and then gradually increases the set of forbidden edges by performing conditional independence tests during the forward phase. This method is inconsistent according to Alonso-Barba et al. [2013] . They provide two solutions to achieve consistency: (1) running (unrestricted) GES starting from the output of their restricted forward phase, or (2) iterating over the restricted forward phase, each time starting from the output of the last run, until the score can no longer be improved, and then running the backward phase from there. These algorithms, however, do not compete in performance with other hybrid methods, both in terms of computation time and estimation quality.
In summary, we have the following seemingly contradictory situation: on the one hand there are well-performing hybrid algorithms without consistency proofs [Friedman et al., 1999; Tsamardinos et al., 2006; Schmidt et al., 2007; Schulte et al., 2010] , and on the other hand there are less well-performing score-based and hybrid algorithms with consistency proofs [Chickering, 2002; Alonso-Barba et al., 2013] .
Our goal is to understand the performance and the (in)consistency of hybrid methods. Can we provide examples that show that algorithms like IGES are in fact inconsistent? If yes, to what extent does one need to weaken the restriction on the search space in order to achieve consistency? And can we explain why (possibly inconsistent) hybrid methods tend to have good estimation performance?
To get some insights into these problems, we study a restricted version of GES (we refer to this as RGES), where the restriction is based on the estimated CIG (as in Schmidt et al., 2007; Schulte et al., 2010) . Note that estimating the CIG is computationally easier than estimating the skeleton of the underlying CPDAG in the multivariate Gaussian setting, and there are various estimation methods for the CIG that are consistent in sparse high-dimensional settings (e.g., Meinshausen and Bühlmann, 2006; Friedman et al., 2008; Cai et al., 2012) . Recent developments in estimating CIGs for large classes of exponential family distributions with discrete and/or continuous variables include: Ravikumar et al., 2010; Lee and Hastie, 2015; Yang et al., 2014 .
Our first contribution is to show inconsistency of RGES by providing an explicit example in Section 3. This example also shows inconsistency of GES when restricted to the skeleton of the true underlying CPDAG. These inconsistency results illustrate that the search path of GES may have to leave the search space defined by the CIG or CPDAG, even though the true CPDAG lies within this search space.
More importantly, we show that consistency can be achieved for a slightly modified version of GES, called adaptively restricted GES (ARGES). In ARGES, the restriction on the search space changes adaptively depending on the current state of the algorithm. In fact, we allow, in addition to the edges of the CIG, also the so-called shields of v-structures in the current CPDAG (see Section 4.1). This is a rather minor modification of the search space determined by the CIG. In this sense, algorithms like RGES are "almost consistent". This observation provides an explanation for the good empirical performance of hybrid algorithms that restrict their search space to the CIG.
Our main theorem is the following:
Theorem 1.1. Let G 0 be a perfect map of X = {X 1 , . . . , X p } (see Section 2.2) and let C 0 = CP DAG (G 0 ). Let D n denote n i.i.d. observations of X, and letĈ n be the output of ARGES based on D n . Under assumptions (A1) -(A3) given in Section 5, P(Ĉ n = C 0 ) → 1 as n → ∞.
The paper is organized as follows. Section 2 reviews necessary background material. Section 4 presents the ARGES algorithm, and Section 5 provides a proof of Theorem 1.1. Section 6 contains empirical evaluations of ARGES, followed by a discussion in Section 7. R-code of ARGES will be made publicly available in the R-package pcalg [Kalisch et al., 2012] .
Preliminaries

Graph terminology
We consider graphs A = (X, E), where the vertices (or nodes) X = {X 1 , . . . , X p } represent random variables and the edges represent relationships between pairs of these variables. The edges can be either directed (X i → X j ) or undirected (X i − X j ). An (un)directed graph can only contain (un)directed edges, whereas a partially directed graph may contain both directed and undirected edges. The skeleton of a partially directed graph A, denoted as skeleton(A), is the undirected graph that results from replacing all directed edges of A by undirected edges.
Two nodes X i and X j are adjacent if there is an edge between them. If X i − X j , then X i and X j are neighbors. If X i → X j , then X i is a parent of X j . The set of all parents of X j in A is denoted by Pa A (X j ). A triple of nodes (X i , X j , X k ) is a v-structure if X i → X j ← X k and X i and X k are not adjacent.
A path π A (X i , . . . , X j ) between X i and X j in a graph A is sequence of distinct nodes (X i , . . . , X j ) such that all pairs of successive nodes in the sequence are adjacent in A. A set S intersects a path π A (X i , . . . , X j ) if S ∩ {X i , . . . , X j } is nonempty. An non-endpoint node X r on a path π A (X i , . . . , X r−1 , X r , X r+1 , . . . , X j ) is a collider on the path if X r−1 → X r ← X r+1 . Otherwise it is a non-collider on the path. An endpoint node on a path is neither a collider nor a non-collider on the path. A path without colliders is a non-collider path. A path of two nodes is a trivial non-collider path.
A directed path from X i to X j is a path between X i and X j , where all edges are directed towards X j . If there is a directed path from X i to X j , then X j is a descendant of X i . Otherwise it is a non-descendant. We use the convention that each node is a descendant of itself. The set of all descendants (non-descendants) of
A directed path from X i to X j together with X j → X i forms a directed cycle. A graph that does not contain directed cycles is acyclic. A graph that is both (partially) directed and acyclic, is a (partially) directed acyclic graph or (P)DAG.
Joint distributions and conditional independence constraints
We consider p random variables X 1 , . . . , X p with joint density f (x 1 , . . . , x p ). The joint density factorizes according to a DAG H if there exists a set of parameter values Θ = {θ 1 , . . . , θ p } such that
where θ i specifies the conditional density of X i given its parents in H [Chickering, 2002] (we assume that the conditional densities are all from the same given family). Such a pair (H, Θ) is a Bayesian network that defines the joint distribution. Conditional independence constraints imposed by a DAG can be read off from the DAG using the notion of d-separation [Pearl, 2003] .
Definition 2.1. (d-separation) Let S be a subset of nodes in a DAG H, where S does not contain X i and X j . Then S blocks a path π between X i and X j in H if at least one of the following holds: (i) π contains a non-collider node that is in S, or (ii) π contains a collider node that has no descendant in S. Otherwise, π is d-connecting or open given S. For pairwise disjoint sets of nodes W 1 , W 2 and S, we say that W 1 and W 2 are d-separated given S in H if every path between a node in W 1 and a node in W 2 is blocked by S. This is denoted by
If W 1 and W 2 are d-separated by S in H, then W 1 and W 2 are conditionally independent given S in any distribution that factorizes according to H.
The joint distribution of X is DAG-perfect [Chickering, 2002] if there exists a DAG G 0 such that (i) every independence constraint imposed by G 0 holds in the joint distribution of X, and (ii) every independence constraint that holds in the joint distribution is imposed by G 0 . Such a DAG G 0 is called a perfect map of the joint distribution. Condition (i) holds if the joint distribution factorizes according to G 0 and condition (ii) is the so-called faithfulness condition (see, for example, Definition 3.8 of Koller and Friedman, 2009) .
DAGs that encode exactly the same set of conditional independence constraints form a Markov equivalence class [Verma and Pearl, 1990] . Two DAGs belong to the same Markov equivalence class if and only if they have the same skeleton and the same v-structures. A Markov equivalence class of DAGs can be uniquely represented by a completed partially directed acyclic graph (CPDAG), which is a PDAG that satisfies the following: X i → X j in the CPDAG if X i → X j in every DAG in the Markov equivalence class, and X i − X j in the CPDAG if the Markov equivalence class contains a DAG for which X i → X j as well as a DAG for which X i ← X j . We denote the CPDAG that represents the Markov equivalence class of a DAG H by CPDAG(H).
For a DAG H, let CIC(H) denote the set of all conditional independence constraints imposed by H. We say that H is an independence map of a DAG
In the remainder, we assume that X is DAG-perfect.
Notation 2.1. We reserve the notation G 0 , C 0 , I 0 and D n for the following: G 0 denotes a perfect map of the distribution of X, C 0 = CPDAG (G 0 ) is the corresponding CPDAG, I 0 is the conditional independence graph of X, and D n denotes the data, consisting of n i.i.d. observations of X.
An arbitrary DAG is often written as H, and an arbitrary partially directed graph is often written as A. Graphs are always assumed to have vertex set X.
Properties of a scoring criterion
Given data D n and a candidate DAG H, a scoring criterion S(H, D n ) measures the quality of H with respect to the data. The GES algorithm requires a scoring criterion with several properties that we define below [Chickering, 2002] .
A scoring criterion S is score equivalent (given a joint distribution) if S(H, D n ) = S(H , D n ) whenever H and H are in the same Markov equivalence class, for any given data D n . Score equivalence ensures that all DAGs in a Markov equivalence class get the same score, and the common score is defined as the score of the Markov equivalence class or its representative CPDAG.
A scoring criterion S is decomposable if there is a function s(.) such that for any DAG H and data D n the scoring criterion decomposes as:
is the data corresponding to X i and Pa H (X i ). Decomposability of a scoring criterion facilitates fast computation of the difference between scores of two DAGs that differ by a few edges.
Let G 0 be a perfect map of the distribution of X. A scoring criterion S is consistent if the following two properties hold as n → ∞:
, and 2. If both H and H are independence maps of G 0 but H contains fewer edges than H , then
Consistency of S assures that a perfect map G 0 of the joint distribution of X has a higher score than any DAG that is not in the Markov equivalence class of G 0 , with probability approaching one as the sample size tends to infinity (Proposition 8 of Chickering, 2002) . For multivariate Gaussian distributions, the Bayesian information criterion (BIC) is an example of a scoring criterion that is score equivalent, decomposable and consistent. BIC was chosen as the scoring criterion of GES [Chickering, 2002] . [Chickering, 2002] We conclude this section with a brief description of the GES algorithm of Chickering [2002] . GES greedily optimizes the score function in two phases: a forward phase and a backward phase. The algorithm starts with an initial CPDAG (possibly an empty graph) with p vertices and sequentially obtains a larger CPDAG by adding exactly one edge at each step. Among all possible single edge additions at every step, it selects the one that optimizes the score function. The forward phase ends when the score of the CPDAG can no longer be improved by a single edge addition. The backward phase starts with the output of the forward phase and sequentially obtains a smaller CPDAG by deleting exactly one edge at each step. It selects the optimal move at each step (as in the forward phase) and stops when the score can no longer be improved by a single edge deletion.
Greedy equivalence search (GES)
A motivating example
We illustrate inconsistency of GES when its forward phase is restricted to the CIG (RGES) to the skeleton of the underlying CPDAG, with the following example.
T , where the joint distribution is defined via the following linear structural equation model (SEM): X 1 = 1 , X 2 = 2 , X 3 = X 1 + 1.9X 2 + 3 and X 4 = 1.5X 2 + 1.6X 3 + 4 , where the error variables 1 , . . . , 4 are independently distributed standard normal random variables. We write the linear SEM in matrix notation as X = BX + , where B is an lower triangular matrix of coefficients and = ( 1 , . . . , 4 )
T . Thus X = (I−B)
and hence X has a zero-mean multivariate Gaussian distribution with covariance matrix The linear SEM can be represented by the weighted DAG G 0 (which is a perfect map of the joint distribution of X), depicted in Figure 1(a) , where the index i represents the variable X i and an edge X i → X j is present if and only if B ji = 0 and then the weight of the edge X i → X j is B ji . Note that the Markov equivalence class of G 0 contains only one DAG and hence the corresponding CPDAG is identical to G 0 . Thus the DAG G 0 is identifiable and hence the large sample limit of the output of GES is G 0 for a penalized likelihood scoring criterion such as BIC.
The CIG of the joint distribution contains all possible undirected edges except the edge X 1 − X 4 , whereas the skeleton of the CPDAG additionally excludes the undirected edge X 1 − X 2 . The large sample limits of the outputs of RGES (GES restricted to the skeleton of the CIG) and of GES restricted to the skeleton of the underlying CPDAG are given in Figures 1(b) and 1(c) respectively, and they are different from G 0 .
We determined the large sample limit outputs by computing the expected likelihood scores of candidate DAGs at the "true parameter values". Note that the parameters in a linear SEM represented by a DAG H are the edge weights (B ij (H) for j → i in H) and the variances of the error variables (denoted as σ 2 i (H) for i = 1, . . . , 4). Let β i (H) denote the vector of edge weights of all edges from the parents of X i in H (denoted as Pa H (X i )). Then we compute the "true parameter values" as follows: β i (H) is the vector of regression coefficients in the regression of X i on Pa H (X i ) (computed using Σ 0 ) and σ 2 i (H) equals Var(X i |Pa H (X i )) (computed using Σ 0 ). We also provide R-code for this example in the R-package pcalg [Kalisch et al., 2012] .
Adaptively restricted greedy equivalence search (ARGES)
Given an estimated CIG, ARGES greedily optimizes a scoring criterion in two phases: a forward phase that depends on the estimated CIG (see Section 4.1), and a backward phase that is identical to the backward phase of GES [Chickering, 2002] . Since the backward phase is identical to the backward phase of GES [Chickering, 2002] , we only describe the forward phase.
The forward phase of ARGES
The pseudocode for the forward phase of ARGES is given in Algorithm 4.1. It starts with an initial CPDAG C start and sequentially obtains a larger CPDAG by adding exactly one edge at each step. At every step, it selects an optimal move (that optimizes the score) from a given set of admissible moves, which depend on the estimated CIG and the CPDAG obtained at the previous step. To define the set of admissible moves, we first introduce the notions of admissible edges.
Definition 4.1. (Admissible edge) Let (X i , X j ) be pair of non-adjacent nodes in a CPDAG C. Then the edge X i → X j is admissible for C with respect to an undirected graph I, if at least one of the following hold:
1. X i and X j are adjacent in I; or 2. There exists a node X r such that X i → X r ← X j is a v-structure in C.
If I equals the true CIG I 0 or an estimate thereof, then the first condition of Definition 4.1 allows all edges in the search space considered in Schmidt et al. [2007] . The second condition is our adaptive relaxation that guarantees consistency.
Definition 4.2. (Admissible move) Let I be an undirected graph and C a CPDAG, such that the edge X i → X j is admissible for C with respect to I. Then the move from C to CPDAG(H ) is admissible with respect to I if the DAG H can be obtained by adding the edge X i → X j to a DAG H in the Markov equivalence class described by C.
Remark 4.1. Note that an admissible move from C with respect to I can be obtained by adding an admissible edge X i → X j if and only if there is a DAG H in the Markov equivalence class described by C such that X i ∈ Nd H (X j ) \ Pa H (X j ).
Algorithm 4.1 The forward phase of ARGES
Input: A scoring criterion S(.), the data D n , an initial CPDAG C start , and an estimated CIGÎ n . Output: A CPDAG 1: C new ← C start ; with vertex set X; 2: repeat
C ← the set of all CPDAGs that can be obtained by an admissible move fromĈ f n with respect toÎ n ;
5:
if C is nonempty then 6: let C new be the CPDAG that optimizes the scoring criterion among all CPDAGs in C;
In summary, the forward phase of ARGES resembles the forward phase of GES, with the difference that at each step an edge between two non-adjacent nodes can only be added if (i) the nodes are adjacent in the estimated CIG, or (ii) the edge shields a v-structure of the CPDAG estimated in the previous step.
Consistency
We fix an initial CPDAG C start and a scoring criterion. We denote the output of the forward phase of GES (or ARGES) byC f n (orĈ f n ), and the final output of GES (or ARGES) byC n (orĈ f n ), where the subscripts denote the sample size. We now establish that, under some assumptions,
In order to prove this consistency result of ARGES, we first recall the consistency result of GES [Chickering, 2002] . GES was shown to be consistent under the following assumptions:
(A2) The scoring criterion is score equivalent, decomposable and consistent.
The consistency proof of Chickering [2002] consists of two steps. The first step shows that P(CIC(C f n ) ⊆ CIC(C 0 )) → 1 and the second step shows that P(C n = C 0 ) → 1 when the backward phase of GES starts with an independence map of C 0 with probability approaching one (Lemma 10 of Chickering, 2002) .
To prove consistency of ARGES, we only need to modify the first step of the proof. In Section 5.1, we therefore briefly discuss the proof of the first step for GES. We then prove Theorem 1.1 in Section 5, using an additional result that we establish in Lemma 5.2.
Consistency of GES
The proof of GES relies on the fact that consistent and decomposable scores are locally consistent:
Definition 5.1. (Locally consistent scoring criterion) Let H be any DAG, let X i ∈ Nd H (X j ) \ Pa H (X j ), and let H be the DAG that results from adding the edge X i → X j to H. A scoring criterion S is locally consistent if the following two properties hold as n → ∞:
To understand the usefulness of a locally consistent scoring criterion, we define the class of improvable DAGs: Definition 5.2. (Improvable DAG) A DAG H is improvable if there exists an ordered pair of nodes (X i , X j ) such that the following two conditions hold:
Assume that the scoring criterion is locally consistent. Then the first property of Definition 5.1 implies that the score of an improvable DAG can be improved by adding a directed edge, with probability approaching one. The second property of Definition 5.1 assures that if a DAG is not improvable then its score cannot be improved by adding a directed edge, with probability approaching one.
Note that a DAG is improvable if and only if it is not an independence map of G 0 . The "only if" part follows directly from Definition 5.2, since X i ∈ Nd H (X j )\Pa(X j ) implies X i ⊥ H X j | Pa H (X j ). The "if part" follows from the fact that the set of conditional independence constraints imposed by G 0 can be characterized by the Markov conditions, which are the constraints that each variable is independent of its non-descendants given its parents in G 0 . LetC f n denote the output of the forward phase of GES based on D n . ThenC f n is an independence map of C 0 with probability approaching one (Lemma 9 of Chickering, 2002) , since otherwise, by the arguments given above, the score ofC f n can be improved by adding an edge. We state the result as the following lemma.
Lemma 5.1. Under assumptions (A1) and (A2),
The proof of Lemma 5.1 is given in Chickering [2002] and a slightly different proof is given in Appendix A.1.
Consistency of ARGES
We prove consistency of ARGES under assumptions (A1) and (A2) and the following additional assumption:
(A3) LetÎ n be an estimator of the CIG I 0 of X, based on D n . Then P(Î n ⊇ I 0 ) → 1 as n → ∞.
As a first step towards consistency of ARGES, we show a result that is analogous to Lemma 5.1, namely that the output of the forward phase of ARGES is an independence map of C 0 with probability approaching one. The main argument in the proof of Lemma 5.1 was the following. If H is not an independence map of G 0 , then it is improvable and hence an edge can be added to improve the score with probability approaching one. In order to argue this for the forward phase of ARGES, we additionally need to show that we can add an admissible edge (with respect to I 0 ). To this end, we define the following class of DAGs.
Definition 5.3. (DAGs that are improvable by an admissible edge) A DAG H is improvable by an admissible edge with respect to an undirected graph I if there exists an ordered pair of nodes (X i , X j ) such that they satisfy the two conditions of Definition 5.2 and the edge X i → X j is admissible for CPDAG(H) with respect to I.
Although the definition of DAGs that are improvable by an admissible edge seems more restrictive than the definition of improvable DAGs, the definitions are in fact equivalent when I = I 0 . This is established in Lemma 5.2: Lemma 5.2. A DAG is improvable if and only if it is improvable by an admissible edge with respect to I 0 .
The proof of Lemma 5.2 is given in Appendix A.2. This lemma ensures that if a DAG is improvable then we can add an admissible edge in order to improve its score, with probability approaching one. This is the key to prove consistency of ARGES.
Proof of Theorem 1.1. We show that P(CIC(Ĉ f n ) ⊆ CIC(C 0 )) → 1, whereĈ f n denotes the output of the forward phase of ARGES. Then the rest of the proof follows from the arguments given in Lemma 10 of Chickering [2002] , as the backward phase of ARGES and GES are identical.
We define the set A n = {I 0 ⊆Î n } Thus P(A n ) → 1 by assumption (A3) and it is sufficient to prove P(CIC(Ĉ f n ) CIC(C 0 ), A n ) → 0. To this end, we write
where the sum is over all CPDAGs C. Since there are finitely many CPDAGs that are not independence maps of C 0 , it is sufficient to show that for any such CPDAG C,
We fix a CPDAG C that is not an independence map of C 0 . Let H be any DAG in the Markov equivalence class of C. Therefore, H is not an independence map of any perfect map of the joint distribution. Thus H is improvable and hence, by Lemma 5.2, H is improvable by an admissible edge. Let X i → X j be admissible edge for CPDAG(H) with respect to I 0 such that the ordered pair of nodes (X i , X j ) satisfy the conditions of Definition 5.2. Then we construct the DAG H from H by adding the edge X i → X j . Since the scoring criterion is locally consistent,
Note that on the set A n , the edge X i → X j is admissible for C) with respect toÎ n . This implies the move from C to CPDAG(H ) is an admissible move on the set A n . Now since C is the output of the forward phase of ARGES, no admissible move from C can improve the score. Therefore, {Ĉ
Simulations
In the previous section, we have shown that ARGES is a consistent hybrid method. Recall that the consistent hybrid methods proposed by Alonso-Barba et al. [2013] , unlike many other hybrid methods [Schulte et al., 2010; Friedman et al., 1999; Tsamardinos et al., 2006; Schmidt et al., 2007] , do not outperform GES in terms of estimation quality and only exhibit a slightly better computational efficiency. Thus we want to assess in simulations if ARGES has reasonable finite sample performance compared to GES and if its computation time is, on average, significantly better than GES. Additionally, we want to use the simulation study to analyze if the effect of the adaptive modification. Therefore, we compared the following four methods in a small simulation study: GES, ARGES, RGES and ARGES*, where RGES is same as ARGES but without the adaptive part and ARGES* is same as ARGES but with the true CIG of the joint distribution instead of an estimated CIG.
In order to estimate the CIG for ARGES and RGES, we use "neighborhood selection with the LASSO" of Meinshausen and Bühlmann [2006] . The neighborhood selection method involves a tuning parameter λ (the LASSO penalty) that decides the sparsity of the estimated CIG (the higher the value of λ, the sparser the graph). To investigate the sensitivity of the algorithm to the choice of λ, we chose three different values λ high , λ medium and λ low and denote the corresponding estimates byÎ n (λ high ),Î n (λ medium ) andÎ n (λ low ) respectively. The λ values were chosen so that the total number of edges inÎ n (λ high ),Î n (λ medium ) andÎ n (λ low ) were (approximately) 60%, 120% and 200% of the total number of edges in the true CIG, respectively. We denote the estimates obtained from (A)RGES using the estimated CIGÎ n (λ j ) by (A)RGES(λ j ) for j = high, medium and low.
We used the R-package pcalg [Kalisch et al., 2012 ] to simulate n iter = 100 random weighted DAGs with p vertices, a pre-specified expected neighborhood size (ENS), and edge weights that are drawn independently from a Uniform[(−1, −0.2) ∪ (0.2, 1)] distribution. ENS controls sparsity of a graph; a randomly generated DAG with p vertices and ENS = ν contains pν/2 edges on average. We chose the error variables 1 , . . . , p to be zero mean Gaussian random variables with variances independently drawn from a Uniform[1, 2] distribution. For each t = 1, . . . , n iter , the weighted DAG G (t) with weight matrix B (t) and the vector of error variables (t) define a distribution on
. For each t = 1, . . . , n iter , we aim to estimate CPDAG (G (t) ) from n sample = 5000 i.i.d. samples from the joint distribution of X (t) . We considered four different values of p (number of variables), namely 150, 300, 600 and 1200, and for each p we chose two different values of ENS, namely 2 and 4. As proposed by Chickering [2002] , we used BIC as the scoring criterion.
It has been shown empirically that the inclusion of a so-called turning phase in GES can lead to better estimation performance [Hauser and Bühlmann, 2012] . In the turning phase, which starts with the output of the backward phase, the algorithm changes the orientation of exactly one directed edge at each step. It selects the optimal move at each step according to the scoring criterion and stops when the current score can no longer be improved by turning a directed edge. One may obtain even better estimation performance by iterating over all three phases (until some pre-defined convergence criterion is satisfied), a pragmatic approach that is implemented in the R-package pcalg [Kalisch et al., 2012] . These modifications can also be implemented in ARGES. We conducted simulations without the turning phase, and with the turning phase and the iteration over the three phases. The relative performance of the different algorithms was very similar in both scenarios. We therefore only show the results where all algorithms include the turning phase and an iteration over the three phases. Figure 2 shows that the runtimes of ARGES, RGES and ARGES* are much smaller than those of GES, and these differences become more apparent for large graphs. Moreover, the runtimes of ARGES and RGES are similar and decrease when λ is increased, since this yields a sparser estimated CIG and hence a stronger restriction on the search space. In Figure 2 , MB(λ medium ) corresponds to the neighborhood selection method of Meinshausen and Bühlmann [2006] when λ medium is used as the LASSO penalty. The runtimes of neighborhood selection for λ high and λ low is similar and thus we do not plot them. Note that in order to tune the LASSO penalty λ, one needs to run neighborhood selection for different values of lambda and choose one of them based on for example cross-validation or some scoring criterion such as extended BIC [Foygel and Drton, 2010] . However, the total computation cost for estimating the CIG would still be much smaller than that of (AR)GES for very large sparse graph. Figure 3 shows that total number of false positives edges in the estimated skeleton (and the structural Hamming distance between the estimated skeleton and the true skeleton) can be decreased significantly by using (A)RGES. Figure 4 shows a similar picture for the directed edges. These decreases in false positives are due to the restriction of the search space. However, if the estimated CIG is too sparse and hence the restriction too strong, then the number of false negatives can increase significantly compared to the output of GES, as we can see for the case λ high (the leftmost blocks in the two subfigures of Figure 3 or Figure 4 ). In practice, we recommend to slightly overestimate the CIG, rather than underestimating it. This recommendation is supported by our simulation results and also corresponds to our assumption (A3). Finally, we see that ARGES tends to have slightly more false positives and slightly fewer false negatives than RGES, but these difference do not seem significant. ARGES* clearly outperforms the other methods but it is an unrealistic method, since it assumes that the true CIG is known.
Discussion
We present a new hybrid method, consisting of a restricted version of GES, where the restriction on the search space is not simply given by the estimated CIG, but also depends adaptively on the current state of the greedy search algorithm. We include this adaptive part in our algorithm to ensure that the output is a consistent estimate of the underlying CPDAG. The fact that this the adaptive modification is rather small, shows that hybrid methods like RGES, IGES [Schulte et al., 2010] and max-min hill-climbing [Tsamardinos et al., 2006] , are "almost consistent". This provides an explanation for their empirical success.
Recall that we use BIC as the scoring criterion in our simulations. But the BIC penalty is known to be too weak for large sparse graphs, especially when the sample size is close to or larger than the number of variables (see, e.g., Schulte et al., 2010; Chen and Chen, 2012; Foygel and Drton, 2010) . Hence, performance of GES can be improved by tuning the penalty parameter of the scoring criterion. In small simulations, we saw that estimation performance of GES can then be similar to that of ARGES, but ARGES is still much faster.
A disadvantage of ARGES is that it involves two tuning parameters, one for estimating the CIG and another for the scoring criterion. However, it is not required to fine tune the penalty parameter λ that corresponds to the CIG estimation, since it is good enough to tune λ so that the estimated CIG is less sparse than the true CIG. Moreover, tuning the penalty parameter of the scoring criterion would be computationally much easier with ARGES.
Although we investigated the performance of ARGES only on multivariate Gaussian data, our theoretical result is not limited to the multivariate Gaussian setting. However, in practice, our method requires a consistent estimator of (a supergraph of) the CIG of the joint distribution for non-Gaussian data. Recent developments in estimating CIGs for large class of exponential family distributions with discrete and/or continuous variables include: Ravikumar et al., 2010; Lee and Hastie, 2015; Yang et al., 2014. An interesting direction for future work is to study ARGES in sparse high-dimensional settings. Note that we prove consistency of ARGES when the number of variables (p) is fixed and the sample size (n) tends to infinity. Consistency of the original GES algorithm was also proved for this setting. The PC-algorithm, however, has been shown to be consistent even in the sparse high dimensional settings (when both n and p tend to infinity), under some assumptions [Kalisch and Bühlmann, 2007] . As we mentioned earlier, the CIG of the joint distribution can be estimated consistently in sparse high-dimensional settings as well (e.g., Meinshausen and Bühlmann, 2006; Friedman et al., 2008; Cai et al., 2012) . Under the assumption that the CIG of the joint distribution is sufficiently sparse, it may be possible to achieve consistency of ARGES in sparse high-dimensional settings.
A Appendix
A.1 Proof of Lemma 5.1
Proof of Lemma 5.1. We show that P(CIC(C f n ) CIC(C 0 )) → 0. To this end, we write
where the sum is over all CPDAGs C. Since there are finitely many CPDAGs that are not independence maps of C 0 , it is sufficient to show that for any such CPDAG C, P(C f n and C are identical) → 0.
We fix a CPDAG C that is not an independence map of C 0 . Let H be any DAG in the Markov equivalence class of C. Since H is not an independence map of G 0 , H is improvable. Therefore, there exist nodes X i and X j such that
We construct the DAG H from H by adding the edge X i → X j . Since the scoring criterion is locally consistent,
Recall that if C is the output of the forward phase, then no edge addition can improve the score. Therefore, {C f n and C are identical} ⊆ {S(H , D n ) ≤ S(H , D n )}. This completes the proof.
A.2 Proof of Lemma 5.2
The following lemma gives two basic sufficient conditions for having a DAG that is improvable by an admissible edge with respect to I 0 . We will exclude those cases from consideration while proving Lemma 5.2. We note that Lemma A.1 is a combination of Proposition 27 and Lemma 28 of Chickering [2002] . We present a proof of Lemma A.1 for completeness. Lemma A.1. A DAG H is improvable by an admissible edge with respect to I 0 if at least one of the following holds:
is not a v-structure in H, for some node X j .
Proof. We first show that if skeleton(G 0 ) skeleton(H), then H is improvable by an admissible edge with respect to I 0 . Suppose X i and X j are adjacent in G 0 but not in H. Since H is acyclic, without loss of generality, we can assume that X i ∈ Nd H (X j ). Note that the edge X i → X j is admissible for H with respect to I 0 , since X i and X j are adjacent in G 0 and hence in I 0 . Therefore, it is sufficient to show that the ordered pair of nodes (X i , X j ) satisfy the conditions of Definition 5.2. The first condition of Definition 5.2 is satisfied since X i ∈ Nd H (X j ) and X i and X j are not adjacent in H. The second condition of Definition 5.2 is satisfied, since X i and X j are adjacent in G 0 . Next, we show that H is improvable by an admissible edge with respect to I 0 if skeleton(G 0 ) ⊆ skeleton(H) but the second condition holds for some nodes X i , X j and X k . Note that (X i , X j , X k ) is a v-structure in G 0 implies X i and X k are conditionally dependent given X \ {X i , X k }. Thus X i and X k are adjacent in I 0 . Since H is acyclic, without loss of generality, we can assume that X i ∈ Nd H (X k ). Since X i and X j are adjacent in I 0 , it is sufficient to show that the ordered pair of nodes (X i , X k ) satisfy the conditions of Definition 5.2. The first condition of Definition 5.2 is satisfied, since X i ∈ Nd H (X k ) and X i and X k are not adjacent in H. We complete the proof by showing X j ∈ Pa H (X k ). Note that this implies that the second condition of Definition 5.2 is also satisfied since (X i , X j , X k ) is a v-structure in G 0 .
Since we assumed skeleton(G 0 ) ⊆ skeleton(H) and the path π G 0 (X i , X j , X k ) exists in G 0 , the path π H (X i , X j , X k ) also exists in H. Since (X i , X j , X k ) is not a v-structure in H and X i ∈ Nd H (X k ), π H (X i , X j , X k ) must be either X i ← X j → X k or X i → X j → X k . Hence X j ∈ Pa H (X k ).
We now discuss the main idea of the proof of Lemma 5.2 by considering a special case. Let G 0 be a perfect map of the joint distribution and let H be an improvable DAG. Let be the ordered pair of nodes (X i , X k ) satisfy the conditions of Definition 5.2. Then X i ⊥ G 0 X k | Pa H (X k ) implies, there exist at least one path π G 0 (X i , . . . , X k ) that is open given Pa H (X k ). We consider the special case that there is a path π G 0 (X i , X j , X k ) that is open given Pa H (X k ) and assume that skeleton(G 0 ) ⊆ skeleton(H).
First, suppose X j ∈ Pa H (X k ). Then (X i , X j , X k ) must be a v-structure in G 0 , since otherwise π G 0 (X i , X j , X k ) is blocked by Pa H (X k ). Moreover, if X j ∈ Pa H (X k ), then (X i , X j , X k ) cannot be a v-structure in H. Thus X i , X j and X k satisfies the second condition of Lemma A.1 and hence H is improvable by an admissible edge with respect to I 0 .
Next, suppose X j / ∈ Pa H (X k ). Since the path π H (X i , X j , X k ) exists (as skeleton(G 0 ) ⊆ skeleton(H)) and X i ⊥ X k | Pa H (X k ), (X i , X j , X k ) must be a v-structure in H. Therefore, the edge X i → X k is admissible for H and hence H is improvable by an admissible edge with respect to I 0 .
The proof of Lemma 5.2 is more involved, since we cannot simply assume existence of a path of only three nodes π G 0 (X i , X j , X k ) that is open given Pa H (X k ). However, if the two conditions of Lemma A.1 do not hold, we can still show that there is an ordered pair of nodes (X i , X k ) that satisfy the conditions of Definition 5.2 and form a v-structure (X i , X r , X k ) with a node X r in H. Hence, H is improvable by an admissible edge with respect to I 0 .
We will use the following lemma to prove Lemma 5.2. Lemma A.2. Let H be any directed graph and let π H (X 1 , . . . , X q ) be a path in H, where we chose the first q nodes without loss of generality. Suppose X 1 and X q are not adjacent in H and every path π H (X 1 , X r 1 , . . . , X rm , X q ) where 1 < r 1 < · · · < r m ≤ q, if it exists in H, contains a collider. Then there exists 1 ≤ i < j < k ≤ q such that 1. (X i , X j , X k ) is a v-structure in H, and 2. X r ∈ De H (X i ) ∩ De H (X k ), for i < r < k.
