Abstract-In this paper, the state estimation problem is investigated for a class of discrete time-delay nonlinear complex networks with randomly occurring phenomena from sensor measurements. The randomly occurring phenomena include randomly occurring sensor saturations (ROSSs) and randomly varying sensor delays (RVSDs) that result typically from networked environments. A novel sensor model is proposed to describe the ROSSs and the RVSDs within a unified framework via two sets of Bernoulli-distributed white sequences with known conditional probabilities. Rather than employing the commonly used Lipschitz-type function, a more general sector-like nonlinear function is used to describe the nonlinearities existing in the network. The purpose of the addressed problem is to design a state estimator to estimate the network states through available output measurements such that, for all probabilistic sensor saturations and sensor delays, the dynamics of the estimation error is guaranteed to be exponentially mean-square stable and the effect from the exogenous disturbances to the estimation accuracy is attenuated at a given level by means of an H ∞ -norm. In terms of a novel Lyapunov-Krasovskii functional and the Kronecker product, sufficient conditions are established under which the addressed state estimation problem is recast as solving a convex optimization problem via the semidefinite programming method. A simulation example is provided to show the usefulness of the proposed state estimation conditions. Index Terms-Complex networks, randomly occurring sensor saturations, randomly varying sensor delays, state estimation.
networks can be represented in terms of nodes, edges, and coupling strengths, indicating complex connections between the nodes. Typical complex networks that have been thoroughly investigated include communication networks, social networks, electrical power grids, cellular and metabolic networks, and the Internet. Random graphs are known to be able to describe the large-scale networks with no explicit design principles, and so the early study on complex networks has been the territory of graph theory since the seminal work in [1] and [2] . Recently, due to the discovery of the "smallworld" and "scale-free" properties [3] , [4] , the dynamical behaviors of complex networks have attracted ever-increasing research interest from a variety of communities such as mathematicians, statisticians, computer scientists, and control engineers. As a result, a number of dynamic analysis issues have been extensively investigated for complex networks, such as the stability and stabilization, synchronization, pinning control, and spread mechanism, see [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] and the references therein.
In the past decade, special attention has been paid to the stability and synchronization problems of various complex networks. Generally speaking, there are mainly two approaches that shed insightful light on the stability and synchronization phenomena in various real-world complex networks. The first one is the matrix eigenvalue analysis method that has been widely applied (see [11] , [14] , [15] , [18] , [19] , [22] ) for pinning-control or impulsive-control problems. For example, in [11] , the important concept of virtual control has been proposed to show, in a nice way, that the pinned nodes "virtually" control other dynamical nodes through coupling and eventually lead to the synchronization of the whole network. The other approach is the linear matrix inequality (LMI) technique which has recently been adopted (see [8] , [9] , [12] , [23] [24] [25] [26] ) for complex networks with or without time delays. For instance, in [24] , the relationship between the stability of the whole network and the stability of its corresponding subsystems has been discussed, and a special decentralized control strategy has been employed to derive some necessary and sufficient conditions for the stability and stabilizability for linear networks. Furthermore, in [26] , an attempt was made to address the synchronization problem for stochastic discrete-time complex networks with time delays.
The vast literature on the stability and synchronization problems of complex networks has implicitly assumed that the states of the complex networks under investigation are fully accessible. This is, unfortunately, not always the case in practice. For example, as a typical example of complex networks, wireless sensor networks exhibit complicated coupling between the sensor nodes and network-induced phenomena such as random packet dropouts, random sensor saturations, and random sensor communication delays. These phenomena, together with the large scale of the networks, often give rise to the unavailability of part of the sensors, i.e., only partial information from the sensor measurements is available. In this case, it becomes necessary to estimate the states of the nodes through partial but available measurements, and then use the estimated node states to carry out specified tasks such as dynamics analysis and synchronization control. The state estimation problem for various complex networks has recently drawn particular research attention, see [26] [27] [28] . For instance, in [26] , by using a novel Lyapunov-Krasovskii functional and the Kronecker product, the state estimation problem has been studied for an array of discrete-time complex networks with the simultaneous presence of both discrete and distributed time delays. Very recently, the state estimation problem over a finite horizon has been investigated in [28] for a class of time-varying complex networks in terms of a new concept called H ∞ -synchronization, and the estimator gain has been obtained by utilizing recursive linear matrix inequalities.
For the purpose of estimating the network states in reality, the available measurement outputs are collected from all sensors, which are then processed to minimize the effects from the possible noise and various kinds of incomplete information such as the missing measurement and communication delays. It is now well known that sensors cannot provide signals of unlimited amplitude due primarily to physical or technological constraints. This phenomenon is referred to as "sensor saturation." Saturation brings in nonlinear characteristics which can severely restrict the application of traditional estimator design schemes. Specifically, this kind of characteristics not only degrades the estimation performance that can be achieved without saturation but may also lead to undesirable oscillatory or even unstable behavior. Because of the practical importance of sensor saturations, much attention has been given to the filtering and control problems for systems with sensor saturation [29] , [30] . In most existing literature, the saturation is actually assumed to occur definitely. Such an assumption is, however, not always true. For example, in a network environment, the sensor saturations may occur in a probabilistic way and the saturation level may be randomly changeable as well. This is mainly due to the random occurrence of network-induced phenomena such as random sensor failures leading to intermittent saturation, sensor aging resulting in changeable saturation level, sudden environment changes, etc. Such a phenomenon of sensor saturation, namely, randomly occurring sensor saturation (ROSS), has been largely overlooked in the area probably because of the difficulty in their mathematical analysis. The main motivation of the present paper is, therefore, to investigate how ROSS influences the performance of state estimation for complex networks.
In addition to the appearance of ROSSs, the sensor measurement delay results in another common phenomenon that occurs in a random way especially when the sensors are connected via communication networks. Sensor delays may be induced by a variety of reasons such as an asynchronous time-division-multiplexed network, intermittent sensor failures, random congestion of packet transmissions, etc. Such phenomena are customarily referred to as randomly varying sensor delays (RVSDs), see [31] and [32] for more details. In many cases, the RVSDs are a source of instability and performance deterioration of a complex network equipped with a large number of sensors. One of the most popular ways to describe the RVSDs is to use a Bernoulli-distributed (binary switching) white sequence specified by a conditional probability distribution in the sensor output. This approach was first proposed in [33] to deal with the optimal recursive estimation problem. Recently, it was used in [32] for filtering problems and in [34] for control designs. Obviously, to reflect the network reality, it makes practical sense to consider both the ROSSs and RVSDs where their occurrence probabilities can be estimated via statistical tests. To date, to the best of our knowledge, the estimation problem for complex networks with both ROSSs and RVSDs remains an open yet challenging issue, and the main purpose of this paper to narrow such a gap. It is worth pointing out that the main difficulty lies in how to establish a unified framework to account for the two phenomena of ROSSs and RVSDs.
Summarizing the above discussions, the focus of this paper is on the state estimation problem for a class of discrete timedelay complex networks with randomly occurring phenomena including ROSSs and RVSDs that result typically from networked environments. Two sets of Bernoulli-distributed white sequences with known conditional probabilities are introduced to describe the ROSSs and the RVSDs within a unified framework. A general sector-like nonlinear function is employed to describe the inherently nonlinear nature of the complex networks. By employing the Lyapunov stability theory combined with the stochastic analysis approach, a delay-dependent criterion is established that guarantees the existence of the desired estimator gains, and then the explicit expression of such estimator gains is characterized in terms of the solution to a convex optimization problem via the semidefinite programming method. Moreover, a simulation example is provided to show the effectiveness of the proposed estimator design scheme. The main contribution of this paper is twofold: 1) novel sensor model is established to account for both the ROSSs and RVSDs in a unified framework; and 2) based on this sensor model, the estimator design approach is proposed to ensure that the error dynamics is exponentially mean-square stable and the H ∞ performance constraint is satisfied.
The rest of this paper is organized as follows. In Section II, a class of discrete time-delayed complex networks with both the ROSSs and RVSDs is presented. In Section III, by employing the Lyapunov stability theory, some sufficient conditions are established in the form of LMI and then the explicit expression of the estimator gains is given. In Section IV, an example is presented to demonstrate the effectiveness of the results obtained. Finally, conclusions are drawn in Section V.
Notation: The notation used here is fairly standard except where otherwise stated. R n and R n×m denote, respectively, the n-dimensional Euclidean space and the set of all n × m real matrices. The set of all positive integers is denoted by N. 
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following array of discrete time-delayed complex networks consisting of N coupled nodes:
where x i (k) ∈ R n is the state vector of the i th node, z i (k) ∈ R r is the output of the i th node, and
. . , r n } is the matrix linking the j th state variable if r j = 0, and W = (w i j ) N×N is the coupled configuration matrix of the network with w i j ≥ 0 (i = j ) but not all zero. L i and M are constant matrices with appropriate dimensions, and ψ i (s) is a given initial condition sequence.
The positive integer τ (k) describes the known time-varying delay satisfying 0 <τ m ≤ τ (k) ≤τ M , whereτ m andτ M are known positive integers representing the minimum and maximum delays, respectively. The nonlinear vector-valued functions f and g : R n → R n are assumed to be continuous and satisfy f (0) = 0, g(0) = 0 and the sector-bounded conditions
for all x, y ∈ R n , where φ In this paper, the N sensors with both saturations and delays are modeled by
where y i (k) ∈ R m is the measurement output of the node i , v 2 (k) is the disturbance input which belongs to l 2 ([0, ∞); R p ), the sensor delay d is a scalar satisfying 0 < d ≤τ M , and G i , C are known matrices with appropriate dimensions. The saturation function : R m → R m is defined as
where x i is the i th element of the vector x and (
Here, the notation of "sign" denotes the signum function. Later, we will slightly abuse the notation by using to denote both the scalar-valued and vector-valued saturation functions. Note that, without loss of generality, the saturation level is taken as unity. The variables α i (k) and β i (k) (i = 1, 2, . . . , N) are Bernoulli-distributed white sequences taking values on 0 and 1 with the following probabilities:
and Prob{β
are known constants. Throughout the paper, the stochastic variables α i (k) and β i (k) are mutually independent in all i .
Remark 1: As is well known, in an abstract model for complex networks, the nodes in the same cluster usually possess the same attributes or properties. For example, in a homogeneous sensor network, the sensor nodes are typically identical in terms of battery energy and hardware complexity. An interesting topic for complex networks is to examine how the nodes interact with each other to form a rich dynamics through links according to a given topology dynamics. Therefore, it is reasonable to assume that the nodes' information is collected by means of the same type of measurements. Moreover, without loss of generality, the disturbances in measurements are set to be same. In the case of different kinds of disturbances, similar results can be obtained readily by using an augmented method.
Remark 2: Note that the zero-row-sum property of the configuration matrix W is quite important for many traditional methods to deal with the dynamics analysis issues of complex networks. By assuming the zero-row-sum property, eigenvalue-based matrix analysis methods could be employed to construct the difference of signals, see [11] , [14] [15] [16] , [18] , [19] , [22] , [26] , [28] for more details. These methods, however, are no longer valid for the problem addressed in this paper because of the sensor saturation phenomenon. One of the main contributions of this paper is the development of a new methodology to deal with the phenomenon of both ROSSs and RVSDs without requiring the zero-row-sum property.
Remark 3:
The measurement model proposed in (3) provides a novel unified framework to account for the phenomenon of both ROSSs and RVSDs. The stochastic variable α i (k) characterizes the random nature of sensor saturation, whereas the stochastic variable β i (k) is used to describe the phenomenon of the probabilistic sensor delay. By combining these two stochastic variables, model (3) represents the following four different phenomena: 1) when β i (k) = 1 and α i (k) = 0, sensor i works normally; 2) when β i (k) = 1 and
, which means that the measurements received by sensor i are saturated; 3) when β i (k) = 0 and α i (k) = 0, it can be seen from model (3) that the measurements at previous d time instant are employed by the estimator i instead of the one at current time instant; and 4) when β i (k) = 0 and α i (k) = 1, model (3) implies that the measurements are not only delayed but also saturated before they enter into the estimator i . In addition, it is easy to observe that the time delay in the measurements takes random values as "0" when β i (k) = 1 and "d" when β i (k) = 0. Such kind of phenomenon is referred to as the "randomly varying delays."
Based on the measurement y i (k), we construct the following state estimator for node i :
wherex i (k) ∈ R n is the estimate of the state
is the estimate of the output z i (k), and K i ∈ R n×m is the estimator gain matrix to be designed. For simplicity, we introduce the following notations:
By using the Kronecker product, the error dynamics of the state estimation can be obtained from (1), (3), and (5) as follows:
Then, by setting
we have the following augmented system:
where
As analyzed in [30] and [35] , the saturation function
. . , θ m } and 0 ≤ ≤ I . Also, it follows from (2) that
Definition 1 [36] : The augmented system (7) with v k = 0 is said to be exponentially mean-square stable if there exist constants ε > 0 and 0 <h < 1 such that
The purpose of this paper is to design a set of state estimators of the form (5) for the complex networks (1) with the sensor model (3) containing both ROSSs and RVSDs. More specifically, we are interested in looking for the parameters K i (i = 1, 2, . . . , N) such that the following requirements are met simultaneously:
1) the zero-solution of the augmented system (7) with v k = 0 is exponentially mean-square stable; 2) under the zero initial condition, for a given disturbance attenuation level γ > 0 and all nonzero v k , the output errorz k satisfies
Remark 4: In terms of (6) and (10), it can be seen that the value of E{||z k || 2 } would become larger as the number of the nodes increases. Theoretically, the disturbance attenuation level γ for the overall network should account for the average disturbance rejection performance which is insensitive to the change of the number of the nodes in the estimator design. For this purpose, the term of 1/N is used to accommodate the average H ∞ index over the complex network so that the scalar γ reflects the practical significance of the H ∞ disturbance rejection level.
III. MAIN RESULTS
In this section, the stability and the H ∞ performance are analyzed for the augmented system (7). A sufficient condition is given to guarantee that the augmented system (7) is exponentially mean-square stable and the H ∞ performance is achieved for all probabilistic sensor saturations and sensor delays. Then, the explicit expression of the desired estimator gains is proposed in terms of the solution to certain matrix inequalities derived according to the obtained condition.
Theorem 1: Let the estimator parameters K i (i = 1, 2, . . . , N) and the diagonal matrix be given. The zero solution of the augmented system (7) with v k = 0 is exponentially mean-square stable if there exist positive definite matrices Q i (i = 1, 2, . . . , 6) and positive scalars λ j ( j = 1, 2, . . . , 4) satisfying 
Proof: Construct the following Lyapunov function for (7):
Calculating the difference of V 1 (k) along the trajectory of (7) with v k = 0 and taking the mathematical expectation, we have
Similarly, we can derive
From the elementary inequality 2a
Furthermore, in terms of (13)- (21), we can obtain
Subsequently, from (8) and (9), it follows that:
Since 1 < 0, there must exist a sufficiently small scalar ε 0 > 0 such that
Then, it is easy to see from (23) and (24) that the following inequality holds:
On the other hand, according to the definition of V (k), one derives
where ρ 1 = λ max (P 1 ), ρ 2 = λ max (P 2 ), and
For any scalar μ > 1, together with (12), the above inequality implies that
Then, along similar lines as the proof of Theorem 1 in [19] , we can achieve
Meanwhile, it follows easily from (26) that
In addition, it can be verified that there exists a scalar μ 0 > 1 such that
Therefore, it is not difficult to see from (28), (30), and (31) that
And then, it is obvious from (29) and (32) that
According to Definition 1, the augmented system (7) with v k = 0 is exponentially mean-square stable, which completes the proof. Now, let us consider the H ∞ performance of the overall estimation process. In the following theorem, a sufficient condition is obtained that guarantees both the exponential meansquare stability and the H ∞ performance for the augmented system (7).
Theorem 2: Let the disturbance attenuation level γ > 0, the estimator parameters K i (i = 1, 2, . . . , N) , and the diagonal matrix be given. Then the augmented system (7) is exponentially stable in the mean square sense for v k = 0 and, under the zero initial condition, satisfies the H ∞ performance constraint (10) for all nonzero v k , if there exist positive definite matrices Q i > 0 (i = 1, 2, . . . , 6 ) and positive scalars λ j ( j = 1, 2, . . . , 4) satisfying
and other parameters are defined as in Theorem 1.
Proof: According to Theorem 1, it is easily seen that the zero solution of (7) with v k = 0 is exponentially stable in the mean square since the inequality (11) is implied by (34) . It remains to show that, under zero initial condition, the output errorz k satisfies the H ∞ performance constraint (10) .
Choosing the Lyapunov function similar to one in the proof of Theorem 1, we can calculate
where ξ k and 1 have been defined previously.
In order to analyze the H ∞ performance of (7), we introduce
where s is nonnegative integer. Under the zero initial condition, one has
Letting s → ∞, it follows from the above inequality that
The proof is now complete. Up to now, the analysis problem of the estimator performance has been solved. Finally, we are in a position to consider the H ∞ estimator design problem for the complex network (1). The following result can be easily accessible from Theorem 2, and the proof is therefore omitted.
Theorem 3: Let the disturbance attenuation level γ > 0 and the diagonal matrix be given. For the discrete timedelayed complex networks (1) with the sensor model (3) containing both ROSSs and RVSDs, the augmented system (7) is exponentially stable in the mean-square sense for v k = 0 and satisfies the H ∞ performance constraint (10) 
13 0 0 * 22 0 0 0 * * 33 0 0 * * * 44 0 * * * * 55 * * * * * * * * * * * * * * * * * * * * * * * * * 
and other parameters are defined as in Theorem 1. Moreover, if the above inequality is feasible, the desired state estimator gains can be determined by
Remark 5: At present, a large number of results on complex networks are available in the literature that require the symmetry and the zero-row-sum properties for the configuration matrix W . However, these results cannot be applied to the state estimation problem with sensor saturations considered in this paper. Our main results in Theorems 1-3 are applicable to a wide class of complex networks including both directed and undirected networks, and the measurement model in this paper is quite comprehensive and encompasses networkinduced phenomena including both the ROSSs and the RVSDs. Comparing with existing literature, our results are obtained on a new state estimation problem for a more general model using in-depth stochastic analysis tools.
Remark 6: A general form of sector-like nonlinear function, instead of the commonly used Lipschitz-type function, is employed to describe the nonlinearities existing in the network. The main results established contain all the information of the complex networks including the physical parameters, lower and upper bounds of the network state delay, the sensor delays, the H ∞ disturbance rejection attenuation level, as well as the occurrence probabilities of sensor saturations and sensor delays. Notice that the system governing the error dynamics involves both the fixed and varying time delays. To reduce the possible design conservatism, a novel Lyapunov-Krasovskii functional is proposed in which the first component V 1 (k) is used to account for the fixed time delay and other components are constructed to cater for the varying time delays. In the next section, a simulation example is provided to show the usefulness of the proposed design procedure for the desired state estimators.
Remark 7: Note that, for the standard LMI system, the algorithm has a polynomial-time complexity. That is, the number N (ε) of flops needed to compute an ε-accurate solution is bounded by O (MN 3 log(V/ε) ), where M is the total row size of the LMI system, N is the total number of scalar decision variables, V is a data-dependent scaling factor, and ε is the relative accuracy set for the algorithm. Let us now look at the H ∞ state estimation problem for the complex network (1) with the measurements (3), where the network size is N and the variable dimensions can be seen from 1, 2, . . . , N) , v 1 (k) ∈ R q , and v 2 (k) ∈ R p . From Theorem 3, we have M = 8n N + 2m N +r N and N = 3n 2 + 3n +m 2 N +4. Therefore, the computational complexity of the LMIs-based H ∞ state estimation algorithm can be represented as O (n 7 N + m 7 N 4 ) . Similarly, the computational complexity of the proposed condition in Theorem 1 is also O(n 7 N) . Obviously, the computational complexity of the LMI-based algorithms depends polynomially on the network size and the variable dimensions. In order to reduce the computation burden, a possible way is to obtain the estimator gains node by node and then representing the computational complexity as O(n 7 N). Fortunately, research on LMI optimization is a very active area in the applied mathematics, optimization, and the operations research community, and substantial speedups can be expected in the future.
IV. NUMERICAL EXAMPLES
Consider a discrete time-delayed complex network (1) The nonlinear vector-valued functions f (x i (k)) and g(x i (k)) are chosen as
Then, it is easy to see that the constraint (2) can be met with In this example, the probabilities are taken as α 1 = 0.88, α 2 = 0.85, α 3 = 0.87, and β 1 = 0.91, β 2 = 0.92, β 3 = 0.9, the delay parameters are chosen asτ m = 1, τ M = 3, the disturbance attenuation level is γ = 0.92, and the diagonal matrix is = diag{0.7, 0.7}. By using the MATLAB (with YALMIP 3.0 and SeDuMi 1.1), we solve LMI (39) and obtain a set of feasible solutions as follows: 
V. CONCLUSION
In this paper, we have investigated the H ∞ state estimation problem for a class of complex networks with time-varying delay and incomplete information. The considered incomplete information includes both the ROSSs and RVSDs. In order to take both ROSSs and RVSDs into account in a unified way, a novel sensor model has been proposed by using two sets of Bernoulli-distributed white sequences with known conditional probabilities. Then, some estimators have been designed such that the augmented system is exponentially mean-square stable and the estimation error satisfies the specified H ∞ performance requirement. Finally, the developed estimation approach has been demonstrated by a numerical simulation example. Further research topics include the extension of our results to more general complex networks with varying time delays in measurements and also to network control systems with both ROSSs and RVSDs.
