Quasi-threshold graphs  by Jing-Ho, Yan et al.




Quasi-threshold graphs * 
Jing-Ho Yan, Jer-Jeong Chen, Gerard J. Chang * 
Department of Applied Mathematics, National Chiao Tung University, 1001 Ta Hsueh Road, 
Hsinchu 30050, Taiwan 
Received 24 January 1994; revised 1 May 1995 
Abstract 
Quasi-threshold graphs are defined recursively by the following rules: (1) KI is a quasi- 
threshold graph, (2) adding a new vertex adjacent o all vertices of a quasi-threshold graph 
results in a quasi-threshold graph, (3) the disjoint union of two quasi-threshold graphs is a quasi- 
threshold graph. This paper gives some new equivalent definitions of a quasi-threshold graph. 
From them, linear time recognition algorithms follow. We also give linear time algorithms for 
the edge domination problem and the bandwidth problem in this class of graphs. 
1. Introduction 
Many well-known classes of graphs can be obtained from a vertex by recursively 
applying one or more graph operations. As an example, a tree can be obtained from a 
vertex by recursively adding a new vertex that is adjacent to exactly one old vertex. 











adding a new isolated vertex; 
adding a new vertex that is adjacent to all old vertices; 
adding a new vertex that is adjacent to exactly one old vertex; 
adding a new vertex that is adjacent to a clique; 
adding a new vertex U’ that is adjacent to all neighbors of an old vertex u; 
adding a new vertex u’ that is adjacent to an old vertex u and all its neighbors; 
graph complement; 
disjoint union of two graphs; 
join of two graphs. 
well known that operations (01) and (02) produce threshold graphs (see [4]), 
operation (03) produces trees, operations (01) and (03) produce forests, operations (01) 
and (04) produce chordal graphs (see [7, lo]), operations (07) and (08) (or (08) and 
(09)) produce cographs (see [5]), and operations (ol), (03), (OS), and (06) produce 
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distance-hereditary graphs (see [l]). This paper studies the class of graphs produced 
by operations (oi), (oz), and (0s) (or (02) and (OS), since (01) is a special case 
of (08)). Wolk [14] called these graphs comparability graphs of trees and gave 
characterizations of them. Golumbic [9] called them trivially perfect graphs in respect 
to a certain concept of “perfection.” Ma et al. [12] called them quasi-threshold graphs 
and studied algorithmic results. In particular, they gave an O(]Vl]E]) time algorithm 
for the recognition problem, an 0( 1 V12) time algorithm for the bandwidth problem, and 
a polynomial time algorithm for the Hamiltonian cycle problem. 
The main purpose of this paper is to characterize quasi-threshold graphs in further 
detail. From the characterizations identified here, linear time recognition algorithms 
follow. We also give linear time algorithms for the edge domination problem and the 
bandwidth problem in this class of graphs. 
2. Characterizations 
A graph is H-free if it does not contain H as an induced subgraph. 
A subclass of quasi-threshold graphs, the threshold graphs, was introduced by Chvatal 
and Hammer [4], who described many properties of threshold graphs. A forbidden sub- 
graph characterization of these graphs is as follows. 
Theorem 1 (Chvatal and Hammer[4]). A graph is a threshold graph if and only if it 
is Pd-free, Cd-free, and 2K2-free. 
Cographs, a super class of quasi-threshold graphs, have also been extensively studied. 
The following is a well-known forbidden subgraph characterization of cographs. 
Theorem 2 (Comeil et a1.[5]). A graph is a cograph if and only ifit is PJ-free. 
A graph is chordal (or triangulated) if every cycle of length greater than three 
has at least one chord, which is an edge joining two non-consecutive vertices in 
the cycle. In other words, a graph is chordal if it is C,,-free for all n 3 4. Chordal 
graphs have been extensively studied from the perspective of perfect graph theory 
(see [lo]). 
Suppose 9 = {& 1 x E V} is a family of sets. The intersection graph of 9 is the 
graph whose vertex set is V and two distinct vertices x and y are adjacent if and 
only if S, f? S, # 0. It is well known that a graph is chordal if and only if it is the 
intersection graph of a family of subtrees of a tree (see [lo]). An interval graph is the 
intersection graph of a family of intervals in the real line. Interval graphs are chordal 
graphs. 
In a graph G = (V,E), the neighborhood of a vertex v is N(v) = {U E V I uu E E} 
and the closed neighborhood of v is N[v] = {v} UN(u). The degree deg(u) of v is 
IN(u)]. A clique (respectively, stable set) is a set of pair-wise adjacent (respectively, 
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non-adjacent) vertices. Let re(G) denote the number of maximal cliques of a graph G 
and let ~(G) be the maximum size of a stable set in G. It is clear that 
~(G) <~ m(G) 
since there must be ~(G) distinct maximal cliques containing the vertices of a maximum 
stable set. 
A rooted tree is a directed graph obtained from a tree by assigning each edge a 
direction so that there exists a special vertex r, called the root, such that there is a 
unique directed path from r to each vertex. A rooted forest is the disjoint union of 
several rooted trees. The induced graph of a rooted forest F = (V,E) is the graph 
G(F) = (V,E'), where uv E E' if and only if u ¢ v and there is a directed u-v or v-u 
path in F. F is called a rooted forest representation of G(F). 
Let D be the transitive closure of a rooted forest F, i.e., D has the same vertex set 
as F and uv is an arc in D if and only if u ¢ v and there is a directed u-v path in 
F. D can be regarded as a poset in which x > y if and only if xy is an arc. G(F) is 
then the comparability graph of the poset D. Note that F is the Hasse diagram of D. 
Now we are ready to state characterizations of quasi-threshold graphs. 
Theorem 3. The following statements are equivalent for any graph G. 
(1) G is a quasi-threshold graph. 
(2) G is a cograph and is an interval graph. 
(3) G is a cograph and is a chordal graph. 
(4) G is P4-free and C4-free. 
(5) For any edge uv in G, either N[u] C N[v] or N[v] C N[u]. 
(6) I f  vl,vz . . . . .  v, is a path with deg(v~) >~ deg(vz) >~ ...  >~ deg(v,_l), then 
{vl,vz . . . . .  v,} is a clique. 
(7) G is induced by a rooted forest. 
(8) ~(H) -- m(H) for all induced subgraphs H of G. 
Proof. The proof that (4) is equivalent to (8) can be found in [9]. The proof that (4) 
is equivalent to (7) can be found in [15]. We shall prove (1) =~ (2) ::~ (3) :~ (4) 
(5) :~ (6) ~ (7) ~ (1). 
(1) ~ (2): Note that in the definitions of quasi-threshold graphs and cographs, 
operation (oz) is the same as applying operation (o7), followed by (ol), and then 
(o7). Thus a quasi-threshold graph is a cograph. We shall prove that a quasi-threshold 
graph is an interval graph by induction. First, K1 is the intersection graph of {[0, 1]}. 
Suppose G is obtained from a quasi-threshold graph H by applying operation (o2). By 
the induction hypothesis, H is the intersection graph of a family ,~- of intervals. Let 
I* be an interval that intersects all intervals in ~.  Then G is the intersection graph of 
U {I* }. Suppose G is the union of two quasi-threshold graphs GI and G2. By the 
induction hypothesis, Gl (respectively, Gz) is the intersection graph of a family ~ 
(respectively, ~2)  of intervals. We may assume that no interval in ~ intersects an 
interval in ~2,  otherwise we can shift all intervals in ~-z to the right by a large unit. 
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Then G is the intersection graph of Fi U 92. 
(2) + (3): This holds because an interval graph is chordal. 
(3) + (4): This holds because a cograph is Pd-free by Theorem 2 and a chordal 
graph is CJ-free by the definition of a chordal graph. 
(4) + (5): Suppose uo is an edge such that N[u] gN[u] and N[v] gN[u]. Then 
there is a vertex U’ adjacent to u but not u and a vertex v’ adjacent to u but not U. 
Thus, {u’,u, u, v’} induces a P4 or Cq, which is impossible. 
(5) + (6): For any 1 < i d n - 1, uivi+l is an edge. By (5) and the assumption 
deg(vi) 3 deg(u;+i), N[Ui+t] CN[Ui] for 1 Q i d n - 2. Then, for any 1 < i < j 6 n, 
Uj E N[Uj_i] GN[Ui] and SO UiUj E E. Therefore, {u,,v~, . . . ,on} is a clique. 
(6) + (7): Suppose we label (arbitrarily) the vertices of G as 1,2,. . . ,I VI. For each 
edge ij, direct the edge from i to j if deg(i) > deg(j) or deg(i) = deg(j) with i < j. 
This results in an acyclic directed graph D. For two arcs ij and jk in D, i, j, k is a 
path in G and deg(i) 3 deg(j) > deg(k). By (6), ik is an edge in G. For the case 
of deg(i) > deg(k), ik is an arc in D. For the case of deg(i) = deg(j) = deg(k), 
by the edge orientation rule, i < j < k and so ik is an arc in D. Therefore D is a 
transitive directed graph, i.e., D defines a poset whose Hasse diagram is F. We claim 
that F is a rooted forest. If this is not the case, then there exist arcs ij and kj in F 
such that ik is not an edge in G. By the edge orientation rule, i, j, k is a path in G and 
deg(i) > deg(j). By (6) ik is an edge, which is impossible. Therefore G is induced 
by the rooted forest F. 
(7) + (1): Suppose G is induced by a rooted forest F of n vertices. We shall prove 
that G is a quasi-threshold graph by induction on n. The case of n = 1 is clear. Suppose 
the assertion is true for all n’ < n. For the case where F is the union of two rooted 
forests F1 and F2, G is the union of G(F1) and G(F2). By the induction hypothesis, 
G(Fl) and G(F2) are quasi-threshold graphs. Then G is obtained from G(F1) and 
G(F2) by operation (OS), and G is a quasi-threshold graph. For the case where F is 
a rooted tree with root r, F - r is a rooted forest and so by the induction hypothesis, 
G(F - r) is a quasi-threshold graph. G is obtained from G(F - r) by applying operation 
(02). So G is again a quasi-threshold graph. q 
The above characterizations provide several linear time algorithms for recognizing 
quasi-threshold graphs. First, the well-known linear time algorithms [2, 6, 11, 131 for 
recognizing cographs, interval graphs, and chordal graphs do the job. Although these 
algorithms are linear, they are quite complicated. 
The proof of (6) + (7) provides a much simpler way to recognize a quasi-threshold 
graph. This method also produces a rooted forest representation if the graph is a quasi- 
threshold graph. The method is as follows. First, produce the acyclic digraph D as in 
the proof of (6) + (7). For each vertex j in D with degree(j) 2 1, choose an arc 
ij of D such that indegree is largest. All vertices of D together with all of these 
arcs form a rooted forest F, which is a spanning subdigraph of D. Check whether the 
transitive closure of F is D. This can be done by examining if the number of ancestors 
of j in F is equal to the indegree of j for each vertex j in D. If D is the transitive 
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closure of F, then G is a quasi-threshold graph and F is a rooted forest representation 
of G. Otherwise, G is not a quasi-threshold graph. 
More precisely, we have the following algorithm. Note that we do not need to create 
the digraph D, because the degrees of all vertices in G determine D. 
Algorithm QT. Test whether a graph is a quasi-threshold graph. 
Input: A graph G = (V,E) with V = {v1,vz,. . . ,u,}. 
Output: A rooted forest representation F of G if G is a quasi-threshold graph. 
Otherwise output “no. ” 
Method. 
calculate deg(vi) for each vertex ai in G; 
for i = 1 to n do indegree - 0; 
for each edge {Ui, uj} in G do 
if deg(vi) > deg(vj) or (deg(vi) = deg(vj) and i < j) 
then indegree( uj ) +-- indegree( uj ) + 1 
else indegree -indegree + 1; 
F - 0; I* a digraph with vertex set {u~,u~,...,u,} and no edges 4 
for j = 1 to n do 
if indegree > 1 
then choose a vertex ai E No[rj] such that deg(vi) > deg(vj) or 
(deg(vi) = deg(vj) and i < j) and indegree is largest; 
add the arc (i, vi) into F; 
end do; 
use a depth-first search to compute the number anc(aj) of ancestors of 
Uj in F for each j; 
if indegree = anc(vj) for all j then output F else answer “no”. 
3. Edge domination 
This section presents a linear time algorithm for the edge domination problem in 
quasi-threshold graphs. Suppose G is a quasi-threshold graph and F is a rooted forest 
representation of G. 
An edge dominating set of a graph G is a set of edges D such that every edge not 
in D is adjacent to some edge in D. The edge domination problem is to find the edge 
domination number ye(G) of G, which is the minimum size of an edge dominating set 
in G. 
Our solution to the edge domination problem in quasi-threshold graphs is through 
the following problem. An edge cover of a graph G is a set of edges such that every 
vertex in G is incident to some edge in C. The edge covering number c,(G) of G is 
the minimum size of an edge cover of G. For convenience, if G has isolated vertices, 
we include all isolated vertices in any edge cover C so that each isolated vertex is 
“covered” by itself in C. 
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Theorem 4. Suppose G is a quasi-threshold graph and F a rooted forest representa- 
tion of G. Let F’ be the rooted forest obtained from F by deleting all leaves, i.e., 
vertices of outdegree zero. If F’ induces G’, then y,(G) = c,(G’). 
Proof. We may assume that G is connected and so F is a rooted tree. If F has just 
one vertex, then G’ = 8 and so y,(G) = c,(G’) = 0. If F is a star of at least two 
vertices, then F’ has just one vertex and so ye(G) = c,(G’) = 1. Now suppose F is 
not a star. 
Let D be a minimum edge dominating set of G. For any directed path P from the 
root r to a leaf v in F, there is at most one vertex which is not incident to any edge in 
D. Suppose there is some edge VW E D. Then w is in P. Let V(P) be the set of vertices 
of P and V(D) the set of vertices of G incident to some edge of D. For the case where 
V(P) - V(D) = {u}, D - VW + uw is a minimum edge dominating set of G. For the 
case where V(P) = V(D) has a vertex u different from v or w, D - VW + uw is also a 
minimum edge dominating set of G. For the case of V(P) = V(D) = {w,v} = {r, v}, 
D - VW + uw is a minimum edge dominating set of G, where u is a non-leaf vertex 
adjacent to r in F. In any case, we may assume that v is the only vertex of P that is 
not incident to any edge in D. Hence V(D) = V(F’), i.e., D is an edge cover of G’. 
This proves that y,(G) 3 c,(G’). 
On the other hand, any edge cover of G’ covers all vertices in G’. This together 
with the fact that all leaves of F form a stable set in G implies ye(G) d c,(G’). So 
ye(G) = dG’). 0 
Theorem 4 transforms the edge domination problem in G into the edge cover problem 
in G’. We can in turn transform this problem into the matching problem. A matching 
is a set of pairwise non-adjacent edges. Denote by m,(G) the maximum size of a 
matching in G. Then we have following theorem. 
Theorem 5 (Gallai [S]). c,(G) + m,(G) = 1 V(G)1 for any graph G. 
Furthermore, suppose M’ is a maximum matching of G. For any vertex x not incident 
to any edge in M’, choose an edge e, incident to n. Then these edges together with M* 
form a minimum edge cover of G. So the edge domination problem in G is equivalent 
to the maximum matching problem in G’, which is also quasi-threshold. The following 
two lemmas are easy and provide a linear time algorithm for finding a maximum 
matching of a quasi-threshold graph. Proofs of the lemmas and their implementation 
to an algorithm are obvious and hence omitted. 
Lemma 6. m,(G U H) = m,(G) + m,(H) for any two disjoint G and H. 
Lemma 7. If G is the graph obtained from a graph H by adding a new vertex v 
adjacent to all vertices in H, then 
m,(G) = 
m,(H), if 2m,(H) = IV(H)!, 
m,(H) + 1, if 2m,(H) < IV(H)I. 
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4. Bandwidth 
A labeling of a graph G = (V,E) is a bijection from V to {1,2,...,IV(}. The band- 
width of G with respect o a labeling f is defined to be B(G, f) = maxUUEE 1 f(u) - 
f (v)l. The bandwidth of G is B(G) = min B(G, f ), where the minimum is taken over 
all labelings f of G. A labeling f of G is bandwidth optimal if B(G, f) = B(G). For 
a survey of the bandwidth problem, see [3]. 
Lemma 8. If G is a subgruph of H, then B(G) < B(H). 
Lemma 9. B(G u H) = max{B(G),B(H)} f or any two disjoint graphs G and H. 
Lemma 10. Zf A is the maximum degree of a graph G, then B(G) 2 [A/21. 
Theorem 11. Suppose nl > . . . 2 n, and mi = xi=, nj for 1 < i < r. Consider r 
disjoint graphs G1 = (VI, El), . . . , G, = (V,, Er) of order nl, . . . ,n, respectively, where 
vi = {~,~_,+1,..., v ,} for 1 d i d r. Let f be a labeling of G1, with f (vj) = j for 
1 < j < nl. Let G = (V,E) be the graph obtained from lJIGi+. Gi by adding a new 




if 1 < j < [m/21, 
[m,/21+1, ifj=O, 
j+ 1, if [m/21 + 1 < j < mr 
Zf nl < [m,/21, then g is an optimal bandwidth labeling of G. If nl > [m,/2] + 1 and 
f is an optimal bandwidth labeling of G,, then g is an optimal bandwidth labeling 
of G. 
Proof. 
Since nl 2 . . . > n,, [m,/2] > n2 > . . . 2 n,. For every i with 2 < i < r and vj E Vi, 
we have mi + 1 < g(vj) < mi + 1. Therefore maxujukEE, lg(vj) - g(vk)l < ni 6 rmr/21. 
ThUS 
B(Gg) = m~{TwPl, max Idvj) - g(uk)l). 
v,vk EEI 
For the case of nl < [mr/21, by the same argument as above, maxuIVtEE, 
lg(Vj)-g(Vk)l< [m,/2] and so B(G,g) = [mr/21. This together with Lemma 10 implies 
that g is an optimal bandwidth labeling of G. 
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Next we consider the case where ni B [m,/2] + 1 and f is an optimal bandwidth 
labeling of Gi. Note that max,,,,kEE, Ig(oj) - g(uk)l = B(Gi) or B(Gi) + 1. Hence 
B(G, g) = max{ rmr/21 ,B(Gl) or B(Gi ) + 1). For the case of B(G, g) = [m,/21, by 
Lemma 10, g is an optimal bandwidth labeling of G. For the case of B(G, g) = B( Gi ), 
by Lemma 8, B(G, g) <B(Gi ) < B(G) and so g is an optimal bandwidth of G. So we 
may assume that B(G, g) = B(Gi ) + 1 > [112,/21. Suppose g* is an optimal bandwidth 
labeling of G. For any edge xy E E with g*(x) < g*(y) and [g*(x)-g*(y)1 = B(G), it 
is the case that g*(x) d g*(ua) d g*(v). Otherwise, either 1 d g*(x) < g*(y) < g*(uo) 
or g*(ua) < g*(x) < g*(y) 6 1 +m, would imply Is*(x)-g*(uo)l > Ig*(x)-g*(y)1 = 
B(G) or lg*(uo) - g*(y)1 > (g*(x) - g*(y)1 = B(G), in contradiction to xv0 E E and 
uoy E E. Consider the labeling g’ of G - ug defined by 
g’(x) = 
{ 
g*(x) ifg*(x) < g*(u0), 
g*(x) - 1 if g*(x) > g*(uo). 
Then B(G - ~0, g’) < B(G) - 1 and so 
B(G,g) = B(Gi) + 1 Q B(G - uo) + 1 < B(G - uo,g’) + 1 d B(G). 
Therefore, g is an optimal bandwidth labeling of G. q 
To compute the bandwidth of a graph, by Lemma 9, we may assume the graph 
is connected. Suppose G is a connected quasi-threshold graph with a rooted tree repre- 
sentation T rooted at w. For any vertex u of T, let T, be the subtree of T rooted at u 
and let &s(v) the number of vertices of T,. T, induces a subgraph G, of G with des(u) 
vertices. If a vertex ug has r children vi, us,. . . , u, withdes(ul)2des(uz)>...2des(ur) 
in T, then G”, is precisely the graph obtained from Ui Gigr GVi by adding a new vertex 
uc adjacent o all other vertices. So the solution to G,, provides a solution to G,, by 
Theorem 11. A standard epth-first search with some modifications provides an efficient 
implementation. We omit the algorithm as it is not hard. 
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