In recent days numerical models like Wavewatch are used for grid based wave forecast all over the world Considering the resolution it is difficult to scale down a location specific based forecast. As a result univariate wave forecasting may be employed where in previous values of waves are used to forecast wave up to few hours to few days in advance. However such models suffer the vital issue of 'removal of phase lag' which has been recognized by many researchers and attributed to high autocorrelation between last two observed values in univariate time series modelling. Authors have successfully removed the 'phase lag' in wave forecasting by employing Multilevel Neuro-Wavelet Transform. This is an extension of that work which targets towards exploring the behavioural aspects of different decomposition levels of wavelet in wave forecasting at one location along USA coastline in a view to improve the accuracy of wave forecasts at different lead times.. The hybrid Multilevel Neuro-Wavelet Transform used in the present work is combination of discrete wavelet transform (DWT) and artificial neural network (ANN) . The discrete wavelets analyze frequency of signal with respect to time at different scales and decompose it into low (approximate) and high (detail) frequency components. In the present work the decomposition is done up to seventh level starting from the first (1   st   , 3 rd , 5 th and 7 th ) level. The results were judged by phase angle, phase difference and extreme value predictions along with correlation coefficients rather than with traditional error measures. 
Introduction
The problem of phase lag in univariate wave forecasting ANN models (any data driven model) was solved to a considerable extent by Dixit et al. (2015) . The hybrid Neuro-Wavelet technique with multiple level decomposition was employed by authors to remove the phase lag owing to the decorrelating capability of the wavelet transforms. This paper is an extension of the above work in which the effect of decomposition levels on the forecasting accuracy is studied. Additionally use of different types of wavelets for different lead times of forecasts is also explored. In other words the effect of 1 st , 3 rd , 5 th and 7 th level of decomposition of input wave height series on the wave forecasts at different lead times ranging from 12hrs to 36hrs in advance is explored. This is due to the fact that each wavelet has its own flavor of characteristics. Hence in the present work specific wavelets amongst 45 Daubechies wavelets were employed to compare the performance of wave forecasting models. The separate neural networks were trained with decorrelated approximate and detail coefficients (derived from previous wave heights as inputs) and were calibrated with 70% of data while remaining was used for testing. The outputs of networks during testing were reconstructed back using inverse DWT. The results were judged by the correlation coefficient between the observed and predicted wave heights and scatter plots between the same. The performance of newly developed models with different decomposition levels is observed with plotting the phase difference diagrams and phase angles and a noteworthy results of extreme value predictions are also presented.
Study Area and Data
Present study is done at Station 42040 (29.212 N 88.207 W) located at 64 NM South of Dauphin Island, AL, owned and maintained by National Data Buoy Centre (NDBC) of National Oceanic and Atmospheric Administration (NOAA) of the United States of America. The hourly data of previously measured significant wave heights for 7 years from 2006 and 2012 at this station was used to calibrate and test the models for forecasting the significant wave heights at 12hr, 24hr and 36hr in advance at the same location. Readers are referred to http://www.ndbc.noaa.gov for more details. 
Artificial Neural Network
Artificial Neural Network is a systematic arrangement of system's causative variable (input neurons) and the output variables (output neurons) mostly connected by one or more hidden layers with neurons which works similar to the biological neural network in the human brain. The mapping of input and output for the required accuracy is done by using an iterative procedure for minimizing the error between the observed and network predicted variables (outputs). The calibration ('training' as per ANN terminology) is done on a set of data using a training algorithm which minimizes the error and makes the network ready to face the unseen data kept aside for testing the model. The ANN was first introduced and applied in last decade of the twentieth century and is now an established technique in modeling water flows. The readers referred to books like Bose and Liang (1998), Wassarman (1993) and research papers by The ASCE Task Committee (2000), Maier and Dandy (2000) and Dawson and Wilby (2001) for understanding the preliminary concepts and working of ANN
Wavelet Transform
As wave series is non stationary, highly complex and time dependent phenomenon, its analysis is to be done using time and frequency domain. For the analysis of such time varying signals, these signals are often transformed into frequency domain. Using Fourier transformation, the signal is decomposed into different frequencies, but this transform only presents the signal frequencies and not the time instance at which particular frequency occurs. Another drawback of Fourier transform is that it works better with stationary signals. This frequency localization problem is overcome by Short Term Fourier Transform (STFT) in which the signal is analyzed in particular time interval by taking Fourier transforms in that interval. For analysis of the low frequency signal the time interval should be large and for high frequency it should be small. Thus for decomposing the time interval scale must be varied. This problem of analysis with different time intervals is overcome by Wavelets. A Wavelet transformation is a signal processing tool with the ability of analyzing both stationary as well as non-stationary data series and to produce both time and frequency information with a higher (more than one) resolution, which is not available from the traditional transformation; Fourier and Short Term Fourier Transform (Deka et al (2012)). It decomposes the signal using a small wave like function called as Mother Wavelet, which is translated over the signal with different scales to obtain decomposed signals. Thus the wavelet transform breaks the signal into its wavelets (small wave) which are scaled and shifted versions of the original wavelet (mother wavelet). Here the Scaling function of the wavelet and wavelet function serves as low and high pass filters respectively. Thus the signal is passed through the low and high pass filters and sub -sampled to separate low (approximation) and high (detail) frequencies. The low frequency can be further passed through Low and high pass filter to get more resolution in the analysis. This analysis is called as Multi-resolution analysis (MRA). The wavelet transformation is classified under two heads; continuous wavelet transformation (CWT) and discrete wavelet transformation (DWT). As the scope of the present work is limited to the use of discrete wavelet transform it is briefly explained below.
Discrete Wavelet Transform (DWT)
The Discrete Wavelet Transform (DWT) is presented as in Eq.
Where 'ψ' is mother wavelet, '2 (-k/2)' is normalization constant, 't' and 'l' are the functions of time and scale respectively. Here the scale is represented in terms of the 2 k and the translation in terms of 2 k l. The coefficients of the DWT represent the projection of the signal over a set of basic functions generated as translation and dilatation of a prototype function called mother wavelet. There are several mother wavelets like Haar, Debauches (db), symlets, biorthogonal etc. In the present study Debauches (db) wavelet types (1 to 35) are used. Readers are referred to Mallat (1998) or Labat et al. (2000) for further details.
Model Formulation
As mentioned above the discrete wavelet Transform analyzes frequency of signal with respect to time at different scales. It decomposes time series (wave heights) into low (approximate) and high (detail) frequency components. The decomposition of approximate can be carried out further up to desired multiple levels in order to provide more detail and approximate components which provides relatively smooth varying amplitude series. Two separate neural networks were then trained with decorrelated approximate and detail wavelet coefficients. The outputs of networks were then transformed using inverse DWT to yield the wave heights. In the present study the attempt of decomposing the wave series data at different levels like 1 st , 3
rd 5 th and 7 th levels is done in a view to improve the forecasting accuracy for different lead times from 12hr to 36 hr in advance and to improve the peak prediction also. Methodology to divide the total data up to third level of decomposition is presented in Figure 2 (a). The total data set of previously measured wave heights at selected stations: 42040 for 7 years from 2006 to 2012 were filtered into approximate (CA3) and detail (CD3) components up to the 1 st , 3 rd 5 th and 7 th decomposition level. To elaborate this, the detail division of total data set into approximate and detail coefficients up to third level multiple decomposition at station 42040 using Neuro-Wavelet Transform (NWT) is given in Figure 2 (b). Further total 5625 values of CA3 and CD3 were then divided into 70% (3937 values) and 30% (1688 values) for the training and validation-testing of ANN models respectively. In each case the target wave height series was also decomposed using the multiple level wavelet transform as mentioned above and the approximate and detail coefficients of the target wave series were used in respective neural networks of transformed values of previous wave heights as the targets. Thus in the present study Neuro-Wavelet Transform (NWT) models were developed to forecast the waves 12hr to 36hr in advance for different decomposition levels selected in the present work is by hit and trial as decomposition of wavelet transform can be done till the one approximate and one detail component is remained at the last level.
As it is evident from the authors' earlier research (Dixit et al 2014 (Dixit et al , 2015 that some specific Debauches wavelets are best suitable to improve the results of different lead time intervals for 12hr , 24hr and 36hr lead time models some specific Debauches wavelets were used , the details of which are presented in Table 1 . These Debauches wavelets were tried for each model and the one giving best output of correlation coefficient between observed and predicted wave heights was then confirmed depending upon the phase angle and phase difference plot as final transform in the respective model. For further details readers are referred to http: // www.mathworks.com. Though the available data was of hourly measured waves, for the present study one time step of three hours is used for model development. The model for 12 hr ahead forecast thus consists of 3 previously measured wave heights as inputs. The first input for 12 hr forecast is the measured wave height at the current time step 't', the second input is the measured wave height at 6 hour behind the current time step i.e. 't-6' and similarly the third input is the previously measured wave height at 12 hour behind the current time step i.e. 't-12'.Therefore the three inputs are: t, t-6, t-12 where the output is the 12 hour ahead wave height i.e't+12'. Similarly model for 24 hour ahead forecast consists of 5 inputs (t, t-6,t-12,t-18,t-24) and one output at time 't+24', likewise model for 36 hour forecast consists 7 inputs (t, t-6,t-12,t-18,t-24,t-30,t-36) and 36 hour ahead wave height as output at time 't+36' respectively. These inputs and outputs of the various models can be expressed as,
Input Output
For 12 hr: t-12, t-6, t t+12 For 24 hr: t-24, t-18, t-12, t-6, t t+24 For 36 hr: t-36, t-30, t-24, t-18, t-12, t-6, t t+36
Instead of taking previously measured wave heights at continuous time steps like 't, t-1, t-2…' as inputs , here the specific time steps as ' t, t-6, t-12,….t-36' are selected purposely as inputs which indirectly helps to break the autocorrelation effect in removal of phase lag. The models were calibrated with 70% of the total data and the remaining data was used for the testing. Separate models were developed for 12, 24, 36 hour ahead forecast. Separate 3 layered feed forward networks were developed for both approximate and detail components of the wave data. Although there were choices available of different algorithms and transfer functions for both approximate and detail ANN program, to maintain the uniformity in all the models Levernberg-Marquardt (LM) algorithm was used along with "log-sigmoid" and "linear" transfer functions. Ultimately the model competency is judged by the correlation coefficient between the observed and predicted wave heights and the scatter plots between the same. As the clear aim of the present work is to observe the performance of developed models at different decomposition levels in a view to improve the prediction accuracy , other error measures (RMSE, MAE ,.. etc) were not presented here and the same was presented in the earlier work by the same author (Dixit et al. (2013) ).The details of performances of various parameters like phase angle and phase difference of db wavelets for all the models are presented in the next section.
Results
All the models were tested with unseen inputs and the forecasting accuracy was judged using the correlation coefficient (r) between the observed and predicted wave heights and scatter plots between the same and the wave plots. Performance of different Daubechies wavelets at 1 st , 3 rd 5 th and 7 th decomposition levels is observed and their behavioral aspects are explained here in this section. Table 2 includes the number of detail and approximate  coefficients at 1   st   , 3 rd 5 th and 7 th decomposition levels for 12hr and 24hr and 36hr models. From Table 2 , it is clear that number of coefficients increases from lower to higher number of wavelet sequentially. It is also apparent that as this number of coefficients increases, the values in the training, validation and testing data set automatically increases which is definitely useful to calibrate the neuro wavelet models in more efficient ways. Also decomposition at higher levels provides more smoothen data set which is enough supportive to improve the forecasting accuracy as higher level decomposition system analyze the behavioral pattern of high frequency events (Table 3, 4, 5) . Table 3 shows the results of correlation coefficients between the observed and forecasted wave heights for 12hr ahead lead time models at different decomposition levels along with the phase angles. Similarly Table 4 and 5 present the correlation coefficients and phase angles at different decomposition levels and for 24hr and 36 hr lead time intervals respectively. Performance of all the models is excellent and it is clear that 5 th and 7 th level decompositions are winners amongst the 4(1 st , 3 rd , 5 th and 7 th ) levels tried in the present study. The plain purpose of presenting the 'r' values in more than 2 digits after the decimal point is to showcase the minute change in the prediction accuracy for different wavelets at different decomposition levels though all the values of correlation coefficients are greater than 0.95 which demonstrates the superiority of neuro wavelet technique as compared to the traditional techniques like ANN (Deka and Prahlada (2012), Dixit et al. (2013 Dixit et al. ( & 2014 ). As the comparison of wave plots at different lead times to showcase the prediction accuracy of Neuro wavelet technique than the traditional ANN technique was already given in the previous version of this paper (Dixit et al. (2013) ) by the same authors. Also superiority of NWT in a view to remove the 'timing error' correction problem in univariate time series modeling was published by the same authors (Dixit et al. (2013 (Dixit et al. ( & 2014 ), hence to avoid the repetitive presentations, wave plots , scatter plots and filter tap point plots of different models at higher lead times are not presented here. Therefore the present paper is more focused to elaborate the performance of different level decomposition systems (1 st , 3 rd , 5 th and 7 th ) in order to improve the prediction accuracy at different time intervals. The performances of all the developed models is judged by the 'r', phase difference fig and phase angle between the observed and predicted values of waves. From all the three tables (Table 3, 4, 5) it is evident that higher the decomposition level greater is the prediction accuracy. For 12hr forecasting model at first level decomposition (1d) db5 (r: 0.95916) result is superior than db14 (r: 0.9589) though both give the same highest phase angle of 8.5 0 . Hence further performance is judged by the extreme value predictions (Table 6 ) and phase difference plot (Figure 3) where db 14 proved its competency by giving better results than db 5 at all decomposition levels from 12hr to 36 hr ahead forecasts. Similarly from Table  4 , 5 and 6, it is showcased that db 26 is best for 24 hr forecasting model and db 35 is the best for 36 hr ahead forecasting model. Along with this Table 6 elaborates more details of extreme value predictions where it is pretty clear that the extreme events at all the lead times are predicted very superiorly at 5 th and 7 th level of decompositions and at the 3d level of decomposition gives over prediction while 1d level decomposition as shown under prediction . In figure3, this phase difference at 7d by db 14 is far better than it is of 3d as there exists almost zero phase difference with 7 th level decomposition. This is the considerable achievement which indicates that though all the decomposition levels gives satisfactory results , the best suitable decomposition level and best wavelet for particular lead time interval is that which shows the maximum 'zero' phase interval range. 
Conclusions:
As the present work aims in observing the performance of different decomposition levels of wavelet transforms in a view to improve the prediction accuracy for higher lead time and at extreme events, prediction of significant wave heights for 12 hr to 36hr ahead lead time is done with the application of hybrid Neuro wavelet technique and the performance of all the models is observed. It is clear that each decomposition level has its own flavor of characteristics and therefore 1d systems under predicted the results , 3d tend towards the over prediction while 5d and 7d give are most accurate results for both higher lead time forecasting accuracy and for the accuracy in peak prediction from 12hr to 36 hr models. It is noteworthy that higher the decomposition , low frequency events(extreme events) are more efficiently tapped by the wavelet transform and decomposition of these extreme events gives more accuracy in results which ultimately improves the prediction accuracy. Furthermore it is evident from the above mentioned results that as the lead time increases the higher Daubechies wavelet confirms it competency better than the lower ones (for prediction of 12 hr ahead:db14,24 hr:db26 36hr:db35). Also it is observed that the number of tap points at reconstruction of low pass filter is different for each wavelet which increases from the lower to higher number of wavelet serially (from 1 to 35) and the number of filter tap points is equal to the twice the number of wavelet.(for db1: 2, db2:4,….db35:70). Higher number of filter tap points help to decorrelate the univariate time series more precisely and nullifies the effect of autocorrelation due to which prediction accuracy achieves higher altitudes at higher lead times also. The performance of all the decomposition levels (1 st ,3 rd ,5 th ,7 th ) is outstanding at all forecasting time intervals from 12hr to 36hr. Therefore it can be said that the use of Daubechies wavelets as in hybrid Neuro Wavelet transform is appealing very useful for the accurate forecasting of significant wave height. The present work has good potential to explore further , the detail aspects of higher level decomposition stages specifically for peak predictions will be published in due course of time.
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