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REGULARIZED LEAST SQUARES APPROXIMATIONS ON THE
SPHERE USING SPHERICAL DESIGNS∗
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Abstract. We consider polynomial approximation on the unit sphere S2 = {(x, y, z) ∈ R3 :
x2 + y2 + z2 = 1} by a class of regularized discrete least squares methods with novel choices for the
regularization operator and the point sets of the discretization. We allow diﬀerent kinds of rotation-
ally invariant regularization operators, including the zero operator (in which case the approximation
includes interpolation, quasi-interpolation, and hyperinterpolation); powers of the negative Laplace–
Beltrami operator (which can be suitable when there are data errors); and regularization operators
that yield ﬁltered polynomial approximations. As node sets we use spherical t-designs, which are
point sets on the sphere which when used as equal-weight quadrature rules integrate all spherical
polynomials up to degree t exactly. More precisely, we use well conditioned spherical t-designs ob-
tained in a previous paper by maximizing the determinants of the Gram matrices subject to the
spherical design constraint. For t ≥ 2L and an approximating polynomial of degree L it turns out
that there is no linear algebra problem to be solved and the approximation in some cases recovers
known polynomial approximation schemes, including interpolation, hyperinterpolation, and ﬁltered
hyperinterpolation. For t ∈ [L, 2L) the linear system needs to be solved numerically. Finally, we
give numerical examples to illustrate the theoretical results and show that well chosen regularization
operator and well conditioned spherical t-designs can provide good polynomial approximation on the
sphere, with or without the presence of data errors.
Key words. spherical polynomial, regularized least squares approximation, ﬁltered approxima-
tion, rotationally invariant, spherical design, perturbation, Lebesgue constant
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1. Introduction. In this paper, we consider a class of polynomial approxima-
tions on the unit sphere S2 = {x = (x, y, z)T ∈ R3 : x2 + y2 + z2 = 1} arising as
minimizers of regularized discrete least squares problems of the form
(1.1) min
p∈PL
⎧⎨⎩
N∑
j=1
(p(xj)− f(xj))2 + λ
N∑
j=1
(RLp(xj))2
⎫⎬⎭ ,
where f is a given continuous function with values (possibly noisy) given at N points
XN = {x1, . . . ,xN} ⊂ S2. Here PL := PL(S2) is the linear space of spherical polyno-
mials of degree ≤ L, that is, the space of restrictions to S2 of polynomials of degree
≤ L in x, y, and z, and RL : PL → PL, the regularization operator, is a linear opera-
tor which can be chosen in diﬀerent ways, and λ > 0 is a parameter. We shall assume
always that the problem is well posed, which requires the number N to be at least
dim(PL) = (L+ 1)
2.
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1514 C. AN, X. CHEN, I. H. SLOAN, AND R. S. WOMERSLEY
All approximations of the form (1.1) are special cases of the penalized least squares
method, studied in a general context by [13]. In this paper, we will concentrate on
aspects of penalized least squares that are special to polynomials on the unit sphere.
Many diﬀerent approximations are included in the formulation (1.1) through the
freedom to vary the point sets XN and the regularization operator RL . We make
the natural assumption that RL is rotationally invariant [26, p. 5], i.e., the form
of RL does not depend on the choice of the x, y, z axes. The simplest example is
RL = 0, in which case the approximation is interpolation if N = (L + 1)2 or quasi-
interpolation or hyperinterpolation (see below) if N > (L + 1)2. Another important
example is RL = −Δ∗, where Δ∗ is the Laplace–Beltrami operator. This choice (or
more generally a positive power of −Δ∗) can yield a suitable smoothing approximation
if there are errors in the data.
For choosing the point set XN , if as in many applications the point set is given
by empirical data, then the only option is to selectively delete points so as to improve
the distribution. If, on the other hand, the points may be freely chosen, then we shall
see that there is merit in choosing XN to be a spherical t-design for some appropriate
value of t. A point set XN = {x1, . . . ,xN} ⊂ S2 is a spherical t-design if it satisﬁes
(1.2)
1
N
N∑
j=1
p (xj) =
1
4π
∫
S2
p(x) dω(x) ∀ p ∈ Pt,
where dω(x) denotes area measure on the unit sphere. That is, XN is a spherical
t-design if a properly scaled equal-weight quadrature rule with nodes at the points
of XN integrates all (spherical) polynomials up to degree t exactly. For more details
on spherical designs, see [7, 11, 31]. In this paper we shall always assume that XN
is a spherical t-design, with t ≥ L, and that the number of points often satisﬁes
N ≥ dim(Pt) = (t+1)2. The existence of a spherical t-design for any given t is known
[2], and the existence of a spherical t-design for all N ≥ ct2 for some unknown c > 0
has been claimed in [5]. Chen, Frommer, and Lang [6] showed by interval analysis
that there exist “extremal spherical t-designs” with N = (t + 1)2 for all values of t
up to 100. However, there is no proof that spherical t-designs with N = (t + 1)2
exist for all t. Recently, “well conditioned spherical designs” with N ≥ (t+ 1)2 were
deﬁned and constructed in [1]. They are designed to have good properties for both
interpolation (when N = (t+ 1)2) and numerical integration.
To reduce (1.1) to a linear system we choose a basis for PL. We take a basis of
orthonormal spherical harmonics [19]:
{ Y,k :  = 0, 1, . . . , L, k = 1, . . . , 2+ 1}.
The spherical harmonics Y,k with ﬁxed  form a basis for the 2+1-dimensional space
H of homogeneous, harmonic polynomials of degree . The orthonormality is with
respect to the L2 inner product
(1.3) (f, g)L2 :=
∫
S2
f(x)g(x)dω(x),
which induces the norm ‖f‖L2 := (f, f)
1
2
L2
. Then for arbitrary p ∈ PL, there is a
unique vector α = (α,k) ∈ R(L+1)2 such that
(1.4) p(x) =
L∑
=0
2+1∑
k=1
α,kY,k(x), x ∈ S2.
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REGULARIZED LEAST SQUARES USING SPHERICAL DESIGNS 1515
We can deﬁne the regularization operator RL in its most general rotationally
invariant form by its action on p ∈ PL,
RLp(x) =
L∑
=0
β
2+1∑
k=1
Y,k(x)(Y,k, p)L2(1.5)
=
L∑
=0
β
∫
S2
(2+ 1)
4π
P(x · y)p(y)dω(y),
where β0, β1, . . . , βL are at this point arbitrary nonnegative numbers, which may
depend on L. In the last step we used the addition theorem for spherical harmonics
(see [19]),
(1.6)
2+1∑
k=1
Y,k(x)Y,k(y) =
2+ 1
4π
P (x · y) , x,y ∈ S2,
with P the Legendre polynomial of degree  normalized to P(1) = 1 [32].
Given a continuous function f deﬁned on S2, let f := f(XN ) be the column vector
f = [f(x1), . . . , f(xN )]
T ∈ RN
and let YL := YL(XN ) ∈ R(L+1)2×N be a matrix of spherical harmonics evaluated at
the points of XN with elements
Y,k(xj),  = 0, 1, . . . , L, k = 1, . . . , 2+ 1, j = 1, . . . , N.
Substituting (1.4) into (1.1), the problem (1.1) reduces to the discrete regularized
least squares problem
(1.7) min
α∈R(L+1)2
‖YTLα− f‖22 + λ‖RTLα‖22, λ > 0,
where RL := RL(XN ) = BLYL ∈ R(L+1)2×N with BL a positive semideﬁnite diago-
nal matrix deﬁned by
(1.8) BL := diag(β0, β1, β1, β1︸ ︷︷ ︸
3
, . . . , βL, . . . , βL︸ ︷︷ ︸
2L+1
) ∈ R(L+1)2×(L+1)2 .
Thus the matrix RL is determined by the elements of the diagonal matrix BL and
the choice of the points XN .
In section 2 we give necessary background information on polynomial spaces,
spherical designs, and hyperinterpolation, together with discussion on the Lebesgue
constant and a solution of least squares problems. In section 3 we discuss several
interesting choices of the regularization matrix BL: (i) BL = 0; (ii) BL−1 related to
ﬁltered polynomial approximation [28, 30] (in this case L is replaced by L−1 because
βL = ∞); and (iii) choices of BL related to the Laplace–Beltrami operator Δ∗. In
section 4, we show that the condition number of the linear least squares problem (1.7)
generally becomes smaller as t approaches 2L from below. In section 5, we derive
theoretical error bounds for various versions of the approximation. In section 6, we
present numerical results of the approximation for both a smooth function and a
nonsmooth function, using regularized least squares with diﬀerent choices for RL
and diﬀerent spherical t-designs and with and without data errors for both a smooth
function and a nonsmooth function.
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2. Background and notation.
2.1. Notation and polynomial spaces on the unit sphere. For  ≥ 0, let
H := H(S
2) be the space of restrictions to S2 of the (real) homogeneous harmonic
polynomials of degree  ≥ 0. Its dimension is dim(H) = 2 + 1 [19]. Note that the
rotationally invariant operator deﬁned by (1.5) satisﬁes
RLp = βp for p ∈ H,  = 0, . . . , L.
It is known that PL =
⊕L
=0 H and that the spaces H are mutually orthogonal
with respect to the inner product (1.3); if p ∈ H and p′ ∈ H′ with  
= ′, then
(p, p′)L2 = 0.
The set of spherical harmonics {Y,k : k = 1, . . . , 2 + 1,  = 0, 1, . . . } is a
complete orthonormal basis of L2(S
2). It follows that an arbitrary f ∈ L2(S2) can be
represented in the L2 sense by its Fourier (or Laplace) series [14] with respect to the
spherical harmonics:
(2.1) f =
∞∑
=0
2+1∑
k=1
f̂,kY,k
with the Fourier coeﬃcients given by
(2.2) f̂,k := (f, Y,k)L2 =
∫
S2
f(x)Y,k(x) dω(x).
The orthogonal projection operator PL : L2(S2) → PL onto PL is represented by
(2.3) PLf(x) =
L∑
=0
2+1∑
k=1
f̂,kY,k(x).
We follow Reimer [25] in saying that, for a given positive integer k, f : S2 → R is
k times diﬀerentiable if all restrictions of f to a great circle are k times diﬀerentiable;
that is, if
fx,y(α) := f(x cosα+ y sinα), α ∈ R,
is k times diﬀerentiable for all choices of x, y ∈ S2 with x⊥y. If so we then deﬁne
(2.4)
∣∣∣∣∣∣f (k)∣∣∣∣∣∣
C(S2)
:= sup
{
|f (k)x,y(α)| : α ∈ [0, 2π], x, y ∈ S2, x⊥y
}
,
and Ck(S2) may be deﬁned as the set of real valued functions f on S2 such that∣∣∣∣f (k)∣∣∣∣
C(S2)
is ﬁnite. For a function f ∈ Ck (S2), we have Jackson’s theorem for the
sphere (see [20, Theorem 3.3]), a simple version of which is
(2.5) EL(f) := inf
p∈PL
||f − p||C(S2) ≤ c(f, k)L−k.
The reproducing kernel GL : S
2 × S2 → R of the space PL is
(2.6) GL(x,y) = gL(x · y) =
L∑
=0
2+1∑
k=1
Y,k(x)Y,k(y) =
L∑
=0
2+ 1
4π
P(x · y),
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REGULARIZED LEAST SQUARES USING SPHERICAL DESIGNS 1517
where the last equality is due to the addition theorem (1.6). It has the three properties
needed for a reproducing kernel:
GL(x, ·) ∈ PL, x ∈ S2; GL(x,y) = GL(y,x), x,y ∈ S2;
(p,GL(x, ·))L2 = p(x), x ∈ S2, p ∈ PL.
The projection PL can be written in terms of the reproducing kernel:
PLf(x) = (f,GL(x, ·))L2 =
∫
S2
f(y)gL(x · y)dω(y)
=
L∑
=0
2+ 1
4π
∫
S2
f(y)P(x · y)dω(y), f ∈ L2(S2), x ∈ S2.(2.7)
A spherical cap (see [26, p. 195]) with center xc and radius r is the subset of S
2
given by
(2.8) C(xc, r) := {x ∈ S2 : x · xc ≥ cos r}, xc ∈ S2, r > 0.
2.2. Hyperinterpolation and its variants. Hyperinterpolation was intro-
duced by Sloan [27] in 1995. The hyperinterpolation operator LL is deﬁned by re-
placing Fourier integrals in the L2-orthogonal projection onto the space PL (see (2.3))
by a quadrature rule that integrates exactly all spherical polynomials of degree up
to 2L. It is known that (see [27, Lemma 6]) for L ≥ 3 the number of quadrature
points in hyperinterpolation must exceed the dimension of the polynomial space, thus
hyperinterpolation is intrinsically diﬀerent from interpolation. In this paper, for the
quadrature rules needed for hyperinterpolation, we allow only spherical designs.
Using a spherical t-design XN = {x1, . . . ,xN} ⊂ S2 for t ≥ 2L, we deﬁne the
semi-inner product (·, ·)N of two continuous functions f, g ∈ C(S2) by
(2.9) (f, g)N :=
4π
N
N∑
j=1
f(xj)g(xj), j = 1, . . . , N.
It is clear that
(p, q)N = (p, q)L2 =
∫
S2
p(x)q(x)dω(x), p, q ∈ PL,
because pq ∈ P2L(S2) and t ≥ 2L. We note that for f ∈ C(S2), (f, f)N = 0 implies
f(xj) = 0, j = 1, . . . , N , but does not imply f ≡ 0. Thus (2.9) generates only a
seminorm ‖f‖N :=
√
(f, f)N in C(S
2).
The hyperinterpolant of a function f ∈ C(S2) is deﬁned by
(2.10) LLf(x) =
L∑
=0
2+1∑
k=1
(f, Y,k)NY,k(x), x ∈ S2.
With the aid of the reproducing kernel GL on the unit sphere (see (2.6)) we can write
the hyperinterpolant as
LLf(x) = (f,GL(x, ·))N = 4π
N
N∑
j=1
f(xj)gL(x · xj)
=
L∑
=0
2+ 1
N
N∑
j=1
f(xj)P(x · xj), x ∈ S2,(2.11)D
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which is just the discrete version of the orthogonal projection PLf given by (2.7).
In particular LLf ∈ PL, and by exactness of the quadrature rule for polynomials of
degree ≤ 2L and orthogonality of the spherical harmonics, we have, for 0 ≤  ≤ L,
(LLf, Y,k)N = (LLf, Y,k)L2 =
L∑
′=0
2+1∑
k′=1
(f, Y′,k′)N
(
Y′,k′ (x), Y,k(x)
)
L2
= (f, Y,k)N ,(2.12)
giving an equivalent deﬁnition of hyperinterpolation
(2.13) LLf ∈ PL, (f − LLf, p)N = 0 ∀p ∈ PL.
The Lebesgue constant of the operator LLf , deﬁned by
(2.14) ||LL||C(S2) := sup
f∈C(S2)\{0}
||LLf ||C(S2)
||f ||C(S2)
,
was shown by [29] to satisfy
(2.15) c
√
L+ 1 ≤ ||LL||C(S2) ≤ c1
√
L+ 1, L = 0, 1, . . . ,
for some positive constants c, c1, provided that the point set XN satisﬁes a regularity
condition of the form
N∑
j=1
xj∈XN
⋂
C(x,
1
2L )
1 ≤ c0, x ∈ S2,
for some positive constant c0. Subsequently Reimer [24] showed that the regularity
condition is satisﬁed automatically for the points of a positive-weight quadrature rule
with polynomial degree of precision 2L, and therefore for the points of a spherical
t-design with t ≥ 2L. Reimer in that paper also gave a new proof of (2.15) and
extended the result to spheres of arbitrary dimension d. The original proof of (2.15)
in [29] was extended to arbitrary dimensions d by [15].
Filtered hyperinterpolation ﬁrst appeared in the paper [30]. It can be considered
as an example of a large class of generalized hyperinterpolation approximations deﬁned
by Reimer [25]. However, it does not belong to the subclass preferred by Reimer of
approximations based on positive kernels. It is known that positive kernels lead
to convergence for all continuous functions, but it is also known from a result of
Korovkin [18] that their best possible rate of convergence is L−2. In contrast, it
follows from (2.19) below that ﬁltered hyperinterpolation has a rate of convergence of
order O(L−k) for k arbitrarily large, provided f ∈ Ck(S2).
In this method of ﬁltered hyperinterpolation the kernel GL in (2.11) is replaced
by a ﬁltered kernel
(2.16) HL(x,y) = HL(x · y) =
L−1∑
=0
h
(

L
)
2+ 1
4π
P(x · y)
with h : R+ → R+ a function with at least C1(R+) smoothness, satisfying
h(x) =
{
1, x ∈ [0, 1/2],
0, x ∈ [1,∞).
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Thus the ﬁltered hyperinterpolant FLf ∈ PL−1 is deﬁned by
FLf(x) = (f,HL(x, ·))N =
4π
N
N∑
j=1
f(xj)HL(x,xj)
=
L−1∑
=0
(2+ 1)h
(

L
)
1
N
N∑
j=1
P(x · xj)f(xj),(2.17)
which according to [30] can be shown to satisfy
(2.18) FLp = p ∀p ∈ PL/2, ||FL||C(S2) ≤ c,
and hence
(2.19) ||FLf − f ||C(S2) ≤ cEL/2(f),
where · denotes the ﬂoor function and c is a constant, provided that
(2.20) Δ3h
(

L
)
≤ c 1
L2
,
where Δ is the forward diﬀerence operator. We note that the boundedness of ||FL||C(S2)
in (2.18) does not contradict the Daugavet–Berman lower bound [10] (a multiple of
L1/2) because FL, unlike LL, is not a projection. The ﬁltered hyperinterpolation
operator FL is shown in [30] to inherit the uniform boundedness property (2.18) from
the corresponding property for a continuous approximation (one that requires exact
Fourier coeﬃcients); see [22] and [28]. A diﬀerent discrete approximation that achieves
a similar eﬀect has been proposed by Filbir and Themistoclakis [12] but with a con-
struction that is not based on a ﬁlter function h and that uses a quadrature formula
with unequal positive weights. The construction in [28] is a direct generalization of
the de la Valle´e–Poussin kernel for S1 and for S2 needs a ﬁlter function with at least
C1(R+) smoothness.
In this paper, we deﬁne a new C1(R+) ﬁlter function,
(2.21) h(x) =
⎧⎪⎨⎪⎩
1, x ∈ [0, 1/2],
sin2 πx, x ∈ [1/2, 1],
0, x ∈ [1,∞),
to replace the quadratic spline function in [30]. For this function it is easily veriﬁed
by direct calculation that (2.20) holds.
2.3. Solution of least squares problems. The problem (1.7) is a convex un-
constrained optimization problem. Its solution set coincides with the solution set of
the system of linear equations
(2.22) TLα = YLf ,
where TL := TL(XN ) is given by
TL = (HL + λBLHLBL) ∈ R(L+1)2×(L+1)2 ,(2.23)
HL := HL(XN ) = YLYTL ∈ R(L+1)
2×(L+1)2 .(2.24)
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We shall always impose conditions on XN that ensure that the matrix HL is
positive deﬁnite. In that case (since BLHLBL is positive semideﬁnite) the solution
of (2.22) is unique. We denote that solution by α := α(L,XN ,BL) ∈ R(L+1)2 and
the corresponding polynomial approximation by
(2.25) pL,N =
L∑
=0
2+1∑
k=1
α,kY,k.
It is useful to consider separately the cases L ≤ t < 2L and t ≥ 2L because in the
ﬁrst case important issues arise from the conditioning of the least squares problem
(1.7), while in the second case, as we shall see in the following theorem, the matrix
becomes diagonal and hence the linear algebra becomes trivial.
Theorem 2.1. Assume f ∈ C(S2). Let L ≥ 0 be given, and let XN =
{x1, . . . ,xN} ⊂ S2 be a spherical t-design on S2 with t ≥ 2L. Then
(2.26) HL = YLY
T
L =
N
4π
I(L+1)2 ∈ R(L+1)
2×(L+1)2 ,
while (2.22) has the unique solution
(2.27) α,k =
4π
N(1 + λβ2 )
N∑
j=1
Y,k(xj)f(xj),
and the unique minimizer of (1.1) is given by
pL,N(x) =
4π
N
L∑
=0
2+1∑
k=1
Y,k(x)
1 + λβ2
N∑
j=1
Y,k(xj)f(xj)
=
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
P(x · xj)f(xj).(2.28)
Proof. Under the conditions in the theorem,HL becomes diagonal, since by (2.24)
and the deﬁnition (1.2) of a spherical t-design for t ≥ 2L we have
(HL),k ′,k′ =
N∑
j=1
Y,k(xj)Y′,k′(xj) =
N
4π
(
Y,k, Y′,k′
)
L2
=
N
4π
δ′δkk′ ,
where , ′ = 0, . . . , L, k = 1, . . . , 2+1, k′ = 1, . . . , 2′+1. The middle equality holds
because the product Y,kY′,k′ ∈ P2L ⊂ Pt and XN is a spherical t-design. Thus (2.26)
holds, and in turn
(2.29) TL =
N
4π
(
I(L+1)2 + λB
2
L
)
.
Since BL is diagonal with diagonal elements β, the solution of (2.22) is given by
(2.27) and the minimizer of (1.1) is therefore (2.28).
Deﬁne the uniform norm of a continuous function f over the unit sphere S2 by
(2.30) ||f ||C(S2) := sup
x∈S2
|f(x)|.
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In the limiting case t → ∞ we obtain the following result. It shows that the solution
of our discrete problem (1.1) with a large number of points and a large t is arbi-
trarily close to the solution of the continuous problem. There is therefore a valuable
consistency between the discrete and continuous problems.
Theorem 2.2. Let f ∈ C(S2), and let L ≥ 0 be given. Assume that the sets
X (t)N(t) = {x(t)1 , . . . ,x(t)N(t)} for t = 1, 2, . . . form a sequence of spherical t-designs and
let t ≥ L. Then the unique minimizer pL,N(t) ∈ PL of (1.1) has the uniform limit pL
as t → ∞, that is,
(2.31) lim
t→∞‖pL,N(t) − pL‖C(S2) = 0,
where pL ∈ PL denotes the unique minimizer of the continuous regularized least
squares problem
(2.32) min
p∈PL
{
‖f − p‖2L2 + λ‖RL p‖2L2
}
, λ > 0.
Proof. We have seen already that pL,N is uniquely determined when t ≥ 2L and
that in this case pL,N is given explicitly by (2.28). It is easy to see that the minimizer
of problem (2.32) is in a similar way given by
(2.33) pL(x) =
L∑
=0
2+ 1
(1 + λβ2 )4π
∫
S2
P(x · y)f(y)dω(y).
Since the sums over  in (2.28) and (2.33) are ﬁnite, and since pointwise convergence
on the compact set S2 of a sequence of continuous functions to a continuous limit
implies uniform convergence, to prove the theorem it is suﬃcient to prove that for
0 ≤  ≤ L
(2.34) lim
t→∞
1
N
N∑
j=1
P(x · x(t)j )f(x(t)j ) =
1
4π
∫
S2
P(x · y)f(y) dω(y).
Noting that P(x · y)f(y) is a continuous function of y for each ﬁxed x ∈ S2, the
result now follows from the well known result that, for a positive-weight quadrature
rule with polynomial degree of accuracy t, the quadrature rule applied to a continuous
function g converges to the integral of g as t → ∞. For an explicit proof for the case
of the sphere (and indeed for an error estimate) see [16, Theorem 10] combined with
Jackson’s theorem (see (2.5)).
3. Choices of the regularization operators RL. According to (1.8), the
regularization operator RL is determined by the choice of the diagonal matrix BL
with diagonal elements β. In the following, we present some interesting examples.
3.1. RL = 0. In the case that BL is the zero matrix we obtain the classical
least squares approximation, in which pL,N is the minimizer of
(3.1) min
p∈PL
‖f − p‖N .
It is known [27, Lemma 5] that for t ≥ 2L the minimizer is in this case the hyper-
interpolant (2.10). If L < t < 2L, then the approximation is what is sometimes
called quasi-interpolation. If N = (L + 1)2, then (regardless of the value of t) the
approximation is polynomial interpolation.
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3.2. Filtered least squares. The minimizer of the regularized least squares
problem (2.22) can in some cases be considered as equivalent to a ﬁltered polynomial
approximation of the form in (2.17). Indeed, we have seen already, in Theorem 2.1,
that for t ≥ 2L the minimizer of (2.22) is given by (2.28), which on setting λ = 1
coincides with the ﬁltered polynomial approximation (2.17) if
1
1 + β2
= h
(

L
)
,  = 0, . . . , L− 1,
or correspondingly if
(3.2) β =
√
1
h(/L)
− 1,  = 0, . . . , L− 1.
Note that in (3.2) we have excluded  = L because if  = L were allowed we would
have βL = ∞ and hence αL,k = 0 from (2.27). While that would make perfect sense
mathematically, in that from (2.27) βL → ∞ implies αL,K → 0, an inﬁnite value does
not sit well in a linear solver.
With λ = 1 and the choice (3.2) the regularized least squares approximation
coincides exactly with ﬁltered hyperinterpolation [30] when t ≥ 2L. But when t < 2L
the regularized least squares approximation with β given by (3.2) and h by (2.21) is
a new approximation, one not previously studied.
Since for ﬁltered least squares the approximating polynomial is of degree at most
L− 1, we should in this case replace L in (1.7)–(2.25) by L− 1.
3.3. Laplace–Beltrami regularization operator. In this subsection we ob-
tain choices of RL related to the Laplace–Beltrami operator Δ∗ [19, pp. 38–39] on S2,
which is the angular part of the Laplace operator in three dimensions,
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
.
Deﬁning the spherical polar coordinate system (θ, ϕ), 0 ≤ θ ≤ π, 0 ≤ ϕ < 2π, in
terms of the Cartesian coordinates x, y, z by
x = sin θ cosϕ, y = sin θ sinϕ, z = cos θ,
the Laplace–Beltrami operator as a diﬀerential operator is
Δ∗ :=
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂ϕ2
.
The spherical harmonics have an intrinsic characterization as the eigenfunctions
of the Laplace–Beltrami operator Δ∗, that is,
(3.3) Δ∗Y,k(x) = −(+ 1)Y,k(x).
It follows that −Δ∗ is a semipositive operator, and for any s > 0 we may deﬁne
(−Δ∗)s by
(3.4) (−Δ∗)sY,k(x) = [(+ 1)]sY,k(x).
The corresponding matrix BL is then
(3.5) BL = diag
⎛⎜⎝0s, 2s, 2s, 2s, . . . , [L(L+ 1)]s, . . . , [L(L+ 1)]s︸ ︷︷ ︸
2L+1 times
⎞⎟⎠ ∈ R(L+1)2×(L+1)2 .Dow
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4. Condition number of regularized least squares approximation. In
this section we study a perturbation bound for the regularized least squares problem.
For convenience we denote dL = (L + 1)
2. For a symmetric positive deﬁnite matrix
M ∈ RdL×dL , let σ1(M) and σdL(M) denote the largest and smallest eigenvalues ofM
and let κ(M) = σ1(M)/σdL(M) denote the condition number ofM in the ‖ ·‖2 norm.
In this paper, since the diagonal elements of matrix BL are in a nondecreasing order in
the three choices of regularization operator, we have σ1(BL) = βL and σdL(BL) = β0.
Let
A =
[
YTL√
λRTL
]
∈ R2N×dL , b =
[
f
0
]
∈ R2N ,
where 0 is an N × 1 zero vector. Then the problem (1.7) can be written as
(4.1) min
α∈RdL
||Aα− b||22 ,
which is equivalent to (2.22) since TL = A
TA and YLf = A
Tb.
Theorem 4.1. Let matrices HL, TL, and BL be defined as in (2.24), (2.23),
and (1.8), respectively. Let fδ denote a perturbation of f . Then for t ≥ L, we have
(4.2) κ(TL) ≤ κ(HL)1 + λβ
2
L
1 + λβ20
and
(4.3)
∣∣∣∣α−αδ∣∣∣∣
2
||α||2
≤ κ(HL)1 + λβ
2
L
1 + λβ20
∣∣∣∣YL(f − fδ)∣∣∣∣2
||YLf ||2
.
Proof. First we obtain the bound on the condition number of TL. From the
eigenvalue inequalities for the product of symmetric matrices [17, p. 224], we have
σ1(BLHLBL) ≤ σ1(B2L)σ1(HL) = β2Lσ1(HL),(4.4a)
σdL(BLHLBL) ≥ σdL(B2L)σdL(HL) = β20σdL(HL).(4.4b)
Combining (2.23), (4.4a), (4.4b), and Weyl’s inequalities [17, p. 181], we obtain
σ1(TL) ≤ σ1(HL) + σ1(BLHLBL)λ ≤ (1 + λβ2L)σ1(HL),
σdL(TL) ≥ σdL(HL) + σdL(BLHLBL)λ ≥ (1 + λβ20)σdL(HL).
Therefore
κ(TL) =
σ1(TL)
σdL(TL)
≤ κ(HL)1 + λβ
2
L
1 + λβ20
.
By applying the standard least squares perturbation bound (see [4, Theorem 1.4.6])
to (4.1) we ﬁnd
(4.5)
∣∣∣∣α−αδ∣∣∣∣
2
||α||2
≤
∣∣∣∣AT (b− bδ)∣∣∣∣
2
||ATb||2
κ(ATA) =
∣∣∣∣YL(f − fδ)∣∣∣∣2
||YLf ||2
κ(ATA).
Then by using ATA = TL and (4.2) we derive the perturbation bound (4.3).
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Remark 4.1. For the case of ﬁltered least squares, L in Theorem 4.1 should be
replaced by L− 1.
Remark 4.2. The estimate (4.2) is sharp since when t ≥ 2L, the matrix HL is a
scalar multiple of the identity matrix (see Theorem 2.1), and from (2.29) we ﬁnd
κ(TL) =
1 + λβ2L
1 + λβ20
, t ≥ 2L.
We discuss κ(TL) for the three choices of the regularization operator.
1. If BL = 0, then κ(TL) = κ(HL). When t ≥ 2L, κ(TL) = 1. For L ≤ t < 2L,
our well conditioned spherical t-designs [1] provide good condition numbers;
see [8, Figure 4.5].
2. For ﬁltered least squares approximation, we consider the condition number
of TL−1. From subsection 3.2 and Theorem 4.1, we have β0 = 0 and
κ(TL−1) ≤ κ(HL−1)(1 + λβ2L−1)
with equality for t ≥ 2L.
3. For the Laplace–Beltrami regularization operator, from (3.5) we have β0 = 0,
βL = (L(L+ 1))
s, and
κ(TL) ≤ κ(HL)(1 + λ(L(L + 1))2s),
which monotonically increases as the parameter λ increases.
The condition number of TL can be large if the diagonal elements β of BL are
large. For example, if the regularization operator is RL = (−Δ∗)s, s > 0, then
(4.6) κ(TL) = 1 + λ(L(L + 1))
2s, t ≥ 2L,
which can be very large when s is large.
5. Quality of approximation. In this section we study theoretically the ap-
proximation error. In general we can write the solution of the regularized least squares
problem (1.1) as
(5.1) pL,N = UL f ∈ PL,
where UL := UL (XN ,β) is a linear operator and β stands for the values {β0, . . . , βL}.
For t ≥ 2L it is given explicitly by Theorem 2.1,
(5.2) UL f(x) =
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
P(x · xj)f(xj),
while for L ≤ t < 2L the construction of UL involves inversion of a matrix or the
solution of the linear system (2.22).
If f is replaced by a perturbed function f δ and pL,N is correspondingly replaced
by pδL,N , then it is clear that
(5.3)
∣∣∣∣pδL,N − pL,N ∣∣∣∣C(S2) ≤ ||UL ||C(S2) ∣∣∣∣f δ − f ∣∣∣∣C(S2) ,
where ||UL ||C(S2) is the Lebesgue constant deﬁned by replacing LL by UL in (2.14).
Thus one use of the Lebesgue constant is to measure the sensitivity of the approxima-
tion to errors in the data. In some cases (see subsections 5.1 and 5.2) the Lebesgue
constant is also helpful in bounding the approximation error.
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The following simple consequence of (5.2) will be useful. In Proposition 5.1 by
β′ ≥ β we mean β′ ≥ β for  = 0, . . . , L.
Proposition 5.1. Let UL (XN ,β) be defined by (5.1) with XN a spherical t-
design. Assume t ≥ 2L. Then the Lebesgue constant of UL (XN ,β) is given by
(5.4) ||UL (XN ,β)||C(S2) = max
x∈S2
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
|P(x · xj)|.
If β′ ≥ β, then
(5.5) ||UL (XN ,β)||C(S2) ≥ ||UL (XN ,β′)||C(S2) .
Proof. Since t ≥ 2L, from the expression (5.2) for UL f , we have
|UL f(x)| ≤
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
|P(x · xj)| ||f ||C(S2) ,
and hence
(5.6) ||UL f ||C(S2) ≤ max
x∈S2
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
|P(x · xj)| ||f ||C(S2) .
Let x0 ∈ S2 achieve the maximum in (5.6), i.e.,
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
|P(x0 · xj)| = max
x∈S2
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
|P(x · xj)|.
Then deﬁne f∗ ∈ C(S2) such that ||f∗||C(S2) = 1 and
f∗(xj) = signP(x0 · xj), j = 1, . . . , N.
By (5.2) we have
UL f∗(x) =
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
P(x · xj)signP(x0 · xj),
and hence, setting x = x0, we obtain
UL f∗(x0) =
L∑
=0
2+ 1
(1 + λβ2 )N
N∑
j=1
|P(x0 · xj)|.
Thus the inequality in (5.6) becomes an equality for f = f∗, proving (5.4). The
inequality (5.5) follows from (5.4).
5.1. The case RL = 0. In this case β = 0 for all , and the approximation
pL,N is exact if f ∈ PL; that is,
UL p = p for p ∈ PL.
Hence for p ∈ PL
||UL f − f ||C(S2) = ||UL (f − p)− (f − p)||C(S2) ,
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and by making an appropriate choice of p ∈ PL
(5.7) ||UL f − f ||C(S2) ≤ (||UL ||C(S2) + 1)EL(f),
where as in (2.5)EL(f) is the error of best uniform approximation of f by a polynomial
of degree at most L.
For the case t = L and N = (L+ 1)2, where UL is the polynomial interpolant, it
seems that little is known theoretically about the Lebesgue constant (see [36]) beyond
a lower bound of the form ||UL ||C(S2) ≥ c
√
L, but there is convincing numerical evi-
dence (see [1]) that ||UL ||C(S2) ≤ c1L for a sequence XN of so-called well conditioned
spherical L-designs (c and c1 are some positive constants).
For t ≥ 2L the approximation UL f is equivalent to hyperinterpolation LLf . In
this case we have noted already (see (2.15)) that ||LL||C(S2) is of exact order
√
L+ 1.
For intermediate values of t, that is satisfying L < t < 2L, it seems that nothing is
known about the Lebesgue constant.
5.2. Filtered regularization operator. With h given by (2.21) and β by
(3.2) we have
β = 0 for 0 ≤  ≤ L/2.
From this we see that
RLp = 0 for p ∈ PL/2.
In turn it follows from (1.1) that in this case
UL p = p for p ∈ PL/2,
and hence, by an argument similar to that used to prove (5.7),
(5.8) ||UL f − f ||C(S2) ≤ (||UL ||C(S2) + 1)EL/2(f).
For t ≥ 2L we know already (see (2.18)) that
||UL ||C(S2) = ||FL||C(S2) ≤ c,
in which case both stability and convergence are assured. For L ≤ t < 2L it seems
that nothing is known about the Lebesgue constant.
5.3. Laplace–Beltrami regularization operator. If RL = (−Δ∗)s with s >
0, or correspondingly β = (( + 1))
s, by Proposition 5.1 the Lebesgue constant for
t ≥ 2L is bounded by
(5.9) ||UL ||C(S2) ≤
L∑
=0
2+ 1
1 + λ(( + 1))2s
<
∞∑
=0
2+ 1
1 + λ(( + 1))2s
,
which is ﬁnite for s > 1/2. Thus for t ≥ 2L the Lebesgue constant is bounded
independently of L when s > 1/2, with a bound that decreases monotonically with
increasing s.
Note that for the Laplace–Beltrami regularization operator a knowledge of the
Lebesgue constant does not give any useful information about the error because the
approximation in this case does not reproduce polynomials other than the constants.
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The following theorem asserts that for t ≥ 2L and L → ∞ the approximation
with the Laplace–Beltrami regularization operator (−Δ∗)s with s > 1/2 converges
uniformly, not to f but rather to the “s-smoothed” solution fs,
fs(x) :=
∞∑
=0
1
1 + λ(( + 1))2s
2+1∑
k=1
f̂,kY,k(x)
=
∞∑
=0
2+ 1
1 + λ(( + 1))2s
1
4π
∫
S2
P(x · y)f(y)dω(y),
where the last equality uses (2.2) and the addition therorem (1.6).
Theorem 5.2. Assume that the regularization operator is RL = (−Δ∗)s with
s > 1/2. Assume t = t(L) ≥ 2L as L → ∞. Then with pL,N = pL,N(t) as in
Theorem 2.2, we have
lim
L→∞
||pL,N − fs||C(S2) = 0.
Proof. From (5.2) we have
pL,N(x) = UL f(x) =
L∑
=0
2+ 1
1 + λ(( + 1))2s
1
N
N∑
j=1
P(x · xj)f(xj).
For ﬁxed  we have (since L → ∞ implies t → ∞ and since P(x ·y)f(y) is continuous
in y)
1
N
N∑
j=1
P(x · xj)f(xj) → 1
4π
∫
S2
P(x · y)f(y)dω(y).
Moreover, ∣∣∣∣∣∣ 1N
N∑
j=1
P(x · xj)f(xj)
∣∣∣∣∣∣ ≤ 1N
N∑
j=1
|f(xj)| ≤ ||f ||C(S2) ,
and hence∣∣∣∣∣∣
L∑
=0
2+ 1
1 + λ(( + 1))2s
1
N
N∑
j=1
P(x · xj)f(xj)
∣∣∣∣∣∣ ≤
∞∑
=0
2+ 1
1 + λ(( + 1))2s
||f ||C(S2) ,
which is ﬁnite because s > 1/2. The desired result is now an immediate consequence
of Tannery’s theorem [9, p. 207].
Now we show that for t ≥ 2L the residual A(α) :=∑Nj=1(pL,N (xj)− f(xj))2 will
increase as the order s of the Laplace–Beltrami regularization operator increases.
Let s > 0, and let
ρ(s,α) := ‖YTLα− f‖22 + λ‖R(s)TL α‖22 = A(α) + E(s,α),
where E(s,α) = λ‖R(s)TL α‖22 and R(s)L = B(s)L YL is the Laplace–Beltrami regulariza-
tion operator of order s with (B
(s)
L ),k,′,k′ = δ′δkk′β and β = ((+1))
s for , ′ =
0, . . . , L, k = 1, . . . , 2+ 1, k′ = 1, . . . , 2′ + 1.
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For a given s, let α∗ = α∗(s) be the minimizer of ρ(s,α), i.e.,
(5.10) ρ(s,α∗) ≤ ρ(s,α) ∀α ∈ R(L+1)2 .
In [13] it is shown that A(α∗) is monotonic increasing with respect to increasing λ.
In this subsection we use a similar argument to show (for t ≥ 2L only) that A(α∗) is
similarly monotonic increasing with respect to increasing order s.
Proposition 5.3. Let XN be a spherical t-design on S2, and for s > 0 let α∗(s)
be defined as in (5.10). Assume t ≥ 2L. Then A(α∗(s)) is strictly increasing in s.
Proof. Let s, s˜ be given with 0 < s < s˜. Temporarily we write α∗(s) =
α∗,α∗(s˜) = α˜∗. Then the minimization property (5.10) for s gives
(5.11) A(α∗) + E(s,α∗) ≤ A(α˜∗) + E(s, α˜∗).
From (5.11) we have
(5.12) A(α∗)−A(α˜∗) ≤ E(s, α˜∗)− E(s,α∗).
On specializing to t ≥ 2L we obtain using Theorem 2.1
E(s,α) = λαTB
(s)
L YLY
T
LB
(s)
L α =
N
4π
λαTB
(s)2
L α,
and hence we ﬁnd from the deﬁnition of BL
E(s, α˜∗)− E(s,α∗) = N
4π
λ
L∑
=1
β2
2+1∑
k=1
(α˜∗2,k −α∗2,k).
Now from (2.27) we have
α∗,k =
4π
N(1 + λβ2 )
N∑
j=1
Y,k(xj)f(xj), α˜
∗
,k =
4π
N(1 + λβ
2s˜/s
 )
N∑
j=1
Y,k(xj)f(xj).
We observe that |α˜∗,k| < |α∗,k|, from which it follows that E(s, α˜∗) − E(s,α∗) < 0,
so that from (5.12) we complete the proof.
6. Numerical results. In this section we present numerical results to illustrate
the theoretical results derived in the previous sections and show that well chosen
regularization operators and well conditioned spherical t-designs can provide good
polynomial approximation on the sphere for both exact data and contaminated data.
We choose two test functions for our numerical experiments. The ﬁrst function
is the Franke function as modiﬁed by Renka [23, p. 146],
f1 (x, y, z) = 0.75 exp(−(9x− 2)2/4− (9y − 2)2/4− (9z − 2)2/4)
+ 0.75 exp(−(9x+ 1)2/49− (9y + 1)/10− (9z + 1)/10)
+ 0.5 exp(−(9x− 7)2/4− (9y − 3)2/4− (9z − 5)2/4)
− 0.2 exp(−(9x− 4)2 − (9y − 7)2 − (9z − 5)2), (x, y, z) ∈ S2,
which is in C∞(S2). The second function is the sum of the Franke function f1 and a
function fcap [35] with support on a spherical cap C(xc, r) (see (2.8)) so
(6.1) f2 = f1 + fcap,
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where
fcap(x) =
⎧⎨⎩ ρ cos
(
π arccos(xc · x)
2r
)
, x ∈ C(xc, r),
0 otherwise
and ρ is a positive number. This function is continuous on S2 but not diﬀeren-
tiable on the boundary of the spherical cap C(xc, r). In our numerical results
xc = (− 12 ,− 12 , 1√2 )T , ρ = 2, and r = 12 , which is illustrated in Figure 6.4(a).
We use well conditioned spherical t-designs [1] with XN , t = 1, . . . , 60, and N =
(t+ 1)2.
For t ≥ 2L, by Theorem 2.1 TL is a diagonal matrix and the solution of the
system of linear equations (2.22) has the explicit form
α =
4π
N
[
I(L+1)2 + λB
2
L
]−1
YLf(XN ), t ≥ 2L.
For L ≤ t < 2L, the coeﬃcient matrix TL is a symmetric positive deﬁnite (L + 1)2
by (L + 1)2 matrix. However, it is not sparse. For 1 ≤ L ≤ 60 (so the largest
dimension is 612 = 3721), the linear system can be eﬃciently solved using the Cholesky
factorization [4, p. 44]. Given α, the approximating polynomial has the form (1.4).
The uniform error of the approximation is estimated by
‖f − pL,N‖C(S2) ≈ max
xi∈X
|f(xi)− pL,N(xi)|,
where X is a ﬁnite but large set of well distributed points over the sphere. In particu-
lar, for approximations to f1, X is chosen as a set of 106 generalized spiral points [3],
[21]. For estimating the approximation error for f2, X is the union of the generalized
spiral points and 1200 points around the boundary of the cap.
The L2-norm of the approximation error is estimated by
||f − pL,N ||L2 :=
(∫
S2
|f − pL,N(x)|2dω(x)
)1/2
≈
⎛⎝4π
m
m∑
j=1
|f − pL,N(xj)|2
⎞⎠1/2 .
The set {x1, . . . ,xm} can be the nodes of the spherical 100-design obtained in [6]
(so m = 1012) or generalized spiral points [3] with m = 106 (which are approximate
spherical designs).
In the following, we consider two cases: ﬁltered and zero regularization operator
for exact data and Laplace–Beltrami regularization operator for contaminated data.
6.1. Hyperinterpolation and filtered hyperinterpolation for exact data.
In this subsection we report numerical results to compare ﬁltered hyperinterpolation
with hyperinterpolation. For a given L, we consider L ≤ t ≤ 2L and set N = (t +
1)2. By Theorem 2.1, both the ﬁltered hyperinterpolation and the hyperinterpolation
approximations have closed forms (2.28) with β given by (3.2) and λ = 1 and λ = 0,
respectively.
Figures 6.1(a) and (b) report the uniform error and the L2 error of the approx-
imations for the functions f1 and f2 with t = 2L. Figure 6.1 shows that the hyper-
interpolation approximation has smaller uniform errors and L2 errors than ﬁltered
approximation at every L. This reﬂects the error bounds (5.7) and (5.8), which show
that the error of hyperinterpolation approximation is bounded by cEL(f), while the
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0 5 10 15 20 25 30
10−3
10−2
10−1
100
Degree L
Errors for function f1
 
 
Uniform error, filtered hyperinterpolation
Uniform error, hyperinterpolation
L2 error, filtered hyperinterpolation
L2 error, hyperinterpolation
(a) Errors for f1
0 5 10 15 20 25 30
10−2
10−1
100
Degree L
Errors for function f2
 
 
Uniform error, Filtered hyperinterpolation
Uniform error, Hyperinterpolation
L2 error, Filtered hyperinterpolation
L2 error, Hyperinterpolation
(b) Errors for f2
Fig. 6.1. Uniform and L2 errors for hyperinterpolation and filtered hyperinterpolation with
t = 2L, N = (t + 1)2, and L = 1, . . . , 30.
(a) FLf2 − f2, L = 15 (b) LLf2 − f2, L = 15
(c) FLf2 − f2, L = 30 (d) LLf2 − f2, L = 30
Fig. 6.2. Filtered and hyperinterpolation errors for L = 15, 30, t = 2L, and N = (2L + 1)2.
error of ﬁltered approximation is bounded by cEL/2(f), where c is a positive con-
stant. Note that from deﬁnition (2.5), EL(f) ≤ EL/2(f).
Figure 6.2 shows the errors pL,N − f2 for L = 15 and L = 30, t = 2L and
N = (t+1)2 for the ﬁltered hyperinterpolation (λ = 1) in Figures 6.2(a) and (c), and
for hyperinterpolation (λ = 0) in Figures 6.2(b) and (d). This clearly shows that the
uniform error is attained at a point around the boundary of the spherical cap due
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30 35 40 45 50 55 60
10−3
10−2
10−1
100
t
Errors for filtered least squares with L = 30
 
 
Uniform error for f2
Uniform error for f1
L2 error for f2
L2 error for f1
(a) Errors for L = 30, L ≤ t ≤ 2L
0 10 20 30 40 50 60
10−4
10−3
10−2
10−1
100
Degree L
Errors for filtered least squares with t = L+ 1, N = (t+ 1)2
 
 
Uniform error for f2
L2 error for f2
Uniform error for f1
L2 error for f1
(b) Errors for t = L+ 1, 1 ≤ L ≤ 60
Fig. 6.3. Uniform and L2 errors for filtered least squares.
to the nondiﬀerentiability of the function f2 at the boundary. The uniform error for
ﬁltered hyperinterpolation is slightly larger but more localized.
Figure 6.3 shows the errors for both test functions f1 and f2 when solving a least
squares problem with t < 2L, so the coeﬃcients are given by the linear system (2.22).
It is notable that in Figure 6.3(a) the errors change very little as t varies from L to
2L. As N = (t + 1)2 sample points are used; this means that fewer sample points
are required, without signiﬁcant loss of accuracy, if we are prepared to solve a linear
system. Figure 6.3(b) shows the errors for f1 and f2 when t = L+1, N = (t+1)
2 and
L varies from 1 to 60. Solving the linear system for the least squares problem allows
us to use t = L+ 1 and N = (t+ 1)2 sample points and hence increase the degree of
the approximating polynomial. As discussed in section 4 the condition number of the
linear system improves as t increases from L to 2L.
6.2. Laplace–Beltrami regularization operator for contaminated data.
In this subsection we report numerical results for reconstructing the nonsmooth func-
tion f2 when the data has been contaminated with a high level of noise. We use the
Laplace–Beltrami regularization operator with s = 1 and diﬀerent values of λ, so α
is given by the solution of (2.22) with BL deﬁned in (1.8).
Figure 6.4(a) illustrates the function f2, while Figure 6.4(b) shows the contami-
nated function
f δ2 (x) = f2(x) + δ(x),
where for each x, δ(x) is a sample of a normal random variable with mean 0 and
standard deviation σ = 0.5. Figure 6.4 uses N = 3721 with xi, i = 1, . . . , N , the
nodes of a well conditioned spherical t-design with t = 60. The subplots (c) to (f)
show the approximation for diﬀerent values of λ when using the Laplace–Beltrami
regularization operator with L = 30, t = 2L, and N = (t+ 1)2 = 3721. Figure 6.4(c)
shows the approximation without using a regularization operator (λ = 0), so this is
the hyperinterpolation approximation.
Figure 6.4 shows that the least squares approximation with the Laplace–Beltrami
regularization operator is eﬀective in recovering the underlying function from highly
contaminated data. However, the choice of the regularization parameter λ is critical.
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(a) f2 (b) fδ2 with N(0, 0.25) noise
(c) LLfδ2 (ULfδ2 for λ = 0) (d) ULfδ2 for λ = 10−5
(e) ULfδ2 for λ = 10−4 (f) ULfδ2 for λ = 10−2
Fig. 6.4. Laplace–Beltrami regularization operator with L = 30, t = 2L,N = (L+1)2 to recover
f2 from contaminated data.
Choosing too large a value of λ (for example, λ = 10−2 as in Figure 6.4(f)) forces the
approximation to be a low order polynomial, almost completely missing features such
as the cap. How to automatically choose a good value of λ is a challenging problem,
which we do not address here. We refer the reader to [33] and [34] for guidance on
selecting λ.
Figure 6.5 reports the uniform and L2 errors for recovering the function f2 from
contaminated data with various choices of regularization parameter λ and diﬀerent
strategies for choosing t in relation to L. Figure 6.5(a) shows the eﬀect of varying t,
L ≤ t ≤ 2L, where L = 30 and t is the degree of the spherical t-design where the
(noisy) function values are evaluated. Apart from the least squares approximation
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30 35 40 45 50 55 60
0
0.5
1
1.5
2
2.5
3
t
Errors for f δ2 with L = 30
 
 
Uniform error for λ = 0
L2 error for λ = 0
Uniform error for λ = 10−2
L2 error for λ = 10
−2
Uniform error for λ = 10−4
L2 error for λ = 10
−4
(a) L = 30, L ≤ t ≤ 2L
0 10 20 30 40 50 60
0−0.5
0−0.4
0−0.3
0−0.2
0−0.1
100
100.1
100.2
Degree L
Errors for f δ2 with t = L+ 1
 
 
Uniform error for λ = 10−4
L2 error for λ = 10
−4
(b) t = L+ 1, 1 ≤ L ≤ 60
Fig. 6.5. Errors with Laplace–Beltrami regularization operator for least squares approximation.
with no regularization (λ = 0), varying t does not have a large inﬂuence on the
quality of the approximation. This implies that it is possible to use the least squares
approximation with t < 2L without signiﬁcant loss of accuracy. Figure 6.5(b) shows
the eﬀect of varying L while keeping t = L+1 and solving the least squares problem.
The choice t = L+1 uses (L+2)2 function values in contrast to t = 2L which requires
(2L+ 1)2 function values.
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