Taking as signal model the sum of a non-stationnary deterministic part embedded in a white Gaussian noise, this paper presents the distribution of the coefficients of the Short Time Fourier Transform (STFT), which is used to determine the maximum likelihood estimator of the noise level. We then propose an automatic segmentation algorithm of the real and imaginary parts of the STFT based on statistical features, which is an alternative to the spectrogram segmentations considered as image segmentations. Examples of segmented timefrequency space are presented on a simulated signal and on a dolphin whistle.
INTRODUCTION
Time-Frequency Representations (TFR) are useful tools for nonstationnary signal analysis by determining the time-frequency patterns, which are time-varying areas containing energetic signal. A segmentation task is a helpful step in such a signal characterization by highlighting these patterns. 
we proposed ( [1] , [2] ) a spectrogram segmentation based on statistical features. Given that spectrogram coefficients of signal described in equation (1) have a non-central χ 2 distribution while white Gaussian noise have a central χ 2 distribution, segmentation task consists in discriminating non-central from central χ 2 distribution. In this paper, we propose a new way of segmentation, by considering real and imaginary part of Short Time Fourier Transform (STFT). Instead of having a χ 2 distribution, TFR coefficients have a Gaussian distribution, which allows a simpler segmentation method. In section 2 we determine the real and imaginary part of STFT distribution and show that their respective variance are not always equal, in order to determine an efficient noise level estimator in section 3.
In a second part, we use these results to propose a new segmentation algorithm based on local statistical features of the STFT, and its application on a simulated signal and a dolphin whistle.
DIFFERENCE OF VARIANCE BETWEEN PROBABILITY DISTRIBUTION OF STFT REAL AND IMAGINARY PARTS
The STFT of a discrete signal x[m] is determined by computing the discrete Fourier transform on N overlapping segments centered on n, which describes the spectral contents of x around the instant n. The STFT is defined by
where k is the frequency index, φ is the M φ -length window function and Z the zero padding. We will consider an energynormalized window, so
For the signal defined in (1), real and imaginary parts of the STFT, X 
and variance by To compare the variances, we then define α[n, k] as the ratio of the variance of the real part of the STFT to the sum of the two variances
Using trigonometric identities, equation (9) writes
When the frequency value is far enough from 0 and
, the frequency of the cosine function will be high enough compared to the window variations to cancel the second term, so the value of α[n, k] will be
Consequently, a bias in the variance estimation appears and the spectrogram coefficients do not have a χ 2 distribution anymore. 
NOISE ESTIMATION FROM REAL PART OF STFT
In order to segment the time-frequency representation, we need to know the noise level of x[m]. In this section we determine a variance estimator using real part of STFT coefficients considering first that the deterministic part is null. Then we study the effect of the unknown deterministic part on the estimator.
Centered white Gaussian noise
We consider a signal x[m] (1) of length N 0 , where the deter-
The Maximum Likelihood (ML) estimator of the variance σ 2 is unbiased and optimal, and writes
We want to estimate σ 2 with the real part of the STFT coefficients. In section 2 we saw that X r φ [n, k] has a non constant variance equals to α[n, k]σ 2 , where α[n, k] is deterministic. We thus define a new random variable of constant variance
X r φ [n, k] is a centered white Gaussian noise of variance σ 2 . The variance can now be estimated as equation 12. The sobuild estimator from the real part of STFT coefficients is a ML estimator, which is optimal and remains unbiased.
Deterministic signal embedded in a white Gaussian noise
We 
which is unknown. In the context of a TFR segmentation of an unknown deterministic signal, we cannot specify which points are centered and which are not. When we estimate the noise level, we will take non-centered points. ML estimator thus overestimate σ 2 as
where N and K are the number of time and frequency indexes.
TFR SEGMENTATION
For the model of signal (1), we showed in section 2 that real and imaginary parts of STFT coefficients have a Gaussian distribution, where the mean depends on the deterministic part. The segmentation task consists in identifying coefficients with non-zero mean, which are points containing deterministic signal, in order to reconstruct time-frequency regions called spectral patterns. As seen in equation (16), non-zero means overestimate the value of the noise variance. The idea is to estimate local variances of (n, k) sites, and select with a threshold depending on the estimated noise level the points of highest variance.
Local variance distribution and threshold
As in [1] , we consider a small cell of P points C n,k , centered on the (n, k) site of the real part of STFT. Local variance estimator (12) of the rectified random variable (13) writes
The knowledge of the local variance distribution of points without deterministic part allows us to propose a suitable threshold to discriminate (n, k) sites without deterministic part from others with a given false alarm probability p fa .
For (n, k) sites without deterministic part, (17) is a sum of P squared centered Gaussian variables. If they are independant, σ 2 [n, k] have a central 
where δ is an unknown degree of freedom, verifying δ ≤ P . This distribution has two unknown parameters, σ 2 which depends on the analyzed signal, and δ which depends on the STFT construction. By computing the STFT of a centered white Gaussian noise of known variance, the only unknown parameter of the χ 2 distribution is δ, which can be estimated with a maximum likelihood approach [2] .
The second unknown parameter σ 2 is estimated by ML with equation (16). When the distribution (18) is fully estimated, we define a threshold t σ 2
where p fa is a given false alarm probability. The use of this threshold in a segmentation algorithm is described in the next subsection.
Segmentation algorithm
The proposed algorithm is a region growing algorithm, applied to the TFR.
We first overestimate the noise variance over all the STFT real part coefficients, which give the last unknown parameter of the local variance distribution (18), and enable us to compute the threshold t σ 2 (19).
We then select (n, k) sites whose local variance is higher than the threshold t σ 2 to be candidates to the segmentation. These sites are supposed to contain deterministic mean due to equations (16) and (18).
Then, a "seed" with the highest local variance is choosen among the candidates, associated with a given label l. If some of its neighbours in the TFR are candidates, they become new seeds of same label, which contaminate then their own neighbours. Iteratively, we create so a spectral pattern of label l.
Once most of the candidates have been segmented, we estimate noise variance again with only the unlabelized coefficients. We thus obtain a less overestimated value. A new threshold is then computed on the new estimated σ 2 [n, k] distribution, which gives new candidates to the segmentation. Consequently, at each iteration the estimated noise level comes closer to σ 2 , which allow to segment more points containing deterministic part.
Segmentation control
We use two criterions in this algorithm in order to supervise its performance. The first one is the Kolmogorov distance d k [5] defined as
where F (x) represents the theoretical cumulative distribution function and F * n (x) the empirical cumulative distribution function. The Kolmogorov distances on the unlabelized points before and after contamination are compared to validate a seed contamination. If the algorithm has effectively segmented (n, k) sites containing deterministic signal, the unlabelized points will converge to a Gaussian distribution and d k will decrease.
Secondly, the kurtosis [6] defined as
where µ 4 is the fourth centered moment, is estimated on the unlabelized points at each iteration, in order to stop the segmentation when it reaches 0. Indeed, when the algorithm does not have anymore deterministic signal to segment, the unlabelized points have a zero mean Gaussian distribution, with a null kurtosis. Moreover, it provides an indicator of execution of the algorithm. If the algorithm ends before the kurtosis reaches zero, we know that all spectral patterns do not have been segmented. . The two spectral patterns are correctly segmented, assigning label "1" to the frequency-varying signal and label "2" to the large band signal. Fig. 3 presents a dolphin whistle segmentation. Given that the recording noise is not white, we limited the TFR to a frequency band of [0.2, 0.34] in order to have approximatively a white noise. Six patterns are segmented, three of them having more than one label.
Segmentation results

CONCLUSION
We showed that STFT real and imaginary parts of a deterministic signal embedded in a white Gaussian noise have two different Gaussian distributions. The variances depend on the (n, k) point of the STFT. An efficient estimator of the noise variance in the real part was proposed. This estimator is used in a new non-stationnary signal TFR segmentation, based on local statistics of the STFT. Exemples with a simulated signal and a dolphin whistle prove the efficiency of this approach. Current works shows that this new algorithm provides less false alarm patterns than [1] . 
