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Abstract
We consider the geometrization of quantum mechanics. We then focus on the pull-back of
the Fubini-Study metric tensor field from the projective Hibert space to the orbits of the local
unitary groups. An inner product on these tensor fields allows us to obtain functions which are
invariant under the considered local unitary groups. This procedure paves the way to an algorithmic
approach to the identification of entanglement monotone candidates. Finally, a link between the
Fubini-Study metric and a quantum version of the Fisher information metric is discussed.
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I. INTRODUCTION
There are several good reasons for considering a geometrization of quantum mechanics, as
it has been beautifully illustrated in a paper by Ashtekar and Shilling [1]; consider also the
partial list of papers [2–22], where a geometric formulation of quantum mechanics has been
developed. Perhaps, the most appealing reason is provided by the opportunity of making
available the whole experience of ‘classical’ methods in the study of quantum mechanical
problems. Here we shall focus on some recently established results of the geometrization
program of quantum mechanics concerning the study of particular problems of quantum
information theory [23–27].
To be more specific, let us comment on what we mean by geometrization of quantum me-
chanics: To replace the usual Hilbert space picture with a description in terms of Hilbert
manifolds, together with all natural implications of this alternative description.
In this respect, this proposal is very much similar to the transition from special to general
relativity: Space-time is considered to be a Lorentzian manifold and the properties of the
Minkowski space time are transferred to the tangent space at each point of the space-time
manifold. In particular, we go from the scalar product ηµνX
µXν to the Lorentzian metric
tensor field ηµνdx
µ ⊗ dxν , which is further generalized to non-flat space-time manifolds in
the form ηµνθ
µ ⊗ θν , where {θµ} are general 1-forms which carry the information on the
non-vanishing of the curvature tensor.
Similarly, in the geometrization of quantum mechanics we go from the scalar product 〈ψ |ψ〉
on the Hilbert space H to the Hermitian tensor field on the Hilbert manifold, written as
〈dψ |dψ〉. This would be the associated covariant (0, 2)-tensor field.
If we consider as starting carrier space not H itself but its dual H∗ — say not ket-vectors but
bra-vectors, in Dirac’s notation — we will obtain a (2,0)-tensor field, i.e., a contra-variant
tensor field. Once we consider these replacements, algebraic structures will be associated
with tensorial structures, and we have to take into account that there will be no more in-
vertible linear transformations but just diffeomorphisms. The linear structure will emerge
only at the level of the tangent space and will ‘reappear’ on the manifold carrier space as a
choice of each observer [28].
We must stress that manifold descriptions appear in a natural way already in the standard
approach in terms of Hilbert spaces when, due to the probabilistic interpretation of quan-
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tum mechanics, we realize that pure states are not vectors in H but, rather, equivalence
classes of vectors, i.e., rays. The set of rays, say R(H), is the complex projective space
associated with H. It is not linear and carries a manifold structure with the tangent space
at each point [ψ] as ‘model space’. This space may be identified with the Hilbert subspace
of vectors orthogonal to ψ. Other examples of ‘natural manifolds of quantum states’ are
provided by the set of density states which do not allow for linear combinations but only
convex combinations. They contain submanifolds of density states with fixed rank.
The best known example of a manifold of quantum states is provided by the coherent states
or any generalized variant [29–31], including also non-linear coherent states [32, 33]. As is
well known, these manifolds of quantum states allow us to describe many properties of the
system we are considering by means of finite dimensional smooth manifolds.
In this contribution, we start by reviewing, in section II, the geometrical formulation of
the Hilbert space picture. We shall focus attention on the identification of tensor fields
on submanifolds in terms of a natural pull-back procedure as considered in [34]. This pro-
cedure is applied, in section III, by taking account the pull-back on the locally unitarily
related quantum states. We then discuss some of its direct consequences for entanglement
characterization according to [23, 25]. In this regard, we relate this tensor fields to the con-
cept of invariant operator valued tensor fields (IOVTs) on Lie groups [26], which naturally
admit also applications in the general case of mixed quantum states. In section IV, we
review a recently considered connection between the pull-back of the Fubini-Study-metric
and a quantum version of the Fisher information metric [27]. We conclude, in section V, by
outlining a relation between IOVTs and the Fisher quantum information metric.
II. GEOMETRICAL FORMULATION OF THE HILBERT SPACE PICTURE
Consider a separable complex Hilbert space H. A geometrization of this space may be
described in two steps as follows. First, by replacing the complex vector space structure with
a real manifold HR, and second, by identifying tensor fields on the latter manifold which
are associated with all additional structures being defined on the ‘initial’ Hilbert space,
provided by the complex structure, a Hermitian inner product 〈· | ·〉, Hermitian operators
and associated symmetric and anti-symmetric products. Moreover, we’ll be interested to
focus on geometric structures onHR being defined as pull-back structures from the associated
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projective Hilbert space of complex rays R(H).
In what follows, our statements should be considered to be always mathematically well
defined whenever the Hilbert space we intend to geometrize is finite dimensional. Indeed,
the basic ideas coming along the geometric approach in the finite dimensional case are
fundamental for approaching the infinite dimensional case. The additional technicalities
which may be required in the latter case will be discussed here by underlining them within
specific examples rather than by focusing on general claims (For the manifold point of view
for infinite dimensional vector spaces see [35–37]).
A. From Hermitian operators to real-valued functions
Let us start with the identification of tensor fields of order zero. Given a Hermitian
operator A ∈ u∗(H) defined on a Hilbert space H, we shall find a real symmetric function
fA(ψ) := 〈ψ |Aψ〉 , ψ ∈ H (II.1)
on H and on HR respectively. These functions decompose into elementary quadratic func-
tions
fPj(ψ) = 〈ψ |Pjψ〉 , ψ ∈ H (II.2)
on HR by virtue of a spectral decomposition
A =
∑
j
λjPj (II.3)
associated with a family of projectors Pj := |ej〉 〈ej| and an orthonormal basis {|ej〉}j∈I on
H. This may be illustrated by taking into account coordinate functions
〈ej |ψ〉 := zj(ψ) . (II.4)
yielding
fA(ψ) =
∑
j
λjfPj(ψ) =
∑
j
λj|zj|2(ψ). (II.5)
In this regard we may recover the eigenvalues and eigenvectors of the operators at the level
of a related function
eA(ψ) :=
fA(ψ)
〈ψ |ψ〉 (II.6)
4
on the punctured Hilbert space H0 := H − {0}. It is simple to see that eigenvectors are
critical points ψ∗ of the function eA, i.e.
deA(ψ∗) = 0 iff ψ∗ is an eigenvector of A. (II.7)
Hence,
eA(ψ∗) is eigenvalue of A. (II.8)
By virtue of the momentum map
µ : H0 → u∗(H), |ψ〉 7→ ρψ := |ψ〉 〈ψ|〈ψ |ψ〉 (II.9)
we note that
eA(ψ) = ρψ(A), ρψ ∈ D1(H) (II.10)
identifies a pull-back function from the set D1(H) of normalized rank-1 projectors which are
in 1-to-1 correspondence with pure physical states in R(H). Hence, eA is the pull-back of a
function which lives on R(H).
B. The Fubini-Study metric seen from the Hilbert space
On this point we shall underline that the momentum map µ, as written within the
commutative diagram
H0 µ−−−→ u∗(H)
pi
y ιx
R(H) ∼=−−−→ D1(H)
provides a fundamental tool for pulling back, in a computable way, any covariant structure
defined on D1(H) ∼= R(H) to the ‘initial’ punctured Hilbert space H0. For this purpose,
we may consider for a given Hermitian operator A, the operator-valued differential dA in
respect to a real parametrization of u∗(H), and define the (0, 2)-tensor field
Tr(AdA⊗ dA). (II.11)
The differential calculus on a submanifoldM⊂ u∗(H), may then inherited from the ‘ambient
space’ u∗(H) together with this covariant structure. In particular for M ∼= R(H) we find
by taking into account the momentum map (II.9),
Tr(ρψdρψ ⊗ dρψ) = 〈dψ ⊗ dψ〉〈ψ |ψ〉 −
〈ψ |dψ〉
〈ψ |ψ〉 ⊗
〈dψ |ψ〉
〈ψ |ψ〉 , (II.12)
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as momentum-map induced pull-back tensor field on the associated punctured Hilbert space
H0 [23]. Moreover, this tensor-field turns out to be identified as a pull-back of the Fubini-
Study metric tensor field from the space of rays R(H). Here we shall note that |dψ〉 defines a
H-vector-valued 1-form which provides a ‘classical’ R-valued 1-form according to 〈ej |dψ〉 ≡
dzj, as we shall explain more in detail in the next section.
C. From Hermitian inner products to classical tensor fields
By introducing an orthonormal basis {|ej〉}j∈J , we may define coordinate functions on H
by setting
〈ej |ψ〉 = zj(ψ), (II.13)
which we’ll write in the following simply as zj. Correspondently, for the dual basis {〈ej| we
find coordinate functions
〈ψ |ej〉 = z¯j(ψ∗) (II.14)
defined on the dual space H∗. By using the inner product we can identify in the finite
dimensional case H and H∗. This provides two possibilities: The scalar product 〈ψ |ψ〉 gives
rise to a covariant Hermitian (0, 2)-metric tensor on H
〈dψ |dψ〉 =
∑
j
〈dψ |ej〉 〈ej |dψ〉 = dz¯j ⊗ dzj, (II.15)
where we have used d 〈ej |ψ〉 = 〈ej |dψ〉, i.e., the chosen basis is not ‘varied’, or to a contra-
variant (2,0) tensor 〈
∂
∂ψ
∣∣∣∣ ∂∂ψ
〉
=
∂
∂z¯j
⊗ ∂
∂zj
(II.16)
on H∗.
Remark: Specifically, we assume that an orthonormal basis has been selected once and
it does not depend on the base point.
By introducing real coordinates, say
zj(ψ) = xj(ψ) + iyj(ψ) (II.17)
one finds
〈dψ |dψ〉 = (dxj ⊗ dxj + dyj ⊗ dyj) + i(dxj ⊗ dyj − dyj ⊗ dxj). (II.18)
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Thus the Hermitian tensor decomposes into an Euclidean metric (more generally a Rieman-
nian tensor) and a symplectic form.
Similarly, on H∗ we may consider〈
∂
∂ψ
∣∣∣∣ ∂∂ψ
〉
=
(
∂
∂xj
⊗ ∂
∂xj
+
∂
∂yj
⊗ ∂
∂yj
)
+ i
(
∂
∂yj
⊗ ∂
∂xj
− ∂
∂xj
⊗ ∂
∂yj
)
. (II.19)
This tensor field, in contravariant form, may be also considered as a bi-differential operator,
i.e., we may define a binary bilinear product on real smooth functions by setting
((f, g)) =
(
∂f
∂xj
+ i
∂f
∂yj
)
·
(
∂g
∂xj
− i ∂g
∂yj
)
(II.20)
which decomposes into a symmetric bracket
(f, g) =
∂f
∂xj
∂g
∂xj
+
∂f
∂yj
∂g
∂yj
(II.21)
and a skew-symmetric bracket
{f, g} = ∂f
∂yj
∂g
∂xj
− ∂f
∂xj
∂g
∂yj
. (II.22)
This last bracket defines a Poisson bracket on smooth functions defined on H.
Summarizing, we can replace our original Hilbert space with an Hilbert manifold, i.e. an
even dimensional real manifold on which we have tensor fields in covariant form
G = dxj ⊗ dxj + dyj ⊗ dyj (II.23)
Ω = dyj ⊗ dxj − dxj ⊗ dyj, (II.24)
or tensor fields in contravariant form
G−1 =
∂
∂xj
⊗ ∂
∂xj
+
∂
∂yj
⊗ ∂
∂yj
(II.25)
Ω−1 =
∂
∂yj
⊗ ∂
∂xj
− ∂
∂xj
⊗ ∂
∂yj
, (II.26)
along with a complex structure tensor field
J = dxj ⊗ ∂
∂yj
− dyj ⊗ ∂
∂xj
. (II.27)
The contravariant tensor fields, considered as bi-differential operators define a symmetric
product and a skew symmetric product on real smooth functions. The skew-symmetric
product actually defines a Poisson bracket. In particular, for functions
fA(ψ) = 〈ψ |Aψ〉 , ψ ∈ H, (II.28)
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associated with Hermitian operators A, we shall end up with the relations
f[A,B]+ ≡ G−1(dfA, dfB). (II.29)
f[A,B]− ≡ Ω−1(dfA, dfB), (II.30)
which replaces symmetric and anti-symmetric operator products [A,B]± by symmetric and
anti-symmetric tensor fields respectively. Hence, via these tensor fields we may identify
symmetric and Poisson brackets on the set of quadratic functions according to
f[A,B]+ = (fA, fB), (II.31)
f[A,B]− = {fA, fB}, (II.32)
which synthesize to a star-product
((f, g)) = (fA, fB) + i{fA, fB} := fA ? fB (II.33)
and turn therefore the set of quadratic functions into a C-star algebra. In this way we
may encode the original non-commutative structure on operators in terms of ‘classical’,
i.e. Riemannian and symplectic tensor fields according to
fA ? fB = fA·B(ψ) = (G−1 + iΩ−1)(dfA(ψ), dfB(ψ)). (II.34)
To take into account the geometry of the set of physical (pure) states, we need to modify
G−1 and Ω−1 by a conformal factor to turn them into projectable tensor fields on R(H).
The projection is generated at the infinitesimal level by the real and imaginary parts of
the action of C0 on H0 given by the dilation vector field ∆ and the U(1)-phase rotation
generating vector field Γ := J(∆) respectively. In this way we shall identify
G˜(ψ) = 〈ψ |ψ〉G−1 − (∆⊗∆ + Γ⊗ Γ) (II.35)
Ω˜(ψ) = 〈ψ |ψ〉Ω−1 − (∆⊗ Γ− Γ⊗∆), (II.36)
as projectable structures [38]. They establish a Lie-Jordan algebra structure on the space
of real valued functions whose Hamiltonian vector fields are also Killing vector fields for
the projection G˜. In this regard one finds a generic function on R(H) defines a quantum
evolution, via the associated Hamiltonian vector field, if and only if the vector field is a
derivation for the Riemann-Jordan product [18, 39].
The geometric formulation of the Hilbert space picture reviewed here so far can be summer-
ized at this point by a ‘dictionary’ as follows [1–22].
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Standard QM Geometric QM
Complex vector space Real manifold with a complex structure
Hermitian inner product 〈·, ·〉 Hermitian tensor field
Real part of 〈·, ·〉 Riemannian tensor field
Imaginary part of 〈·, ·〉 Symplectic tensor field
Hermitian operator A Real-valued function eA(ψ) :=
〈ψ,Aψ〉
〈ψ,ψ〉
Eigenvectors of A Critical points of eA(ψ)
Eigenvalues of A Values of eA at critical points
Commutator Poisson bracket
Anti-commutator Symmetric bracket
Quantum evolution Hamiltonian Killing vector field
D. Pull-back structures on submanifolds of H
One interesting aspect for the current applications of the geometric formulation of quan-
tum mechanics is the possibility to induce tensor fields in covariant form on a given sub-
manifold via a pull-back procedure [23, 25, 34]. In particular one finds
Theorem II.1. Let {θj}j∈J be a basis of left-invariant 1-forms on a Lie group G, and
let {Xj}j∈J be a dual basis of left-invariant vector fields, and let iR be the infinitesimal
representation of U : G → U(H), inducing for |ψ〉 ∈ S(H) a map
fG : G → H,
fG(g) := U(g) |ψ〉 ,
and let
N∑
j=1
dz¯j ⊗ dzj =
N∑
j=1
dxj  dyj + dxj  dyj︸ ︷︷ ︸
:=G
+i (dxj ∧ dyj)︸ ︷︷ ︸
:=Ω
be an invariant Hermitian tensor field on H ∼= CN ∼= R2N . Then
f ∗G(
N∑
j=1
dz¯j ⊗ dzj) = ρψ(R(Xj)R(Xk))θj ⊗ θk := T ρψG
for ρψ := |ψ〉〈ψ|〈ψ |ψ〉 ∈ D1(H).
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As a direct consequence, we shall identify this (degenerate) pull-back tensor field with
the pull-back of a non-degenerate pull-back tensor field which lives on a homogenous space
G/G0. The latter admits a smooth embedding via the unitary action of the Lie Group as
orbit manifold O in the Hilbert space and establishes therefore a pull-back of the Hermitian
structure both on the orbit O and the homogenous space G/G0. Hence, the computation
of the pull-back on the orbit, reduces to the the computation of the pull-back on the Lie
group, as indicated here in the commutative diagram below.
G fG−−−→ H
pi
y ιx
G/G0
∼=−−−→ O,
where pi denotes the canonical projection of G onto G/G0 and ι defines the inclusion map of
the orbit O on H.
Taking into account in this regard the space of pure states provided by the projective Hilbert
space R(H), it becomes appropriated to consider the covariant tensor field
dz¯j ⊗ dzj∑
j |zj|2
− z
jdz¯j ⊗ z¯kdzk
(
∑
j |zj|2)2
(II.37)
on H0 which has been identified in section II B as pull-back tensor of the Fubini study metric
from R(H) ∼= CP n to H0 ∼= Cn+10 . Here the pull-back on the Lie group reads
(ρψ(R(Xj)R(Xk))− ρψ(R(Xj))ρψ(R(Xk))θj ⊗ θk. (II.38)
The embedding of the Lie group and its corresponding orbit is related to the co-adjoint
action map on all group elements modulo U(1)-representations U(h) = eiφ(h)
f
U(1)
G : G/U(1)→ R(H), g 7→ U(g)ρU(g)†, ρ ∈ R(H). (II.39)
Let us underline again that the structure (II.38) is defined on the Lie group via a pull-
back tensor field from the Hilbert space even though it contains the full information of the
(non-degenerate) tensor field on the corresponding co-adjoint orbit O which is embedded
in the projective Hilbert space. The additional U(1)- degeneracy is here captured in a
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corresponding enlarged isotropy group GU(1)0 according the commutative diagram below.
G fG−−−→ S(H)
U(1)
y U(1)y
G/U(1) f
U(1)
G−−−→ R(H)
pi
y ιx
G/GU(1)0
∼=−−−→ O
This approach provides therefore in an ‘algorithmic’ procedure to find a geometric description
of coherent state manifolds, as defined in [29–31]. Indeed, the associated orbits in our
approach turn out to be more general as those give by coherent states, whenever we allow to
take into account also reducible representations, as it typically occurs in composite Hilbert
spaces.
III. SOME APPLICATIONS : COMPOSITE SYSTEMS, ENTANGLEMENT AND
SEPARABILITY
A. Separable and maximal entangled pure states
By considering the representation
G ≡ U(n)× U(n)→U(n2)
g ≡ (gA, gB) 7→U(g) ≡ gA ⊗ gB = (gA ⊗ 1)(1⊗ gB) (III.1)
infinitesimal generated by generalized Pauli-matrices tensored by the identity of a subsystem
Lie(G) ≡ u(n)⊕ u(n)→u(n2)
Xj 7→iR(Xj) ≡
iσj ⊗ 1 for 1 ≤ j ≤ n
2
1⊗ iσj−n2 for n2 + 1 ≤ j ≤ 2n2,
(III.2)
one finds according to theorem II.1 a pull-back tensor field on the Lie group
f ∗G(δjkdz¯
j ⊗ dzk) = ρψ(R(Xj)R(Xk))θj ⊗ θk
= ρψ([R(Xj)R(Xk)]+)θ
j  θk︸ ︷︷ ︸
=f∗GG
+i ρψ([R(Xj)R(Xk)]−)θj ∧ θk︸ ︷︷ ︸
=f∗GΩ
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which decomposes for all ρψ ∈ D1(Cn ⊗Cn) into a Riemannian and a symplectic coefficient
matrix
(T ρ
ψ
jk ) =
 (AρA(jk)) (Cρψjk )
(Cρ
ψ
jk ) (B
ρB
(jk))
+ i
 (AρA[jk]) 0
0 (BρB[jk])
 ,
AρA(jk) =ρ([σj, σk]+ ⊗ 1) = ρA([σj, σk]+) (III.3)
AρA[jk] =ρ([σj, σk]− ⊗ 1) = ρA([σj, σk]−) (III.4)
Cρ
ψ
jk =ρ(σj ⊗ σk−n2). (III.5)
In contrast to the Riemannian part, we observe that the symplectic part splits in general into
two symplectic structures associated with the subsystems. Hence, the symplectic structure
behaves in analogy to classical composite systems. This may suggest to consider following
definition and associated theorem [26]:
Definition III.1. ρψ ∈ D1(Cn ⊗ Cn) is called maximally entangled if
f ∗U(n)×U(n)Ω = 0.
Based on this definition, we find
Theorem III.2. ρψ ∈ D1(Cn ⊗ Cn) is a maximally entangled iff the reduced state is maxi-
mally mixed.
Hence, this theorem recovers the definition [40] which provides the von Neumann entropy
as the unique measure of entanglement for pure bi-partite states.
On the other extreme, we find for separable states a factorization of the Riemannian coeffi-
cient sub-matrix C into reduced density states according to
ρψ is separable ⇔ Cρψjk = ρψ(σj ⊗ σk−n2) = ρA(σj)ρB(σk−n2).
In contrast, if we take the pull-back tensor field
ρψ(R(Xj)R(Xk))θ
j ⊗ θk − ρψ(R(Xj))ρψ(R(Xk))θj ⊗ θk := T ρψG (III.6)
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provided by the Fubini-Study metric from the projective Hilbert space we find the modified
coefficient sub-matrix
Cρψjk := ρψ(σj ⊗ σk−n2)− ρA(σj)ρB(σk−n2), (III.7)
and therefore a splitting condition
ρψ is separable ⇔ T ρψU(n)×U(n) = T ρA⊗ρBU(n)×U(n) = T ρAU(n) ⊕ T ρBU(n).
Hence, we may detect separable states, as those provided by a Segre-embedding
R(HA)×R(HB) ↪→ R(HA ⊗HB) (III.8)
seen from the Hilbert space by the condition Cρψjk = 0.
B. Quantitative statements
For approaching in this setting quantitative statements we may consider invariant func-
tions
f(ψ) :=
〈
T ρψU(n)×U(n)
∣∣∣T ρψU(n)×U(n)〉
under local unitary transformations provided by a Hermitian inner product on invariant
tensor fields on U(n) × U(n) associated with the pullback of the Fubini-Study metric seen
from the Hilbert space. More specific, we find
T ρψG = T ρ
ψ
j1j2
θj1 ⊗ θj2〈
T ρψG
∣∣∣T ρψG 〉 := (T ρψj1j2)∗T ρψk1k2 〈θj1 ⊗ θj2 ∣∣θk1 ⊗ θk2〉 .
With
〈
θj
∣∣θk〉 = δjk this gives rise to〈
T ρψG
∣∣∣T ρψG 〉 = ∑
j1,j2
|T ρψj1j2|2 := ‖T ρ
ψ
j1j2
‖22.
In particular, we may consider an inner product on the symmetric part
‖T ρψ
(jk)
‖22 = ‖AρA(jk)‖22 + ‖BρB(jk)‖22 + 2‖Cρ
ψ‖22
which implies an entanglement monotone candidate, which evades the explicit computation
of Schmidt-coefficients (compare also [41, 42]). In particular, we find [23, 25]
Theorem III.3. Let ρψ ∈ D1(Cn⊗Cn) and let ρA, ρB ∈ D(Cn) be the reduced density states
of ρ. Then
1
n2
‖Cρψ‖2 = ‖ρ− ρA ⊗ ρB‖2.
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C. Mixed states entanglement and invariant operator valued tensor fields
So far we modeled an entanglement characterization algorithm based on invariant tensor
fields on the Lie group G = U(n)× U(n), which ‘replaces’ functions on Schmidt-coefficients
by functions on tensor-coefficients:
T ρψG
ρψ
f(ψ) :=
∑
j1j2
|T ρψj1j2|2
(R(Xj))
Similar to the case of pure states, we shall also identify in the generalized regime of mixed
states entanglement monotone candidates by functions
f : D(HA ⊗HB)→ R+ (III.9)
which are invariant under the local unitary group of transformations U(HA)× U(HB) [43].
In this necessary strength, we propose in the following entanglement monotones candidates
by taking into account constant functions on local unitary orbits of entangled quantum
states, arising from invariant operator valued tensor fields (IOVTs) on U(HA)× U(HB) as
considered recently on general matrix Lie groups G [26]. Let us review the basic construction.
Given a unitary representations
U : G → U(H), (III.10)
we may identify an anti-Hermitian operator-valued left-invariant 1-form
− U(g)−1dU(g) ≡ iR(Xj)θj (III.11)
on G, where the operator iR(Xj) is associated with the representation of the Lie algebra
Lie(G). In this way, we may construct higher order invariant operator valued tensor fields
− U(g)−1dU(g)⊗ U(g)−1dU(g) = R(Xj)R(Xk)θj ⊗ θj, (III.12)
on G by taking into account the representation as being equivalently defined by means
of the representation of the enveloping algebra of the Lie algebra in the operator algebra
A :=End(H). More specific, any element Xj ⊗Xk in the enveloping algebra becomes asso-
ciated with a product
R(Xj)R(Xk) ∈ A := End(H), (III.13)
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where A, may denote the vector space of a C∗-algebra. On this point, we may evaluate each
one of these products by means of dual elements
ρ ∈ A∗, (III.14)
according to
ρ(R(Xj)R(Xk)) ≡ Tr(ρR(Xj)R(Xk)) ∈ C, (III.15)
yielding a complex-valued tensor field
ρ(R(Xj)R(Xk))θ
j ⊗ θj (III.16)
on the group manifold. By taking the k-th product of invariant operator-valued left-invariant
1-forms
− U(g)−1dU(g)⊗ U(g)−1dU(g)⊗ ...⊗ U(g)−1dU(g), (III.17)
we shall find a representation R-dependent IVOT of order k
θR :=
( k∏
a=1
R(Xia)
) k⊗
a=1
θia
on a Lie group G = U(n)× U(n). After evaluating it with a mixed quantum state
θR 7→ ρ(θR) := θρR = ρ
( k∏
a=1
R(Xia)
) k⊗
a=1
θia
one may again consider invariant functions via an inner product 〈θρR |θρR〉. In particular, for
k = n = 2, we recover in this way the purity and the concurrence related measures involving
a spin-flip transformed state ρ˜ by considering inner product combinations of symmetric and
anti-symmetric tensor fields
GρR := ρ([R(Xj), R(Xk)]+), Ω
ρ
R := ρ([R(Xj), R(Xk)]−), (III.18)
according to
1
8
( 〈GρR |GρR〉+ (−1)s 〈ΩρR |ΩρR〉 )− 12 =
Tr(ρ
2) for s = 0
Tr(ρρ˜) for s = 1.
. (III.19)
In more general terms, one may introduce R-classes of entanglement monotone candidates
by taking into account polynomials
fRk (ρ) :=
∑
n
an 〈θρR |θρR〉n , θρR := ρ
( k∏
a=1
R(Xia)
) k⊗
a=1
θia .
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The case
R˜(Xj) = R(Xj)− ρ(R(Xj))1, (III.20)
recovers for IOVTs of order k = 2, a class of separability criteria associated with covariance
matrices (CMs) (Gittsovich et al. 2008) by means of a CM-tensor field
θρ
R˜
= (ρ(R(Xj)R(Xk))− ρ(R(Xj))ρ(R(Xk))θj ⊗ θk. (III.21)
An open problem in the field of CM-ctiteria is provided by the question how to find an
extension to quantitative statements [44]. A possible approach could be provided here by
taking into account a R˜-class of entanglement monotone-candidates by considering
f R˜2 (ρ) =
∑
n
an
〈
θρ
R˜
∣∣∣θρ
R˜
〉n
.
To give an example, we consider the function
f R˜2 (ρ) ≡
〈
θρ
R˜
∣∣∣θρ
R˜
〉
(III.22)
applied to a family of 2-parameter states on a composite Hilbert space of two qubits given
by
ρx,α0 := x |α0〉 〈α0|+ (1− x)ρ∗, |α0〉 := cos(α0) |11〉+ sin(α0) |00〉 (III.23)
and find a possible approximation to the concurrence measure
max[λ4 − λ3 − λ2 − λ1, 0], λj ∈ Spec(ρρ˜). (III.24)
Both functions are plotted in figure 1.
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FIG. 1. The function f R˜2 (ρ) gives rise to a possible approximation (left) to the concurrence measure
(right) applied to a family of 2-parameter states on a composite Hilbert space of two qubits.
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IV. FROM QUANTUM TO CLASSICAL INFORMATION
In the previous section we considered invariant operator valued tensor fields (IOVTs) on
Lie groups to tackle the problem of entanglement quantification in composite quantum sys-
tems. As a source for performing quantum computation, quantum communication and other
types of quantum information processes, we may ask how the resulting entanglement mono-
tone candidates which we have discussed so far are related to known quantum information
measure, in analogy to the von Neumann entropy
S(ρ) = −Tr(ρ log ρ),
which establishes a unique entanglement measure for pure states, when applied to corre-
sponding reduced density states [40]. In this regard we may consider the quantum relative
entropy
S(ρ||ρ′) = S(ρ)− Tr(ρ log ρ′),
which introduces the notion of a distance between quantum states. In particular, it defines
a distance which is monotone under completely positive maps Φ [45],
S(Φρ||Φρ′) 6 S(ρ||ρ′).
More general [46], a completely positive map-monotone metric on the space of quantum
states D(H) may establish the notion of a quantum Fisher information metric. It is of
general interest to understand under which condition the classical Fisher information metric
can be recovered from a given quantum information metric. In contrast to the latter, we
shall note that the classical Fisher metric is uniquely defined as a Markov map-monotone
metric on the space of classical probability distributions.
A frequently used quantum Fisher information metric on a real submanifold of quantum
states
ρθ ∈ N ⊂ D(H), (IV.1)
parametrized by θ ∈ Rdim(N ), is given by
I(θ) := Tr(ρθdlρθ ⊗ dlρθ) (IV.2)
with the implicitly defined logarithmic differential dl related to an operator-valued 1-form
dρθ =
1
2
(ρθdlρθ + dlρθρθ), (IV.3)
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where the ‘ordinary’ differential dρθ is considered in respect to the parameters θ.
In the case of pure states ρ = ρ2, one finds
dρ2θ = ρθdρθ + dρθρθ = dρθ, (IV.4)
and therefore dlρθ = 2dρθ. In conclusion,
I(θ) = 4Tr(ρθdρθ ⊗ dρθ) if ρθ is pure. (IV.5)
By taking into account the pull-back induced by the momentum map on the associated
Hilbert space according to section II B, one may identify a submanifoldM⊂ H0 of Hilbert
space vectors |ψθ〉 ∈ M, such that the restriction of the momentum map
µ|M :M→ u∗(H), |ψθ〉 7→ µ(|ψθ〉) = |ψθ〉 〈ψθ|〈ψθ |ψθ〉 := ρ
ψ
θ (IV.6)
on this submanifold gives rise to a pullback tensor field
K := Tr(ρψθ dρ
ψ
θ ⊗ dρψθ )
=
〈dψθ ⊗ dψθ〉
〈ψθ |ψθ〉 −
〈ψθ |dψθ〉
〈ψθ |ψθ〉 ⊗
〈dψθ |ψθ〉
〈ψθ |ψθ〉 , (IV.7)
on M ⊂ H0. Hence, we have the pull-back of the Fubiny Study metric tensor field from
the space of rays R(H) to N , seen from a submanifold M in the Hilbert space. As a
consequence, and in accordance to [27], the pull-back tensor field K on a submanifoldM of
quantum state vectors
ψ(x, θ) ≡ p(x, θ)1/2eW (x,θ) ∈ L2(Rn), x ∈ Rn, θ ∈ Rdim(N ), (IV.8)
is related to the quantum information metric I(θ) in (IV.2) if ρθ is a pure state.
To illustrate the pull-back, we define for any given tensor field T (x, θ) of order r (including
functions for order r = 0) the generalized expectation value integral
Ep(T ) :=
∫
Rn
p(x, θ)T (x, θ)dx, (IV.9)
which ‘traces out’ the x-dependence of the tensor field T . A straightforward computation
(see [27]) yields then the identification of a pull-back tensor field
K = G+ iΩ, (IV.10)
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on the submanifold M which is decomposed into a symmetric tensor field
G := Ep((d ln p)⊗2) + Ep(dW⊗2)− Ep(dW )2 (IV.11)
and a antisymmetric tensor field
Ω := Ep(d ln p ∧ dW ). (IV.12)
Moreover, by taking into account in the symmetric part a further decomposition
G ≡ F + Cov(dW ), (IV.13)
one recovers the Classical Fisher Information metric
F := Ep((d ln p)⊗2) (IV.14)
and a phase-covariance matrix tensor field
Cov(dW ) := Ep(dW⊗2)− Ep(dW )2. (IV.15)
For the parts of the pull-back tensor field containing the phase W in differential form,
we may therefore identify for pure states according to the non-classical counterpart of the
Fisher classical within the quantum information metric. As a matter of fact, the quantum
information metric collapses to the classical Fisher information metric for
dW = 0, (IV.16)
i.e. if the phase is constant.
V. CONCLUSIONS AND OUTLOOK
For a given embedding of the manifold M into the Hilbert space H,
f :M→H, (V.1)
we have seen that, for pure states ρ ∈ D1(H),
I(θ) = f ∗MTr(ρdρ⊗ ρ), (V.2)
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while, for IOVTs associated with the realization (III.20), evaluated on pure states we have
ρ(IOVT) = f ∗GTr(ρdρ⊗ ρ). (V.3)
But then we have
I(θ) = ρ(IOVT) if M = G. (V.4)
Hence, pure quantum state-evaluated IOVTs are directly related to a quantum information
metric, if the pull-back of Tr(ρdρ ⊗ ρ) is made on a Lie group and associated G-orbits
respectively.
To identify pull-back tensor fields from R(H) associated with mixed quantum states, we
shall consider the pull-back on
G ≡ U(n)× U(n)× U(n)× ..× U(n)
inducing reduced density state dependencies and associated tensor field splittings on multi-
partite systems H ∼= (Cn)⊗N>2. As in the case of pure states, we believe that a connection
to the IOVT-construction on Lie groups of general linear transformations (see [21]) should
reduce the computational effort in concrete applications involving strata of mixed states with
fixed rank. But also for more general submanifolds of quantum states, we may deal with
the idea of computing quantum information distances on the level of a Hilbert space, rather
than on the convex set of density states by taking into account quantum state purification
procedures [42, 47]. In this way the advantage of dealing with probability amplitudes rather
than with probability densities [27] may be generalized from the regime of pure to mixed
states. Besides the possible computational advantages related to density state purification,
we shall also underline physical motivations for taking into account account pure rather
mixed states as fundamental physical states [48]. Hence, by the virtue of the latter point of
view, we may in general put the geometry of the projective Hilbert space at the first place,
even though we are dealing with the generalized regime of mixed states.
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