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We study vortex pattern formation in thin ferromagnetic films under the action of strong spin-
polarized currents. Considering the currents which are polarized along the normal of the film plane,
we determine the critical current above which the film goes to a saturated state with all magnetic
moments being perpendicular to the film plane. We show that stable square vortex-antivortex
superlattices (vortex crystals) appears slightly below the critical current. The melting of the vortex
crystal occurs with current further decreasing. A mechanism of current-induced periodic vortex-
antivortex lattice formation is proposed. Micromagnetic simulations confirm our analytical results
with a high accuracy.
PACS numbers: 75.10.Hk, 75.40.Mg, 05.45.-a, 72.25.Ba, 85.75.-d
I. INTRODUCTION
The spin-polarized current is a convenient means to
handle magnetization states of nanomagnets without ap-
plying of external magnetic field1. That is of high ap-
plied importance for constructing purely current con-
trolled devices2,3. One of the effective way to influence
the film magnetization by the spin-polarized current is
to use the pillar structure, where the current flows per-
pendicular to the magnetic film.4–9 Special efforts in this
way were made to explore the possibility to control the
properties of magnetic vortex10–20 because the latter is
a convenient carrier of bit of information. The theoreti-
cal study in this way is based on the Slonczewski-Berger
model.21–23
In this paper we focus on the problem of reg-
ular pattern formation (vortex-antivortex superlat-
tice) under the action of strong spin-polarized cur-
rents, which precedes the saturation. Superstrucures
of vortices are known from ages of Kelvin’s fluid
vortices.24 Nowadays superlattices of vortices are known
in superconductivity25, superfluidity26, Bose–Einstein
condensates (rotating27, nonrotating28, optically dress-
ing condensate29), and optics30–32. Vortex–like super-
structures appear also in magnetism: skyrmion crystals
were predicted in chiral magnets33, which is now well–
confirmed experimentally34–36, vortex-antivortex lattice
(chirality waves) appears in Kondo lattice model37. Re-
cently we found vortex–antivortex superlattices (vortex
crystals) in nanomagnets under the action of strong spin-
polarized current.38 Using micromagnetic simulations we
found that crystallization precedes a saturation: the
square superlattices were observed for a range of cur-
rent densities in immediate vicinity of Jc, which is the
critical current which saturates the magnetization along
its direction.38 Here we prove theoretically the possibil-
ity of vortex-antivortex superlattices in ordinary isotropic
magnetic film. To this end, we build the full theory of
saturation of a thin ferromagnetic film by transverse spin-
polarized current. In particular, we show that loss of sta-
bility of the saturated state leads to appearance of the
stable square vortex crystals.
The paper is organised as follows: In Sec. II we de-
scribe the model and our approach. The linear analysis
(Sec. III) enables us to obtain the value of the saturation
current Jc as function of material parameters and the
film thickness. The nonlinear analysis (Sec. IV) proves
the possibility of stable square vortex-antivortex super-
lattices in pre-saturated regime. All the obtained ana-
lytical results we check with micromagnetic simulations
(Sec. V). Besides, using the simulations we describe the
transition from crystal phase into fluid phase which ap-
pears with the current decrease.
II. MODEL AND DISCRETE DESCRIPTION
We consider here a soft magnetic film with thick-
ness h and lateral size L  h. Magnetization of the
film we model as a three-dimensional cubic lattice of
magnetic moments Mν with lattice spacing a  h,
where ν = a(νx, νy, νz) with νx, νy, νz ∈ Z is a three-
dimensional index39. In the following we use the nota-
tions Nz = h/a and Nxy = L
2/a2 for number of mag-
netic moments along thickness and within the film plane
respectively. We assume also that the magnetization of
the film is uniform along thickness. That enable us to
base our study on the two-dimensional discrete Landau-
Lifshitz-Slonczewski equation:21–23
m˙n = mn × ∂E/∂mn − jεmn × [mn × zˆ], (1)
which describes the magnetization dynamics under in-
fluence of spin-polarized current which flows perpendicu-
larly to the magnet plane, along zˆ-axis. It is also as-
sumed that the current flow and its spin-polarization
are of the same direction in (1). The two dimensional
index n = a(nx, ny) with nx, ny ∈ Z numerates the
normalized magnetic moments mn = Mn/|Mn| within
the film plane. The overdot indicates derivative with
respect to the rescaled time in units of (4piγMs)
−1, γ
is gyromagnetic ratio, Ms is the saturation magnetiza-
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2tion, and E = E/(4piM2s a
3Nz) is dimensionless mag-
netic energy. The normalized electrical current den-
sity j = J/J0, where J0 = M
2
s |e|h/~ with e be-
ing electron charge and ~ being Planck constant. The
spin-transfer torque efficiency function ε has the form
ε = ηΛ2/
[
(Λ2 + 1) + (Λ2 − 1)(m · zˆ)], where η is the
degree of spin polarization and parameter Λ > 1 de-
scribes the mismatch between spacer and ferromagnet
resistance23,40. To simplify representation we omitted
damping in the equation of motion (1), since the role of
damping is not essential for crystallization of vortices;
moreover, the saturation current does not depend on the
damping constant.38
The total energy of the system E = Eex +Ed consists
of two parts: exchange and dipole-dipole contributions.
The exchange energy has the form
Eex = −S2Nz
∑
n,l 6=0
Jlmn ·mn+l, (2)
where n, l are two-dimensional indexes, S is value of spin
of a ferromagnetic atom, and Jl denotes the exchange
integral between atoms distanced on l.
The energy of dipole-dipole interaction is
Ed =
M2s a
6
2
∑
ν 6=λ
[
(mν ·mλ)
|λ− ν|3
− 3(mν · (λ− ν)) (mλ · (λ− ν))|λ− ν|5
]
,
(3)
where λ and ν are three dimensional indexes.
By introducing the complex variable
ψn =
mxn + im
y
n√
1 +mzn
, (4)
one can write the Eq. (1) in form
iψ˙n = − ∂E
∂ψ∗n
− iκ 1−
1
2 |ψn|2
1− ξ2 |ψn|2
ψn, (5)
where κ = jη/2 is renormalized current, ξ = 1−Λ−2 and
ψ∗ denotes the complex conjugation of ψ.
It is well known that in the absence of driving (κ = 0)
the spatially homogeneous state with all moments lying
in the xy-plane (easy-plane magnetic state) is the most
energetically favorable state of a thin ferromagnetic film.
On the other hand, as it is seen from Eqs. (2), (3) and
(5) for large positive κ the stationary state of the sys-
tem corresponds to ψn = 0 or in other words, the system
goes to the state when all magnetic moments are oriented
along the z-axis (saturated state). This means that there
should exist a critical current κc below which the satu-
rated state loses its stability. Our goal is to study the be-
havior of the system near threshold of stability of the sat-
urated state. Near the threshold mzn . 1 and |ψn|  1,
hence one can expand components of the magnetization
vector into series in the way similar to the representation
in terms of the Bose operators:41
mxn =
ψn + ψ
∗
n√
2
(
1− |ψn|
2
4
)
+ O(|ψn|5)
myn =
ψn − ψ∗n
i
√
2
(
1− |ψn|
2
4
)
+ O(|ψn|5)
mzn = 1− |ψn|2.
(6)
Substituting (6) into (5) one obtains the equation of
motion accurate to terms of the third order
iψ˙n = − ∂E
δψ∗n
− iκψn
(
1− 1
2Λ2
|ψn|2
)
. (7)
For the future analysis it is convenient to proceed to
the wave-vector representation using the two-dimensional
discrete Fourier transform
ψn =
1√
Nxy
∑
k
ψˆke
ik·n, (8a)
ψˆk =
1√
Nxy
∑
n
ψne
−ik·n (8b)
with the orthogonality condition∑
n
ei(k−k
′)·n = Nxy∆(k − k′), (9)
where k = (kx, ky) ≡ 2piL (lx, ly) is two-dimensional dis-
crete wave vector, lx, ly ∈ Z, and ∆(k) is the Kronecker
delta. Applying (8) to the equation (7) one obtains equa-
tion of motion in reciprocal space:
− i ˙ˆψk = ∂E
∂ψˆ∗k
+ i
∂F
∂ψˆ∗k
, (10)
where the dimensionless energy of the system can be rep-
resented as a sum
E = E0ex + E
0
d︸ ︷︷ ︸
E0
+Enlex + E
nl
d︸ ︷︷ ︸
Enl
(11)
Here the term E0 = E0ex + E
0
d is the harmonic part of the
energy. It consists of the exchange contribution
E0ex =`
2
∑
k
|ψˆk|2k2, (12a)
and the dipole-dipole contribution
E0d =
∑
k
[
g(kh)
2
− 1
]
|ψˆk|2
+
g(kh)
4
[
(kx − iky)2
k2
ψˆkψˆ−k + c.c.
]
.
(12b)
The nonlinear part of the energy is described by the term
Enl = Enlex + E
nl
d , which consists of nonlinear exchange
contribution
3Enlex =
`2
4Nxy
∑
k1k2k3k4
[
A(k1,k2) ψˆk1 ψˆ
∗
k2 ψˆk3 ψˆ
∗
k4
×∆(k1 − k2 + k3 − k4) + c.c.
]
,
(13a)
and dipole-dipole one:
Enld = −
1
4Nxy
∑
k1k2k3k4
[
B(k1,k2)ψˆk1 ψˆ
∗
k2 ψˆk3 ψˆ
∗
k4
×∆(k1 − k2 + k3 − k4) + C(k1)ψˆk1 ψˆ∗k2 ψˆk3 ψˆk4
×∆(k1 − k2 + k3 + k4) + c.c.
]
.
(13b)
The characteristic length
` =
√
S2
4piM2s a
3
∑
n
n2Jn, (14)
which appears in (12) and (13) is so called exchange
length. We introduced also the following functions
A(k1,k2) ≡ k21 − 2(k1 · k2), (15a)
B(k1,k2) ≡ g(|k1 − k2|h) + g(k1h)
2
− 1, (15b)
C(k) ≡ g(kh) (k
x − iky)2
2k2
, (15c)
g(x) ≡ x+ e
−x − 1
x
. (15d)
Details of deriving of the Hamiltonian (11)-(13) in the
wave-vector space are placed into the Appendix A.
The function F represents an action of the spin-
polarized current. It consists of two parts
F = F0 + Fnl, (16a)
with the harmonic contribution
F0 = κ
∑
k
ψˆ∗kψˆk (16b)
and the nonlinear part
Fnl = − κ
4Λ2Nxy
∑
k1,k2,k3,k4
[
ψˆk1 ψˆk2 ψˆ
∗
k3 ψˆ
∗
k4
×∆(k1 + k2 − k3 − k4)
]
.
(16c)
Note that we are interested in a large scale behavior
of the system and restrict attention to long-wave excita-
tions. Therefore Eqs. (12), (13) and (15) are written in
the limit ka 1.
III. HARMONIC APPROXIMATION
First, we discuss solutions of Eqs. (10) in the harmonic
approximation, since they already capture many essential
aspects of the problem. By neglecting all nonlinear terms
in (10), equations for the complex amplitudes ψˆk and
ψˆ∗−k can be written in the form
−i ˙ˆψk =
[
k2`2 − 1 + g(hk)
2
+ iκ
]
ψˆk
+
g(hk)
2
(kx − iky)2
k2
ψˆ∗−k,
i
˙ˆ
ψ∗−k =
[
k2`2 − 1 + g(hk)
2
− iκ
]
ψˆ∗−k
+
g(hk)
2
(kx + iky)2
k2
ψˆk.
(17)
The solutions of Eq. (17) have the form form
ψˆk(t) = Ψ+e
z+(k)t, ψˆ∗−k(t) = Ψ−e
z−(k)t, (18)
where Ψ±(k) are time independent amplitudes and the
rate constants z±(k) are given by
z±(k) = −κ ± κ˜(k), (19)
where the rate function κ˜(k) is given by
κ˜(k) =
√
(1− k2`2) (k2`2 + g(hk)− 1), (20)
First of all it should be noted that since κ > 0 than
accordingly to (19) the current plays role of an effective
damping. That explains why we omitted weak natural
damping in Eq. (1). That also explains the previous nu-
merical results, where the saturation and magnetization
dynamics under the high spin-current influence were in-
dependent on the damping coefficient38.
Function κ˜(k) is a non-monotonic one which reaches
its maximum value κc at k = K:
dκ˜(K)
dK
= 0 κc = max
k
κ˜(k) ≡ κ˜(K) . (21)
Typical shapes of the rate functions (20) are presented
in Fig. 1.
For strong currents when κ > κc, we have Re z±(k) <
0 for all values of the wave vector k. This means that
the stationary state of the system is the saturated state
with mz = 1. However, for κ < κc the saturated state
is linearly unstable with respect to modes ψˆk with wave
vectors close to the threshold wave vector K. The corre-
sponding instability domains for different thicknesses are
shown in the Fig. 1 as filled regions.
For each thickness the curve κ = κ˜(k), as well as the
corresponding rescaled curve J(k), separates stable and
unstable regimes and has a maximum which determines
the minimal current Jc, at which the saturated state re-
mains stable. So the critical current at which the transi-
tion to saturation occurs can be determined as
Jc =
2M2s e
η~
hκc. (22)
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FIG. 1. Diagram of stability of the uniform state saturated
transversally by spin current. The regions of instability are
shown by filling and they are determined by condition κ < κ˜,
where the the normalized current κ is rescaled to the real cur-
rent density J . Thus for the given current value J < Jc one
has the range [K′, K′′] of the instable wave-vectors. Param-
eters of material and spin-current were taken the same as for
simulations (see Section V). Points show the maximums of de-
pendencies J(k`) and they determine the saturation current
for the given thickness.
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FIG. 2. Dependence of the saturation current Jc on the film
thickness. Solid line corresponds to the analytical solution
obtained from (22) and results of micromagnetic simulations
(see Section V) for different disk diameters D are shown by
markers. The dashed line demonstrates the parabolic asymp-
totic for h `, see text.
As one can see from Fig. 1 the saturation current Jc
increases with the increase of thickness. In detail this
dependence is presented in the Fig. 2.
Using (20) and (22) one can obtain the following
asymptotic Jc ≈ h2|e|M2s /(2η~`) for h  ` and Jc ≈
h|e|M2s /(η~) for h ` though the last one is not achieved
in the Fig. 2 and it is beyond the limits of applicability of
the Slonczewski torque in (1). The critical currents ob-
tained using the micromagnetic simulations appears to
be in a very good agreement with the theoretical curve.
Since the present theory is constructed for a film of infi-
nite lateral size the agreement between simulations and
the theory is expectedly the best for samples whose thick-
ness is much smaller than the planar size: h D.
IV. WEAKLY NONLINEAR ANALYSIS
In this section we prove the stability of structures with
symmetry C4 which appear in pre-saturation regime. We
also show that these stable structures are square vortex-
antivortex superlattices. Thus, our analysis is based on
the equation (10) where the nonlinear terms in the Hamil-
tonian (11) and in the driving function (16) are taken into
account.
The simplest way to describe the necessary symmetry
is to restrict ourselves only with four wave-vectors k ∈
{K↑, K→, K↓, K←} in the wave-vectors space. Here we
use the following notations
K↑ = K(0, 1), K↓ = K(0, −1),
K→ = K(1, 0), K← = K(−1, 0), (23)
where the amplitude K is determined for given thick-
ness from the linear analysis as following: κc = κ˜(K),
i.e. K is the wave vector length which maximizes the
dependence κ˜ = κ˜(k). It should be noted that since the
Hamiltonian E contains ψˆk as well as ψˆ−k then our model
must contain pairs of vectors (K, −K). It means that
only structures with even symmetry C2n are possible. We
focus here on structures with symmetry C4 in order to
explain the results of the recent numerical experiments38.
For the future analysis it is convenient to proceed to
the following notations
ψˆKα ≡
√
Nαe
iΦα , (24)
where α ∈ {↑,→, ↓,←}. The value Nα in (24) has the
meaning of the number of magnons with the correspond-
ing wave vector. Substituting (24) into the equation of
motion (10) we obtain the set of eight equations
N˙↑ = − ∂E
∂Φ↑
− 2κN↑
[
1−
∑
αNα − 12N↑
Λ2Nxy
]
(25a)
+
2κ
Λ2Nxy
√
N↑N↓N→N← cos(Φl − Φ↔),
Φ˙↑ =
∂E
∂N↑
− κ
Λ2Nxy
√
N↓N→N←√
N↑
sin(Φl − Φ↔), (25b)
where the other three pairs of equations can be obtained
by three-time successive rotations of all subscripts by the
angle pi/2, and we introduced the notations Φl = Φ↑+Φ↓
and Φ↔ = Φ→ + Φ← for the sake of simplicity. The
Hamiltonian in “N − Φ”-notation being presented as a
sum of linear and nonlinear parts is the following
E = E0 + Enl, (26a)
5where the linear part reads
E0 =
[
`2K2 − 1 + g1
2
] (
Nl +N↔
)
− g1
[√
Nm cos(Φl)−
√
N⇔ cos(Φ↔)
]
,
(26b)
and the fourth-order nonlinearity has the following form
Enl =
2
Nxy
{
−1
4
[
`2K2 − 1 + g1
2
]∑
α
N2α
+
[
`2K2 + 1− g1 + g2
2
]
(Nm +N⇔)
+ 2
[
`2K2 + 1− g√2 −
g1
2
]√
NmN⇔
× cos(Φl − Φ↔) +
[
1− g1 + g
√
2
2
]
NlN↔
+
g1
4
[√
Nm
(
3
2
Nl +N↔
)
cos Φl−
−
√
N⇔
(
3
2
N↔ +Nl
)
cos Φ↔
]}
.
(26c)
Here we used the analogous notations Nl = N↑ + N↓,
N↔ = N→ + N←, Nm = N↑N↓, N⇔ = N→N← and
gξ ≡ g(ξKh) to shorten the expressions.
Using (25a) and (26) one can show that
d
dt
(N↑ −N↓) = −2κ(N↑ −N↓)
[
1− Nl + 2N↔
2Λ2Nxy
]
(27)
with the corresponding equation for the subscripts ro-
tated by pi/2. Taking into account that κ > 0 we
conclude from the Eq. (27) that after period of time
∆τ = 1/(2κ) the system achieves a stationary regime
with N↑ = N↓ and N→ = N←. Consideration of these
conditions in the stationary form of system (25) leads to
possibility of a solution which satisfy the following con-
ditions
N↑ = N↓ = N→ = N← = N,
Φ↑ + Φ↓ = pi + Φ→ + Φ← = Φ.
(28)
Under the condition (28) all four pairs of stationary equa-
tions of motion (25) become identical and they obtain the
following form
sin Φ
(
1− 5
2
N
)
g1 = −2κ
(
1− 5
2
N
Λ2
)
, (29a)
cos Φ (1− 5N ) g1
2
= `2K2 − 1 + g1
2
(29b)
−N
(
`2K2 − 5 + 5
2
g1 + g2
)
,
where N = N/Nxy is density of the magnons, and the
energy density obtained from the Hamiltonian (26) reads
E
Nxy
= 2N
[
2
(
`2K2 − 1)+ g1(1− cos Φ)]
+ 2N 2
[
−`2K2 + 5− g2 − 5
2
g1(1− cos Φ)
]
.
(30)
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FIG. 3. Magnons density as function of the normalized cur-
rent for different thicknesses (in units of `): I – 0.5, II – 1,
III – 2, IV – 4 and Λ = 2 for all thicknesses. Solid lines show
the exact numerical solutions of the system (29) and dashed
lines correspond to the approximation (31). The inset demon-
strates the weakness of influence of the parameter Λ on the
exact solution, the data corresponds to the thickness h = 4`.
Each of the plots is built for the range [κc/2, κc].
Excluding Φ from (29) and taking into account that
N  1 one obtains
N ≈ κ
2
c (h)− κ2
GF+ 5κ2
(
1− 1Λ2
) , (31a)
and then using (29b) one can estimate
cos Φ ≈ F
g(Kh)
√
1 + 4
G
F
N . (31b)
Here we introduced the following thickness dependent
functions F = 2[K2`2 − 1 + 12g(Kh)] and G = [4K2`2 −
g(2Kh)]. Magnon density (31a) as well as the corre-
sponding exact solutions of Eqs. (29) are shown in the
Fig. 3. As one can see, the approximation (31a) is satis-
factory near the instability threshold.
Thus we have proved the possibility of a stationary
structure which is described by the four-wave Ansatz (23)
and (24) in the pre-saturated regime. At the same time
one can see that the parameter Λ does not influence con-
siderably the system behavior, see the inset in the Fig. 3.
The linear stability analysis for the system (25)shows
that the stationary solution (31) is stable in the close
vicinity of the critical current
0 <
κc − κ
κc
 1,
see Appendix B for details.
Let us now see how the mentioned structure looks like.
From (8a) one can obtain the following expression for
ψ-function
ψn =
1√
Nxy
∑
α
√
Nαe
i(Φα+Kα·n). (32)
62ππ-π-2π 0
xK
-2π
-π
0
π
2π
y
K
FIG. 4. The analytically obtained vortex-antivortex super-
lattice. Arrows show distribution of magnetization (33) and
the corresponding topological density (34) is shown by gray
tones. The figure is built for the case h = 4` and κ = 0.65κc
and Λ = 2 (the required value of Φ was determined from (29)
for the mentioned parameters).
Varying parameters Nα and Φα one can obtain a wide
range of different structures from (32) but under the con-
ditions (28) the expression (32) results exactly the square
vortex-antivortex superlattice. Indeed, substituting (32)
into (6) with taking into account the conditions (28) we
obtain in the linear approximation
mx ≈ 2
√
2N
[
cos(Kx¯) sin
Φ
2
+ cos(Ky¯) cos
Φ
2
]
,
my ≈ 2
√
2N
[
cos(Kx¯) cos
Φ
2
+ cos(Ky¯) sin
Φ
2
]
,
mz ≈ 1,
(33)
were the following shift of the coordinate origin was
performed: x¯ = x + (Φ→ − Φ←)/(2K) and y¯ = y +
(Φ↑ − Φ↓)/(2K). Magnetization distribution which cor-
responds to (33) for certain parameters is shown in the
Fig. 4 by arrows. The topological properties of the sys-
tem can be characterized by the topological density42 (or
scalar chirality density37) υ = [∂xm × ∂ym] ·m. The
topological density which corresponds to (33) reads
υ = −8K2N cos Φ sin(Kx¯) sin(Ky¯). (34)
The distribution of (34) is shown in the Fig. 4 by gray
tones. It resembles chirality waves in Kondo magnets.37
Though the model (23)-(24) results the superlattice
very similar to one which is observed in the numerical
experiment, one should point out domain of applicability
of this model. In (23)–(24) we use only the critical value
of the wave-vector K instead the whole possible wave-
vectors in the range [K ′, K ′′], where K ′ and K ′′ bound
0 1 2 3 4 5
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60
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h l
L l
Jmin/Jc = 0.95
0.9
0.8
0.6
0.3
0
FIG. 5. The diagram which determines the range J ∈
[Jmin, Jc] for the given geometry sizes (h, L), where the model
(23)-(24) is applicable. In shaded region the model works
for any currents J < Jc. Points correspond to the disks,
where the superlattices were observed via micromagnetic sim-
ulations.
the instability domain for the given current value, see
Fig. 1. We can restrict ourselves with the single K if
only size of the system is small enough:
2pi/L > K ′′ −K ′. (35)
Since the domain ∆K = K ′′−K ′ increases with the cur-
rent decreasing (see Fig. 1) the condition (35) is equiva-
lent to Jmin < J < Jc, where Jmin is the minimal current
at which the condition (35). For each of the values of
thickness h and radius L one can calculate the value of
Jmin using (20) and (35), the resulting diagram is shown
in the Fig. 5. Since for the small thicknesses ∆K  1 the
model (23)–(24) can be used for wide range of currents.
V. MICROMAGNETIC SIMULATIONS
To investigate numerically the process of magnetic film
saturation under the influence of spin-polarized current
we used full scale OOMMF43 micromagnetic simulations.
All simulations were performed for disk shaped nanopar-
ticles with material parameters of permalloy: saturation
magnetization MS = 8.6 × 105 A/m, exchange constant
A = 13 × 10−12 J/m, and the anisotropy was neglected.
The damping was neglected, because, as it was shown in
Section III, the spin-polarized current plays role of an ef-
fective damping. The mesh cell was chosen to be 3×3×h
nm. The current parameters η = 0.4, and Λ = 2 were the
same for all simulations, except some cases mentioned in
the text bellow.
7mz1
0
a) b)
c)
FIG. 6. The superlattice structure obtained using simulations
in disk with diameter D = 350 nm and thickness h = 20 nm
under influence of the current J = 32 × 1012A/m2. Inset
a) shows the out-of-plane structure of the superlattice, inset
b) demonstrates in details the magnetization of central part
of the the disk: arrows correspond to the in-plane magneti-
zation distribution and out-of-plane component mz is shown
by color. The superlattice properly is shown in the inset c):
positions of vortices and antivortices are shown by disks and
rhombuses respectively.
In the first stage we obtained the dependence of satura-
tion current Jc on the sample thickness. For this numer-
ical experiment we chose the nanodisks with three differ-
ent diametersD = 100, 250 and 450 nm respectivelly, and
thickness of each of the particles was varied from 0.5 nm
to 20 nm. As the initial state for a simulation the ground
state of the particle was chosen: uniform magnetization
within the sample plane for thin disks (h < 5 nm) and
vortex state for thicker ones. The spin-current was in-
creased until the saturation was achieved. As a criterion
of the saturation we used the relation Mz/Ms > 0.9999,
where Mz is the total magnetization along the current
direction. The resulting dependence Jc(h) is shown in
the Fig. 2 by markers. As one can see, for disks with the
small aspect ratio the micromagnetic simulations confirm
the analytical results with a high accuracy. The slight de-
viation from the theoretically predicted curve is observed
for the case of small disks (see D = 100 nm in the Fig. 2).
This is because the presented theory is build for the case
of an infinite film what corresponds to zero aspect ratio.
To study the magnetization dynamics in regime J . Jc
we used a disk with diameter D = 350 nm and thick-
ness h = 20 nm. A spin-current of the certain density
was sharply applied to this nanodisk, which initially was
in the vortex ground state. After a few nanoseconds a
slowly rotating superlattice was formed for case of the
current value close to the saturation, see the Fig. 6, or
a fluid-like dynamics of locally ordered vortex-antivortex
media was observed for cases of lower currents, see Fig. 2
in the Ref. 38. The Fourier spectrums of the typical
crystal and fluid structures are compared in the Fig. 7.
Accordingly to the Fig. 7a) the superlattice is square one.
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0.0
0.2
0.4
kx ,  2π/l
a) crystal phase b) fluid phase
-0.4
-0.2
0.0
0.2
0.4
-0.4 -0.2 0.0 0.2 0.4
kx ,  2π/l
k y
 , 
 2
π/l
FIG. 7. Two-dimensional Fourier spectrums of the crystal a),
and fluid b) structures. Inset a) shows the Fourier transform
of the function mz(x, y) − 〈mz〉 for the case of the crystal
structure shown in the Fig. 6 b), where 〈mz〉 is the aver-
aged mz-component. And the inset b) corresponds to a fluid
structure obtained for current J = 25× 1012A/m2, the other
parameters are the same as in the Fig. 9.
To separate crystal and fluid phases and to study their
properties we performed a series of simulations for a
range of currents J ∈ [Jc/2, Jc] with the current step
∆J = 0.5 × 1012A/m2. For a certain value of the cur-
rent the magnetization dynamics was simulated for 30 ns.
Starting from the time moment 2 ns we saved the mag-
netization distribution with the time step 0.2 ns. For
each of the saved in this way magnetization snap shots
we found coordinates of all particles (vortices and an-
tivortices) using the method44 of intersection of isolines
mx = 0 and my = 0. To distinguish vortices from an-
tivortices the winding number of each of the particles was
calculated as circulation on small circumference centered
on the particle position. Then for each of the vortices the
distances to the nearest four antivortices were found (on
this stage to avoid the boundary influence we consider
only vortices distanced from the disk center less then a
half of the disk radius). Then the histogram of the dis-
tribution of all obtained vortex-antivortex distances was
build for a certain magnetization snap shot, and finally
we build the averaged histogram based on all magnetiza-
tion snap shots for a certain current value. Two examples
of these averaged histograms are shown in the left column
of the Fig. 9. The obtained histograms can be well fit-
ted by the Gaussian f(x) ∝ exp [−(x− x0)2/σ2], where
f(x) is number of the vortex-antivortex distances which
are in the interval [x, x+∆x] with ∆x = 1 nm being the
width of the histogram bin.
For the crystal phase the superlattice constant was
considered to be as = 2x0. We found that the superlat-
tice constant slightly decreases with the current increas-
ing, this dependence is shown in the Fig. 8. However
we were not able to determine as very close to the satu-
ration current because the components of magnetization
mx and my become vanishingly small. The obtained de-
pendence as(J) appears to be not very smooth because
of the stress in the superlattice due to presence of the
boundary.
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FIG. 8. Dependence of the superlattice constant aS on the
applied current for permalloy disk with diameter D = 350nm
and thickness 20nm. Data were obtained using micromagnetic
simulations.
One of the important characteristics, which can be
extracted from histograms is the σ(J)–dependence. It
gives a possibility quantitatively separates fluid phase
and crystal one: in crystals the value of σ is small (about
a few nanometers) and it is weakly dependent on the cur-
rent J ; in the fluid phase the value of σ increases fast with
the current decreasing. To determine the critical current
Jfc of transition between fluid and crystal phases we fit
the numerically obtained dependence σ(J) by the func-
tion σ = (aJ + b)θ(−J +Jfc) + (aJfc+ b)θ(J −Jfc) with
θ(x) being the Heaviside step function and a, b being the
fitting parameters, see Fig. 9.
Accordingly to the linear analysis (Section III) the
parameter Λ does not influence the saturation current
Jc, and accordingly to the weakly nonlinear analysis of
the pre-saturated regime (Section IV) the parameter Λ
influences very weakly on the dynamics of the vortex-
antivortex superlattice. Our theory is not able to de-
scribe the transition between fluid and crystal phases, but
using the simulations and the methods described above
we found that the current Jfc, and consequently the cur-
rent range [Jfc, Jc] of the crystal phase existence, depend
on the parameter Λ, see the Fig. 10. We found out that
dependence Jfc(Λ) can be well fitted by the function
Jfc =
β√
Λ2 − 1 + J
0
fc, (36)
with β ≈ 7.78× 1012A/m2 and J0fc ≈ 25.92× 1012A/m2
being the critical current of the phase transition for case
Λ → ∞. For the case Λ = 1 the superlattice is not
formed, only the fluid-like dynamics is observed. Also
the current region of the crystal phase quickly shortens
when the parameter Λ is reduced to 1, but for Λ > 4 the
the crystal region is approximately constant.
It should be noted that we do not consider here the
“gas” phase and the rarefied patterns which were ob-
served in Ref. 38 at lower currents J  Jc.
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FIG. 9. The criterium of separation of fluid and crystal
phases. In the left column the distributions of the distances
between the nearest vortices and antivortices are presented,
solid line shows the Gaussian approximation. The upper
and lower histograms correspond to the typical fluid-like and
crystal-like structures respectively. The right plot demon-
strates dependence of half-width of the mentioned distribu-
tions on the applied current. All data are obtained from sim-
ulations for disk with D = 350 nm, h = 20 nm and Λ = 2.
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FIG. 10. Phase diagram of the pre-saturated magnetic film
with thickness h = 20 nm. The transition current Jfc, ob-
tained from the simulation data (see Section V and Fig. 9) is
shown by points and the corresponding fitting (36) is shown
by the solid line.
VI. CONCLUSIONS
We studied theoretically the process of vortex-
antivortex pattern formation in thin ferromagnetic films
under the action of strong transversally spin-polarized
current. We show that there exists a critical (or satura-
tion) current Jc above which the film goes to a saturated
state with all magnetic moments directed perpendicu-
larly to the film plane. The critical current strongly de-
pends on the sample thickness and it is practically inde-
pendent on the lateral size of the magnet. The saturation
9current increases with the thickness increasing following
squared law for thin samples and linear one for thick sam-
ples. We demonstrate that the stable regular structures
with symmetry C4 can appear in pre-saturated regime
and we show that these structures are square vortex-
antivortex superlattices. Spatial period of the superlat-
tice slightly decreases with the current increasing. The
micromagnetic simulations confirm our analytical results
with a high accuracy. Using the simulations we describe
the melting of the vortex crystal with the current de-
crease.
We show that parameter Λ which controls the spin-
transfer torque efficiency, does not modify significantly
neither the saturation current Jc nor the dynamics of
the vortex-antivortex superlattice. In contrast to this,
the critical current Jfc which gives the boundary between
the fluid phase and the crystal one is very sensitive to the
spin-torque efficiency parameter Λ: the interval of the
crystal phase existence [Jfc, Jc] contracts when Λ → 1
and it is constant for Λ 1.
Appendix A: Hamiltonian in the reciprocal space
Here we calculate the magnetic energy in the wave–
vector space limiting ourselves by the 4-th order nonlin-
earity.
1. Exchange energy
Let us consider first the exchange energy. Substitut-
ing the magnetization (6) written in terms of ψ into the
general expression (2) one can write the total exchange
energy in form Eex ≈ E0ex + Enlex, where the linear part
reads
E0ex = −S2Nz
∑
n,l 6=0
Jl
[
ψnψ
∗
n+l
− 1
2
(|ψn|2 + |ψn+l|2)+ c.c.]
and the corresponding nonlinear part takes the form
Enlex = −
S2Nz
4
∑
n,l 6=0
Jl
[
ψnψ
∗
n+l
(|ψn|2 + |ψn+l|2)
− 2|ψn|2|ψn+l|2 + c.c.
]
.
Let use perform the Fourier transform (8a) with account
of the orthogonality condition (9), which results in
E0ex = 2S
2Nz
∑
l
Jl
∑
k
|ψˆk|2
(
1− eik·l) ,
Enlex =
S2Nz
4Nxy
∑
l
Jl
∑
k1k2k3k4
[
ψˆk1 ψˆ
∗
k2 ψˆk3 ψˆ
∗
k4e
i(k3−k4)l
× (e−ik2l + eik4l − 2)∆(k1 − k2 + k3 − k4) + c.c.].
Now we use the assumption that the magnons whose
wavelength is of the same order with a are not essen-
tial for the considered phenomenon, in other words we
assume that ak  1. In this case we can expand the
exponents in exchange energy into series on ak, then
performing the normalization we finally obtain the ex-
pressions (12a) and (13a) for the exchange energy.
2. Dipole-dipole energy
In case of the dipole-dipole energy we start from the
general expression (3). Taking into account that the mag-
netization is uniform along z-coordinate one can write the
energy (3) in form45
Ed = −M
2
s a
6
2
∑
n,l
[
Anl (mnml − 3mznmzl )
+Bnl (m
x
nm
x
l −mynmyl ) + Cnl (mxnmyl +mynmxl )
]
,
where the coefficients A, B, and C are the following
Anl =
1
2
∑
νz,λz
ν 6=λ
(λx − νx)2 + (λy − νy)2 − 2(λz − νz)2
|λ− ν|5
Bnl =
3
2
∑
νz,λz
ν 6=λ
(λx − νx)2 − (λy − νy)2
|λ− ν|5
Cnl = 3
∑
νz,λz
ν 6=λ
(λx − νx)(λy − νy)
|λ− ν|5 .
Here ν = (νx, νy, νz) and λ = (λx, λy, λz) are three-
dimensional indexes while n = (νx, νy) and l = (λx, λy)
are the corresponding two-dimensional ones. Substitut-
ing (6) into the dipolar energy and taking into account
that Anl = Aln, Bnl = Bln and Cnl = Cln one ob-
tains the following expression for dipole-dipole energy
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Ed = E
0
d + E
nl
d , where
E0d = −
M2s a
6
2
∑
n,l
[
Anl
(
2|ψn|2 + ψnψ∗l
)
(A1a)
+Dnlψnψl + c.c.
]
Enld =
M2s a
6
2
∑
n,l
[
Anl|ψn|2
(
|ψl|2 + 1
2
ψnψ
∗
l
)
(A1b)
+
1
2
Dnl|ψn|2ψnψl + c.c.
]
.
Here the notationDnl = Bnl−iCnl was introduced. Now
we substitute (8a) into (A1) and perform the summation
over n with taking into account (9) and finally we obtain
E0d =−
M2s a
6
2
∑
k
|
{
ψˆk|2
[
2Aˆ(0) + Aˆ(k)
]
(A2a)
+ Dˆ(k)ψˆkψˆ−k + c.c.
}
,
Enld =
M2s a
6
4Nxy
∑
k1k2k3k4
{[
2Aˆ(k1 − k2) + Aˆ(k1)
]
(A2b)
× ψˆk1 ψˆ∗k2 ψˆk3 ψˆ∗k4∆(k1 − k2 + k3 − k4)
+ Dˆ(k1)ψˆk1 ψˆ
∗
k2 ψˆk3 ψˆk4∆(k1 − k2 + k3 + k4) + c.c.
}
.
where functions Aˆ(k) and Dˆ(k) are determined as fol-
lowing
Aˆ(k) =
1
2
∑
l
∑
νz,λz
x2l + y
2
l − 2(zνz − zλz )2
[x2l + y
2
l + (zνz − zλz )2]5/2
eilk,
(A3a)
Dˆ(k) =
3
2
∑
l
∑
νz,λz
x2l − y2l − 2ixlyl
[x2l + y
2
l + (zνz − zλz )2]5/2
eilk.
(A3b)
Form of the functions Aˆ(k) and Dˆ(k) is not convenient
for the analysis therefore we perform an approximate
transition from summation to integration in (A3). Let
us start from the function Aˆ(k):
Aˆ(k) =
1
a4
lim
r0→0
∫
w(r0)
d3r(h−z) x
2 + y2 − 2z2
[x2 + y2 + z2]5/2
ei(xk
x+yky),
(A4)
where we pricked out the coordinate origin from the do-
main of integration w(r0), see the Fig. 11 and we also
used the relation
h∫
0
dz
h∫
0
dz′F (|z − z′|) = 2
h∫
0
(h− z)F (z)dz. (A5)
z
y
x
r0
h
w(r  0I
II
)
FIG. 11. Cross-section of the film. The filling shows domain
of integration w(r0) used in the calculation of function Aˆ(k)
in (A4).
Separating the region of integration ω(r0) into parts I
and II (see Fig. 11) and performing the change of vari-
ables (x, y) = ρ(cosχ, sinχ) we can represent the func-
tion Aˆ as a sum Aˆ(k) = (AI +AII)/a
4, where
AI
2pi
= lim
ρ0→0
h∫
ρ0
dz(h− z)
∞∫
0
dρρ
ρ2 − 2z2
[ρ2 + z2]5/2
J0(ρk),
(A6a)
AII
2pi
= lim
ρ0→0
ρ0∫
0
dz(h− z)
∞∫
√
ρ20−z2
dρρ
ρ2 − 2z2
[ρ2 + z2]5/2
J0(ρk)
(A6b)
Here we performed integration over χ ∈ [0, 2pi] us-
ing the relation
∫ 2pi
0
eiρ(k
x cosχ+ky sinχ)dχ = 2piJ0(kρ),
where J0(x) denotes zero-order Bessel function of the
first kind. Direct integration in (A6a) with the conse-
quent limit calculation results AI/2pi = −hg(kh), where
g(x) = (ex + x− 1)/x. Change of variables ρ→ ρ0ρ and
z → ρ0z allows us to get rid of the ρ0 in the integration
limits:
AII
2pi
= lim
ρ0→0
1∫
0
dz(h− zρ0)
∞∫
√
1−z2
dρρ
ρ2 − 2z2
[ρ2 + z2]5/2
J0(ρρ0k)
(A7)
Calculation the limit in (A7) with the subsequent inte-
gration results AII/2pi = h2/3, so finally
Aˆ(k) =
2pih
a4
[
2
3
− g(kh)
]
. (A8)
Performing the same transition to the polar coordi-
nates (ρ, χ) we represent (A3b) as following
Dˆ(k) =
1
a4
h∫
0
dz(h− z)
∞∫
0
ρ3dρ
[ρ2 + z2]5/2
2pi∫
0
dχe−i(ρk+2χ),
(A9)
where ρk = ρ(kx cosχ+ky sinχ). The direct integration
(A9) using the relation
∫ 2pi
0
dχei(x cosχ+nχ) = 2piinJn(x)
results
Dˆ(k) = −2pih
a4
g(kh)
(kx − iky)2
k2
. (A10)
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Substituting now (A8) and (A10) into (A2) we obtain the
expressions (12b) and (13b) for the dipole-dipole energy.
Appendix B: Stability of the vortex-antivortex
lattice solution
Here we consider stability of the stationary solu-
tion (28), (31) of the system (25). As it was sown in
the main text after period of time τ = 1/(2κ) the so-
lutions of Eqs. (25) satisfy the conditions N↑ = N↓ and
N→ = N←. Using these conditions and introducing vari-
ables N1 = N↑ = N↓, N2 = N→ = N←, Φ1 = Φ↑ + Φ↓
and Φ2 = Φ→ + Φ← one can reduce the system of eight
equations (25) to the system of four equations
N˙i = − ∂E
∂Φi
− FNi ,
Φ˙i =
∂E
∂Ni
− FΦi , i = 1, 2.
(B1)
Here the forces of the spin-current acting has the form
FNi =2κ
{
Ni
[
1− 3Ni + 4Ni¯
2Λ2Nxy
]
− NiNi¯
Λ2Nxy
cos(Φi − Φi¯)
}
,
FΦi =
2κ
Λ2Nxy
Ni¯ sin(Φi − Φi¯),
(B2)
where the notation 1¯ = 2 and 2¯ = 1 is used. Hamiltonian
(26) in terms of the new variables takes the form
E = E0 + Enl, (B3a)
where the linear part (26b) reads
E0 = 2(N1 +N2)
(
K2`2 +
g1
2
− 1
)
− (B3b)
− g1 (N1 cos Φ1 −N2 cos Φ2)
and the corresponding nonlinear part (26c) is
Enl =
1
Nxy
{∑
i=1,2
[
N2i (3 +K
2`2 − 3
2
g1 − g2)+ (B3c)
+ 2NiNi¯
(
cos(Φi − Φi¯)(1 +K2`2 −
g1
2
− g√2)+
+ 2− g1 − g√2
)]
+
3
2
g1
(
N21 cos Φ1 −N22 cos Φ2
)
+
g1N1N2(cos Φ1 − cos Φ2)
}
.
Now we linearize the system (B1) against a stationary
solution v0 = {N01 , N02 , Φ01, Φ02}:
˙˜v = Mv˜, (B4)
where v˜ is small deviation from the solution v0 and 4×4
matrix M can be presented in the following block form
M =
(
MNN MNΦ
MΦN MΦΦ
)
v=v0
, (B5a)
where the components are the following 2× 2 matrixes
MNNi,j = −
∂2E
∂Ni∂Nj
− ∂F
N
i
∂Nj
, (B5b)
MNΦi,j = −
∂2E
∂Ni∂Φj
− ∂F
N
i
∂Φj
,
MΦNi,j =
∂2E
∂Φi∂Nj
− ∂F
Φ
i
∂Nj
,
MΦΦi,j =
∂2E
∂Φi∂Φj
− ∂F
Φ
i
∂Φj
, i, j = 1, 2.
Necessary and sufficient condition for stability of the
solution v0 is negativity of real parts of all eigenval-
ues λ1, λ2, λ3, λ4 of the matrix M. After the straight-
forward calculation of (B5b) we substitute the solution
N1 = N2 = N , Φ1 = Φ and Φ2 = Φ−pi what corresponds
to the conditions (28). Then after the straightforward
calculation of the eigenvalues of M we exclude Φ using
(29) and finally we obtain
λ1 = −κ −
√
2κ2c − κ2 +
2N
κc
[
FG+ κ2c
(
3 +
1
Λ2
)]
,
λ2 = −κ +
√
2κ2c − κ2 −
2N
κc
[
FG+ 3κ2c
(
1− 1
Λ2
)]
,
λ3 = −κ +
√
2κ2c − κ2 −
2N
κc
[
FG+ 5κ2c
(
1− 1
Λ2
)]
,
λ4 = −κ −
√
2κ2c − κ2 +
2N
κc
[
FG+ 5κ2c
]
,
(B6)
where only the terms linear with respect to N are saved.
It should be noted that for N = 0 (what corresponds to
the saturated state) the condition λi < 0 in (B6) is equiv-
alent to the condition of stability of the saturated state
κ > κc. Substituting (31a) into (B6) and considering the
indefinitely small deviation from the saturation current
κ = κc+δ one obtains the following linear approximation
of (B6) with respect to deviation δ
λ1 = −2
[
κc + 2δ
FG+ κ2c
(
3 + 1Λ2
)
FG+ 5κ2c
(
1− 1Λ2
)] ,
λ2 = 4δ
[
FG+ 3κ2c
(
1− 1Λ2
)
FG+ 5κ2c
(
1− 1Λ2
) − 1
2
]
,
λ3 = 2δ,
λ4 = −2
[
κc + 2δ
FG+ 5κ2c
FG+ 5κ2c
(
1− 1Λ2
)] .
(B7)
Taking into account that FG > 0 and Λ > 1 one can
conclude that all λi < 0 only for δ < 0. That means
that the obtained lattice solution (28), (31) is stable for
infinitely small decrease in current from the critical value.
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