We provide a criterion in order to decide the stability of non-degenerate equilibrium states of completely integrable systems. More precisely, given a HamiltonPoisson realization of a completely integrable system generated by a smooth n− dimensional vector field, X, and a non-degenerate regular (in the Poisson sense) equilibrium state, x e , we define a scalar quantity, I X (x e ), whose sign determines the stability of the equilibrium. Moreover, if I X (x e ) > 0, then around x e , there exist one-parameter families of periodic orbits shrinking to {x e }, whose periods approach 2π/ I X (x e ) as the parameter goes to zero. The theoretical results are illustrated in the case of the Rikitake dynamical system.
Introduction
The aim of this article is to provide a criterion in order to decide the stability of nondegenerate equilibrium states of completely integrable systems. More precisely, given a Hamiltonian realization (of Poisson type) of a completely integrable system generated by a smooth n−dimensional vector field, X, and a non-degenerate regular (in the Poisson sense) equilibrium state, x e , we define a scalar quantity, I X (x e ), whose sign determines the stability of x e , i.e., if I X (x e ) > 0 then x e is Lyapunov stable, whereas if I X (x e ) < 0 then x e is unstable. Moreover, as the characteristic polynomial of the linearization of X at x e , L X (x e ), is given by p L X (xe) (µ) = (−µ) n−2 · (µ 2 + I X (x e )), it follows that I X (x e ) depends only on X and x e , and not on the Hamiltonian realization. Also, if we denote by Σ x e , the symplectic leaf (passing through x e ) of the Poisson configuration manifold of the Hamiltonian realization, then the sign of I X (x e ) determines again the stability of x e , this time regarded as an equilibrium state of the restricted vector field X| Σ xe . Moreover, if I X (x e ) > 0, then there exists ε 0 > 0 and a one-parameter family of periodic orbits of X| Σ xe (and hence of X too), {γ ε } 0<ε≤ε 0 ⊂ Σ xe , that shrink to {x e } as ε → 0, with
as ε → 0. Also, the set {x e } ∪ 0<ε<ε 0 γ ε represents the connected component of Σ xe \ γ ε 0 , which contains the equilibrium point x e . Note that by choosing a different Hamiltonian realization of the completely integrable system, for which x e is also a non-degenerate regular equilibrium point, we obtain the existence of a different family of periodic orbits with the same properties, this time the orbits being located on the regular symplectic leaf (passing through x e ) corresponding to the Poisson configuration manifold associated to this specific Hamiltonian realization. On the applicative level, all theoretical results are illustrated in the case of the Rikitake dynamical system.
More precisely, the structure of the article is the following: the second section contains a a short introduction to the geometry associated to a general completely integrable system. More precisely, using the property that any completely integrable system admits Hamiltonian realizations of Poisson type, we briefly present the associated Poisson geometry, and its relations with the dynamics generated by the system. The aim of the third section is to characterize the set of equilibrium states of a general completely integrable system, and also to analyze the geometric and analytic properties of certain subsets of equilibria, naturally associated with the Poisson geometry of the Hamiltonian realizations of the system. In fourth section of the article we define the scalar quantity I X (x e ), and analyze its main geometric and analytic properties. The fifth section is the main part of this article and contains the main result, which provides a criterion to test the stability of non-degenerate regular equilibrium states of Hamiltonian realizations of completely integrable systems. The aim of the sixth section is to give a criterion to decide leafwise stability of non-degenerate regular equilibria of Hamiltonian realizations of completely integrable systems, and also to study the local existence of periodic orbits. In the last section, we illustrate the main theoretical results in the case of a concrete example coming from geophysics, namely, the so called Rikitake two-disc dynamo system.
A geometric formulation of completely integrable systems
The aim of this section is to give a short introduction to the geometry associated to a general completely integrable system. More precisely, using the property that any completely integrable system admits Hamiltonian realizations of Poisson type (see e.g., [12] ), we present the associated Poisson geometry, and its relations with the dynamics generated by the system. In order to do that, let us start by recalling from [12] the Hamiltonian realization procedure of a completely integrable system. For similar Hamilton-Poisson and respectively Nambu-Poisson formulations of completely integrable systems, see e.g., [1] , [6] , [7] , [11] , [9] .
Recall that a completely integrable system is a C ∞ differential system defined on an open subset Ω ⊆ R n ,       ẋ 1 = X 1 (x 1 , . . . , x n ) x 2 = X 2 (x 1 , . . . , x n ) · · · x n = X n (x 1 , . . . , x n ), (2.1) (where X 1 , X 2 , . . . , X n ∈ C ∞ (Ω, R) are smooth functions), which admits a set of smooth first integrals, C 1 , . . . , C n−2 , C n−1 : Ω → R, functionally independent almost everywhere with respect to the n−dimensional Lebesgue measure.
Since the smooth functions C 1 , . . . , C n−2 , C n−1 : Ω → R are constants of motion of the vector field X = X 1 ∂ ∂x 1 + · · ·+ X n ∂ ∂x n ∈ X(Ω), it follows that for each i ∈ {1, . . . , n−1},
for every x = (x 1 , . . . , x n ) ∈ Ω (where ·, · is the canonical inner product on R n , and ∇ stands for the gradient with respect to ·, · ).
Hence, as shown in [12] , the vector field X is proportional with the vector field ⋆(∇C 1 ∧ · · · ∧ ∇C n−1 ), where ⋆ stands for the Hodge star operator for multi-vector fields. It may happen that the domain of definition of the proportionality rescaling function, is a proper subset of Ω. In order to simplify the notations, we shall work in the sequel on this subset, which will be also denoted by Ω.
Consequently, the vector field X admits the local expression
where ν ∈ C ∞ (Ω, R) stands for the rescaling function. Note that each permutation of the first integrals C 1 , . . . , C n−1 within the wedge product ∇C 1 ∧ · · · ∧ ∇C n−1 , together with a possible change of sign of the rescaling function, give rise to another realization of the vector field X of type (2.2).
Let us fix from now on the realization (2.2) of the vector field X. Following [12] , we shall express the vector field X as a Hamilton-Poisson vector field, X H ∈ X(Ω), with respect to the Hamiltonian function H := C n−1 , and the Poisson bracket given by
that defines a Lie algebra structure on C ∞ (Ω, R) and moreover is a derivation in each entry. A pair (Ω, {·, ·}), where {·, ·} is a Poisson bracket on Ω, is called a Poisson manifold.
In order to have a self-contained presentation, let us briefly recall the main ingredients that come along with the Hamiltonian realization procedure. More precisely, recall first that the derivation property of the Poisson bracket implies that for any two functions f, g ∈ C ∞ (Ω, R), the bracket {f, g} ν;C 1 ,...,C n−2 (x) evaluated at an arbitrary point x ∈ Ω, depends on f only through df (x). This property allows us to define a contravariant antisymmetric 2−tensor, Π ν;C 1 ,...,C n−2 , given by
where df (x) = α x ∈ T *
x Ω ∼ = R n and dg(x) = β x ∈ T *
x Ω ∼ = R n . This tensor is called the Poisson tensor or the Poisson structure generated by the Poisson bracket {·, ·} ν;C 1 ,...,C n−2 .
The vector bundle map Π ♯ ν;C 1 ,...,C n−2
: T * Ω → T Ω, naturally associated to Π ν;C 1 ,...,C n−2 , is given for each x ∈ Ω by the linear map Π ♯ ν;C 1 ,...,C n−2 x : T *
x Ω → T x Ω, defined by the equality
The above defined bundle map induces for each H ∈ C ∞ (Ω, R), a smooth vector field,
called the Hamiltonian vector field associated to H. As a differential operator, the Hamiltonian vector field X H acts on an arbitrary smooth function f ∈ C ∞ (Ω, R) as follows
Consequently, a smooth function f ∈ C ∞ (Ω, R) is a first integral of X H if and only if {f, H} ν;C 1 ,...,C n−2 = 0.
Summarizing, we obtained that the completely integrable system (2.1) admits the (local) Hamiltonian realization Ω, {·, ·} ν;C 1 ,...,C n−2 , H := C n−1 , defined on the Poisson manifold Ω, {·, ·} ν;C 1 ,...,C n−2 . More precisely, the dynamical system (2.1) might be equivalently written as       ẋ
Otherwise stated, using the definition of the Poisson bracket, the restriction to Ω of the components X i of the vector field X (which generates the system (2.1)), admit the formulation
for every i ∈ {1, . . . , n}. So far we have seen some dynamical implications induced by the Poisson structure Π ν;C 1 ,...,C n−2 . Next, we shall analyze some of the main geometrical features of the ambient space Ω, induced by the existence of the Poisson structure Π ν;C 1 ,...,C n−2 . First of all, recall that the expression of the Poisson tensor relative to a local coordinates system, (x 1 , ..., x n ), is given by the bi-vector field
If there is no danger of confusion, the skew-symmetric matrix
will also be called Poisson structure. Consequently, using the local matrix expression of the Poisson tensor, the local expression of the Poisson bracket {f, g} ν;C 1 ,...,C n−2 of two arbitrary smooth functions f, g ∈ C ∞ (Ω, R), becomes,
The existence of the Poisson structure Π ν;C 1 ,...,C n−2 induces a partition of Ω in two subsets, i.e., the set of regular points and its complement, the set of singular points. More precisely, a point x 0 ∈ Ω is called regular point of the Poisson structure Π ν;C 1 ,...,C n−2 if there exists U ⊆ Ω, an open neighborhood of x 0 , such that the rank of Π ν;C 1 ,...,C n−2 is constant for every x ∈ U, i.e., the rank of the the linear map
is constant for every x ∈ U, or equivalently,
for every x ∈ U. The set of regular points of Ω is denoted by Ω reg . Due to skew-symmetry of the Poisson structure, the rank of every point is an even number. Moreover, the lower semi-continuity of the rank function, (i.e., for each point x 0 ∈ Ω there exists an open neighborhood U ⊆ Ω of x 0 such that rank Π ν;C 1 ,...,C n−2 (x) ≥ rank Π ν;C 1 ,...,C n−2 (x 0 ) for all x ∈ U) implies that the set of regular points, Ω reg , is an open dense subset of Ω, and Ω sing := Ω \ Ω reg , the set of singular points, is a closed nowhere dense subset of Ω.
Remark 2.1 From the definition of the Poisson bracket it follows that for each x ∈ Ω, rank Π ν;C 1 ,...,C n−2 (x) ∈ {0, 2}. More precisely, rank Π ν;C 1 ,...,C n−2 (x) = 0 either if x ∈ Ω such that ν(x) = 0, or if the vectors ∇C 1 (x), . . . , ∇C n−2 (x) are linearly dependent (i.e., ∇C 1 (x) ∧ · · · ∧ ∇C n−2 (x) = 0), and rank Π ν;C 1 ,...,C n−2 (x) = 2, otherwise.
Let us provide now a characterization of the regular points of Ω with respect to the Poisson structure Π ν;C 1 ,...,C n−2 . In order to do that, recall from the definition of the completely integrable system (2.1) that the gradient vector fields, ∇C 1 , . . . , ∇C n−2 , are pointwise linearly independent almost everywhere (with respect to the n−dimensional Lebesgue measure). Since the rescaling function ν is supposed to be a generic smooth function, it will be nonzero almost everywhere. Consequently, from Remark (2.1) we get that x 0 ∈ Ω reg if and only if rank Π ν;C 1 ,...,C n−2 (x 0 ) = max {x∈Ω} rank Π ν;C 1 ,...,C n−2 (x). Recall that the set of maximal rank points is an open set which generally need not be dense (e.g., if ν is a smooth function such that ν −1 ({0}) contains a proper open subset of Ω). In general, the set of maximal rank points is only included in the set of regular points.
Hence, we obtain the following characterization of a regular point.
Remark 2.2 A point x 0 ∈ Ω is regular if and only if rank Π ν;C 1 ,...,C n−2 (x 0 ) = 2, or equivalently, x 0 ∈ Ω reg if and only if ν(x 0 ) = 0 and
In the following we briefly present some of the main geometrical properties of the Poisson manifold (Ω, {·, ·} ν;C 1 ,...,C n−2 ). In order to do that, let us recall first the definition of a Casimir function. More exactly, a smooth function C ∈ C ∞ (Ω, R) which verifies that {f, C} ν;C 1 ,...,C n−2 = 0, for every f ∈ C ∞ (Ω, R), is called a Casimir function of the Poisson structure Π ν;C 1 ,...,C n−2 . Note that C 1 , . . . , C n−2 , form a complete set of Casimir functions of the Poisson bracket {·, ·} ν;C 1 ,...,C n−2 , i.e., each Casimir function of the Poisson structure Π ν;C 1 ,...,C n−2 , might be written as a functional combination of C 1 , . . . , C n−2 .
The relation (2.4) implies that a smooth function C ∈ C ∞ (Ω, R) is a Casimir function if and only if
Let us consider x 0 ∈ Ω reg . Hence, the vectors ∇C 1 (x 0 ), . . . , ∇C n−2 (x 0 ) are linearly independent, and consequently
Since x 0 is a regular point, it follows that rank Π ν;C 1 ,...,C n−2 (x 0 ) = 2, and hence one obtains that
Using the relation (2.5) associated to C 1 , . . . , C n−2 , the following inclusion of vector subspaces holds true for every x ∈ Ω:
(2.6)
Consequently, due to the equality of dimensions, the inclusion (2.6) becomes an equality for x = x 0 .
Moreover, we obtained another characterization of regular points. More precisely, a point x ∈ Ω is a regular point if and only if
So far we pointed out some geometrical properties of the kernel of the linear maps Π
In the following we shall analyze the geometrical properties of the image of these maps. In order to do that, note that for each x ∈ Ω, the image of the linear map Π
n of dimension equal to rank Π ν;C 1 ,...,C n−2 (x). The collection of these vector subspaces, for x ∈ Ω, forms a smooth generalized distribution, called the characteristic distribution of the Poisson structure Π ν;C 1 ,...,C n−2 . Since the rank of the characteristic distribution at x ∈ Ω, coincides with rank Π ν;C 1 ,...,C n−2 (x), from the Remark (2.1) one obtains that the rank of the distribution at regular points is two, while the rank at the singular points is zero. The symplectic stratification theorem states that the characteristic distribution is integrable, and the leaves of the induced foliation are symplectic manifolds (i.e., manifolds which admit some smooth, nondegenerate, closed 2−form). If one denotes by Σ x ⊂ Ω the leaf through the point x ∈ Ω, then the restriction of the Poisson bracket {·, ·} ν;C 1 ,...,C n−2 to Σ x , induces on Σ x a symplectic form, ω Σ x , defined for each pair of vectors v x , w x ∈ T x Σ x = S x , by the formula
where α x , β x ∈ T *
x Ω are covectors corresponding to v x , w x ∈ T x Σ x = S x , through the linear map Π ♯ ν;C 1 ,...,C n−2 x . Note that the 2−form ω Σ x is closed, since the Poisson bracket {·, ·} ν;C 1 ,...,C n−2 verifies the Jacobi identity. As a set, the symplectic leaf Σ x is given by those points of Ω which can be joined with x by a piecewise smooth path, consisting of smooth pieces of integral curves of Hamiltonian vector fields.
Concerning the partition of Ω induced by the Poisson structure Π ν;C 1 ,...,C n−2 , recall that both the set of regular points, as well as the set of singular points of the Poisson manifold (Ω, {·, ·} ν;C 1 ,...,C n−2 ), are saturated subsets of Ω, i.e., they are both some union of symplectic leaves. Since each symplectic leaf is a connected set, it follows that if x is a regular point, then so are all points in the corresponding sympletic leaf, Σ x , i.e., if x ∈ Ω reg , then Σ x ⊆ Ω reg . The leaves through regular points are called regular leaves, while the rest of them are called singular leaves. Note that each regular leaf of the Poisson manifold (Ω, {·, ·} ν;C 1 ,...,C n−2 ) is two-dimensional, while each singular leaf of (Ω, {·, ·} ν;C 1 ,...,C n−2 ) is zero-dimensional.
More precisely, if one denotes by C := (C 1 , . . . , C n−2 ) : Ω −→ R n−2 the map generated by the Casimir functions C 1 , . . . , C n−2 , then the regular leaves of the symplectic foliation of the Poisson manifold (Ω, {·, ·} ν;C 1 ,...,C n−2 ) are the connected components of the twodimensional manifolds given by
is a critical value of C, where Crit(C) ⊂ Ω stands for the set of critical points of C, and Z(ν) is the set of zeros of the generic smooth function ν. Moreover, the singular leaves are the zero-dimensional manifolds consisting each of some single point of the set Z(ν)∪Crit(C).
3 The set of equilibrium states of a completely integrable system
The aim of this section is to characterize the set of equilibrium states of a general completely integrable system, and also to analyze the geometric and analytic properties of certain subsets of equilibria, naturally associated with the Poisson geometry of the Hamiltonian realizations of the system. In order to do that, let us recall first the relation (2.2), which provides a local expression of the vector field X ∈ X(U) associated to the completely integrable system (2.1), i.e.,
where ν ∈ C ∞ (Ω, R) is a rescaling function. Next result gives a characterization of the equilibrium states of the vector field X, i.e., the solutions of the equation X(x) = 0, x ∈ Ω. Proposition 3.1 The equilibrium states of the integrable system (2.1) are the elements of the set
Proof. Using the expression (3.1), we obtain that x ∈ Ω is an equilibrium state of the completely integrable system (2.1) if and only if X(x) = 0. The conclusion follows taking into account that
, and
where · n−1 := ·, · n−1 stands for the (n − 1)−volume of decomposable (n − 1)−vectors, and ·, · n−1 denotes the inner product defined on arbitrary pairs of de-
In the sequel we shall analyze the local dynamical behavior of the completely integrable system (2.3) around equilibrium states for which ν(x) = 0, and moreover, there exists an i ∈ {1, . . . , n − 1} such that
where " · " means that the indicated element is omitted.
By eventually relabeling the first integrals C 1 , . . . , C n−1 , we suppose that the above equilibrium states are elements of the set
(3.2) In order to give a geometric description of the set E
, let us recall from (2.3) that the completely integrable system (2.1) admits the Hamiltonian realization
modeled on the Poisson manifold (Ω, {·, ·} ν;C 1 ,...,C n−2 ). Consequently, using the characterization of regular points of (Ω, {·, ·} ν;C 1 ,...,C n−2 ) given in Remark (2.2), we obtain the following description of the regular equilibrium states of the integrable system (2.1), viewed as the Hamiltonian system (2.3).
Proposition 3.2
The set of regular equilibrium states of the completely integrable system (2.1), realized as the Hamiltonian system (Ω, {·, ·} ν;C 1 ,...,C n−2 , H = C n−1 ) modeled on the Poisson manifold (Ω, {·, ·} ν;C 1 ,...,C n−2 ), is given by
Proof. Recall from Proposition (3.1) that the set of equilibrium states of the integrable system (2.1) is given by
Recall also from the Remark (2.2) that a point x ∈ Ω is regular with respect to the Poisson structure Π ν;C 1 ,...,C n−2 if and only if ν(x) = 0 and ∇C 1 (x) ∧ · · · ∧ ∇C n−2 (x) = 0. Consequently, we obtain that
, and hence we get the conclusion. Let us fix now x e ∈ E
, a regular equilibrium state of the dynamical system (2.1), realized as the Hamiltonian system (Ω, {·, ·} ν;C 1 ,...,C n−2 , H = C n−1 ) . Then, using the characterization of regular equilibrium states, given in Proposition (3.2), there exists − → λ e := (λ e 1 , . . . , λ e n−2 ) ∈ R n−2 such that
: Ω → R is the smooth function given by 
stands for the canonical Hessian operator on (R n , < ·, · >).
Next result provides a local property of the set of non-degenerate regular equilibrium points of the completely integrable system (2.1), viewed as the Hamiltonian dynamical system (2.3).
be a non-degenerate regular equilibrium state of the completely integrable system (2.3). Then there exist V ⊆ R n−2 , an open neighborhood of − → λ e , U ⊆ Ω, an open neighborhood of x e , and a smooth function x : V → U such that x( − → λ e ) = x e , and moreover, for each
∩ U is a non-degenerate regular equilibrium state of the integrable system (2.3).
Proof. Let us define first the smooth function F : Ω × R n−2 → R n given by
⊂ Ω is a regular equilibrium state of the integrable system (2.3), − → λ e ) = x e , and
Consequently, we obtain that
and hence x(
is an equilibrium state of the integrable system (2.3) for every − → λ ∈ W . Since x e is a non-degenerate regular equilibrium state, it follows that apart from the equilibrium condition ∇C 1 (x e ) ∧ · · · ∧ ∇C n−1 (x e ) = 0, x e also verifies the following relations:
As ν, C 1 , . . . , C n−1 ∈ C ∞ (Ω, R) are smooth functions, and (i), (ii), (iii) are open conditions, it follows that there exists an open neighborhood V ⊆ W of − → λ e such that for every − → λ = (λ 1 , . . . , λ n−2 ) ∈ V the following relations hold true:
Hence, the above relations together with the equality (3.3) imply that each element which belongs to the image of the smooth function x : V → U, is a non-degenerate regular equilibrium state of the integrable system (2.3).
A geometric invariant of non-degenerate equilibria of completely integrable systems
As the main purpose of this article is to study the stability of non-degenerate regular equilibrium states of the completely integrable system (2.1) (realized as the Hamiltonian system (2.3)), our first step in this direction will be to define a local geometric invariant associated to each non-degenerate regular equilibrium state to be analyzed. In order to do that, let x e ∈ E C n−1 C 1 ,...,C n−2
⊆ Ω be a regular equilibrium state of the completely integrable system (2.1), realized as the Hamiltonian dynamical system (2.3), i.e.,
(Ω, {·, ·} ν;C 1 ,...,C n−2 , H = C n−1 ).
Recall from the previous section that, since x e ∈ E
n−2 ∇C n−2 (x e ) = 0. Equivalently, the later condition can be written as
since by the definition of the gradient vector field we have that
for every u ∈ T xe Ω = T xe R n ∼ = R n . In order to have more compact notations, we denote − → λ e := (λ e 1 , . . . , λ e n−2 ) ∈ R n−2 , and
At this stage, we have all necessary ingredients to introduce the main protagonist of this work, i.e., a scalar quantity associated to the regular equilibrium state x e ∈ E C n−1 C 1 ,...,C n−2 , whose sign will tell us the stability of x e . In order to define this scalar quantity, the regular equilibrium point x e needs also to be non-degenerate, in the sense of Definition (3.3). As will be showed later (see Theorem (5.4)), despite of the apparent dependence on the Hamiltonian realization of the system (2.1), this scalar quantity depends only on the vector field X and the associated equilibrium point, x e . Definition 4.1 For each non-degenerate regular equilibrium point of the system (2.3),
, we define the scalar quantity
where F − → λe ∈ C ∞ (Ω, R) stands the smooth function associated to x e , given by the relation (4.1).
Next, we introduce the necessary tools to show the main property of I X (x e ), namely, the local invariance with respect to smooth deformations around x e . In order to do that, let Ω ′ ⊆ Ω be an arbitrary open neighborhood of x e , and let Φ :
n be an arbitrary smooth diffeomorphism. Let us recall now a result from [13] , which provides the explicit formula of Φ ⋆ X, the push forward of the vector field X by the diffeomorphism Φ. For the sake of simplicity, we shall use in the sequel the same notation for the vector field X, and also for its restriction to Ω ′ .
be the vector field associated to the completely integrable system (2.1), written as the Hamiltonian dynamical system Ω, {·, ·} ν;
..,Φ⋆C n−2 , and has the expression
where ν Φ = Φ ⋆ ν ·Φ ⋆ Jac(Φ), and (y 1 , . . . , y n ) = Φ(x 1 , . . . , x n ), denote the local coordinates on W .
Next result describes the relation between non-degenerate regular equilibrium states of the vector field X written in the form (4.2), and the corresponding equilibrium states of the vector field Φ ⋆ X, where Φ :
be a regular equilibrium point of the vector field X written in the form (4.2). Let Ω ′ ⊆ Ω be an open neighborhood of x e , and let Φ : Ω ′ → W ′ := Φ(Ω ′ ) be a smooth diffeomorphism. Then, Φ(x e ) ∈ W ′ is a regular equilibrium point of the vector field Φ ⋆ X written in the Hamiltonian form
Moreover, if x e is non-degenerate (i.e., det (Hess F − → λe (x e )) = 0), then so is Φ(x e ) (i.e., det (Hess(Φ ⋆ F − → λe )(Φ(x e ))) = 0).
Proof. Since ν(x e ) = 0 and Φ is a diffeomorphism, using the expression of the vector field Φ ⋆ X given in Theorem (4.2), we obtain that ν Φ (Φ(x e )) = Φ ⋆ ν(Φ(x e )) · Φ ⋆ Jac(Φ)(Φ(x e )) = ν(x e ) · Jac(Φ)(x e ) = 0.
Next, since Φ is a diffeomorphism, the linear map DΦ −1 (Φ(x e )) : R n −→ R n is an isomorphism of vector spaces, as well as its transpose (i.e., the adjoint map with respect to the canonical inner product on R n ). Taking into account that for every smooth function F ∈ C ∞ (Ω ′ , R), the following formula holds true 4) we get that the linear independence of the vectors ∇C 1 (x e ), . . . , ∇C n−2 (x e ), is equivalent to the linear independence of the vectors
Equivalently, we have that ∇C 1 (x e )∧· · ·∧∇C n−2 (x e ) = 0 if and only if
The same argument implies that ∇C 1 (x e ) ∧ · · · ∧ ∇C n−2 (x e ) ∧ ∇H(x e ) = 0 if and
Moreover, since x e ∈ E
, recall that there exists − → λ e = (λ e 1 , . . . , λ e n−2 ) ∈ R n−2 , such that ∇H(x e )+λ e 1 ∇C 1 (x e )+· · ·+λ e n−2 ∇C n−2 (x e ) = 0 (or equivalently, d(H +λ
⊤ to the above equality and using the formula (4.4), we get that
Since, x e is a critical point for F − → λe (and Φ(x e ) is a critical point of Φ ⋆ F − → λe ), the following formula holds true
and hence we obtain that if det (Hess F − → λe (x e )) = 0, then
Let us state now the main result of this section, and also the main tool we need to prove the stability criterion for the non-degenerate regular equilibrium states of the system (2.3).
Theorem 4.4 Let x e ∈ E
C n−1 C 1 ,...,C n−2 be a non-degenerate regular equilibrium point of the vector field X written in the form (4.2), and let F − → λe ∈ C ∞ (Ω, R) be the associated smooth function given by the relation (4.1). Let Ω ′ ⊆ Ω be an arbitrary open neighborhood of x e , and let Φ :
n be a smooth diffeomorphism. Then the following equality holds true:
Proof. Recall from Proposition (4.3) that Φ(x e ) ∈ E Φ⋆C n−1 Φ⋆C 1 ,...,Φ⋆C n−2 is a non-degenerate regular equilibrium point of the vector field Φ ⋆ X written in the Hamiltonian form
is a non-degenerate critical point of the smooth function Φ ⋆ F − → λe , i.e., det (Hess(Φ ⋆ F − → λe )(Φ(x e ))) = 0. Using the formulas (4.4), (4.5), we obtain successively:
and hence we get the conclusion.
A stability criterion for non-degenerate equilibria of completely integrable systems
The aim of this section is to present the main result of this article, which provides a criterion to test the stability of non-degenerate regular equilibrium states of the completely integrable system (2.1) written in the Hamiltonian form (2.3). More precisely, in the notations of the previous section, let x e be a non-degenerate regular equilibrium point of the vector field X written in the form (4.2), and let I X (x e ) be the associated scalar quantity introduced in Definition (4.1). Then, the stability criterion states that if I X (x e ) < 0 then the equilibrium x e is unstable, whereas if I X (x e ) > 0 then the equilibrium x e is Lyapunov stable. Moreover, the characteristic polynomial of the linearization of X at x e , L X (x e ), is given by p L X (xe) (µ) = (−µ) n−2 · (µ 2 + I X (x e )).
In order to prove the above mentioned stability test, we need first to recall some technical details. Let us start by recalling some of the main concepts of the Lyapunov stability of equilibrium states of a general dynamical system. In order to do that, let Ω ⊆ R n be an open set, and let X ∈ X(Ω) be a smooth vector field. If one denotes by
, then a point x e ∈ Ω is called an equilibrium point of X, if X(x e ) = 0, or equivalently, if F X t (x e ) = x e for all t ∈ R.
An equilibrium point x e ∈ Ω of the vector field X is called Lyapunov stable, or nonlinearly stable, if for every open neighborhood U ⊆ Ω of x e , there exists an open neighborhood V ⊆ U of x e such that F X t (x) ∈ U for any x ∈ V and any t ≥ 0. An equilibrium state which is not Lyapunov stable is called unstable.
Let x e ∈ Ω be an equilibrium point of the vector field X ∈ X(Ω). Recall that the linearization of the vector field X at the equilibrium point x e , is the linear map
If the spectrum of the linear map L X (x e ) lies in the strict left-half complex plane, or on the imaginary axis, the equilibrium point x e ∈ Ω is called spectrally stable. The equilibrium point x e is called spectrally unstable if at least one eigenvalue of L X (x e ) has strictly positive real part. Since Lyapunov stability implies spectral stability, a spectrally unstable equilibrium point, will also be an unstable equilibrium point (for details see, e.g., [1] ).
Let us present now a result which provides the relation between the linearization of the vector field X at an equilibrium point x e ∈ Ω ′ ⊆ Ω, and the linearization of the vector field Φ ⋆ X at the equilibrium point Φ(x e ) ∈ W ′ := Φ(Ω ′ ) ⊆ R n , where Ω ′ ⊆ R n is an open neighborhood of x e , and Φ :
Proposition 5.1 Let x e ∈ Ω ⊆ R n be an equilibrium point of the vector field X. Let Ω ′ ⊆ Ω be an open neighborhood of x e , and let Φ :
′ is an equilibrium point of the vector field Φ ⋆ X, and moreover, the following relation between the corresponding linearizations holds true:
Proof. If one denotes by {F X t } t the flow of X, then the flow of Φ ⋆ X is given by
, for all t ∈ R (since x e is an equilibrium point of X, i.e., F X t (x e ) = x e , for all t ∈ R), and consequently Φ(x e ) is an equilibrium point of Φ ⋆ X. In order to prove the second statement, let w ∈ R n be arbitrary chosen. Then we obtain successively the following equalities:
Corollary 5.2
If x e ∈ Ω ⊆ R n is an equilibrium point of the vector field X, Ω ′ ⊆ Ω is an open neighborhood of x e , and Φ :
) and L X (x e ) have the same characteristic polynomial.
Let us return now to the main problem of this article, namely the stability analysis of the equilibrium states of the completely integrable system (2.1). In order to do that, let x e ∈ E C n−1 C 1 ,...,C n−2 be a regular equilibrium state of the completely integrable system (2.1) modeled as the Hamiltonian dynamical system (Ω, {·, ·} ν;C 1 ,...,C n−2 , H = C n−1 ) (2.3). As x e ∈ E C n−1 C 1 ,...,C n−2 = {x ∈ Ω | ν(x) = 0, ∇C 1 (x) ∧ · · · ∧ ∇C n−2 (x) = 0, ∇C 1 (x) ∧ · · · ∧ ∇C n−1 (x) = 0}, due to the continuity of ν, ∇C 1 , . . . , ∇C n−2 , there exists Ω ′ ⊆ Ω, an open neighborhood of x e , such that ν(x) = 0, and ∇C 1 (x) ∧ · · · ∧ ∇C n−2 (x) = 0, for every x ∈ Ω ′ . Note that since ν is continuous and has no zeros in Ω ′ , then ν must have constant sign on Ω ′ . Consequently, the Hamiltonian system (2.3) can be brought to Darboux normal form relative to the open set Ω ′ . For the sake of completeness, let us recall the Darboux normal form of completely integrable systems, as stated in [13] . For another presentation of the Darboux normal form, see [3] .
be the vector field associated to the completely integrable system (2.1), written as the Hamiltonian system (2.3), with Hamiltonian H := C n−1 , defined on the Poisson manifold Ω, {·, ·} ν;C 1 ,...,C n−2 . Let x e ∈ E C n−1 C 1 ,...,C n−2 be a regular equilibrium point of the system (2.3). Let (Ω ′ , Φ 1 , Φ 2 ) be a triple consisting of an open neighborhood Ω ′ ⊆ Ω of x e , and two smooth functions Φ 2 , C 1 , . . . , C n−2 ), is a smooth diffeomorphism, and ν(x) = 0, for every x ∈ Ω ′ . Then Φ ⋆ X, the push forward of the vector field X by Φ, is a Hamiltonian vector field, with Hamiltonian Φ ⋆ H = Φ ⋆ C n−1 , defined on the Poisson manifold W ′ , {·, ·} ν Φ ;Φ⋆C 1 ,...,Φ⋆C n−2 , and has the expression
where ν Φ = Φ ⋆ ν ·Φ ⋆ Jac(Φ), and (y 1 , . . . , y n ) = Φ(x 1 , . . . , x n ), denote the local coordinates on W ′ .
According to Corollary (5.2), in order to compute the spectrum of the linearization L X (x e ), one can compute instead the spectrum of the linearization L Φ⋆X (Φ(x e )), where Φ is the diffeomorphism introduced in Theorem (5.3). More precisely, Φ is defined by a triple (Ω ′ , Φ 1 , Φ 2 ) consisting of an open neighborhood Ω ′ ⊆ Ω of the equilibrium point x e , and two smooth functions Φ 2 , C 1 , . . . , C n−2 ), is a smooth diffeomorphism. Moreover, recall also from Theorem (5.3) that ν(x) = 0, for every x ∈ Ω ′ . Next we present an instability result, based on the fact that if the spectrum of the linearization L X (x e ) contains an eigenvalue with strictly positive real part, then the equilibrium state x e is unstable.
be a non-degenerate regular equilibrium point of the vector field X written in the form (4.2), and let I X (x e ) be the associated scalar quantity introduced in Definition (4.1). Then the characteristic polynomial of the linearization
Moreover, if I X (x e ) < 0, then the equilibrium state x e is unstable.
Proof. Recall from Corollary (5.2) that the characteristic polynomials of L X (x e ) and L Φ⋆X (Φ(x e )) are equal for every diffeomorphism Φ defined on some open neighborhood of x e . Hence, in order to simplify computations, we choose Φ as given in Theorem (5.3) and we compute the associated linearization, L Φ⋆X (Φ(x e )). More precisely, we choose a triple (Ω ′ , Φ 1 , Φ 2 ) consisting of an open neighborhood Ω ′ ⊆ Ω of x e , and two smooth functions
, is a smooth diffeomorphism, and moreover ν(x) = 0, for every x ∈ Ω ′ . In order to compute L Φ⋆X (Φ(x e )), let us recall first from Proposition (4.3) that Φ(x e ) ∈ E
is a non-degenerate regular equilibrium point of the vector field Φ ⋆ X written in the Hamiltonian form 
Moreover, for every (y 1 , . . . , y n ) ∈ W ′ , and respectively for each i, j ∈ {1, . . . , n}, we have that
(Φ(x e )) = 0, using the expression (5.2) of the vector field Φ ⋆ X, we get the following matrix representation of the linear map L Φ⋆X (Φ(x e )) with respect to the canonical basis of R n (where
where the blocks
and
Using the formula for the determinant of block matrices, we obtain the following expression for the characteristic polynomial of L Φ⋆X (Φ(x e )):
Next, we will show that
(5.7) In order to do that, let us recall first the definition of I Φ⋆X (Φ(x e )), i.e.,
Using the relations (5.4), we obtain the following block matrix representation of the linear map Hess(Φ ⋆ F − → λe )(Φ(x e )) with respect to the canonical basis of R n :
where the blocks H k,l (Φ(x e )) ∈ M k,l (R), k, l ∈ {2, n − 2}, are given by
1≤i≤2,3≤j≤n
Let us denote , with respect to the canonical basis of R n , where H k,l (Φ(x e )) ∈ M k,l (R), k, l ∈ {2, n − 2}, stand for the corresponding decomposition blocks. Consequently, the following relations hold true:
H n−2,2 (Φ(x e )) · H 2,n−2 (Φ(x e )) + H n−2,n−2 (Φ(x e )) · H n−2,n−2 (Φ(x e )) = I n−2 .
(5.11)
Using the matrix representation (5.10), and taking into account that 12) for each i ∈ {1, . . . , n − 2}, we obtain the following expression for the third factor of the r.h.s. of the formula (5.8):
.
Hence, using the relations (5.9), (5.13), and (5.11), the formula (5.8) becomes
which is exactly the formula (5.7). Consequently, the expression (5.6) of the characteristic polynomial of L Φ⋆X (Φ(x e )) becomes
As the characteristic polynomials of L X (x e ) and L Φ⋆X (Φ(x e )) are equal (via Corollary (5.2)), and I X (x e ) = I Φ⋆X (Φ(x e )) (via Theorem (4.4)), we obtain that
Consequently, if I X (x e ) < 0 then the linearization L X (x e ) contains an eigenvalue with strictly positive real part, and hence the equilibrium x e of the vector field X is unstable.
Next we show that if I X (x e ) > 0, then the non-degenerate regular equilibrium point x e is Lyapunov stable. In order to do that, we will use the Arnold stability test.
Before stating the stability result, let us recall the Arnold stability test. For more details regarding the proof of the Arnold stability test see, e.g., [2] . where W := ker dC 1 (m) ∩ · · · ∩ ker dC k (m). Then the equilibrium point m is Lyapunov stable.
Let us state now the main stability result of this article, which together with Theorem (5.4) generates a new criterion to test the stability of non-degenerate equilibrium states of completely integrable systems.
be a non-degenerate regular equilibrium point of the vector field X written in the form (4.2), and let I X (x e ) be the associated scalar quantity introduced in Definition (4.1). If I X (x e ) > 0, then the equilibrium state x e is Lyapunov stable.
Proof. Let us start by recalling from Theorem (5.3) the existence of a smooth diffeomorphism Φ generated by a triple (Ω ′ , Φ 1 , Φ 2 ) consisting of an open neighborhood Ω ′ ⊆ Ω of x e , and two smooth functions
, is a smooth diffeomorphism, and ν(x) = 0, for every x ∈ Ω ′ . Now, if {F X t } t stands for the flow of X, then the flow of Φ ⋆ X is given by {Φ • F X t • Φ −1 } t , and so, the map t → F X t (x), is the integral curve of X starting from x ∈ Ω ′ , if and only if the map t → Φ(F X t (x)), is the integral curve of Φ ⋆ X starting from Φ(x) ∈ W ′ := Φ(Ω ′ ). Consequently, the equilibrium state x e of the vector field X is Lyapunov stable if and only if the equilibrium state Φ(x e ) of the vector field Φ ⋆ X is Lyapunov stable.
Let us show now that the equilibrium state Φ(x e ) of the vector field Φ ⋆ X, verifies the conditions of Arnold stability test, and hence is Lyapunov stable.
In order to do that, recall from Theorem (4.2) that Φ ⋆ H,
is a non-degenerate regular equilibrium point of system (4. First condition of Arnold's stability test (5.14) follows directly from Proposition (4.3), since Φ(x e ) is a non-degenerate critical point of Φ ⋆ F − → λe . In order to verify the second condition of Arnold's stability test, note that the gradient defining relation, i.e.,
valid for each i ∈ {1, . . . , n − 2}, together with the equality (5.12), i.e., for each i ∈ {1, . . . , n − 2},
imply that
Taking into account the formula (5.4), one obtains the following matrix representation of the bilinear form d 2 (Φ ⋆ F − → λe )(Φ(x e ))| W ×W with respect to the basis {e 1 , e 2 } of W :
Let us show now that det(H 2,2 (Φ(x e ))) > 0. Indeed, from the relation (5.7), the Theorem (4.4), and the hypothesis I X (x e ) > 0, we obtain that
Since ν Φ (Φ(x e )) = 0 (from Proposition (4.3)), the above relation implies that det(H 2,2 (Φ(x e ))) > 0.
is a 2 × 2 real symmetric matrix, this is positive or negative definite if and only if its determinant is strictly positive. From the relation (5.16), this condition is equivalent to I X (x e ) > 0, and hence the second condition of Arnold's stability test (5.14) is verified too. Consequently, as both conditions of Arnold's stability test are verified, we obtain the conclusion.
In order to complete the proof, we need to show that H 2,2 (Φ(x e )) ∈ M 2 (R) is positive or negative definite if and only if its determinant is strictly positive. (Φ(x e )) = 0, it follows that det(H 2,2 (Φ(x e ))) = det
which contradicts the relation det(H 2,2 (Φ(x e ))) > 0. Consequently, we distinguish between two possibilities, namely, either
(Φ(x e )) > 0 (which together with
(Φ(x e )) < 0 (which together with det(H 2,2 (Φ(x e ))) > 0 implies that H 2,2 (Φ(x e )) is negative definite). Hence, if det(H 2,2 (Φ(x e ))) > 0, then H 2,2 (Φ(x e )) is positive or negative definite.
Let us state now the main result of this article, which provides a stability criterion for non-degenerate regular equilibrium states of the Hamiltonian realizations of completely integrable systems.
Theorem 5.7 Let x e ∈ E C n−1 C 1 ,...,C n−2 be a non-degenerate regular equilibrium point of the vector field X realized as the Hamiltonian dynamical system (2.3), and let I X (x e ) be the associated scalar quantity introduced in Definition (4.1). Then the following implications hold true:
1. if I X (x e ) < 0, then the equilibrium state x e is unstable, 2. if I X (x e ) > 0, then the equilibrium state x e is Lyapunov stable.
Proof. The proof follows directly from Theorem (5.4) and Theorem (5.6).
Remark 5.8
It remains an open problem to provide minimal additional conditions which imply stability/instability of the equilibrium point x e , in the degenerate case I X (x e ) = 0.
Let us present now a direct consequence of Theorem (5.7) and Theorem (3.4), regarding the stability properties of non-degenerate regular equilibrium states located nearby a fixed non-degenerate regular equilibrium point x e such that I X (x e ) = 0. 
∩ U is an unstable non-degenerate regular equilibrium state of the Hamiltonian system (2.3).
if
, an open neighborhood of − → λ e , U ⊆ Ω, an open neighborhood of x e , a smooth function x : V → U such that x( − → λ e ) = x e , and for every
∩ U is a Lyapunov stable non-degenerate regular equilibrium state of the Hamiltonian system (2.3).
Proof. From Theorem (3.4), there exist V 1 ⊆ R n−2 , an open neighborhood of − → λ e , U ⊆ Ω, an open neighborhood of x e , and a smooth function x : V 1 → U such that x( − → λ e ) = x e , and moreover, for each
∩ U is a non-degenerate regular equilibrium state of the integrable system (2.3). Assume that I X (x e ) = 0. Since the function
, for every − → λ ∈ V . Now the conclusion follows from Theorem (5.7) applied to each non-degenerate regular equilibrium point x(
6 Leafwise stability of non-degenerate equilibria of completely integrable systems
The aim of this section is to provide a criterion to decide leafwise stability of nondegenerate regular equilibria of Hamiltonian realizations of completely integrable systems. In order to do that we fix a non-degenerate regular equilibrium point of the completely integrable system (2.1) realized as the Hamiltonian system (2.3), and we choose an open neighborhood around the equilibrium point, where the Darboux Normal Form Theorem (5.3) can be applied. More precisely, let
be the vector field associated to the completely integrable system (2.1), realized as the Hamiltonian dynamical system (2.3), i.e., Ω, {·, ·} ν;
be a non-degenerate regular equilibrium point of X. Let (Ω ′ , Φ 1 , Φ 2 ) be a triple as introduced in Theorem (5.3), consisting of an open neighborhood Ω ′ ⊆ Ω of x e , and two smooth functions Φ 1 , Φ 2 ∈ C ∞ (Ω ′ , R), such that the map Φ :
, is a smooth diffeomorphism, and ν(x) = 0, for every x ∈ Ω ′ . Then, Φ ⋆ X, the push forward of the vector field X by Φ, is a Hamiltonian vector field, with Hamiltonian Φ ⋆ H = Φ ⋆ C n−1 , defined on the Poisson manifold W ′ , {·, ·} ν Φ ;Φ⋆C 1 ,...,Φ⋆C n−2 , and has the expression ..,C n−2 , which contains the nondegenerate regular equilibrium point x e . Since Z(ν| Ω ′ ) = ∅, it follows from the second section of the article that Σ ′ xe is the connected component which contains x e , of the two-dimensional manifold given by C −1 ({(c 1 , . . . , c n−2 )}), if C(x e ) =: (c 1 , . . . , c n−2 ) is a regular value of C := (C 1 | Ω ′ , . . . , C n−2 | Ω ′ ), or given by C −1 ({(c 1 , . . . , c n−2 )}) \ Crit(C), if (c 1 , . . . , c n−2 ) is a critical value of C, where Crit(C) ⊂ Ω ′ stands for the set of critical points of C.
Consequently, since Φ : for every (y 1 , y 2 , c 1 , . . . , c n−2 ) ∈ Φ(Σ ′ xe ). Since ν(x) = 0 for every x ∈ Ω ′ , we obtain that ν Φ = Φ ⋆ ν · Φ ⋆ Jac(Φ) is nonvanishing in W ′ . Consequently, using the relation (6.2), it follows that the 2−form ν Φ (y 1 , y 2 , c 1 , . . . , c n−2 ) · dy 1 ∧ dy 2 , is the symplectic form on Φ(Σ Consequently, as Φ(x e ) = (Φ 1 (x e ), Φ 2 (x e ), c 1 , . . . , c n−2 ), it follows that ∂H c 1 ,...,c n−2 ∂y 1 (Φ 1 (x e ), Φ 2 (x e )) = ∂(Φ ⋆ H) ∂y 1 (Φ(x e )) = 0, ∂H c 1 ,...,c n−2 ∂y 2 (Φ 1 (x e ), Φ 2 (x e )) = ∂(Φ ⋆ H) ∂y 2 (Φ(x e )) = 0, (6.3) and so the point (Φ 1 (x e ), Φ 2 (x e )) is an equilibrium state of the two-dimensional symplectic Hamiltonian system (6.2). Hence, in order to study the dynamics of the vector field (Φ ⋆ X)| Φ(Σ ′ xe ) around the equilibrium point Φ(x e ), we shall study instead the dynamics of the two-dimensional symplectic Hamiltonian system (6.2) around the equilibrium point (Φ 1 (x e ), Φ 2 (x e )).
Next result presents the local dynamics around a non-degenerate regular equilibrium point, x e , of the Hamiltonian system Ω, {·, ·} ν;C 1 ,...,C n−2 , H = C n−1 , restricted to the corresponding symplectic leaf Σ xe of the Poisson manifold Ω, {·, ·} ν;C 1 ,...,C n−2 .
Theorem 6.1 Let x e ∈ E C n−1 C 1 ,...,C n−2 be a non-degenerate regular equilibrium point of the vector field X realized as the Hamiltonian dynamical system (2.3). Let Σ xe ⊂ Ω be the sympectic leaf of the Poisson manifold Ω, {·, ·} ν;C 1 ,...,C n−2 , passing through x e . Then the following assertions hold true. (µ) = µ 2 + I X (x e ).
(b) If I X (x e ) < 0, then the equilibrium state x e is an unstable equilibrium point of the restricted vector field X| Σ x e .
(c) If I X (x e ) > 0, then the equilibrium state x e is a Lyapunov stable equilibrium point of the restricted vector field X| Σ xe .
(d) If I X (x e ) > 0, then there exists ε 0 > 0 and a one-parameter family of periodic orbits of X| Σ xe (and hence of X too), {γ ε } 0<ε≤ε 0 ⊂ Σ xe , that shrink to x e as ε → 0, with periods T ε → 2π √ I X (xe)
as ε → 0. Moreover, the set {x e } ∪ 0<ε<ε 0 γ ε represents the connected component of Σ x e \ γ ε 0 , which contains the equilibrium point x e .
Proof. In order to prove the Theorem we shall restrict our analysis to an open neighborhood Ω ′ ⊆ Ω around x e , where the Darboux Normal Form holds true. Consequently, using the above notations, we shall consider in the following, the local dynamics of the vector field X| Σ ′ xe around the equilibrium point x e . ) (Φ(x e )) (by Proposition (5.1)), it follows that L X| Σ xe (x e ) represents the linearization of the system (6.2) evaluated at the equilibrium point (Φ 1 (x e ), Φ 2 (x e )). Consequently, we have that In order to prove the relation (6.4), let us compute first d 2 H c 1 ,...,c n−2 (Φ 1 (x e ), Φ 2 (x e )). A straightforward computation leads to where β ∈ R \ {0} is a parameter. The above system is the Rikitake system introduced in [5] in the particular case α = µ = 0. Let us denote by X β ∈ X(R 3 ) the vector field which generates the Rikitake system (7.1), i.e., for every (x, y, z) ∈ R 3 .
Consequently, the associated scalar quantity, I X β (0, 0, M), becomes 
(7.5)
2. The second realization of the vector field X β is given by 6) where ν ≡ −1, C 1 = I β 2 , and C 2 = I 1 . In this case, the vector field X β admits a Hamiltonian realization of the type (2.3), (R 3 , {·, ·} −1;C β , H), i.e., X β = X H , where H := C 2 , C β := C 1 , and the Poisson bracket {·, ·} −1;C β is given by {f, g} −1;C β · dx ∧ dy ∧ dz := −dC β ∧ df ∧ dg, for every f, g ∈ C ∞ (R 3 , R).
Regarding the symplectic foliation of the Poisson manifold (R 3 , {·, ·} −1;C β ), all leaves are regular and are given by the hyperbolic paraboloids Σ β c := {(x, y, z) ∈ R 3 : C β (x, y, z) = c}, c ∈ R.
After some straightforward computations, it follows that the set of regular equilibrium points of the Rikitake system (7.1), realized as the Hamiltonian dynamical system (R 3 , {·, ·} 1;C , H β ), coincides with the full set of equilibrium points, E X β , whereas the corresponding set of non-degenerate regular equilibrium points is {(0, 0, M) : M ∈ R} .
(7.7)
Equivalently, following the notations introduced in Section 3, each non-degenerate regular equilibrium point, (0, 0, M), M ∈ R, is a non-degenerate critical point of the smooth function F β/(2M ) ∈ C ∞ (R 3 , R) given by F 2M/β (x, y, z) = H(x, y, z) + 2M β C β (x, y, z) 
