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Abstract
The spectral properties of liquids in the terahertz (THz) region play an
important role in chemistry, as they reflect motions of large molecules and
molecular complexes which, in turn, govern chemical reactivity and processes
like solvation. This frequency regime is dominated by the weak and elusive
intermolecular forces (hydrogen bonds, ion-dipole interactions), which in-
terchange on ultrafast time scales. Despite the large amount of potential
information present in the low frequency window (0-300 cm−1), the proper
extraction of these spectral signatures does not rely yet on solid spectroscopic
tools, since 1D spectra (both in Raman and THz) turn out to be exceptionally
blurred and indistinct.
In this work, we demonstrate the potential and the capabilities of two-
dimensional Raman-THz spectroscopy to address and successfully disen-
tangle properties like couplings and broadening mechanisms of the intra-
/intermolecular modes. This novel spectroscopic technique is an extension of
the concept of 2D spectroscopy in other frequency regimes (NMR, infrared,
optical) to the THz frequency window.
Specifically, the inhomogeneity of the hydrogen bond networks in liquid
water has been investigated in the context of the Nuclear Quantum effects
(NQE). By measuring the THz photon echoes of different water isotpologues
at different temperatures, we have shown that the extended echo components
present in the 2D Raman-THz responses relate directly to the structural
lifetime of the hydrogen bond networks. This observation, together with
precious insights about the structure of water, proves that our technique can
indeed distinguish between homogenous and inhomogeneous broadening, key
XI
features of well established 2D techniques.
Another crucial aspect of multidimensional spectroscopies is the ability to
identify couplings. To this end, we recorded the 2D Raman-THz responses of
simple halogenated liquids, which serve as perfect model systems with their
well-defined intramolecular modes. The spectra reveal cross peaks which we
attribute to the coupling between the sharp intramolecular modes and the
much broader intermolecular degrees of freedom of these solvents.
The information retrieved with 2D Raman-THz spectroscopy demon-
strates the ability of our technique to grasp in detail the fundamental prop-




The properties of electromagnetic radiation that spans the frequency range
from 0.1 to 10 terahertz (THz=1012 Hz, 3 cm−1 - 330 cm−1, 3 mm-30 µm)
and, in turn, the properties of materials that can be investigated with such
light have drawn a lot of attention in recent years. This spectral region lies
between the electronic regime of millimeter or microwave radiation and the
photonic regime of optical/infrared light (Fig 1.1); this middle ground, where
the development of technologies to emit, detect and manipulate THz light
turns out to be quite challenging, is often referred as the Terahertz gap.
Nevertheless, countless and fundamental properties of all the states of matter
can be addressed in this frequency window such as collective modes in solids
and liquids, rotational dynamics in gas phase and plasma dynamics. This is
the reason why, in the past 20 years, THz technologies and its applications
have developed significantly, trying to bridge the above-mentioned gap.
The energy of THz photons (4 meV at 1 THz) is too low to ionize atoms
(in contrast, for example, to X-rays) and, as a consequence, damage biological
tissues. At the same time, many materials that are usually opaque at optical
and infrared frequencies are transparent to THz light as, for example, paper,
plastics, and textiles. The unique combination of these properties makes
such radiation really appealing, for example, for biomedical[9, 10] (tissue
imaging, pharmaceutical quality control), security applications[11] (screening
and detection of hidden threats and weapons) and conservation of historical
1
Figure 1.1: Differnt regions of the electromagnetic spectrum. Highlighted in
red the frequency range spanned by THz radiation.
arts[12] (different composition of historical inks). The degree of applicability
of THz technology goes together with the development of reliable and cost-
effective sources that emit THz radiation and, consequently, with systems
that can detect and make possible to perform spectroscopy with this radiation;
at the current stage, however, the still significant technological limits of these
devices do not allow yet THz science to go mainstream to the same extent
as its electronic and photonic counterparts.
Obviously, all possible applications are based on the ability of retrieving
some form of spectroscopic information from the investigated objects. For
this reason, it is important to understand how THz spectroscopy works and
spell out the specific information we can address when one performs such
spectroscopy.
1.1 Linear Terahertz Spectroscopy and Raman spec-
troscopy
The advent of ultrafast laser sources and semiconductor science in the late
1980’s set the stage for the development of THz time domain spectroscopy(THz-
TDS)[13]. THz transients obtained by shining ultrashort laser pulses onto
2
Figure 1.2: A summary of the properties of matter that can be addressed
with THz light. Figure adapted from Ref [1].
nonlinear crystals and dipole antennas have enhanced and extended the
accessibility to the low-frequency spectroscopic features of matter.
In the THz frequency window the electric field of a pulse can be fully
characterized without the use of an interferometer, and the subpicosecond
pulses allow time-resolved experiments with hundreds of femtosecond time
resolution. The basic idea of THz-TDS is that THz radiation is focused on a
sample and, subsequently, the reflected or transmitted light is sampled in
the time domain. In these techniques, one can simultaneously reconstruct
the amplitude and phase (and hence real and imaginary part of complex
optical constants at each frequency component) of the detected THz wave-
form. The direct access to all this information, simultaneously, is one of the
greatest advantages with respect to infrared or optical spectroscopy, where
one measures only the intensity of the light.
Most of the accessible excitations in the THz region of the spectrum
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are thermally populated degrees of freedom - kBT at room temperature is
∼6 THz - which are responsible for many of the macroscopic properties in
various systems. A great deal of spectroscopic features can be addressed
with THz spectroscopy and Fig 1.2 displays the typical dynamics that one
can learn about; for example, we have molecular rotations in gases[14, 15],
semiconductor dynamics and phonon vibrations[16] and low-frequency bond
vibrations in liquids[17, 18] and biological system[19]. The degree to which a
THz pulse can perturb a system is directly related to the amplitude of the
pulses’ electric fields and to the ability of such a field to displace charges (i.e
the transition dipole moment of the corresponding transitions). For example,
low-lying delocalized electronic states in solids and optical phonons have very
large transition dipole moments (∼150 Debye) whereas the ones for liquids
and gases are, generally, much smaller (3 to 4 orders of magnitude)[20].
In general, information about low-frequency modes in matter can be
addressed "nonresonantly" also using optical and near infrared light sources
through Raman interactions, specifically, with low-frequency Raman spec-
troscopy [21, 22]. Raman spectroscopy excites the sample with visible or near
infrared light and takes advantage of virtual levels to access the vibrational
level of a system. It consists on irradiating a sample with a monochromatic
source to excite molecules to a virtual state from which they instantaneously
relax back to a higher (Stokes scattering) or lower (anti-Stokes scattering)
vibrational level, resulting in inelastic scattered light being lower or higher
in frequency than the exciting photons, respectively. Even though removing
intense Rayleigh scattering line was an issue, Raman scattering has been
used extensively in the past[23, 8, 24] to study low-frequency properties of
liquids, when the THz technology was not yet developed.
Spectroscopically, the specific type of information one measures with
Raman and THz spectroscopy are, however, not exactly the same. Direct
far-infrared excitations are sensitive to the change of the dipole moment
whereas nonresonsant ones to the change in polarizability of the system, that
is, it probes the Raman active modes. This means that, depending on the
symmetries of the molecules, not all transition might be allowed for both
type of excitations and strong bands in the IR spectrum of a compound
4
Figure 1.3: Summary of the various intermolecular forces in the liquid phase.
Figure retrieved and adapted from the websitr www.chem.fsu.edu/chemlab/
chm1046course/interforces.html
might correspond to weak bands in the Raman and vice versa.
In this work, we will be focusing, in detail, on the spectroscopic properties
of liquids, taking advantage of both Raman and THz interactions.
1.1.1 Low-frequency interactions in liquids
A deep understanding of the liquid phase still poses a significant challenge to
today’s science. The properties of liquids lie somewhat in the middle between
the ones of gases and solids, but closer to solids. The intermolecular forces,
i.e. forces among different molecules - to be distinguished from the much
stronger intramolecular forces - can be thought as the "glue" that holds
molecules together. They determine many of the macroscopic bulk properties









Figure 1.4: Low-frequency absorption spectrum of water. Figure adapted
from Ref[2].
to solids, these interactions are more dynamic and happen on much shorter
timescales in the case of liquids.
The nature of the intermolecular forces is mostly electrostatic and disper-
sive (van der Waals). They are the result of mutual interaction of charged
species, and thus they exist between all molecules in the universe. Nonetheless,
since Coulomb attraction and repulsion wears off as the distance increases,
these forces are much more pronounced in liquids and solids where molecules
are close together. A summary of the different type of intermolecular in-
teractions in liquids is presented in Fig 1.3. In this list a special place is
held by ion-dipole interactions and hydrogen bond; the reason for this is
essentially twofold: first, they are the strongest in term of bond energies
and second, they are crucial for the properties of water, the most important
liquid on Earth. It is fair to say, that the reason why water plays a crucial
role in all biological processes is mostly due to the interplay between the two
above-mentioned intermolecular forces. The ability of hydrogen and oxygen
atoms to form strong hydrogen bonds gives water an innumerable amount
of anomalous macroscopic properties with respect to simple liquids, such
as density maximum at 4°C, decreased viscosity under pressure and many
others. Furthermore, the structure of proteins and DNA, their conforma-
tional changes, their biological activity and basically all the interaction with
solvents are mediated by the intermolecular forces.
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Raman and linear THz spectroscopy belong to the class of one dimensional
spectroscopy, where the spectroscopic information is displayed on a single
frequency axis. Normally, in one dimensional experimental spectra, due the
ultrafast timescales at which the intermolecular forces exchange, the results
of these interactions are seen as featureless, broad peaks in the range from
∼5-100 cm−1(up to 600 cm−1 in the case of water and strongly hydrogen
bonded systems) both in Raman[25, 26, 27] and linear THz spectroscopy[18,
17, 28]. This very fact can be clearly observed in the one dimensional THz
spectrum of water in Fig 1.4. This is why, in order to resolve ambiguities
about interpretation of these spectra, there is the need to thin out the






2.1 Concept of Two-Dimensional
Spectroscopy
To set the stage, it is important to understand why it is beneficial to ex-
plore beyond one dimensional spectroscopy. In general, multidimensional
spectroscopy can provide a wealth of spectroscopic information which is
intrinsically missing in the lower rank 1D techniques[29]. It can help to
distinguish between homogeneous and inhomogeneous line-broadening mech-
anisms of the interrogated transition, measure its anharmonicity and observe
couplings among different transitions. Such couplings, whose signature are
cross-peaks in a frequency-frequency correlation map, can reveal important
structural information about spatial correlations of two coupled transitions.
The first examples of multidimensional spectroscopies were developed in the
field of Nuclear Magnetic Resonance (2D NMR)[30] and, subsequently, in the
infrared spectral region (2D-IR)[31, 32, 33], investigating nuclear spins and
intramolecular vibrations (down to ∼1000 cm−1), respectively; nowadays,




























Figure 2.1: In (a) a schematic representation of a 2D spectrum. Panel (b)
shows the typical pulse sequence (in black the excitation pulses and in red
the emitted signal) and (c) examples of possible rephasing and non-rephasing
Fyenman diagrams.
In the prototype 2D experiment in the IR or visible spectral range, three
pulses (3-in-1-out) interact with the sample in a four wave mixing process[29],
as depicted in Fig 2.1(b). The three pulses are separated by variable time
delays: the first and the last (t1 and t2 in Fig 2.1) are called coherence
times (since the system is in a coherence state) whereas the one between the
second and the third pulse (T ) is called population time. Taking the Fourier
transform along t1 and t2, one can plot the resulting frequency-frequency two
dimensional map where, in general, the signal will consist of diagonal and/or
cross peaks. Many interesting properties can be revealed by looking at the
frequency position of the peaks, their shape and their evolution during the
population time T . Below, a summary of the insights one can learn about.
Diagonal Peaks:







In general, any four wave mixing process is a nonlinear light-matter
9
interaction based on a third-order optical nonlinearity[34]. This means that
one addresses the 3-rd order susceptibility χ(3) of the system:
P (3) ∝ χ(3)E1 · E2 · E3 (2.1)
where P is the macroscopic polarization created by the electric fields En
of the incident laser pulses. The 3-rd order nonlinearity is the lowest or-
der nonlinearity for isotropic media, such as liquids, since all even-order
susceptibilities vanish.
A useful and compact representation of the possible pathways that a
certain pulse sequence can induce on a system is given by the double sided
Feynman diagrams(Fig 2.1(c)). The Feynman diagrams’ language originates
from the density matrix formalism and a perturbative expansion of the
Liouville–von Neumann equation, which describe the time evolution of a
particular system interacting with multiple laser pulses. A thorough discussion
about these topics can be found at Ref[29]. The notations of the states in
the diagram denote various levels of different modes of the system; time runs
from bottom to top and the each line indicates the state in which the system
is after an interaction with a laser pulse. Arrows represent the interaction
with the electric field of the laser pulse; an arrow pointing towards the
system represents a change to a higher-excited state and an arrow pointing
away represents a change to a lower-excited state. The side of the diagram
where the arrow appears relates to an interaction with the ket(left) or
with the bra(right) of the systems’ density matrix. The last interaction is
connected with emission of the signal and always points away from the
system. In principle, two kind of diagrams are possible, namely rephasing
and non-rephasing diagrams. The former are related to a very important
special case: the photon echo pulse sequence, which gives one the tool to
disentangle homogeneous from inhomogeneous broadening. If we have an
inhomogeneous set of oscillators (i.e. some oscillators which sit in a slightly
different environment with respect to one another), the vibrational modes of
such molecules will keep memory of the oscillation frequency for a certain
time, ultimately the time at which the surrounding environment changes.
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If we excite these molecules and they remember their oscillation frequency
long enough, i.e. the environment does not rearrange in the time scale of
the experiment, they will run out of phase after the first excitation during
time t1 but they may "rephase" as a result of the interaction with the second
and third pulse and give rise to an echo whenever t1 = t2. Hence, rephasing
diagrams, which describe the pathways leading to photon echoes, evidence
the presence of inhomogeneous broadening in a system and can be visually
distinguished by the non-rephasing ones by looking at the swap of sign of
the coherences during time t1 and t2.
2.2 2D Spectroscopy in the low-frequency
regime
The extension of the above mentioned concept to the far IR part of the
electromagnetic spectrum (i.e. below 500 cm−1) can be, in principle, real-
ized either by means of 3-rd order THz techniques[35] (the low-frequency
version of 2D IR) or by fifth-order(or seventh-order) Raman spectroscopy[36]
where vibrational coherences are excited via pairs of two nonresonant field
interactions. These two approaches are sensitive to the change of the dipole
moment and polarizability of the system, respectively.
2.2.1 2D THz spectroscopy
Following the advances in the generation of tabletop strong THz pulses (with
electric field up to ∼MV/cm) required for nonlinear interactions[37], 2D THz
techniques have emerged, but their applicability is still currently limited
to systems with very large transition dipole moments, like semiconductor
solids[38, 39] and molecules in the gas phase[40]. To date, no 2D THz
experiment of liquids has been realized. Fig 2.2 shows the pulse sequence for
2D THz experiments, equivalent to the one in Fig 2.1(b) with three input
THz pulses and one emitted THz field[41].
Sometimes, in order to simplify the experimental setup, from the per-
spective of generation and recombination of multiple THz pulses, the second
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2D THz with T=0 
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Figure 2.2: Pulse sequences for and 2D THz, the classical approach and the
version without population time, and corresponding examples of Feynman
diagrams.
and third field interactions are coming from one and the same laser pulse,
forcing to zero the population time T. This simplification comes with the
price of not being able to monitor processes like spectral diffusion or chemical
exchange[42].
2.2.2 Raman-Echo and 2D Raman spectroscopy
To overcome the limited energies of available THz pulses, each resonant
THz field interaction could be, in principle, exchanged with two nonresonant
field interactions from a laser pulse in the VIS/NIR spectral range, which
induces a Raman process. The Raman effect is, generally, weak but that
might be overcompensated by the much higher available intensities of visible
or near-infrared laser pulses. By replacing every single THz interaction with
a pair of Raman interaction, one ends up with what is called Raman-Echo
spectroscopy[43], based on a seventh-order nonlinear signal. Despite the
incredible difficulty of this experiment, there have been attempts in literature
to implement this scheme[44, 45]. In order to lower the high nonlinearity of
the signal, Tanimura and Mukamel proposed 2D Raman spectroscopy[36],




























Figure 2.3: Pulse sequences for 2D Raman and Raman Echo spectroscopy
and corresponding examples of Feynman diagrams.
with respect to Raman-Echo spectroscopy, consisting of three nonresonant
interactions and thus based on a fifth-order signal, again with the population
time T forced to zero. Despite the lower nonlinearity, 2D Raman spectroscopy
turns out to be an exceptionally difficult experiment, due to the strong
contamination from third-order cascading effects[46, 47, 48, 49, 50]. Only
recently, schemes employing a pulse shaper have overcome this issue[51].
The 2-pulses-in-1-out approaches like 2D Raman and the version of 2D
THz spectroscopy wiht T = 0 imply that one of the interactions must induce
a two-quantum (or a zero-quantum) transition[42], which would be forbidden
in the pure harmonic case. However, it reasonable to assume that this is not
an issue in the case of the intermolecular modes of liquids which, presumably,
bear quite large anharmonicities. In the Feynman diagrams shown in Fig 2.3,
the two-quantum transition happen when a specific interactions forces a
quantum number to increase more than one unit (for example the first
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Figure 2.4: Pulse sequences for 2D Raman-THz and THz-THz-Raman spec-
troscopy and corresponding examples of possible Feynman diagrams.
2.2.3 Hybrid Raman-THz pulse sequences
The experimental challenges described for Raman and THz based 2D spec-
troscopy have set the stage for the development of experimental methods
relying on hybrid pulse sequences, combining both Raman and THz excita-
tions to generate the nonlinear signal[52]. Third-order based 2D-Raman-THz
hybrid methods were theoretically proposed by Cho[53] and they encompass
three different possible time orderings: THz-THz-Raman, Raman-THz-THz
and THz-Raman-THz. As both dipole and polarizability interactions are
comprised, the hybrid methods can provide increased sensitivity to study low-
frequency vibrational modes and their interactions. The reasoning concerning
the number of total input and output pulses spelled out in the previous para-
graph applies to the same degree for hybrid pulse sequences with only two
exciting pulses. Also here, one of the Raman or THz interaction must induce
a two-quantum transition[42]. After having developed the theory[54], the
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first experimental realization of hybrid Raman-THz spectroscopy came, quite
recently, from our group[55, 54]. It is called 2D Raman-THz spectroscopy
and it combines Raman and THz excitations to generate two distinct pulse
sequences: Raman-THz-THz and THz-Raman-THz. Owing to the linear
dependence on the applied THz electric field of the measured signal in 2D
Raman-THz spectroscopy, one can employ spectrally broad THz pulses with
weak electric fields. This new approach demonstrated the ability to report
on the extent of inhomogeneity of low-frequency intermolecular modes of
pure liquid water and in various salt solutions, providing a glance into the
correlation between macroscopic viscosity and structuring of hydrogen-bond
networks on the molecular level[4]. Later on, Blake and coworkers introduced
the complementary THz-THz-Raman pulse sequence which originated from
the THz-Kerr-effect[56, 57, 58, 59] by separating its nonlinear THz interac-
tion into two pulses. They used that pulse sequence to study the couplings in
halogenated liquids[60, 61], whose 1D spectrum shows sharp intramolecular
modes in the range 1-10 THz.
2.3 Dissertation outline
A detailed description of 2D Raman-THz spectroscopy, together with the
experiments that have been performed with it, are given in the next chapters.
In particular, we will be focusing on two aspects which are schematically
depicted in Fig 2.5; firstly, we will analyze the 2D Raman-THz response of
water, and in particular the features that are connected to the previously
described photon echo sequence, as function of temperature and isotope
substitution. This comes as a continuation of previous works[55, 4] and will
help to shed more light on the amount of inhomogeneity and the broadening
mechanism of the modes (and hence the structure) of the hydrogen bond
networks. On the left side of Fig 2.5, the low-frequency 1D infrared spectrum
of liquid water and an exaggerated example of the different possible scenarios
for the broadening mechanism of the low-frequency modes. If the collective
hydrogen bond network were perfectly homogeneous system on the timescales
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Figure 2.5: The topics on which this dissertation will be focusing on.
on the contrary, a long lived photon echo feature would be expected for large
inhomogeneous broadening, whose extent would be directly proportional to
the persistence of these extended molecular networks.
Secondly, we will investigate the response of different halogenated liquids
(the same type as Blake and co-workers studied[60, 61]), whose sharp in-
tramolecular modes are key to understanding possible coupling patterns that
might arise between different molecular vibrations(right-hand side of Fig2.5)





As already mentioned in the previous chapter, 2D Raman-THz spectroscopy
exploits both near-infrared and THz pulses as excitations to generate the
non-linear signal in the investigated sample. In particular, two complementary
pulse sequences are used: the Raman-THz-THz (RTT) and the THz-THz-
Raman (TRT) sequences (Fig 2.4 bottom)[55, 54].
In a 2D Raman-THz experiment, a nonresonant near infrared pulse and
a resonant half-cycle THz pulse interact with the sample. The first laser
pulse excites a coherence of an intermolecular (or intramolecular) vibrational
mode through either a nonresonant Raman or a resonant THz interaction,
depending on which of the pulses hits the sample first. After time t1, the
second pulse (THz or Raman, respectively) interacts with these modes a
second time, and the resulting intermolecular coherence is read out at time
t1 + t2 by the emission of a THz field from the sample. The magnitude of
the emitted signal is proportional to the THz electric field strength and to
the intensity of the Raman pump[54, 55]:
SIGNAL ∝ ET Hz · IRaman (3.1)
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3.2 Experimental Techniques
The main laser beam used for the experiments comes from the output of
a commercial Ti:Sapphire amplified system (Spitfire Pro). The s-polarized
pulses are emitted at a wavelength of 800 nm, with an energy of ∼0.8 mJ/pulse
at 5 kHz repetition rate. The pulse duration is ∼110 fs. Different copies of
the main beam are used in the setup to generate/detect the THz pulses and
as the Raman pump. The signals that we aim to measure are small, about
10−5-10−4 of the exciting THz field, which translates in long measurement
times, in the order of days. Therefore, an important requirement, together
with optimized detection sensitivity, is that the system must be stable enough
in order to be reliable for long averaging times. This stability is inherently
achieved by the relative simplicity of the experimental setup, where the only
non-linear processes are generation and detection of THz pulses; as such,
issues like, for example, beam pointing or sensitivity to pulse compression
are not so detrimental as they could be for systems with more delicate and
unstable non-linear processes like optical parametric amplification or white
light generation. Furthermore, since generation and detection arise from
the same laser pulse, timing jitter between the gate and the THz pulses is
marginal.
3.2.1 Generation and detection of THz pulses in Gallium
Phosphide
The THz excitation pulses are generated and detected through two equiv-
alent 0.1 mm thick gallium phosphide crystals, cut along the 〈110〉 plane
(GaP-110). Fig 3.1 shows a schematic view of the crystal with highlighted
the crystallographic directions. Both processes of generation and detection
originate from the nonlinear nature of GaP, which lacks of inversion symme-
try and as such, possesses a non-vanishing second order χ(2) susceptibility.
The choice of the crystal thickness depends on th experiment and the desired
performance; generally, THz emission strength and detection sensitivity are
proportional to the thickness of the crystal. At the same time, the emission
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and detection bandwidth are inversely proportional to the thickness: this
reciprocal condition requires a trade-off between strength/sensitivity and
bandwidth that can be adjusted depending on the circumstances. Thin crys-
tals also limit the accessible temporal window due to etaloning effects. For
our experiments, we chose a 0.1 mm thick crystal (i.e. as thin as possible)
for both crystal because the aim is to maximize both the excitation and
detection bandwidth, at the expense of the strength of the electric field.
It is worth mentioning that, in order to achieve higher THz transients,
one could resort to another zincblende type nonlinear crystal: zinc telluride
(ZnTe). THz pulses generated via optical rectification in ZnTe are about 10
times stronger than the ones obtained with GaP (∼1 kV/cm and ∼10 kV/cm,
respectively) but the available bandwidth of the pulses is limited to ∼2.5 THz
by the self-absorption of the optical phonon resonances in the material[62].
In GaP, the available bandwidth is about 7 THz.
Figure 3.1: GaP crystallographic directions(red), polarization and propaga-
tion directions of the THz and optical beams. The angle alpha is the angle




For the THz generation, we focus part of the main beam (∼10 µJ) onto
the GaP crystal which emits THz via optical rectification[63]. In order to
give a brief overview of the process, we can start by writing electric field of
the impinging infrared pulse as the product of a carrier wave oscillating at
frequency ω times an envelope: E(t) = E0(t) cos(ωt). This intense electric
field will induce a second order non-linear polarization inside the crystal that
can be expressed as[62]




The two terms relate to the second harmonic field, that oscillates at a
frequency 2ω, and a ’rectified’ DC field. The latter represents the emitted THz
field, which - since the pulse has a duration of about 100 fs and consequently a
bandwidth ∆ω ≈10 THz - is the result of difference frequency mixing between
the frequencies inside the laser’s pulse bandwidth. As a consequence of this
mixing, the rectified component roughly reflects the envelope of the generating
laser pulse. The difference among these frequencies falls in the THz range[62].
The overall conversion efficiency of this process is extremely low, ≈10−7 of
the incident pulse energy[20], which translates in quite weak THz electric
fields.
In order to maximize the efficiency of the generation process, it is im-
portant to place the crystal with the right orientation with respect to the
polarization of the incoming laser field. In Fig 3.1 the yellow arrow indicates
the propagation direction of the infrared field and the emitted THz field
which are both perpendicular to the 〈110〉 plane. The azimuthal angle alpha
between the polarization direction and the [-1,1,0] direction at which the
non-linear response of the material is maximized is around 60 degrees[64].
Detection
The method used for the detection is a conventional electro-optic sampling
scheme[62] and it is depicted in Fig 3.2. It is based on the Pockels effect in
20
which an applied field causes the detector crystal to become birefringent.





where ET Hz is the THz electric field co-propagating with the optical
beam. When the s-polarized 800 nm sampling pulse (energy of few nJ)
travels through the crystal at the same time as one point in the THz pulse, a
phase-retarded p-polarization component is generated, resulting in a slightly
elliptically polarized beam.
Figure 3.2: Electro-optic sampling scheme used in the 2D Raman-THz setup.
Figure adapted from Ref[3].
The magnitude of the induced p-polarization is proportional to the
magnitude of the co-propagating THz field, and the direction of rotation is
proportional to the sign of the field. The infrared light is then passed through a
quarter wave-plate which results in a distorted circularly polarized beam; this
polarization modulation is subsequently converted to an intensity modulation
by a Wollaston prism, whose function is to spatially divide the beams with
perpendicular polarization and send them to a balanced photodetector. Such
intensity difference between the two orthogonally polarized components is




∝ ∆n ∝ ET Hz. (3.4)
In this manner, the entire pulse amplitude as a function of time is mapped
out by scanning the delay line that determines when the readout pulse arrives
at the detector crystal relative to the THz pulse. In order to further reduce
the s-polarization component relative to the p-polarization one and thus
increase the overall sensitivity of the system, a sequence of zinc-selenide
(ZnSe) Brewster windows is placed between the crystal and the quarter-wave
plate[3]. As with the generation process, the rotation of the detection crystal
with respect to the gating beam and THz pulse polarization (parallel to one
another) is crucial to achieve maximum detection efficiency. In this case the
best angle alpha(Fig 3.1) for maximum sensitivity is 0 degrees[65].
THz pulses
The THz pulses generated and detected with the above-mentioned meth-
ods are shown in Fig 3.3. They are "half-cycle" pulses with a duration of
140 fs(FWHM of the positive spike) and with a spectrum that extends from
0.2 to ∼7 THz peaked at 1.3 THz.





































Figure 3.3: THz pulse in time domain (left-hand side) and corresponding
spectral amplitude (right-hand side)
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3.2.2 2D Raman-THz experimental setup
The setup for the 2D Raman-THz experiment is based on a conventional
THz-probe setup[66] and is sketched in Fig 3.4. With the help of beam
splitters, the main beam is split into three branches: Raman pump, THz
generation and THz detection. As already described in the previous section,
the generation and detection beams are focused with a lens (f=750 mm
and f=400 mm respectively) to a spot size of ∼50 µm onto two equivalent
GaP crystal. The generated THz pulses are then focused onto the sample
and subsequently collected on the detection crystal via two custom made
aluminum elliptical mirrors (f=83 mm), whose position on the optical table
is fixed; the mirrors are built such that the geometrical position of the four
theoretical foci, two of which coincide in the sample position, is known. Due
to the large area of the mirror, the numerical aperture of such a system is
close to unity which means that the THz pulses are focused to an almost
diffraction limited spot in the focus.
Precise positioning of the optical elements (sample, generation and detec-
tion crystals) in the elliptical mirrors foci is made possible through the help
of an aluminum alignment tool and a precision measurement tool, the latter
of which can measure relative distances with a precision up to ∼100 µm. It
is important to place the elements in the foci as precise as possible to both
maximize the efficiency of the processes and to avoid artifacts that might
arise from a wrong Gouy phase[67]. The detection beam is controlled by a
fast-scanning delay stage (see next section for details) labeled as t2 and fed
into the detection crystal through a small hole drilled in the elliptical mirrors.
The pump beam, with energies ranging from 8 to 150 µJ, is passed through
a conventional optical delay stage (t1), chopped at half the frequency of the
laser’s repetition rate, focused (f=1 m) onto the sample, and subsequently
coupled out of the elliptical mirrors. The actual focal point is placed after
the sample, such that the spot size of the optical beam is matched with the
spot size of the focused THz pulses (250 µm) at the sample position. All
the THz section of the setup is enclosed in a nitrogen purged box, to avoid
absorption from water vapor. The sample can be either a 50 µm windowless
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Figure 3.4: Experimental setup for 2D Raman-THz spectroscopy
free falling jet (when the sample is liquid water)[55, 68] or a sealed static
cuvette made of two thin (∼100 µm) sapphire windows separated by a teflon
spacer (50-500 µm)[69].
3.2.3 Fast Scan delay stage
In a previous version of the setup[55], an additional chopper to modulate
the generation beam at a quarter of the laser’s repetition rate (two pulses
on, two pulses off) and a stepper motor on the detection branch were part of
the setup. The total measured signal was composed of four states (two from
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In our experiment, the signal of interest is defined as the pump-induced
time evolution of the change in the THz pulse wavefront transmitted through
the sample; therefore, the signal at the detector with double chopping modu-
lation can be written as function of the four states:
Sstep = (S11 − S10) − (S01 − S00) (3.5)
The idea behind chopping the generation beam comes from the need
of taking care of the intensity fluctuations of the laser beam during the
acquisition time of the entire THz front. In this way, the correlated shot
to shot intensity variations and slow drifts (on the order of ∼1 second for
these laser systems), are removed via subtraction of subsequent pulses. This
procedure comes at the price of an increased measurement time, since half
of the shots are "wasted" to take care of the laser noise. Measurement times
are extremely long, thus faster acquisition methods are crucial for a more
practical implementation of this spectroscopy.
Currently and for all the results shown in this dissertation, the delay
stage on the detection beam path consists of self-referenced continuously
moving retroreflector (FastScan APE), which has replaced both the detection
stepper motor and the additional chopper on the generation beam path. Now,
the total signal is simply:
Sfast = S11 − S01 (3.6)
The settings on the motor controller allow to acquire an entire THz front
in one second, that is a 1 Hz scanning frequency. In an ideal experiment,
one would acquire the entire THz front with few sampling pulses as possible
(ideally on a single shot basis[70]), in order to simultaneously handle both
shot to shot and slow fluctuations.
In figure Fig 3.5 the noise performances of the FastScan versus the step
scan are compared. On the left side, we can see how, qualitatively, the two
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Figure 3.5: Noise comparison of Fast scan vs Step scan.
wavefronts acquired with the two methods look very similar, although they
differ by a factor 40 in the acquisition time. For a more quantitative analysis,
we compare the noise of a 2D map (right-hand side of Fig3.5) with the same
averaging times, but with a difference of a factor 2 in the number of laser
shots (because in the fast scanning setup the generation chopper is removed),
for the two scanning methods. The comparison of the standard deviation
shows an improvement of a factor 2 in the signal to noise ratio (SNR) which
translates in a factor 4 in the actual acquisition time. This results indicates
that, evidently, we have two components contributing to the improvement of
the SNR: a
√
2 factor just from removing the generation chopper and hence
doubling of the amount of laser shots used to acquire the signal (the SNR
goes as
√
N , where N is the number of laser shots). Another
√
2 factor comes
from the fact that with fast scanning, apparently, we get rid of intensity
fluctuations of our laser system that happen on a time scale that is slower
than 1 second, since the scanning frequency of the motor is 1 Hz.
3.3 Instrument response function and pulse
sequences
In general, any signal is convoluted with the instrument response function
(IRF) of the system that measures it. The total measured response is given
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by the convolution of the not infinitesimally short excitation pulses with













Figure 3.6: The time-domain 2D plot of the IRF with the THz and Raman
pulses shown along the right and upper axis; the RTT quadrant is shaded
in yellow and the TRT in grey. Black dashed lines highlight where the echo
signal would show up for both quadrant.
For our experiment, for a given molecular response R(t′′, t′), the 3rd order










dt′dt′′ ET Hz(t2 − t′′)
· IRaman(t2 + t1 − t′′ − t′)R(t′′, t′)
(3.7)
where ET Hz is the field of the THz pulse and IRaman is the intensity profile
of the Raman pump pulse. This equation assumes that the mixing process
is quasi phase-matched, and that absorption and dispersion effects in the
propagation of the THz pulse from the sample to the detection are small (for
a thorough discussion of these effects, see Ref. [55]). If we now assume an
27
hypothetical instantaneous (i.e. δ-shaped) molecular response of the form
R(t′′, t′) = δ(t′′)(t′), we obtain an expression for the IRF:
IRF (t1, t2) =
d
dt2
[ET Hz(t2) · IRaman(t2 + t1)], (3.8)
where the argument t2 +t1 accounts for the arrangement of the delay lines
in our experimental setup. The 2D time-domain plot of the IRF is shown in
Fig. 3.6a. For Eq 3.8, we used the THz pulse in Fig 3.3, and an Gaussian-
shaped intensity profile for the Raman pulse IRaman with a fitted FWHM
of 110 fs (the pulses are shown along the right and upper axis in Fig. 3.6a,
respectively).
The delay lines’ arrangement in our 2D Raman-THz experimental setup
allows to generate two distinct pulse sequences: the (RTT) and the (TRT)
sequence. Delay t1 is defined as the time between the first (Raman for RTT
sequence and THz for TRT sequence) and the second THz for the RTT and
Raman for the TRT) excitation pulses, whereas t2 as the time between the
THz excitation pulse and the emitted THz field, so not necessarily between
the second pulse and the emitted field. On a 2D map, RTT quadrant defines
the region of space where t1,t2 > 0 whereas TRT where t1+t1 > 0 with
t1 < 0. The two quadrants are highlighted in yellow and gray respectively on
Fig 3.6.
3.4 Echo pulse sequences
In chapter 2, we described the case of a photon echo signal, whose presence
is the signature of an inhomogenously broadened system and it describes the
timescale at which an heterogenous system evolves into an homogenous
one. The concept of an "echo" in spectroscopy has been established in
many different frequency regimes, and the first example traces back to
NMR[71], with spin echoes arising from the refocusing of the magnetisation
of a two-level spin system. Later on, the concept was extended to infrared
and optical frequencies where the echo stems from the inhomogeneous nature

















Figure 3.7: In panel (a) the echo pulse sequence for the RTT quadrant and in
panel (b) an example of an echo measured with 2D Raman-THz spectroscopy
(in the specific case, the sample was a 3M aqueous solution of SrCl2) on the
right-hand side. Figure adapted from Ref[4].
specific frequency regime, the mechanism that leads to the build-up of an
echo is basically the same: two laser pulses (or three depending on the specific
technique) impinge on a sample, the first generates a coherence that oscillates
and then dephases as time proceeds; the second pulse then might revert this
coherence giving rise to an echo, provided that the investigated transition
is inhomogeneously broadened. Given the reciprocity of time and frequency
domain, the observation of an echo in a 2D response is the time-domain
equivalent of an elongated diagonal peak in a 2D spectrum and therefore
has the same ability to distinguish between inhomogeneous and homogenous
dephasing. Obviously, the time and frequency representation withhold the
exact same amount of information and thus the choice reduces to which of
the two representations is more intuitive.
With 2D Raman-THz spectroscopy, and in general with all the low
frequency multidimensional spectroscopy methods, we are after THz photon
echoes, which arise from the inhomogeneity of the intermolecular degrees
of freedom of the system. The decay of an echo directly correlates with
the lifetime of the intermolecular modes, or, in other words, the lifetime of
local structures on a length scale that equals the delocalization length of the
intermolecular modes. In particular, we are interested in echoes in liquids
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which, given the ultrafast dynamics of the intermolecular forces, are expected
to be on ultrafast timescales.
In a typical 2D Raman-THz response, as the one shown in Fig 3.7b, a
THz photon echo would show up in the RTT quadrant along the diagonal line
where t1 = t2, whereas for the TRT quadrant along the −2t1 = t2. Despite
the complicated and extended shape of the IRF in the time domain, we can
identify the upper right quadrant(where the t1 = t2 diagonal lies) in the
RTT sequence as less affected by the convolution of the pulses and thus well
suited for the detection of a possible echo signature(Fig 3.7b). Conversely,
the TRT quadrant is more susceptible to the pulses’ overlap region, making





This work has been published in Proceedings of the National Academy of
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4.1 Introduction
The measurable variations in the different dynamical and thermodynamic
properties of light (H2O) and heavy (D2O) water, which have been noted
almost a century ago [74], are considered to be a clear manifestation of the
quantum-mechanical nature of water [75]. Due to the small mass of the proton,
nuclear quantum effects (NQE) such as delocalization, zero point energy, and
tunneling, modify the hydrogen bond strength/length and consequently the
structure and dynamics of the hydrogen-bond networks, which in turn are
considered to be the source of the anomalous behavior of water [76, 77]. The
most prominent isotope effects include the elevation in the melting point
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Figure 4.1: Viscosity of H2O (red), D2O (blue) and H182 O (green) in the
temperature range relevant to this study. Data are compiled from Refs.[5, 6, 7]
and temperature of maximum density by 3.8 K and 7.2 K, respectively [78],
and the increase in viscosity of about 23 % at room temperature upon
deuteration of water [74, 79, 80, 5]. The higher structural stability and
slowdown in dynamics in D2O are commonly explained by the stronger
hydrogen bonds due to the reduced delocalization of the more classically
behaving deuterium. For example, X-ray and neutron scattering confirmed
that the oxygen-oxygen and oxygen-hydrogen radial distribution functions
of D2O are more structured than those of H2O [81, 82]. However, more
elaborate models of competing quantum effect were put forward recently [83].
That is, the anharmonicity of the OH-stretch potential renders the quantum-
mechanical expectation value of the bond length longer in H2O, thereby
increasing the Coulombic interactions of the proton to a hydrogen-bonded
water. This effect causes the lattice constant of H2O ice Ih to be smaller than
that of D2O ice Ih [84, 85], and the question whether hydrogen bonding is
stronger or weaker in H2O does depend on the structure of the hydrogen bond
networks [86]. Also the inversion of the liquid-vapor isotope fractionation
ratio at a certain temperature has been attributed to that effect [87].
The temperature-dependent viscosity is a particularly revealing observable
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to discuss isotope effects (Fig. 4.1). Robinson and coworkers [79] and later
Harris and coworkers [80, 5] demonstrated that the temperature dependent
viscosity η of D2O (Fig. 4.1, blue) can be mapped onto that of H2O (Fig. 4.1,





· ηH2O(T − ∆T ), (4.1)
where m is the mass of the two isotopologues. This mapping works remarkably
well with an accuracy of 1% in a wide temperature range from T =243-323 K
when assuming an effective temperature shift of ∆T=6.5 K. The physical
reasoning for this expression is the following: if classical mechanics would
apply, it can be shown on very general grounds that any thermodynamic
property (e.g., melting point, density maximum, or the distribution of hydro-
gen bond networks as a function of temperature, etc.) would be the same for
all isotopologues. This is since kinetic energy and potential energy partition
functions separate, the latter of which being independent of nuclear mass [88].
Dynamical properties (hydrogen-bond vibrational frequencies, self-diffusion
or viscosity, etc.), on the other hand, scale with the square-root of mass
(i.e., the first term in Eq. 4.1) both in classical and in quantum mechanics.
Consequently, the second term in Eq. 4.1 accounts for NQEs. To that end, it
is commonly assumed that H2O at a given temperature is structurally very
similar to D2O at a somewhat elevated temperature, the idea being that
enhanced thermal fluctuations in the latter case mimic zero-point fluctua-
tions in the former case [89, 90, 91, 83, 92]. We stress though that the exact
number of the temperature shift ∆T varies depending on observable (e.g.,
3.8 K for the melting point vs 7.2 K for the density maximum), reflecting
the fact that a temperature shift is of course only an effective (empirical)
way to account for NQEs.
In this regard, the temperature dependent viscosity of H182 O, whose mass
is the same as that of D2O, is very instructive. It is only ∼5% larger than
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· ηH2O(T ), (4.2)
i.e., with the mass factor but without any temperature shift. H182 O exhibits
the same NQEs as H2O, since the major source of NQEs is the light proton
in both cases. For example, the melting point and the density maximum
of H182 O differ by only 0.2-0.3 K from those of H2O [78]. Nevertheless, the
mass factor does appear in Eq. 4.2 and accounts for the dynamical aspect of
viscosity.
Conversely, Nilsson and coworkers have presented X-ray scattering results
deep into the supercooled regime [93], and concluded that the D2O data
can be mapped onto the H2O by applying the analogue of Eq. 4.1 with a
temperature shift of ∆T=5 K, but without any mass factor. In light of the
discussion above, that is expected, since scattering experiments measure
essentially instantaneous snapshots of molecular structure, i.e., a purely
thermodynamic aspect.
The hydrogen-bonding capability of water supports locally distinct struc-
tures that might live for a certain, relevant time span. If one were to instanta-
neously freeze all motion of liquid water, similar to amorphous ice, one would
obtain structurally very heterogeneous snapshots, which would result in inho-
mogeneously broadened bands in all types of vibrational spectroscopies that
are sensitive to molecular structure (e.g., dielectric relaxation and THz [94],
IR [95, 96, 97, 98], or Raman spectroscopy [99]). However, liquid water is of
course very dynamic and those structures interconvert on very fast timescales,
which has a tendency to render the spectroscopic response homogeneous.
Being able to discriminate homogeneous from inhomogeneous broadening
therefore will tell a lot about the amount of structuring in water and the
lifetime of those structures.
However, conventional (1D) spectroscopic techniques cannot make the
distinction between homogeneous and inhomogeneous broadening [100]; that
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Figure 4.2: 2D Raman–THz–THz responses of neat H2O and D2O at different
temperatures. Full 2D signals for H2O at (a) 293 K and at (b) 276 K, as well
as for D2O at (d) 293 K and at (e) 280 K. The upper-right quadrants, which
correspond to the Raman–THz–THz pulse sequence, and the main diagonals
t1 = t2 (dashed line) are indicated. Panel (c) compares 1D cuts along the
t1 = t2 diagonal for H2O at 293 K (dashed red line) and at 276 K (solid blue
line), and panel (f) compares those for D2O at 293 K (dashed red line) and
at 280 K (solid blue line), in either case together with single-exponential
fits (dashed lines). The 1D and 2D data are normalized to the maximum
signal, and the 1D cuts start at 50 fs, after which time the effects of the
pump-probe-pulse overlap can be neglected.
has been applied widely to study the time-dependent inhomogeneity of the OH
(or OD) stretch vibration of liquid water [101, 102, 103, 104, 105], revealing
a typical lifetime of hydrogen bonds in the order of 1 ps. Furthermore, 2D
THz-IR-VIS spectroscopy has been demonstrated recently that focuses on
the coupling between inter- and intra-molecular modes [106]. However, the
intramolecular OH stretch vibration is a high-frequency mode with ~ω ≫
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kBT , which is completely frozen at room temperature. A 2D spectroscopy
fully in the THz regime would therefore be desired, where the intermolecular
modes are found that are thermally excited and hence render liquid water a
liquid.
Both 2D-Raman [36, 48, 50, 107] as well as 2D-THz [40, 39] spectroscopy
have been developed, but as of today, these experiments have not been feasible
for liquid water. We [54], as well as Blake and coworkers [60, 61], have therefore
proposed 2D Raman-THz hybrid spectroscopies, which did result in the first
2D response of liquid water in the THz spectral range [55]. We concentrate on
the Raman-THz-THz pulse sequence with THz pulses peaking at ≈50 cm−1,
i.e., in the region of the hydrogen-bond bend vibration of liquid water, and
spectrally extending into the hydrogen-bond stretch band at ≈200 cm−1. In
such an experiment, the Raman pump excites an intermolecular vibrational
coherence, which after time t1 is switched to another coherence state by a
THz pump pulse. This coherence evolves as a function of time t2 and emits
a THz field that is detected. Among the many possible coherence pathways,
there is a rephasing pathway that switches the sign of the coherence, which
requires that the first Raman interaction induces a single-quantum transition,
while the second THz interaction induces a two-quantum transition [42, 108].
If the mode under consideration is inhomogeneously broadened on the time-
scale of the pulse sequence, that coherence pathway will result in an echo,
which peaks at a time t2 that equals the time-separation t1 between the two
excitation pulses.
In pure water, we found that the signal is indeed slightly extended in the
echo-direction t1 = t2 [55]. Modelling the data base on a very simple model
(a single anharmonic oscillator), we suggested that the echo originates mainly
from the hydrogen-bond bend vibration at ≈200 cm−1, and that a large
fraction of its linewidth is attributed to quasi-inhomogeneous broadening in
the slow-modulation limit with a correlation time of 370 fs [108]. However,
the echo is masked to a significant extent by the instrument response function,
hence we set out in a subsequent publication [4] to artificially increase the
amount of inhomogeneity by adding salts to the solution. This addition
indeed extended the echo, and we found a strong correlation of the echo-
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decay time with the viscosity increase induced by a particular cation. For
MgCl2, which is characterized as a strong “structure maker”, the echo decay
starts to exceed the free induction decay time along the t1 axis, thereby
establishing the concept of an echo in these experiments.
In the present paper, we explore how NQEs affect the lifetimes of struc-
tural inhomogeneities by directly comparing the extent of the echo signal of
the 2D Raman-THz responses for H2O and D2O. We follow the temperature
dependence and isotope shift of the echo lifetime from room temperature
down to their freezing points. We furthermore consider H182 O in order to
disentangle NQEs from trivial (classical) mass effects, in analogy to viscosity
(Fig. 4.1). Along with a gradual increase in sample inhomogeneity with
decreasing temperature for a given isotopologue, the observed isotope effects
on the echo lifetime is attributed to NQEs.
4.2 Results
First, we measured the 2D Raman-THz signal of H2O in a temperature range
of 293 K-276 K. Fig. 4.2a,b serves to demonstrate the qualitative differences
in the 2D response at the extreme temperatures considered in this study.
As has been discussed previously [55, 109, 108], the measured signals in
2D Raman-THz spectroscopy are governed by the quite evolved instrument
response function (IRF), which significantly smears out the real molecular
signatures. We will focus our analysis on those parts of the 2D response that
are less susceptible to such contaminations from the IRF , i.e., the diagonal
t1=t2 in upper right quadrant (dotted lines in Fig. 2), along which an echo
is expected in the Raman-THz-THz pulse sequence. Figs. 2a,b show that
the relaxation dynamics along this diagonal becomes slower with decreasing
temperatures. Fig. 4.2c presents 1D cuts along the diagonal together with
single exponential fits (dashed lines), for which this trend is more clearly
visible. Fig. 4.3 confirms that observation on a more quantitative level by
plotting the relaxation times of H2O (red) derived from the single exponential
fits to the 1D cuts along t1=t2 against temperature. Overall, the decay can
be modelled extremely well assuming a single-exponential function, and it
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Figure 4.3: Echo decay times of H2O (red), D2O (blue) and H182 O (green) as
a function of temperature. While H2O and D2O have been measured under
absolutely comparable conditions and post-processed identically, H182 O has
been measured differently. For a direct comparison with the H2O and D2O
data, the H182 O data were up-scaled by 5%, as discussed in Materials and
Methods. The lines are linear fits to guide the eyes.
slows down by almost 20% from 74±2 fs at room temperature to 95±2 fs at
276 K.
Next, we obtained the 2D Raman-THz responses for D2O in the temper-
ature range of 293-280 K. Figs. 2d,e show the full 2D signals observed at
room temperature and close to the freezing point of D2O, respectively, and
Figs. 2f 1D cuts along the diagonal t1=t2. As in the case of H2O, the signal
along the diagonal is clearly extending with decreasing temperature. Fig. 4.3
reveals that the decay times for D2O (blue) are consistently slower than for
H2O (red), ranging from 81±3 fs at room temperature to 98±2 fs at 280 K.
Analyzing the H2O and D2O results in the context of Eq. 4.1, we find that
either one of the two correction factors could explain the difference in the echo
decay time, but it turns out that both at the same time would overestimate
the effect. That is, the difference in the echo decay time is 6.5 ± 1%; within
signal-to-noise the same as the factor
√
mD2O/mH2O = 1.054. In that scenario,
the difference in the echo decay time would reflect a (trivial) dynamical effect.
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Conversely, given the identical slope of the two plots, one may also shift the
D2O data onto the H2O data by introducing an effective temperature shift
of ∆T = 4.5 ± 1 K. Such a temperature shift is well within the range of what
would be considered a reasonable value for a NQE; e.g., it is about the same
as the shift of the melting point (3.8 K). If that is the explanation for the
difference, one would conclude that the echo lifetime measures the different
degree of hydrogen bond structuring of H2O vs D2O.
From the results of H2O and D2O alone, we cannot decide which one of
the two explanations is correct. We therefore now turn to H182 O, whose mass
is the same as that of D2O, which however equals H2O in terms of NQEs.
Fig. 4.4 compares the echo decay along the diagonal t1 = t2 for H182 O (green)
with those of H2O (red) and D2O (blue) at 293 K, all of which are measured
under directly comparable conditions, and Fig. 4.3 (green) plots the echo
decay time of H182 O as a function of temperature. In either case, the result
for H182 O and H2O are indistinguishable within error, while the echo decay
of D2O is clearly slower. This in turn evidences that the difference of H2O
vs D2O is due to NQEs, and not due to a dynamical mass factor:
τD2O(T ) = τH2O(T − ∆T ). (4.3)
We therefore propose that the echo decay time indeed reflects NQEs.
4.3 Discussion and Conclusion
In light of the discussion of Eq. 4.1, it might seem puzzling that the square-
root-mass factor is not observed in the echo decay time; after all, that is a
dynamical aspect. We think of dephasing in a liquid like water in terms of
“spectral diffusion”, i.e. an ensemble of modes, whose frequencies fluctuate as
a function of time with a characteristic correlation time τc [29]:
〈δω(t)δω(0)〉 = ∆ω2e−t/τc (4.4)
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Figure 4.4: 1D scan of the echo decay signal measured along the diagonal
t1 = t2 for H2O (red), D2O (blue) and H182 O (green) at 293 K, in either
case together with single-exponential fits (dashed lines). The insert shows
the same data on a log-scale. While these data have been measured slightly
differently than those in Fig. 4.2 (see Materials and Methods for details),
they are directly comparable among each other. The data are normalized to
the maximum signal, and the cuts start at 50 fs, after which time the effects
of the pump-probe-pulse overlap can be neglected.
where δω(t) = ω(t) − 〈ω(t)〉) is the deviation from the mean of the transition
frequency, and ∆ω is the standard deviation of the frequency distribution.
On the timescale τc, an instantaneously inhomogeneous ensemble converts
into a homogeneous one. In the limes ∆ωτc ≪ 1, one would obtain purely
homogenous dephasing with T ∗2 = (∆ω
2τc)−1, and in the limes ∆ωτc ≫ 1
statically inhomogenous broadening with an absorption band, whose width
is ∆ω. In the inhomogenous limes, ∆ω is the dominating factor determining
the echo decay time, while the effect of τc is minor (which can be seen when
calculating a rephasing coherence pathway in second order perturbation
theory starting from Eq. 4.4, see Ref. [110]). While τc is a dynamical property,
for which one would indeed expect to observe a square-root-mass factor, the
distribution of frequencies is a purely thermodynamic property, which is
mass-independent. Since we do not observe a difference in the echo decay
time between H2O vs H182 O, we conclude that we are in the inhomogenous
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limes, and indeed, a fit of the experimental data of H2O at room temperature
has revealed ∆ωτc ≈ 5 (i.e., τc=370 fs, ∆ω=75 cm−1) [108].
Other aspects might however contribute as well to that issue. For ex-
ample, any hydrogen-bond rearrangement requires the rotation of a water
molecule [111, 98], which is governed by its moment of inertia and not its
translational mass. The moment of inertia of H182 O, averaged over the three
principal axes, is only 0.5% larger than that of H2O, thereby providing
another possible explanation for the mass-independence of the echo decay
time. The D2O results however speak against that scenario, since its moment
of inertia is almost twice that of H2O, yet the effect on the echo decay time
is only 5%. Hence, hydrogen-bond switching events don’t seem to be rate-
determining for the echo-decay time. And indeed, the rotational diffusion
times of H2O and D2O have been calculated using ring polymer molecular
dynamics (RPMD) simulations, revealing a significantly larger difference of
∼30% at 298 K [98]. About 1/3 of that effect has been attributed to the
classical mass effect and the remainder to NQEs.
The discussion in the previous two paragraph emphasizes that our strict
separation of Eq. 4.1 into a dynamical mass factor and NQEs is probably
a bit of an oversimplification. In particular, both the effective mass (e.g.,
translational mass vs moment of inertia) and the effective temperature shift
needed to mimic NQEs depend on the degrees of freedom that are relevant
for a given process. At the same time, the two correction factors cause similar
shifts and are experimentally very difficult to disentangle, in particular when
the considered temperature range is small. It appears that viscosity shown
in Fig. 4.1 is a particularly straight-forward to interpret observable in this
regard. We nevertheless think that our discussion of Eq. 4.1 is a valid starting
point to set the stage, and that the comparison of H2O vs D2O vs H182 O does
contain the information needed to disentangle NQE from trivial (classical)
mass effects.
A reasonable agreement of response calculations based on classical MD
simulations with experimental 2D Raman-THz signals has been obtained
when a proper force field is used [109]. Combining these simulations with
RPMD, thereby including NQEs, will be computationally very expensive,
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but is not out of reach. That is, while RPMD simulations of water have been
connected to various spectroscopic observables, such as IR [96, 97, 98] or
X-ray absorption spectroscopy [112], they required the calculation of only
a two-timepoint correlation function, as they simulated one-dimensional
responses. Converging a three-timepoint correlation function required for
2D-Raman-THz spectroscopy will be computationally much more expensive,
but efficient concepts to perform this task have already be proposed [113].
In any case, such simulations will be needed to test to what extent the very
idea of Eq. 4.1 describes the 2D-Raman-THz echo of liquid water properly.
Methods A 50 µm thick wire-guided gravity-driven water jet was used for
the measurements to avoid any signal contribution from a window material. The
temperature of the water jet was controlled by an external water-ethanol bath,
which cooled the water reservoir just above the jet. The temperature was measured
in close proximity to the intersection region of Raman and THz pulses in the jet
with an accuracy of ±0.5 K.
Due to the small signal size, a substantial acquisition time is needed, typically
on the order of 24 h per full 2D data set. The stability of the laser system and the
water jet is a concern on that timescale. An active beam stabilization scheme was
used to correct for beam walking of the laser system. To reduce drifts in the water
jet thickness (e.g., due to evaporation of water), an active jet stabilization has been
implemented, where the thickness of the jet was measured based on the time-delay of
the transmitted THz pulse and was corrected by adjusting the water flow. Moreover,
during the post-processing, the data, which consists of typically 300-500 individual
2D Raman-THz scans, were corrected for temporal drifts by adjusting the signal
maxima in sequential data subsets with a typical size of 100 scans.
The diagonal signal shown in Fig. 4.2c,f were constructed by averaging over the
main diagonal t1 = t2 and the first upper and lower off-diagonals, and their decay
times were determined from single exponential fits. The major source of error in
the decay time is the offset level for large times t1 = t2, which has been subtracted.
To determine its uncertainty, the standard deviation of the background signal in
the response-free quadrant (t1 < 0 and t2 < 0) has been estimated, from which the
error in the decay time has been calculated. Great care was taken to measure H2O
and D2O subsequently and under exactly the same conditions, and to post-process
the data the same way, in order to be able to compare decay times with an accuracy
of ≈1-2 fs.
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To reduce the measurement time for the quite expensive H18
2
O, only the diagonal
t1 = t2 has been measured, which results in a larger uncertainty of the time zeros
t1 = t2 = 0, since one misses the peak of the 2D signal. Therefore, H2O and D2O
have been measured as well along with H18
2
O under exactly the same conditions.
Fitting these H2O and D2O data revealed 5% faster time constants compared to
those in Fig. 4.2. Consequently, the H18
2
O data shown in Fig. 4.3 (green line) are




of slightly supercooled water
Contribution to this chapter
Gustavo Ciardi performed the experiments and analyzed the data together
with Arian Berger and Dr. Andrey Shalit.
5.1 Introduction
The intricate structure of hydrogen-bond networks makes water a highly
complex liquid and it is generally accepted that these intermolecular networks
are responsible for many water’s anomalous properties, as for example the
density maximum at 4 °C. The structure, lifetime and spatial extent of such
extended networks might change depending on the temperature, especially
below the freezing point. At room temperature the magnitude of the anomalies
is relatively small but upon cooling, the significance of such unusual properties
increases sharply. For this reason, the metastable supercooled regime (i.e.
liquid water below the freezing point) is particularly interesting[114, 115]
yet not easily accessible with experiments due to its extremely precarious
equilibrium.
Water normally becomes a solid at 273.15 K (0 °C), but it can be
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Figure 5.1: THz transmission of sapphire windows, temporal shape (left-hand
side) and corresponding spectrum (right-hand side).
supercooled at standard pressure down to its crystal homogeneous nucleation
temperature at almost 232 K (∼-41 °C). The process of supercooling requires
water to be extremely pure and free of potential heterogeneous nucleation
sites but the cooling itself does not require any special technique. This means
that a small quantity of water is easier to supercool, since the amount of
nucleation sites is drastically reduced.
In order to perform a 2D Raman-THz experiment of supercooled water,
the windowless liquid jet approach used in references[55, 4, 68] is not feasible
due to the rather limited ability to affect the temperature of jet: the only
other accessible way is to employ a sealed cell filled with a small volume of
water and a cooling channel built around it.
5.2 Window material and sample cell
The requirements that make a window material suitable for a 2D Raman-
THz experiment are demanding to meet. At first, trivially, it must show
good transmission in both THz and near infrared frequency range since the
resulting signal is proportional both to the THz electric field magnitude and
the intensity of the Raman pump. Secondly, and most crucially, due to the
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high near infrared energy regimes of the experiment (10-100 µJ), windows
must not become THz absorber when undergoing such high irradiance: the
gap between valence and conduction band of the chosen window material
must be large enough to avoid the promotion of carriers in the conduction
band via multiphoton absorption, where, being now free carriers, would
absorb THz radiation.
Thin sapphire plates turn out to have good performances for both re-
quirements. Fig 5.1 presents static THz transmission measurement through
sapphire windows of different thicknesses. For thin enough window (100 µm),
the shape of the pulse is preserved, with a sufficiently good transmission
of about 75% of the input THz field. On the right-hand side of Fig 5.1,
the corresponding magnitude of the Fourier transform of the data on the
left-hand side is plotted. Importantly, we see that, for the thin window, the
spectral intensity of the free THz pulse spectrum is decreased but the shape
is preserved, hinting to the fact that windows, when thin enough, induce
only reflection (and thus not absorption) losses. Increasing the thickness to
500 µm leads to a drastic reduction of the transmitted light and to signifi-
cant distortion of the temporal and spectral shape of the transmitted pulse,
probably due to strong etaloning inside the sapphire. The resulting cell is
ultimately composed of two 100 µm windows separated by a spacer and filled
with the water sample. Therefore, the total THz transmission of the empty
cell is about 50% and transmission of 800nm light is around 70%.
The next step is to characterize the THz absorption of the cell when
pumped with near infrared light. Fig 5.2 shows THz transmission through
the empty cell for three different pump energies. Dealy t1 indicates the delay
between the 800nm pump and the maximum of the THz electric field (i.e.
t2 = 0). For negative t1 delay times the THz pulse comes before the near
infrared one and thus no transient absorption signal is observed. As we cross
t1 = 0 (i.e. pulses’ overlap) and for positive t1 times, we observe a transient
THz absorption that kicks in as we increase the energy of the near infrared
pump. As we will see in the next sections, the size of the signal from water
is about one order of magnitude less than the transient THz absorption of
the sapphire window. For this reason we need to perform the experiments in
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THzPumpON – THzPumpOFF @ t2 = max THz field
Figure 5.2: THz absorption of the window as function of the Raman pump
energy. For energies higher than 30 µJ sapphire starts to become more opaque
to THz light.
a regime where is certain that no THz is absorbed by the windows. The plot
of Fig 5.2 indicates that the safe threshold is below 30 µJ. The reduction of
the Raman pump energy for the cell with respect to the windowless water jet
system of about one order of magnitude (from ∼30 µJ to ∼200 µJ) brings
along a reduction of the signal of roughly the same amount.
The final design of the sample cell and cooling system is depicted in
Fig 5.3: two sapphire windows intermediated by a 50 µm teflon spacer and
filled with 3-4 µL of double-distilled water. The body of the cell is made of
an heat conductive brass frame with an embedded cooling channel and the
coolant is a mixture of water and ethanol, whose flow and temperature are
controlled by an external chiller. The cell with the water sample is assembled
in a nitrogen-purged glovebox to reduce dust deposition and consequent
freezing due to heterogeneous nucleation. With this precaution, the lowest
achievable temperature is around 263 K (measured at the sample position
through a thermocouple with an accuracy of ±1 K) before freezing occurs.
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water + ethanol mixture
Figure 5.3: Design of the sample cell and cooling channel.
5.2.1 THz transmission as function of temperature
As the temperature in the cell is varied, the amount of THz light transmitted
through the water sample changes accordingly. In particular, as shown in
figure Fig 5.4, the wavefront slightly shifts to the left and intensity increases
as sample is cooled. The inset shows the peak intensity of the THz pulse
as function of temperature together with a linear fit (red line) that reveals
a slope ∆T/T = −7.5 · 10−3 K−1. This data and the slope of the fit have
been used to estimate the temperature change in water for the solvation
experiment of Ref[116].
5.2.2 Window response
With the introduction of sapphire windows in the focus of our system, it
is important to fully characterize the material and understand how its 2D
Raman-THz response, if present, might affect the actual signal from water.
To this end, the first step is to measure the 2D Raman-THz response of
a single sapphire window. Fig 5.5 shows the 2D Raman-THz response of
an 100 µm sapphire plate. On the left-hand side we have the full 2D time
response and the signal is mostly concentrated in the pulses overlap region.
In order to analyze the response in detail, we take a one dimensional cut of
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Figure 5.4: THz transmission through the thermalized cuvette as function
od temperature. Figure adapted with permission from Ref[116]
the 2D response along the t1 axis where the signal is maximum (right-hand
side of Fig 5.5). It is a square-like response that extends for about 500 fs,
whose peculiar shape arises from propagation effects, specifically, from the
temporal walk-off between 800nm and probe during propagation inside the
material[117]. Indeed, the refractive index of sapphire is 3.08 at 1 THz and
1.76 at 800nm thus, after propagating through 0.1 mm of sapphire, the THz
pulse lags behind the probe by about 500 fs. This large velocity mismatch
between 800nm and THz gives rise to the square shape response, whose
temporal length is proportional to the thickness of the material. Another way
to describe it is by thinking about it as the main lobes of the IRF (Fig 3.6)
stretched along the length of the window. The change of sign along the t2
axis follows the change of sign of the IRF, arising from the derivative in
Eq 3.7.
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Figure 5.5: 2D Raman-THz response of 100 µm sapphire window. On the left
a 1D cut at t2 = 50 fs (black dashed line), where the response is maximum.
5.3 2D Raman-THz spectroscopy of water in the
cell
After the characterization of the response from the window, we measure the
2D Raman-THz response of water in the cell. The size of the signal turns out
to be about one order of magnitude smaller than the one whit the jet and
thus, to be able to achieve acceptable SNR, the measurement time increases
significantly.
5.3.1 Scattering
Before analyzing the actual response from water, we observe a new signal
showing up on the 2D map, labeled as ’scattering’ in Fig 5.5. It is about
the same intensity of the window response and it extends antidiagonally,
like the IRF(see Fig 3.6). This new feature is an artifact stemming from the
Raman beam and it is consequence of two factors: first, the introduction of
the cell and second, the removal of the generation beam chopper described in









































Figure 5.6: 2D Raman-THz response of room temperature water in the cell
and 1D cut at t2 = 50 fs to show the window response and the water signal.
scattered forward when there is a refractive index mismatch, in our specific
case the air-sapphire or water-sapphire interface. Delay t1 is adjusted such
that the Raman and THz pulses are temporally overlapped on the sample;
this means that, since 800nm light travels faster than THz light in sapphire,
the Raman pump lags behind when the THz pulse hits the first window.
Since THz travels slower in water as well, the opposite is true for the second
window, that is THz will lag behind with respect to 800 nm light. Most of the
Raman pump, after interaction with the sample, is coupled out of the system
through a hole on the second elliptical mirror but the light that underwent
scattering from the different interfaces on the beam path does not propagate
in a straight line and therefore will be collected and focused on the detection
crystal, exactly like the THz pulses. Provided that travel time of scatterd
800 nm light is shorter than THz through the whole sample cell, it will hit
the detection crystal before the real signal triggering some nonlinear effects
when interacting with the detection beam inside the detection crystal, which
we detect as a negative transient signal. It extends along the antidiagonal,
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as for the IRF, because delays t1 and t2 move in opposite direction in our
specific experimental layout. This temporal walk-off between scattering and
water signal is about 700 fs, sufficiently large to, tentatively state that one
does not affect the other and thus just neglect the lower left quadrant in the
analysis of the water response. Interestingly, if one were to employ the double
chopping approach, scattering would not be an issue as it would be one of
the four state of the system (specifically S10 in Eq 3.5 of chapter 3) and thus
would be subtracted directly in the calculation of the transient signal. This
direct subtraction, however, would come at the price of a significant increase
in measurement times. That is why, given that the scattering is far enough
from the main water response and therefore can be neglected, we chose to
employ the single chopper approach.
5.3.2 Room temperature water
In Fig 5.6 is presented the 2D Raman-THz response of water in the cell
at room temperature. Around t1 = t2 = 0 of the 2D response, we can
identify the characteristic positive and negative lobes of the IRF. In the
lower left quadrant, we recognize the quite intense scattering contribution: its
intensity is higher in the case of the entire sample cell,. since we have more
scattering interfaces (air-sapphire, sapphire-water, water-sapphire, sapphire
air). Provided that electro-optic sampling measures the electric field of the
emitted signal from the sample, we expect the window response of Fig 5.5
and the signal from water to be additive, that is, they will be on top of one
another. Indeed, if we now take a 1D cut along where the signal intensity
is maximum (horizontal dashed line in Fig 5.6), we observe that on top
of the square-like shape window response sits the sharp signal from water.
The first important test for the measurement of the water in the cell is to
compare the echo decay of the diagonal feature along t1 = t2 to the reference
measurement of the windowless water jet. Once the comparison is somewhat
reliable, we can be confident that the two sample systems are equivalent and
carry, qualitatively, the same information. In order to adequately compare
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Figure 5.7: 2D Raman-THz response of water in the cell at room temperature
and comparison of the diagonal decay with the one of Ref [4].
response. It is important to note that the temporal length of the window
response, in the case of the cell, is doubled because we have now two windows,
one in the front and one in the back. The easiest and more straightforward
approach, but also the less rigorous, is to physically subtract the window
response from the 2D response. To do so, we take a vertical slice of the 2D
response, far enough from the maximum of the water signal but still within
the ’box’ of the window response (yellow shaded rectangle in Fig 5.6), and
we subtract it from the whole map. The result is shown in Fig 5.7 on the
left-hand side. Qualitative similarities with the 2D Raman-THz jet response
of water of Fig4.2a can be observed: for example, the main positive and
negative lobes of the IRF. We can now take a diagonal cut along the dashed
line and compare the normalized decay with the one of the jet measurement of
Ref[4] (right-hand side of Fig 5.7). We observe a good qualitative agreement
between the two, although the trailing part of the decay related to the cell
shows, as expected, worse noise performance. Despite a predictable drop in
the data quality, the evidence is that the two sample systems are equivalent
to a sufficient extent and thus we conclude that the measurement at different
temperatures can be trusted, although only to a qualitative degree.
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Figure 5.8: 2D Raman-THz response of slightly supercooled water at 269 K
and echo decays comparison.
5.3.3 Slightly Supercooled water
The lowest and only temperature at which a 2D Raman-THz response of
slightly supercooled water was successfully measured is about 269±1 K, a
temperature higher than the lowest achievable (263 K). The reason for this
somewhat higher temperature is a consequence of the fact that a single
measurement needs an extremely long time to reach an acceptable SNR (on
the order of 7-10 days of averaging) and thus the sample needs to remain
liquid during the entire data acquisition. 269 K turns out to be the lowest
temperature where freezing can avoided on the timescale of the experiment.
Fig 5.8 presents the response for the slightly supercooled water sample after
subtraction of the window response. Apart from the scattering contribution,
which is now further apart from the center of the map since slightly thicker
windows were used, the two 2D responses of Fig 5.8 and Fig 5.7 look different
around the main peak of the signal and, more importantly, comparing the
decays along the echo direction there is a clear extended relaxation component
for the 269 K case with respect to the room temperature one.
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Figure 5.9: Trend of the echo decays for cell and jet measurement as function
of temperature. The dashed line on the left-hand side is just to guide the
eyes.
5.4 Discussion and Conclusion
The slower dynamics observed for the case of water at 269 K might be a
signature of an enhanced structural relaxation of the collective hydrogen bond
network. Therefore, it can be connected with the discussion of the previous
chapter and Ref[68], thereby taking as a reference the trend of Fig 4.3 for
H2O. The left-hand side of Fig 5.9 compares the normalized diagonal cuts on
a visual level, where the decays become slower as temperature is decreased.
For a more direct, although still qualitative comparison, on the right-hand
side of Fig 5.9 the values of the decays for the cell at room temperature
(78±10 fs) and at 269 K (105±10 fs) are plotted together with the ones
obtained with the jet as function of temperature. The error bars of the cell
points are substantially larger because they have not been evaluated with
the standard deviation of the signal-free left-bottom quadrant, as for the
jet case (see the section Methods of Ref[68] or previous chapter). The cell
responses are contaminated by the scattering signal in that quadrant and
thus the error has been calculated by block averaging.
Keeping the analysis qualitative, one can see in Fig 5.9 that trend dis-
cussed in Ref[68] can be extended: as water molecules are ’colder’, they form
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collective intermolecular structures that are stable for longer times, since
the extent of the diagonal decay correlates directly with the lifetime of this
structures.
Even though, for now, the measurements in the cell can be discussed and
compared only on a very qualitative level, they constitute a valuable learning
step for further technical improvements. Such knowledge sets a starting point






This work has been published in The Journal of Physical Chemistry Letters,
see Ref. [69].
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6.1 Introduction
The spectral properties of liquids in the Terahertz (THz) frequency range
reflect the thermally populated (≤ kBT =200 cm−1) intermolecular degrees of
freedom, such as, for example, hydrogen bonds and hindered rotation which
are ultimately responsible for the bulk properties of liquids and processes like
solvation[118, 119]. It is, however, challenging to follow and monitor such
properties in detail due to the, generally, ultrafast timescales at which they
occur. In one-dimensional spectra, fast dephasing and the large anharmonicity
of the modes leads to a significant broadening of any spectral feature, both
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in Raman[25, 26, 27] and THz spectroscopy[18, 17, 28], limiting the amount
of information that is possible to extract. Multidimensional spectroscopies,
whose properties have been discussed in chaprter 2, turned out to be a
powerful tool to partly circumvent this problem by spreading the spectra
along multiple frequency axes; well-known methods as NMR spectroscopy
and 2D infrared spectroscopy have demonstrated this very concept with the
help of devised pulse sequences, successfully managing to retrieve detailed
structural information and broadening mechanism of nuclear spins[30] and
intra-molecular vibrations[29, 120].
In order to understand the capabilities of 2D Raman-THz spectroscopy,
we need a model system with sharp and well defined vibrational modes in our
detection window. Thanks to their spectral properties, halogenated liquids,
as for example chloroform, carbon tetrachloride, bromoform, diiodomethane
and dibromomethane, turn out to be a perfect category of compounds for
this purpose. In one dimensional low-frequency spectra like the ones shown
in Fig 6.1, they show very narrow intramolecular modes (typically symmetric
and asymmetric bending modes) in the window 100-600 cm−1 together with
the intermolecular degrees of freedom, expected in the region 1-100 cm−1 for
any liquid. The wealth of modes of such compounds in this frequency range
can be extremely helpful to shed light on the potential of 2D Raman-THz
spectroscopy.
These very liquids are the same that have been investigated by Blake
and coworkers with the THz-THz-Raman pulse sequence[56, 60, 61].
6.2 Results and discussion
Fig. 6.2 shows the 2D Raman-THz signal for liquid bromoform (CHBr3),
with the color scale saturated such that the oscillating signal stands out. As
already outlined in chapter 3, the delay lines’ arrangement in our 2D Raman-
THz experimental setup allows to generate two distinct pulse sequences: the
Raman-THz-THz (RTT) and the THz-Raman-THz (TRT) sequences. Delay
t1 is defined as the time between the first (Raman for RTT sequence and
THz for TRT sequence) and the second (THz for the RTT and Raman for the
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Figure 6.1: One dimensional Raman spectrum of bromoform and dibro-
momethane. The spectrum on the left-hand side has been digitalized and
adapted from Ref[8], the one on the right-hand side from Ref[51].
TRT) excitation pulses, whereas t2 as the time between the THz excitation
pulse and the emitted THz field. The part of the experimental data around
t1 = t2 = 0 up to t1 = t2 = ±0.7 ps is where the two pump-pulses overlap in
time.
6.2.1 Raman-THz-THz pulse sequence
For the RTT quadrant (yellow-shaded in Fig 6.2), the signal extends signifi-
cantly beyond that region along the t1 direction, even beyond our measure-
ment window, while being very short lived along t2. This long-lived dynamics
allows us to analyze the signal starting from a t1 delay >0.7 ps (see black
vertical dashed line in Fig. 6.2), where we can safely neglect the contribution
from the pulse overlap.
Fig. 6.3a shows a 1D cut along t1 delay where the signal intensity is the
highest (i.e. t2 = 0.1 ps). The signal consists of an oscillating component
atop of an exponential decay, the latter of which reflects the alignment of
molecules along the polarization direction of the Raman pulse and their
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Figure 6.2: Experimental 2D Raman-THz data for bromoform; the region of
the Raman-THz-THz sequence is shaded in yellow, that of the THz-Raman-
THz in grey.
∼2.5 ps, in agreement with the typical timescales found in optical Kerr effect
(OKE) experiments for bromoform[121] or related liquids[122, 123, 27, 124].
By subtracting the single exponential fit from each 1D cut along t1 direction,
we can isolate the vibrational signal (Fig. 6.3b).
Fig. 6.4a shows in red the absolute-value of the 2D Fourier transformation
of the data in Fig. 6.3b. Three strong peaks are clearly visible in the non-
rephasing quadrant with f1, f2 > 0, labeled as A, A’ and B, together with
a weaker one in the rephasing quadrant (f1 < 0, f2 > 0), labeled as C. The
peaks are relatively narrow along the f1-axis, where the frequency positions
correspond to the well-known intramolecular vibrational modes ν6 (∼4.7 THz
for peaks A, A’ and C) and ν3 (∼6.7 THz for peak B) of bromoform. These
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Figure 6.3: (a) 1D-Cut of the signal for t1 ≥ 0.7 ps at t2 = 0.1 ps. (c) Zoom
of Fig 6.2 with the exponential decays subtracted.
and the symmetric C-Br bending mode, respectively, and are seen both in
one-dimensional Raman and THz spectra[60, 8]. Along the f2-axis, peaks A
and B are significantly broader with maxima at ∼3.5 THz. This frequency
neither matches any of the fundamental modes of bromoform, nor difference
frequencies of modes. Peak C in the rephasing part is about four times weaker
than the non-rephasing bands and it peaks at a lower frequency (1.8 THz)
along f2.
To understand and assign this 2D Raman-THz spectrum, we have to
consider very explicitly the instrument response function (IRF) of the system
shwon in Fig. 3.6(a), starting from Eq.3.7 and Eq.3.8 in chapter 3. We can
write Eq. 3.7 as a convolution (i.e., ⊛) of the molecular response function
R(t′′, t′) with the IRF[108]:




Figure 6.4: (a) Absolute-value of the 2D Fourier transformation for the
bromoform data in Fig. 1.1b (filled red contours) overlaid with that of the
IRF (the blue solid contour lines are in steps of 10% of the maximum value,
and the 1% contour line is added as blue-dashed line). (b) The bromoform
data from panel (a) after deconvolution. The blue areas blank out those
parts where the IRF is too small to trust the deconvolution, i.e. applying a
threshold of 0.5% of the maximum amplitude of the IRF. The arrow marks
peak C after deconvolution.
Applying the convolution theorem:




Figure 6.5: Measured (solid lines) and deconvoluted (dashed lines) 1D ver-
tical cuts along the f2-direction for f1 corresponding to the fundamental
intramolecular vibrations. The 1D-Raman spectrum of bromoform is shown
on top (digitized from [8]).
we see that the 2D Raman-THz spectrum in the frequency domain becomes
a product of the Fourier transformation of the molecular response function
R̃(f1, f2) with that of the instrument response function ˜IRF (f1, f2). The
absolute-value of the latter is shown in Fig. 6.4a as blue contour lines. Most
of its amplitude resides in the non-rephasing quadrant (i.e., f1, f2 > 0) and
it consists of two lobes divided by a nodal line on the diagonal where f1=f2;
another zero-amplitude line lies along the f1 axis. It becomes evident from
Fig. 6.4a how the spectral shape of the IRF is imprinted on the measured
response, especially along the diagonal node (i.e. f1=f2) that “splits” the
peak at f1=4.7 THz. In fact, the doublet A and A’ originate from one and
the same peak, and A’ is just the extension of A above the diagonal line.
We can derive the “real” molecular response by dividing the measured
spectrum through the IRF (Fig. 6.4b blue contour lines), thereby effectively
deconvoluting the data. The deconvolution is defined only in certain parts
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of the spectrum, while regions, in which the IRF is too small for the decon-
voloution to be reliable, have been blanked out in Fig. 6.4b (blue areas).
Three conclusions can be drawn from the deconvoluted spectrum: First, f1 of
peaks A and B do not change; they still encode the fundamental intramolec-
ular modes ν6 and ν3. Secondly, the relative intensities of these peaks change
significantly, rendering the higher frequency peak B much more intense.
Thirdly and most importantly, the peaks shifted significantly in f2 towards
lower frequencies with maxima now around f2 ≈ 1.3 THz. This shift becomes
even more evident when plotting in Fig. 6.5 1D cuts along the f2-axis for
f1-positions that correspond to the fundamental modes, i.e., f1 = 4.7 THz
and f1 = 6.7 THz. Comparing these cuts with the 1D Raman spectrum
(plotted atop of Fig. 6.5)[8], we conclude that they coincide with the broad
shoulder that is commonly attributed to the intermolecular modes of the
liquid at around ∼1.6 THz. The band is typically assigned to librational
motions of the molecule that are seen universally in polar liquids[125, 8]. The
cross peaks can thus be assigned to the coupling between the sharp intra- and
the much broader intermolecular modes of the liquid. This coupling is much
stronger for the higher frequency mode ν3. Even though we do presently not
understand why that might make a difference, we note that ν6 is a doubly
degenerate mode, while ν3 is singly degenerate. Peak C in the rephasing
quadrant is situated very much at the edge where the deconvolution becomes
unreliable (marked by an arrow Fig. 6.4b). We can nevertheless conclude
that its f2 peak position is less affected by the convolution with the IRF (we
derived 1.8 THz from Fig. 1.2a), since its position is close to the maximum
of the IRF in the f2-direction, i.e., since the 1% contour line (Fig. 1.2a,
dashed blue) crosses that peak vertically. To second our interpretation of
intra-/inter molecular coupling, we considered other halogenated molecules,
with an even simpler 1D spectrum with only one intramolecular mode in
our detection window. The first one is diiodomethane (CH2I2 with the C-I
bending mode ν4 at 3.7 THz). Applying the same procedure to the data
as for bromoform, the measured and deconvoluted spectra are shown in
Fig. 6.6a and b, respectively, and the 1D cuts along f2 in Fig. 6.8. It can






Figure 6.6: Same as Fig. 6.4, but for diiodomethane with only one intramolec-
ular mode in the accessible frequency range. In panel (b), the threshold,
above which the deconvolution was deemed to be reliable, was set to 5% of
the maximum amplitude of the IRF.
into two parts. This effect is even more pronounced than for bromoform,
since the mode is lower in frequency. Analyzing the the spectra before and
after deconvolution, we arrive at the same conclusions as for bromoform: the
peak position in f2 is shifted downwards significantly upon deconvolution






Figure 6.7: 1D cut as in Fig. 6.5, but for diiodomethane.
knowledge, the 1D spectrum of this molecule below 3 THz is not present
in literature). The other molecule is dibromomethane (CH2Br2, with the
C-Br bending mode at 5.7 THz[51]). The non-rephasing part of the measured
2D spectra of this molecule is shown in Fig 6.8. Although the quality of
this specific data is not sufficient to exctract realiable deconvoluted spectra
(these sample was extremely volatile and have a lower pump-induced damage
threshold compared to bromoform and diiodomethane), we can qualitatively
see the same behavior with respect to the IRF as for the other molecules,
especially looking at the continuation of the peak above the diagonal for
dibromomethane. That is, the IRF shapes the spectrum significantly and
the frequency position along the f2-axis is not the real one but it is again an
"artifact" of the convolution with IRF. The f1-positions are still encoding the
fundamental vibrational modes. Bromoform, among other molecules, has been
investigated by Blake and coworkers with the TTR pulse sequence[60, 61],
while our experiment uses an inverted RTT pulse sequence. In either case,
one of the interactions must induce a two-quantum transition[42], which
would be forbidden in the harmonic approximation. In order to reveal a cross







Figure 6.8: Measured 2D Raman-THz spectrum of dibromomethane
be in the middle of the pulse sequence, de-exciting one mode and exciting
another one at the same time. Both pulse sequences have a THz interaction
in the middle, hence we conclude, just like Blake and coworkers[60, 61], that
the source of anharmonicity is mostly related to the dipole function of the
system.
Based on their frequency positions, however, Blake and coworkers assigned
a sequence of cross peaks to couplings between two intramolecular modes,
involving thermally excited states[60, 61], while we assign the one observed
cross peak to intra/inter molecular couplings.
The mechanical anharmonicities of the intramolecular modes of bromo-
form are very small[126], while one might expect that those of intermolecular
degrees of freedom are significantly larger. Furthermore, the very fact that
the 2D Raman-THz spectrum of diiodomethane (and to certain extent also
the one of dibromomethane) shows the same cross peak and rules out any
possible intra-/intra molecular coupling, as that molecule has only one mode





Figure 6.9: The Feynman diagrams describing the peaks in the spectra. The
right diagram is common for all the non-rephasing peaks in bromoform,
diiodomethane and dibromomethane. The rephasing one refers to peak C in
the spectrum of bromoform.
tramolecular mode, ν3 at ≈ 15 THz[24] (17 THz for dibromomethane[51]), is
clearly beyond that frequency range, and thermal excitation becomes small
(<10%) as well. Apparently, the two techniques, THz-THz-Raman vs Raman-
THz-THz-Raman, are complementary, going through different coherence
pathways, and are sensitive to a different set of anharmonic couplings.
The pathways that lead to the appearance of the peaks in the spectrum
can be visualized with the language of Feynman diagrams described in
chapter 2. In this case the notation for the states is made up by two numbers,
the first indicating the quanta of excitation in the specific intramolecuar
mode, the second ones in the intermolecular degrees of freedom.
6.2.2 THz-Raman-THz pulse sequence
The layout of our experimental setup allows to generate simultaneously the
two distinct pulse sequences. For the THz-Raman-THz quadrant, the time
ordering is not as in the RTT, where t1 and t2 represent the delays between
the two pump pulses (Raman-THz) and between the second pump pulse
and emitted signal (THz-THz), respectively. Here instead, −t1 is the time
between the first and second pump pulses (THz-Raman) and t2 is still the
time between the first THz pump pulse and the emitted signal; this time
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Figure 6.10: In panel (a) the TRT quadrant isolated from the data in Fig 6.2.
Panel (b) shows the data after the time coordinate transformation. The black
and green boxes refer to different ways to crop the data. See text for details.
Fig 6.2a for bromoform.
In order to visualize the time-domain data of the TRT quadrant in a
more intuitive and meaningful manner (i.e. with a consecutive time ordering
as for RTT) we need first to apply a time coordinate transformation. We can
define two new time coordinates as follows:
t′1 = −t1
t′2 = t1 + t2
(6.3)
The effect of this coordinate transformation on the time-domain data is
shown in Fig 6.10. As compared to the RTT sequence, the signal stemming
from this quadrant is much shorter lived and confined within the region
where the pulse overlap is not yet decayed. This fact renders the proper
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extraction of the signal from this quadrant very complicated and less reliable.
Nevertheless, we can try to treat the data in the same way as we did for the
a
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Figure 6.11: In panel (a) the 2D Fourier transform of the data in the black
dashed box of Fig 3.6b and in (b) the corresponding deconvolution.
RTT quadrant. The end of pulses’ overlap region is harder to define in this
quadrant since the IRF extends along t′1 (i.e. the antidiagonal direction in
the old time coordinates) to the same extent as the vibrational signal, about
0.7 ps (see Fig 3.6b). If we crop off just the part where the IRF is the most
intense (black dashed box) and we apply the same procedure as for the RTT
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quadrant, we can plot the absolute value of the 2D Fourier transform, shown
in Fig 6.11a, overlaid with the Fourier transform of the IRF (dashed blue
lines). Note that both frequency axes now resolve the frequency of the two
THz interactions and that the shape of the IRF for the TRT quadrant is
different from the one of the RTT quadrant; this is because the above time
coordinate transformation affects the time-domain shape of th IRF, and in
turn the frequency domain one, in the same way as it affects the measured
data. As compared to the RTT, no nodal line is present along the diagonal
f1 = f2 but rather along the f1 = 0 axis, whereas the nodal line along the
f1 axis is present also in this case. Unlike the RTT quadrant, the spectrum
shows only a single non-rephasing cross peak and, as expected from the short
lifetime of the signal in the time domain, it is very broad in both frequency
directions. Despite the significant spectral width, we can find the maximum
at f1 = 6.7 THz and f2 = 3.3 THz, almost the same the position of peak
B in Fig 6.4. Dividing again by the spectrum of the IRF, we see that the
peak shifts downwards, qualitatively resembling the behavior as for the RTT
quadrant. The new f2 position is now ∼ 2.3 THz which does not encode any
fundamental vibrations and it is too high to be assigned to the intermolecular
degrees of freedom, at about 1.6 THz.
At the current stage, the physical process that gives rise to this cross peak
is not clear; furthermore the short lifetime gives an high degree of uncertainty
and arbitrariness in where it is meaningful to crop the time domain data.
That is, different clipping of the full TRT quadrant may give rise to different
peak position in the spectrum which in turn lead to different results after
deconvolution.
An example of this arbitrariness is given by the spectrum of Fig 6.12
which is the result of the 2D Fourier transformation from the data cropped
in the green dashed box of Fig 6.10b. It is very different (now the peak is
more diagonal with f1 = 6.7 THz and f2 = 6.2 THz) from the one of Fig 6.11
although the experimental data are the same, just cut out differently. In this
case, the deconvoluted data (not shown) turn out to be so noisy that no
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Figure 6.12: Same as for Fig 6.11 but for the data in the green dashed box
of Fig 6.10b.
6.3 Conclusion
In conclusion, we have measured the 2D Raman-THz spectrum of different
halogenated liquids; in particular the Raman-THz-THz spectra of bromofrom
and diiodomethane provide evidence that the observed cross peaks are
a signature of coupling between the narrow intramolecular modes of the
molecules and the broad continuum related to the intermolecular degrees
of freedom of the liquid. The fact that the signal is highly convoluted with
the IRF requires a careful analysis in order to extract the real positions
of the peaks and in turn the information that these peaks carry. The non-
intuitive and complex IRF is related to the intricate shape of THz pulse
and therefore it is crucial to take into account the convolution each time
the experiments involve one or more THz excitations. The details of the
anharmonic coupling between intra- and intermolecular modes are, however,
not known at this point and will require significant attention from the theory
side. The TTR pulse sequence used by Blake and coworkers[60, 61] and our
RTT pulse sequence share a nonlinear THz interaction in the middle as the
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one that gives rise to cross peaks, while the third pulse sequence, TRT, does
that via a Raman-interaction. Proper extraction and interpretation of that





The purpose of this dissertation was to describe, characterize and understand
the properties of 2D Raman-THz spectroscopy, a novel two dimensional spec-
troscopic technique designed to address the information of the low-frequency
(< 300 cm−1) modes in liquids. The primary idea was to demonstrate that
what one measures with such spectroscopy can be related to the typical
information attainable by multidimensional spectroscopies in other frequency
regimes (2D NMR, 2D IR).
First, in the context of Fig 2.5, we have resolved the inhomogeneity of
the hydrogen bond network induced by the nuclear quantum effects in liquid
water through the help of THz photon echoes, as described in chapter 4. The
inhomogeneity of the low-frequency modes translates in different structure
of these extended hydogen bond networks, whose lifetime is given by the
lenght of the echo, that give rise to different vibrations contributing to the
broad peak in the 1D spectrum of water in Fig 1.4. Thanks to this and the
previous works, this inhomogeneity has been revealed, but the quantification
needs participation from the theory side[108]. The ultrafast timescales at
which these collective networks interchange have been the primary reason
why these dynamics have remained elusive to a large extent. 2D Raman-THz
spectroscopy, with its femtosecond time resolution blended with broadband
low-frequency sensitivity, has proven itself as the most significant spectroscopy
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Figure 7.1: "Updated" version of Fig 2.5, summarizing the results that 2D
Raman-THz spectroscopy has been able to provide, about the inhomogeneity
of water (left) and the coupling mechanism in halogenated liquids (right).
Secondly, we have discovered and characterized the coupling between
different types of low-frequency modes in halogenated liquids. The cross
peaks in the 2D Raman-THz spectra shown in chapter 6 are a clear signature
of the presence of couplings in the low-frequency range, in particular between
the intra- and intermolecular degrees of freedom of these molecules: once one
excites the sharp intramolecular modes, the energy of these vibrators is sub-
sequently released to the surrounding environment, that is the intermolecular
modes of the liquid.
The very fact that one can address and resolve properties, such as inhomo-
geneity and couplings of various low-frequency vibrations, demonstrates the
multidimensional nature of 2D Raman-THz, showing the capabilities of this
spectroscopy to reveal in detail many of the molecular properties responsible
for the complex dynamics of the liquid-phase to which 1D spectroscopy is
blind.
Not less importantly, we have characterized the peculiar Instrument Re-
sponse function of the system, coming to the conclusion that one can not
ignore the effects of the IRF on measured spectra whenever THz pulses are
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involved in the experiments. The complicated shape of the IRF, in fact, leads
to not intuitive effects that affect both position and intensity of the peaks,
whose real nature can only be deduced after having performed the deconvo-
lution. Deconvolution is a delicate operation, as shown in chapter 6 and has
to be performed extremely carefully in order to trust the resulting spectra. It
comes with an obvious drawback: the quality of the raw experimental data
has to be good enough for the deconvoluted spectra to be reliable.
7.1 Outlook
Multidimensional IR vibrational spectroscopy has proved to be a powerful
method to gain better understanding of complex liquid-state vibrational
dynamics; this knowledge could be extended with multidimensional THz
vibrational spectroscopy of liquids to low-frequency molecular vibrations and
intermolecular motions that may provide additional insights, for example,
into the structural dynamics of water, proteins, and DNA and their chemical
properties. In particular, one could study in more detail coupling between
water and proteins, eventually extending those measurements in the long
run towards relevant biological systems. In this context, 2D Raman-THz
spectroscopy has the potential to become an extremely rewarding tool to
address fundamental properties of relevant biological systems.
Furthermore, in order to understand even better how the hydrogen bond
networks structure water, and in turn to further resolve the intriguing na-
ture of anomalous water behavior, one might target a water regime where
low-frequency dynamics are much slower, or even "frozen", than the ones at
room temperature. To that end, 2D Raman-THz measurements of deeply
supercooled water and/or amorphous ice would prove to be incredibly valu-
able. A first attempt in this direction has been described in chapter 5. The
sueprcooled water experiment turns out to be challenging from all point
of views. The introduction of a window material, the cooling system and
the need to avoid freezing of the sample combined with the still rather long
averaging times allow, currently, to reach only supercooled temperatures
right below the freezing point and make the experiment reliable only on a
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very qualitative level. Nevertheless, this very attempt sets the foundation
for future development of more sophisticated systems that can withstand
the technical challenges posed by experiment. The preliminary results, with
extended relaxation components along the echo direction as temperature is
decreased, already suggest that the insights one might be able address in
this water regime could be very fruitful.
From the experimental point of view, the realization of 2D Raman-THz
spectroscopy has improved significantly since its first realizations, especially
with improvement in the setup, such as the introduction of fast scanning,
that have allowed to reduce substantially the acquisition times for each
measurement (from about 2 weeks in Ref. [55] to about 1 day in Ref. [68] for
the same signal strength). In this regard, a further reduction of acquisition
times is possible; our current THz electric fields are quite weak (∼1 kV/cm)
and a shift towards generation methods with stronger electric fields, such
as plasma generation[127] or organic nonlinear crystals[128] (up to tens of
MV/cm), together with higher repetition rate laser sources, could boost
acquisition times even more. Along the same line, broader THz excitation
spectra would enhance tremendously the amount of information one would




A.1 Aqueous solvation from the water perspective
This work has been published in The Journal of Chemical Physics, see
Ref[116].
Contribution to the paper
Gustavo Ciardi gave a minor contribution to this paper, performing the
temperature dependent THz absorption measurement in Fig. S3 of the
supplementary material.
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The response of water re-solvating a charge-transfer dye (deprotonated Coumarin 343) after photoex-
citation has been measured by means of transient THz spectroscopy. Two steps of increasing THz
absorption are observed, a first ∼10 ps step on the time scale of Debye relaxation of bulk water and a
much slower step on a 3.9 ns time scale, the latter of which reflecting heating of the bulk solution upon
electronic relaxation of the dye molecules from the S1 back into the S0 state. As an additional reference
experiment, the hydroxyl vibration of water has been excited directly by a short IR pulse, establishing
that the THz signal measures an elevated temperature within ∼1 ps. This result shows that the first
step upon dye excitation (10 ps) is not limited by the response time of the THz signal; it rather reflects
the reorientation of water molecules in the solvation layer. The apparent discrepancy between the
relatively slow reorientation time and the general notion that water is among the fastest solvents with
a solvation time in the sub-picosecond regime is discussed. Furthermore, non-equilibrium molecular
dynamics simulations have been performed, revealing a close-to-quantitative agreement with experi-
ment, which allows one to disentangle the contribution of heating to the overall THz response from
that of water orientation. Published by AIP Publishing. https://doi.org/10.1063/1.5034225
I. INTRODUCTION
Dynamic Stokes shift experiments have been among the
first ultrafast experiments in the solution phase and have
been pursued on numerous molecular systems whenever
corresponding nano-,1 pico-,2,3 and eventually femtosecond
lasers4,5 became available. This work culminated in a semi-
nal review article by Maroncelli and co-workers.6 The com-
mon picture of the dynamic Stokes shift is shown in Fig. 1.
One starts from a thermalized (Gaussian) ensemble in the
electronic ground state S0 of a dye molecule and vertically
promotes it to the electronically excited state S1 with an ultra-
short laser pulse according to the Franck-Condon principle.
In the S1, the ensemble will be in a non-equilibrium situa-
tion since the free energy curves are displaced with respect
to each other. The ensemble therefore relaxes on the S1 free
energy curve on a time scale that we will denote as solvation
time τS . The relaxation is typically depicted as a reorientation
of solvent molecules in the solvation layer. As the ensemble
relaxes, the energy gap between the S1 and S0 free energy
surfaces decreases, which can be observed experimentally as
a time-dependent red-shift of the fluorescence or stimulated
emission.
For rigid dye molecules with high fluorescence quantum
yield in a polar solvent such as water, the dynamic Stokes
shift is dominated by the relaxation of solvation degrees of
freedom, rather than by intramolecular degrees of freedom,
which is why it does not really matter which particular dye is
used as a sensor of the solvent response.7 Even though these
experiments measure the dynamics of the solvent, they do it
from a solute perspective. On the contrary, here we set out to
measure solvation dynamics from the solvent perspective by
transient THz spectroscopy. Both perspectives might actually
be very different, which can be seen from the in principle well
established, but often overlooked and rather non-intuitive fact
that the solvation time τS and the Debye relaxation time τD
may deviate significantly. The Debye relaxation time is related
to orientational relaxation in the bulk. In the most simple theo-
retical approach, assuming a continuum model for solvation, a
spherical non-polarizable solute molecule, and a single Debye
process of the solvent, the solvation time, which sometimes is
also called “longitudinal relaxation time,” is predicted to be





where ǫ∞ is the dielectric constant from only the electronic
polarizability, while ǫ0 also includes orientational polarizabil-
ity. In polar solvents, the latter dominates, i.e., ǫ0 ≫ ǫ∞, and
Eq. (1) predicts a large separation of time scales between sol-
vation dynamics τS and Debye relaxation τD. The origin of this
time scale separation lies in the very nonlinear dependence of








where r is the radius of the assumed Onsager sphere and µ
is the dipole of the molecule. That is, Eq. (1) can be derived
from Eq. (2) by plugging in a frequency dependent dielectric
constant of a single Debye process,8




In simple words, the nonlinear dependence in Eq. (2) reflects
the saturation of the solvent response due to screening; i.e.,
if the dielectric constant is very much larger than 1 (like for
0021-9606/2018/148(23)/234505/7/$30.00 148, 234505-1 Published by AIP Publishing.
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FIG. 1. The textbook picture describing the dynamic Stokes shift of a dye
molecule in a polar solvent after electronic excitation. After promoting a
thermalized ensemble onto the excited S1 state, it relaxes with the solvation
time τS , resulting in a time-dependent red-shift of the fluorescence (dashed
arrows).
water), already a thin layer solvates the solute by generating a
reaction field R in such a way that the field of the solute’s dipole
is in essence no longer seen by molecules beyond that layer.
If the dielectric constant gets smaller, the size of the solvation
layer will get larger, but in such a way that the reaction field
will stay almost the same-unless the dielectric constant gets
close to 1.
The continuum theory of Eq. (1), obviously, oversimpli-
fies the complexity of the process, which can be seen, for
example, from the observed multi-exponential solvation kinet-
ics,5–7,13 while Eq. (1) would predict a single exponential
process. The multi-exponential response has been attributed to
many factors, most prominently the failure of the continuum
model to account for the discreteness of solvent molecules,14,15
but also to the fact that the solvent cannot be described by a
single Debye process,16,17 the inertial component of solva-
tion,9,18 the non-spherical shape of the solute molecule,16 or
translational degrees of freedom that contribute to solvation as
well.9,17,18
Water is considered to be among the “fastest” solvents
with a dominating sub-100 fs inertial component of solva-
tion and a subsequent 800 fs decay, as measured by the
dynamic Stokes shift.5 The solvation dynamics of water
have also been measured by a complementary technique, the
photon-echo peak shift, revealing three kinetic components
(17 fs, 400 fs, and 2.7 ps) and an average solvation time of
400 fs.13 Given the simplicity of the continuum model, it is
remarkable that Eq. (1) predicts a solvation time of 240 fs
for water (with ǫ0 ≈ 80, ǫ∞ ≈ 1.8, and τD = 8.3 ps19),
which is quite close to the experimentally observed average
solvation time of τS = 400 fs (the same semi-quantitative
agreement has been found for a wide variety of solvents6).
From this, one may conclude that the reason for the fast sol-
vation time in water is in fact its large dielectric constant,
and not its orientational dynamics per se, the latter not being
particularly fast with τD = 8.3 ps.19 A recent comprehensive
review of the current view of solvation is given in Ref. 7.
To study aqueous solvation from the water perspective,
we optically excite a dye molecule and observe the response
of the solvent water by transient THz spectroscopy. The THz
spectrum of water is related to the dipole-dipole correlation
function, whose long-time tail decays exponentially with the
Debye relaxation time τD. When transiently measuring the
THz spectrum of water after exciting a dissolved dye molecule,
the expectation is that we observe τD rather than τS , based
on the arguments given above. The present work is in the
same spirit as that of Refs. 20 and 21, which, however, stud-
ied solvation in organic solvents (probably for reasons of better
solubility of the investigated dye molecules), in which case the
expected time scale separation according to Eq. (1) is relatively
small.
Looking at the problem from a very different angle, the
present work is also motivated by the recent observation that
solutes, very universally, seem to affect the THz spectrum of
a solvation layer that is much larger than commonly assumed
(≈10 Å).22–24 While this interpretation has been strongly chal-
lenged, for example by measuring the mobility of individual
water molecules with the help of NMR spectroscopy,25 it has
been proposed that the controversy can be resolved by the
very delocalized character of THz vibrational modes, which
results in correlated motion of many water molecules.26 If that
interpretation is correct, it may be expected that switching the
dipole moment of a solute should also affect these delocalized
THz modes, resulting in a transient THz signal.
II. METHODS
A. Sample
As sample molecule for this purpose, we chose Coumarin
343, whose solubility in water per se is very low (≪ 1 mM).
To increase its solubility to 5 mM, we deprotonated,
and thereby charged, the dye by the addition of a base
(1,4-diazabicyclo[2.2.2]octane, DABCO, 10 mM) to the solu-
tion (this base is less nucleophilic than NaOH and thereby
prevents degradation of the coumarin due to ring opening).
The Stokes shift is 3200 cm−1, as determined from the peaks
of the absorption and fluorescence spectra (see Fig. S1 of the
supplementary material). The fluorescence quantum yield of a
dilute solution of deprotonated Coumarin 343 has been deter-
mined to beΦF = 85% with the help of a Quanta-φ integrating
sphere calibrated with respect to the reported quantum yield
of Coumarin 153 in air-saturated ethanol at room temperature
(ΦF = 53% ± 4%).27 A fluorescence lifetime of τF = 4.7 ns
has been measured by time-correlated single photon counting
(Horiba Scientific, DeltaDiode DD-395L) in the dilute limit,
and we found that it has reduced to τF = 3.9 ns at the concen-
tration of the actual THz experiment (5 mM, see Fig. S2 of the
supplementary material). We could not reliably measure the
quantum yield at these high concentrations due to reabsorption
of the emitted light, but we assume that it is reduced by the same
factor as the fluorescence lifetime, i.e.,Φ′
F
≈ 70%. Finally, we
calculated with time-dependent density functional theory at
the B3LYP/6-311++G(d,p) level of theory in integral equation
formalism polarizable continuum model of water28 that the
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dipole changes by ≈5.3 D when exciting from the ground to
the electronically excited state, which agrees well with values
reported for the protonated form.29–31 Note that the absolute
dipole moments of the ground and excited states are ill-defined
since the molecule is charged; when one chooses the cen-
ter of nuclear charge as the origin, the dipole increases from
35.2 D in the S0 to 40.5 D in the S1 and both are essentially
parallel.
B. Transient THz spectroscopy
For the transient THz experiments, we used essentially the
same setup as previously described.32 In brief, pump pulses
(400 nm, energy 3.5 µJ) were derived from a 2.5 kHz Ti:S
amplifier system (pulse width 120 fs) by frequency doubling
in a 0.5 mm thick β-barium borate (BBO) crystal. THz probe
pulses were produced by optical rectification in a 0.1 mm
thick GaP (110) crystal, generating an almost perfect half-
cycle pulse with a FWHM of ≈180 fs (see Fig. S3 of the
supplementary material), and detected by electro-optic sam-
pling in a 0.5 mm thick ZnTe (110) crystal, including a recently
published concept based on four ZnSe Brewster windows to
enhance the detectivity.33 For a close to diffraction limited
imaging of the probe pulses into the sample and into the detec-
tion crystal, two computerized numerical control-machined,
large-aperture ellipsoidal mirrors have been used. The pump
and probe spot sizes in the focus were ≈200 µm. The experi-
mental layout introduces two delay times, the delay t1 between
optical pump-pulse and THz probe pulse and time t2 that scans
the THz pulse. The Coumarin 343/DABCO solution was mea-
sured in a 40 µm thick wire-guided water (H2O) jet34 to avoid
any contamination of the signal from window materials.
As a reference, we also performed an IR-pump-THz-
probe experiment, directly exciting the OD band of neat D2O
at 2500 cm−1 with 0.7 µJ pulses derived from an IR optical
parametric amplifier (OPA).35 In that case, the sample was held
in a cuvette constructed with two 100 µm thin sapphire win-
dows and a spacer of 6 µm. All experiments were performed
at room temperature.
Two different pump sources have been used. For experi-
ments with high time resolution, as well as for the IR pump
experiment, pump and probe pulses have been derived from
the same Ti:S laser system, running the former over an opti-
cal delay line. For experiments with long delay times t1 of up
to 50 ns, on the other hand, two Ti:S amplifier systems have
been electronically synchronized,36 revealing an effective time
resolution of 10 ps due to the jitter in the synchronization.
C. Simulations
The molecular dynamics (MD) simulation setup is similar
to that in Ref. 14 with a large Lennard-Jones sphere solvated
in water, thereby mimicking Onsager’s solvation model, albeit
with a realistic description of the solvent both in terms of its
discreteness and dynamics. TIP4P/2005 was used as the water
model, whose dielectric constant is ǫ0 = 60.37 The Lennard-
Jones parameters of the sphere were set to ǫ = 0.7794 kJ/mol
and σ = 7.8 Å, the former being the same as for TIP4P/2005
water and the latter resulting in a sphere radius of 3.9 Å, when
considering the corresponding value of TIP4P/2005 (3.2 Å)
and the usual combination rule. The sphere was placed in the
center of a cubic box of size 25 Å and solvated with 505 water
molecules at roughly the experimental density of water. The
dipole of the Lennard-Jones sphere was approximated by two
point charges separated by 0.8 Å, and the orientation of the
dipole was kept fixed during the simulation by restraining these
points with harmonic springs. Lennard-Jones interactions were
smoothly switched to zero between 10.6 Å and 11.7 Å, and the
Coulomb interactions were modelled with the reaction field
(rc = 10.7 Å, ǫ = ∞). A time step of 2.5 fs was chosen. The
simulation box was equilibrated at 295 K in a 100 ps NVT
simulation, thermostated by velocity-rescaling with a cou-
pling constant of 0.5 ps. All simulations were performed with
Gromacs.38
In order to calculate the non-equilibrium dipole-dipole
correlation function of Eq. (4), the following simulation proto-
col was subsequently used: A 1 ps NVT simulation, introduced
to stabilize the temperature, was followed by a 1 ps NVE sim-
ulation. From that point on, two 21 ps NVE trajectories were
run in parallel: an equilibrium trajectory with the dipole of
the Lennard-Jones sphere unchanged and a non-equilibrium
trajectory with the dipole changed. In order to accumulate
statistics, this protocol was cycled many times (ca. 600 000),
continuing from the 21 ps NVE equilibrium trajectory. The
simulation parameters were optimized for energy stability dur-
ing the NVE simulations in order to ensure that the observed
temperature change [see Fig. 3(b)] reflects the solvation of the
switched dipole, and not any energy drift.
The transient THz response has been calculated from the
non-equilibrium dipole-dipole correlation function
c(t1, t2) = ∆〈µ̇(t1)µ(t1 + t2)〉, (4)
where ∆ denotes the difference between the non-equilibrium
and equilibrium trajectories, t1 is the pump-probe delay time
after switching the dipole of the Lennard-Jones sphere, and
t2 is the time for the THz free induction decay. Time t1 was
evaluated up to 20 ps (of which only 15 ps is shown in Fig. 3)
and t2 up to 1 ps. The dipole µ(t) contained the contribu-
tion of both the Lennard-Jones sphere and all water molecules
in the simulation box. This correlation function was subse-







dt ′dt ′′ETHz(t2 − t
′′)
· Ipu(t2 + t1 − t
′′ − t ′)c(t ′, t ′′), (5)
where a Gaussian was assumed for the pump pulse Ipu and
the second derivative of a Gaussian for the THz pulse ETHz (in
both cases with a width that matches the experimental pulses).
Finally, a time-derivative with respect to t2 was taken in order





III. RESULTS AND DISCUSSION
Figure 2 (blue) shows the transient THz signal after pho-
toexcitation of the dye molecule, measured at the peak of
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FIG. 2. Relative change of the transmitted THz field ETHz measured at the peak of the half-cycle THz pulse. Shown is the response after photoexcitation of
Coumarin 343 in water at 400 nm (blue data) or after pumping the hydroxyl vibration of water (D2O) directly with an IR pulse (red data, smoothed with a 5-point
quadratic Savitzky–Golay filter and scaled up by a factor of 5 to match the late time temperature jump in the blue data). The blue filled circles show the data
measured with a high time resolution of up to 30 ps plotted on a linear scale, and the blue open circles show those measured with two synchronized laser systems
from 30 ps up to 50 ns plotted on a logarithmic scale (both data sets were stitched together by slightly scaling the second one). The solid lines show exponential
fits, leaving all time constants as free fit parameters, while the fit shown as the dashed blue line fixes the slowest time constant to 3.9 ns, as determined from the
fluorescence decay (see Fig. S2 of the supplementary material). The inset shows the spike around delay zero.
the half-cycle THz pulse (t2 = 0). Two data sets are stitched
together in this plot, obtained with the two different pump
sources described in Sec. II, thereby covering the time range
from 100 fs to 50 ns. Around delay zero, a pulse-width-limited
spike of increased THz absorption is observed (see Fig. 2,
inset). The spike does not decay to zero completely, but leaves
a small pedestal, which is hardly seen in the inset of Fig. 2
and which is what the main panel of Fig. 2 focuses on. This
pedestal increases in two steps. The first step, occurring with a
time constant of 10 ± 3 ps, agrees within error with the Debye
relaxation time of water,19 while the second step can be fit to
a process with 1.9 ns (Fig. 2, solid blue line). The signal stays
constant from there on.
It can be safely assumed that water fully thermalizes on
a nanosecond time scale over distances, which exceed that
between neighboring dye molecules,39 and we attribute the
final pedestal after the second step to the heating of the sam-
ple. Indeed, it is known from stationary spectroscopy that the
THz absorption cross section of water increases as a function
of temperature.40 To calibrate the effect for our concrete exper-
imental conditions, we measured the transmission of the THz
pulse through a thermostated water cuvette of equal thickness
at various temperatures and observed a linear dependence with
a slope ∆T /T = −7.5 · 10−3 K−1 (see Fig. S3 of the supplemen-
tary material). With that, one can estimate a total temperature
jump of ≈0.07 K from the size of the late-time pedestal of the
transient THz data (Fig. 2). This number agrees very well with
an independent estimate (0.06 K) obtained from the number
of absorbed photons per sample volume, their energy, the heat
capacity of water, and the fluorescence quantum yield of the
dye.
Based on this discussion, we conclude that the second step
observed in the transient THz response reflects heating of the
bulk solution upon electronic relaxation of the dye molecule
from the S1 state back into the S0 state. Since the fluorescence
quantum of the dye yield is not 100% (we determined a quan-
tum yield of ΦF = 70%; see Sec. II), the remaining fraction
of dye molecules dissipates their electronic excitation energy
into the solvent upon radiationless relaxation, thereby heating
the solvent. The fluorescence lifetime, which can be measured
much more accurately (3.9 ns; see Fig. S2 of the supplemen-
tary material) deviates from the value obtained from the fit
of the transient THz data (1.9 ns). We therefore also show in
Fig. 2 a fit that fixes the time constant of that process to 3.9 ns
(blue dashed line), evidencing that this is still consistent with
the relatively poor signal-to-noise ratio of the transient THz
data.
In light of the Introduction, we consider the first step,
occurring with a time constant that agrees well with the Debye
relaxation time of water, the most important result of this study.
Before we continue with its discussion, we need to estab-
lish the time scale on which the THz absorption responds to
an elevated temperature. To this end, we also performed an
IR-pump-THz-probe experiment, in which the hydroxyl vibra-
tion of water (D2O) is excited directly (Fig. 2, red data). It is
well established from IR-pump-IR-probe as well as from 2D
IR experiments that the lifetime of that vibration is ultrafast,
in particular, in isotope-pure D2O as well as H2O, and that
energy thermalizes on a ∼1 ps time scale.41–48 And, indeed,
the THz-absorption rises very quickly with the fit revealing
a time constant of 1 ± 0.3 ps (a complementary experiment,
THz-pump-IR-probe, highlighting the coherence in the cou-
pling between inter- and intramolecular modes on sub-
picosecond time scales, has recently been performed by Bonn
and co-workers49). Experimental40 and simulation data (Fig.
S4 of the supplementary material) show that the THz absorp-
tion increases with temperature throughout the whole fre-
quency range from 0 to 600 cm−1, resulting from a red shift
of the librational mode at 600 cm−1. Its low-frequency wing
extends into the 100 cm−1 regime, where the THz pulses peak,
indicating that the mode is almost critically damped. This also
explains why the librational mode can respond to an elevated
temperature so quickly since a close-to-critical damping is the
situation with the fastest possible relaxation. We conclude that
the observation of a 10 ps time scale for the first step after
photo-excitation of the coumarin dye is not limited by the
response time of the THz signal, but rather evidences that the
solvent response indeed occurs on that slower time scale.
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To get deeper insights into this process, we per-
formed non-equilibrium MD simulations, considering a large
Lennard-Jones sphere as solute in water (see Sec. II for details).
Figure 3 (blue) shows the result when first equilibrating the sys-
tem with the dipole of the Lennard-Jones sphere set to zero and
then instantaneously switching it on to 7.5 D at t1 = 0, while
the red data show the results for the opposite process switching
from 7.5 D to 0. When switching the dipole on, the reaction
field shown in Fig. 3(a) (blue) can be fit to three exponentials
with 7 fs (37%), 210 fs (31%), and 1.6 ps (32%) and an aver-
age relaxation time of 590 fs. When switching off the dipole
[Fig. 3(a), red], the response is a bit faster with 8 fs (42%),
150 fs (34%), and 1.1 ps (23%) and an average decay time
of 310 fs. The slightly different time scale indicates that the
system is not quite in a linear response regime, yet, in either
case, the result is in very good agreement with the experi-
mental solvation time (400 fs),13 despite the crudeness of the
model.
Figure 3(b) shows the “non-equilibrium temperature”
after switching, as determined from the total kinetic energy of
the simulation box. When the dipole is switched on (blue), we
observe an instantaneous temperature jump followed by a par-
tial decay that can be fit to a single-exponential function with a
time constant of 2.2 ps. On the other hand, when switching off
the dipole (red), approximately the same initial temperature
FIG. 3. Simulation results. Panel (a) shows the reaction field R(t) when
switching the dipole of the Lennard-Jones sphere on (blue) or off (red),
panel (b) shows the solvent temperature in response to the switching (same
color code), and panel (c) shows the simulated THz signal in units of relative
absorbance change ∆A/A. In either case, the thin black lines present data and
the colored lines present single exponential fits. The inset in panel (c) shows
the spike around time t1 zero.
jump is observed, but the temperature subsequently increases
further with a time constant of 3.6 ps. The total amount of dis-
sipated energy upon solvation of the dipole, as measured by
the late-time temperature change, is different from that upon
re-solvation of the Lennard-Jones sphere without any dipole.
Based on Fig. 1, these results might seem surprising. That is,
solvation and re-solvation are the equivalents of what would
happen on the S1 electronic state upon electronic excitation and
subsequently on the S0 after emission of a fluorescence photon.
Figure 1 would suggest that both events release approximately
the same amount of free energy (which is a result of the lin-
ear response assumption that renders the curvatures of the
S0 and S1 free energy surfaces identical). To understand this
discrepancy, one must keep in mind that Fig. 1 plots “free
energy,” while temperature measures “energy.” Since solva-
tion is entropy-driven to a significant extent, both terms may
be very different. For example, it is a freshman chemistry
experiment to observe that dissolution of NaCl in water is
endothermic [e.g., temperature may indeed decrease upon sol-
vation, as shown in Fig. 3(b), blue]. Nevertheless, entropy is a
function only of the “solvent polarization coordinate” shown
in Fig. 1; hence, free energy differences at a given position
of that coordinate are in fact the same as energy differences.9
This is why the dashed arrows in Fig. 1 indeed indicate the
energy of the emitted fluorescence photons. Also the total sol-
vation free energy ∆FS is the same as the Stokes shift ∆ES .
However, while the total solvation free energy splits half/half
for the solvation of the excited state and the re-solvation of the
ground state, the same is not necessarily true for the splitting
of the total solvation energy.
Finally, Fig. 3(c) shows the transient THz response for
both switching events, i.e., the result of Eq. (6) along t1 at
the peak of the signal with t2 = −50 fs (the full 2D data set is
shown in Fig. S5 of the supplementary material). Around delay
zero (t1 = 0), a pulse-width limited spike is observed, just like
in experiment [insets of Figs. 3(c) and 2], which represents
the electronic contribution from the instantaneous switching
of the dipole of the Lennard-Jones sphere. This can be veri-
fied by removing its contribution to µ(t) in Eq. (4), in which
case that spike is inverted (and smaller). After the spike, a
small pedestal of increased absorbance remains [Fig. 3(c),
main panel], which slightly increases further as a function of
time in either case [the fit in Fig. 3(c) fixes the time constants
to the values obtained from Fig. 3(b) since the data are too
noisy and the effect is too small to extract the time scale inde-
pendently]. While that second step in the simulation results is
faster than the Debye relaxation (which is 14 ps for the current
simulation setup; see Fig. S6 of the supplementary material), it
is still slower than the solvation response [310 fs or 590 fs, see
Fig. 3(a)].
Even though Figs. 3(b) and 3(c) resemble each other to a
certain extent, evidencing that the THz response can indeed
be considered an ultrafast thermometer, they do not do so
in all aspects. First, trivially, the initial spike in the THz
response is hardly present in the temperature data, as it origi-
nates directly from the THz field emitted upon switching the
dipole of the Lennard-Jones sphere. Second, while the tem-
perature decreases again after the initial jump when switching
on the dipole [Fig. 3(b), blue], the THz absorption continues
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to increase [Fig. 3(c), blue]. Third, while the ratio of final
temperatures is 2.6 after switching off the dipole [Fig. 3(b),
red] versus switching it on [Fig. 3(b), blue], the correspond-
ing factor is only 1.8 for the THz response [Fig. 3(c), red,
versus Fig. 3(c), blue]. Points two and three emphasize that
a sizable contribution to the THz response, which reflects
the different structuring of water around solutes with differ-
ent dipoles, exists as well. This is expected since it has been
shown that certain solutes affect the THz absorption of solvat-
ing water.22–24,50 For the case when the dipole is switched on,
the kinetic response from water orientation actually overcom-
pensates that of the temperature effect. Water reorients on the
time scale of Debye relaxation; hence, it appears meaningful
that we see that time scale in the THz response. We have no
evidence, however, that the orientational response has a differ-
ent spectral dependence than the temperature response, which
would show up as a variation of the t2-dependence of the THz
signal as a function of t1 (see full 2D data in Fig. S5 of the
supplementary material).
With the dipole switched off, the Lennard-Jones sphere
is a very hydrophobic particle. Even in that most simple case,
the solvation energy and solvation entropy are complicated and
not necessarily intuitive functions of parameters such as sphere
radius51 or temperature,52,53 and one might expect that the situ-
ation is even more involved for a real molecule with a complex
charge distribution. Anyhow, the simulation of Fig. 3(c) is in
very good agreement with the experimental results of Fig. 2,
regardless of whether the solute turns into more polar or more
apolar upon switching, suggesting that these results are rather
universal.
IV. CONCLUSION
In conclusion, we have measured aqueous solvation from
a water perspective by means of transient THz spectroscopy.
We consider the 10 ps time scale observed for the first step
a rather slow process for water. It compares well with the
Debye relaxation time, which is the slowest established time
scale known for water, suggesting that there is a connection
between the two processes. We have also shown that the THz
response, for the most part, can be interpreted as an ultrafast
thermometer with a response time of ∼1 ps, but the restruc-
tured water around the solute contributes as well to a smaller
extent. While the sub-picosecond solvation of the excited state
of the coumarin dye must imply a partial rearrangement of
water molecules in the solvation layer, the time scale separation
implies that this happens in a way that strain is built up within
the solvation layer. Releasing that strain, apparently, requires
an essentially complete reorientation of some of the water
molecules in the solvation layer, which is why the Debye relax-
ation time is the relevant time scale. We consider this experi-
ment to be a direct observation of the very non-intuitive time
scale separation between solvation time and Debye relaxation
[Eq. (1)].
SUPPLEMENTARY MATERIAL
See supplementary material for absorption and fluores-
cence spectra of the dye (Fig. S1), a measurement of the
excited state lifetime (Fig. S2), the THz pulse after transmit-
ting through a thermalized 40 µm water cuvette as a func-
tion of temperature (Fig. S3), simulated absorption spectra of
TIP4P/2005 water (Fig. S4), the full simulated THz response
as a function of both time coordinates t1 and t2 (Fig. S5), and
the dipole-dipole correlation function of the simulation box
(Fig. S6).
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FIG. S1. Normalized absorption (blue) and emission (green) spectra of a solution of deprotonated Coumarin 343 (5 mM) in
the presence of 10 mM DABCO in water at room temperature. The Stokes shift, as determined of the peaks of the spectra, is
3200 cm−1.




















FIG. S2. Fluorescence decay of deprotonated Coumarin 343 in the dilute case (blue) and at the concentration used in the
transient THz experiment (red, 5 mM Coumarin 343 and 10 mM DABCO). The data are fit to single exponential functions
(thick lines), revealing lifetimes of 4.7 ns and 3.9 ns, respectively.
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FIG. S3. THz pulse after transmitting through a thermalized 40 µm water cuvette with the temperature varied from -10◦C to
30◦C in steps of 5◦C. The inset shows the peak intensity of the THz pulse together with a linear fit (red line) that reveals a
slope of ∆T/T = −7.5 · 10−3 K−1.















FIG. S4. Normalized THz absorption spectrum of water for the current MD simulation setup with the dipole of the Lennard-
Jones sphere set to zero at 285 K (blue), 295 K (green) and 305 K (red). The absorption rise in the 100 cm−1 region with
temperature results from a red-shift of the librational mode at 600 cm−1 due to its anharmonicity, whose wing extends to very
low frequencies. This explains why the TIP4P/2005 water model, which as a non-polarizable water model does not reproduce












FIG. S5. Full 2D data of the simulation, the result of Eq. 6 along t1 and t2 for (a) switching on the dipole of the Lennard Jones
sphere and (b) switching if off.















FIG. S6. Dipole-dipole correlation function 〈µ̇(0)µ(t)〉 of water (normalized to the short-time peak, which is not visible on the
scale of the plot) for the current MD simulation setup with the dipole of the Lennard-Jones sphere set to zero. An exponential
fit of the long-time tail (red line) reveals a Debye relaxation time of 14 ps.
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