We consider a periodically forced singular oscillator in which the potential has subquadratic growth at infinity and admits a singularity. Using Moser's twist theorem of invariant curves, we show the existence of quasi-periodic solutions. This solves the Littlewood problem on the boundedness of all solutions for such a system.
Introduction
In this paper, we will consider the Littlewood problem for the forced nonlinear oscillator + ′ ( ) = ( ), (1.1) where ( ) is an 1-periodic continuous function.
In the early 1960's, Littlewood [5] suggested to study the boundedness of all solutions of systems like (1.1) for the following two cases:
(1) Superlinear case:
′ ( ) → +∞ as → ±∞;
(2) Sublinear case: sign( ) ′ ( ) → +∞ and ′ ( ) → 0 as → ±∞. The first result in the superlinear case is due to Morris [11] , who proved the boundedness of all solutions of (1.1) for ( ) = where , = 0, 1, ⋅ ⋅ ⋅ , 2 , are 1-periodic ∞ functions, and showed the boundedness of all solutions. Subsequently, this result was extended to more general cases by several authors (see [3] , [4] , [6] , [16] , [17] and references therein).
Recently, the boundedness of all solutions was shown by Küpper and You [2] for the sublinear equation¨+ | | −1 = ( ), (1.2) where 0 < < 1 and is smooth. The general sublinear case was later considered by Liu [7] under certain reasonable conditions. The Littlewood problem for singular potentials is known to be challenging and there are only very a few results. A case of such oscillators with semilinearly growing potential was recently considered by Capietto-Dambrosio-Liu [8] for which the boundedness of all solutions was shown under some nonresonance conditions (see also Liu [9] for an extension of the result to the isochronous case).
The present paper is devoted to the study of Littlewood problem for forced oscillators with singular sublinearly growing potential. While our result and technique hold for general potentials of the like, we will consider a model problem of (1.1) with 
The power range 1 3 < < 1 and the smoothness requirement of ( ) in the Theorem are due to the technique we employee. We do not know whether they are essential to the validity of the theorem.
The proof of Theorem concerns the formal reduction to normal form and estimates. The formal reduction consists of the following sequence of transformations:
where ( ) = ∫ 0 ( ) , in which is the standard action-angle reduction of ( ,˙) into ( , ), and is the change of time and energy into the new position and momentum with the angle playing the role of new time. For each step of transformations, detailed estimates will be given. In particular, due to the existence of singularity in the potential, special cares are needed on estimates with respect to 0 ( ), ( , ), and ( , ), for which we will employee some techniques developed in [3] , [7] and [8] . An application of Moser's twist theorem will then yield the Theorem.
The rest of the paper is organized as follows. In Sections 2, 3, we introduce transformations , respectively, along with some technical estimates. The Theorem will be proved in Section 4. We will also give another result on the existence of quasi-periodic solutions, Aubry-Mather sets, and unlinked periodic solutions in this section. The Appendix is devoted to the estimates on 0 ( ), ( , ), and ( , ). For simplicity, throughout the paper we use symbols , to denote appropriate universal constants which are in (0, 1), (1, ∞) respectively.
Action-angle variables
Without loss of generality, we assume that the average value of ( ) vanishes, i.e., the function ( ) = 
and˜( ) = ( ) − in place of ( ) and ( ) respectively in (1.1).
It is clear that the oscillator (1.1) is a Hamiltonian system of one-and-a-half degree of freedom:
where
For each > 0, we denote by 0 ( ) the area enclosed by the closed curve
It is easy to see that
). Now, the action-angle variable ( , ), > 0, ∈ ℝ (mod 1), can be introduced as usual:
Also we let ( , ), ( , ) be inverse functions of (2.2) and (2.3).
With the action-angle variable ( , ), system (2.1) becomeṡ
in which 0 ( ) is the inverse function of 0 ( ) and
We now give some estimates on the functions 0 ( ), 1 ( , , ), ( , ), and ( , ).
Lemma 2.1
The following holds:
Proof (1) (resp. (2)) can be easily proved by comparing the area bounded by Γ in the right half plane (resp. the left half plane) with the area of the triangle or rectangle with sides √ 2 and (resp. ). Similar to the proof of [3, A3.2], we have
This proves (3). (4) easily follows from (3).

□
Lemma 2.2 For all
Proof This lemma was proved in [8] . For the readers' convenience, we include the proof in the Appendix.
□
Remark 2.1 (1). It follows from the Lemmas 2.1, 2.2 that
Thus the time period 0 ( ) of the integral curve Γ is dominated by
(
2). It also follows from Lemmas 2.1, 2.2 that
for all = 0, 1, ⋅ ⋅ ⋅ as sufficiently large. In particular,
as sufficiently large. (3) . Note that 0 ( ) is the inverse function of 0 ( ). We have by (2.6) and (2.7) that
for all = 0, 1, ⋅ ⋅ ⋅ as sufficiently large.
Lemma 2.3 As > −1 and sufficiently large,
Proof See Appendix. □ Lemma 2. 4 As sufficiently large,
Proof It follows from the definition of 1 ( , , ), Lemma 2.1 (2) , and the fact that
New action-angle variables
Now we consider the forced Hamiltonian ( , , ) in (2.5). The identity
implies that if one can solve = ( , , ) in from (2.5) with and as parameters, then the Hamiltonian system (2.4) becomes
with Hamiltonian ( , , ) and new action-angle variables , , and time variable . This point of view has already been adopted in [3] . As sufficiently, because ∂ ( , , ) ∕ = 0, one can indeed solve ( , , ) as the inverse function of ( , , ) with , playing the role of parameters. Hence (3.1) is well defined when is sufficiently large. We define 1 ( , , ) as such that ( , , ) = 0 ( ) + 1 ( , , ).
Lemma 3.1
As sufficiently large,
Proof There are three cases to consider. Below, for the sake of brevity, we suspend the , -dependence in most terms. Case 1: = 0, = 0. From the definition of ( , , ), we have 2) or equivalently,
We will estimate 1 ( ) through that of 1 ( ( )). By Lemmas 2.1, 2.4, and Remark 2.1, we have that ( ) → ∞ as → ∞ and
for all , as ≫ 1. Using (3.3), (3.6) and the monotonicity of 0 in , we have
.
It follows from Remark 2.1 that
which implies that 0 ( ) < ( ) < 0 ( ). Using Remark 2.1 and Lemma 2.4 again, we obtain
This gives the desired estimate for the first term of (3.5) as
The second term of (3.5) is bounded by
This completes Case 1.
Case 2: = 0, ≥ 1. Differentiating (3.5) times with respect to yields
where 1 = 1 ( ( )) and, for each , is an integer which only depends on and . Since
the proof of Case 2 is reduced to that of
Differentiating (3.2) with respect to yields
As sufficiently large, the denominator of the above is close to one and we thus have
i.e., (3.7) holds when = 1. Using induction, we now assume that for some < 5, (3.7) holds for all 1 ≤ ≤ . Differentiating (3.8) times with respect to yields
Hence the proof of (3.7) for = + 1 is reduced to the that of
for all ≤ and ≫ 1. Since
the proof of (3.9) easily follows from the induction hypothesis and Remark 2.1. Note that
where 0 ≤ ≤ , 1 + ⋅ ⋅ ⋅ + = . The proof of (3.10) follows from (3.9) and Lemma 2.4.
Case 3: ≥ 0, ≥ 1. Similar to the above, the proof of Case 3 is reduced to that of
for all ≥ 0, ≥ 1 and ≫ 1. In fact, according to (3.8), Remark 2.1, and Lemma 2.4, we conclude that the differentiation of ∂ ( , , ) times with respect to does not increase the order of the upper bound. 
Proof of the Main Result
We rewrite (3.1) more explicitly as
where, as shown in the previous two sections, the functions 0 ( ) and 1 ( , , ) for sufficiently large satisfy the following estimates:
For 0 > 0, we consider the domain
and the diffeomorphism Ψ:
Then system (4.1) under the transformation Ψ becomes
, with = ( ) defined through the transformation Ψ. To estimate 1 and 2 , we note by (4.2)-(4.4) that 
It follows that
for all 0 ≤ + ≤ 4, where = min{
1− > 0. Since 1 and 2 are sufficiently small as ≫ 1, all solutions of (4.6) exist for 0 ≤ ≤ 1 when the initial values (0) = are sufficiently large. Hence the Poincaré map Φ associated to (4.6) is well defined on 0 as 0 ≫ 1. In fact, by integrating (4.6) from = 0 to = 1, we see that Φ has the form Φ :
where Ξ 1 and Ξ 2 satisfy the same estimates as those of 1 and 2 , i.e.,
According to [1] , the Poincaré map associated to (4.1) admits the intersection property on 0 , i.e., if Γ is an embedded circle in 0 homotopic to a circle = constant, then (Γ) ∩ Γ ∕ = ∅. It follows that Φ also admits the intersection property on 0 . Hence Φ satisfies all the assumptions of Moser's twist theorem [12] , [14] , from which we conclude that for any ≫ 1 satisfying
there is an invariant curve Γ of Φ which is conjugated to a pure rotation of the circle with rotation number . Tracing back to the system (2.1), Γ gives rise to an invariant closed curve of the Poincaré map of (2.1) with rotation number 1 which surrounds and is arbitrarily far away from the origin. Hence all solutions of (1.1) are bounded. This completes the proof of the Theorem.
□
In fact, also applying Aubry-mather theory [10] , [13] to the Poincaré map Φ, one can obtain more precise dynamics of (1.1) as follows. We finally remark that the weak quasi-periodic solutions asserted by Aubry-Mather theory form a special class of almost automorphic functions generating the almost periodic ones ( [15] ).
Proposition Under conditions of the Theorem, there is an
Appendix
A1. Some properties on the potential ( ). Let
and
where ( ) is defined recursively by the following formulas:
It is clear that there exists a constant = such that for all ∈ (−1, 0),
A2. Some derivative formulas.
Here we list some derivative formulas which are very similar to those in [3] . Let ( , ) be a smooth function and define
When applying (A2.1) to 0 ( ), we will obtain its derivatives of any order.
When applying (A2.2) to ( , ), ( , ), we particularly have
and 
A3. Proof of Lemma 2.2. We recall that
By (A2.2), differentiating the equality times with respect to yields
Using induction (see also 
where ( ) is recursively defined by
Therefore the proof of Lemma 2.2 is reduced to the computation of the integral
which had be done in [8] . Since (0) = (−1) = 0 and
, we have that
This proves Lemma 2.2.
A4. Proof of Lemma 2.3.
We first consider the case = 1. When ≥ 0, we re-write (A2.3) as
(A4.1) Thus the estimate of ( , ) in Lemma 2.3 holds when = 1 and −1 < < 0. The estimate of ( , ) in Lemma 2.3 for general follows from similar arguments and induction.
Similarly, we obtain the desired estimate on ( , ).
