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Introduction
These notes represent the written, expanded and improved version of a series
of lectures given at the winter school “Representation theory and related topics”
held at the ICTP in Trieste in January 2006, and at the summer school ”Geometric
methods in representation theory” held at Grenoble in June 2008. The topic for
the lectures was “Hall algebras” and I have tried to give a survey of what I believe
are the most fundamental results and examples in this area. The material was
divided into five sections, each of which initially formed the content of (roughly)
one lecture. These are, in order of appearance on the blackboard :
• Lecture 1. Definition and first properties of (Ringel-)Hall algebras,
• Lecture 2. The Jordan quiver and the classical Hall algebra,
• Lecture 3. Hall algebras of quivers and quantum groups,
• Lecture 4. Hall algebras of curves and quantum loop groups,
• Lecture 5. The Drinfeld double and Hall algebras in the derived setting.
By lack of time, chalk, (and yes, competence !), I was not able to survey with
the proper due respect several important results (notably Peng and Xiao’s Hall Lie
algebra associated to a 2-periodic derived category [PX2], Kapranov and Toe¨n’s
versions of Hall algebras for derived categories, see [K3], [T], or the recent theory of
Hall algebras of cluster categories, see [CC], [CK], or the recent use of Hall algebra
techniques in counting invariants such as in Donaldson-Thomas theory, see [J2],
[KS], [R4],...). These are thus largely absent from these notes. Also missing is
the whole geometric theory of Hall algebras, initiated by Lusztig [L5] : although
crucial for some important applications of Hall algebras (such as the theory of
crystal or canonical bases in quantum groups), this theory requires a rather different
array of techniques (from algebraic geometry and topology) and I chose not to
include it here, but in the companion survey [S5]. More generally, I apologize to all
those whose work deserves to appear in any reasonable survey on the topic, but is
unfortunately not to be found in this one. Luckily, other texts are available, such
as [R7], [R8], [H5]. There are essentially no new results in this text.
Let me now describe in a few words the subject of these notes as well as the
content of the various lectures.
Roughly speaking, the Hall, or Ringel-Hall algebra HA of a (small) abelian
category A encodes the structure of the space of extensions between objects in A.
In slightly more precise terms, HA is defined to be the C-vector space with a basis
consisting of symbols {[M ]}, where M runs through the set of isomorphism classes
of objects in A; the multiplication between two basis elements [M ] and [N ] is a
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linear combination of elements [P ], where P runs through the set of extensions of
M by N (i.e. middle terms of short exact sequences 0 → N → P → M → 0),
and the coefficient of [P ] in this product is obtained by counting the number of
ways in which P may be realized as an extension of M by N (see Lecture 1 for
details). Of course, for this counting procedure to make sense A has to satisfy
certain strong finiteness conditions (which are coined under the term finitary), but
there are still plenty of such abelian categories around. Another fruitful, slightly
different (although equivalent) way of thinking about the Hall algebra HA is to
consider it as the algebra of finitely supported functions on the “moduli space”
MA of objects of A (which is nothing but the set of isoclasses of objects of A,
equipped with the discrete topology), endowed with a natural convolution algebra
structure (this is the point of view that leads to some more geometric versions of
Hall algebras, as in [L5], [L1], [S4]).
Thus, whether one likes to think about it in more algebraic or more geometric
terms, Hall algebras provide rather subtle invariants of finitary abelian categories.
Note that it is somehow the “first order” homological properties of the category A
(i.e. the structure of the groups Ext1(M,N)) which directly enter the definition
of HA, but A may a priori be of arbitrary (even infinite) homological dimension.
However, as discovered by Green [G4], when A is hereditary , i.e. of homological
dimension one or less, it is possible to define a comultiplication ∆ : HA → HA⊗HA
and, as was later realized by Xiao [X1], an antipode S : HA → HA. These three
operations are all compatible and endow (after a suitable and harmless twist which
we prefer to ignore in this introduction) HA with the structure of a Hopf algebra.
All these constructions are discussed in details in Lecture 1.
As the reader can well imagine, the above formalism was invented only after
some motivating examples were discovered. In fact, the above construction appears
in various (dis)guises in domains such as modular or p-adic representation theory
(in the form of the functors of parabolic induction/restriction), number theory
and automorphic forms (Eisenstein series for function fields), and in the theory
of symmetric functions. The first occurence of the concept of a Hall algebra can
probably be traced back to the early days of the twentieth century in the work of
E. Steinitz (a few years before P. Hall was born) which, in modern language, deals
with the case of the category A of abelian p-groups for p a fixed prime number.
This last example, the so-called classical Hall algebra is of particular interest due to
its close relation to several fundamental objects in mathematics such as symmetric
functions (see [M1]), flag varieties and nilpotent cones. After studying in some
details Steintiz’s classical Hall algebra we briefly state some of the other occurences
of (examples of) Hall algebras in Lecture 2.
The interest for Hall algebras suddenly exploded after C. Ringel’s groundbreak-
ing discovery ([R5]) in the early 1990s that the Hall algebraHRep ~Q of the category
of Fq-representations of a Dynkin quiver ~Q (equiped with an arbitrary orientation)
provides a realization of the positive part U(b) of the enveloping algebra U(g) of
the simple complex Lie algebra g associated to the same Dynkin diagram (to be
more precise, one gets a quantized enveloping algebraUv(g), where the deformation
parameter v is related to the order q of the finite field Fq).
It is also at that time that the notion of a Hall algebra associated to a finitary
category was formalized (see [R6]). These results were subsequently extended to
arbitrary quivers in which case one gets (usually infinite-dimensional) Kac-Moody
algebras, and were later completed by Green. The existence of a close relationship
between the representation theory of quivers on one hand, and the structure of
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simple or Kac-Moody Lie algebras on the other hand was well-known since the
seminal work of Gabriel, Kac and others on the classification of indecomposable
representations of quivers (see [G1], [K1]). Hall algebras thus provide a concrete,
beautiful (and useful !) realization of this correspondence. After recalling the
forerunning results of Gabriel and Kac, we state and prove Ringel’s and Green’s
fundamental theorems in the third Lecture.
Apart from the categories of Fq-representations of quivers, a large source of fini-
tary categories of global dimension one is provided by the categories Coh(X) of
coherent sheaves on some smooth projective curve X defined over a finite field Fq.
As pointed out by Kapranov in [K2], the Hall algebra HCoh(X) may be interpreted
in the context of automorphic forms over the function field of X . Using this inter-
pretation, he wrote down a set of relations satisfied by HCoh(X) for an arbitrary
X (these relations involve as a main component the zeta function of X). These
relations turn out to determine completely HCoh(X) when X ≃ P
1 but this is most
likely not true in higher genus (see [SV2], however, for a combinatorial approach).
In another direction, H. Lenzing discovered in the mid-80’s some important gen-
eralizations Coh(Xp,λ) of the category Coh(P
1)– the so-called weighted projective
lines– which depend on the choice of points λ1, . . . , λr ∈ P1 and multiplicities
p1, . . . , pr ∈ N associated to each point ([L2]). The category Coh(Xp,λ) is heredi-
tary and shares many properties with the categories Coh(X) of coherent sheaves on
curves (not necessarily of genus zero). In fact, in good characteristics, Coh(Xp,λ) is
equivalent to the category of G-equivariant coherent sheaves on some curve Y acted
upon by a finite group G, for which Y/G ≃ P1. The Hall algebras HCoh(Xp,λ) are
studied in [S3], where it is shown that they provide a realization of the positive part
of quantized enveloping algebras of loop algebras of Kac-Moody algebras. Note that
these algebras are in general not Kac-Moody algebras : for instance when Xp,λ is of
“genus one” one gets the double affine, or elliptic Lie algebras Eg = g[t±1, s±1]⊕K
for a Lie algebra g of type D4, E6, E7 or E8. Simultaneously, Crawley-Boevey was
led in his beautiful work on the Deligne-Simpson problem [CB1] to study the classes
of indecomposable sheaves in Coh(Xp,λ) and found them to be related to loop alge-
bras of Kac-Moody algebras as well (see [CB2]). The above results concerning Hall
algebras of coherent sheaves on curves form the content of Lecture 4, and should
be viewed as analogues, in the context of curves, of Gabriel’s, Kac’s and Ringel’s
theorems for quivers.
Finally in the last lecture, we state various results and conjectures regarding
the behavior of Hall algebras under derived equivalences. Recall that taking the
Drinfeld double is a process which turns a Hopf algebra H into another one DH
which is twice as big as H and which is self-dual; for instance the Drinfeld double
of the positive part Uv(b) of a quantized enveloping algebra is isomorphic to the
whole quantized enveloping algebra Uv(g). The guiding heuristic principle –which
has recently been established in a wide class of cases by T. Cramer [C]– is that
although the Hall algebrasHA andHB of two derived equivalent finitary hereditary
categories need not be isomorphic, their Drinfeld doublesDHA andDHB should be.
More generally, any fully faithful triangulated functor F : Db(A)→ Db(B) between
derived categories should give rise to a homomorphism of algebras F⋆ : DHA →
DHB. In particular, the group of autoequivalences of the derived category D
b(A)
is expected to act on DHA by algebra automorphisms. As supporting example and
motivation for the above principle, we show how the group Aut(Db(Coh(X))) for
an elliptic curve X acts on DHCoh(X). This action turns out to be the key point
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in understanding the structure of the algebra DHCoh(X) (the elliptic Hall algebra
studied in [BS1]).
A recent theorem of Happel [H2] states that any (connected) hereditary category
which is linear over an algebraically closed field k and which possesses a tilting
object (see Lecture 5.) is derived equivalent to either Repk ~Q for some quiver ~Q or
Coh(Xp,λ) for some weighted projective line Xp,λ. Although the case of categories
which are linear over a finite field k is slightly more complicated (see [HR], and
also [RV]), if one believes the above heuristic principle then the results of Lectures
3 and 4 essentially describe the Hall algebra of any finitary hereditary category
which possesses a tilting object. Of course the case of finitary hereditary categories
which do not possess a tilting object (this corresponds to curves of higher genus)
is still very mysterious, as is the case of categories of higher global dimension (this
corresponds to higher-dimensional varieties) for which virtually nothing is known.
A final word concerning the style of these Lecture notes. They follow a leisurely
pace and many examples are included and worked out in details. Nevertheless,
because they are mostly (though not only !) aimed at people interested in repre-
sentation theory of finite-dimensional algebras, I have decided to assume some basic
homological algebra and, starting from Lecture 3, a little familiarity with quivers.
On the other hand, I assume nothing from Lie algebras and quantum groups the-
ory. Hence I have included in a long appendix a “crash course” on simple and
Kac-Moody Lie algebras, loop algebras, and the corresponding quantum groups.
The first four Lectures follow each other in a logical order, but a reader allergic
to examples could well jump to Lecture 5 directly after Lecture 1.
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Lecture 1.
The aim of this first Lecture is to introduce in as much generality as possible the
notion of the Hall algebra of a finitray abelian category, and to describe in details
all the extra structures (coproduct, antipode,...) which have been discovered over
the time and which one can put on such an algebra. A final paragraph briefly dis-
cusses some functoriality properties of this construction. Examples of Hall algebras
abound in Lectures 2, 3 and 4, and the reader is invited to have a look at them as
he proceeds through this first Lecture.
1.1. Finitary categories
A small abelian category A is called finitary if the following two conditions are
satisfied :
i) For any two objects M,N ∈ Ob(A) we have |Hom(M,N)| <∞,
ii) For any two objects M,N ∈ Ob(A) we have |Ext1(M,N)| <∞.
In most, if not all examples of finitary categories which we will be considering
in these notes, A is linear over some finite field Fq, and we have
(1.1) dim Hom(M,N) <∞, dim Ext1(M,N) <∞
for any pair of objects M,N ∈ Ob(A). Examples of such categories are provided
by the categories RepFq
~Q of (finite dimensional) Fq-representations of a quiver,
or more generally by the categories ModA of finite-dimensional representations
of a finite-dimensional Fq-algebra A. For another class of examples of a more
geometric flavor, one may consider the categories Coh(X) of coherent sheaves on
some projective scheme defined over Fq (the finiteness property (1.1) holds by a
famous theorem of Serre, see e.g. [H3]).
We denote by K(A) the Grothendieck group (over Z) of an abelian category
A. In most situations of interest for us, this will be a free Z-module. If A is a
finite length category (i.e. if any object of A has a finite composition sequence with
simple factors) then K(A) is freely generated by the classes of the simple objects.
1.2. Euler form and symmetric Euler form.
Let A be a finitary category, and let us make the additional assumptions that
gldim(A) < ∞ and that property ii) above is satisfied for the groups Exti(M,N)
for all i1. For any two objects M,N of A we put
(1.2) 〈M,N〉m =
(
∞∏
i=0
(#Exti(M,N))(−1)
i
) 1
2
.
Since A is of finite global dimension, Exti(M,N) = {0} for i≫ 0 and the product
is finite. Note that the definition of 〈M,N〉 implicitly involves a choice of a square
root. An easy application of the long exact sequences in homology associated to
the functor Hom shows that 〈M,N〉m only depend on the classes of M and N in
the Grothendieck group and (1.2) thus defines a form 〈 , 〉m : K(A)×K(A)→ C
which is called the (square root of the) multiplicative Euler form. It is also useful to
introduce the multiplicative symmetric Euler form (M,N)m = 〈M,N〉m ·〈N,M〉m.
1Here we implicitly assume that the groups Exti are well-defined. This is the case for all
examples discussed above (modules over a finite-dimensional algebra, coherent sheaves over smooth
projective varieties, ...).
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WhenA is k-linear then one usually considers additive versions of the Euler forms
instead, which are defined by 〈M,N〉a =
∑
i(−1)
idim Exti(M,N) and (M,N)a =
〈M,N〉a + 〈N,M〉a. In this very simple way, we have associated to any finitary
k-linear category a lattice (K(A), ( , )a), that is a (usually free and finite rank)
Z-module equipped with a Z-valued symmetric bilinear form. As we will see, this
seemingly rather coarse invariant already carries a lot of information regarding A.
1.3. The name of the game.
Let A be a finitary category. We now introduce the main character of these notes,
namely the Hall algebra HA of A. Let X = Ob(A)/ ∼ be the set of isomorphism
classes of objects in A. Consider a vector space
HA :=
⊕
M∈X
C[M ]
linearly spanned by symbols [M ], where M runs through X . We will now define a
multiplication on HA. Given any three objectsM,N,R, let PRM,N denote the set of
short exact sequences 0 → N → R → M → 0, and put PRM,N = |P
R
M,N |. Observe
that PRM,N is indeed finite since by assumption Hom(N,R) and Hom(R,M) are
finite. For any object P , we put aP = |Aut(P )|.
Proposition 1.1 (Ringel, [R6]). The following defines on HA the structure of an
associative algebra :
(1.3) [M ] · [N ] = 〈M,N〉m
∑
R
1
aMaN
PRM,N [R].
The unit i : C→ HA is given by i(c) = c[0], where 0 is the zero object of A.
The proof of this result will be quite easy and natural once we have reinterpreted
the above definition of HA from a slightly more geometric perspective. We view
X as some kind of “moduli space of objects in A”, and HA as the set of finitely
supported functions on X
HA =
{
f : X → C | supp(f) is finite
}
by identifying the symbol [M ] with the characteristic function 1M . We claim that
the product (1.3) can be rewritten as follows :
(1.4) (f · g)(R) =
∑
Q⊆R
〈R/Q,Q〉mf(R/Q)g(Q)
Indeed, by bilinearity it is enough to check that (1.4) coincides with (1.3) when
f = 1M and g = 1N . This is in turn a consequence of the following Lemma :
Lemma 1.2. For any three objects M,N,R of A we have
(1.5)
1
aMaN
PRM,N =
∣∣{L ⊂ R | L ≃ N and R/L ≃M}∣∣ .
Proof. The group Aut(M) × Aut(N) acts freely on PRM,N , and the quotient is
canonically identified with the right-hand side of (1.5). X
Proof of Proposition 1.1. It will be more convenient to formulate the proof using
(1.4) rather than (1.3). Assume that f = 1M and g = 1N . Then the right-hand
side of (1.4) is a function supported on the set {R} of extensions of M by N . As
Ext1(M,N) is finite, there are only finitely many such extensions, hence 1M · 1N
does indeed belong to HA. By bilinearity it follows that f · g ∈ HA for any
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f, g ∈ HA. We now prove the associativity. Let f, g, h ∈ HA and let M be an
object of A. We compute
(
f · (g · h)
)
(M) =
∑
N⊆M
〈M/N,N〉mf(M/N)(g · h)(N)
=
∑
N⊆M,L⊆N
〈M/N,N〉m〈N/L,L〉mf(M/N)g(N/L)h(L)
=
∑
L⊆N⊆M
〈M/N,L〉m〈M/N,N/L〉m〈N/L,L〉mf(M/N)g(N/L)h(L)
(1.6)
where we have used the bilinearity of the multiplicative Euler form. Similarly,
(
(f · g) · h
)
(M) =
∑
R⊆M
〈M/R,R〉m(f · g)(M/R)h(R)
=
∑
R⊆M,S⊆M/R
〈M/R,R〉m〈(M/R)/S, S〉mf((M/R)/S)g(S)h(R)
(1.7)
Observe that there is a natural bijection S 7→ S′ between the set {S | S ⊆ M/R}
and the set {S′ | R ⊆ S′ ⊆M} satisfying S ≃ S′/R and (M/R)/S ≃M/S′. Using
this, we may rewrite (1.7) as∑
R⊆S′⊆M
〈M/S′, R〉m〈S
′/R,R〉m〈M/S
′, S′/R〉mf(M/S
′)g(S′/R)h(R)
which is none other than (1.6). This shows that the product is associative. The
statement concerning the unit is obvious. X
Remarks 1.3. i) As pointed out in the course of the proof of Proposition 1.1, the
product [M ] · [N ] is a linear combination of elements [R], where R is an extension
of M by N . Hence, HA encodes the structure of the set of short exact sequences
in A. In fact, as observed by A. Hubery [H5] it is possible to define a Hall algebra
for any exact category satisfying the finiteness conditions of Section 1.1.
ii) The algebra HA is naturally graded by the Grothendieck group K(A) of A : we
have
HA =
⊕
α∈K(A)
HA[α], where HA[α] =
⊕
M=α
C[M ].
iii) Assume that A is a semisimple category and let S = {Si}i∈I be the set of simple
objects. Then if i 6= j one easily checks that
[Si] · [Sj ] = [Si ⊕ Sj ] = [Sj ] · [Si]
[Si] · [Si] = |End(Si)|
1/2(|End(Si)|+ 1)[Si ⊕ Si]
and in factHA is a free commutative polynomial algebra in the generators {[Si]}i∈I .
iv) In the case of a semisimple category A as above the algebraHA is commutative.
However, this is a rather rare phenomenon : in general the set of extensions of
M by N and the set of extensions of N by M differ and the algebra HA is not
commutative.
v) The product of more than two elements also has an interpretation in terms of
number of filtrations : if M1, . . . ,Mr are objects in A then
[M1] · · · [Mr] =
∑
R
(∏
i<j
〈Mi,Mj〉m
∣∣{Lr ⊂ · · · ⊂ L1 = R | Li/Li+1 ≃Mi}∣∣ )[R].
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The integers PRM,N or
1
aMaN
PRM,N are usually called Hall numbers. We will give
many examples of computations of Hall numbers and Hall algebras in the second,
third and fourth Lectures.
1.4. Green’s coproduct.
Let A denote again a fixed finitary category. The multiplication in HA encodes,
essentially, all the ways of putting an object M on top of an object N . It seems
natural to try to define a dual operation, which breaks up a given object in all
possible ways. This is exactly what Green’s coproduct achieves. There is, however
a subtle point here. Although there are (in finitary categories) only finitely many
possible extensions between any two given object, there are in general infinitely
many ways of splitting any given object into two pieces. This explains why we are
forced to consider certain completions of HA and HA ⊗HA.
We will again define the comultiplication in two (equivalent) ways, one purely
algebraic and a second more geometric. For α, β ∈ K(A), set
HA[α]⊗̂HA[β] =
∏
M=α,M=β
C[M ]⊗ C[N ],
HA⊗̂HA =
∏
α,β
HA[α]⊗̂HA[β].
In other words, HA⊗̂HA is simply the space of all formal (infinite) linear combi-
nations
∑
M,N cM,N [M ]⊗ [N ].
Proposition 1.4 (Green, [G4]). The following defines on HA the structure of a
topological coassociative coproduct :
(1.8) ∆([R]) =
∑
M,N
〈M,N〉m
1
aR
PRM,N [M ]⊗ [N ],
with counit ǫ : HA → C defined by ǫ([M ]) = δM,0.
Before giving a proof of this result, let us spell out the meaning of the word
topological here. Formula (1.8) only defines a map ∆ : HA → HA⊗̂HA, and not
∆ : HA → HA⊗HA, as in a genuine coalgebra. Moreover, for the coassociativity
to even make sense, we must check that the two maps (∆ ⊗ 1) ◦ ∆, (1 ⊗ ∆) ◦∆ :
HA → HA⊗̂HA⊗̂HA are well-defined (this is not obvious since we are composing
functions with values in spaces consisting of infinite sums). Luckily, this follows
from the fact that A is finitary : indeed, the only terms in HA⊗̂HA which may
contribute to [M1] ⊗ [M2] ⊗ [M3] in (∆ ⊗ 1) ◦∆ (resp. in (1 ⊗∆) ◦∆) are of the
form [N ] ⊗ [M3] for some extension N of M1 by M2 (resp. of the form [M1] ⊗ N
for some extension N of M2 by M1), and there are only finitely many such terms.
Proof of Proposition 1.4. The coassociativity is easily seen to be equivalent to the
following set of relations, for any quadruple of objects (M,N,Q,R) :∑
S
〈S,Q〉m〈M,N〉m
1
aSaR
PSM,NP
R
S,Q =
∑
T
〈N,Q〉m〈M,T 〉m
1
aTaR
PTN,QP
R
M,T ,
which can be rewritten as∑
S
1
aS
PSM,NP
R
S,Q =
∑
T
1
aT
PTN,QP
R
M,T .
This last equality expresses in fact the associativity of the multiplication in HA:
up to multiplication by the factor 〈M,N〉m〈M,Q〉m〈N,Q〉m
1
aMaNaQ
, the left-hand
10 OLIVIER SCHIFFMANN
side is the coefficient of [R] in ([M ] · [N ]) · [Q] while the right-hand side is the
coefficient of [R] in [M ] · ([N ] · [Q]). X
As for the product, there is a more “geometric” interpretation of the map ∆, at
least when A is of global dimension at most one. Observe that, in the same way
as HA was identified with the set of finitely supported functions on X , we may
identify HA⊗̂HA with the set of (arbitrary) functions on X × X .
Proposition 1.5. Assume that gldim(A) ≤ 1. For any f : X → C belonging to
HA and for any objects M,N we have
∆(f)(M,N) =
〈M,N〉−1m
|Ext1(M,N)|
∑
ξ∈Ext1(M,N)
f(Xξ),
where Xξ is the middle term of the extension of M by N which is associated to ξ.
Proof. To prove the Proposition, we have to show that for any fixed objectsM,N,R,
(1.9)
1
|Ext1(M,N)|
∣∣{ξ ∈ Ext1(M,N) | Xξ ≃ R}∣∣ = 〈M,N〉2m 1aRPRM,N .
By definition,
∣∣{ξ ∈ Ext1(M,N) | Xξ ≃ R}∣∣ is equal to the number of equivalence
classes of short exact sequences
(1.10) 0 // N
a // R
b // M // 0 .
The group Aut(R) acts on the set PRM,N of all exact sequences as above by φ·(a, b) =
(φ◦a, b◦φ−1) and two exact sequences (a, b) and (a′, b′) are equivalent if and only if
there exists φ ∈ Aut(R) such that (a′, b′) = φ ·(a, b). We claim that the stabilizer of
any short exact sequence (a, b) under the above action of Aut(R) is isomorphic to
Hom(M,N). Indeed, φ·(a, b) = (a, b) if and only if we have φ|Im(a) = Id : Im(a)→
R and if the induced map φ′ : R/Im(a) → R/Im(a) is the identity. This holds
exactly when φ ∈ Id⊕Hom(R/Im(a), Im(a)) ≃ Id⊕Hom(M,N). Therefore, we
get
∣∣{ξ ∈ Ext1(M,N) | Xξ ≃ R}∣∣ = |PRM,N | |Hom(M,N)|aR which (for hereditary A)
immediately yields (1.9). X
Remarks 1.6. Properties of the coproduct map ∆ : HA → HA⊗̂HA are essentially
dual to those of the multiplication map m : HA ⊗HA → HA. Namely,
i) The map ∆ respects the grading by K(A), that is
∆(HA[γ]) ⊂
∏
α+β=γ
HA[α]⊗̂HA[β].
ii) For S a simple object we have ∆([S]) = [S]⊗ 1 + 1 ⊗ [S], i.e. [S] is a primitive
element of HA. The converse is not true (game : find some counterexamples in
Lecture 2.).
iii) As for the product, there is absolutely no reason for the coproduct to be co-
commutative in general.
iv) As ∆ is coassociative, we may consider an iterated comultiplication ∆r : HA →
HA⊗̂ · · · ⊗̂HA, which has the following interpretation :
∆r([R]) =
∑
M1,...,Mr
(∏
i<j
〈Mi,Mj〉m
aM1 · · · aMr
aR
×
×
∣∣{Lr ⊂ · · · ⊂ L1 = R | Li/Li+1 ≃Mi}∣∣)[M1]⊗ · · · ⊗ [Mn].
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v) The coproduct ∆ takes values in HA⊗HA (and not in the completionHA⊗̂HA)
if and only if the following condition is satisfied :
(1.11) Any fixed object R of A has only finitely many subobjects N ⊂ R.
We will call this condition the finite subobjects condition. It holds for categories of
representations of quivers (see Lecture 2, Lecture 3), but not for the categories of
coherent sheaves on curves (Lecture 4).
Let us finish this Section with a rather useful and completely general result. For
γ ∈ K(A), let
1γ =
∑
M=γ
[M ]
be the sum of all objects inA of class γ (this sum may be infinite for some categories,
so strictly speaking 1γ belongs to the formal completion of HA).
Lemma 1.7. Assume that gldim(A) ≤ 1. Then we have
(1.12) ∆(1γ) =
∑
α+β=γ
〈α, β〉−1m 1α ⊗ 1β.
Proof. By definition, for any objects M and N such that M = α and N = β the
coefficient of the element [M ]⊗ [N ] in ∆(1γ) is equal to 〈α, β〉m
∑
L
1
aL
PLM,N . From
Yoneda’s description of Ext1(M,N) we derive
|Ext1(M,N)| =
∑
L
∣∣({0→ N a→ L b→M → 0}/Aut(L))∣∣,
where the action of Aut(L) on the exact sequence {0→ N
a
→ L
b
→ N → 0} is given
by the rule g · (a, b) = (ga, bg−1). It remains to observe that for any L the stabilizer
of any such sequence is isomorphic to Hom(M,N), and thus
〈α, β〉m
∑
L
1
aL
PLM,N = 〈α, β〉m
|Ext1(M,N)|
|Hom(M,N)|
= 〈α, β〉−1m ,
proving (1.12). X
1.5. The Hall bialgebra and Green’s theorem.
As we have seen, any finitary category A gives rise to a C-vector spaceHA which is
both an algebra and a coalgebra (the latter in a topological sense). It is natural to
ask whether these two operations are compatible and endow HA with the structure
of a bialgebra. This turns out to be false in general, but essentially true for hereditary
categories (categories of global dimension at most one), as shown by Green [G4]. In
this paragraph we explain the (difficult) proof of this important result. We make
the assumption throughout that A is hereditary.
First of all, it is necessary to slightly twist the mutiplication in HA ⊗HA : if
x, y, z, w are homogeneous elements in HA of respective weight wt(x), wt(y), wt(z),
wt(w) ∈ K(A), we define a new multiplication by
(x ⊗ y) · (z ⊗ w) = (wt(y), wt(z))m(xz ⊗ yw)
(i.e. we introduce an extra factor (wt(y), wt(z))m of the symmetric Euler form
when y “jumps over” z).
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Next, we need to face the fact that ∆ takes values in the completion HA⊗̂HA
rather than HA ⊗HA. The problem here is that the multiplication map
(HA ⊗HA)⊗ (HA ⊗HA)→ HA ⊗HA
clearly doesn’t extend to the completion. We will say that a product
(
∑
i
ai ⊗ bi) · (
∑
j
cj ⊗ dj)
of elements of HA⊗̂HA is convergent if for any pair of objects R,S in A the
coefficient of [R]⊗ [S] in (ai⊗ bi) · (cj ⊗ dj) is nonzero for only finitely many values
of (i, j). In this case of course the product is a well-defined element in HA⊗̂HA.
Luckily for us, the product of any two elements in the image of ∆ converges, as the
following Lemma shows :
Lemma 1.8. Let M,N be objects in A. Then the product ∆([M ]) · ∆([N ]) con-
verges.
Proof. The coefficient of [T1] ⊗ [L1] is nonzero in ∆([M ]) only if there exists a
short exact sequence 0 → L1 → M → T1 → 0. Similarly, the term [T2] ⊗ [L2]
appears in ∆([N ]) only if there exists a sequence 0 → L2 → N → T2 → 0. Now
let R,S be objects in A. The coefficient of [S] in [T1] · [T2] is nonzero only when
there exists a sequence 0 → T2 → S → T1 → 0, and [R] appears in [L1] · [L2] only
when there exists a sequence 0 → L2 → R → L1 → 0. But if all these conditions
are satisfied then L1 is isomorphic to the image of a morphism R → M and T2 is
isomorphic to the image of a morphism N → S. By the finitary condition on A, the
sets Hom(R,M) and Hom(N,S) are finite and in particular there are only finitely
many choices for L1 and T2. But then there are also only finitely many possibilities
for T2 and L2. The Lemma is proved. X
Slightly abusing notions (since, as explained above, HA⊗̂HA is not an algebra)
we may state Green’s fundamental theorem as follows :
Theorem 1.9 (Green, [G4]). The map ∆ : HA → HA⊗̂HA is a morphism of
algebras, i.e. for any x, y ∈ HA we have ∆(x · y) = ∆(x) ·∆(y).
Proof. There is a very detailed proof in [R9]. For the reader’s convenience, we
sketch it here. By bilinearity of the product, it is enough to show that for any pair
of objects M,N in A we have
(1.13) ∆([M ] · [N ]) = ∆([M ]) ·∆([N ]).
The left hand side of (1.13) may be rewritten as follows :
∆([M ][N ]) = 〈M,N〉
∑
J
1
aMaN
PJM,N∆([J ])
=
∑
K,L
〈M,N〉〈K,L〉
1
aMaN
∑
J
1
aJ
PJM,NP
J
K,L[K]⊗ [L].
As for the right hand side of (1.13), it may be expressed as
∆([M ])∆([N ])
=
 ∑
K2,L2
〈K2, L2〉
1
aM
PMK2,L2 [K2]⊗ [L2]
 ∑
K1,L1
〈K1, L1〉
1
aN
PNK1,L1[K1]⊗ [L1]

=
∑
K1,L1,K2,L2
〈K1, L1〉〈K2, L2〉〈K1, L2〉〈L2,K1〉
aMaN
PMK2,L2P
N
K1,L1 [K2][K1]⊗ [L2][L1]
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=
∑
K,L
∑
K1,L1,K2,L2
〈K1, L1〉〈K2, L2〉〈K1, L2〉〈L2,K1〉〈K2,K1〉〈L2, L1〉
aMaNaK1aK2aL1aL2
×
×PKK2,K1P
L
L2,L1P
M
K2,L2P
N
K1,L1 [K]⊗ [L]
=
∑
K,L
〈M,N〉〈K,L〉
aMaN
∑
K1,K2,L1,L2
|Ext(K2, L1)|
|Hom(K2, L1)|
PKK2,K1P
L
L2,L1
PMK2,L2P
N
K1,L1
aK1aK2aL1aL2
[K]⊗ [L]
where we have used the bilinearity of the Euler form. Simplifying both sides, we
have to prove that, for each pair of objects K,L, the number
(1.14)
∑
K1,L1,K2,L2
|Ext(K2, L1)|
|Hom(K2, L1)|
PKK2,K1P
L
L2,L1
PMK2,L2P
N
K1,L1
aK1aK2aL1aL2
which counts (with a certain weight) the set of “squares”
(1.15) 0

0

0 // L1
u //
u′

L
v // L2 //
x

0
N
v′

M
y

0 // K1 //

x′ // K
y′ // K2 //

0
0 0
is equal to the number
(1.16)
∑
J
1
aJ
PJM,NP
J
K,L
which counts (with a certain weight) the set of “crosses”
(1.17) 0

L
a′

0 // N
a // J
b //
b′

M // 0
K

0
We call two crosses as in (1.17), with respective middle term J and J ′ equivalent
if there exists an isomorphism φ : J ≃ J ′ making all relevant diagrams commute,
and we let CJ (resp. C˜J ) stand for the set of all crosses with middle term J (resp.
the set of all such crosses, up to equivalence). In the same fashion we define, for a
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triple (K1,K2, L1, L2), the set D(K1,K2,L1,L2) of all squares as in (1.15) with ver-
ticesK1,K2, L2, L2 and the set D˜(K1,K2,L1,L2) of all such squares, up to equivalence.
Note that for a given quadruple (K1,K2, L1, L2), the group Aut(K1)×Aut(K2)×
Aut(L1)×Aut(L2) acts freely on D(K1,K2,L1,L2) and hence
|D˜(K1,K2,L1,L2)| =
|D(K1,K2,L1,L2)|
aK1aK2aL1aL2
=
PKK2,K1P
L
L2,L1
PMK2,L2P
N
K1,L1
aK1aK2aL1aL2
so that the expression (1.14) is equal to
(1.18)
∑
K1,K2,L1,L2
|Ext(K2, L1)|
|Hom(K2, L1)|
|D˜(K1,K2,L1,L2)|.
Similarly, the stabilizer in Aut(J) of a cross C = (J, a, a′, b, b′) in CJ is the set of
φ satisfying φ|Ker b = Id, φ|Ker b′ = Id, and for which the induced maps satisfy
φ|Coker a = Id, φ|Coker a′ = Id. A simple diagram chase shows that such automor-
phisms are in bijection with elements in Hom(Coker b′a,Ker b′a). It follows that
the expression in (1.16) is equal to
(1.19)
∑
J
1
aJ
|CJ | =
∑
J
∑
(J,a,a′,b,b′)∈ eCJ
1
|Hom(Coker b′a,Ker b′a)|
.
We will show that (1.18) and (1.19) are equal by using a canonical map Φ˜ :⊔
C˜J →
⊔
D˜(K1,K2,L1,L2), constructed as follows : given a cross C = (J, a, a
′, b, b′)
we may complete it into a big commutative diagram by setting
L1 = Ker b
′a ≃ Ker ba′, L2 = Im ba
′,
K1 = Im b
′a, K2 = Coker ba
′ ≃ Coker b′a.
The maps u, v, u′, v′, x, y, x′, y′ are all tautological, and it is an easy exercise to
check that the resulting square S = Φ(C), obtained by deleting the central object
J , does indeed belong to D(K1,K2,L1,L2). For instance, when A is the category of
modules over some ring, we have L1 ≃ L ∩N, L2 ≃ L/(L ∩N), K1 ≃ N/(L ∩N)
and K2 ≃ J/(L ⊕ N). The map Φ defined above descends to the desired map Φ˜
between equivalence classe of crosses and squares.
Combining (1.18) and (1.19), we see that the proof of Green’s theorem boils
down to the following fact :
Claim. The fiber of Φ˜ over any point of D˜(K1,K2,L1,L2) is of cardinality |Ext(K2, L1)|.
Proof of Claim. Let us fix a square S ∈ D(K1,K2,L1,L2). The sequences
0 // K1 // K // K2 // 0 ,
0 // L2 // M // K2 // 0
determine elements σ1 ∈ Ext(K2,K1), σ2 ∈ Ext(K2, L2) respectively, which give
rise to an element η = σ1 ⊕ σ2 ∈ Ext(K2,K1 ⊕ L2) corresponding to an extension
0 // K1 ⊕ L2
x′′ // X
y′′ // K2 // 0
where X = K ×K2 M = {(k⊕m) ∈ K ⊕M | y
′(k) = y(m)}. Similarly, there exists
a canonical exact sequence
0 // L1
u′′ // Y
v′′ // K1 ⊕ L2 // 0
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where Y = L ⊔L1N = L⊕N/{u(l)⊕ u
′(l) | l ∈ L1}.
Assume given a cross C = (a, a′, b, b′, J) such that Φ(C) ≃ S. As is easily seen,
we may fit J into an exact, commutative diagram
(1.20) 0 0
0 // K1 ⊕ L2
x′′ //
OO
X
OO
y′′ // K2 // 0
0 // Y
v′′
OO
a′′ // J
b′′
OO
t // K2 // 0
L1
u′′
OO
L1
s
OO
0
OO
0
OO
Conversely, one shows (see [G4], Prop. (2.6d)) that, once J is fixed, the set
Φ−1J (S) of crosses in the fiber Φ
−1(S) with central object J is in bijection with the
set of exact, commutative diagrams
(1.21) 0 // K1 ⊕ L2
x′′ // X
y′′ // K2 // 0
0 // Y
v′′
OO
a′′ // J
b′′
OO
t // K2 // 0
(where v′′, x′′, y′′ are fixed and a′′, b′′ are allowed to vary). Of course, instead of
(1.21), we could just as well have chosen the first two columns of (1.20). Our task
will now be to compute, for a given J , the number of diagrams of the form (1.21).
First of all, for a given extension
(1.22) 0 // Y
a′′ // J
t // K2 // 0
there exists a map b′′ making (1.21) commute if and only if the element ξ ∈
Ext(K2, Y ) associated to (1.22) satisfies φ(ξ) = η ∈ Ext(K2,K1 ⊕ L2), where
η is defined previously and where φ : Ext(K2, Y ) → Ext(K2,K1 ⊕ L2) fits in the
long exact sequence
(1.23)
0 // Hom(K2, L1) // Hom(K2, Y ) // Hom(K2,K1 ⊕ L2) //
// Ext(K2, L1) // Ext(K2, Y )
φ // Ext(K2,K1 ⊕ L2) // 0
Note that the sequence stops after two lines since by assumption gldim(A) ≤ 1.
Let Extη,J(K2, Y ) ⊂ Ext(K2, Y ) be the subset of φ−1(η) whose associated middle
term is isomorphic to J . We will use the following two facts, whose (easy) proofs
we leave to the reader (see Prop. 1.5 for statement i)) :
i) the number of sequences (1.22) corresponding to any fixed extension class
ξ ∈ Ext(K2, Y ) is equal to aJ/|Hom(K2, Y )|,
ii) for any such sequence (1.22) associated to an element in Extη,J(K2, Y ), the
number of choices for the map b′′ in (1.21) (i.e. making (1.21) commute) is equal
to |Hom(K2,K1 ⊕ L2)|.
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Hence, we see that, all together, there are
|Extη,J(K2, Y )|aJ |Hom(K2,K1 ⊕ L2)|/|Hom(K2, Y )|
sequences as in (1.21) involving J , and hence as many crosses belonging to Φ−1(S)
with J as a central object. Remembering that the stabilizer in Aut(J) of any such
cross is isomorphic to Hom(K2, L1), we see that there are
|Extη,J(K2, Y )| |Hom(K2, L1)| |Hom(K2,K1 ⊕ L2)|/|Hom(K2, Y )|
equivalence classes of crosses in Φ˜−1(S) with central object isomorphic to J .
Summing up over all J (up to isomorphism), we get
|Φ˜−1(S)| =
∑
J
|Extη,J (K2, Y )| |Hom(K2, L1)| |Hom(K2,K1 ⊕ L2)|/|Hom(K2, Y )|
= |φ−1(η)| |Hom(K2, L1)| |Hom(K2,K1 ⊕ L2)|/|Hom(K2, Y )|.
But from the long exact sequence (1.23), we deduce that
|φ−1(η)| = |Ext(K2, L1)| |Hom(K2, Y )|/|Hom(K2,K1 ⊕ L2)| |Hom(K2, L1)|,
from which we finally obtain |Φ˜−1(S)| = |Ext(K2, L1)| as wanted. This concludes
the proof of the claim, and thus the proof of Green’s theorem. X
It is quite useful to restate Green’s theorem in a different way, by adding a
piece of “degree zero” to HA. This way we will avoid twisting the multiplication
in HA ⊗ HA as above. This may seem rather artificial at first glance, but it is
in fact very natural given the analogy with quantum groups (see Lecture 3 ). Let
K = C[K(A)] be the group algebra of the Grothendieck group K(A). To avoid any
confusion we denote by kM (resp. kα) the element of K corresponding to the class
of an object M (resp. to the class α). We also write N for the class of an object
N in K(A). We equip the vector space H˜A := HA ⊗C K with the structure of an
algebra (containing HA and K as subalgebras) by imposing the relations
kα[M ]k
−1
α = (α,M)m[M ].
The algebra H˜A is still K(A)-graded, where deg(kα) = 0 for any α. We also extend
the comultiplication to a map ∆ : H˜A → H˜A⊗̂H˜A by setting
(1.24) ∆(kα) = kα ⊗ kα,
(1.25) ∆([R]kα) =
∑
M,N
〈M,N〉m
1
aR
PRM,N [M ]kN+α ⊗ [N ]kα.
Finally, we equip H˜A⊗ H˜A with the standard multiplication, i.e. (x⊗ y)(z⊗w) =
xz ⊗ yw. We call H˜A the extended Hall algebra of A. To avoid confusion, we will
sometimes write ∆′ for the old comultiplication, defined on HA.
Green’s theorem may now be expressed in the following fashion.
Corollary 1.10. The map ∆ : H˜A → H˜A⊗̂H˜A is a morphism of algebras.
Of course, concerning the multiplication in the completion H˜A⊗̂H˜A, the reser-
vations voiced at the beginning of this section still apply.
To turn H˜A into a bialgebra, it only remains to introduce a counit map. Define
a C-linear morphism ǫ : H˜A → C by
ǫ([M ]kα) =
{
0 ifM 6= 0,
1 ifM = 0.
The reader will easily check that (H˜A, i,m, ǫ,∆) is a (topological) bialgebra.
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Remarks 1.11. i) Of course, when A satisfies the finite subobjects condition
(1.11), there is no need to consider any completion at all, and H˜A is a genuine
bialgebra.
ii) When the symmetrized Euler form is trivial, the twisted multiplication in the
tensor product HA ⊗ HA coincides with the usual multiplication, and there is a
priori no need to introduce the extension H˜A.
iii) Although it is possible to define a comultiplication in HA (or H˜A) for exact
categories, Green’s theorem only holds for abelian categories.
1.6. Green’s scalar product.
The bialgebras which arise as Hall algebras of some abelian category A have an
additional important feature : they are self-dual. This means that the dual space
H˜∗A, equipped with the multiplication which is dual to ∆ and the comultiplication
dual to m, is isomorphic to H˜A as a bialgebra. The best way to state this property
is to use a natural nondegenerate bilinear form on H˜A, introduced by Green in [G4].
In this paragraph as in the previous one, A denotes a hereditary finitary abelian
category.
Proposition 1.12 ([G4]). The nondegenerate scalar product ( , ) : HA ⊗HA → C
defined by
(1.26) ([M ], [N ]) =
δM,N
aM
is a Hopf pairing, that is for any triple x, y, z of elements in HA we have (xy, z) =
(x⊗ y,∆′(z)).
Proof. By bilinearity, it is enough to check this when x = [M ], y = [N ] and z = [P ]
for some objects M,N,P of A. Then xy = 〈M,N〉m
∑
R
1
aMaN
PRM,N [R] hence
(xy, z) = 〈M,N〉m
1
aMaNaP
PPM,N .
On the other hand, we have ∆′(z) =
∑
R,S〈R,S〉m
1
aP
PPR,S [R]⊗ [S] therefore
(x ⊗ y,∆′(z)) = 〈M,N〉m
1
aMaNaP
PPM,N .
We are done. X
Recall that HA is in general not a bialgebra. However, it is an easy task to
extend Green’s scalar product to H˜A.
Corollary 1.13. The scalar product H˜A ⊗ H˜A → C defined by
(1.27) ([M ]kα, [N ]kβ) =
δM,N
aM
(α, β)m
is a Hopf pairing, i.e. for any triple x, y, z of elements in HA we have (xy, z) =
(x⊗ y,∆(z)).
As the examples of Lecture 3 and Lecture 4 will attest, the existence of this
nondegenerate scalar product is a very strong property of Hall algebras, and despite
its simple form, it “encodes” a surprising amount of information concerning HA.
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1.7. Xiao’s antipode and the Hall Hopf algebra.
The results of paragraphs 1.4. and 1.5. show that the Hall algebra H˜A of a
hereditary, finitary abelian category A may be equipped with the structure of a
bialgebra, at least in a topological sense. At this point, it is natural to ask whether
H˜A may actually be upgraded to a Hopf algebra, i.e. whether one can define a
morphism S : H˜A → H˜A satisfying the axioms of an antipode, namely
(1.28) m ◦ (1⊗ S) ◦∆ = i ◦ ǫ, m ◦ (S ⊗ 1) ◦∆ = i ◦ ǫ,
(1.29) S(xy) = S(y)S(x), ∆ ◦ S = (S ⊗ S) ◦∆op,
(1.30) S ◦ i = i, ǫ ◦ S = ǫ,
When A is the category of representations of a quiver, Xiao discovered such an
antipode map ([X1]). His construction can be directly extended to any category
satisfying the finite subobjects condition (1.11). Let A be such an abelian finitary
category. For any object M and integer r let SM,r denote the set of strict r-step
filtrations
0 6= Lr ( · · · ( L2 ( L1 =M
and let us set
S([M ]) =k−1M
(∑
r≥1
(−1)r
∑
L•∈SM,r
r∏
i=1
〈Li/Li+1, Li+1〉m
aLraLr−1/Lr · · · aM/L2
aM
×
[M/L2] · [L2/L3] · · · [Lr−1/Lr] · [Lr]
)
=− k−1M [M ] +
∑
06=N(M
〈M/N,N〉m
aM/NaN
aM
k−1M [M/N ] · [N ] + · · ·
(1.31)
In plain words, we consider all strict filtrations of M , take the corresponding suc-
cessive subquotients, multiply them together in the Hall algebra in the same order,
and sprinkle a few signs here and there. Of course, this sum is finite by our as-
sumption on A. We extend the map S to the whole of H˜A by bilinearity and by
setting S([M ]kα) = k
−1
α S([M ]). This map respects the grading of H˜A.
Theorem 1.14 (Xiao, [X1]). The map S : H˜A → H˜A is an antipode for the Hall
bialgebra H˜A, i.e. the identities (1.28), (1.29) and (1.30) are all satisfied.
Proof. The relations (1.30) follow directly from the definitions. In addition, it is
well-known in the theory of Hopf algebras that relations (1.29) are consequences of
(1.28) and (1.30). Hence we only need to prove relations (1.28). We will deal with
the first equality, and leave the second one to the reader. It is clearly enough to
show that for any non zero object M in A, we have m ◦ (1⊗ S) ◦∆([M ]) = 0. We
have, using the definitions (1.31) and (1.25)
m ◦ (1⊗ S) ◦∆([M ])
= [M ] + kMS([M ]) +
∑
06=N(M
〈M/N,N〉m
aM/NaN
aM
[M/N ]kNS([N ])
(1.32)
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= [M ] +
∑
r≥1
(−1)r
∑
L•∈SM,r
r∏
i=1
〈Li/Li+1, Li+1〉m
∏r
i=1 aLi/Li+1
aM
[M/L2] · · · [Lr−1/Lr] · [Lr]
+
∑
06=N(M
〈M/N,N〉m
aM/NaN
aM
[M/N ]
{∑
s≥1
(−1)s
∑
K•∈SN,s
∏
i
〈Ki/Ki+1,Ki+1〉m∏
i aKi/Ki+1
aN
[N/K2] · · · [Ks−1/Ks] · [Ks]
}
.
The last term in the above expression may be rewritten as∑
s≥1
(−1)s
∑
06=N(M
∑
K•∈SN,s
〈M/N,N〉m〈N/K2,K2〉m · · · 〈Ks−1/Ks,Ks〉m
aM/NaN/K2 · · · aKs
aM
[M/N ] · [N/K2] · · · [Ks−1/Ks] · [Ks]
= −
∑
r≥2
(−1)r
∑
L•∈SM,r
r∏
i=1
〈Li/Li+1, Li+1〉m
∏r
i=1 aLi/Li+1
aM
[M/L2] · · · [Lr−1/Lr] · [Lr].
It follows that the whole quantity in (1.32) vanishes, as desired. The Theorem
is proved. X
Remark 1.15. What happens when A does not satisfy the finite subobject con-
dition (for example, when A is a category of coherent sheaves on a curve) ? In
this case, the sum in (1.31) does not make sense in general (indeed, it may be an
infinite sum of positive integers !). Depending on the situation, there may be two
ways around this difficulty :
i) The category A may be Fq-linear, and all the structure constants for the antipode
may be expressed as power series in q.
ii) Instead of an antipode map S, one may try to define the inverse map S−1. When
A satisfies the finite subobjects condition, such a map is given by the expression
S−1([M ]) =
(∑
r≥1
(−1)r
∑
L•∈SM,r
r∏
i=1
〈Li/Li+1, Li+1〉m
aLraLr−1/Lr · · ·aM/L2
aM
×
[Lr] · [Lr−1/Lr] · · · [L2/L3] · [M/L2]
)
kM .
(1.33)
In this sum, the coefficient of [N ] counts, with a certain weight, the number of
pairs of filtrations
(
Lr ( · · · ( L2 ( L1 = M ; L′r ( · · · ( L
′
2 ( L
′
1 = N
)
satisfying Li/Li+1 = L
′
r+1−i/L
′
r+2−i for i = 1, . . . , r. If A is such that for any
M,N ∈ Ob(A) there are finitely many such pairs of filtrations then the expression
in (1.33) converges, and we may define an inverse antipode map S−1 : H˜A → H˜cA.
Here H˜cA is a certain formal completion of H˜A.
The map S−1, which serves the same basic purposes as S, satisfies the following
relations :
m ◦ (1⊗ S−1) ◦∆op = i ◦ ǫ, m ◦ (S−1 ⊗ 1) ◦∆op = i ◦ ǫ,
S−1(xy) = S−1(y)S−1(x), ∆op ◦ S−1 = (S−1 ⊗ S−1) ◦∆,
S−1 ◦ i = i, ǫ ◦ S−1 = ǫ.
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1.8. Functorial properties.
Let A and B be two finitary categories, and let F : A → B be a functor. What
does the existence of F imply about the Hall algebras HA and HB ? The functor
F gives rise to a map between sets of isomorphism classes of objects f : XA → XB,
and we may define two natural maps of vector spaces
f∗ : HB → H
c
A,
[M ] 7→
∑
R∈XA,F (R)≃M
[R]
and
f∗ : HA → HB,
[M ] 7→ [F (M)]
(in the above, HcA =
∏
M∈XA
C[M ] is the formal completion of HA). Without any
further assumptions on the functor F , these maps are in general neither morphisms
of algebras nor morphisms of coalgebras. Let us briefly examine under which cir-
cumstances they are.
Let us start with f∗. By definition, if g and h belong to HB and R ∈ XA we
have
f∗(g · h)(R) = g · h(F (R)) =
∑
S⊂F (R)
〈F (R)/S, S〉mg(F (R)/S)h(S)
while
f∗g · f∗h(R) =
∑
T⊂R
〈R/T, T 〉mg(F (R/T ))h(F (T )).
A sufficient condition for these two quantitites to be equal, and hence for f∗ to
be a morphism of algebras, is that : F preserves Euler forms (i.e. 〈M,N〉m =
〈F (M), F (N)〉m for any M,N ∈ XA) and that for any R ∈ XA, the functor F sets
up a bijection between the subobjects of R and F (R).
Suppose now that A and B are hereditary and let us consider the compatibility
of f∗ with the coproduct. We have for any function g ∈ HB and objectsM,N ∈ XA
(see Proposition 1.5),
∆(f∗g)(M,N) =
1
|Ext1(M,N)|
∑
ξ∈Ext1(M,N)
g(F (Rξ))
and
f∗ ⊗ f∗(∆(g))(M,N) =
1
|Ext1(F (M), F (N))|
∑
µ∈Ext1(F (M),F (N))
g(Rµ).
Therefore, a natural sufficient condition for f∗ to be a morphism of coalgebras is
that F is exact and that the associated map F : Ext1(M,N)→ Ext1(F (M), F (N))
is an isomorphism for anyM,N ∈ XA. This last condition amounts to saying that F
sets up a bijection between the sets of short exact sequences PRM,N and P
F (R)
F (M),F (N),
and that furthermore any extension of F (N) by F (M) can be obtained in this way.
The properties of the map f∗ are also easily worked out. For f∗ to be a mor-
phism of algebras, it is sufficient that F is exact and that the associated map
F : Ext1(M,N)→ Ext1(F (M), F (N)) is an isomorphism for any M,N ∈ XA. For
f∗ to be a morphism of coalgebras, it is sufficient that F preserves Euler forms and
that for any R ∈ XA, the functor F sets up a bijection between the subobjects of
R and F (R). Thus the conditions for f∗ are in a certain sense dual to those for f
∗.
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All in all, we see that the conditions to impose on a functor F for it to induce a
(co)algebra morphism between Hall algebras are rather restrictive. We summarize
the above discussion in the following result which is sufficient for many purposes.
We will call an exact functor F : A → B extremely faithful if it defines isomorphisms
Exti(M,N)
∼
→ Exti(F (M), F (N)) for any M,N ∈ A and any i ≥ 0.
Corollary 1.16. Let A and B be finitary categories, and let F : A → B be an
extremely faithful exact functor . Then f∗ is an embedding of algebras and if A,B
are hereditary then f∗ is a morphism of coalgebras. If in addition F (A) is essentially
stable under taking subobjects (in B) then f∗ is a morphism of coalgebras and f∗ is
a morphism of algebras.
Though we have not explained the definition of the Hall algebra of an exact cat-
egory, let us give a last (essentialy obvious) functoriality property of Hall algebras.
Corollary 1.17. Let B be a finitary category and let A ⊂ B be an exact full
subcategory stable under extensions. Let f : A → B be the embedding. Then
f∗ : HA → HB is an embedding of algebras.
As Lecture 4 will demonstrate, the above Corollary is particularly useful in the
context of Hall algebras of categories of coherent sheaves on curves (where abelian
subcategories are few and far between while exact subcategories abound).
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Lecture 2.
After having introduced all the basic concepts of Hall algebras in Lecture 1, it
is now high time for us to provide the reader with some concrete examples. This
is what this and the next two Lectures are devoted to. In doing so, we hope to
illustrate the following “abstract nonsense” principle, which we learned from Yves
Benoist :
“There are many more theories than fundamental objects in mathematics.”
A direct corollary of this principle is that behind many distinct interesting theo-
ries lie in fact the same fundamental objects. Of course, each theory sheds its own
light on these objects, and combining the various perspectives is likely to be very
fruitful.
As the examples of Lectures 2,3 and 4 will show, the theory of Hall algebras turns
out to be intimately related to the structure theory of semisimple Lie algebras or
Kac-Moody algebras, or to the combinatorial theory of symmetric functions. This
interaction has proved to be extremely useful for all parties involved.
Incidentally, we will take the above principle as an excuse for not answering the
question of why such a deep relation exists and concentrate instead on the question
of how this relation exists.
The aim of the present lecture is to provide the first and perhaps most funda-
mental example of a Hall algebra –the so-called classical Hall algebra, introduced
by Steinitz at the turn of the twentieth century. This will allow the reader to see
all the notions appearing in Lecture 1 in action. We will finish by briefly describing
other occurences of Hall algebras in various mathematical contexts.
2.1. The Jordan quiver.
Let k be any field. The Jordan quiver is the oriented graph ~Q0 with a single vertex
i and a single loop h : i→ i.
~Q0 : ti&%
'$-
h
By definition, a representation of ~Q0 over k is a pair (V, x) consisting of a finite-
dimensional k-vector space V and a k-linear map x : V → V . A morphism between
two representations (V, x) and (V ′, x′) of ~Q0 is simply a linear map f : V → V ′
making the following diagram commute
(2.1) V
x //
f

V
f

V ′
x′ // V ′
The collection of all representations of ~Q0 over k thus acquires the structure of a
k-linear category Repk ~Q0 which is easily seen to be abelian. In fact, two seconds of
thought will be amply enough for the reader to convince himself that this category
is equivalent to the category of finite-dimensional modules over the polynomial ring
k[x]. In particular, it is of global dimension one.
We will be interested here in the full subcategory consisting of those representa-
tions (V, x) for which x is a nilpotent endomorphism of V . This is the only one we
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will be considering here, we denote it by Repnilk
~Q0. The structure of Rep
nil
k
~Q0 has
been essentially well-known since the end of the nineteenth century, due to the work
of Jordan and Kronecker (see [B3] for a fascinating discussion of the famous con-
troversy, surrounding this result, which opposed these two great mathematicians).
In modern language, it reads :
Theorem 2.1 (Jordan and/or Kronecker). The following hold :
i) The object S = (k, 0) is the only simple object of Repnilk
~Q0,
ii) We have Hom(S, S) = k and Ext1(S, S) = k,
iii) For any n ∈ N there exists a unique indecomposable object In of length n
in Repnilk
~Q0. It is given by the endomorphism x ∈ End(kn) with matrix
x =

0 1 0 · · · 0
0 0 1 · · · 0
0 0 0
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0
 .
From i) it follows that K(Repnilk
~Q0) ≃ Z and from ii) we deduce that the Euler
form 〈 , 〉a vanishes. In addition, from iii) and the Krull-Schmidt theorem we see
that any object (V, x) in Repnilk
~Q0 is isomorphic to a direct sum I
⊕l1
1 ⊕ · · · ⊕ I
⊕lr
r
for certain integers r, l1, . . . , lr. Thus XRepnil
k
~Q0
is canonically isomorphic to the set
Π of all partitions, via the assignement
λ = (λ1, λ2, . . . , λr) 7→ Iλ = Iλ1 ⊕ · · · ⊕ Iλr .
2.2. Computation of some Hall numbers.
Let us assume from now on that k = Fq is a finite field with q elements, so that
Repk ~Q0 andRep
nil
k
~Q0 are finitary hereditary categories. Our aim will be to describe
the Hall algebra of Repnilk
~Q0 in some details. For this, we need to understand the
structure constants P νµ,λ :=
1
aIµaIλ
PIνIµ,Iλ . Obviously, P
ν
µ,λ = 0 unless |ν| = |λ|+ |µ|.
Example 2.2. Let us compute explicitly the first few values of P νµ,λ.
• P
(12)
(1),(1) counts the number of submodules R ⊂ S ⊕ S which are isomorphic to S,
and such that (S ⊕ S)/R is isomorphic to S. Any one-dimensional submodule R
will do, and there are |P1(k)| = q + 1 such submodules.
• P
(2)
(1),(1) counts the number of submodules R ⊂ I2 which are isomorphic to S and
such that I2/R is isomorphic to S. Again, any one-dimensional submodule R will
do but this time there is only one such submodule (the kernel of the map x). Hence
P
(2)
(1),(1) = 1.
• P
(2,1)
(2),(1) counts the number of submodules R ⊂ M = I2 ⊕ S isomorphic to S
and such that M/R is isomorphic to I2. We have Im x ( Ker x ( M . A one-
dimensional subspace R will be isomorphic to S if R ⊂ Ker x while for M/R to be
isomorphic to I2 we need R 6= Im x. Thus there are |P1(k)|−1 = q allowed choices
for R.
• P
(2,1)
(1),(2) counts the number of submodules of R ⊂ M = I2 ⊕ S isomorphic to I2
and such that M/R is isomorphic to S. We have Im x ( Ker x (M . A subspace
R of dimension two will be isomorphic to I2 if R ⊃ Im x while R 6= Ker x. Thus
there are again |P1(k)| − 1 = q valid choices for R. △
24 OLIVIER SCHIFFMANN
Example 2.3. The above very simple examples already afford some interesting
generalisations :
• P
(1t)
(1t−r),(1r) counts the number of r-dimensional submodules R of the trivial module
M = S⊕t which are trivial and such that M/R is trivial. We may pick any r-
dimensional submodule, hence P
(1t)
(1t−r),(1r) is equal to the number of points over
Fq of the Grassmanian Gr(r, t) of r-planes in t-space. This number is equal to a
q-binomial coefficient
|Gr(r, t)| =
[
t
r
]
+
=
[t]+ · [t− 1]+ · · · [t− r + 1]+
[2]+ · · · [r − 1]+[r]+
where for any integer n we set [n]+ = 1 + q + · · · + qn−1. It is known that this
q-binomial coefficient in fact belongs to N[q].
• P
(t)
(t−r),(r) counts the number of indecomposable submodules R of dimension r
of It for which It/R is again indecomposable. There is a unique r-dimensional
submodule of It and it satisfies the required conditions. Hence P
(t)
(t−r),(r) = 1. △
Example 2.4. As a final, more complicated example let us compute P νµ,(1r). Thus,
given a representation Iν we want to count the number of submodules R isomorphic
to S⊕r such that Iν/M is of a given type. Let us set
K = Ker x ⊂ Iν , Ki = K ∩ Im x
i,
so that we have K = K0 ⊃ K1 ⊃ K2 ⊃ · · · . Now let R ⊂ K be an r-dimensional
submodule and let us set ri = dim(R∩Ki), so that r = r0 ≥ r1 ≥ r2 · · · . We claim
that the type of Iν/R is completely determined by the integers ri. In fact, we claim
that Iν/R is isomorphic to Iµ where if ν = (1
l1 , 2l2 , . . . , nln) then
(2.2) µ = (1l1+2r1−r0−r2 , 2l2+2r2−r1−r3 , . . . , nln+rn−rn−1).
To see this, observe that a representation (W, y) is isomorphic to Iλ where λ =
(1m1 , 2m2 , . . . , nmn) if and only if dim(Ker yi+1)−dim(Ker yi) = mi+1+ · · ·+mn
for all i ≥ 0. Note that if y ∈ End(Iν/R) denotes the operator induced by x then
dim(Ker y) = dim(Ker x)− dim(R) + dim(R ∩ Im x) = l1 + . . . ln − r0 + r1
dim(Ker y2) = dim(Ker x2)− dim(R) + dim(R ∩ Im x2)
= l1 + 2(l2 + . . . ln)− r0 + r2
and in general
dim(Ker yi) = dim(Ker xi)− dim(R) + dim(R ∩ Im xi)
= l1 + 2l2 + · · ·+ (i− 1)li−1 + i(li + . . . ln)− r0 + ri.
Formula (2.2) now follows by a simple computation.
To sum up, we have shown that for a given µ there are as many possible choices
of a valid submodule R as there are r-dimensional subspaces R in K which intersect
the flag of subspaces K1 ⊃ K2 ⊃ · · · ⊃ Kn−1 ⊃ Kn = {0} in some certain specified
dimensions dim(R ∩ Ki) = ri (which can be obtained from µ using (2.2)). The
cardinality of this set can be computed as follows. Let O ⊂ Gr(r,
∑
li) be the
above subset of r-planes in K. There is a natural projection map
π : O → Gr(rn−1, ln)×Gr(rn−2 − rn−1, ln−1)× · · · ×Gr(r0 − r1, l1)
which associates to R the sequence of subspaces
R ∩Kn−1, (R ∩Kn−2)/(R ∩Kn−1), . . . , (R ∩K1)/(R ∩K2), R/(R ∩K1)
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in Kn−1,Kn−2/Kn−1, . . . ,K1/K2,K/K1. We claim that π is an affine fibration of
rank
t =(rn−2 − rn−1)(ln − rn−1) + (rn−3 − rn−2)(ln−1 + ln − rn−2) + · · ·
+ (r0 − r1)(l2 + · · ·+ ln − r1)
(2.3)
To see why this is true, let us pick arbitrary subspaces Sn−1, . . . , S1, S0 in the above
product of Grassmanians and look at the fiber of π at that point. For R to belong
to it, we need to have in particular R∩Kn−1 = Sn−1 and (R∩Kn−2)/(R∩Kn−1) =
Sn−2 ∈ Kn−2/Kn−1. Fixing a basis of Sn−1 and Sn−2 we see that R ∩ Kn−2 is
determined up to a choice of a linear map from Sn−2 to Kn−1/(R ∩Kn−1). But
then once (R ∩Kn−2) and Sn−3 are fixed, (R∩Kn−3) is determined up to a linear
map from Sn−3 to Kn−2/(R ∩ Kn−2), and so on. Continuing in this manner, we
arrived at the desired result.
Finally, since the number of points over Fq of the Grassmaninan Gr(r, t) is
[
t
r
]
+
,
we obtain in fine
P νµ,(1r) =
[
ln
rn−1
]
+
·
[
ln−1
rn−2 − rn−1
]
+
· · ·
[
l1
r0 − r1
]
+
qt
where ν = (1l1 , . . . , nln), the integers ri are determined by (2.2) and t is given by
(2.3). △
All the above examples suggest that P νµ,λ is in fact given by the evaluation at
t = q of some “universal” polynomial P νµ,λ(t) ∈ Z[t]. Here “universal” means that
P νµ,λ(t) ∈ Z[t] is independent of the choice of the ground (finite) field k. This is
indeed the case, as we will see at the end of the next section.
2.3. Steinitz’s classical Hall algebra.
Let Hcl = HRepnil
k
~Q0
be the Hall algebra2 of Repnilk
~Q0. By definition, it has a
basis {[Iλ] |; λ ∈ Π} and relations
[Iµ] · [Iλ] =
∑
ν
P νµ,λ[Iν ]
(recall that the Euler form vanishes). It is N-graded (by the dimension of the
representation, which is also the class in the Grothendieck group). As the Euler
form vanishes, the Hall algebra Hcl is already a bialgebra as it stands, and there
is no need to consider its extension H˜cl. Moreover, the finite subobjects condition
being verified, Hcl is in fact a genuine (and not only a topological) Hopf algebra.
The first few values of the (co)multiplication and the antipode are given in the
following examples :
Example 2.5. Using the computations of the previous section, we have :
[I(1)] · [I(1)] = (q + 1)[I(12)] + [I(2)],
[I(1)] · [I(2)] = q[I(2,1)] + [I(3)],
[I(2)] · [I(1)] = q[I(2,1)] + [I(3)].
For the coproduct, we have
∆([I(1)]) = 1⊗ [I(1)] + [I(1)]⊗ 1,
∆([I(2)]) = 1⊗ [I(2)] + (1− q
−1)[I(1)]⊗ [I(1)] + [I(2)]⊗ 1,
2the index ‘cl’ stands for ‘classical’.
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∆([I(12)]) = 1⊗ [I(12)] + q
−1[I(1)]⊗ [I(1)] + [I(12)]⊗ 1,
∆([I(2,1)]) =1⊗ [I(2,1)] + [I(2,1)]⊗ 1 + (1 − q
−2)
(
[I(1)]⊗ [I(12)] + [I(12)]⊗ [I(1)]
)
+
+ q−1
(
[I(1)]⊗ [I(2)] + [I(2)]⊗ [I(1)]
)
.
In the above computations, we have used the following formulas
aI(1) = (q−1), aI(12) = (q
2−1)(q2−q), aI(2) = (q
2−q), aI(2,1) = (q
3−q2)(q2−q).
Finally, for the antipode map, we have
S([I(1)]) = −[I(1)],
S([I(12)]) = −[I(12)] + (q + 1)
(q − 1)2
(q2 − 1)(q2 − q)
[I(1)]
2 = q−1[I(2)] + q
−1[I(12)],
S([I(2)]) = −[I(2)] +
(q − 1)2
(q2 − q)
[I(1)]
2 = −q−1[I(2)] + (q − q
−1)[I(12)].
△
Despite these seemingly complicated formulas, the (abstract) structure of Hcl is
startingly simple :
Theorem 2.6 (Steinitz, Hall, Macdonald). The following hold :
i) Hcl is both commutative and cocommutative,
ii) Hcl ≃ C[[I(1)], [I(12)], . . .] is a free polynomial algebra in the infinitely many
generators [I(1)], [I(12)], . . ..
iii) For any integer n we have
(2.4) ∆([I(1n)]) =
n∑
r=0
q−r(n−r)[I(1r)]⊗ [I(1n−r)].
Proof. To prove point i), we have to show that for any triple ν, µ, λ, we have
P νµ,λ = P
ν
λ,µ. For this we will use the natural (contravariant) duality functor in
the category Repnilk
~Q0, which associates to a representation (V, x) its transpose
(V ∗, xt). Note that any object of Repnilk
~Q0 is isomorphic to its transpose. On the
other hand, this duality M 7→M∗ gives rise to a bijection
{R ⊂ Iν | R ≃ Iλ, Iν/R ≃ Iµ}
1:1
−→ {S ⊂ I∗ν ≃ Iν | I
∗
ν/S ≃ I
∗
λ ≃ Iλ ≃, S ≃ I
∗
µ ≃ Iµ}
R 7→ S = R⊥
It now suffices to recall that P νµ,λ is the cardinality of the left-hand side while P
ν
λ,µ
is the cardinality of the right-hand side.
We turn to the second statement. Define a partial order on the set of partitions Π
as follows : λ = (1l1 , 2l2 , . . .)  µ = (1m1 , 2m2, . . .) if for any i ≥ 1 we have
l1 + 2l2 + · · ·+ (i− 1)li−1 + i(li + li+1 + · · · )
≤ m1 + 2m2 + · · ·+ (i− 1)mi−1 + i(mi +mi+1 + · · · )
(this is the transpose of the usual partial order on partitions). Let us fix a partition
λ = (1l1 , 2l2 , . . . , nln) and let us consider the product
X = [I(1ln )] · [I(1ln−1+ln )] · · · [I(1l1+···+ln)].
By construction, if Iν appears in X with a nonzero coefficient and if (V, x) repre-
sents Iν then there exists a filtration {0} = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V such that
dim(Vi/Vi−1) = li + · · · + ln and x(Vi) ⊂ Vi−1. In that situation, dim(Ker xi) ≥
dim Vi = l1 + 2l2 + · · ·+ i(li + li+1 + · · · ). But writing ν = (1m1 , 2m2 , . . .) we have
dim(Ker xi) = m1 + 2m2 + · · ·+ i(mi +mi+1 + · · · ), hence ν  λ. In addition, it
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is easy to see that if ν = λ then there exists a unique admissible filtration (Vi) as
above. Therefore we have
X ∈ [Iλ] +⊕ν≺λC[Iν ].
We deduce from this that the collection I of products [I(1n1 )] · [I(1n2 )] · · · [I(1nt )]
(ordered so that n1 ≤ n2 ≤ · · · ≤ nt) is obtained from the basis {[Iλ]} by acting by
a matrix which is upper triangular with respect to  and has 1’s along the diagonal.
Therefore I forms a basis of Hcl and point ii) follows.
Finally, iii) is shown by a direct calculation. Since any submodule or quotient of
I(1n) is again of the form I(1r) for some r ≤ n, we have
∆([I(1n)]) =
n∑
r=0
aI(1n−r)aI(1r)
aI(1n)
P
(1n)
(1n−r),(1r)[I(1n−r)]⊗ [I(1r)].
The formulas
aI(1u) = |GL(u,Fq)| = (q
u−1)(qu−q) · · · (qu−qu−1) = (q−1)uq
u(u−1)
2 [u][u−1] · · · [1],
P
(1n)
(1n−r),(1r) =
[
n
r
]
+
=
[n]+[n− 1]+ · · · [1]+
([r]+[r − 1]+ · · · [1]+)([n− r]+[n− r − 1]+ · · · [1]+)
yield the desired result. X
The above Theorem is enough to prove the existence of the so-called Hall poly-
nomials P νµ,λ(t) alluded to at the end of Section 2.2.
Proposition 2.7. For any triple of partitions λ, µ, ν satisfying |λ|+ |µ| = |ν| there
exists a unique polynomial P νµ,λ(t) ∈ Z[t] such that for any prime power q and finite
field k with q elements we have P νµ,λ = P
ν
µ,λ(q).
Proof. Note that the unicity is obvious since any two polynomials taking the same
values at an infinite set of points are equal. Hence it is enough to show existence.
We start by slightly refining the proof of point ii) of Theorem 2.6 above. By
Example 2.4. we know that for any µ ∈ Π and r ≥ 1 there exists polynomials
P νµ,(1r)(t) ∈ Z[t] such that
[Iµ] · [I(1r)] =
∑
ν
P νµ,(1r)(q)[Iν ].
By iteration we deduce that for any r1, . . . , rt there exists polynomials P
ν
(1rt ),...(1r1)(t)
such that
(2.5) [I(1rt )] · · · [I(1r1 )] =
∑
ν
P ν(1rt ),...,(1r1 )(q)[Iν ].
In particular, if λ = (1l1 , 2l2 , . . . , nln) and ri = li + · · ·+ ln then
[I(1rt )] · · · [I(1r1 )] = [Iλ] +
∑
ν≺λ
P ν(1rt ),...,(1r1)(q)[Iν ].
Inverting the upper triangular matrix of polynomials (P ν(1rt ),...,(1r1)(t)) we see that
conversely for any ν there exists polynomials Qν(1rt ),...,(1r1)(t) such that
(2.6) [Iν ] =
∑
(ri)
Qν(1rt ),...,(1r1)(q)[I(1rt )] · · · [I(1r1 )],
where the sum ranges over all possible sets of ordered indices (r1 ≥ r2 · · · ≥ rt). But
now, using (2.6) we may rewrite any product [Iµ] · [Iλ] as a linear combination with
polynomial coefficients of terms of the form [I(1rt )] · · · [I(1r1 )]. Then we use (2.5) to
rewrite each such element as a linear combination of [Iν ]’s, again with polynomial
coefficient. We are done. X
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An important corollary of the existence of Hall polynomials is that we may now
consider a “universal”, or “generic” version Hcl of the Hall algebra Hcl, which is
defined over the ring C[t, t−1].
We now define the generic classical Hall algebra to be the algebra
Hcl =
⊕
λ
C[t, t−1][Iλ]
where the multiplication is defined by
[Iµ] · [Iλ] =
∑
ν
P νµ,λ(t)[Iν ].
The algebra Hcl is clearly commutative, and the proof of Proposition 2.7 shows
that it is a free polynomial ring over C[t, t−1] in the generators [I(1)], [I(12)], . . .. We
may define a coproduct ∆ on Hcl by (2.4). Indeed, this satisfies all the required
properties (coassociativity, compatibility with the multiplication, . . . ) over C[t, t−1]
since the same is true for an infinite number of specializations t = q. Finally, we
leave it as an exercise to the reader to check the formula
S([I(1n)]) = (−1)
nq−n(n−1)/21n,
where 1n is the characteristic function of the set of all representations of dimension
n; this allows us to also define an antipode map S for Hcl. We have obtained in
this manner a genuine Hopf algebra Hcl over C[t, t
−1]. Note that the product is
defined at t = 0, but not the coproduct (or the antipode).
There is one last piece of the structure of Hall algebras which we didn’t mention
here so far : Green’s scalar product. Recall that by definition, it is given by the
formula
([Iλ], [Iµ]) = δλ,µ
1
aIλ
.
Lemma 2.8. The number aIλ of automorphism of Iλ is given by the formula
(2.7) aIλ = q
|λ|+2n(λ)
∏
i
(1− q−1)(1− q−2) · · · (1− q−li)
where λ = (1l1 , 2l2 , . . . ,mlm) and n(λ) =
∑
i(i− 1)λi.
Proof. We have Iλ = I
⊕l1
1 ⊕ I
⊕l2
2 · · · . Let x
(i)
1 , x
(i)
2 , . . . , x
(i)
li
be fixed generators of
I⊕lii . An endomorphism f of Iλ is completely determined by the image under it
of the elements x
(i)
j . For f to be an automorphism, the restriction of f to I
⊕li
i
composed with the projection to I⊕lii should be an automorphism. In addition, for
f to be well-defined, we should have f(x
(i)
j ) ∈ Ker x
i. Thus there are
|GL(li,Fq)| ·
∣∣∣∣
{(Ker xi) ∩⊕
j 6=i
I
⊕lj
j )⊕ (Ker x
i−1) ∩ I⊕lii )
}
⊗ kli
∣∣∣∣
= |GL(li,Fq)|q
li(l1+2l2+···+(i−1)li−1+(i−1)li+i(li+1+··· ))
(2.8)
possible choices for (f(x
(i)
1 ), . . . , f(x
(i)
li
)). Hence the number of automorphism is
obtained by multiplying together (2.8) for all values of i. A little arithmetic on
partitions using the identities
|λ| =
∑
i
ili, n(λ) =
1
2
∑
i
ili(li − 1) +
∑
i<j
ililj
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brings this expression to the form (2.7). X
2.4. Link with the ring of symmetric functions.
As we have seen, the classical Hall algebra Hcl , or its generic version Hcl, are
N-graded polynomial rings with one generator in every degree. There is another
famous such, which plays a very important role in much of mathematics, and partic-
ularly in combinatorics and representation theory : Macdonald’s ring of symmetric
functions ([M1]). Let us briefly recall its definition.
Consider, for n ≥ 1, the ring of symmetric polynomials in n variables : Λn =
C[x1, . . . , xn]
Sn . These form a projective system via the maps Λn+1 → Λn obtained
by setting the last variable xn+1 to zero. The projective limit (in the category of
graded rings) Λ = lim
←−
Λn can thus be considered as the ring “C[x1, x2, . . .]
S∞” of
symmetric functions in infinitely many variables.
The ring Λ is also equipped with a canonical coproduct, which was formally
introduced by Zelevinsky [Z1] : for n ≥ 1 consider the map ∆n : Λ2n → Λn ⊗ Λn
induced by the embedding
C[x1, . . . , x2n]
S2n →֒ C[x1, . . . , x2n]
Sn×Sn
= C[x1, . . . , xn]
Sn ⊗ C[xn+1, . . . , x2n]
Sn ,
where in the second term the first copy of Sn permutes together the variables
x1, . . . , xn while the second copy ofSn permutes together the variables xn+1, . . . , x2n.
In the projective limit, the maps ∆n give rise to a coproduct ∆ : Λ→ Λ⊗Λ.
There are many bases of Λ, and it is often the matrix relating one such basis to
another which carries the interesting combinatorial information. The simplest of
all these bases is probably the basis of elementary symmetric functions : for r ∈ N
set
er =
∑
i1<i2<···<ir
xi1xi2 · · ·xir ∈ Λ
and for a partition λ = (λ1, λ2, . . .) put eλ = eλ1eλ2 · · · eλn .
Theorem 2.9 (Macdonald, [M1]). The set {eλ | λ ∈ Π} forms a basis of Λ, i.e.
Λ ≃ C[e1, e2, . . .].
By the above Theorem, we may construct an algebra isomorphism Φ(q) : Hcl →
Λ by imposing Φ(q)([I(1r)]) = q
− r(r−1)2 er. From the definition, it is easy to check
that ∆(er) =
∑n
r=0 en−r ⊗ er. From this and from Theorem 2.6 iii) it follows
that Φ is a morphism of bialgebras as well. Hence Hcl provides a new model or
realization of Λ. Moreover, it comes almost for free with a very canonical one-
parameter deformation Hcl defined over C[t, t
−1] and there is an isomorphism Φ :
Hcl → Λ⊗ C[t, t
−1].
Let us mention two immediate applications : we can use Φ to transport on
Λ ⊗ C[t, t−1] the nondegenerate Hopf pairing ( , ) of Green on Hcl; and the set
{Φ([Iλ]) | λ ∈ Π} is an orthogonal basis for this scalar product. These turn out to
be very interesting : Φ⋆(( , )) is the Hall-Littlewood scalar product, which is the
scalar product uniquely determined by the conditions
{x, yz} = {∆(x), y ⊗ z},
(2.9) {pr, ps} = δr,s
r
qr − 1
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where pr =
∑
i x
r
i stands for the power sum symmetric function. Therefore the
basis {Φ([Iλ]) | λ ∈ Π} is (up to a harmless renormalization) the basis of Hall-
Littlewood polynomials. In particular, the norm of these polynomials (with respect
to the Hall-Littlewood scalar product) is given by (2.7).
There are many more applications of the classical Hall algebra to the theory
of symmetric functions. As discussing these would distract us too much from our
topic, we prefer to refer the interested reader directly to the Scriptures [M1].
Remark 2.10. One may wonder why the maps Φ(q) and Φ are defined in this
way and not in another. The first answer is that this is the easiest way to obtain
a morphism of bialgebras. A better answer is that there exists a “geometric lift”
of the map Φ(q) which makes it indeed very canonical; this involves (affine) flag
varieties and (spherical) Hecke algebras –see the survey [S2] for details.
2.5. Other occurences of Hall algebras.
In this final section, which is independent of the rest of these notes, we quickly de-
scribe a few classical mathematical contexts in which Hall algebras arise naturally.
Steinitz’s formulation of the classical Hall algebra. Needless to say, neither quiv-
ers nor abelian categories were around in the early days of the twentieth century.
Instead, Steinitz considered the set of all abelian p-groups; of course, these share
many properties with nilpotent representations of the Jordan quiver (over Fp),
namely there is a unique simple object and a unique indecomposable object of any
given length. In fact, it is easy to see that the Hall numbers computed from both
categories coincide, and hence Sections 2.2. and 2.3. are essentially a direct re-
formulation of Steinitz’s work. A third alternative formulation, which is used by
Macdonald in [M1], is to consider the category of finite length modules over some
discrete valuation ring R whose residue field R/m is finite.
Parabolic induction for GL(n). For n ≥ 1, put Gn = GL(n,Fq), and let Rn be
the character ring of Gn, i.e. the ring of class functions on Gn. The vector space
R =
⊕
nRn has a ring structure given by the parabolic induction : if f ∈ Rn and
g ∈ Rm then we put
f ◦ h = ind
Gn+m
Pn,m
(f ⊗ h),
where Pn,m ⊂ Gn+m is the maximal parabolic subgroup of type (n,m), and f ⊗ h
is pulled back to Pn,m by the projection Pn,m ։ Gn×Gm. By definition, the value
of f ◦ h a at class µ ∈ Gn+m is equal to
∑
t∈Gn+m/Pn,m
f ⊗ h(tµt−1).
For any x ∈ Gl, let Vx be the Fq[t]-module structure on Flq obtained by having
t act as x. Clearly, Vx ≃ Vy if and only if x and y are conjugate. Hence there is a
well-defined isomorphism class of Fq[t]-module associated to any conjugacy class µ
in Gl, for any l. Using this notation, we may write
f ◦ h(µ) =
∑
µ1,µ2
gµµ1,µ2f(µ1) · h(µ2)
where gµµ1,µ2 is the number of Fq[t]-submodules W ⊂ Vµ such that W ≃ Vµ2 and
Vµ/W ≃ Vµ1 . Thus, after a small reformulation, parabolic induction for the groups
GL(l,Fq) may be considered as a simple, special case of Hall algebra multiplication.
There is a similar interpretation for parabolic induction for the groups GL(l,Qp).
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Automorphic forms for function fields. This may be viewed as a global analog of
the previous example. Let X be a smooth projective curve defined over a finite
field Fq and let Bunr(X) denote the set of isomorphism classes of vector bundles
on X of rank r. A complex-values function f on Bunr(X) may be interpreted as an
automorphic form for the group GL(r) over the function field Fq(X) of X . In this
setting, the induction product for automorphic forms coincides with the product
in the Hall algebra HV ec(X) of the exact category V ec(X) of vector bundles on X .
Many properties of automorphic forms may be stated in a simple manner using
the language of Hall algebras. For instance, an automorphic form f is a cusp form
if ∆(f) ∈ HV ec(X) ⊗ HTor(X) ⊕ HTor(X) ⊗ HV ec(X), where Tor(X) denotes the
category of torsion sheaves on X ; the Hecke operators on the space of automorphic
forms are given by the adjoint action by certain elements of HTor(X), etc. We refer
to [K2] for much more in this direction.
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Lecture 3.
In this Lecture, we describe the main examples of Hall algebras : those asso-
ciated to the categories of representations of quivers over finite fields. This finds
its source in Gabriel’s insight that the set of indecomposable representations of fi-
nite type quivers can be parametrized by root systems of simple Lie algebras [G1],
in Kac’s generalization of this result to arbitrary quivers [K1], and culminates in
Ringel’s discovery [R5] (later completed by Green [G4]) that the Hall algebra of a
quiver ~Q contains a copy of the quantized enveloping algebra of the Kac-Moody
algebra associated to the graph Q underlying ~Q. After recalling Gabriel’s and Kac’s
theorems and some representation theory of quivers, we present the fundamental
results of Ringel and Green. The last three Sections are devoted to some more
advanced topics concerning tame quivers (which we mostly state without proofs).
These are important for Lecture 4. For the reader’s convenience, just enough of
the structure theory of Kac-Moody Lie algebras and quantum groups is reviewed
in Appendices A.1 through A.4. As for the representation theory of quivers, all of
the results used below may be found in [B1] or [CB3].
3.1. Quivers.
Let ~Q be a quiver with vertex set I and edge set H . We allow ~Q to have multiple
edges and cycles, but no loops. The target, resp. source of an edge h will be
denoted t(h), resp. s(h). By a representation of ~Q over a field k we mean a
pair (V, x) where V =
⊕
i Vi is a finite-dimensional I-graded vector space and
x = (xh)h∈H ∈
⊕
hHom(Vs(h), Vt(h)). A representation (V, x) is nilpotent if there
exists N ≫ 0 such that for any n > N , xhnxhn−1 · · ·xh1 = 0 for any path h1 · · ·hn of
length n in ~Q. We let Repnilk
~Q stand for the category of nilpotent representation of
~Q over k. It is an abelian, k-linear category satisfying the Krull-Schmidt property.
Of course, when ~Q has no oriented cycles then any representation is nilpotent.
To any vertex is attached a simple representation Si such that Vi = k, Vj = {0}
for j 6= i and x = 0.
Proposition 3.1. The collection {Si | i ∈ I} is a complete set of simple objects of
Repnilk
~Q.
Proof. Let (V, x) be simple and let i0 be any vertex such that Vi 6= {0}. Let v ∈ Vi0
be a nonzero vector. By the nilpotency condition, there exists a path h1 · · ·hn
starting at i0 such that xhn · · ·xh1 · v 6= 0 but xhn+1xhn · · ·xh1 · v = 0 for all edges
hn+1 leaving the terminal vertex, say i1 of hn. This means that Si1 ⊂ (V, x) . But
since V is simple we deduce that V = Si1 . X
Corollary 3.2. The following hold :
i) Any representation (V, x) in Repnilk
~Q admits a finite composition series
consisting of Si’s,
ii) We have K(Repnilk
~Q) ≃ ZI .
The class of a representation (V, x) in K(Repnilk
~Q) is simply its dimension vector
dim V = (dim Vi)i∈I .
It is well-known that the category Repnilk
~Q is hereditary. As a consequence, we
may easily compute the Euler form on K(Repnilk
~Q). Let us assume from now on
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that k = Fq is a finite field. Let
cij = #{h ∈ H | s(h) = i, t(h) = j}
be the number of oriented edges in ~Q going from i to j.
Proposition 3.3. We have 〈Si, Sj〉a = δij − cij and
〈Si, Sj〉m = q
1
2 (δij−cij).
Proof. This is a consequence of the facts that Repnilk
~Q is hereditary and that
dim(Ext1(Si, Sj)) = cij . X
The matrix of the additive Euler form is A = (aij)i,j∈I with aij = 2δi,j−cij−cji.
In particular, it is a symmetric integral matrix satisfying
aii = 2, aij ≤ 0 if i 6= j.
Therefore A is a generalized (symmetric) Cartan matrix and we may associate to
it a Kac-Moody algebra g (see Appendix A.1, A.2.). The Dynkin diagram of g is
simply the unoriented graph underlying ~Q.
Let {αi | i ∈ I} be the set of simple roots, let Q =
⊕
i Zαi be the root lattice
and let ( , ) be the restriction of the Cartan-Killing form to Q.
Corollary 3.4. The map
ρ : K(Repnilk
~Q)→ Q
V 7→
∑
i
dim(Vi)αi
is an isomorphism of Z-modules. It maps the symmetrized Euler form ( , )a to the
Cartan-Killing form ( , ).
This is a first, purely numerical, indication of a link between categories of repre-
sentations of quivers on the one hand and Kac-Moody algebra on the other. This
link will be made much stronger in the coming paragraphs.
For completeness, we add the following theorem, which explains the importance
of quivers in the representation theory of finite dimensional algebras.
Theorem 3.5 (Gabriel). Let k be an algebraically closed field. Any finite dimen-
sional k-algebra of global dimension at most one is Morita equivalent to the category
Repnilk
~Q for some (uniquely determined) quiver ~Q.
Remark 3.6. There is a version of the above theorem when k is a finite field : one
then has to consider not only quivers, but species, or equivalently quivers equipped
with automorphisms (see [R10]).
3.2. Gabriel’s and Kac’s Theorems.
Since the category Repnilk
~Q is Krull-Schmidt, the next important invariant (after
the Grothendieck group and the Euler form) is the set of indecomposable objects.
Call a quiver of finite type if it has only finitely many indecomposables, and call
it tame if the indecomposables lying in each class in K(Repnilk
~Q) can be arranged
in finitely many one-parameter families. A quiver not falling in these two sets is
called wild.
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Theorem 3.7 (Gabriel). The category Repnilk
~Q is of finite type if and only if A is
positive definite, i.e. if and only if g is a simple Lie algebra. Moreover, in this case
the map M = (V, x) 7→
∑
i dim(Vi)αi ∈ Q establishes a bijection between the set of
indecomposable objects and the set ∆+ of positive roots of g.
In other words, once we have identified K(Repnilk
~Q) and Q using Corollary 3.4,
the positive root system ∆+ pinpoints exactly the classes of indecomposables and
there is a unique indecomposable belonging to each such class.
Example 3.8. Suppose that ~Q is given by
t t t- - -
1 2 n
The associated Lie algebra is g = sln+1(C). If {α1, . . . , αn} are the simple roots
then (see Appendix A.1, Example A.5.)
∆+ = {αi + αi+1 + · · ·+ αj | i ≤ j}
These correspond to the indecomposable representations
Ii···j = q q q q q q≃ ≃ ≃- - -
1 2 i i+ 1 j
k k k
n
The case of a quiver with the same underlying graph but different orientation is
entirely similar. △
Example 3.9. Now let us suppose that ~Q is
t t t
t
1 2 4
3
- ff
?
The associated Lie algebra is now so8(C). If α1, . . . , α4 are the simple roots then
the positive roots are (see Appendix A.1, Example A.6.)
∆+ ={αi | i = 1, . . . , 4} ∪ {α1 + α2, α2 + α3, α2 + α4}
∪ {α1 + α2 + α3, α1 + α2 + α4, α2 + α3 + α4}
∪ {α1 + α2 + α3 + α4} ∪ {α1 + 2α2 + α3 + α4}.
Of all these roots only the last two do not have support in a subdiagram of type
A. The corresponding indecomposable representations are
I1234 = q q q
q
k k k
k
?
- ff
≃
≃ ≃
and
LECTURES ON HALL ALGEBRAS 35
I12234 = q q q
q
k k2 k
k
?
- ff
In this last case, the three maps k → k2 have to be injective, and thus de-
fine three lines in k2, or three points (λ1, λ2, λ3) in P
1(k). The representation is
indecomposable if and only if these points are distinct. Moreover the action by
conjugation at the vertex 2 of GL(2, k) corresponds to the action on (λ1, λ2, λ3) by
an element of Aut(P1). It is well-known that any triple of distinct points in P1 may
be brought to (0, 1,∞) by an automorphism, hence I12234 is indeed unique up to
isomorphism.
△
By Cartan’s classification (see Appendix A.1.) A is positive definite if and only
if the quiver ~Q is of type An, Dn or El with l = 6, 7, 8. The above examples treat
the (easy) cases of An and Dn. The indecomposables for the exceptional quivers
are worked out in [R10].
Concerning tame quivers, we have the following result, established independently
by Nazarova [N2] and Donovan-Freislich [DF] :
Theorem 3.10 (Nazarova, Donovan-Freislich). The category Repnilk
~Q is tame if
and only if the matrix A is positive semi-definite and has corank equal to 1, i.e. if
and only if g is an affine Lie algebra. Moreover,
i) For α ∈ Q, there exists an indecomposable representation M = (V, x) with∑
i dim(Vi)αi if and only if α ∈ ∆
+,
ii) If α ∈ ∆+ is a real root then there exists a unique such indecomposable;
if α ∈ ∆+ is imaginary then, unless ~Q is a cyclic quiver, there exists a
one-parameter family of such indecomposables.
The new phenomenon here, as opposed to the finite type case, is the existence
of dimensions for which an infinite number of indecomposables exist (when the
ground field is itself infinite, of course). The case of a cyclic quiver is special, and
is discussed separately in Section 3.5. As the root system of affine Lie algebras
contains a single line Zδ of imaginary roots, all dimension vectors for which there
exists several indecomposables are multiple of the indivisible imaginary root δ.
Example 3.11. The simplest tame quiver is the Kronecker quiver :
t t--
0 1
h1
h2
The matrix of the Euler form is A =
(
2 −2
−2 2
)
and the relevant Kac-Moody
algebra is ŝl2(C). If {a0, α1} are the simple roots then the indivisible imaginary
root is δ = α0 + α1 and
∆+ = {α1 + nδ | n ≥ 0} ⊔ {−α1 + nδ | n > 0} ⊔ {nδ | n > 0}.
Here are some indecomposables associated to real roots (all maps below are iso-
morphisms) :
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Iα1+δ = q qh1
h2

*
-
0 1
k k
⊕
k
I−α1+δ = q qh1
h2HHHHj-
0 1
kk
⊕
k
Let us now consider dimensions corresponding to the imaginary root δ :
I
(λ,µ)
δ = q q--
0 1
·λ
·µ
k k (λ, µ) 6= (0, 0)
It is clear that I
(λ,µ)
δ is isomorphic to I
(λ′,µ′)
δ if and only if there exists t ∈ k
such that (λ′, µ′) = (tλ, tµ). Hence the indecomposable representations of class δ
are parametrized by points of P1(k). △
Example 3.12. Let us now choose for ~Q the following quiver of type D
(1)
4 :
t t t
tt
1
0
2
4
3


HHHHHHHH


*
j
Y

The Kac-Moody Lie algebra here is ŝo8(C). The indivisible imaginary root is
δ = α0 + α1 + 2α2 + α3 + α4. Indecomposable representations of dimension δ are
given by a quadruple of injective maps k →֒ k2
I
(λ0,λ1,λ3,λ4)
δ = q q q
qq
1
0
2
4
3
k
k
k2
k
k

*
HHHj
HH
HY

landing in at least three different lines in k2. Each such line corresponds to a point
λl in P
1(k). Hence the set of indecomposables is in bijection with the set of ordered
quadruples (λ0, λ1, λ3, λ4) of points in P
1(k), with at least three of the λi’s distinct,
and all up to an automorphism of P1(k). This set is a little bit more tricky than
one might first think :
Case a). λi 6= λj for i = 1, 3, 4. Then there is a unique φ ∈ Aut(P1(k)) sending
(λ1, λ3, λ4) to (0, 1,∞). It sends λ0 to some point x ∈ P1(k).
Case b). Two among λ1, λ3, λ4 are equal; then, up to the action of Aut(P
1(k)) we
may reduce (λ0, λ1, λ3, λ4) to exactly one of :
(0, 1, 1,∞), (0, 1,∞,∞), (0, 1,∞, 1).
Hence, geometrically, the set of indecomposables ressembles a projective line with
three points being “doubled” :
(3.1)
&%
'$rr
rr rr
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△
In a remarkable work [K1], Kac managed to extend the theorem of Gabriel to
the case of an arbitrary quiver.
Theorem 3.13 (Kac). Let ~Q be an arbitrary quiver.
i) For α ∈ Q, there exists an indecomposable representation M = (V, x) with∑
i dim(Vi)αi if and only if α ∈ ∆
+,
ii) If α ∈ ∆+ is a real root then there exists a unique such indecomposable;
if α ∈ ∆+ is imaginary then there exists many (i.e. more than one) such
indecomposables.
3.3. Hall algebras of quivers.
We are now ready to compute the extended Hall algebra H˜ ~Q of Rep
nil
k
~Q. We
assume in this Section that k = Fq so that Rep
nil
k
~Q is a finitary, hereditary category.
Moreover, as this category satisfies the finite subobject condition (see Remark 1.6)
its Hall algebra H˜ ~Q is an honest Hopf algebra. It will be convenient to introduce a
new notation ν = q
1
2 (note that there is a choice of the square root involved here).
Let us start with some simple calculations of Hall numbers.
Example 3.14. The simplest quiver in the galaxy : ~Q = • (one vertex, zero
arrows). There is but a single simple object S, and any object is isomorphic to
S⊕j for some j. We have Hom(S, S) = k and Ext1(S, S) = {0}, so that 〈S, S〉m =
q
1
2 = ν. We have
[S⊕i] · [S⊕j] = νij#Gr(j, i + j)[S⊕i+j ] = νij
[
i+ j
j
]
+
[S⊕i+j ]
since the Hall number in this case simply counts the number of i-dimensional sub-
spaces in an i+ j-dimensional vector space. In particular,
(3.2) [S]n = ν
n(n−1)
2 [n]!+[S
⊕n] = νn(n−1)[n]![S⊕n].
(see Example 2.3 and Appendix A.4. for the definitions of ν-binomial numbers).
△
Examples 3.15. Assume that ~Q has two vertices 1 and 2, with c12 arrows going
from 1 to 2, and c21 arrows going from 2 to 1. The simple modules associated to
the vertices are denoted S1 and S2; Of course, Hom(S1, S2) = Hom(S2, S1) = {0}.
• If c12 = c21 = 0 (i.e. the two vertices are not connected) then there are no
nontrivial extensions between S1 and S2 and 〈S1, S2〉m = 〈S2, S1〉m = 1. Hence
[S1] · [S2] = [S1 ⊕ S2] = [S2] · [S1].
• Assume now that c12 = 1, c21 = 0, i.e. that vertices 1 and 2 are connected by a
single edge going from, say, 1 to 2. We have Ext1(S1, S2) = {0} and Ext
1(S2, S1) =
k. Then 〈S1, S2〉m = q−
1
2 = ν−1 and there is a unique nontrivial extension I12 of
S2 by S1. As Hom(S2, I12) = k, it is easy to see that
[S1] · [S2] = ν
−1
(
[S1 ⊕ S2] + [I12]
)
.
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On the other hand, there are no nontrivial extensions of S1 by S2, thus 〈S2, S1〉m = 1
and
[S2] · [S1] = [S1 ⊕ S2].
This simple example already shows that H˜ ~Q and H ~Q are not commutative in gen-
eral.
• Let us keep the same quiver as above. As there are still no extensions of S2 by
S1, we have
(3.3) [S2] · [S1]
2 = ν(ν2 + 1)[S2] · [S
⊕2
1 ] = ν(ν
2 + 1)[S⊕21 ⊕ S2].
In the other direction,
[S1]
2 · [S2] = ν(ν
2 + 1)[S⊕21 ] · [S2]
= ν−1(ν2 + 1)
(
[S⊕21 ⊕ S2] + [S1 ⊕ I12]
)(3.4)
since Hom(S2, S
⊕2
1 ⊕ S2) = Hom(S2, S1 ⊕ I12) = k.
Finally, to compute [S1] · [S2] · [S1] = [S1] · [S1 ⊕ S2], note that there are q + 1
submodules of S⊕21 ⊕S2 isomorphic to S1⊕S2, but only one submodule of I12⊕S2
isomorphic to S1 ⊕ S2. We deduce that
(3.5) [S1] · [S2] · [S1] = (ν
2 + 1)[S⊕21 ⊕ S2] + [S1 ⊕ I12].
Observe that combining (3.3), (3.4) and (3.5) yields the following equation sat-
isfied by [S1] and [S2] :
(3.6) [S1]
2 · [S2]− (ν + ν
−1)[S1] · [S2] · [S1] + [S2] · [S1]
2 = 0.
Similar computations give the dual relation :
(3.7) [S2]
2 · [S1]− (ν + ν
−1)[S2] · [S1] · [S2] + [S1] · [S2]
2 = 0.
In fact, as will follow from Ringel’s Theorem 3.16, these are the only relations
satisfied by [S1] and [S2].
△
Recall that g is the Kac-Moody algebra associated to the Euler matrix A =
(aij)i,j∈I of ~Q. Let Uν(b
′
+) be the positive half of the quantum group Uν(g
′)
associated to g (more precisely, to the derived algebra g′ of g)–see Appendix A.4.
Here we consider the version of the quantum group Uv(b
′
+) which is specialized at
v = ν.
The Hopf algebra Uν(b
′
+) is generated by elements Ei,K
±1
i , for i ∈ I subject to
the following set of relations :
(3.8) KiKj = KjKi, KiEjK
−1
i = ν
aijEj , ∀ i, j ∈ I,
(3.9)
1−aij∑
l=0
(−1)l
[
1− aij
l
]
EliEjE
1−aij−l
i = 0
As for the coproduct and antipode, they are given by
(3.10) ∆(Ki) = Ki ⊗Ki, ∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei,
(3.11) S(Ki) = K
−1
i , S(Ei) = −K
−1
i Ei.
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Theorem 3.16 (Ringel, Green). The assignement Ei 7→ [Si], Ki 7→ kSi for i ∈ I
extends to an embedding of Hopf algebras
Ψ : Uν(b
′
+)→ H˜ ~Q.
The map Ψ is an isomorphism if and only if ~Q is of finite type, (i.e. if and only if
g is a simple Lie algebra).
Proof. There are two steps in the proof. First, we need to check that relations
(3.8),(3.9), (3.10) and (3.11) hold in H˜ ~Q; this will prove the existence of the map
Ψ. Secondly, we need to show that Ψ is injective.
The first step is essentially one big (but straightforward) computation. Relations
(3.8), (3.10) and (3.11) all hold trivially by definition. The only difficulty lies in
checking (3.9). Note that this relation only involves two vertices i, j ∈ I. When
|aij | ≤ 1, this is treated in Example 3.15. We deal here with the general case. In
order to unburden the notation, let us set r = cij , s = cji and t = r+ s = −aij . By
Example 3.14, (3.2), we have [Si]
(l) := [Si]
l
[l]! = ν
l(l−1)[S⊕li ]. As 〈S
⊕l
i , Sj〉m = ν
−lr ,
we have
[Si]
(l)[Sj ] = ν
l(l−1)−lr
∑
M∈I1
[M ],
where I1 = {M | ∃ N ⊂M s.t. N ≃ Sj , M/N ≃ S
⊕l
i }.
Next, for a representation L of ~Q of dimension (r + 1)ǫi + ǫj , we define
UL =
⋂
i
h
→j
Ker xh, VL =
∑
j
h
→i
Im xh,
and set uL = dim(UL), wL = dim(VL). A direct computation shows that
[Si]
(l)[Sj ][Si]
(n) = ν−ns−lr+nl+l(l−1)+n(n−1)
∑
[M ]
pM,n[M ],
where pM,n = 0 unless VM ⊂ UM , in which case we have
pM,n = #Gr(n − wM , uM − wM ) = ν
(uM−n)(n−wM )
[
uM − wM
n− wM
]
.
Setting n = t+ 1− l and summing up, we obtain
t+1∑
l=0
(−1)l[Si]
(l)[Sj ][Si]
(n) =
∑
[M ] s.t.VM⊂UM
pM [M ],
where
pM =
t+1∑
l=0
(−1)lν−ns−lr+nl+l(l−1)+n(n−1)+(uM−n)(n−wM)
[
uM − wM
n− wM
]
= ν(t+1)s−uMwM
t+1∑
n=0
(−1)t+1−nν−(2s+1−uM−wM )n
[
uM − wM
n− wM
]
.
Clearly, uM ≥ s + 1 > wM for any M . We deduce that 1 − uM − wM ≤
2s + 1 − uM − wM ≤ uM + wM − 1. Now we use the following identity (see, for
example, [K5, (3.2.8)]) :
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Lemma. Let m ≥ 1 and let 1−m ≤ d ≤ m− 1 with d ≡ m− 1 (mod 2). Then
m∑
n=0
(−1)nν−dn
[
m
n
]
= 0.
As a consequence, we obtain
t+1∑
l=0
(−1)l[Si]
(l)[Sj ][Si]
(t+1−l) = 0
which is nothing else than the ν-Serre relation (3.9). This shows that Ψ is well-
defined. The fact that Ψ is compatible with the coproduct and the antipode is
straightforward given the definitions.
Let { , } : Uν(b′+) ⊗ Uν(b
′
+) → C be the pullback under Ψ of Green’s scalar
product on H˜ ~Q. As Ψ is a morphism of Hopf algebras and Green’s scalar product
is a Hopf pairing, { , } is also a Hopf pairing. Moreover, by construction it satisfies
{Ei, Ej} =
δij
ν2 − 1
, (Ki,Kj) = ν
aij , (Ei,Kj) = 0.
By Theorem A.18 this completely determines { , }, which coincides with the restric-
tion toUν(b
′
+) of Drinfeld’s scalar product onUv(b+). In particular, the restriction
of { , } to Uν(n+) is nondegenerate. Hence
(Ker Ψ) ∩Uν(n+) ⊂ (Ker { , }) ∩Uν(n+) = {0}.
The injectivity of Ψ easily follows from the fact thatUν(b
′
+) = C[K
±1
i ]i∈I⊗Uν(n+)
while H˜~Q = C[k
±1
Si
]i∈I ⊗H ~Q. Of course, the restriction of Ψ gives an embedding
Uν(n+)→ H ~Q. This concludes the proof of the first statement.
The second statement, concerning finite type quivers, follows from Kac’s theo-
rem 3.13; indeed, by a quantum version of the PBW theorem (see Theorem A.16)
for Uν(n+) we have for any weight β
dim Uν(n+)[β] = |{(nα) ∈ N
∆+ |
∑
nαα = β}|.
On the other hand, by construction
dim H ~Q[β] =|{M ∈ X~Q | dim M = β}|
=|{(mα) ∈ N
Indec ~Q |
∑
mIdim I = β}|
where Indec ~Q stands for the set of all indecomposable representations of ~Q. These
two expressions for graded dimensions are equal if and only if there is precisely one
indecomposable of dimension α for all positive roots α ∈ ∆+. This happens if and
only if ~Q is of finite type. We are done. X
This seems to be the right place to summarize the correspondence between the
category of representations of a quiver ~Q and the associated Kac-Moody algebra :
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Category C = Repk ~Q Kac-Moody Lie algebra g
Grothendieck group K(C) Root lattice Q =
⊕
i Zαi
Symmetrized additive Euler form ( , ) Cartan-Killing form ( , )
(classes of) simple objects {Si} Simple roots {αi}
(classes of) indecomposable objects Positive root system ∆+
Hall algebra H ~Q Quantum group Uv(n+)
Group algebra of K(C) Cartan Uv(h)
Extended Hall algebra H˜ ~Q Quantum group Uv(b
′
+)
Finite type, tame type, wild type Simple Lie algebra, affine Lie algebra,
the rest (!)
Remarks 3.17. i) The existence of the map Ψ as a morphism of algebras is due to
Ringel [R5], where he also shows that Ψ is an isomorphism for finite type quivers.
The fact that Ψ is also compatible with a comultiplication and a scalar product,
and its rather easy corollary that Ψ is injective, are due to Green [G4].
ii) The image of Ψ, i.e. the subalgebra of H ~Q generated by the simple objects,
is the composition subalgebra C~Q. Lusztig’s theory of canonical bases provides a
geometric characterization of C~Q as a subalgebra of H ~Q but as this relies on inter-
section cohomology methods it is highly unlikely that there exists any elementary
description of the elements of C~Q for a general quiver. However, such a description
does exist when ~Q is tame– see Section 3.7.
iii) There is a version of this result for quivers in which loops are allowed. The cor-
responding Lie algebras are then the so-called generalized, or Borcherds Kac-Moody
algebras –see [KS]. There is also a version of this result for species (or quivers
with automorphisms). This provides a construction of quantum groups for non
necessarily simply laced Kac-Moody algebras.
3.4. PBW bases (finite type).
We assume here that ~Q is a quiver of finite type, and hence that g is a simple Lie
algebra. As in the previous Section, k = Fq and we set ν = q
1
2 . By Theorem 3.16,
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there is an isomorphism
Ψν : Uν(b
′
+)
∼
→ H˜ ~Q
which restricts to an isomorphism
Ψν : Uν(n+)
∼
→ H ~Q.
We have added the index ν to Ψ because we will soon vary the field k and it will be
important for us to remember the value of q. The pullback under Ψν of the natural
basis {[M ] | M ∈ Obj(Repk ~Q)} yields a basis {fν,M | M ∈ Obj(Repk ~Q)} of the
quantum group Uν(n+) specialized at v = ν. This basis, usually called the PBW
basis3 is a very useful tool in quantum groups theory (see e.g. [L6]). What is crucial
here, and a priori not obvious at all, is that the bases {fν,M} for different values of
q all come from a same basis of the integral form Uresv (n+) (see Appendix A.4.).
This, as we will see, is more or less equivalent to the existence of Hall polynomials.
Before we proceed, let us make the important remark that when ~Q is of finite
type, the set of objects of Repnilk
~Q is independent of the field k. Indeed, by Gabriel’s
Theorem 3.5, it can be canonically identified with the set of maps ∆+ → N by giving
the multiplicity of each indecomposable. We denote this set of objects by O~Q.
Proposition 3.18 (Ringel). Let ~Q be a quiver of finite type. Then
i) For each object L ∈ O~Q there exists a unique element fL ∈ U
res
v (n+) such
that, for any finite field k = Fq we have (fL)|v=ν = Ψ
−1
ν ([L]).
ii) Let M,N,R be objects of O~Q. There exists a unique polynomial P
R
M,N (t) ∈
Q[t] (independent of the field k), such that for any choice of finite field
k = Fq we have
1
aMaN
PRM,N = P
R
M,N (q).
The proof hinges on the following Lemma, which is a byproduct of Auslander-
Reiten theory (see [CB3]).
Lemma 3.19. Let ~Q be a finite quiver. There exists a total ordering  of the set
of indecomposables (independent of the ground field k) such that
M ≺ N ⇒ Hom(N,M) = Ext1(M,N) = {0}.
Moreover, for any indecomposable M , we have Ext1(M,M) = {0} and End(M) =
k.
Example 3.20. Suppose that ~Q is the equioriented quiver of type An of Exam-
ple 3.8. Then
Hom(Ii,...,j , Ii′,...,j′) = {0} if i < i
′ or i = i′ and j < j′,
Ext1(Ii,...,j , Ii′,...,j′) = {0} if i > i
′ or i = i′ and j ≥ j′.
Hence we may set Ii,...,j  Ii′,...,j′ if i > i′ or i = i′ and j ≥ j′. △
3strictly speaking, the PBW basis is obtained from {fM} by a slight renormalization which we
choose to ignore here.
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Example 3.21. Let us now consider the quiver of type D4 of Example 3.9. We
leave it to the reader to check that we may take for  any total ordering refining
the following partial order :
I2 ≺
I24
I23
I12
≺ I12234≺
I234
I124
I123
≺ I1234≺
I234
I124
I123
(the subscript indicates the support of the indecomposable). △
Proof of Proposition 3.18 : We will first derive statement i). Clearly, if i ∈ I and
n ∈ N then by (3.2) we have
f[S⊕ni ]
= v−n(n−1)E
(n)
i = v
−n(n−1)E
n
i
[n]!
.
Let us now argue by induction on the dimension vector dim L. Assume that we have
proved the existence of fM for any M such that dim M < dim L. We distinguish
two cases :
Case a) : L has at least two nonisomorphic indecomposable summands. Thus we
may write L = I⊕n11 ⊕ · · · ⊕ I
⊕nr
r where r > 1 and Il are indecomposables which
we may as well order in such a way that Ij ≺ Ih if j < h. In particular, we have
Ext1(Ij , Ih) = {0} if j < h. We claim that, in H ~Q,
(3.12) [I⊕n11 ] · · · [I
⊕nr
r ] = ν
d[I⊕n11 ⊕ · · · ⊕ I
⊕nr
r ] = ν
d[L]
where d =
∑
j<h njnhdim Hom(Ij , Ih). Indeed, any extension of the I
⊕nj
j in
that order is necessarily trivial so that we only have to compute the Hall number
PL
I
⊕n1
1 ,...,I
⊕nr
r
. But as Hom(Ir , Ij) = {0} for any j < r, there is only one submodule
of L isomorphic to I⊕nrr , and then only one submodule of L/I
⊕nr
r which is isomor-
phic to I
⊕nr−1
r−1 , and so on. Hence P
L
I
⊕n1
1 ,...,I
⊕nr
r
= 1 and (3.12) is proved. Observe
that d is independent of k. We may therefore set fL = v
−df
I
⊕n1
1
· · · fI⊕nrr . Note that
as r > 1 we have dim I
⊕nj
j < dim L for all j.
Case b) : L = I⊕n for some indecomposable representation I. Restricting ≺ to the
set of simple objects we get a total ordering such that Si ≺ Sj if there exists an
arrow j → i in ~Q. Let us write all simple objects in this order as {Si1 , Si2 , . . . , Sim}.
Let li = dim(Li) so that dim(L) =
∑
i liǫi. We claim that
(3.13) [S
⊕lim
im
] · · · [S
⊕li1
i1
] = νd
∑
N
[N ]
where d =
∑
j<h lij lih〈Sij , Sih〉a and where N ranges over all representations of
~Q
of dimension dL =
∑
i liǫi. Indeed, since there are no arrows in
~Q leaving the vertex
i1, any representation N of dimension dL has a unique submodule isomorphic to
S
⊕li1
i1
. Similarly, there is a unique submodule of N/S
⊕li1
i1
isomorphic to S
⊕li2
i2
, and
so on. Hence
PN
S
⊕lim
im
,...,S
⊕li1
i1
= 1.
This proves (3.13). Because there is at most one indecomposable representation of
any given dimension, we may rewrite (3.13) as
[M ] = ν−d[S
⊕lim
im
] · · · [S
⊕li1
i1
]−
∑
N
[N ]
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whereN ranges over all representations of dimension dL which are different fromM .
Note that these all have at least two nonisomorphic indecomposable summands :
indeed, the dimension of any indecomposable is a positive root and it is known that
no two positive roots span the same line over Q. Thus, by case a) above, there
exists an element fN with the required properties for each of these N . Hence we
may set
fM = v
−df
S
⊕lim
im
· · · f
S
⊕li1
i1
−
∑
N
fN .
This finishes the induction step and concludes the proof of statement i).
We turn to statement ii). Since {fν,M} is a basis of Uν(n+), the set {fM} is
linearly independent. By graded dimensions considerations, we deduce that {fM}
is a basis of Uv(n+) (over C(v)). In particular, for any triple M,N,R of objects
the coefficient of fR in the product fM · fN is a rational function T
R
M,N(v) ∈ C(v).
We set PRM,N (t) = t
− 12 〈M,N〉aTRM,N (t
1
2 ). A priori, this is only a rational function
in t
1
2 , but note that by construction we have PRM,N (q) ∈ N for any prime power q.
We leave it to the reader to check that this last property in fact forces PRM,N (q) to
belong to Q[t]. X
As a consequence of the existence of Hall polynomials, we may, just like in
Lecture 2, define a “universal”, or “generic” version H ~Q of the Hall algebra H ~Q,
which is defined over the ring C[t
1
2 , t−
1
2 ].
Definition. The generic Hall algebra of ~Q is the algebra
H =
⊕
M∈O~Q
C[t
1
2 , t−
1
2 ]fM
in which the multiplication is defined by
fM · fN =
∑
R
t
1
2 〈M,N〉aPRM,N (t)fR.
Corollary 3.22. There is an isomorphism of algebras Ψ : Uv(n+)
∼
→ H ~Q, where
v = t
1
2 .
Proof. By Proposition 3.18 there is a canonical embedding of C[v, v−1]-algebras
i : H ~Q →֒ U
res
v (n+). Conversely, by definition U
res
v (n+) is generated by the ele-
ments E
(n)
i for i ∈ I. As these all belong to i(H~Q) we deduce that i is in fact an
isomorphism and we may take for Ψ its inverse. X
The generic extended Hall algebra is defined to be the tensor product
H˜ ~Q = H ~Q ⊗ C[k
±1
i ]i∈I
with relations
[ki,kj ] = 0,
kifMk
−1
i = t
1
2 (M,Si)a fM .
Of course, a Corollary to the Corollary says that there is an isomorphism Ψ :
Uv(b+)
∼
→ H˜~Q. Thus H˜~Q is a Hopf algebra and there exists “Hall polynomials”
for the comultiplication ∆ or the antipode S. The basis {fM | M ∈ O~Q} is called
the generic PBW basis of Uresv (n+).
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Remarks 3.23. i) With a little more work, one can show that in fact the Hall
polynomials PRM,N (t) belong to Z[t]. See [R11] for a thorough treatment of these
polynomials (some interesting applications are outlined at the very end of that
paper).
ii) As one can well guess from Example 3.20. for instance, the “homological”
ordering  on the set of indecomposable representations strongly depends on the
orientation of the quiver, i.e. it is not something intrinsic to the root system ∆+.
Since the PBW basis {fM |M ∈ O~Q} is essentially obtained by multiplying together
following the order  elements fI corresponding to indecomposables, we see that
the PBW basis of Uresv (n+) depends on the quiver. Hence, strictly speaking, there
are as many PBW bases of Uresv (n+) as orientations of the Dynkin diagram of g.
3.5. The cyclic quiver.
We spend this Section describing the Hall algebra of the equioriented quiver of
type A
(1)
n−1 :
t




PPPPPPPPPt t t tff ff ff ff1 q
0
1 2 n− 2 n− 1
Though this quiver is tame, it is in some sense very close to being of finite type :
the classification of nilpotent modules is independent of the ground field k, and
in particular there are only finitely many representations of any given dimension.
This makes it possible to study not just the composition algebra C~Q but the whole
Hall algebra H ~Q. As will become clearer in Sections 3.6, 3.7 and Lecture 4, this
Hall algebra appears in many places and plays an important role in the theory.
We start by classifying all representations of ~Q. Fix i ∈ {0, . . . , n−1} and l ≥ 1.
Consider a Z-graded vector space V ′ =
⊕i
j=i+1−l kej and define x ∈ End(V
′) by
x(ej) = ej−1 if j 6= i + 1 − l and x(ei+1−l) = 0. The induced I = Z/nZ-graded
vector space V =
⊕
h∈I Vh where Vh =
⊕
j≡h kej , equipped with the same map
x ∈ End(V ) is an indecomposable representation of ~Q, which we call I[i;l]. As will
follow from Proposition 3.24, this is the unique indecomposable of length l and
socle Si. Clearly I[i;l] only depends on the class of i in Z/nZ.
Proposition 3.24. For any field k, the representations {I[i;l] | i ∈ Z/nZ, l ≥ 1}
form a complete collection of indecomposables.
Proof. Let (V, x) be an indecomposable. As x is nilpotent, Ker x 6= {0}. Moreover,
since x maps Vj → Vj−1, the kernel splits as a direct sum
(3.14) Ker x =
⊕
j
(Vj ∩Ker x).
By the classification of nilpotent endomorphisms of k-vector spaces (see Theo-
rem 2.1), there exists a basis u1, . . . , udim V over which x is in canonical form,
i.e. for which x(uj) ∈ {uj−1, 0}. By (3.14), we may even choose the ui’s to be
homogeneous. The Proposition easily follows. X
Using the above Proposition, we see that the set of objects of Repnilk
~Q is in
canonical bijection with the set Πn of n-tuples of partitions (λ1, . . . , λn), via the
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assignement
(λ1, . . . , λn) 7→
⊕
i∈I
⊕
j
I[i;λji ]
.
This set is indeed independent of k. The indivisible imaginary root is δ = α0 +
α1 · · ·+ αn−1.
Fix k = Fq and set ν = q
1
2 . By Ringel’s Theorem 3.16 there is an embedding
Ψ : Uν(n+)→ H ~Q
Ei 7→ [Si] = [I[i;1]]
where n+ ⊂ ŝln is the standard positive nilpotent subalgebra.
The image of Ψ is the composition algebra C~Q ⊂ H ~Q. Let U
′ be the two-sided
ideal of H ~Q generated by {[Si] | i ∈ I}, and let R = (U
′)⊥ be its orthogonal in
H ~Q with respect to Green’s scalar product ( , ). As ( , ) is a Hopf pairing, R
is a subcoalgebra (because U′ is an ideal) and a subalgebra (because U′ is also a
coideal). The structure of H ~Q is given by the next Proposition, proved in [S1] :
Proposition 3.25 (S.). The following hold :
i) As a bialgebra, R is isomorphic to a polynomial ring R ≃ C[x1,x2, . . .]
where deg(xi) = iδ, and ∆
′(xi) = xi ⊗ 1 + 1⊗ xi.
ii) R is a central subalgebra of H ~Q and the multiplication map gives an iso-
morphism C~Q ⊗R
∼
→ H ~Q.
A detailed analysis ofR was made by Hubery in [H6], who obtained the following
remarkable result :
Proposition 3.26 (Hubery). The center of H ~Q coincides with R. It is generated
by the elements
cr = (−1)
rν−2rn
∑
M∈Zr
(−1)dim(End(M))aM [M ],
where Zr is the set of representations M of dimension rδ whose socle soc M is
square-free, i.e for which soc M ≃
⊕
i S
⊕ni
i with ni ≤ 1. These elements satisfy
∆′(cr) =
∑r
s=0 cr−s ⊗ cs.
Observe that, by Proposition 3.25 i), R is abstractly isomorphic, as a bialgebra,
to Macdonald’s ring of symmetric functions Λ = C[x1, x2, . . .]
S∞ (see Lecture 2,
Section 2.4.). Using Proposition 3.26 we can make this precise. Consider the
generating function C(z) = 1 +
∑
r crT
r. The equation P (z)C(z) = ddzC(z) has
unique solution P (z) =
∑
r≥1 prz
r−1. The elements pr are primitive (that is,
∆′(pr) = pr ⊗ 1 + 1 ⊗ pr), and they clearly freely generate R. Thus there is a
unique isomorphism
Φn : R
∼
→ Λ
pr 7→ (1 − ν
−2nr)pr
where pr is the power sum symmetric function. This generalizes the map Φ (or
more precisely the map Φ(q)) of Section 2.4 which corresponds to the degenerate
case n = 1. We may view the rings R (for n ∈ N) as another realization of Λ. Just
as in Lecture 2, one may wonder what the restriction of Green’s scalar product to
R, transported to Λ via Φn, is. This turns out to bring nothing new :
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Proposition 3.27 (Hubery). The pullback under Φn of Green’s scalar product on
R is the Hall-Littlewood scalar product given by
{x, yz} = {∆′(x), y ⊗ z},
(3.15) {pr, ps} = δr,s
r
qr − 1
To finish, let us indicate a second decomposition of H ~Q, as a noncommutative
product this time. Let C be the full subcategory of Repk ~Q consisting of those
representatiions (V, x) for which xi : Vi → Vi−1 is an isomorphism for all i 6= 1.
In other words, objects of C are all direct sums ofindecomposables of the form
I[0;nl] for some l ≥ 1. It is clear that C is an abelian subcategory closed under
extensions, and which is equivalent to Repk ~Q0 where ~Q0 is the Jordan quiver.
Thus by Corollary 1.16 there is an embedding of algebras
Θn : H = H ~Q0 → H ~Q
[Iλ] 7→ [
⊕
j
I[0;nλj ]]
Let K ⊂ H ~Q be the image of this embedding. The subalgebras C~Q and K do not
commute. However,
Proposition 3.28 (S., [S3]). The multiplication map defines an isomorphism of
vector spaces K⊗C~Q
∼
→ H ~Q.
Remarks 3.29. i) There exists Hall polynomials for the cyclic quiver –see [R12].
ii) There is, to my knowledge, no completely elementary description of the elements
of the composition subalgebra C~Q ⊂H ~Q.
iii) The decomposition H ~Q ≃ C~Q ⊗R where R is a central polynomial ring exists
in fact for all tame quivers, as was shown (independently of [S1]) by Hua and Xiao
[HX]. Of course in this case the structure of R, i.e. the number of generators per
degree, depends on the ground field k.
iv) One might ask what the structure of H ~Q is, for an arbitrary quiver. By a
theorem of Sevenhant and Van den Bergh (see [SVdB2]), it is always a quantum
group associated to a Borcherds algebra (usually of infinite rank). The precise
determination of that Borcherds algebra is however still very much an open problem.
3.6. Structure theory for tame quivers.
We collect in this Section several results concerning the category Repk ~Q when ~Q
is a tame quiver. This is necessary before we can describe the exact structure of the
composition subalgebra C~Q ⊂ H ~Q (see Section 3.7.). This will also be important
for the next Lecture.
Throughout this Section we fix a tame quiver ~Q which is not a cyclic quiver and
an arbitrary field k. Hence the categories Repk ~Q and Rep
nil
k
~Q coincide. Proofs
of the assertions made below can be found in [CB3]. The fundamental tool to use
here is the following
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Theorem 3.30 (Auslander-Reiten). There exists a unique pair of adjoint functors
τ, τ− : Repk ~Q→ Repk ~Q equipped with natural isomorphisms
Ext1(M,N)∗ ≃ Hom(N, τM)
Ext1(M,N)∗ ≃ Hom(τ−N,M).
Such pairs of adjoint functors are now called Serre functors in general, and
appear to be a very powerful tool for commutative or noncommutative algebraic
geometry (see [BK]). In the case of hereditary algebras they were invented by
Auslander and Reiten and are known as Auslander-Reiten translations.
Obviously, τM = 0 if and only if M is projective while τ−N = 0 if and only if
N is injective. In addition, if M,M ′ are non zero then (τM = M ′) ⇔ (τ−M ′ =
M). This means that τ, τ− are inverse bijections between non-projective and non-
injective objects in Repk ~Q.
An indecomposable representation M is called :
- preprojective if τ iM = 0 for i≫ 0,
- preinjective if τ−iM = 0 for i≫ 0,
- regular if τ iM 6= 0 for i ∈ Z.
Let P , I,R denote the set of preprojective, preinjective or regular indecompos-
ables respectively. Though it is not obvious from the definitions, the sets P and
I are disjoint (recall that ~Q is tame). Clearly, the AR translations τ, τ− preserve
each of the sets P , I,R. Call a module preprojective if all of its indecomposable
summands are preprojective, and let P denote the full category of Repk ~Q consisting
of preprojective modules. The categories I,R are defined in a similar manner.
Proposition 3.31. The categories P and I are exact and stable under extensions.
The categoryR is abelian and stable under extensions. In addition, if M ∈ P, N ∈ I
and L ∈ R then
Hom(N,M) = Hom(N,L) = Hom(L,M) = {0}(3.16)
Ext1(M,N) = Ext1(L,N) = Ext1(M,L) = {0}(3.17)
Let us draw a picture of the indecomposables as follows

A

A

A

A

A
P R I
where the projective {P (i) | i ∈ I} are on the extreme left, followed by the modules
{τ−P (i) | i ∈ I}, etc..; the injectives {I(i) | i ∈ I} are on the extreme right,
then {τI(i) | i ∈ I}, etc..; the regular modules are put in the middle. The above
Proposition says that morphisms go from left to right, whereas extensions go from
right to left.
Let us now proceed to describe completely the structure of the regular indecom-
posables. Call such a module simple if it contains no nontrivial regular submodule,
and call it homogeneous if τM ≃M . If M is simple then kM = End(M) is a field
extension of k; the degree of M is the index [kM : k].
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Any regular module M ∈ R has a composition series whose factors are regu-
lar simples. Conversely, given regular simple modules M1, . . . ,Mr we denote by
CM1,...,Mr the subcategory of R consisting of modules with a composition series
whose factors all belong to {M1, . . . ,Mr}.
Proposition 3.32. The following hold :
i) If M is simple homogeneous then dim M = [kM : k]δ and CM is equivalent to the
category of nilpotent representations of the Jordan quiver over kM .
ii) IfM is non-homogeneous then kM = k and there exists an integer r > 0 such that
τrM ≃ M , τsM 6≃ M for 0 < s < r. Moreover we have
∑r−1
s=0 dim τ
sM = δ and
the category CM,τM,...,τr−1M is equivalent to the category of nilpotent representations
of the cyclic quiver of length r, over k.
Of course, under the equivalence in statement i) above the object M goes to
the simple object S (see Lecture 2), while under the equivalence in ii), the simple
objects M, τM, . . . , τr−1M are mapped to the simple objects S1, S2, . . . , Sr (see
Section 3.5.).
Before stating the main structure Theorem for the category R, let us recall that
a closed point x of P1 over a field k is nothing but a homogeneous maximal ideal
mx of the graded ring k[X0, X1], and that the degree of x is simply the index
[k[X1, X2]/mx : k] (hence the usual points of P
1(k) correspond to closed points of
degree one).
Theorem 3.33 (Ringel). Let d and p1, . . . , pd be attached to ~Q as in the table
(3.18) below. Then
i) There is a degree-preserving bijection Mx ↔ x between the set of homoge-
neous regular simple modules and closed points of P1\D where D consists
of d points of degree one.
ii) There are exactly d τ-orbits O1, . . . ,Od of non-homogeneous regular simple
modules, and they are of size p1, . . . , pd respectively.
iii) The whole category R decomposes as a direct sum of orthogonal blocks
R =
∏
x∈P1\D
CMx ×
∏
l=1,...,d
COl .
(3.18)
type of ~Q d p1, . . . , pd
A
(1)
1 0
A
(1)
n , n > 1 2 p1 = #arrows going clockwise
p2 = #arrows going counterclockwise
D
(1)
n 3 2, 2, n− 2
E
(1)
n , n = 6, 7, 8 3 2, 3, n− 3
The subcategories CMx and COl are called homogeneous and non-homogeneous
tubes respectively.
The values of d and p1, . . . , pd can in fact be read off quite simply from the finite
Dynkin diagram of same type as ~Q. Note that these are all shaped as “stars” with
a central vertex out of which some branches are coming; d is simply the number of
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such branches, and p1, . . . , pd are their respective lengths (there is an ambiguity in
type A, and one has to be more careful there ).
Example 3.34. Let us consider again the Kronecker quiver of Example 3.11. of
which we keep the notations :
t t--
0 1
The indecomposable I
(λ,µ)
δ is always regular, simple and homogeneous. When k
is not algebraically closed, there are also higher-order regular simples (see [R10]).
Hence, all together, the category Repk( ~Q) looks like this :
(3.19)
P (1)
s



 B
B
BN
B
B
BN
B
B
B
B






P (0)s s
s ss
s s
τ−P (1)
τ−P (0) I(0)
B
B
BN
B
B
BN





B
BN
B
BN 





I(1)
τI(0)
τI(1)
6s
s
6s
Mx · · ·
· · ·
· · ·
· · ·
6s
s
6s
Mx′
6s
s
6s
6s
s
6s
For simplicity, only the regular modules generated by simples of degree one have
been drawn in the above picture, but it is important to keep in mind that when k
is not algebraically closed, there are infinitely many homogeneous tubes of regular
indecomposables which start in degrees lδ, l > 1. Also, following custom, we drew
dim(M,M ′) arrows between neighboring indecomposables M and M ′.
△
Example 3.35. Let ~Q be the quiver of type D
(1)
4 of Example 3.12. :
t t t
tt
1
0
2
4
3


HHHHHHHH


*
j
Y

The indecomposable I
(λ0,λ1,λ3,λ4)
δ is always regular. It is simple if and only if
λ0, λ1, λ3, λ4 are all distinct, in which case it is also homogeneous. The others,
which are not simple, belong to the three non-homogeneous tubes generated by the
τ -orbits {I123, I024}, {I124, I023}, {I012, I234}. Compare with the picture (3.1).
△
3.7. The composition algebra of a tame quiver.
To finish off this Lecture, we proceed to describe as precisely as possible, following
Zhang [Z2] and Hubery [H7], the elements of the composition algebra C~Q of a tame
quiver ~Q. We assume here again that ~Q is not a cyclic quiver. The ground field
is k = Fq and as usual ν = q
1
2 . We will freely use the no(ta)tions of the previous
Section.
We start by observing the following important fact. Let HP,HR,HI be the Hall
algebras of the exact categories P,R and I. As all of these categories are stable under
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extensions, Corollary 1.17 gives us natural algebra embeddings HP →֒ H ~Q,HR →֒
H ~Q and HI →֒ H ~Q. The categories CO1 , . . . , COd generated by non-homogeneous
regular simple representations are all abelian and also closed under extensions.
Thus we have embeddings Hi := HCOi →֒ HR →֒ H ~Q. By Proposition 3.32 ii), Hi
is isomorphic to the Hall algebra of the cyclic quiver studied in Section 3.5. The
composition subalgebra of Hi will be denoted Ci.
Lemma 3.36. The multiplication map induces an isomorphism of vector spaces
HP ⊗HR ⊗HI ≃H ~Q.
Proof. Any object M of Repk ~Q decomposes as a direct sum M =MP ⊕MR ⊕MI
of a preprojective, regular, and preinjective module. We claim that
(3.20) [MP ] · [MR] · [MI ] = ν
e[M ]
where e = 〈MP ,MR〉a + 〈MP ,MI〉a + 〈MR,MI〉a. First note that by Proposi-
tion 3.31 any extension ofMP ,MR,MI in this order is trivial, so that the only mod-
ule appearing in the product is [M ]. Furthermore, sinceHom(MI ,MP⊕MR) = {0}
and Hom(MR,MP ) = {0}, there is a unique filtration 0 ⊂ L1 ⊂ L2 ⊂ M
satisfying L1 ≃ MI , L2/L1 ≃ MR and M/L2 ≃ MP . Thus the Hall number
PMMP ,MR,MI is equal to 1 and (3.20) follows. From this it is easy to deduce that
m : HP ⊗HR ⊗HI → H ~Q is both injective and surjective. X
The composition algebra C~Q turns out to be itself compatible with the above
triangular decomposition. This will be a consequence of the fact that it is stable
under the old coproduct map ∆′, as the proof of the next Proposition shows. Set
CP = C~Q ∩HP and define CR,CI in a similar fashion.
Proposition 3.37 (Zhang). The multiplication map induces an isomorphism of
vector spaces CP ⊗CR ⊗CI ≃ C~Q.
Proof. Set CR⊕I = C~Q ∩HR⊕I. We start by showing that C~Q = CP · CR⊕I. Fix
x ∈ C~Q and decompose it as a sum
(3.21) x =
∑
i
xαi,βi, xαi,βi ∈ (HP[αi]) · (HR⊕I[βi]).
In the above, αi, βi are dimension vectors satisfying αi + βi = deg(x), and A[γ]
indicates the component of the algebra A of degree γ. We will prove by descending
induction on αi that xαi,βi ∈ HP ·CR⊕I. Let i be such that αi is maximal, and let
us consider the component ∆′αi,βi(x) of ∆
′(x) which lands in (H ~Q[αi])⊗ (H ~Q[βi]).
As C~Q is generated by the simples {[Sj ]} and as ∆
′([Sj ]) = [Sj ] ⊗ 1 + 1 ⊗ [Sj ],
the composition algebra C~Q is stable under the coproduct, and thus ∆
′
αi,βi
(x) lies
in (C~Q[αi])⊗ (C~Q[βi]). Write xαi,βi =
∑
l[P
i
l ] · uP il where P
i
l is preprojective and
uP i
l
∈ HR⊕I. Let π : H ~Q ⊗H ~Q → HP ⊗H ~Q stand for the natural projection (with
respect to the defining basis {[M ] |M ∈ Obj(Repk ~Q)}). We claim that
(3.22) π ◦∆′αi,βi(xαi,βi) =
∑
l
[P il ]⊗ uP il .
Indeed, if π ◦ ∆′αi,βi([M ]) 6= 0 then there exists a projection M ։ P for some
preprojective module P of dimension αi. By Proposition 3.31, this implies that the
preprojective component ofM is of dimension at least αi. Since by our assumption
αi was chosen to be maximal among all dimensions appearing in (3.21), we deduce
the first equality of (3.22). As for the second equality, it follows from the definition
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of ∆′ and the fact that any module of the form P ⊕ T with P preprojective and T
in R⊕ I has a unique submodule isomorphic to T . As a consequence, we have
uP i
l
= ([P il ]
∗ ⊗ 1)∆′αi,βi(x) ∈ ([P
i
l ]
∗ ⊗ 1) ·C~Q ⊗C~Q ⊂ C~Q
and hence uP i
l
∈ CR⊕I. This proves the first step of the induction. Next, fix j and
assume that xαi,βi ∈ HP ·CR⊕I for any i for which αi > αj . Let us write as before
xαj ,βj =
∑
l[P
j
l ] · uP j
l
where P jl is preprojective and uP j
l
∈ HR⊕I, and consider
again π ◦∆′αj ,βj (x). This time, we have, using Proposition 3.31
π ◦∆′αj ,βj (x) =
∑
l
[P jl ]⊗ uP j
l
+
∑
αi>αj
∑
h
∆′αj ,αi−αj ([P
i
h]) · (1⊗ uP ih).
Hence,
([P jl ]
∗ ⊗ 1)π ◦∆′αj ,βj (x)
= uP j
l
+
∑
αi>αj
∑
h
([P jl ]
∗ ⊗ 1)∆′αj ,αi−αj ([P
i
h]) · (1⊗ uP ih).
By the induction hypothesis uP i
h
∈ CR⊕I hence
uP j
l
∈ (C~Q +HP ·CR⊕I) ∩HR⊕I = C~Q ∩HR⊕I = CR⊕I
as desired. This concludes the induction step and proves that C~Q ⊂ HP ·CR⊕I.
An absolutely symmetrical argument, based on a descending induction on βi this
time, shows that C~Q ⊂ CP ·HR⊕I. But then
C~Q ⊂
(
CP ·HR⊕I
)
∩
(
HP ·CR⊕I
)
= CP ·CR⊕I.
Finally, we may repeat the same argument again for CR⊕I in place of C~Q to obtain
the inclusion CR⊕I ⊂ CR ·CI. This yields the inclusion C~Q ⊂ CP · CR · CI. The
reverse inclusion is obvious. We are done. X
The hard part is now to determine CP,CR and CI. The following Proposition
takes care of a little over two-thirds of the problem.
Proposition 3.38 (Zhang). We have CP = HP and CI = HI. Moreover, Ci ⊂ CR
for i = 1, . . . , d.
To complete the description of CR, we need to introduce a few more notations.
Recall from Theorem 3.33 that R decomposes as a direct sum of categories Cx ≃
Repkx ~Q0 and COi ≃ RepkA
(1)
pi−1
, where x ranges over all closed points of P1\D, ~Q0
is the Jordan quiver, and i = 1, . . . , d. As a consequence,
HR ≃
⊗
x∈P1\D
HCx ⊗
⊗
i
HCOi .
For x ∈ P1\D let Φ−1x : Λ
∼
→ HCx be the isomorphism constructed in Section 2.4.
(with ground field equal to kx), and for i = 1, . . . , d let Φ
−1
i be the composition
Λ
∼
→ H
∼
→ K where K ⊂ HCOi is defined in Section 3.5 (strictly speaking, the
definition of K presupposes the choice of a distinguished simple object in COi ,
corresponding to the vertex labelled 1; the results here do not depend on such a
choice).
Now, for r ≥ 1, put
Tr,x =
{
[r]
r deg(x)φ
−1
x (p rdeg(x) ) if deg(x)|r,
0 otherwise
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Tr,i =
[r]
r
φ−1i (pr),
and Tr =
∑
x Tr,x +
∑
i Tr,i. Note that deg(Tr) = rδ. Let K
′ ⊂ HR be the
subalgebra generated by T1, T2, . . .. It is clear that K
′ ≃ C[T1, T2, . . .].
Proposition 3.39 (Hubery). The following hold
i) The algebra K′ belongs to CR. Moreover the multiplication map induces an
isomorphism of vector spaces K′ ⊗
⊗
iCi
∼
→ CR.
ii) The center Z of CR is isomorphic to K
′ and the multiplication map gives
an isomorphism Z⊗
⊗
iCi
∼
→ CR.
Example 3.40. Let ~Q be the Kronecker quiver
t t--
0 1
Then, as an easy computation shows,
ν2[S1] · [S2]− [S2] · [S1] =
∑
x∈P1(k)
[Ixδ ].
Thus we see that the average over all regular indecomposables of degree one belongs
to CR. This is simply T1 in the notation above. The Tr’s for r ≥ 2 may also be
obtained as (more complicated) commutators. △
Remarks 3.41. i) As was recently showed by Hubery in [H9], Hall polynomials
exist for any tame quiver.
ii) The proof of Proposition 3.37 may be applied verbatim to obtain the following
general statement :
Proposition 3.42. Let A be a finitary hereditary category satisfying the finite sub-
object condition, and let I = I1⊔· · ·⊔Ir be a partition of the set of indecomposables
of A satisfying Hom(Ii, Ij) = Ext
1(Ij , Ii) = {0} if i > j. Let C be a subalgebra
of HA stable under the map ∆. Then the multiplication induces an isomorphism
C1 ⊗ · · · ⊗Cr
∼
→ C, where Ci = C ∩HAi and Ai is the additive subcategory of A
generated by Ii.
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Lecture 4.
In this Lecture we momentarily forget about quivers to turn our attention to
another very natural class of hereditary categories, namely the categories of co-
herent sheaves on smooth projective curves X . The category Coh(X) is never of
finite type (i.e. there always are infinitely many indecomposables objects) and is
tame if and only if X is of genus zero (i.e. X ≃ P1), or of genus one (i.e. X is an
elliptic curve). Inspired by some problems in number theory, Kapranov studied in
the deep paper [K2] the Hall algebra HX := HCoh(X) (or more precisely a certain
“composition subalgebra” CX ⊂ HX) and observed some strong analogies with
quantum loop algebras. This becomes a precise theorem when X = P1, in which
case the composition algebra CX turns out to be a certain subalgebra of Uν(ŝl2).
In [S3], Kapranov’s Theorem was generalized to the case of Lenzing’s weighted
projective lines Xp,λ which may be viewed as noncommutative, or orbifold, pro-
jective lines, and which form a very natural and important class of hereditary
categories. The Hall algebras are now related to quantum groups associated to
loop algebras of Kac-Moody algebras. The categories Coh(Xp,λ) themselves are still
quite mysterious. In fact, the classification of (classes) of indecomposables (i.e.
the analogue of Kac’s Theorem 3.13) was only proved recently by Crawley-Boevey
[CB2].
After describing Kapranov’s fundamental results in the case of P1 and the notion
of a weighted projective line Xp,λ, we state in this Lecture the main Theorems of
[CB2] and [S3] concerning the structure of Coh(Xp,λ) and its Hall algebra, paying
special attention to the cases when Xp,λ is of genus at most one. Motivated by this,
we then describe, following the joint work of I. Burban and the author [BS1], the
Hall algebra of an elliptic curve. In the last section we compile what is known and
expected of Hall algebras in higher genus. Appendices A.5. and A.6. contain all
the necessary properties of loop algebras and their quantum groups.
4.1. Generalities on coherent sheaves.
For the notion of a coherent sheaf on an algebraic variety, we refer to [H3]. We just
recall here a few basic facts; this will also be useful for comparing with weighted
projective lines. Let X be a smooth projective variety defined over a field k which
will be either C or a finite field.
A torsion sheaf on X is a sheaf whose support is a finite set of points. The
notion of a locally free sheaf on X is equivalent to the notion of a vector bundle
E → X . As usual, O stands for the structure sheaf on X (the trivial line bundle).
The category Coh(X) of coherent sheaves on X , contrary to the category V ec(X)
of vector bundles, is abelian (in fact, V ec(X) is an exact subcategory of Coh(X)).
By a theorem of Serre, when X is smooth we have gldim(Coh(X)) = dim(X), and
when X is projective
dim(Exti(F ,G)) <∞, ∀ F ,G ∈ Coh(X).
Hence Coh(X) is a finitary hereditary category if and only if X is a smooth pro-
jective curve defined over a finite field k = Fq. Under this hypothesis which we
henceforth make, any sheaf F has a canonical (maximal) torsion subsheaf T ⊂ F
and canonical quotient vector bundle V = F/T . Moreover the exact sequence
0 // T // F // V // 0
splits; that is, any sheaf can be decomposed as a direct sum F = V ⊕ T .
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Let Tor(X) stand for the (abelian) full subcategory of Coh(X) consisting of
torsion sheaves. It decomposes as a direct product of blocks
Tor(X) =
∏
x∈X
Torx
where x ranges over the set of closed points of X and Torx is the category of torsion
sheaves supported at x. This last category is equivalent to the category of finite-
dimensional modules over the local ring O(x) at x which, by the smoothness of X ,
is a discrete valuation ring. Thus, in the end, Torx is equivalent to the category
Repnilkx
~Q0 of nilpotent representations of the Jordan quiver over the residue field
kx = O(x)/m(x). In particular, there is a unique simple sheaf Ox supported at x.
The rank of a coherent sheaf F is the rank of its canonical quotient vector bundle
V . The degree of a sheaf is the only invariant satisfying deg(O) = 0, deg(Ox) =
deg(x) = [kx : k] and which is additive on short exact sequences (i.e. which factors
through the Grothendieck group K(Coh(X))).
To finish, let us state some important homological properties of Coh(X). Let
ωX stand for the line bundle of differential forms. The exact functor Coh(X) →
Coh(X), · 7→ · ⊗ ωX is a Serre functor
4 , that is there are natural isomorphisms
(4.1) Ext1(F ,G)∗ ≃ Hom(G,F ⊗ ωX).
One consequence of this is that for any T ∈ Tor(X) and V ∈ V ec(X) one has
(4.2) Hom(T ,V) = Ext1(V , T ) = {0}.
In particular, Ext1(Ox,O) ≃ kdeg(x) for any closed point x of X , and there is a
unique line bundle extension of Ox by O, which is denoted by O(x).
4.2. The category Coh(P1).
Everything concerning Coh(X) becomes very explicit when X = P1. Recall that
the homogeneous coordinate ring of P1 is the Z-graded ring S = k[X1, X2] where
deg(X1) = deg(X2) = 1. Hence a closed point x of P
1 is simply a maximal (homo-
geneous) ideal mx of S. To any finitely generated graded S-module M =
⊕
iMi
is associated a coherent sheaf M .˜ The resulting functor˜ : S−Modgr → Coh(P1)
is, however, not an equivalence. Let S−Fin be the full subcategory of S−Modgr
consisting of finite-dimensional graded modules. This is a Serre subcategory, i.e. it
is abelian, stable under extensions, subobjects and quotients.
Theorem 4.1 (Serre). The functor˜induces an equivalence of categories
S−Modgr/S−Fin
∼
→ Coh(P1)
(where the quotient category is defined in the sense of Serre, see e.g. [G2]).
In more plain terms, Serre’s Theorem states that two graded S-modules M and
N give rise to isomorphic coherent sheaves if there is an isomorphism (of graded
S-modules) M≥n :=
⊕
i≥nMi ≃ N≥n :=
⊕
i≥nNi for n≫ 0. Similarly, we have
(4.3) HomCoh(P1)(M ,˜N˜) = Lim
−→
HomS(M≥n, N).
The first important result concerning the category Coh(P1) is the following one :
4actually to be precise the Serre functor is the autoequivalence of the derived category given
by · 7→ · ⊗ ωX [1]. Without the shift [1], the functor is called the Auslander-Reiten translate.
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Theorem 4.2 (Grothendieck, [G5]). Any indecomposable vector bundle is a line
bundle. Two line bundles are isomorphic if and only if they have the same degree.
For d ∈ Z we will denote by O(d) the (unique) line bundle of degree d. We have
O(d) = S[d] ,˜ where S[d] is the dth shift of the trivial module S, i.e. S[d]i := Si+d.
If F is any coherent sheaf we set F(d) = F ⊗ O(d). An easy consequence of
Grothendieck’s Theorem is
Corollary 4.3. We have K(Coh(P1)) = Z2. The class of a sheaf F is given by
the pair (rank(F), deg(F)).
Proof. Let x, y be any two closed points of degree one, the extensions
0 // O // O(x) // Ox // 0
0 // O // O(y) // Oy // 0
show that, in K(Coh(P1)), we have O +Ox = O(x) = O(1) = O(y) = O +Oy, so
that Oy = Ox. The same argument shows that Oz = deg(x)Ox, and finally that
T = deg(T )Ox for any torsion sheaf. But then F = rank(F)O + deg(F)Ox, and
we are done. X
The Euler form on K(Coh(P1)) is now also easy to compute. Since
Hom(O(n),O(m)) =
{
{0} if n > m
km−n+1 if n ≤ m
and since ωX = O(2), we deduce (using (4.1) that
Hom(O,O) = Hom(Ox,Ox) = Hom(O,Ox) = k, Hom(Ox,O) = {0}
Ext1(O,O) = Ext1(O,Ox) = {0}, Ext
1(Ox,O) = Ext(Ox,Ox) = k.
Therefore
(4.4) 〈F ,G〉a = rank(F)
(
rank(G) + deg(G)
)
− deg(F)rank(G),
and (F ,G)a = 2rank(F)rank(G).
As first observed by Kapranov, we may summarize all this in the following man-
ner. Let g = ŝl2 be the affine Lie algebra associated to sl2, and let Q̂ = Zα ⊕ Zδ
be its root lattice (see Appendix A.3.).
Corollary 4.4. The map
ρ : K(Coh(P1))→ Q̂
F 7→ rank(F)α + deg(F)δ
is an isomorphism of Z-modules. It sends the symmetrized Euler form ( , )a to the
Cartan-Killing form ( , ) on Q̂. Under the identification by ρ, the set of classes of
indecomposable sheaves is the nonstandard set of positive roots
(4.5) Φ+ = {α+ nδ | n ∈ Z} ⊔ {nδ | n > 0}.
Moreover,
i) if β ∈ Φ+ is real then there exists a unique indecomposable sheaf F of class
β,
ii) If β ∈ Φ+ is imaginary then there exists a P1-family of indecomposable
sheaves of class β.
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To finish with the presentations, let us draw a picture of Coh(P1), similar to the
ones appearing in Section 3.6. for tame quivers. We plot one point for each in-
decomposable and draw dim(F ,F ′) arrows between neighboring indecomposables.
We use the homological ordering, that is, morphisms go from left to right while
extensions go from right to left.
(4.6)
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s s
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Ox′
6s
s
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s
6s
For clarity, only the subcategories Torx with deg(x) = 1 have been drawn.
4.3. The Hall algebra of Coh(P1).
The ressemblance between Corollary 4.4 and Kac’s Theorem 3.13 will certainly not
have escaped the reader’s sagacity. At this point it seems natural to expect that
the Hall algebra HP1 is closely related to the quantum group Uv(ŝl2). This is the
content of Kapranov’s Theorem, which we will soon state. Before this, let us work
as usual through some sample computations of Hall numbers. Set k = Fq and put
ν = q
1
2 . The Hall algebra of Coh(P1) over k will simply be denoted HP1 .
Example 4.5. Since Tor(P1) is an abelian subcategory of Coh(P1) which is closed
under extensions, there is an natural embedding of Hall algebras HTor(P1) →֒ HP1
(see Corollary 1.16). Moreover, because Tor(P1) decomposes as a direct prod-
uct
∏
x∈P1 Torx, there is an isomorphism HTor(P1) ≃
⊗
x∈P1 HTorx . Finally, each
HTorx is isomorphic to a classical Hall algebra (with respect to the ground field
kx).
△
Example 4.6. Assume that F ,G are two sheaves such that Hom(G,F) = {0}.
Then by Serre duality
Ext1(F ,G)∗ ≃ Hom(G(2),F) ≃ Hom(G,F(−2)) = {0}
since there is a canonical embedding F(−2) →֒ F . We deduce that
[F ] · [G] = νdim Hom(F ,G)[F ⊕ G]
(indeed, any extension is trivial since Ext1(F ,G) = {0} and there is a unique
subsheaf of F ⊕ G isomorphic to G since Hom(G,F) = {0}). We may apply this
to the following situations : we have Hom(O(n),O(m)) = {0} if n > m, and
Hom(T ,V) = {0} if T is a torsion sheaf and V is a vector bundle. Hence
(4.7) [O(n1)] · · · [O(nr)] = ν
P
i<j dim Hom(O(ni),O(nj))[O(n1)⊕ · · · ⊕ O(nr)]
if n1 < n2 · · · < nr; and
(4.8) [V ] · [T ] = νdim Hom(V,T )[V ⊕ T ] = νrd[V ⊕ T ]
if V is a vector bundle of rank r and T is a torsion sheaf of degree d.
△
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Example 4.7. Let d ∈ N and let us set
1dδ =
∑
T =(0,1)
[T ]
where the sum ranges over all torsion sheaves of degree d. To compute the product
1dδ · [O(n)] we first note that any extension between a torsion sheaf of degree d and
O(n) is of the form O(n+ s)⊕T ′ for some torsion sheaf T ′ of degree d− s. Next, a
map φ : O(n)→ O(n+ d− s)⊕T ′ is injective if and only if Im φ 6⊂ T ′, and such a
map has a cokernel which is a torsion sheaf of degree d. There are, up to a scalar,
(q(s+1)+(d−s) − qd−s)/(q − 1) = qd−s[s+ 1]+ such maps. Thus, all in all, we obtain
1dδ · [O(n)] = ν
−d
d∑
s=0
∑
T ′=(0,d−s)
ν2(d−s)[s+ 1]+[O(n+ s)⊕ T
′]
=
d∑
s=0
νd−s[s+ 1]
∑
T ′=(0,d−s)
[O(n+ s)⊕ T ′]
=
d∑
s=0
[s+ 1][O(n+ s)] · 1(d−s)δ
(4.9)
△
Example 4.8. As a final example, let us compute the product [O(n)] · [O(m)] when
n > m. Since any extension of O(m) by O(n) is of the form O(m + s)⊕O(n− s)
for some 0 ≤ s ≤ (n−m)/2, we have
[O(n)] · [O(m)] = νm+1−n
⌊n−m2 ⌋∑
s=0
P
O(m+s)⊕O(n−s)
O(n),O(m) [O(m+ s)⊕O(n− s)].
In order to calculate the Hall number P
O(m+s)⊕O(n−s)
O(n),O(m) we need only count the
number of nonzero maps φ : O(m)→ O(n−s)⊕O(m+s) whose cokernel is locally
free; indeed any such map is injective and by Grothendieck’s Theorem 4.2 any line
bundle of degree n is isomorphic to O(n). Let us write φ = φ1 ⊕ φ2 with
φ1 ∈ Hom(O(m),O(m + s)) ≃ Lim
−→
HomS(S[m]≥l,S[m+ s]) ≃ k[X1, X2]s,
φ2 ∈ Hom(O(m),O(n − s)) ≃ Lim
−→
HomS(S[m]≥l,S[n− s]) ≃ k[X1, X2]n−s−m.
Thus we may view the maps φ1, φ2 as homogeneous polynomials in k[X1, X2] of
degrees s and n− s −m respectively. For Im φ to be a vector subbundle, i.e. for
Coker φ to be a vector bundle it is necessary and sufficient that φ1 and φ2 be
relatively prime. Indeed, the support of the torsion sheaf Coker φi for i = 1, 2 is
the set of homogeneous prime factors of φi and Im φ is a subbundle if and only if
these two supports do not intersect.
Claim ([BK]). Let at,w stand for the number of pairs of coprime homogeneous
polynomials (P,Q) in k[X1, X2] of respective degrees t and w. Then
at,w =
{
(q − 1)(qt+w+1 − 1) if t = 0 or w = 0,
(q − 1)(q2 − 1)qt+w−1 if t ≥ 1 and w ≥ 1.
Proof. Let bw,t stand for the number of pairs of homogeneous polynomials (R, T )
in k[X1, X2] of degrees t and w. We have bt,w = (q
t+1 − 1)(qw+1 − 1) while on
the other hand we may write any such pair as (R, T ) = (DP,DQ) where D is a
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polynomial of degree, say, s, and (P,Q) are coprime of degrees t− s and w− s. As
D is well-defined up to a scalar, we deduce that
bw,t =
∑
s≤min(t,w)
qs+1 − 1
q − 1
at−s,w−s.
The claim follows by an induction on min(t, w). X
Thus, putting everything together we get
(4.10)
[O(n)]·[O(m)] = νn−m+3[O(m)⊕O(n)]+
⌊n−m2 ⌋∑
s=1
νn−m−1(ν2−1)[O(m+s)⊕O(n−s)].
△
We now turn to Kapranov’s Theorem. Let us regard the Lie algebra ŝl2 not as a
Kac-Moody algebra but rather as the loop algebra Lsl2 of sl2 (see Appendix A.5.
for the definition of the loop algebra of a Kac-Moody algebra). Let Lb+ ⊂ Lsl2
be the positive Borel subalgebra associated to the set of nonstandard weights Φ+
defined in (4.5). Let Uv(Lsl2) be the quantum loop algebra of sl2, and letUv(Lb+)
be the positive Borel subalgebra of Uv(Lsl2) (see Appendix A.6.). Thus Uv(Lb+)
is generated by elements El for l ∈ Z, Hn, for n ∈ Z∗ and K±1, C±1/2 modulo the
relations
(4.11) C±1/2 is central
(4.12) [K,Hn] = [Hn, Hl] = 0,
(4.13) KEkK
−1 = v2Ek,
(4.14) [Hl, Ek] =
1
l
[2l]C−|l|/2Ek+l,
(4.15) Ek+1El − v
2ElEk+1 = v
2EkEl+1 − El+1Ek.
We let Uν(Lb+) be the specialization at v = ν of Uv(Lb+). Recall that for
all closed points x ∈ P1 there is an isomorphism Φ−1x : Λ
∼
→ HTorx where Λ is
Macdonald’s ring of symmetric functions (see Lecture 2). Here, if x is of degree
deg(x) > 1, we viewHTorx as the classical Hall algebra over the ground field k = kx.
For r ≥ 1, put
Tr,x =
{
[r]
r deg(x)φ
−1
x (p rdeg(x) ) if deg(x)|r,
0 otherwise
and Tr =
∑
x Tr,x. Note that deg(Tr) = rδ.
The following Theorem was stated (and a sketch of a proof was given) in [K2].
A detailed proof first appeared in [BK]. Let us slightly extend the Hall algebra H˜P1
by adding a square root k
1/2
δ of kδ and let us denote by H˜
′
P1 = H˜P1⊗C[k±1δ ]
C[k
±1/2
δ ]
the resulting bialgebra.
Theorem 4.9 (Kapranov, [K2]). The assignement El 7→ [O(l)] for l ∈ Z, Hr 7→
Trk
−|r|/2
δ for r ≥ 1, K 7→ kO and C
1/2 7→ k
1/2
δ extends to an embedding of algebras
Ψ : Uν(Lb+)→ H˜
′
P1 .
60 OLIVIER SCHIFFMANN
Proof. Relation (4.11) is obvious since δ is an isotropic root (i.e. (δ, α)a = 0 for any
weight α). Relation (4.12) comes from the fact that Hn is of weight nδ, that the
classical Hall algebra is commutative and that of course the Hall algebras HTorx
and HTory associated to distinct points x and y commute. Relation (4.13) follows
from the definitions. Thus (4.14) and (4.15) are the only relations for which one
has to work. We begin with the following Lemma :
Lemma 4.10. We have 1 +
∑
r≥1 1rδs
r = exp(
∑
r≥1
Tr
[r]s
r).
Proof. Since HTor
P1
is commutative, we have
exp(
∑
r≥1
Tr
[r]
sr) =
∏
x∈P1
exp(
∑
r≥1
Tr,x
[r]
sr).
Since on the other hand 1 +
∑
r≥1 1rδs
r =
∏
x∈P1(1 +
∑
r≥1 1rδ,xs
r), where
1rδ,x =
∑
F∈Torx
F=(0,r)
[F ],
it suffices to show that exp(
∑
r≥1
Tr,x
[r] s
r) = 1 +
∑
r≥1 1rδ,xs
r. This is in turn a
consequence of the following identity in the ring of symmetric functions Λ :
1 +
∑
r≥1
hrs
r = exp(
∑
r≥1
pr
r
sr),
where hr is the complete symmetric function. X
With a little algebraic manipulation, we may rewite the formula (4.9) as
(4.16) 1(s)O(t) = O(t)1(s)
1
(1 − stν )(1−
sν
t )
where 1(s) = 1+
∑
r≥1 1rδs
r and O(t) =
∑
r≥0[O(r)]t
r . We have, by Lemma 4.10,
log(1(s)) =
∑
r≥1
Tr
[r]s
r =: T(s). Thus, by (4.16),
(4.17) [T(s),O(t)] = −O(t)log((1−
s
tν
)(1 −
sν
t
)),
which with a little effort may be rewritten as
[
Tr
[r]
, [O(n)]] =
νr + ν−r
r
[O(n+ r)],
or
[Tr, [O(n)]] =
[2r]
r
[O(n+ r)].
Relation (4.14) follows. The last relation (4.15) is a consequence of formula (4.10).
We have proved that there indeed exists an algebra homomorphism
Ψ : Uν(Lb+)→ H˜
′
P1 .
To show that this map is injective, we will use a graded dimension argument.
Let Uν(c) be the subalgebra of Uν(Lb+) generated by El, l ≥ 0 and Hn, n ≥ 1.
Thus Uν(c) is a deformation of the enveloping algebra U(c) of the subalgebra
c := (n ⊗ C[t]) ⊕ (h ⊗ tC[t]) ⊂ Lb+. Note that U(c) has finite-dimensional weight
spaces. By the PBW Theorem, we have
dim U(c)[kα + lδ]
= #
{
(n0, n1, . . .), (m1,m2, . . .) | ni,mi ∈ N,
∑
ni = k,
∑
(ini + imi) = l
}
.
(4.18)
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The same holds for Uν(c). By construction, Ψ(Uν(c)) contains the elements [O(l)]
for l ≥ 0 and the elements 1nδ for n ≥ 1. Hence it also contains all the (finite)
products
[O(0)]n0 · [O(1)]n1 · · · · 1m1δ · 1
m2
2δ · · · .
By Example 4.6., all these products are linearly independent, and of weight λ =
(
∑
ni)α+ (
∑
ini + imi)δ. Comparing with (4.18), we deduce that
dim Ψ(Uν(c))[kα+ lδ] ≥ dim Uν(c)[kα + lδ],
whence the two dimensions are equal and the restriction of Ψ to Uν(c) is injective.
To finish the proof, we use the following fact. There is an automorphism τ of
Uν(Lb+) such that τ(El) = El+1, τ(Hn) = Hn+1 and τ(C) = C, τ(K) = K. There
is a similar automorphism τ ′ of H˜′P1 induced by the self-equivalence of categories
F 7→ F(1). It is easy to check from the definition of Ψ that Ψ ◦ τ = τ ′ ◦ Ψ. Now,
any element x of Uν(Lb+) may be written as x = yKaCb, with y belonging to the
subalgebra Uν(Ln+) generated by El for l ∈ Z and Hn for n ∈ N. In particular,
there exists m ≫ 0 such that τm(y) ∈ Uν(c). But then (τ ′)mΨ(x) = Ψ(τm(x)) =
Ψ(τm(y))kaα+bδ 6= 0. Thus Ψ is injective, and Theorem 4.9 is proved. X
As Coh(P1) is hereditary, its Hall algebra H˜P1 has a bialgebra structure. How-
ever, because the finite subobjects condition (1.11) obviously fails, this is only a
topological bialgebra structure. Let us see what this coproduct looks like.
Example 4.11. The abelian subcategory Tor(P1) is stable under taking subobjects
and quotients. Thus, by Corollary 1.16, H˜Tor(P1) is a subbialgebra of H˜P1 . More-
over, the isomorphisms HTor(P1) ≃
⊗
x∈P1 HTorx and Φx : HTorx ≃ Λ are compat-
ible with the map ∆. This completely determines the coproduct for HTor(P1). As
an example (which is also a corollary of Lemma 1.7), we have
(4.19) ∆(1rδ) =
∑
s+t=r
1sδktδ ⊗ 1tδ.
△
Example 4.12. Let us now compute ∆([O]). As any subsheaf of O is a line bundle,
it is clear that ∆(1,−l),(0,l)([O]) = 0 if l ≥ 1 and ∆(1,0),0 = [O]. The only difficult
part is to calculate the component of ∆([O]) of weight ((0, l), (1,−l)). First observe
that any quotient of O which is not equal to O is of the form
O(n1)x1 ⊕ · · · ⊕ O
(nr)
xr
where xi are distinct closed points of P
1 and O
(n)
x stands for the (unique) indecom-
posable torsion sheaf supported at x and of length n. This comes from the fact
that there are no surjective maps O ։ O
(n1)
x ⊕O
(n2)
x for any x, because there are
no surjective maps O ։ Ox ⊕Ox. Next, we claim that a morphism
φ =
⊕
i
φi : O → O
(n1)
x1 ⊕ · · · ⊕ O
(nr)
xr
is surjective if and only if each of the maps φi : O → O
(ni)
xi is. Indeed, we may
assume that no xi is equal to ∞, and then restrict everything to P1\{∞} = A1.
The statement is then easily seen to be a consequence of the Chinese Remain-
der Theorem. Finally, if φ : O →
⊕
iO
(ni)
xi is surjective then by Grothendieck’s
Theorem, Ker(φ) is necessarily isomorphic to O(−
∑
i nideg(xi)). Since there are
|Hom(O,O
(ni)
x )| − |Hom(O,O
(ni−1)
xi )| = ν
2nideg(xi)(1 − ν−2deg(xi)) choices for the
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map φi, we see that all together,
(4.20) ∆([O]) = [O]⊗ 1 +
∑
l≥0
νlulkO(−l) ⊗ [O(−l)]
with
(4.21) ul =
∑
xi,ni
∏
(1− ν−2deg(xi))[O(ni)xi ]
where the sum ranges over the set of tuples of distinct points x1, . . . , xr and mul-
tiplicities n1, . . . , nr such that
∑
i nideg(xi) = l.
Just for the pleasure, we give another, more formal, derivation of the coproduct of
[O], which has the advantage of showing directly that ∆([O]) ∈ Uν(Lb+)⊗̂Uν(Lb+).
For this we set, for any class (r, d) in the Grothendieck group, 1(r,d) =
∑
F=(r,d)[F ].
It is easy to see that
(4.22) 1(1,s) =
∑
l≥0
ν−l[O(s− l)]1lδ.
Inverting (4.22) we obtain [O] =
∑
n≥0 ν
−n1(1,−n)χn, where
χn =
∑
r>0
(−1)r
∑
l1+···+lr=n
1(0,l1) · · ·1(0,lr).
Recall that 1(s) = 1+
∑
l≥1 1(0,l)s
l, and set χ(s) = 1+
∑
l≥1 χls
l. It is easy to see
that the elements {χn} are completely determined by the relations
∑
i+j=l 1(0,i)χj =
δl,0, which can be rewritten in the form 1(s)χ(s) = 1. Next, by Lemma 1.7,
(4.23) ∆(1(1,0)) =
∑
α+β=(1,0)
ν−〈α,β〉a1αkβ ⊗ 1β .
As a consequence, ∆(1(s)) = 1(s) ⊗ 1(s) and hence ∆(χ(s)) = χ(s) ⊗ χ(s), i.e
∆(χn) =
∑n
k=0 χk ⊗ χn−k. This implies that
∆(0,l),(1,−l)([O])
=
∑
k≥0
(νl−k1(0,l) + ν
l−2−k1(0,l−1)χ1 + · · ·+ ν
−k−lχl)kO(−l) ⊗ 1(1,−l−k)χk.
Hence, setting θl =
∑l
k=0 ν
l−2k1(0,l−k)χk we obtain
∆([O]) = [O]⊗ 1 +
∑
l≥0
θlkO(−l) ⊗ [O(−l)].
The above definition of θl is not very plesant or useful. We claim that these can
also be characterized through the relation
∑
l θls
l = exp((ν − ν−1)
∑
r≥1 T(0,r)s
r).
To see this, note that by Lemma 4.10 it holds 1+
∑
l≥1 1lδs
l = exp(
∑
r≥1
T(0,r)
[r] s
r),
hence 1 +
∑
l≥1 χls
l = exp(−
∑
r≥1
T(0,r)
[r] s
r). But then∑
l≥0
θls
l =1(νs)χ(ν−1s) = exp(
∑
r≥1
νr
T(0,r)
[r]
sr −
∑
r≥1
ν−r
T(0,r)
[r]
sr)
=exp((ν − ν−1)
∑
r≥1
T(0,r)s
r)
as desired. Of course, as a corollary, we obtain that θl = ν
lul is given by the formula
(4.21).
△
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Proposition 4.13. Let us equip Uν(Lb+) with Drinfeld’s new comultiplication
(see Appendix A.6). Then the morphism Ψ : Uν(Lb+) → H˜′P1 is a morphism of
bialgebras.
Proof. It suffices to compare the definitions of Drinfeld’s new coproduct and the
computations made in Examples 4.11. and 4.12.. X
The final piece of structure which we may investigate here is the antipode map S.
As Coh(P1) does not satisfy the finite subobjects condition, S is not well-defined.
However, we have
Lemma 4.14. For any two sheaves F ,G in Coh(P1), the set of pairs of strict
filtrations
(
Rr ( · · · ( R2 ( R1 = F ; Pr ( · · · ( P2 ( P1 = G
)
satisfying
Ri/Ri+1 = Pr+1−i/Pr+2−i for i = 1, . . . , r, is finite.
Proof. Recall that any sheaf H decomposes as H = V ⊕ T where V is a vector
bundle and T is a torsion sheaf. The degree of T will be denoted by degT (H).
To prove the Lemma, we will argue by induction on rank(F) (which is equal to
rank(G)), and then on degT (F).
If F is a torsion sheaf then evidently there are only finite many strict filtrations
of F and the statement of the Lemma is clear. Now let us fix a pair of sheaves
(F ,G) and let us assume that the Lemma is proved for all pairs (F ′,G′) for which
rank(F ′) < rank(F) or rank(F ′) = rank(F) but degT (F ′) < degT (F). For any
pair of admissible filtrations
(
Rr ( · · · ( R2 ( R1 = F ; Pr ( · · · ( P2 ( P1 = G
)
as in the Lemma, there are mapsRr →֒ F and G ։ G/P2 ≃ Rr. ThereforeRr is the
image of a certain morphism G → F . As Hom(G,F) is finite, there are only finitely
many choices forRr, and hence also finitely many choices for P2. Moreover, there is
a bijection between the set of admissible pairs for (F ,G) which contain Rr and P2
as extreme terms, and the set of admissible pairs for (F/Rr,P2). Note that either
rank(F/Rr) < rank(F) or rank(F/Rr) = rank(F) but degT (F/Rr) < degT (F).
Hence by the induction hypothesis the number of admissible filtrations of the latter
type is finite. But then, all together, the number of admissible pairs for (F ,G) is
also finite. The Lemma is proved. X
Thanks to the above Lemma, it is possible to define an inverse antipode map
S−1 : H˜P1 → H˜
c
P1 which takes values in the formal completion of H˜P1 (see Remark
1.15.). One can show that (the formal completion of) the image of Ψ is stable
under S−1. Unfortunately there does not seem to be any nice known formulas for
S−1. Fortunately, it is often the existence of S−1 which is important rather than
the actual form.
4.4. Weighted projective lines.
We will return later (in Section 4.9 and 4.10) to the problem of describing the Hall
algebras of a smooth projective curve X . For the time being, we focus on a very
interesting and important variant of the category Coh(P1) –the so-called weighted
projective lines– which were invented by Lenzing (see [L2], or [L3]). There are
many ways of introducing and interpreting these categories (see Remark 4.20.); we
will follow here the original treatment [GL] to which the reader is referred for the
proofs of all the results of this Section.
Let k be a field which is again either C or finite, and let p = (p1, . . . , pN) be
a collection of N ≥ 3 positive integers. Let L(p) be the quotient of the free Z-
module Z~x1 ⊕ · · · ⊕ Z~xN by the submodule generated by the elements pi~xi − pj~xj
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for all i, j. Let ~c ∈ L(p) be the common value pi~xi. Then ~c generates a free
Z-submodule of L(p) and we have L(p)/Z~c ≃
∏N
i=1 Z/piZ. Hence L(p) is an
abelian group of rank one. Let k[L(p)] be the group algebra of L(p) and put
G(p) = Spec k[L(p)] ⊂ (k∗)N . This is an affine algebraic group whose k-points are
G(p)(k) = {(t1, . . . , tN ) ∈ (k
∗)N | tp11 = · · · = t
pN
N }.
The weighted projective space Pp is by definition the quotient of A
N\{0} by the
natural action of G(p) : (t1, . . . , tN ) · (x1, . . . , xN ) = (t1x1, . . . , tNxN ). Denote by
S(p) = k[X1, . . . , XN ] the coordinate ring of A
N . A polynomial P (X1, . . . , XN ) in
S(p) is projectively G(p)-invariant if and only if it is homogeneous with respect to
the L(p)-grading on S(p) obtained by assigning to Xi the degree ~xi. Thus, morally,
Pp is the set SpecL(p)S(p) of nonzero prime homogeneous ideals in S(p). The
weighted projective line Xp,λ is the curve in Pp defined by the set of homogeneous
equations
(4.24) Xpss = X
p2
2 − λsX
p1
1 , (s ≥ 3),
where λ1, . . . , λN are distinct points of P
1, normalized in such a way that λ1 =
∞, λ2 = 0 and λ3 = 1. In other terms, if I(λ) is the ideal of S(p) generated by
(4.24) and S(p,λ) = S(p)/I(λ) then, morally, Xp,λ = SpecL(p)S(p,λ). Observe
that if pi = 1 for all i then L(p) = Z and S(p,λ) = k[X1, X2] so that Xp,λ is
indeed a generalization of P1.
Following Serre’s Theorem 4.1 we now define the category of coherent sheaves
on Xp,λ to be
Coh(Xp,λ) = S(p,λ)−Modgr/S(p,λ)−Fin,
where S(p,λ)−Fin is the Serre subcategory of S(p,λ)−Modgr consisiting of finite-
dimensional graded S(p,λ)-modules. In plain terms, this means that, just as for
Coh(P1), to any finitely-generated graded S(p,λ)-module M =
⊕
~x∈L(p)M~x is
associated a sheafM ,˜ and two such modules M,N correspond to the same sheaf if
M≥n :=
⊕
~x≥n~cM~x ≃ N≥n :=
⊕
~x≥n~cN~x. Moreover, the spaces of homomorphisms
are computed as follows :
(4.25) HomCoh(P1)(M ,˜N )˜ = Lim
−→
HomS(M≥n, N).
We will refer to objects of Coh(Xp,λ) as sheaves on Xp,λ. It is easy to see that
adding (or removing) to p some pi with pi = 1 does not change L(p), or S(p,λ).
Hence we may as well assume that pi > 1 for all i. Also, adding some extra pi with
pi = 1 allows us to lift the restriction that N ≥ 3, and we may hence define Xp,λ
for any sequence p. Let us look at a few examples of sheaves on Xp,λ.
For each ~x ∈ L(p) there is a sheaf O(~x) = S(p,λ)[~x] .˜ These are analogues of
the line bundles O(n) on P1. If F is any sheaf corresponding to a module, say M ,
then we set F(~x) = F ⊗O[~x] =M [~x] .˜
The set of nonzero homogeneous primes in S(p,λ) may be partitioned into two
sets : the ordinary primes F (Xp11 , X
p2
2 ), where F (T1, T2) is a prime homogeneous
polynomial distinct from T1, T2, and T2−λsT1 for s ≥ 3; and the exceptional primes
X1, X2, . . . , XN .
The ordinary primes correspond to the closed points of P1\{λ1, . . . , λN}–which
we will call ordinary closed points– while the exceptional points correspond to
the points λ1, . . . , λN . To each of these primes is associated a simple object of
Coh(Xp,λ) : if F (X
p1
1 , X
p2
2 ) is an ordinary prime defining a closed point x ∈
P1\{λ1, . . . , λN} then we put
Ox = S(p,λ)/F (X
p1
1 , X
p2
2 )S(p,λ) ,˜
LECTURES ON HALL ALGEBRAS 65
and for i = 1, . . . , N we put
Oλi = S(p,λ)/XiS(p,λ) .˜
As the next series of Lemmas will show, the sheaves O(~x), Ox and Oλi are the
building blocks of Coh(Xp,λ).
Lemma 4.15 ([GL]). The following hold :
i) Let x be a closed point of P1\{λ1, . . . , λN}. Then for any ~y ∈ L(p) we have
Ox(~y) ≃ Ox.
ii) For i = 1, . . . , N and ~y, ~z ∈ L(p), we have Oλi(~y) ≃ Oλi(~z) if and only if
~z − ~y ∈
∑
j 6=i Z~xj .
Moreover, any simple sheaf on Xp,λ is isomorphic to one of the above.
A sheaf F will be called torsion if it is of finite length in Coh(Xp,λ). The
full subcategory Tor(Xp,λ) of torsion sheaves is a Serre subcategory (i.e. it is an
abelian subcategory, stable under subobject, quotient and extensions). For x an
ordinary closed point we let Torx be the Serre subcategory of Tor(Xp,λ) generated
by the simple sheaf Ox, and for i = 1, . . . , N , we let Torλi be the Serre subcategory
generated by the simple sheaves {Oλi ,Oλi(~xi), . . . ,Oλi((pi− 1)~xi)}. The structure
of Tor(Xp,λ) is explained by the following result.
Lemma 4.16 ([GL]). The category Tor(Xp,λ) decomposes as a direct product of
orthogonal blocks
Tor(Xp,λ) =
∏
x∈P1\{λ1,...,λN}
Torx ×
N∏
i=1
Torλi .
Moreover, Torx is equivalent to the category Rep
nil
kx
~Q0 of nilpotent representations
of the Jordan quiver over the residue field kx, and Torλi is equivalent to the category
Repnilk A
(1)
pi−1
of nilpotent representations over k of the cyclic quiver of length pi.
For i = 1, . . . , N the above equivalence Torλi
∼
→ Repnilk A
(1)
pi−1
sends the simple
sheaf Si;l := Oλi(l~xi) to the simple module Sl. Hence the above Lemma claims in
particular that
dim Ext1(Si;l, Si;n) = δl,n+1 (mod pi).
We may thus intuitively think of Xp,λ as a projective line P
1 of which the N points
{λ1, . . . , λN} have been “thickened”. In other terms, it is the result of “inserting”
at each of the special points λi a category of representations of a cyclic quiver of
length pi :
(4.26) 

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Next, let us say that a sheaf F corresponding to a module M is locally free, or
is a vector bundle if M≥n is torsion free for n ≫ 0. The subcategory V ec(Xp,λ)
consisting of vector bundles is an exact subcategory of Coh(Xp,λ).
Lemma 4.17 ([GL]). Any vector bundle V has a composition series
0 ⊂ Vr ⊂ Vr−1 ⊂ · · · ⊂ V1 = V
whose factors Vi/Vi+1 are of the form O(~x) for some ~x ∈ L(p).
The number r of terms in such a filtration is an invariant of V and is called the
rank of V . Thus the above Lemma claims in particular that any line bundle (i.e.
vector bundle of rank one) is of the form O(~x) for some ~x ∈ L(p).
The above results are already enough to give us some idea as to what the
Grothendieck group K(Coh(Xp,λ)) might look like. There is an exact sequence
0 // O // O(~c) // Ox // 0
for any closed point x ∈ P1\{λ1, . . . , λN} of degree one. Hence Ox = O(~c) − O.
Hence, just like for P1, the classes of the sheaves Ox for ordinary points of degree
one are all equal in K(Coh(Xp,λ)). Let us fix one such closed point x0.
On the other hand, from the exact sequence
0 // O(l~xi) // O((l + 1)~xi) // Si;l+1 // 0
we get Si;l+1 = O((l + 1)~xi)−O(l~xi), and in particular
(4.27) O(~c)−O =
pi−1∑
l=0
Si;l
for i = 1, . . . , N .
Combining the above two remarks, we easily see that the class of any line bundle
belongs to ZO+ZOx0+
∑
i,l Si;l. By Lemma 4.17 any vector bundle is an extension
of line bundles and hence the same is true for any vector bundle. Finally, by
Lemma 4.16 the same is again true for any torsion sheaf, and thus in the end for
any sheaf. It turns out, though it is not so easy to prove, that (4.27) is the the only
relation between the classes O,Ox, and Si;l :
Lemma 4.18 ([GL]). We have
K(Coh(Xp,λ)) =
ZO ⊕ ZOx0 ⊕⊕
i,l
ZSi;l
 /J,
where J is the Z-module generated by the elements Ox0 −
∑pi−1
l=1 Si;l.
As a corollary of the above Lemma,
(4.28) K(Coh(Xp,λ)) = ZO ⊕ ZOx0 ⊕
⊕
i
pi−1⊕
i=1
ZSi;l
We have already defined the rank of a coherent sheaf on Xp,λ, we may now define
the degree. Let d : L(p)→ Z be the group morphism for which d(~xi) = p/pi, where
p = l.c.m(p1, . . . , pN). There is a unique group morphism deg : K(Coh(Xp,λ))→ Z
for which deg(O) = 0, deg(O(~x)) = d(~x) and deg(Si;l) = p/pi. The degree of a
sheaf F is simply the integer deg(F).
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An important tool in the study of the categories Coh(Xp,λ) is the existence, as
for any smooth projective curve, of a Serre functor. Set ~ω = (N − 2)~c−
∑
i ~xi. The
sheaf O(~ω) plays the role of the line bundle of differential forms, and indeed when
pi = 1 for all i then Xp,λ = P
1 and ~ω = deg(ωP1) = −2.
Lemma 4.19 ([GL]). For any two coherent sheaves F ,G on Xp,λ we have
(4.29) Ext1(F ,G)∗ ≃ Hom(G,F(~ω)).
With this in hands, it becomes an easy matter to compute the dimensions of
spaces of homomorphisms and extensions :
Hom(O(~x),O(~y)) = S(p,λ)~y−~x, Ext
1(O(~x),O(~y)) = S(p,λ)~ω+~x−~y,
Hom(O,Ox) ≃ Ext
1(Ox,O) = kx, Hom(Ox,O) ≃ Ext
1(O,Ox) = {0},
dim Hom(O, Si;l) = δl,0 (mod pi), dim Ext
1(Si;l,O) = δl,1 (mod pi),
Hom(Si;l,O) = Ext
1(O, Si;l) = {0}, dim Ext
1(Si;l, Si;n) = δl,n+1 (mod pi).
As an immediate corollary, we get
〈O,O〉a = 1, 〈O,Ox〉a = deg(x), 〈Ox,O〉a = −deg(x),
〈Ox,Ox〉a = 0, 〈Ox, Si;l〉a = 0, 〈Si;l,Ox〉a = 0,
〈O, Si;l〉a =
{
1 if l = 0 (mod pi)
0 if l 6= 0 (mod pi)
〈Si;l,O〉a =
{
−1 if l = 1 (mod pi)
0 if l 6= 1 (mod pi)
〈Si;l, Si′,l′〉a =

1 if i = i′, l = l′
−1 if i = i′, l = l′ + 1 (mod pi)
0 otherwise
.
(4.30)
By analogy with the case of smooth projective curves, we may expect that the
behavior of Coh(Xp,λ) depends strongly on the degree d(~ω) = (N − 2)p−
∑
i
p
pi
of
its “canonical bundle” O(~ω). Accordingly, we will say that a weighted projective
line is :
• parabolic if d(~ω) < 0; this happens when p is of one of the forms below :
(4.31) (p1, p2), (p1, 2, 2), (2, 3, 3), (2, 3, 4), (2, 3, 5).
• elliptic if d(~ω) = 0. Then p is one of the four sequences
(4.32) (2, 2, 2, 2), (3, 3, 3), (2, 4, 4), (2, 3, 6).
• hyperbolic if d(~ω) > 0; this is the case for all other values of p.
For reasons which will become clear in the next Lecture, a weighted projective
line for which d(~ω) = 0 is also often called tubular.
We finish with an important observation. Let S0(p,λ) be the image of the
embedding k[T1, T2] →֒ S(p,λ) defined by T1 7→ X
p1
1 , T2 7→ X
p2
2 . Thus S0(p,λ) is
a Z~c ≃ Z-graded subring of S(p,λ), which is easily seen to be of finite codimension.
The functor
Ind : S0(p,λ)−Modgr→ S(p,λ)−Modgr
M 7→M ⊗S0(p,λ) S(p,λ)
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sends finite-dimensional modules to finite-dimensional modules and gives rise to a
functor
Ind : S0(p,λ)−Modgr/S0(p,λ)−Fin → S(p,λ)−Modgr/S(p,λ)−Fin
which turns out to be a fully faithful embedding. Since
S0(p,λ)−Modgr/S0(p,λ)−Fin ≃ k[T1, T2]−Modgr/k[T1, T2]−Fin
≃ Coh(P1)
we have obtained in this way a canonical fully faithful functor Coh(P1)→ Coh(Xp,λ).
Under this functor, the line bundle O(n) is mapped to the line bundle O(n~c), and
the simple torsion sheaf Ox associated to an ordinary closed point is mapped to the
simple torsion sheaf in Coh(Xp,λ) associated to the same ordinary point x. As for
the simple sheaf Oλi , it is mapped to the indecomposable sheaf (S(p,λ)/X
pi
i ) .˜
Remark 4.20. As mentionned at the beginning of this Section, there are other
ways of defining the weighted projective lines :
i) Parabolic coherent sheaves on P1. Let X be any curve, let λ be a point of X of
degree one, and let p be a positive integer. A (p, λ)-parabolic coherent sheaf on X is
a sequence of coherent sheaves (Fl)l∈Z onX equipped with maps φ : Fi → Fi+1 and
isomorphisms ǫi : Fi+l ≃ Fi⊗O(λ) such that the composition ǫi ◦φi+p−1 ◦ · · · ◦φi :
Fi → Fi⊗O(λ) coincides with the canonical embedding. Starting from P1, we may
iterate this procedure for each of the points λ1, . . . , λn and the integers p1, . . . , pN .
The resulting category of parabolic coherent sheaves in equivalent to Coh(Xp,λ)
(see [L2]).
ii) Equivariant coherent sheaves. Let X be a smooth projective curve and let
G ⊂ Aut(X) be a (finite) group of automorphisms such that X/G ≃ P1. When
char(k) and the order of G are relatively prime, the category CohG(X) of G-
equivariant coherent sheaves on X is equivalent to the category Coh(Xp,λ) where
λ = {λ1, . . . , λN} are the ramification points of the quotient map X ։ P1 and p =
{p1, . . . , pN} are the corresponding ramification indices. Then Xp,λ is parabolic,
elliptic or hyperbolic according to whether X is of genus zero, one, or higher. In
fact, even though Coh(Xp,λ) has some important features of Coh(P
1) (like a Picard
group L(p) of rank one), it behaves much more like Coh(X) than like Coh(P1).
4.5. Crawley-Boevey’s Theorem.
Let Xp,λ be a weighted projective line. To the weight sequence p = (p1, . . . , pN)
we can attach a star-shaped Dynkin diagram Tp1,...,pN , which corresponds to some
Kac-Moody Lie algebra g. For instance, if p = ∅ (i.e. if Xp,λ = P1) then g = sl2
while if p = (p1, p2) then g = slp1+p2 .
Tp1,...,pN =
d d
d
d
d d d
d d




p p p
p


p p p p
Q
Q
Q
Q p p p
ppppp
pppppppppp
pppppppppppppppppp
⋆
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Let Lg be the loop algebra of g, as defined in Appendix A.5. Recall that the
root lattice of Lg is Q̂ = Q⊕ δ, where Q is the root lattice of g. Let us call α⋆ the
simple root of g associated to the central vertex of Tp1,...,pN , and α(i,l) the simple
root corresponding to the lth vertex of the ith branch.
Proposition 4.21. There is an isomorphism of Z-modules φ : K(Coh(Xp,λ))
∼
→ Q̂
satisfying
φ(O) = α⋆, φ(Ox) = deg(x)δ, φ(Si;l) = α(i,l).
This isomorphism sends the symmetrized Euler form ( , )a on K(Coh(Xp,λ)) to
the Cartan form ( , ) on Q̂.
Proof. This follows directly from (4.28) and the formulas (4.30). X
By analogy with the case of categories of representations of quivers, we naturally
expect after the above Proposition some deeper link between, on the one hand, the
classes of indecomposable sheaves on Xp,λ, and the root system ∆̂ of Lg on the
other hand. Recall that an element λ = c⋆α⋆ + cδδ +
∑
i,l c(i,l)α(i,l) belongs to Q̂
+
if c⋆ > 0, or c⋆ = 0 and cδ > 0, or c⋆ = cδ = 0 and c(i,l) ≥ 0 for all i, l. Let
∆̂+ = ∆̂∩Q̂+ be the set of positive roots of Lg. Observe that the class of any sheaf
on Xp,λ is automatically positive.
The classes of indecomposable torsion sheaves are easily found. Let gi ≃ slpi
be the simple Lie subalgebra of g corresponding to the ith branch (without the
central vertex). By Lemma 4.16 , the class of an indecomposable torsion sheaf
supported at an ordinary point belongs to Nδ, whereas (by Theorem 3.10 applied
to the cyclic quiver of length pi), the class of an indecomposable torsion sheaf
supported at λi belongs to the positive root system ∆̂
+
i ⊂ ∆̂
+ corresponding to
the subalgebra ŝlpi = Lgi ⊂ Lg. Hence, from the definition of ∆̂
+ we see that the
set {T | T indecomposable torsion sheaf} exactly coincides with the set of roots
α = c⋆α⋆ + cδδ +
∑
i,l c(i,l)α(i,l) ∈ ∆̂
+ for which c⋆ = 0.
Thus the difficulty lies in determining the classes of indecomposable vector bun-
dles on Xp,λ. We distinguish the three types of weighted projective lines : parabolic,
elliptic, or hyperbolic.
Let us assume first that Xp,λ is of parabolic type. Then, from (4.31) we see
that g is a simple Lie algebra (and moreover, any simple Lie algebra arises in this
fashion). Thus Lg = ĝ is an affine Kac-Moody algebra.
Theorem 4.22 (Lenzing, [L2]). Let Xp,λ be a parabolic weighted projective line.
Then for any α ∈ Q̂, there exists an indecomposable coherent sheaf of class α if and
only if α ∈ ∆̂+. In addition, this sheaf is unique if and only if α is real.
This is the simplest case. Since ∆̂+ = (∆⊕Zδ)\{0} where ∆ is the root system
of g, and because ∆ has no imaginary root, there is a bijection between the set of
indecomposable vector bundles and the set of roots α = α0 + lδ for l ∈ Z, where
α0 = c⋆α⋆ +
∑
i,l c(i,l)α(i,l) satisfies c⋆ > 0. In particular, there are, up to twisting
by O(~c), only finitely many indecomposable vector bundles.
Example 4.23. Let p = (p1, p2). Here g = slp1+p2 and the roots α0 = c⋆α⋆ +∑
i,l c(i,l)α(i,l) ∈ ∆ for which c⋆ > 0 are
αl1,l2 = α⋆ +
∑
l≤l1
α(1,l) +
∑
l≤l2
α(2,l).
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These correspond to the line bundles O(l1~x1 + l2~x2). In particular, any indecom-
posable vector bundle is a line bundle in this case. △
Example 4.24. Let p = (2, 2, 2), so that g = so8. The roots α0 = c⋆α⋆ +∑
i,l c(i,l)α(i,l) ∈ ∆ for which c⋆ > 0 are
{α⋆} ∪ {α⋆ + α(1,1), α⋆ + α(2,1), α⋆ + α(3,1)}
∪ {α⋆ + α(1,1) + α(2,1), α⋆ + α(2,1) + α(3,1), α⋆ + α(1,1) + α(3,1)}
∪ {α⋆ + α(1,1) + α(2,1) + α(3,1)} ∪ {2α⋆ + α(1,1) + α(2,1) + α(3,1)}
All except for the last root are again line bundles. The indecomposable vector
bundle associated to 2α⋆ + α(1,1) + α(2,1) + α(3,1) is the unique nonsplit extension
of O(~x1 + ~x2) by O(~x3). Note that
Ext1(O(~x1 + ~x2),O(~x3))
∗ ≃ Hom(O(~x3),O(~x1 + ~x2 + ~ω))
= Hom(O(~x3),O(~c− ~x3))
= Hom(O(~x3),O(~x3)) = k
so there is a unique such nonsplit extension. One gets the same rank 2 bundle by
considering the extension of O(~x2 + ~x3) by O(~x1) or of O(~x1 + ~x3) by O( ~x2). △
Let us now turn to the elliptic case. Thus p is of one of the four types (4.32),
and g is an affine Lie algebra of type D
(1)
4 , E
(1)
6 , E
(1)
7 or E
(1)
8 . Note that this is a
complete list of star-shaped affine Dynkin diagram. As explained in Appendix A.5.,
the loop algebra Lg is an elliptic Lie algebra Eg0 = g0[t
±1, s±1]⊕ K for g0 of type
D4, E6, E7 or E8 respectively.
Theorem 4.25 (Lenzing, Meltzer [LM1]). For any α ∈ Q̂ there exists an inde-
composable sheaf on Xp,λ of class α if and only if α ∈ ∆̂+. Moreover, this sheaf is
unique if α is a real root, and there is a one-parameter family of such sheaves if α
is imaginary.
Since g is an affine Lie algebra, there are imaginary roots α = c⋆α⋆+
∑
i,l c(i,l)α(i,l)
for which c⋆ > 0. Hence there are now some indecomposable vector bundles which
arise in families, and there are infinitely many classes of indecomposable vector bun-
dles, even modulo twisting by line bundles. In particular, there are indecomposable
vector bundles of arbitrarily high rank.
Example 4.26. Assume that p = (3, 3, 3), so that g = ê6. We have ~ω = ~c− ~x1 −
~x2 − ~x3 and thus 3~ω = 0. Since S(p,λ)~ω = {0}, the line bundles O,O(~ω) and
O(2~ω) satisfy
dim Hom(O(i~ω),O(j~ω)) = δi,j (mod 3)
dim Ext1(O(i~ω),O(j~ω)) = δi+1,j (mod 3)
and generate an abelian subcategory closed under extensions which is equivalent to
the category of (nilpotent) representations of the cyclic quiver of length 3. Hence
in particular, we may construct in this way three indecomposable vector bundles of
class n(δ′ − 3δ), where δ′ = 3α⋆ + 2
∑
α(i,1) +
∑
α(i,2) is the indivisible imaginary
root of ê6, and n is an arbitrary positive integer. Twisting by O(~c), we get more
generally three indecomposable vector bundles of class n(δ′ + 3mδ) for any m ∈ Z.
These are, however, far from being all indecomposables in these classes. For
instance, let x be an arbitrary ordinary closed point of degree one of Xp,λ. Then
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Ext1(Ox,O(jω)) = k for all j. One can show that the universal extension Vx
0 // O ⊕O(~ω)⊕O(2~ω) // Vx // Ox // 0
is an indecomposable vector bundle of class δ′ − 2δ. But then Vx(~x1 + ~x2) is an
indecomposable of class δ′. Varying the point x, we obtain a whole one-parameter
family of such indecomposables. △
The structure of Coh(Xp,λ) in the elliptic case is in fact very well understood
thanks to the work of Lenzing and Meltzer [LM1] (see also Section 4.8.).
The hyperbolic case covers all the weight sequences p not mentioned above. It
turns out, though it is much harder to prove, that the analogue of Kac’s theorem
also holds here.
Theorem 4.27 (Crawley-Boevey, [CB2]). For any α ∈ Q̂ there exists an indecom-
posable coherent sheaf on Xp,λ of class α if and only if α ∈ ∆̂+. Moreover, this
sheaf is unique if and only if α is a real root.
4.6. The Hall algebra of Coh(Xp,λ).
Let Xp,λ be an arbitrary weighted projective line. As above, we associate to
Xp,λ a star-shaped Dynkin diagram Tp1,...,pN , a Kac-Moody Lie algebra g, and
finally a loop algebra Lg. We have also defined a positive Borel subalgebra Lb+
corresponding to the set of positive roots ∆̂+. Let Uv(Lg) and Uv(Lb+) be the
quantized enveloping algebras of Lg and Lb+ (see Appendix A.6.). The main result
of this section relates Uv(Lb+) to the Hall algebraHXp,λ :=HCoh(Xp,λ). Before we
state this more precisely, we need to introduce a little more notation.
Let k = Fq and set ν = q
1
2 . We denote by Uν(Lb+) the specialization at v = ν
of Uv(Lb+). Recall that Uν(Lg) contains the subalgebras Uν(ŝlpi) corresponding
to each branch of Tp1,...,pN , and that Uν(Lb+) contains the subalgebras Uν(b̂
+
i )
for i = 1, . . . , N where b̂+i is the (standard) positive Borel subalgebra of the ŝlpi .
We denote by {E(i,l),K(i,l) | l = 1, . . . , pi − 1} the standard Chevalley generators
of Uν(b̂
+
i ). On the other hand, Uν(Lb+) also contains by definition elements E⋆,n
for n ∈ Z and H⋆,r for r ≥ 1, associated to the central node ⋆ of Tp1,...,pN . These
generate a subalgebra isomorphic to the positive part Uν(Lb+⋆ ) of the quantum
loop algebra Uν(Lsl2).
As for the Hall algebra HXp,λ , recall from Section 4.4 that the simple torsion
sheaves {Si;l | l = 1, . . . , pi} generate, for any fixed i, a Serre subcategory Torλi
equivalent to the category Repnilk A
(1)
pi−1
of nilpotent representations of the cyclic
quiver. Hence, by Corollary 1.16, there is an embedding HTorλi →֒ HXp,λ and
hence, by Ringel’s Theorem 3.16, an embedding Uν(b̂
+
I ) →֒ HXp,λ . In a similar
manner, the fully faithful functor Coh(P1) → Coh(Xp,λ) discussed at the end of
Section 4.4. produces an inclusionHCoh(P1) →֒ HXp,λ and therefore, by Kapranov’s
Theorem 4.9, an inclusion Uν(Lb+⋆ ) →֒ HXp,λ . By construction, this map sends
the generator H⋆,r to the element Tr ∈ HXp,λ defined as follows; for any ordinary
closed point x of Xp,λ, set
Tr,x =
{
[r]
r deg(x)φ
−1
x (
pr
deg(x) ) if deg(x)|r,
0 otherwise
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and for i = 1, . . . , N , put
Tr,λi = [r]Θpi ◦ Φ
−1
(
pr
r
)
∈ HTorλi ,
where Θn : H ~Q0 → HTorλi is defined at the end of Section 3.5; now set Tr =∑
z∈Xp,λ
Tr,z.
To get a grasp of the structure of HXp,λ it remains to understand how the
various subalgebras identified above interact inHXp,λ . This is given by the following
Theorem, which the reader will find by now hardly surprising. As in Section 4.3,
we slightly extend H˜Xp,λ by setting H˜
′
Xp,λ
= H˜Xp,λ ⊗C[k±1
δ
] C[k
±δ/2].
Theorem 4.28 (S. ,[S3]). The assignement E⋆,n 7→ [O(n~c)] for n ∈ Z, H⋆,r 7→
Trk
−|r|/2
δ for r ≥ 1, E(i,l) 7→ [Si;l] for i = 1, . . . , N ; 1 ≤ l ≤ pi − 1, K(i,l) 7→ kSi;l ,
K⋆ 7→ kO, and C1/2 7→ kδ/2 extends to an algebra morphism
Ψ : Uν(Lb+)→ H˜
′
Xp,λ .
This map is an embedding if Xp,λ is either parabolic or elliptic.
Conjecture 4.29. The map Ψ is an embedding for any weighted projective line Xp,λ.
The proof of the existence of the algebra morphism Ψ is essentially one big, long
computation, which we won’t give here (see [S3], Section 6.). However, the fact
that Ψ is injective for parabolic or elliptic weighted projective lines will follow from
the explicit description of the image of Ψ given in the Sections 4.8. and 4.9. For
reasons not entirely obvious5, we decide to call Im(Ψ) the spherical Hall algebra of
Xp,λ. This subalgebra will be denoted C˜Xp,λ . We define CXp,λ in a similar way.
Let us now turn to the coproduct. Because the finite subobjects condition clearly
fails for Coh(Xp,λ), H˜Xp,λ is a topological bialgebra only. As the categories Torλi
are Serre subcategories, the embedding H˜Torλi → H˜Xp,λ are compatible with the
coproduct. In particular, the map Uν(b̂
+
i ) → H˜Xp,λ is a bialgebra map, where
Uν(b̂
+
i ) is equipped with the standard coalgebra structure (given by (6.9).)
On the other hand, the subcategory C′ of Coh(Xp,λ) image of the functor
Coh(P1) → Coh(Xp,λ) is not stable under taking subobjects or quotient (for in-
stance, there is a map O ։ Si;0 but Si;0 is not an object of C′). For a line bundle,
the coproduct is determined by the following Lemma :
Lemma 4.30 (Burban-S. [BS2]). We have
∆([O]) = [O]⊗ 1 +
∑
~x≥0
θ~xkO(−~x) ⊗ [O(−~x)],
where if ~x = l~c+
∑
i li~xi with 0 ≤ li < pi then
θ~x = ν
2(l+#{i | li 6=0})
∑
xj,nj ,mi
{∏
j
(1− ν−2deg(xj))
N∏
i=1
(mi,li)6=(0,0)
(1− ν−2)×
×[
⊕
j
O(nj)xj ⊕
N⊕
i=1
O
(mi,li)
λi
]
}
5even to the author
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where O
(m)i,li)
λi
is the unique indecomposable torsion sheaf supported at λi of length
mipi + li and socle Si;0; and where the first sum ranges over all tuples of distinct
ordinary points xj and multplicities nj ,mi for which
∑
j njdeg(xj) +
∑
imi = l.
Proof. It is in all points identical to the computation conducted in Example 4.12.X
Since the spherical Hall algebra C˜Xp,λ is generated by torsion sheaves and the
classes of line bundles, the above is enough to completely determine the restriction of
∆ and ∆˜ on C˜Xp,λ . We have ∆˜(C˜Xp,λ) ⊂ C˜Xp,λ⊗̂C˜Xp,λ . Concerning the antipode,
we are in the same situation as for P1 : we cannot define directly the map S, but
we may define S−1.
The correspondence between the category Coh(Xp,λ) and the quantum loop
algebras may be summarized in the following table :
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Category C = Coh(Xp,λ) Loop algebra Lg of star-shaped
Kac-Moody Lie algebra g
Indices p1, . . . , pN of exceptional points Length of the branches of the
Dynkin diagram TP1,...,pN of g
Grothendieck group K(C) Root lattice Q̂ =
⊕
i,l Zα(i,l) ⊕ Zα⋆ ⊕ Zδ
Symmetrized additive Euler form ( , ) Cartan-Killing form ( , )
(Classes of) simple torsion sheaves {Si;l} Simple roots {α(i,l)}
(Class of) simple torsion sheaves Ox Imaginary root δ
(Class of) structure sheaf O Simple root α⋆
(Classes of) indecomposable objects Positive root system ∆̂+
Hall algebra H ~Q Quantum group Uv(Ln+)
Group algebra of K(C) Cartan Uv(h)
Extended Hall algebra H˜ ~Q Quantum group Uv(Lb+)
Parabolic, elliptic or hyperbolic type Affine Lie algebra, elliptic Lie algebra,
the rest (!)
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4.7. Semistability and the Harder-Narasimhan filtration.
The purpose of this section is to introduce an important technical notion for
studying the categories of coherent sheaves on smooth projective curves. Throuh-
gout this section, X will denote either a smooth projective curve or an (arbitrary)
weighted projective line. A good reference here is [S6].
Recall that there are two group morphisms deg : K(Coh(X)) → Z and rank :
K(Coh(X))→ Z, and that if rank(F) = 0 then deg(F) > 0. Define the slope of a
coherent sheaf F to be the quotient
µ(F) =
deg(F)
rank(F)
∈ Q ∪ {∞}.
A sheaf F is called semistable of slope η if µ(F) = η and if µ(G) ≤ η for all sub-
sheaves G ⊂ F . It is called stable if in addition µ(G) < η for all proper subsheaves
G ⊂ F .
For example, a line bundle L is stable of slope µ(L) = deg(L). Similarly, a
torsion sheaf is semistable of slope ∞, and is stable if and only if it is simple. The
following simple property of the slope is very useful : if
0 // F // G // H // 0
is exact then min(µ(F), µ(H)) ≤ µ(G) ≤ max(µ(F), µ(H)). In particular, if G is
semistable then µ(H) ≥ µ(G).
The following important Lemma justifies the notions defined above :
Lemma 4.31 (Harder-Narasimhan). For any coherent sheaf F there exists a unique
filtration
0 ⊂ F1 ⊂ · · · ⊂ Fl = F
for which Fi/Fi−1 is semistable and µ(F1) > µ(F2/F1) > · · · > µ(F/Fl−1).
Proof. Since any torsion sheaf is semistable of slope ∞, a semistable sheaf of slope
η <∞ is automatically a vector bundle. Hence if F = V ⊕T is a decomposition of
F as a direct sume of a vector bundle and a torsion sheaf then we put F1 = T and
we are reduced to proving the Lemma for V . Thus we might as well assume from
the beggining that F is a vector bundle.
Arguing by induction on the rank, we see that it is enough to prove the following
assertion :
a) Any vector bundle F has a unique subsheaf of maximal slope and of maximal
rank among subsheaves of that slope.
Of course, such a subsheaf is by construction automatically semistable. To prove
a), first recall that any vector bundle has a filtration by line bundles. Let d be
the maximal degree of all the line bundles appearing in one such filtration. As
Hom(L,L′) = {0} if deg(L′) > deg(L), we deduce from the long exact sequence
in homology that Hom(L,F) = {0} for all line bundles L of degree more than d.
A similar argument for ΛnF in place of F shows that there exists dn such that
Hom(L,ΛnF) = {0} as soon as deg(L) > dn. From this it easily follows that the
degree (and hence the slope) of subsheaves of F is bounded from above. Therefore
there exists a least one maximal semistable subsheaf F1 satisfying the requirements
of a).
To prove that F1 is unique, assume that there exists on the contrary another
such subsheaf F ′1, and let π : F → F/F1 be the projection. Thus π(F
′
1) 6= {0}
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and µ(F1) = µ(F ′1). Since F
′
1 is semistable, µ(π(F
′
1)) ≥ µ(F
′
1). But then, from the
exact sequence
0 // F1 // F1 + F ′1 // π(F
′
1)
// 0
we get µ(F1+F ′1) ≥ µ(F1). In addition, if µ(F1+F
′
1) = µ(F1) then rank(F1+F
′
1) >
rank(F1), contradicting the definition of F1. Thus F1 is indeed unique, and the
Lemma is proved. X
The above filtration is called the Harder-Narasimhan filtration of the sheaf F .
It is a refinement of the canonical filtration 0 ⊂ T ⊂ F . Now fix η ∈ Q ∪ {∞} and
let Cη stand for the full subcategory of Coh(X) whose objects are the semistable
sheaves of slope η. For example, we have C∞ = Tor(X).
Lemma 4.32. If η > η′ then Hom(Cη, Cη′) = {0}.
Proof. Let f : F → G be a morphism from a semistable sheaf of slope η to another
semistable sheaf of slope η′. If f 6= 0 then µ(Im(f)) ≥ µ(F) = η > η′ = µ(G), a
contradiction. X
Lemma 4.33. For any η ∈ Q ∪ {∞}, the category Cη is abelian and closed under
extension. Moreover Cη is a length category and the simple objects are the stable
sheaves.
Proof. Let us first show that Cη is abelian. Let F ,G be two objects of Cη and let
f : F → G be a morphism. As G is semistable, we have µ(Im(f)) ≤ η, but as F
is semistable, we also have µ(Im(f)) ≥ η. Therefore µ(Im(f)) = η, and it easily
follows that Im(f) is also semistable. The same applies to Ker(f).
Next, let
0 // F // H // G // 0
be an exact sequence where F ,G belong to Cη. It is clear that µ(H) = η. If J is a
subsheaf of H, then J is an extension
0 // F ∩ J // J // J ′ // 0
where J ′ is the image of J under the projection H → H/F ≃ G. By the semista-
bility of F and G we have µ(J ∩F) ≤ η and µ(J ′) ≤ η. Hence µ(J ) ≤ η and H is
semistable.
The last assertion of the Lemma is clear since the degree of any sheaf in Cη is
determined by its rank. X
Lemma 4.32 coupled with Serre duality gives
Ext1(Cη′ , Cη) = {0} if η > η
′ + deg(ωX).
This has the following important corollary
Corollary 4.34. Assume that X is either a smooth projectiv curve of genus at
most one, or that X is a weighted projective line of parabolic or elliptic type. Then
i) We have Ext1(Cη′ , Cη) = {0} if η > η′,
ii) The Harder-Narasimhan filtration splits,
iii) Any indecomposable sheaf is semistable.
Proof. Clearly, i)⇒ ii)⇒ iii). To prove i) simply observe that under the hypoth-
esis of the Corollary, deg(ωX) ≤ 0. X
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When X is of genus at most one, or when X is a weighted projective line of para-
bolic or elliptic type, we may thus draw our familiar picture of the indecomposables
as follows
Cη Cη′ Cη′′
...
...
...
...




...
...


s
s s
ss
ss ss
s
6
3


6s
s
6s · · ·· · · 6s
s
6s
6s
s
6s
6s
s
6s
C∞ = Tor(X)
Note that since deg(ωX) < 0 when X ≃ P1 or when X is of parabolic type, we
even have Ext1(Cη, Cη) = {0} in these cases for η < ∞ (i.e. each category Cη is
semisimple).
We conclude this section with an easy but useful corollary of the existence (and
uniqueness) of the Harder-Narasimhan filtration. For any collection of elements
α1, . . . , αl ∈ K(Coh(X)) such that µ(α1) < · · · < µ(αl) we let HN
−1(α1, . . . , αl)
be the set of all sheaves F with Harder-Narasimhan filtration F1 ⊂ · · · ⊂ Fl = F
satisfying Fi/Fi−1 = αi for all i. Recall that 1α =
∑
F=α[F ] for any class α ∈
K(Coh(X)). Similarly , we put
1HN−1(α1,...,αl) =
∑
F∈HN−1(α1,...,αl)
[F ].
For instance, 1ssα := 1HN−1(α) is the characteristic function of all semistable sheaves
of class α.
Corollary 4.35. For any α1, . . . , αl with µ(α1) < · · · < µ(αl) we have
1HN−1(α1,...,αl) = ν
−
P
i<j〈αi,αj〉1ssα1 · · ·1
ss
αl .
Proof. By construction, we have ν−
P
i<j〈αi,αj〉1ssα1 · · ·1
ss
αl
=
∑
F P
F
α1,...,αl
[F ], where
PFα1,...,αl is the number of filtrations F1 ⊂ · · · ⊂ Fl = F for which Fi/Fi−1 is a
semistable sheaf of class αi for all i. But this precisely means that F1 ⊂ · · · ⊂ Fl
is the Harder-Narasimhan filtration of F . X
It is clear that 1α =
∑
α1,...,αl
1HN−1(α1,...,αl) where the sum ranges over all
collections (α1, . . . , αl) with µ(α1) < · · · < µ(αl) and
∑
αl = α. Therefore
(4.33) 1α =
∑
α1,...,αl
ν−
P
i<j〈αi,αj〉1ssα1 · · ·1
ss
αl
(with the same range of summation as above). In other words, Corollary 4.35 ex-
presses the constant functions 1α in terms of the characteristic functions of semista-
bles. Conversely, one may formally invert (4.33) to obtain the following expression
of 1sα in terms of the elements 1β
(4.34) 1ssα =
∑
β1,...,βs
(−1)s−1ν−
P
i<j〈βi,βj〉1β1 · · ·1βs
where the sum now ranges over all tuples (β1, . . . , βs) satisfying µ(
∑s
l=k βl) > µ(α)
for all k = 1, . . . , s. This formula is known as Reineke’s inversion formula and a
proof of it may be found in [R3].
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Remarks 4.36. The notions of semistability, Harder-Narasimhan filtration, etc.
may be fruitfully applied to the categories of representations of quivers. However
there is no a priori canonical choice for the slope function and it may be useful to
consider different such functions. See [R3] for some important applications of this
circle of ideas (using a version of Corollary 4.35 and equation (4.34) for quivers) to
the computation of the cohomology of moduli spaces of representations of quivers.
4.8. The spherical Hall algebra of a parabolic weighted projective line.
In this section we assume that Xp,λ is a weighted projective line of parabolic
type, which is equivalent to assuming that g is a simple Lie algebra and Lg = ĝ
is an affine Kac-Moody algebra. Our aim is to describe as precisely as possible
the spherical Hall algebra CXp,λ of HXp,λ . Set CV = CXp,λ ∩ HV ec(Xp,λ) and
CT = CXp,λ ∩HTor(Xp,λ).
Since any extension of a vector bundle by a torsion sheaf is no longer a torsion
sheaf, CT is the subalgebra generated by the elements Tr for r ≥ 1 and the com-
position subalgebras Ci of the subalgebras HTorλi ⊂ HTor(Xp,λ) for i = 1, . . . , N .
Hence, in a way similar to what happens for the composition algebra of a tame
quiver (see Section 3.7.), we have
Proposition 4.37 (Hubery). Let K′ be the (free, commutative) algebra generated
by Tr for r ≥ 1. Then
i) The multiplication map is an isomorphism of vector spaces K′ ⊗
⊗
iCi
∼
→
CT.
ii) The center Z of CT is isomorphic to K
′ and the multiplication map gives
an isomorphism Z⊗
⊗
iCi
∼
→ CT.
As for CV, things turn to be as nice as one could hope :
Proposition 4.38 (S., [S3]). We have CV =HV ec(Xp,λ).
Proof. The proof ressembles that of the surjectivity of Ringel’s map Ψ : Uν(n+)→
H ~Q for finite type quivers (see Section 3.4.). First of all, it is easy to see that for
0 ≤ li < pi, we have
Ext1(Si;li+1,O(n~c+
∑
i
li~xi)) = k
and the unique nonsplit extension is given by the sequence
0 // O(n~c+
∑
i li~xi)
// O(n~c+ l1~x1 + · · ·+ (li + 1)~xi + · · ·+ lN~xN ) //
// Si;li+1 // 0 .
We thus obtain
ν[Si;li+1] · [O(n~c+
∑
i
li~xi)]−ν
2[O(n~c+
∑
i
li~xi)] · [Si;li+1]
= [O(n~c+ l1~x1 + · · ·+ (li + 1)~xi + · · ·+ lN~xN )].
Since [O(n~c)] ∈ CV by definition, we inductively deduce from this that [O(~x)] ∈ CV
for any line bundle O(~x).
Next, we will show that [V ] ∈ CV for any indecomposable vector bundle V .
Everything rests upon the following crucial Lemma :
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Lemma 4.39. There exists a total ordering  on the set of all indecomposable
vector bundles on Xp,λ such that if V ≺ V ′ then
Ext1(V ,V ′) = Hom(V ′,V) = {0}.
Proof. By Corrolary 4.34 and the remark following it, it suffices to to choose any
total ordering refining the partial ordering according to slope. X
So let V be an indecomposable vector bundle, and let us assume that [V ′] belongs
to CV for any indecomposable V ′ of smaller rank. Since V admits a composition
series whose factors are line bundles, say L1, . . . ,Lr, we have
(4.35) [L1] · · · [Lr] = cV [V ] +
∑
i
ci[Ui]
where cV 6= 0 and Ui are vector bundles different from V of the same class. Since
by Theorem 4.22 V is the unique indecomposable vector bundle of that class, each
Ui may be nontrivially split as a direct sum
Ui =W
⊕ni,1
i,1 ⊕ · · · ⊕W
⊕ni,t
i,t
whereWi,s for s = 1, . . . , t are indecomposables, which we may choose to be ordered
so that Wi,j ≺ Wi,j+1. Using Lemma 4.39, we get
[Ui] = ν
d[W
⊕ni,1
i,1 ] · · · [W
⊕ni,t
i,t ],
where d =
∑
q<s ni,qni,sdim Hom(Wi,q,Wi,s). Furthermore, sinceExt
1(Wi,s,Wi,s) =
{0} and End(Wi,s) = k for all s, we have
[Wi,s]
ni,s = νni,s(ni,s−1)[W
⊕ni,s
i,s ].
Now, by assumption, [Wi,s] ∈ CV since rank(Wi,s) < rank(V). Therefore [W
⊕ni,s
i,s ] ∈
CV and then [Ui] ∈ CV. But then from (4.35) we see that [V ] ∈ CV as well. This
concludes the induction step and proves that [V ] ∈ CV for any indecomposable
vector bundle.
It should now be clear how to finish the proof. Any vector bundle V may be
decomposed as a direct sum of indecomposables, and we may order these according
to ≺. Then [V ] is equal, up to some scalar factor, to the corresponding product in
the Hall algebra. X
To conclude the description of CXp,λ it only remains to add :
Proposition 4.40 (S.). The multiplication map induces an isomorphism of vector
spaces CV ⊗CT
∼
→ CXp,λ .
Proof. The proof, which is based on the fact that ∆(CXp,λ) ⊂ CXp,λ⊗̂CXp,λ , is in
all points identical to the proof of Proposition 3.37 (we replace the induction on
the dimension vectors by an induction on the rank and then on the degree). X
Remarks. 4.41. i) The proof that [L] belongs to the spherical Hall algebra CXp,λ
is valid for any weighted projective line.
ii) The description of the structure ofCXp,λ∩HTor(Xp,λ) (given by Proposition 4.37)
is also true for any weighted projective line.
4.9. The spherical Hall algebra of a tubular weighted projective line.
Let us now move on to the case of an elliptic weighted projective line. In that
situation, g = ĝ0 is an affine Lie algebra of type D
(1)
4 , E
(1)
6 , E
(1)
7 or E
(1)
8 , and Lg is
an elliptic Lie algebra Eg0 of corresponding type.
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The structure of Coh(Xp,λ) is well-understood thanks to the following Theorem :
Theorem 4.42 (Lenzing-Melzter, [LM1]). For any η, η′ ∈ Q ∪ {∞} there is an
equivalence of categories ǫη′,η : Cη
∼
→ Cη′ . In particular, for any η ∈ Q we have
Cη ≃ Tor(Xp,λ).
As a consequence, for each η ∈ Q the category Cη has a block decomposition
Cη ≃
∏
x∈P1\{λ1,...,λN}
Cη,x ×
N∏
i=1
Cη,λi ,
where Cη,x ≃ Repnilkx
~Q0 and Cη,λi ≃ Rep
nil
k A
(1)
pi−1
are respectively equivalent to the
categories of nilpotent representations of the Jordan quiver ot the cyclic quiver of
length pi. As a corollary of the splitting of the Harder-Narasimhan filtration (see
Corrolary 4.34) there is an isomorphism of vector spaces
~⊗
η∈Q∪{∞}
HCη
∼
→ HXp,λ
which is simply given by the multiplication map. Of course, the equivalence ǫη′,η
induces an isomorphism of algebras φη′,η : HCη
∼
→ HCη′ .
Let CXp,λ ⊂ HXp,λ denote the spherical Hall algebra. Since Cη is an abelian
subcategory of Coh(Xp,λ) stable under extensions, Corollary 1.16 provides us with
an embedding of algebras HCη ⊂ HXp,λ . Set Cη = CXp,λ ∩ HCη . Of course
C∞ = C ∩HTor(Xp,λ) is the subalgebra of HTor(Xp,λ) generated by the elements
{Tr | r ≥ 1} and the composition subalgebras Ci of the exceptional tubes HTorλi .
Its structure is hence described by Proposition 4.37. As far as the algebras Cη for
other values of η are concerned, the following result shows that CXp,λ possesses as
much symmetry as HXp,λ .
Proposition 4.43 (S., [S3]). For any η, η′ ∈ Q ∪ {∞} we have φη′,η(Cη) = Cη′ .
Moreover, the multiplication map gives an isomorphism of vector spaces
~⊗
η∈Q∪{∞}
Cη
∼
→ CXp,λ .
The proof of the second statement is again a variant of Proposition 3.37 in the
context of coherent sheaves on curves. As for the proof of the first part of the
Proposition, it goes in several steps. First we use an explicit construction of the
equivalences ǫη′,η (the so-called “mutations”–see [LM1]) to show that the elements
[S
(η)
i;l ] = φη,∞([Si;l]) and φη,∞(Tr) belong toCXp,λ ; Then we use a graded dimension
argument to conclude that Cη is indeed generated by these elements. We refer the
interested reader to [S3], Section 8. for more details.
It is natural to ask what the decompositionCXp,λ ≃
~⊗Cη means once translated
to the quantum elliptic algebra Uν(Lb+). In other words, which decomposition of
the positive root system ∆̂+ of Eg0 is induced by the splitting of the indecompos-
ables according to the slope ? Of course, for this it suffices to understand the rank
and degree functionals on Q̂.
Recall that an affine Dynkin diagram is obtained from the corresponding finite
type Dynkin diagram by the adjunction of an extra node denoted 0. The indivisible
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imaginary root δ0 of ĝ0 is equal to δ0 = α0 + θ, where θ =
∑
i niαi is the maximal
root of the simple Lie algebra g0.
Lemma 4.44. Let us identify Q̂ and K(Coh(Xp,λ)) as in Proposition 4.21. Set
p = l.c.m.(p1, . . . , pN). Then
deg(α⋆) = 0, rank(α⋆) = 1,
deg(α(i,l)) =
p
pi
, rank(α(i,l)) = 0,
deg(δ) = p, rank(δ) = 0
deg(δ0) = p
2, rank(δ0) = p
Proof. Everything is a straightforward verification expect for the formulas concern-
ing δ0. For these, we use the explicit expression for the maximal root θ, whose
coefficients on the simple roots αi is given in the following table :
D4 :
d
d
d dQQQ



1
1
2 1
E6 :
d d d d d
d
1 2 3 2 1
2
E7 :
d d d d d d
d
2 3 4 3 2 1
2
E8 :
d d d d d d
d
d2 4 6 5 4 3 2
3
X
Thus a root α = c⋆α⋆ + cδδ + cδ0δ0 +
∑
i,l ci,lα(i,l) is of slope η if∑
i,l
c(i,l)
pi
+ cδ + pcδ0 = η
(
c⋆
p
+ cδ0
)
.
Of course, each Eη :=
⊕
µ(α)=η Eg0[α] is a Lie subalgebra of Eg0 and Eη ≃ Eη′ for
any two η, η′. In particular, Eη ≃ E∞ =
⊕
i b̂
+
i ⊕
⊕
r≥1Ch⋆,r. Finally, the Serre
functor ·⊗ωX is an automorphism of order p; this gives rise to a “hidden” action of
Z/pZ by Lie algebra automorphisms on Eg0 which preserves each Eη. The meaning
(or the usefulness) of such an action is still not clear.
All the above results naturally lift to the quantum level, though any explicit
formula (for the analogues Uν(Eη) of the subalgebras Eg0) seems out of reach.
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4.10. The Hall algebra of an elliptic curve.
We now return to the question of determining the Hall algebras of smooth pro-
jective curves. Just in the same way that quivers are split according to their rep-
resentation theory in the three sets: finite type, tame type and wild type, so are
smooth projective curves split according to the complexity of their category of co-
herent sheaves into : rational (i.e. P1), elliptic, and higher genus. This section deals
with the second case, that of an elliptic curve X . The reference for everything here
is the joint work [BS1].
Let as usual k = Fq be a finite field and set ν = q
1
2 . In defining the extended
Hall algebra we run into a new phenomenon: the Grohendieck group K(Coh(X))
is infinite-dimensional. This is not a serious issue : by the Riemann-Roch theorem,
the Euler form is
〈F ,G〉a = rank(F)deg(G)− rank(G)deg(F)
and it makes sense to only keep track of the rank and the degree of a sheaf. Thus
we consider a “partially extended Hall algebra” H˜X := HX ⊗ C[k(r,d)]r,d∈Z where
the imposed relations are now
k(r,d)k(s,l) = k(r+s,d+l),
k(r,d)[F ]k
−1
(r,d) = [F ]
(the symmetrized Euler form vanishes).
Let as usual Cη denote the category of semistable sheaves of slope η. The follow-
ing beautiful and important result of Atiyah is the basis of all our investigations :
Theorem 4.45 (Atiyah, [A]). For any η, η′ there is an equivalence of categories
ǫη′,η : Cη
∼
→ Cη. In particular, Cη ≃ Tor(X) for any η ∈ Q,
Of course Theorem 4.42 is inspired by the above Theorem and can be interpreted
as an equivariant version of it. As a consequence, as in Section 4.9, there is a de-
composition HX ≃ ~
⊗
ηHCη . Our aim is to understand how the various subalgebras
HCη commute. Since HX and HCη are of course too big, we first need to restrict
ourselves to a well-chosen subalgebra (a kind of spherical subalgebra) of HX . In
this end, we make the following definitions.
For η ∈ Q we set Tη,r = φη,∞(Tr) where φη,∞ : HC∞
∼
→ HCη is the isomorphism
induced by the equivalence ǫη,∞. Thus, Tη,r is a certain average of semistable
sheaves of slope η. We define CX to be the subalgebra of HX generated by the
elements Tη,r for η ∈ Q ∪ {∞} and r ≥ 1.
Clearly the subalgebra of CX generated by {Tη,r | r ≥ 1} for any fixed η is
a free commutative polynomial algebra, canonically isomorphic to a classical Hall
algebra. We put Cη = CX ∩HCη .
Theorem 4.46 (Burban-S.). The following hold :
i) The multiplication map induces an isomorphism of vector spaces
~⊗
η∈Q∪{∞}
Cη
∼
→ CX .
ii) For any η ∈ Q ∪ {∞}, Cη ≃ C[Tη,1, Tη,2, . . .].
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The above Theorem gives us a precise information concerning the size ofCX . For
instance, we may construct a basis of CX by picking any basis {aλ | λ ∈ Π} of Cη
for all η ∈ Q ∪ {∞} and then multiplying the elements of these bases in increasing
order of their slopes. This means that in order to determine the structure of CX
as an algebra, we need to understand how to “reorder” a product Tη,rTη′,s when
η > η′. This is the content of the next Theorem. Before we may properly state
it, we have to introduce a bit more notation. As usual, k = Fq and ν = q
1
2 . By
a Theorem of Hasse (see [H3], App.C ) there exists conjugate algebraic numbers
σ, σ satisfying σσ = q such that |X(qr)| = qr + 1 − (σr + σr). We put τ = σ/ν
and ci(ν, τ) = ν
−i[i]|X(qi)|/i = (νi + ν−i − τ i − τ−i)[i]/i. It will be convenient
to set T(p,q) = Tη,r where η = q/p and r = g.c.d.(p, q). Thus, CX is generated by
{Tp,q | (p, q) ∈ (Z2)+} where by definition (Z2)+ = {(p, q) | p > 1 or p = 0, q > 1}.
Finally, for x = (p, q) ∈ (Z2)+ we set deg(x) = g.c.d.(p, q) and if x,y ∈ (Z2)+ then
we set ǫ(x,y) = sgn(det(x,y)) ∈ {±1}.
Theorem 4.47 (Burban-S.). The assignement T(p,q) 7→ tp,q for (p, q) ∈ (Z
2)+
induces an isomorphism between CX and the algebra U
+
X generated by the elements
{t(p,q) | (p, q) ∈ (Z
2)+} subject to the following set of relations
i) If x,x′ belong to the same line in (Z2)+ then [tx, tx′ ] = 0,
ii) Assume that x,y ∈ (Z2)+ are such that deg(x) = 1 and that the triangle
with vertices 0,x and x+ y has no interior lattice point. Then
(4.36) [ty, tx] = ǫx,ycdeg(y)
θx+y
ν − ν−1
where the elements θz, z ∈ (Z2)+ are obtained by equating the Fourier
coefficients of the collection of relations
(4.37)
∑
i
θix0s
i = exp((ν − ν−1)
∑
r≥1
trx0s
r),
for any x0 ∈ (Z2)+ such that deg(x0) = 1 (note that θz = (ν − ν−1)tz if
deg(z) = 1).
Of course, it is immediate to obtain the presentation for C˜X := CX⊗C[k(r,d)]r,d∈Z
from the above Theorem.
Example 4.48. As an illustration of the above Theorem, let us give a sample
computation of T(1,2)T(1,−1), which we write as a path r r@
r
.
We have
[ rr, r r] = c1 r
r
. Thus
 rr, r
@r
 = 1
c1
{[[ rr, r
@r
]
, r r]+ [ rr, [ r r, r
@r
]]}
=
[ r r, r r]+ [ rr, r r,+1
2
(ν − ν−1) r rr , ] .
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Moreover, from
[ r r, r r] = −c1 rr, [ rr, r r] = c2 rrand [ rr, r r] =
c1 r r, we deduce that r r@
r
is equal to :
r r@r+ (c2 − c1) rr+ 12(ν − ν−1)c1
(r r  r+ r r r)
= r r@r+ (c2 − c1) rr+ 12(ν − ν−1)c1
(
c1 rr+ 2 r r r)
= r r@r+ (ν − ν−1) r r r+ c1([3]− ν−1c1) rr
△
It is easy to show using Theorem 4.47 that CX is generated as an algebra by
the classes {T(p,q) | p ≤ 1} of torsion sheaves and line bundles. Therefore, the
coproduct is completely fixed once we have determined it for these elements. In
that direction, we have :
Proposition 4.49 (Burban-S.). The algebra C˜X is stable under the coproduct map
∆. In addition, we have
(4.38) ∆˜(T(0,r)) = T(0,r) ⊗ 1 + k(0,r) ⊗ T(0,r),
(4.39) ∆˜(T(1,n)) = T(1,n) ⊗ 1 +
∑
l≥0
θlk(1,n−l) ⊗ T(1,n−l)
where θl is determined by the following set of equations :∑
l≥0
θls
l = exp((ν − ν−1)
∑
r≥1
T(0,r)s
r).
Proof. The proof of this Proposition follows verbatim that in Example 4.12. X
Observe that all the formulas (4.36), (4.37), (4.38) and (4.39) are given by
some Laurent polynomials in ν and τ . Just like for the classical Hall algebra,
this means that we may consider a generic algebra U+ which is defined over the
ring C[ν±1, τ±1], and which specializes toU+X for any particular choice of an elliptic
curve X . See [BS1], Section 6 for more on this algebra.
Remarks 4.50. i) There is an evident similarity between the spherical Hall algebra
CX of an elliptic curve and the spherical Hall algebra CXp,λ of a weighted projec-
tive line of elliptic type. In fact, CX looks like a “degenerate” version of CXp,λ .
Recall that these are isomorphic to the positive parts Uν(Lb+) of quantum elliptic
algebras Uν(Eg0) when g0 is of type D4, E6, E7 or E8. As explained in [SV1], CX
may be interpreted as the positive part of a quantum elliptic algebra Uν,τ (Egl(1)),
though such an algebra has not formally been defined before. One noteworthy dif-
ference between CX and CXp,λ is that CX contains two deformation parameters–
one for the size of the finite field and one to account for the choice of the elliptic
curve– whereas CXp,λ only contains one such parameter.
ii) The classical Hall algebraH of Lecture 2 provides a canonical one-parameter de-
formation of Macdonald’s ring of symmetric functions Λ = C[x1, x2, . . .]
S∞ . Some-
thing similar happens here : U+ is a two-parameter deformation of the algebra of
diagonal invariants
R = C[x1, x2, . . . , y
±1
1 , y
±1
2 , . . .]
S∞ ,
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where the symmetric group S∞ acts by permutation on the variables xi and yi
simultaneously. In fact, U+ may be interpreted as some sort of stable limit of
(spherical) Cherednik Hecke algebras of type An as n tends to infinity (see [SV1]).
4.11. The Hall algebra of an arbitrary curve.
To conclude this Lecture, we collect the little that is known concerning the Hall
algebras of (smooth) projective curves of higher genus. Let X be such a curve of
genus g > 1, defined over the field k = Fq. Let HX be the Hall algebra of Coh(X).
As in the case of an elliptic curve, the Grothendieck group K(Coh(X)) is infinite
dimensional. It will again be enough to take into account only the degree and the
rank of a sheaf. The Riemann-Roch theorem reads
〈F ,G〉a = (1− g)rank(F)rank(G) + rank(F)deg(G)− rank(G)deg(F)
and we may hence define a “partially extended” Hall algebra as H˜X := HX ⊗
C[k(r,d)], where
k(r,d)k(s,l) = k(r+s,d+l),
k(r,d)[F ]k
−1
(r,d) = ν
2r(1−g)rank(F)[F ].
The first problem that we face here is to find a meaningful candidate for C˜X ⊂
H˜X . Though this may not be the only choice, let us define CX to be the subalgebra
generated by the elements
1(0,d) =
∑
deg(F)=d
F∈Tor(X)
[F ], (d ≥ 1),
1ss(1,n) =
∑
deg(F)=n
F line bundle
[F ], (n ∈ Z)
and let us set C˜X = CX⊗C[k(r,d)]r,d∈Z. When X is of genus zero or one, this leads
to the spherical Hall algebras defined in the previous Sections (see [SV1], Section 6).
The commutation relations satisfied by the elements 1(0,d) and 1
ss
(1,n) are not very
easy to describe. However, the coproduct may be explicitly computed :
Lemma 4.51. Define elements T(0,d), d ≥ 1 and θl, l ≥ 0 by the formulas
1 +
∑
r≥1
1(0,d)s
d = exp
(∑
d≥1
T(0,d)
[d]
sd
)
,
∑
l≥0
θls
l = exp
(
(ν − ν−1)
∑
r≥1
T(0,r)s
r
)
.
Then we have
(4.40) ∆(T(0,d)) = T(0,d) ⊗ 1 + k(0,d) ⊗ T(0,d),
(4.41) ∆(1ss(1,n)) = 1
ss
(1,n) ⊗ 1 +
∑
l≥0
θlk(1,n−l) ⊗ 1
ss
(1,n−l).
Proof. The proof of Example 4.12. works here as well. X
A consequence of the above Lemma is that C˜X is stable under the coproduct.
Next, let ( , ) be the restriction to C˜X of Green’s scalar product.
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Lemma 4.52. We have
(T(0,d),1
ss
(1,n)) = 0
(T(0,d), T(0,l)) = δd,l
|X(qd)|[d]2
d(qd − 1)
,
(1ss(1,n),1
ss
(1,m)) = δn,m
|JacX(q)|
q − 1
(4.42)
where JacX is the Jacobian of X.
Proof. The first and the third formulas are obvious. We prove the second. By
definition,
(T(0,d), T(0,d)) =
∑
l|d
∑
x∈X
deg(x)=l
(Tx,d, Tx,d),
where Tx,d =
[d]
d deg(x)φ
−1
x
(
p d
deg(x)
)
and φ−1x : Λ
∼
→ HTorx is the isomorphism
constructed in Section 2.4. Using (2.9), we deduce that
(Tx,d, Tx,d) =
[d]2l
d(qd − 1)
.
The relation ∑
l|d
∑
x∈X
deg(x)=l
l = |X(qd)|
finishes the proof. X
Let ZX(t) be the zeta function of X , which is defined as
ZX(t) = exp
∑
r≥1
|X(qr)|
tr
r
 .
The Weil conjectures (proved by Deligne) assert that there exists algebraic integers
α1, . . . , α2g all of norm |αi| = q
1
2 and satisfying αiα2g+1−i = q such that
ZX(t) =
∏
i(1− αit)
(1− t)(1 − qt)
.
Moreover (see e.g. [M2], 7. Section 14.), we have |JacX(q)| =
∏
i(1 − αi). Thus
we see that the scalar products (4.42) are all expressed as rational functions of
α1, . . . , α2g, or even α1, . . . , αg.
It turns out that the mere knowledge of the coproduct (Lemma 4.51) and the
value of Green’s scalar product (Lemma 4.52) completely determines C˜X ! To
see this, let us introduce a formal topological bialgebra U′X generated by elements
T (0,d) for d ≥ 1, 1
ss
(1,n) for n ∈ Z and k(r,d) for r, d ∈ Z subject to the relations
k(r,d)T (0,l) = T (0,l)k(r,d),
k(r,d)1
ss
(1,n)k
−1
(r,d) = ν
2r(1−g)1ss(1,n)
and
∆(k(r,d)) = k(r,d) ⊗ k(r,d),
∆(T (0,d)) = T (0,d) ⊗ 1 + k(0,d) ⊗ T (0,d),
∆(1ss(1,n)) = 1
ss
(1,n) ⊗ 1 +
∑
l≥0
θlk(1,n−l) ⊗ 1
ss
(1,n−l),
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where θl is again defined by the relation∑
l≥0
θls
l = exp
(
(ν − ν−1)
∑
r≥1
T (0,r)s
r
)
.
Theorem 4.53 (Kapranov, [K2]). There exists a unique Hopf scalar product ( , )
on U′X satisfying
(T (0,d),1
ss
(1,n)) = 0
(T (0,d), T (0,l)) = δd,l
|X(qd)|[d]2
d(qd − 1)
,
(1ss(1,n),1
ss
(1,m)) = δn,m
|JacX(q)|
q − 1
(k(r,d),k(s,l)) = ν
2(1−g)rs.
(4.43)
Let I ′ ⊂ U′X be the intersection of the radical of ( , ) with the subalgebra generated
by {T (0,d) | d ≥ 1} and {1
ss
(1,n) | n ∈ Z}. Then C˜X ≃ U
′
X/I
′.
Proof. The first statement follows from the fact thatU′X is essentially a free algebra
over the subalgebra generated by {k(r,d) | r, d ∈ Z} (of course this is not strictly true
because the elements k(r,d) are not central). In other words we may, using the Hopf
property of ( , ), express any scalar product (a, b) in terms of some fundamental
scalar products (4.43) in a unique fashion.
As for the second statement, observe that by construction there is a natural
surjective homomorphism U′X ։ C˜X , and that this surjection preserves the scalar
products. Hence it only remains to show that the kernel of the restriction of Green’s
scalar product to C˜X lies entirely in the subalgebra generated by {k(r,d), | r, d ∈ Z},
or equivalently that the restriction of Green’s scalar product to CX is nondegener-
ate. Note that because all the structure constants for the multiplication in HX are
real, CX admits an obvious real form CX,R– the R-subalgebra of HX generated
by the elements {T(0,d)} and {1
ss
(1,n)}. But from the definition it is equally clear
that the restriction of Green’s scalar product to the real form HX,R of HX is pos-
itive definite. Therefore the same scalar product is positive definite on CX,R and
nondegenerate on CX as wanted. We are done. X
Of course, the above description is rather implicit and not so useful in practice
for actual calculations. Using some classical results in the theory of automorphic
functions for function fields, Kapranov managed to find certain (but a priori not
all) elements lying in the kernel I ′ :
Proposition 4.54 (Kapranov, [K2], Thm. 3.3.). Set
E(t) =
∑
n∈Z
1ss(1,n)t
n, ψ(s) = exp
∑
d≥1
T (0,d)
[d]
sd
 .
Then the Fourier coefficients of the following series belong to I ′ :
ZX(t2/t1)E(t1)E(t2)− ZX(t1/t2)E(t2)E(t1),
ψ(s)E(t)− ZX(v
−1st−1)E(t)ψ(s),
ψ(s1)ψ(s2)− ψ(s2)ψ(s1),
where as before ZX(t) is the zeta function of the curve X.
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The last relation simply says that the subalgebra of CX generated by {T(0,d)}
is commutative, and the second says that this subalgebra acts in some kind of
“semisimple” manner on the whole algebra. Finding more relations (most likely
some higher order relations involving the series E(t)) seems to be an important
open problem.
Remarks 4.55. i) As we mentioned earlier, the values of the scalar products (4.42)
are all expressed as rational functions of the Weil numbers α1, . . . , αg. From the
universal construction given in Theorem 4.53 we see thatCX and C˜X depend ratio-
nally on these g parameters as well, in addition to the parameter q. Hence, whatever
the algebra UX = U
′
X/I
′ is, it should depend on g + 1 deformation parameters.
Indeed, we have seen that when X is P1, or when X is a weighted projective line
then there is a single deformation parameter whereas when X is an elliptic curve
there are two such deformation parameters.
ii)It is also possible to define the quantum enveloping algebras Uv(b+) of Kac-
Moody algebras as quotients of some (essentially) free algebra equipped with a
particular coproduct and a Hopf pairing, by the radical of that Hopf pairing (this
is the approach taken by Lusztig [L5]). It would be interesting to single out and
study in a unified manner a class of quantum algebras obtained in this fashion,
encompassing all examples appearing in these lectures.
iii) There is a dual construction of the spherical Hall algebra CX as a subalgebra
of a certain ‘shuffle’ algebra, whose structure constants again depend rationally on
the Weil numbers α1, . . . , αg. We refer the interested reader to [SV2] for this.
iv) The definition of the spherical Hall algebra given here is inspired by the inter-
pretation of the (whole) Hall algebra of a curve X as an algebra of automorphic
forms for the general linear groups GL(n,AX) over the adele ring of X . We refer
the reader to [S5, Lecture 5] for more.
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Lecture 5.
This final Lecture brings together some examples of Hall algebras studied in
Lectures 3 and 4 under the new perspective of derived equivalences. As observed
roughly at the same time by Xiao and Peng (see [X2], [PX2], see also [PT]), and
by Kapranov ([K2], [K3]) the Hall algebras HA and HB of two derived equivalent
hereditary categories A and B, though in general not isomorphic, are two different
“positive halves” of the same algebra. Algebraically, the relevant process of “dou-
bling up” a Hopf algebra is provided by the Drinfeld double construction, which
associates to any Hopf algebraH another Hopf algebraDH isomorphic, as a vector
space, to H⊗H∗.
Thus, heuristically, one should consider the Drinfeld double DHA as some kind
of invariant (a “Hall algebra”) of the derived category Db(A), or more precisely of
the 2-periodic category Db(A)/T 2. Motivated by this guiding principle, Peng and
Xiao constructed a Lie algebra HA attached to Db(A)/T 2 for any A of finite global
dimension, and Kapranov defined an associative algebra L(A) attached to Db(A)
(but not Db(A)/T 2) for any hereditary A.
This line of thought naturally leads one to the more general problem of associat-
ing directly a “Hall algebra”HC to an arbitrary derived, or more generally triangu-
lated category C. This was only recently settled by Toe¨n [T] who constructed such
a Hall algebra for any dg-category under the extra assumption that C be of finite
global dimension (so that the case of Db(A)/T 2 is unfortunately again excluded).
After giving some motivating examples, we recall in this Lecture the definition
of the Drinfeld double of a Hopf algebra and state various conjectures relating
the Drinfeld double DHA of a hereditary category A and the 2-periodic category
Db(A)/T 2. We then (succintly) give the definition of Xiao and Peng’s Hall Lie alge-
bra of Db(A)/T 2 and describe (even more succintly) the constructions of Kapranov
and Toe¨n. A vey last Section contains a few open problems and directions for fur-
ther investigations. The article [K7] can serve as a good reference for all the notions
of homological algebra which will be used here.
5.1. Motivation.
Although the categories of representations of quivers (discussed in Lecture 3)
and the categories of coherent sheaves on smooth projective curves (which form the
content of Lecture 4) are of very different origin there are, as the reader has beyond
doubt already noticed, some strinking similarities.
The simplest example is that of the categories of representations of the Kronecker
quiver ~Q (Examples 3.11 and 3.34.) and of coherent sheaves on the projective line
P1 (see Section 4.2.) : the picture (3.19) of the category Repk ~Q may be obtained
from the picture (4.6) of Coh(P1) by slicing in the middle and moving the right-
most piece to the left. This is in fact a consequence of the existence of an equiv-
alence of derived categories F : Db(Coh(P1))
∼
→ Db(Repk ~Q). The equivalence F
sends the subcategory Tor(P1) of torsion sheaves to the subcategory R of regular
modules, sends the line bundles O,O(1),O(2), . . . to the preprojective indecompos-
ables P (1), P (0), τ−P (1), . . . and sends the line bundles O(−1),O(−2),O(−3), . . .
to the preinjective indecomposables I(0), I(1), τI(0), . . .. Equivalently, we may view
Repk ~Q and Coh(P
1) as the hearts of two distinct t-structures on the same trian-
gulated category. This is best understood by drawing a picture :
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(5.1)
q q qqqq q  BBNBBN BBBBBBNBBN BBNBBN 6qq6q · · ·· · · 6qq6q6qq6q 6qq6q q
q qqqq q  BBNBBN BBBBBBNBBN BBNBBN 6qq6q · · ·· · · 6qq6q6qq6q 6qq6q· · · · · ·
Repk ~Q[1] Repk ~Q Repk ~Q[−1]
Coh(P1) Coh(P1)[−1]
In (5.1), we have used the fact that since Coh(P1) (or Repk ~Q) is of global dimen-
sion one, any complex M of Db(Coh(P1)) (or of Db(Repk ~Q)) is quasi-isomorphic
to a direct sum of stalk complexes M ≃
⊕
iH
i(M)[−i]. Thus any indecompos-
able complex is of the form I[l] for some indecomposable object I in Coh(P1) (or
Db(Repk ~Q)). In other words, we get a picture of these derived categories simply by
putting along a line Z copies of the picture of the corresponding abelian category.
The explicit form of the above equivalence is as follows. Put T = O ⊕ O(1).
Then T generates Db(Coh(P1)) as a triangulated category and Ext1(T, T ) = {0}.
It is easy to check that Λ = End(T ) is the path algebra of ~Q. The main Theorem
of tilting theory (see [H1]) thus gives an equivalence
RHom(T, ·) : Db(Coh(P1))
∼
→ Db(Mod-Λ) = Db(Repk( ~Q)).
The existence of this derived equivalence has a some immediate important con-
sequences : we obtain an isomorphism of Grothendieck groups K(Coh(P1))
∼
→
K(Repk ~Q) compatible with Euler forms; the indecomposables in D
b(Coh(P1)) are
sent bijectively to the indecomposables in Db(Repk( ~Q)). What can we deduce con-
cerning the classes of indecomposables in the Grothendieck group ? Since the class
of an indecomposable I[l] is I[l] = (−1)lI, we see that, under the above isomorphism
of Grothendieck groups,
±{M |M indecomposable in Db(Coh(P1))}
= ±{M |M indecomposable in Db(Repk ~Q)}
Indeed, if we plot the classes of indecomposables in Coh(P1) then we obtain the
following set in K(Coh(P1)) = Z2 :
··
·
··
·
··
·
rr
rr
rrr
On the other hand, if we plot the indecomposables in Repk ~Q then we obtain the
following set :
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··
·
··
·
··
·
rr
rrrrr
By Theorem 3.10 and Corollary 4.4, we see that the sets of indecomposables
in Coh(P1) and Repk ~Q correspond to two distinct (and even nonconjugate) sets
of positive roots for the root system ∆̂ of ŝl2. These in turn are attached to two
distinct and nonconjugate Borel subalgebras b̂+ and Lb+ of ŝl2 (see Appendix A.2,
Example A.15.). Alternatively, we can say that the appearance of the same root
system ∆̂ and Kac-Moody algebra ŝl2 in both contexts is explained by the existence
of a derived equivalence Db(Coh(P1))
∼
→ Db(Repk ~Q).
Based on this observation it seems natural to consider the derived category
D = Db(Coh(P1)) ≃ Db(Repk ~Q) as “representing” the whole Lie algebra ŝl2, in
the same way as the abelian categories Coh(P1) and Repk ~Q “represent” some Borel
subalgebras of ŝl2. To be more accurate, one should consider the 2-periodic derived
category D/T 2 rather than the whole D since ŝl2 is (roughly) made up of two
copies of b̂+ or Lb+. Recall from [PX1] that D/T 2 is a triangulated category whose
objects are (necessarily unbounded) complexes P equipped with an isomorphism
P
∼
→ T 2(P ), where T stands here for the shift (suspension) functor.
At this point, it is very tempting to try to define a Hall algebra for the derived
category D and its 2-periodic version D/T 2, in the hope of obtaining in this fashion
a realization of the whole quantum groupUv(ŝl2) rather than of its various “positive
parts”. There are in this direction several important partial results, due to Peng
and Xiao, Kapranov and Toe¨n respectively, which we survey in Sections 5.5 and 5.6.
Another approach is to recover the whole quantum group Uv(ŝl2) from its positive
parts Uv(b̂+) or Uv(Lb+) in a purely algebraic manner (by the so-called Drinfeld
double construction), and to relate properties of D and D/T 2 to this algebra. This
is the line we follow in Sections 5.2–5.4.
Of course, the pair consisting of Coh(P1) and Repk ~Q for ~Q the Kronecker quiver
is far from being the only example around of derived equivalent hereditary cate-
gories. By a Theorem of Geigle and Lenzing [GL], any weighted projective line Xp,λ
of parabolic type is derived equivalent to Repk ~Q for an appropriate tame quiver.
In this case, one may construct a derived equivalence just as was done above for
Coh(P1), but using the object T =
⊕
0≤~x≤~cO(~x) instead. Pictorially, this is rep-
resented by :

A

A

A· · · · · ·
Repk ~Q[1] Repk ~Q
Coh(Xp,λ)[1] Coh(Xp,λ) Coh(Xp,λ)[−1]
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This explains the occurence of affine Lie algebras ĝ in both contexts, and matches
the picture of regular indecomposables for tame quivers and the picture for torsion
sheaves in weighted projective lines. It also provides a conceptual explanation
for the existence of a total order on the set of indecomposables of a quiver of
finite type satisfying the conditions stated in Lemma 3.19 (it suffices to choose any
order refining the order given by the slope function). Other examples are given in
Section 5.4.
5.2. The Drinfeld double.
In this Section we will describe a fundamental algebraic construction due to
Drinfeld which allows one to construct many new Hopf algebras from old ones. Let
H be a finite-dimensional Hopf algebra, and let H∗coop be its dual Hopf algebra,
with opposite coproduct.
Theorem 5.1 (Drinfeld). There exists a unique Hopf algebra structure on the
vector space DH = H⊗H∗coop such that
i) H and H∗coop are Hopf subalgebras of DH,
ii) If h ∈ H and h′ ∈ H∗coop then h · h
′ = h⊗ h′ ∈ DH,
iii) The natural pairing { , } on DH is a Hopf pairing.
Moreover, for h ∈ H and h′ ∈ H∗coop we have
h′ · h =
∑
{h′(1), h(3)}{S
−1(h′(3)), h(1)}h(2)h
′
(2).
In the above, we have used Sweedler’s notation for the coproduct of Hopf alge-
bras, namely ∆(x) =
∑
x(1) ⊗ x(2) and ∆
2(x) =
∑
x(1) ⊗ x(2) ⊗ x(3).
Now if in addition H is self-dual, i.e. that H ≃ H∗ then we may identify DH
with H⊗H and the above construction endowsH⊗H with the structure of a Hopf
algebra. This happens for instance when H is itself equipped with a nondegenerate
Hopf pairing ( , ) (not to be confused with the natural pairing { , } on DH ). In
that situation we may rephrase Drinfeld’s construction without mentioning H∗ at
all :
Corollary 5.2. Let H be a finite-dimensional Hopf algebra with a nondegenerate
Hopf pairing. Let H+,H− be two isomorphic copies of H, and equip H− with the
opposite coproduct. Let D be the Hopf algebra generated by H+ and H− modulo
the relations
i) H± are Hopf subalgebras,
ii) For h± ∈ H± we have
h− · h+ =
∑
(h−(1), h
+
(3))(S
−1(h−(3)), h
+
(1))h
+
(2)h
−
(2).
Then the multiplication map H+ ⊗H− → D is an isomorphism of vector spaces.
The advantage of this reformulation is twofold : we may apply it to an infinite-
dimensional Hopf algebra (even a topological Hopf algebra), and we may also apply
it when H is equipped with a Hopf pairing which is allowed to be degenerate.
This produces in all cases a topological Hopf algebra structure on the vector space
DH = H⊗H.
One of the motivations behind Drinfeld’s construction is its implication for quan-
tum groups, as the following Proposition demonstrates. Let g be a Kac-Moody
algebra and let Uv(b
′
+) be the quantized enveloping algebra of a Borel subalgebra
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b′ ⊂ g′ (see Appendix A.2). This is a Hopf subalgebra equipped with a (usually
degenerate) Hopf pairing.
Proposition 5.3 (Drinfeld). Let K = C(v)[K±1i ]i∈I ⊂ Uv(b+) be the quantized
enveloping algebra of the Cartan subalgebra h ⊂ b′+. Then Ki ⊗K
−1
i ∈ DUv(b
′
+)
are central elements for all i, and there is an isomorphism of Hopf algebras
DUv(b
′
+)/〈Ki ⊗K
−1
i − 1〉i ≃ Uv(g
′).
In other words, the Drinfeld double is exactly the gadget needed to pass from the
positive part Uv(b
′
+) to the whole quantum group Uv(g). It is important to note
that this is a purely quantum phenomenon– the classical enveloping algebras U(g)
do not possess natural Hopf pairings with good properties, and are not self-dual.
Extended Hall algebra H˜A of some hereditary finitary category A form another
wide class of Hopf algebras which we may force through Corollary 5.2. Given the
similarility between quantum groups and Hall algebras, we define, following Xiao
[X1] the reduced Drinfeld double D˜HA to be the quotient of DH˜A by the ideal
generated by the elements (kF ⊗ k
−1
F − 1) ∈ H˜A ⊗ H˜A for all F ∈ A. It is easy to
check that D˜HA admits a triangular decomposition
D˜HA =HA ⊗K⊗HA
where K = C[K(A)].
5.3. Conjectures and Cramer’s Theorem.
We are now ready to formulate certain conjectures relating the structure of
the (reduced) Drinfeld double D˜HA of a finitary hereditary category A with that
of the derived category Db(A) and of the 2-periodic derived category Db(A)/T 2.
Throughout, we let C1, C2 be finitary hereditary connected categories, which we
suppose in addition to be Fq-linear for simplicity. An exact functor F : D
b(C1)→
Db(C2) will be called friendly if there exists an integer n such that
F (C1) ⊂ C2[−n]⊕ C2[−1− n],
i.e. for any object M of C1, the complex F (M) is concentrated in degrees n and
n + 1. Examples of unfriendly exact functors are known when C1 = RepkAn for
instance. However, it is believed that if C1 and C2 are not of finite type then any
derived equivalence is friendly ([L4]).
Conjecture 5.4. If C1 and C2 are derived equivalent then D˜HC1 and D˜HC2 are
isomorphic as algebras.
For any object L of a hereditary category A, we set
[L]+ = [L]⊗ 1 ∈ D˜HA, [L]
− = 1⊗ [L] ∈ D˜HA.
Conjecture 5.5. Let F : Db(C1)→ D
b(C2) be an exact, fully faithful and friendly
functor. For any object M of C1, define n ∈ Z and objects N,N ′ of C2 such that
F (M) ≃ N [−n]⊕N ′[−1− n]. Then, setting ǫ(n) = −(1)n, the assignement
(5.2) kF 7→ k
ǫ(n)
N k
−ǫ(n)
N ′ ,
(5.3) [M ]± 7→ νd(N,N
′,n)[N ]±ǫ(n)k
±nǫ(n)
N · [N
′]∓ǫ(n)k
∓(n+1)ǫ(n)
N ′
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with d(N,N ′, n) = n〈N,N〉a + (n + 1)〈N ′, N ′〉a − 〈N,N ′〉a, extends to an em-
bedding of reduced Drinfeld doubles F∗ : D˜HC1 →֒ D˜HC2 . This embedding is an
isomorphism if F is a derived equivalence.
Now let us assume that the symmetrized Euler form ( , )a of a hereditary
category A vanishes identically (the so-called Calabi-Yau case). In that situation,
the Hall algebra HA is already a Hopf algebra and there is no need to extend it
by C[K(A)] (see Remark 1.11.). Thus it is legal to consider the (genuine) Drinfeld
double DHA of the Hall algebra of such a category.
Conjecture 5.6. Assume that the symmetrized Euler forms of both C1 and C2
vanish identically. Let F : Db(C1)/T 2 → Db(C2)/T 2 be an exact, fully faithful
functor. For any object M of C1 define objects N,N ′ of C2 such that F (M) ≃
N ⊕N ′[−1]. Then the map
[M ]± 7→ ν−〈N,N
′〉a [N ]± · [N ′]∓
extends to an embedding of Drinfeld doubles F∗ : DHC1 →֒ DHC2 . This embedding
is an isomorphism if F is a derived equivalence.
To finish, we mention the following weaker conjecture, which is a direct conse-
quence of Conjectures 5.5 and 5.6 :
Conjecture 5.7. Let C be any hereditary and finitary category. If any autoequiv-
alence of Db(C) is friendly then the group Aut(Db(C)) acts on the reduced Drinfeld
double D˜HC by algebra automorphisms. If the symmetrized Euler form ( , )a of C
vanishes then the group Aut(Db(C)/T 2) acts by algebra automorphisms on DHC.
In a recent preprint [C], T. Cramer made a big step towards resolving the above
conjectures. Namely,
Theorem 5.8 (Cramer). Conjectures 5.4, 5.5 hold under the assumption that one
of C1, C2 satisfies the finite subobjects condition.
5.4. Examples and applications.
In this Section we illustrate the principles explained above and give some evi-
dence for Conjectures 5.4–5.7.
The first type of applications is related to derived equivalences between cate-
gories of representations of quivers with the same underlying graph but different
orientations. Let ~Q be an arbitrary quiver and suppose that the vertex i of ~Q is a
sink, i.e. there are no oriented edges going into i. Let si ~Q be the quiver obtained
from ~Q by reversing all the arrows leaving i (so that i is now a source of si ~Q). To
the quivers ~Q and si ~Q is attached the same Kac-Moody Lie algebra g. Bernstein,
Gelfand and Ponomaraev discovered in [BGP] the so-called reflection functor, which
is a derived equivalence
Si : D
b( ~Q)
∼
→ Db(si ~Q).
Observe that in Repk ~Q we have Ext
1(Si, I) = {0} for any indecomposable object
I different from Si, whereas in Repksi ~Q, Ext
1(I, Si) = {0} for any indecomposable
I distinct from Si. The equivalence Si may be represented as :
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Repk ~Q[1] Repk ~Q Repk ~Q[−1]
Repksi ~Q[1] Repksi ~Q Repksi ~Q[−1]
··
··
··
· · ·
· · ·
··
··
··r -* r rHj rr r r- rr rr ······ · · ·
· · ·
··
··
··
Si
r -* r rHj rr r r- rr rr ······ · · ·
· · ·
··
··
··r -* r rHj rr r r- rr rr· · · · · ·
This equivalence is friendly in the sense of the preceding Section. The functor
Si descends at the level of Grothendieck groups to an isomorphism :
Si : K(D
b(Repk ~Q)
∼
→ K(Db(Repksi ~Q))
which, after the identifications of these Grothendieck groups with the root lattice⊕
i Zαi of g, coincides with the simple reflection Si in the Weyl group W of g. By
Ringel’s Theorem 3.16, there are embeddings
Ψ : Uν(b
′
+) →֒ H˜ ~Q,
Ψ′ : Uν(b
′
+) →֒ H˜si ~Q.
Cramer’s theorem implies the existence of an isomorphism of reduced Drinfeld
doubles
Si,⋆ : D˜H ~Q
∼
→ D˜Hsi ~Q,
given by the formulas :
Si,⋆([Si]
+) = ν[Si]
−k−1i , Si,⋆([Si]
−) = ν[Si]
+ki, Si,⋆(ki) = k
−1
i ,
Si,⋆([R]
±) = [Si(R)]
±, for any indecomposable R.
This restricts to an isomorphism of quantum groups
Si,⋆ : Uν(g
′)
∼
→ Uν(g
′)
satisfying (among other relations)
(5.4) Si,⋆(Ei) = νFiK
−1
i , Si,⋆(Fi) = νEiKi, Si,⋆(Ki) = K
−1
i .
Sevenhant and Van den Bergh in [SVdB1], and later Xiao and Yang in [XY], checked
this directly some time ago. The formulas (5.4) were first written down by Lusztig
(see [L5]), but they acquire under this new light a very clear conceptual meaning.
There are, of course, completely similar results for the reflection functors
Si : D
b(Repk ~Q)
∼
→ Db(Repksi ~Q)
associated to a source i rather than to a sink of the quiver ~Q. In that situation,
the pictorial representation of the equivalence id as follows :
Repk ~Q[1] Repk ~Q Repk ~Q[−1]
Repksi ~Q[1] Repksi ~Q Repksi ~Q[−1]
··
··
··
· · ·
· · ·
··
··
·· rr r*r r r r r  rr * ······ · · ·
· · ·
··
··
·· r
Sir r*r r r r r  rr * ······ · · ·
· · ·
··
··
·· rr r*r r r r r  rr *· · · · · ·
Note that although all these functors Si lift the action of the Weyl group on the
root lattices to the level of derived categories, the corresponding automorphisms
Si,⋆ of the Drinfeld double Uν(g′) only give rise to an action of the braid group. In
other words, there is a slight loss of symmetry when one goes from the Grothendieck
group to the (Drinfeld doubles of) Hall algebras.
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We now turn to another class of examples of applications of the conjectures stated
in the previous Section. Let X be an elliptic curve defined over the field k = Fq,
and let HX be its Hall algebra. Recall from Section 4.10. that the indecomposable
objects of Coh(X) are all semistable and that the subcategories Cµ of semistables
are all equivalent to one another for µ ∈ Q ∪ {∞}. Moreover, the symmetrized
Euler form ( , )a vanishes identically on the Grothendieck group. In that situation,
motivated by Conjecture 5.7, we consider the group of autoequivalences of the 2-
periodic category Db(Coh(X))/T 2. We may represent this triangulated category
as the result of gluing the right end of the abelian subcategory Coh(X)[−1] to the
left end of Coh(X), as depicted below :
Cν Cν′ C∞

· · · · · · · · · · · · · · · · · ·rrr
r
6
6
6
rrr
r
6
6
6rrr
r
6
6
6 rrr
r
6
6
6
rrr
r
6
6
6rrr
r
6
6
6 rrr
r
6
6
6
rrr
r
6
6
6rrr
r
6
6
6 rrr
r
6
6
6
rrr
r
6
6
6rrr
r
6
6
6 rrr
r
6
6
6
rrr
r
6
6
6rrr
r
6
6
6 rrr
r
6
6
6
rrr
r
6
6
6rrr
r
6
6
6
Coh(X) Coh(X)[−1]
The derived category Db(Coh(X)) and its 2-periodic version posses many inter-
esting autoequivalences, as was discovered by Mukai [M3]. Let E be a spherical
sheaf in Coh(X), i.e. an object satisfying Hom(E , E) = Ext1(E , E) = k, for exam-
ple the structure sheaf the curve O or the structure sheaf of a closed point Ox0 of
degre one. Consider the functor
TE : D
b(Coh(X)) −→ Db(Coh(X))
defined by
TE(F) = cone(RHom(E ,F)
k
⊗ E
ev
−→ F).
The functor TE is exact and induces an equivalence of derived categories for any
spherical sheaf E . Moreover, as shown by Seidel and Thomas (see [ST]), there is a
natural transformation of functors :
TOTOx0TO ≃ TOx0TOTOx0
and if we set Φ = TOTOx0TO then there exists an involution i of X such that
Φ2 ≃ i∗ ◦ T , where T is the translation F 7→ F [1]. This means that there is
a group homomorphism from the braid group B3 on three strands to the group
Aut(Db(Coh(X))). This homomorphism is injective (see [ST]). The braid group
B3 is isomorphic to the universal covering S˜L(2,Z) of SL(2,Z) given by a central
extension of SL(2,Z) by Z. Since in Aut(Db(Coh(X))/T 2) we have [1]2 ≃ id, the
action of B3 on the 2-periodic category descends to an action of ŜL(2,Z), where
ŜL(2,Z) is a two-fold covering of SL(2,Z). All these equivalences are friendly.
Moreover, the action of ŜL(2,Z) on the Grothendieck group K(Coh(X)) factors
through the quotient K(Coh(X)) ։ Z2 given by F 7→ (rank(F), deg(F)), and
coincides there with the tautological action of SL(2,Z) on Z2. All this may be
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summarized in the following commutative diagram :
B3 ≃ S˜L(2,Z)


 // Aut(Db(Coh(X)))

ŜL(2,Z)

 //
)) ))SSS
SS
SS
SS
SS
SS
SS
Aut(Db(Coh(X))/T 2)

SL(2,Z) = Aut(Z2)
Proposition 5.9 (Burban-S., [BS1]). Formulas (5.2) and (5.3) define an action
of ŜL(2,Z) on the reduced Drinfeld double D˜HX of the Hall algebra of X.
Using the above Proposition, we were able in [BS1] to give an algebraic descrip-
tion of the reduced Drinfeld double D˜CX of the spherical Hall algebra C˜X (see
Section 4.10.). We keep the notations of Theorem 4.47, and in addition we set
ǫx =
{
1 if x ∈ (Z2)+,
−1 if − x ∈ (Z2)+.
Theorem 5.10 (Burban-S., [BS1]). The algebra D˜CX is isomorphic to the the
algebra UX generated by elements {t(p,q) | (p, q) ∈ (Z
2)∗} and {kr,d | r, d ∈ Z}
subject to the following set of relations
i) kr,dkr′,d′ = kr+r′,d+d′,
i) If x,x′ belong to the same line in Z2 then
[tx, tx′ ] = δx,−x′cdeg(x)
kx − k
−1
x
ν − ν−1
,
ii) Assume that x,y ∈ Z2 are such that deg(x) = 1 and that the triangle with
vertices 0,x and x+ y has no interior lattice point. Then
(5.5) [ty, tx] = ǫx,ycdeg(y)kα(x,y)
θx+y
ν − ν−1
where α(x,y) is given by the cocycle :
(5.6) α(x,y) =
{
1
2ǫx(ǫxx+ ǫyy − ǫx+y(x+ y)) if ǫx,y = 1,
1
2ǫy(ǫxx+ ǫyy − ǫx+y(x+ y)) if ǫx,y = −1,
and the elements θz, z ∈ Z2 are obtained by equating the Fourier coefficients
of the collection of relations
(5.7)
∑
i
θix0s
i = exp((ν − ν−1)
∑
r≥1
trx0s
r),
for any x0 ∈ (Z2)+ such that deg(x0) = 1 (note that θz = (ν − ν−1)tz if
deg(z) = 1).
The action of ŜL(2,Z) on D˜HX preserves the Drinfeld double of the spherical
subalgebra D˜CX , and is nothing else than the (obvious) action
Φ(κx) = κΦ(x), Φ(tx) = tΦ(x)κ
n(Φ,µ(x))
Φ(x) ,
for Φ ∈ SL(2,Z).
98 OLIVIER SCHIFFMANN
Hence, we see that the very symmetric nature of the derived categoryDb(Coh(X))
is reflected in the equally symmetric structure of the algebra UX . Set U
0
X =
C[kr,d]r,d∈Z. Acting by the automorphisms in ŜL(2,Z), we obtain, in addition to
the standard decomposition UX ≃ U
+
X ⊗U
0
X ⊗U
−
X , a whole family of triangular
decomposition, one for each line in Z2 through the origin.
Remark 5.11. The algebra UX , or more precisely its generic version U
+ may be
interpreted as a limit when n tends to infinity of the spherical Cherednik algebras
of type An (see [SV1]). The action of SL(2,Z) by automorphisms is a well-known
and crucial feature of these spherical Cherednik algebras. The above thus provides
one conceptual interpretation for this symmetry.
Let us jump now from the case of an elliptic curve to the closely related case of
a weighted projective line Xp,λ of elliptic type. Here also, the group of autoequiv-
alences of the derived category has a rich structure. Recall that we have a degree
function deg : L(p) → Z; the kernel L0(p) = deg−1(0) is a finite group (isomor-
phic to (Z/2Z)3 if p = (2, 2, 2, 2), to (Z/3Z)2 if p = (3, 3, 3), to Z/2Z × Z/4Z if
p = (2, 4, 4) and to Z/2Z × Z/3Z if p = (2, 3, 6)). The group of automorphisms
Aut(Xp,λ) of Xp,λ is also finite.
Proposition 5.12 (Lenzing-Meltzer, [LM2]). Let Xp,λ be a weighted projective line
of elliptic type.There is a short exact sequence of groups
1 // L0(p) ⊳ Aut(Xp,λ) // Aut(Db(Coh(Xp,λ)) // B3 // 1.
Proposition 5.13 (Burban-S., [BS2]). Formulas (5.2) and (5.3) define an action
of Aut(Db(Coh(Xp,λ)) on the reduced Drinfeld double D˜HXp,λ of the Hall algebra of
Xp,λ. This action preserves the Drinfeld double D˜CXp,λ of the spherical subalgebra
of HXp,λ.
Remarks 5.14. i) As far as smooth projective curves are concerned, the above
example of the elliptic curve in fact exhausts all possible applications of the con-
jectures in Section 5.3. Indeed, by a theorem of Bondal and Orlov [BO], the group
of autoequivalences of Db(Coh(X)) for X of genus g > 1 is essentially trivial : it
is generated by the group Pic0(X) of line bundles of degree zero, by the group
of automorphisms of the curve X itself, and by the suspension functor T . All of
these clearly act on D˜HX , and preserve D˜CX . Completely similar results hold for
hyperbolic weighted projective lines (see [LM2]).
ii) The case of the derived equivalence between Coh(P1) and Rep ~Q for ~Q the Kro-
necker quiver is dealt with in many details in [BS3].
iii) There is one important point which we would like to stress. Although the
Drinfeld double of a Hopf algebra is again a Hopf algebra, the Drinfeld doubles
of the Hall algebras of two derived equivalent hereditary categories are in general
not isomorphic as Hopf algebras (i.e. the coproduct is not invariant under derived
equivalence). For instance, Db(Coh(P1)) ≃ Db(Repk ~Q) where ~Q is the Kronecker
quiver and D˜CP1 ≃ D˜C~Q (≃ Uν(ŝl2)) as algebras but not as colagebras : Drin-
feld’s coproduct is not equal to the standard coproduct (see Appendix A.6.).
Another way of saying this is that a given quantum group (say, coming from a
Hall algebra) may have several distinct coproduct structures, all compatible with
the same multiplication –one for each polarization Uν ≃ U+ν ⊗U
0
ν ⊗U
−
ν .
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5.5. The Hall Lie algebra of Peng and Xiao.
Let A be a finitary and hereditary Fq-linear category and let Db(A)/T 2 be its
2-periodic derived category. Observe that if M ∈ Db(A)/T 2 is indecomposable
then the class of M in the Grothendieck group K(Db(A)/T 2) ≃ K(A) is nonzero.
Let IA stand for the set of indecomposable objects of Db(A)/T 2, up to isomor-
phism. For any M ∈ IA put d(M) = dim(End M/rad End M), and let h be the
Z-submodule of Q ⊗K(A) generated by the elements hNd(N) for N ∈ IA, where hN
stands for the class of an object N . We may extend the symmetrized Euler form
( , )a to h by setting
(M,N)a = dim(Hom(M,N)) + dim(Hom(N,M))
− dim(Hom(M,N [1]))− dim(Hom(N,M [1])).
Consider a free Z-module
n =
⊕
M∈IA
Z[M ]
with basis indexed by elements of IA, and put g = g(A) = n⊕ h.
For any three elements X,Y, L of IA, let W (X,Y ;L) stand for the (finite) set of
all distinguished triangles
(f, g, h) : X
f // L
g // Y
h // TX ,
and let FLX,Y be the cardinality of the set of orbits in W (X,Y ;L) under the natural
action of Aut(X)× Aut(Y ). Of course, the definition of FLX,Y strongly ressembles
that of Hall numbers of abelian categories. Unfortunately, contrary to what one
might hope at first, the numbers FLX,Y are not the structure constants for an asso-
ciative algebra. Nevertheless, the differences γLX,Y = F
L
X,Y − F
L
Y,X are, “at q = 1”,
the structure constants for a Lie algebra as the following first main theorem of
[PX2] states :
Theorem 5.15 (Peng-Xiao, [PX2]). Put g(q−1) = g/(q − 1)g (a Z/(q − 1)Z-
module). The following brackets
[[X ], [Y ]] =
{∑
L∈IA
γLX,Y [L] if Y 6≃ TX
hX
d(X) if Y ≃ TX
,
[hX , [Y ]] = − [[Y ],hX ] = −(hX ,hY )[Y ],
[hX ,hY ] = 0
endow g(q−1) with the structure of a Lie algebra.
We will call this Lie algebra the Peng-Xiao Hall Lie algebra of the category A.
Let us now assume that A = Repk ~Q for ~Q an arbitrary quiver. As usual, as soon
as ~Q is not of finite type, the Hall Lie algebra is too big. Define the composition
Lie algebra LC(A)(q−1) as the subalgebra of g(A)(q−1) generated by the elements
{[S], [TS]} where S runs among all simple objects of A. To define a generic form of
LC(A)(q−1), defined over Z or C, we consider the product over all finite extensions
E ⊇ Fq
Π =
∏
E
g(AE)(|E|−1)
and let LC(A) be the Z-Lie subalgebra of Π generated by elements {[SE], [TSE]},
where S again runs over all simple objects of A. This is a free Z-module.
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Theorem 5.16 (Peng-Xiao, [PX2]). The Lie algebra LC(A)⊗Z C is isomorphic to
the Kac-Moody algebra g′ associated to the quiver ~Q.
Remarks 5.17. i) One may alternatively define LC(A)(q−1) as the Lie subalgebra
generated by the classes of all exceptional indecomposable objects in A (recall that
an object M is called exceptional if Ext1(M,M) = {0}). This definition has the
advantage of being absolutely intrinsic to the 2-periodic derived categoryDb(A)/T 2
(i.e. independent of the choice of an abelian subcategory A).
ii) The Hall Lie algebra g(A)(q−1) and the spherical Lie algebra LC(A)(q−1) of
the category A = Coh(Xp,λ) of coherent sheaves on a weighted projective line
have been studied in [CB2] and are strongly related to loop algebras Lg of star-
shaped Kac-Moody algebras, as one can expect given the results of Section 4.6. The
spherical Lie algebra plays a key role in Crawley-Boevey’s proof of the important
Theorem 4.27.
iii) Using a small variant of the constructions of Peng and Xiao, Lin and Peng
consider in [LP] the composition Lie algebra in the case A = RepkΛ, where Λ is a
tubular canonical algebra, a certain finite-dimensional associative algebra of global
dimension two, which is derived equivalent to Coh(Xp,λ) for Xp,λ of elliptic type.
They show that LC(A) is isomorphic to an elliptic Lie algebra Eg of type D4, E6, E7
or E8. This result, which appeared at the same time as and independently of [S3],
is another illustration of the principle according to which the Hall algebras of two
derived equivalent categories have isomorphic “doubles”.
5.6. Kapranov and Toe¨n’s derived Hall algebras.
The work of Peng and Xiao associates to the 2-periodic derived categoryDb(A)/T 2
of any finitary category of finite global dimension A a Lie algebra. If instead of the
2-periodic derived category one considers the whole derived category Db(A) then
it is possible to define an associative algebra, very reminiscent of Hall algebras, and
which is an invariant of the derived category. This is done by Kapranov when A is
hereditary and by Toe¨n for any abelian category A of finite global dimension (the
two constructions are closely related but not equivalent). We briefly present these
and refer the reader to [K3] and [T] for details :
Let A be a finitary, hereditary category, and let HA and H˜A be the Hall algebra
and extended Hall algebra of A. Kapranov’s idea is to associate to Db(A) a kind
of “universal covering of the Drinfeld double” of A˜, in the same way as one would
like to associate to the 2-periodic derived category Db(A)/T 2 the Drinfeld double
of H˜A.
If M•, N•, R• are objects of Db(A) we let W (M•, N•;R•) stand for the set of
exact triangles
(f, g, h) : N•
f // R•
g // M•
h // N•[1]
and put
FR
•
M•,N• =
|W (M•, N•;R•)|
|Aut(M•)| · |Aut(N•)|
.
By definition, the Lattice algebra L(A) is the associative C-algebra generated by
elements [M ](i) for M ∈ Ob(A)/ ∼ and i ∈ Z, and kα for α ∈ K(A), subject to
the following set of relations :
kαkβ = kα+β ,
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kα[M ]
(i)k−1α = (α,M)
(−1)i [M ](i),
[M ](i)[N ](i) = 〈M,N〉
∑
R∈Ob(A)
FRM,N [R]
(i),
[M ](i)[N ](i+1) =
∑
P,Q
〈M − P,N −Q〉F
P [1]⊕Q
M [1],N k
(−1)i
M−P [Q]
(i+1)[P ](i),
[M ](i)[N ](j) = (M,N)(−1)
i−j(i−j+1)[N ](j)[M ](i) if |i− j| ≥ 2.
From the definitions, it is clear that the assignement [M ](i) 7→ [M ](i+1),kα 7→
k−1α gives rise to an automorphism Σ : L(A)
∼
→ L(A).
Proposition 5.18 (Kapranov, [K3]). Let K be the subalgebra generated by elements
kα for α ∈ K(A), and let L(i)(A) be the subalgebra of L(A) generated by [M ](i)
for M ∈ Ob(A)/ . Then L(i)(A) is isomorphic to the Hall algebra HA and the
multiplication map
K⊗
~⊗
L(i)(A)→ L(A)
is an isomorphism of vector spaces.
In the above, ~
⊗
L(i)(A) stands for the direct sum of all finite tensor products
L(n1)(A) ⊗ · · · ⊗ L(nr)(A) for n1 > n2 · · · . Hence L(A) is made up of infinitely
many copies of the Hall algebra HA, one for each abelian subcategory A[i] for
i ∈ Z. Moreover, the Hall algebras associated to categories A[i] and A[j] with
|i − j| ≥ 2 (so that A[i] and A[j] are orthogonal) essentially commute with each
other.
The important point concerning the above algebraic construction is its invariance
under derived equivalences :
Theorem 5.19 (Kapranov, [K3]). Let B be another finitary hereditary category
and let F : Db(B)
∼
→ Db(A) be a derived equivalence. Then the correspondence
[M ](i) 7→ Σi[F (M)], kβ 7→ kF (β)
extends to an isomorphism of algebras, where if F (M) = · · · → Ni → Ni+1 → · · ·
is a complex of objects of A then [F (M)] := ~
∏
i[H
i(F (M))](−i).
Let us now turn to the constructions of Toe¨n. Here, we let A be an abelian
category satisfying the following finiteness conditions :
i) A is of finite global dimension.
ii) For any two objects M,N ∈ Ob(A) and i ≥ 0 we have |Exti(M,N)| <∞.
Let X denote the set of objects of Db(A), up to quasi-isomorphism, and let
HDb(A) be the free C-vector space with basis [M ],M ∈ X . Toe¨n found in [T] the
right way to “count distinguished triangles” in order to endow HDb(A) with the
structure of an associative algebra.
Let as before W (M•, N•;R•) stand for the set of all distinguished triangles
(f, g, h) : N•
f // R•
g // M•
h // N•[1]
and let (N•, R•)M• be the set of orbits of W (M
•, N•;R•) under the action of
Aut(M•). We define
gR
•
M•,N• =
|(N•, R•)M• |
|Aut(N•)|
·
∏
i>0
|Hom(N•[i], R•)|(−1)
i
|Hom(N•[i], N•)|(−1)i
.
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Theorem 5.20 (Toe¨n, [T]). The following defines on the vector space HDb(A) the
structure of an associative algebra :
[M•] · [N•] =
∑
R•
gR
•
M•,N• [R
•].
Of course, since HDb(A) is defined directly in terms of D
b(A) without any refer-
ence to the abelian category A itself, it is perfectly invariant under derived equiv-
alences. In addition, it is clear that HDb(A) contains the usual Hall algebra HA
(where we ignore the twist by the Euler form 〈 , 〉) of the abelian category A. The
same holds for the Hall algebra of the heart of any t-structure on Db(A).
Remarks 5.21. i) The definition of the derived Hall algebra HDb(A) makes sense
and is valid for an arbitrary finitary triangulated category of left-finite homological
dimension, that is such that Hom(M [i], N) is finite for all objects M and N and
zero (for fixed M and N) whenever i ≫ 0. Toe¨n’s approach makes use of homo-
topy theory and dg-categories techniques; a proof of Theorem 5.20 entirely in the
language of triangulated categories can be found in [XX].
ii) Both Kapranov’s lattice algebra and Toe¨n’s derived Hall algebra are related not
to quantum groups but rather to “universal coverings” of quantum groups (see [K3]
for a precise definition).
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Windows.
To bring these notes to a conclusion, let us briefly mention some possible direc-
tions for future research.
Hereditary categories, up to derived equivalences. As these notes hope to show, the
Hall algebras of the categories of representations of quivers, of coherent sheaves on
weighted projective lines and of coherent sheaves on elliptic curves are now rather
well understood (a more honest statement would be that the composition algebras of
these categories are rather well understood). If one believes the various conjectures
made in Section 5.3. then the same could be said of any hereditary category which
is derived equivalent to one of the above. A deep theorem of Happel [H2] and
Happel-Reiten [HR] gives a complete classification, up to derived equivalence of
hereditary k-linear categories containing a tilting object, for an arbitrary field k.
For k algebraically closed, these are precisely the categories Repk ~Q and Coh(Xp,λ)
studied in Lectures 3 and 4. For k a finite field, one has to consider in addition
species (equivalently, quivers with automorphisms), and an analogue of species for
weighted projective lines. It would be interesting to compute the Hall algebras of
these variants of weighted projective lines, in the hope of obtaining in this fashion
certain loop algebras of non simply laced Kac-Moody algebras.
The situation for hereditary categories which do not possess a tilting object is
much more mysterious : only the limiting case of an elliptic curve is known. Unrav-
eling the structure of the Hall algebra of higher genus curves (possibly weighted)
seems like an important problem (see Section 4.11., and Section 2.5. for the relation
to number theory and automorphic forms). By Happel’s theorem, we may represent
the set of hereditary categories, up to derived equivalence, in the following way :
Repk ~Q
finite type Repk ~Q
tame type
Repk ~Q
wild type
Coh(Xp,λ)
parabolic type
=
Coh(Xp,λ)
elliptic type
Coh(Xp,λ)
hyperbolic type
t Coh(X), X elliptic curve
t tt t@
Coh(X), higher genus
curves
Higher dimensional varieties–derived setting. These notes are almost entirely de-
voted to the problem of describing the Hall algebras of hereditary categories, but
the definition of the Hall algebra (as an algebra) is valid for any finitary category.
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Up to our knowledge, except for the work of Lin and Peng [LP] which deals with
certain categories of global dimension two which are derived equivalent to heredi-
tary categories, not a single example of a Hall algebra of a category of higher global
dimension has been computed. The first geometric example which comes to mind
is that of Coh(P2). Of course, it is necessary to restrict oneself to a well-chosen
‘spherical’ subalgebra CP2 ⊂ HP2– one could take for instance the subalgebra gen-
erated by elements 1r,d,c, sum over all sheaves of rank r, degree d and first/second
Chern class c, for all values of r, d and c– but there may be other choices as well
(taking into account the singularities of the moduli spaces in question, for instance).
Moreover, since there is no more reason to expect that CP2 is half of something
interesting, it is probably better to consider the Hall algebra of Db(Coh(P2)), in
Toe¨n’s version (Section 5.5.) or in Peng and Xiao’s version (Section 5.4.). Finally,
there is another crucial difference with the one dimensional situation: the moduli
spaces of objects in a category of global dimension > 1 tend to be intrinsically
singular; this has to be taken into account one way or another.
Singular curves– derived setting. What about Hall algebras of singular curves, for
example a reducible curve xy = 0 or a nodal curve ? The category Coh(X) for X
a singular curve is of infinite global dimension, and it seems more natural to study
its Hall algebra in the derived setting than in the abelian setting. When X is a
rational curve with simple double points or transversal intersections, Burban and
Drozd have given a classification of indecomposable objects of Db(Coh(X)) (see
[BD]). Of course, when X is reducible, the Hall algebra of Coh(X) contains as a
subalgebra the Hall algebra of Coh(Z) for any irreducible component Z of X , but
it is the relation between these subalgebras which remains to be understood.
The χ-Hall algebra. Lusztig introduced in [L7] a variant of the Hall algebra, in
which one replaces the number PRM,N of subojects of an object R of type N and
cotype M by the Euler characteristic χ(VRM,N ) of the (constructible) space of all
such subobjects. Of course, one needs to prove the existence of a well-behaved
space χ(VRM,N ) parametrizing such subojects (this is easy to do for categories of
modules over a finite-dimensional algebra, or for categories of coherent sheaves on
a projective curve). When applied to the category Repk ~Q for some quiver ~Q one
obtains in this way the classical (i.e. non quantum) enveloping algebraU(b′+). The
case of the categories Coh(X) for X a weighted projective line hasn’t been treated
but it is highly likely that one obtains U(Lb+). Recently, Xiao, Xu and Zhang
have given the definition of the χ-Hall Lie algebra of a triangulated category of
arbitrary finite global dimension (see [XXZ]). For higher dimensional varieties such
as A = Coh(P2) or for singular curves this Lie algebra might be easier to study
than Peng and Xiao’s Hall Lie algebra (Section 5.4.). The χ-Hall algebra appears
in recent work of Joyce [J2] and Bridgeland-Toledano-Laredo [BTL].
Kapranov’s Hall category. Let A be a finitary category. Let Aiso be the abelian
category whose objects are the objects of A and whose morphisms are the iso-
morphisms in A. Following Kapranov [K4], one may consider the category HA of
functors F : A → V ecFq for which F (M) = {0} for almost all M . This category is
equipped with a monoidal structure, defined as follows :
(F ⊙G)(M) =
⊕
N⊂M
F (M/N)⊗G(N).
For instance, in the simplest case A = Fq, an object of HA is given by a collection
of representations of GL(n,Fq) for n ∈ N (the images of the vectors spaces kn for
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n ∈ N ). The monoidal structure is given by the parabolic induction functor : if
F ∈ Obj(HA) corresponds to a representation V of GL(n,Fq) and G ∈ Obj(HA)
corresponds to a representationW of GL(m,Fq) then F⊙G is associated to the rep-
resentation Ind
GL(m+n)
P (n,m) (V ⊗W ), where P (n,m) is the maximal parabolic subgroup
of GL(m+ n) of type n,m.
This definition is clearly a “categorification” of the notion of a Hall algebra : the
space of functions Obj(A) → N is replaced by the space of functors A → V ecFq ,
addition is replaced by ⊕ and multiplication is replaced by ⊗. Note that for general
categories, just as the Hall algebra is not commutative, so are F ⊙ G and G ⊙ F
not isomorphic. Even when they are, i.e. when there exist functorial natural
transformations βF,G : F ⊙ G
∼
→ G ⊙ F endowing HA with the structure of a
braided monoidal category, we may have βF,G ◦ βG,F 6= Id. This is for instance the
case for A = V ecFq . Describing the Hall categories of quivers or curves seems an
intersesting and challenging problem which is, up to my knowledge, still untouched.
Hall algebras and cluster algebras. Fomin and Zelevinsky introduced around the
year 2000 a fundamental new class of (commutative) algebras associated to an an-
tisymmetric square matrix, [FZ]. Such a matrix may also be constructed from a
graph or from a quiver ~Q. When the quiver ~Q is a Dynkin diagram of finite type,
the structure constants of the associated cluster algebra A~Q are shown in [CC] to be
some kind of Hall numbers (evaluated at q = 1), not for the category of representa-
tions Repk ~Q but rather for the so-called cluster category C ~Q = D
b(Repk ~Q)/τ
−1◦[1].
Here τ is the Auslander-Reiten transform on Db(Repk ~Q) and [1] is the shift functor.
Note that C ~Q is not abelian, but it is still triangulated. Its indecomposable objects
are in natural bijection with a set of generators for A~Q. This makes it tempting to
try to realize A~Q as some sort of “Hall algebra” (at q = 1) of C ~Q. We refer to the
paper [CK] for more in this direction, and for some important applications to the
structure theory of cluster algebras.
Lusztig and Nakajima quiver varieties. The theory of Hall algebras of quivers
finds a very natural and important continuation in the work of Lusztig (see e.g.
[L8]) and Nakajima (see [N1]), among others. By considering a convolution-like
product on various spaces of functions on the cotangent bundle to the “moduli
space” X of objects in Repk ~Q Nakajima and Lusztig realize directly the whole
enveloping algebra U(g) as well as all the integrable highest weight representations
of g. Generalizing this theory to other abelian categories (such as Coh(X) for
smooth projective curves or Coh(Xp,λ) for weighted projective lines), or even for
an arbitrary abelian or triangulated category of finite global dimension seems very
interesting and very promising (and most likely very difficult). The companion
survey [S5] gives an exposition of Lusztig’s theory.
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Appendix.
A.1. Simple Lie algebras.
We will only consider Lie algebras over C. An excellent reference for all the results
quoted below is [S7]. Let g be a finite-dimensional simple Lie algebra, (i.e. a Lie
algebra which has no nontrivial ideals). To unravel the structure of g we consider
the adjoint representation :
g → End(g)
x 7→ adx : (y 7→ [x, y])
Recall that an element x ∈ g is semisimple if adx is a semisimple (diagonalizable)
operator in g. A Cartan subalgebra is a maximal commutative subalgebra h ⊂ g
consisting of semisimple elements. There are many such subalgebras, but they
are all conjugate under the action of Aut(g). Any element h ∈ h gives rise to
a decomposition of g into adh-eigenspaces, and since h is commutative there is a
simultaneous decomposition g =
⊕
α∈h∗ gα where
gα = {x ∈ g | [h, x] = α(h)x for all h ∈ h}.
Of course since g is finite-dimensional the spaces gα are zero for all but finitely
many values of α ∈ h∗. A nonzero element α ∈ h∗ such that gα 6= {0} is called a
root of g and the set of roots ∆ = {α ∈ h∗\{0} | gα 6= {0}} is called the root system
of g (relative to h). The Z-span Q =
∑
Zα of the roots is the root lattice of g.
Finally, h is equipped with a natural symmetric bilinear form defined by (h, h′) =
TrEnd g(adhadh′) called the Cartan-Killing form. This form is nondegenerate, and
it therefore induces a form ( , ) on h∗, also called the Cartan-Killing form.
Theorem A.1. The following hold :
i) We have g0 = h and dim(gα) = 1 if α ∈ ∆,
ii) ∆ spans h∗ and if x ∈ ∆ then −x ∈ ∆,
iii) There exists a real structure h∗R ⊂ h
∗ such that ∆ ⊂ h∗R, and the restriction
of the Cartan-Killing form to h∗R is positive definite.
The Jacobi identity implies that [gα, gβ] ⊂ gα+β . In other words, g is graded by
∆ and by property i) above, the decomposition
g = h⊕
⊕
α∈∆
gα
gives an accurate “skeleton” of g.
Example A.2. Let us first consider the case of g = sln(C). For h we may take the
space of all traceless diagonal matrices
h =


d1 0 · · · 0
0 d2 · · · 0
...
...
. . .
...
0 0 · · · dn
 , ∑
i
di = 0
 .
Let ǫi be the linear form on h such that ǫi(Diag(d1, . . . , dn)) = di. We have
h∗ =
⊕
i Cǫi/C · (
∑
ǫi). The root system and root spaces are given by
∆ = {ǫi − ǫj | i 6= j}, gǫi−ǫj = CEij ,
where Eij denotes the elementary matrix. The Cartan form on h
∗ is simply given
by (
∑
uiǫi,
∑
viǫi) =
∑
uivi and we may take hR =
∑
i,j R(ǫi − ǫj).
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For instance for n = 2, we have h∗ ≃ C, and ∆ = {α,−α} where α = ǫ1 − ǫ2 :
∆ = t t−α α
while for n = 3 and taking into account the Cartan form on h∗, the root system
may be depicted as follows :
∆ = t t
t
t
t
t
ǫ3 − ǫ2 ǫ2 − ǫ3
ǫ1 − ǫ2
ǫ3 − ǫ1
ǫ1 − ǫ3
ǫ2 − ǫ1
J
J
J
J
J
J
J
J
J

















△
Example A.3. Let us now consider the case of g = so2n(C) (for n ≥ 3), which we
view as the set of all matrices
so2n =
{(
X Y
Z −Xt
)
| X,Y, Z ∈ gln(C), Y
t = −Y, Zt = −Z
}
(this is equivalent to the usual definition as traceless antisymmetric matrices). We
may take
h =


d1 0 · · · 0
0 d2 · · · 0
...
...
. . .
...
0 0 · · · dn
 , di+n = −di
 .
Then h∗ =
⊕n
i=1 Cǫi where ǫi(Diag(d1, . . . , dn)) = di. The root system and root
spaces are now
∆ = {±ǫi ± ǫj | i < j},
gǫi−ǫj = C(Eij − En+j,n+i), gǫi+ǫj = C(Ei,n+j − Ej,n+i),
g−ǫi−ǫj = C(En+i,j − En+j,i).
The Cartan form on h∗ is again given by (
∑
uiǫi,
∑
viǫi) =
∑
uivi and we may
take hR =
∑
iRǫi.
△
As the above examples suggest, the set ∆ has a large group of symmetries. Let
W ⊂ Aut(h∗) be the group generated by the set of orthogonal reflections sα with
respect to the hyperplanes perpendicular to the roots :
sα ∈ Aut(h
∗), sα(x) = x− 2
(α, x)
(α, α)
α.
This group is called the Weyl group of g.
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Proposition A.4. (Weyl). The group W is finite and preserves the root system
∆.
Morally, the Weyl group is the group of symmetries of g (although the action on
∆ doesn’t directly lift to an action on g).
Quite remarkably, it turns out that the data of h∗ equipped with the Cartan-
Killing form and with the root system ∆ ⊂ h∗ completely characterizes the Lie
algebra g. In fact, as we will explain below, starting from this data, one can write
down a rather simple presentation of g by generators and relations.
To see how this is done, let us try to find a minimal system of Lie algebra
generators for g. Since [gα, gβ] ⊂ gα+β , the picture of the root system suggests the
following method : pick any hyperplane H ⊂ h∗R which does not contain any root
and call h∗+, h
∗
− the two half-spaces delimited by H . This divides the root system
∆ into positive and negative halves ∆ = ∆+ ⊔ ∆−, corresponding to nilpotent
subalgebras
n+ =
⊕
α∈∆+
gα, n− =
⊕
α∈∆−
gα
of g. Now choose a root α1 ∈ ∆+ closest to H , then a root α2 next closest to H ,
and so on, and stop as soon as ∆+ ⊂ Nα1 + Nα2 · · ·+ Nαr.
Proposition A.5. (Cartan). The roots α1, . . . αr are linearly independent and span
h∗. In particular, r = dim h. Moreover gα1 , . . . , gαr generate n+ as a Lie algebra.
The roots {α1, . . . , αr} are the (positive) simple roots. It is important to note
that this (and hence also n+, n−) depends on the choice of H . Obviously, if w ∈ W
then the set of simple roots relative to w ·H is {wα1, . . . , wαr}. In fact,
Proposition A.6. (Weyl). The Weyl group W acts simply transitively on the
collection of sets of simple roots.
Any root α ∈ ∆+ may be written as a positive sum α =
∑
i niαi with ni ∈ N.
Moreover, there is a unique root α ∈ ∆+ for which
∑
ni is maximal, called the
highest root and denoted θ.
Example A.7. Let us go back to Example A.2. In that situation, it is easy to
check that the reflection sǫi−ǫj acts on ∆ by permutation of the indices i and j.
The Weyl group is thus canonically identified with the symmetric group Sn.
The collection Π = {ǫi − ǫi+1 |i = 1, . . . n− 1} is a set of simple roots, and the
corresponding nilpotent subalgebra is simply the space of upper triangular matrices.
Setting αi = ǫi − ǫi+1, we see that the set of positive roots is
∆+ = {αi + αi+1 + · · ·+ αj |i ≤ j}
and the highest root is θ = α1 + · · ·+ αn−1.
This is by no means the only choice for Π. For instance, for n = 3, and for the
choice of hyperplane H below, the set of simple roots is Π = {ǫ1− ǫ3, ǫ2− ǫ1}, and
the highest root is ǫ2 − ǫ3.
t t
t
t
tg
tg
ǫ3 − ǫ2 ǫ2 − ǫ3
ǫ1 − ǫ2
−
ǫ1 − ǫ3
−
J
J
J
J
J
J
J
J
J


























H
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Here there are all together 6 possible choices of sets of simple roots, one for each
region of h∗ cut out by the lines generated by the roots. △
Example A.8. Let us turn to Example A.3. The collection
Π = {ǫi − ǫi+1 | i < n} ∪ {ǫn−1 + ǫn}
is a set of simple roots. If we set αi = ǫi − ǫi+1 for i < n and αn = ǫn−1 + ǫn then
the set of positive roots is
∆+ ={αi + αi+1 + · · ·+ αj | i ≤ j < n} ∪ {αi + · · ·+ αn−2 + αn | i ≤ n− 2} ∪ {αn}
∪ {αi + · · ·+ αn−2 + αn−1 + αn | i ≤ n− 2}
∪ {{αi + · · ·+ 2αn−2 + αn | i < n− 2}.
As for the Weyl group is a little bit more complicated to describe. Any w ∈ W
induces a permutation of the indices {1, . . . , n}, but also changes the signs. As an
abstract group, W is an extension
1 // (Z/2Z)n−1 // W // Sn // 1
△
Let us fix one choice of simple roots Π = {αi | i = 1, . . . , r}, and pick for each
i a nontrivial vector ei ∈ gαi . Set hi = [gαi , g−αi ] ⊂ h. It is known that hi is
nonzero (hence of dimension one since gαi and g−αi are both of dimension one),
that h =
⊕
i hi, and that there exists a unique hi ∈ hi such that αi(hi) = 2. Let
fi be the unique vector of g−αi satisfying [ei, fi] = hi. Observe that since αi − αj
cannot be a root if i 6= j, we have [ei, fj ] = 0 for i 6= j.
Set aij = αi(hj) and put these numbers in a matrix A = (aij)
r
i,j=1 (the Cartan
matrix of g). By construction, we have aii = 2 for all i. One shows that the coeffi-
cients of A are integers, and that any off-diagonal entry aij , i 6= j is nonpositive.
To sum up, we have that g is generated by {ei, hi, fi | i = 1, . . . , r} and that
these satisfy the following set of relations :
(6.1) ∀ i, j,

[hi, hj] = 0
[hi, ej] = ajiej
[hi, fj] = −ajifj
[ei, fj ] = δijhi
It is clear that this set of relations is not enough; for instance the {ej}’s should
generate n+ which is finite-dimensional, hence they should satisfy some relation
between themselves. So the question arises as to which new relations one should
add to get a presentation of g. There is an abstract answer given by :
Proposition A.9. Let A be the Cartan matrix of some simple Lie algebra, and
let g˜ be the Lie algebra generated by elements {ei, hi, fi | i = 1, . . . , r} subject to
the relations (6.1). Then there exists a unique maximal ideal I of g˜ such that
I ∩ h = {0}.
As g is simple, it follows that if I is the ideal in the above Proposition, then
g ≃ g˜/I. In particular, this shows that g is completely determined by its Cartan
matrix A. As discovered by Serre, one can even spell out the extra relations to be
added :
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Theorem A.10.(Serre).The simple Lie algebra g is isomorphic to the Lie algebra
generated by elements {ei, hi, fi | i = 1, . . . , r} subject to (6.1) together with
(6.2) ∀ i, j,
{
ad1−aij (ei)(ej) = 0
ad1−aij (fi)(fj) = 0
These new relations are called the Serre relations. The ony question that now
remains is : which are the possible values for the Cartan matrix A ? This is
answered by the following Theorem :
Theorem A.11. (Cartan). An irreducible matrix A = (aij)
r
i,j=1 with integer co-
efficients is the Cartan matrix of a simple Lie algebra if and only if the following
hold :
(6.3) aii = 2, aij ≤ 0 if i 6= j, aij = 0⇒ aji = 0,
and A is positive definite.
By irreducible matrix, we mean a matrix which cannot be decomposed as a
block diagonal matrix in a nontrivial way. The set of all matrices A satisfying the
conditions in the above Theorem is well-known. To describe this classification, it
is most convenient to “encode” the Cartan matrix A into a Dynkin diagram. This
is done as follows : to each simple root αi is associated a vertex i, and two vertices
i, j are connected by max{|aij |, |aji|} edges. In case |aij | 6= |aji| the integers |aij |
and |aji| are written on top of the vertices i and j respectively.
Theorem A.12. (Cartan). The set of Cartan matrices of simple Lie algebras
correspond to the following Dynkin diagrams :
Ar :
d d d d
Br :
d d d d1 2
Cr :
d d d d2 1
Dr :
d d d
d
d



Q
Q
Q
E6 :
d d d d d
d
E7 :
d d d d d d
d
E8 :
d d d d d d
d
d
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F4 :
d d d d1 2
G2 :
d d1 3
The index r in the diagram Xr indicates the number of vertices, (the rank of the
corresponding Lie algebra). The above Dynkin diagrams are sometimes refered to
as finite type Dynkin diagram. The examples sln(C) and so2n(C) are of type An−1
and Dn respectively. The Dynkin diagrams corresponding to symmetric Cartan
matrices (i.e. those without any number on top of vertices) are called simply laced.
They are the types Ar, Dr, E6, E7 and E8.
A.2. Kac-Moody algebras.
These are infinite-dimensional generalizations of the simple Lie algebras described
in the previous Section, introduced independently by Kac and Moody in the late
60’s. A standard reference here is [K1]. For simplification, we will only be con-
cerned with symmetric (simply-laced) Kac-Moody algebras, which are the ones
most relevant for us.
The idea is to start with an irreducible, symmetric “generalized Cartan matrix”
A = (aij) with integer coefficients, which is only subject to the conditions (6.3),
namely
aii = 2, aij ≤ 0 if i 6= j, aij = aji.
A realization of A consists of a pair of vector spaces h and h∗ in duality, sets of
vectors Π = {α1, . . . , αr} ⊂ h∗ and Π∨ = {h1, . . . , hr} ⊂ h satisfying the following
conditions : both Π and Π∨ are linearly independent, dim(h) = 2r− rank(A), and
αi(hj) = aji for all i, j = 1, . . . , r.
Any two realizations are isomorphic.
Let g˜ be the Lie algebra generated by elements {ei, fi, h | i = 1, . . . , r, h ∈ h}
subject to relations :
(6.4) ∀ i, j, and h ∈ h,

[h, h′] = 0
[h, ej] = αj(h)ej
[h, fj] = −αj(h)fj
[ei, fj ] = δijhi
Proposition A.9 is still valid in this context, that is, there exists a unique maximal
ideal I of g˜ such that I∩h = {0}. The Kac-Moody algebra associated to A is defined
to be g = g˜/I. Perhaps more surprisingly, the analogue of Serre’s Theorem A.10
also holds, though the proof is rather difficult :
Theorem A.13. (Gabber-Kac) The Kac-Moody Lie algebra g associated to A is
isomorphic to the Lie algebra generated by elements {ei, fi, h | i = 1, . . . , r, h ∈ h}
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subject to the relations
[h, h′] = 0
[h, ej] = αj(h)ej
[h, fj] = −αj(h)fj
[ei, fj ] = δijhi
ad1−aij (ei)(ej) = 0
ad1−aij (fi)(fj) = 0
(6.5)
for all i, j = 1, . . . , r and h, h′ ∈ h.
Remark A.14. When A is nondegenerate, h =
⊕
iChi, h
∗ =
⊕
i Cαi and relations
(6.4) coincide with (6.1). In general, it is necessary to introduce a realization of
A (rather than setting directly h =
⊕
i Chi) in order to have a reasonable weight
theory.
Much of the structure of simple Lie algebras can be extended by analogy to the
Kac-Moody setting. The Cartan subalgebra h still acts semisimply on g, and we
define the root system to be
∆ = {α ∈ h∗ | gα 6= {0}}.
The set ∆ comes with a canonical polarization ∆ = ∆+ ⊔ ∆− where ∆± = ∆ ∩
±
(⊕
Nαi
)
and −∆+ = ∆−. At the level of Lie algebras, this corresponds to a
splitting g = n−⊕ h⊕ n+, where n+ (resp. (n−) is the subalgebra generated by the
eis (resp. by the fis). The root lattice is Q =
⊕
i Zαi ⊂ h
∗.
Next, let ( , ) be a nondegenerate bilinear form on h satisfying (hi, h
′) = αi(h
′)
for i = 1, . . . , r (again, there is a unique such form up to isomorphism), and let
( , ) be the induced form on h∗. These are analogues of Cartan-Killing forms. By
construction, we have
(αi, αj) = aij , for i, j = 1, . . . , r.
We define the Weyl group W of g to be the subgroup of Aut(h∗) generated by the
simple reflections si where
si : x 7→ x− (αi, x)αi.
The Weyl group preserves the set ∆ and is, by construction, orthogonal with respect
to ( , ).
Although, as we have said, Kac-Moody algebras ressemble their finite-dimensional
cousins in more than one way, there are still several important differences which
we would like to insist upon. Let g be a Kac-Moody algebra which is not a finite-
dimensional simple Lie algebra (i.e. A is not positive definite). Then :
i) dim g =∞ and W is an infinite group,
ii) Not every root α ∈ ∆ is W -conjugate to one of the simple roots α1, . . . , αr,
iii) There may be roots α ∈ ∆ with dim gα > 1.
A root belonging to W · Π is called real and obviously satisfies dim gα = 1.
A root which is not real is called imaginary, and may have higher multiplicity. In
fact, determining the imaginary roots and their multiplicities of a given Kac-Moody
algebra is a central, difficult, and very much open problem in the theory. It is known
that α ∈ ∆ is real if (α, α) = 2 and imaginary if (α, α) ≤ 0.
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There is a last fundamental difference between simple Lie algebras and Kac-
Moody Lie algebras, which will is crucial for us in these notes. Call a subalgebra
b = h ⊕ n of g a Borel subalgebra if n =
⊕
α∈Ψ+
gα and Ψ+ is a “half” of ∆, i.e.
∆ = Ψ+ ∪ −Ψ+ while Ψ+ ∩−Ψ+ = ∅.
iv) There may be Borel subalgebras b not conjugate to either of the standard
Borel subalgebras b+ = h⊕ n+ or b− = h⊕ n−.
Example A.15. Let us describe what is probably the most important class of
(symmetric) Kac-Moody algebras besides the simple Lie algebras. These are the
so-called affine Lie algebras, or affine Kac-Moody Lie algebras, and correspond to
generalized Cartan matrices A which are positive semi-definite and have corank
equal to one. One shows that the associated Dynkin diagrams (the simply laced
affine Dynkin diagrams) are as follows :
A
(1)
r :
d



 PPPPPPPPPd d d d
D
(1)
r :
d
d
Q
Q
Q



d d
d
d



Q
Q
Q
E
(1)
6 :
d d d dd
d
d


HHH


HHH
E
(1)
7 :
d d d d d d
d
d
E
(1)
8 :
d d d d d d
d
d d
Each of the above extended Dynkin diagram is obtained by adding one node
to a (simply laced) Dynkin diagram of finite type. Traditionally, the simple root
corresponding to this new node is called α0, and the new generators are called
e0, h0 and f0. Let X
(1)
n be one of the diagrams above. It is customary to denote
the corresponding affine Lie algebra by ĝ, where g is the simple Lie algebra of type
Xn. A special feature of this Kac-Moody Lie algebra is that it has a very concrete
realization in terms of the loop algebra Lg = g ⊗ C[t, t−1] of g. We first consider
the universal central extension
0 // Cc // ĝ′ // Lg // 0,
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of Lg. As a vector space, we have ĝ′ = (g⊗C[t, t−1])⊕Cc and the Lie brackets are
given by {
c is central ,
[x⊗ tn, y ⊗ tm] = [x, y]⊗ tn+m + δn,−m(x, y)nc.
The affine Lie algebra is obtained as a further one-dimensional extension
ĝ = Lg⊕ Cc⊕ C∂,
where [∂, c] = 0 and ∂ acts on a loop x⊗ tn via the derivation t ∂∂t , i.e.
[∂, x⊗ tn] = nx⊗ tn.
The Cartan subalgebra of ĝ is ĥ = h⊕Cc⊕C∂ and its dual is ĥ∗ = h∗⊕Cδ+CΛ0,
where
h⊥ = Cδ ⊕ CΛ0, 〈δ, ∂〉 = 〈Λ0, c〉 = 1, 〈Λ0, ∂〉 = 〈δ, c〉 = 0.
With these notations, we have α0 = δ − θ.
The expression for the generators in this presentation are
ei, fi, hi 7→ ei, fi, hi ∈ g ⊂ Lg if i ≥ 1,
e0 = fθ ⊗ t, f0 = eθ ⊗ t
−1, h0 = c− hθ,
where eθ ∈ gθ is a vector of highest weight, fθ ∈ g−θ is such that (eθ, fθ) = 1, and
hθ = [eθ, fθ].
Finally, let us look at the root system of ĝ. Using the formula for e0, f0 and the
expression of α0 in terms of δ, it is easy to see that the weight of an element x⊗ tn
with x ∈ gα is α+ nδ. Hence, the root system is
∆̂ = {∆⊕ Zδ} ∪ Z∗δ,
where ∆ is the root system of g. We have
ĝα+nδ = gα ⊗ t
n, ĝnδ = h⊗ t
n.
In particular, the weights nδ for n 6= 0 are of multiplicity dim h = rank(g). These
roots are precisely the imaginary roots of ĝ.
We illustrate this for g = sl2 by giving a picture of the root system :
∆̂ =
rr
rr
r
··
·
··
·
··
·
··
·
··
·
··
·
rr
rr
r
rr
rr
−α α
δ
−δ
As an example supporting point iv) of the discussion concerning the differences
between simple and Kac-Moody Lie algebras, consider the standard set of positive
roots ∆+, which lie inside the (infinite) surrounded region below
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rr
rr
r
··
·
··
·
··
·
··
·
··
·
··
·
rr
rr
r
rr
rr
−α α
δ
−δ
and which corresponds to the standard Borel subalgebra
b̂+ = (sl2 ⊗ tC[t])⊕ Ceα ⊕ ĥ;
and the “nonstandard” positive roots system Φ+ lying at the right of the line below
rr
rr
r
··
·
··
·
··
·
··
·
··
·
··
·
rr
rr
r
rr
rr
−α α
δ
−δ
which corresponds to a nonstandard Borel subalgebra
b̂ = (eα ⊗ C[t, t
−1])⊕ (h⊗ tC[t])⊕ ĥ.
It is clear that b̂ is not conugate to b̂± under the affine Weyl group Ŵ since b̂± is
finitely generated whereas (by weight considerations) b̂ is not.
A.3. Enveloping algebras.
From any associative algebra A we may obtain a Lie algebra (A, [ , ]) by simply
setting [x, y] = xy − yx for x, y ∈ A. The enveloping Lie algebra construction goes
in the other direction : it associates to any Lie algebra g an associative algebra
U(g) which has the “same” representation theory.
Let g be a Lie algebra. Recall that representation of g is a pair (V, ρ) where V
is a vector space and ρ : g → (End(V ), [ , ]) is a Lie algebra map. The universal
enveloping algebra of g is the associative algebra U(g) equipped with a Lie algebra
map i : g →֒ (U(g), [ , ]), solution to the following (universal) problem : for any
associative algebra A and any Lie algebra map ρ : g → (A, [ , ]) there exists a
unique morphism of associative algebras ψ : U(g)→ A making the diagram
g
∀ φ //
i

A
U(g)
∃ !ψ
==
{
{
{
{
commutative. By definition, any representation of g extends to a representation (as
associative algebra) of U(g). Vice versa, any representation of U(g) restricts to a
representation of g so that g and U(g) indeed have the same representations.
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In addition to the universal property, there is also an explicit construction of the
enveloping algebra U(g) : it is the quotient of the tensor algebra
T (g) = C⊕
⊕
l≥1
g⊗l
by the two-sided ideal generated by elements xy − yx− [x, y] for x, y ∈ g. In other
words, it is the unital associative algebra generated by elements of g subject only
to the relations
(6.6) xy − yx = [x, y] for x, y ∈ g.
Let us fix a basis x1, x2, . . . of g. Intuitively, relations (6.6) allow to “reorder”
any product of the xi’s so that all x1 appear before all x2, and so on. This is made
precise by the following result, known as the Poincare´-Birkhoff-Witt (or simply
PBW) Theorem :
Theorem A.16. (PBW Theorem). Let g be a Lie algebra and let x1, x2, . . . be a
basis of g. Then the set
{xi1xi2 · · ·xir | r ≥ 0, i1 ≤ i2 ≤ · · · ≤ ir}
forms a basis of U(g).
This shows that U(g) is always infinite-dimensional, and in fact has the same
size as the symmetric algebra on g.
Finally, any enveloping algebra has a canonical structure of a cocommutative
Hopf algebra, completely determined by the conditions
∆(x) = x⊗ 1 + 1⊗ x, S(x) = −x, ǫ(x) = 0
for x ∈ g.
Let us now assume that g is the Kac-Moody algebra associated to a symmetric
generalized Cartan matrix A = (aij)
r
i,j=1, and let (h, h
∗,Π,Π∨} be a realization
of A as in Section A.2. By the Gabber-Kac theorem, g admits a presentation by
generators {ei, fi, h | i = 1, . . . , r, h ∈ h} and relations (6.5). Then the same gener-
ators and relations give a presentation of U(g), this time viewed as an associative
algebra.
Let h, n+, n− be the Cartan subalgebra and positive, resp. negative, nilpotent
subalgebras, so that there is a decomposition g = n−⊕h⊕n+. We may consider the
enveloping algebras U(h),U(n+),U(n−) as subalgebras of U(g). Then the PBW
theorem implies that the multiplication map gives an isomorphism of vector spaces
U(n−)⊗U(h)⊗U(n+) ≃ U(g). Of course, the same is also true for any nonstandard
splitting g = n′−⊕ h⊕ n
′
+ corresponding to a nonstandard set Φ+ of positive roots,
and in fact more generally for any splitting of g as a direct sum of subalgebras.
Finally, the adjoint action of h on g naturally extends to U(g), and there is again
a weight decomposition
U(g) =
⊕
α∈Q
U(g)α,
where the weights this time belong to Q =
⊕
i Zαi. The enveloping algebras of the
standard Borel or nilpotent subalgebras have finite-dimensional weight spaces.
A.4. Quantum Kac-Moody algebras.
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The quantized enveloping algebra of a Kac-Moody algebra g is a certain defor-
mation, as a Hopf algebra, of U(g). Let again A = (aij)
r
i,j=1 be a symmetric
generalized Cartan matrix with realization (h, h∗,Π,Π∨). Let v be a formal vari-
able, and C(v) the field of rational functions in v. The book [J1] is a fine reference
here. We will use the following standard notation :
[n] =
vn − v−n
v − v−1
= v−n + v2−n + · · ·+ vn−2 + vn,
[n]! = [n] · [n− 1] · · · [2] · [1],
and [
t
r
]
=
[t]!
[r]! · [t− r]!
=
[t] · [t− 1] · · · [t− r + 1]
[2] · · · [r − 1][r]
.
Define Uv(g) to be Hopf algebra over C(v) generated by elements Ei, Fi for
i = 1, . . . , r and vh, for h ∈ h subject to the relations
vhvh
′
= vh+h
′
vhEjv
−h = vαj(h)Ej
vhFjv
−h = v−αj(h)Fj
[Ei, Fj ] = δij
vhi − v−hi
v − v−1
1−aij∑
l=0
(−1)l
[
1− aij
l
]
EliEjE
1−aij−l
i = 0
1−aij∑
l=0
(−1)l
[
1− aij
l
]
F liFjF
1−aij−l
i = 0
(6.7)
for all i, j = 1, . . . , r and h, h′ ∈ h.
The coproduct is given by the formulas
∆(vh) = vh ⊗ vh, ∆(Ei) = Ei ⊗ 1 + v
hi ⊗ Ei, ∆(Fi) = 1⊗ Fi + Fi ⊗ v
−hi ,
and the antipode is
S(vhi) = v−hi , S(Ei) = −v
−hiEi, S(Fi) = −Fiv
hi .
The relations (6.7) are a deformation of those in (6.5), and these can be obtained
back by setting v = 1. The last two relations of (6.7) are known as the quantum
Serre relations. Giving the generators Ei, Fi and v
h the weights αi,−αi and 0
respectively defines on Uv(g) a grading by the root lattice Q.
Let n±, b± be the standard nilpotent subalgebras of g. To these correspond
the subalgebras Uv(n±) of Uv(g) which are generated by {Ei | i = 1, . . . , r} or
{Fi | i = 1, . . . , r}. Similarly, to the standard Borel subalgebras b± correspond
the quantized algebras Uv(b±) generated by {Ei, vh | i = 1, . . . , r, h ∈ h} or
{Fi, vh | i = 1, . . . , r, h ∈ h}. Note that Uv(b±) are Hopf subalgebras (i.e. stable
under the comultiplication) but Uv(n±) are not.
The enveloping algebra U(g) is not commutative, but always cocommutative.
Its dual Hopf algebra (in any appropriate sense) is thus commutative, but not co-
commutative. The quantized enveloping algebra Uv(g) morally stands somewhere
in between these two : it is neither commutative nor cocommutative. Moreover, as
the following important Theorem of Drinfeld states, it is self-dual :
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Theorem A.18. There exists a unique Hopf pairing on Uv(b+) such that
(Ei, Ej) =
δij
v2 − 1
, (vh, vh
′
) = v(h,h
′), (Ei, v
h) = 0.
It is nondegenerate.
It is clear that Uv(b+) and Uv(b−) are isomorphic as algebras. Hence Uv(b+)
and Uv(b−) are put in duality with each other under the Drinfeld pairing above.
This indeed means that, in the appropriate sense, Uv(g) is self-dual. We refer to
the book [J1] for details.
Since Uv(g) is defined over the field C(v), it is not possible to specialize directly
v to any complex parameter ν ∈ C∗. To remedy this, we introduce following Lusztig
[L5] the integral form Uresv (g) of Uv(g) which is defined as the C[v, v
−1]-subalgebra
of Uv(g) generated by elements v
h for h ∈ h and the divided powers
E
(n)
i =
Eni
[n]!
, F
(n)
i =
Fni
[n]!
for i = 1, . . . , r and n ≥ 1. By a theorem of Lusztig, Uresv (g) is a C[v, v
−1]-Hopf
subalgebra of Uv(g), free as a C[v, v
−1]-module, and we have Uv(g) = U
res
v (g) ⊗
C(v). This allows us to define for any ǫ ∈ C∗ a specialization
Uǫ(g) := U
res
v (g)|v=ǫ
which is a Hopf algebra defined over C. The integral forms Uresv (n±) and U
res
v (b±)
or the specializations Uǫ(n±) and Uǫ(b±) are defined in an analogous manner.
To finish, we need to mention a slight variant of the quantized enveloping algebra
Uv(g) of a Kac-Moody algebra which often appears, and which is relevant to the
Hall algebra business. Let Uv(g
′) be the Hopf subalgebra of Uv(g) generated by
{Ei, Fi, v
±hi | i = 1, . . . , r}. Setting, as is customary, K±1i = v
±hi , we may write
the defining relations for Uv(g
′) as follows :
KiKj = KjKi
KiEjK
−1
i = v
aijEj
KiFjK
−1
i = v
−aijFj
[Ei, Fj ] = δij
Ki −K
−1
i
v − v−1
1−aij∑
l=0
(−1)l
[
1− aij
l
]
EliEjE
1−aij−l
i = 0
1−aij∑
l=0
(−1)l
[
1− aij
l
]
F liFjF
1−aij−l
i = 0
(6.8)
The coproduct and antipode read
(6.9) ∆(Ki) = Ki⊗Ki, ∆(Ei) = Ei⊗1+Ki⊗Ei, ∆(Fi) = 1⊗Fi+Fi⊗K
−1
i ,
S(Ki) = K
−1
i , S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi.
The algebra Uv(g
′) is a deformation of the derived subalgebra g′ = [g, g] =
n− ⊕
⊕
iChi ⊕ n+, and is isomorphic to Uv(g) when A is nondegenerate. It is
also useful to consider the subalgebras Uv(b
′
±) of Uv(g
′) generated by {Ei,K
±1
i }
or {Fi, k
±1
i }.
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A.5. Loop algebras of Kac-Moody algebras.
As we have seen in Example A.15., the affine Lie algebras ĝ, i.e. the first class
of Kac-Moody algebras beyond the simple Lie algebras, may be realized as the
universal central extension of the loop algebra Lg = g ⊗ C[t, t−1] of a simple Lie
algebra g. This suggests two possible generalizations.
The first one is to take an arbitrary commutative C-algebra A, a simple (simply
laced) Lie algebra g, and to consider the universal central extension gA of gA = g⊗A.
According to a theorem of Kassel [K6], gA = gA⊕Ω1A/dA where Ω1A is the space
of differentials on A and dA ⊂ Ω1A is the space of exact forms. The bracket is
given by {
Ω1A/dA is central
[x⊗ a, y ⊗ b] = [x, y]⊗ ab+ (x, y)(da)b
When A = C[t±11 , . . . , t
±1
n ] one gets the n-toroidal algebra studied by Billig [BB],
Moody [MRY] and Rao [R1] (see [R2] for a survey).
The second possible generalization is actually the one that will be relevant to
these lectures. We let g be an arbitrary Kac-Moody algebra and we consider its
loop algebra Lg = g ⊗ C[t, t−1]. It turns out that it is not the universal central
extension of Lg which we need here, but something slightly different. We use as a
motivation a Proposition of Garland :
Proposition A.19. (Garland, [G3]). Let g be a simple Lie algebra. The affine Lie
algebra ĝ is isomorphic to the Lia algebra generated by {ei,k, fi,k, hi,k} for i ∈ I and
k ∈ Z, and c subject to the following relations :
[hi,k, hj,l] = kδk,−laijc,
[ei,k, fj,l] = δi,jhi,k+l + kδk,−lc,
[hi,k, ej,l] = aijej,l+k,
[hi,k, fj,l] = −aijfj,k+l,
[ei,k+1, ej,l] = [ei,k, ej,l+1],
[fi,k+1, fj,l] = [fi,k, fj,l+1],
[ei,k1 , [ei,k2 , [. . . [ei,kn , ej,l] · · · ] = 0 if n = 1− aij ,
[fi,k1 , [fi,k2 , [. . . [fi,kn , fj,l] · · · ] = 0 if n = 1− aij .
(6.10)
The isomorphism with ĝ is induced by the assignement ei,k 7→ ei ⊗ tk, fi,k 7→
fi ⊗ tk, hi,k 7→ hi ⊗ tk, c 7→ c.
We now define the loop algebra Lg of a Kac-Moody algebra g to be the Lie
algebra generated by {ei,k, fi,k, hi,k} for i ∈ I and k ∈ Z, and c subject to relations
(6.10). Of course, {aij} are now the coefficients of the generalized Cartan matrix
A of g. The assignement ei,k 7→ ei ⊗ tk, fi,k 7→ fi ⊗ tk, hi,k 7→ hi ⊗ tk, c 7→ c gives a
surjective morphism of Lie algebras φ : Lg → g⊗C[t, t−1]⊕Cc, but this is usually
not injective anymore.
The algebra Lg is naturally Q̂ = Q⊕ Zδ-graded, where Q is the root lattice of
g : the elements ei,k, fi,k, hi,k the degrees αi + kδ,−αi + kδ and kδ respectively. It
is shown in [MRY] that
Ker φ ⊂
⊕
k∈Z
α∈∆im
Lg[α+ kδ].
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Hence the root system ∆̂ of Lg is equal to that of g⊗ C[t, t−1] :
∆̂ = {α+ lδ | α ∈ ∆, l ∈ Z} ∪ {lδ | l ∈ Z∗}
(but the multiplicities differ in general).
Example A.20. If g is a simple Lie algebra then of course Lg = ĝ. △
Example A.21. Let us now assume that g = ĝ0 is itself an affine Lie algebra.
Thus we are considering the loop algebra of another loop algebra (of a simple Lie
algebra) ! As shown in [MRY], one obtains in this way a double-loop or elliptic Lie
algebra with universal central extension :
Lg = Eg0 := g0 ⊗ C[s
±1, t±1]⊕K,
where
K =Ω1C[s
±1, t±1]/dC[s±1, t±1]
=
⊕
(m,n) 6=(0,0)
Ckm,n ⊕ Ct
−1dt⊕ Cs−1ds
with
km,n =
{
1
ns
m−1tnds if n 6= 0,
− 1ms
mtn−1dt if m 6= 0
Explicitly, the bracket reads
[x⊗ smtn, y ⊗ sm
′
tn
′
] = [x, y]sm+m
′
tn+n
′
+ (x, y)
∣∣∣∣m m′n n′
∣∣∣∣ km+m′,n+n′
if (m,n) 6= −(m′, n′),
[x⊗ smtn, y ⊗ s−mt−n] = [x, y] + (x, y)
(
nt−1dt+ms−1ds
)
and K is central. The root system of Eg0 is
∆̂ = {α+ lδ0 + l
′δ | α ∈ ∆0, l, l
′ ∈ Z} ∪ {lδ0 + l
′δ | (l, l′) 6= (0, 0)}
where ∆0 is the root system of g0. Observe that the center K is not concentrated
in degree zero : we have deg(s−1ds) = deg(t−1dt) = 0 but deg(km,n) = mδ0 + nδ.
It is useful to visualize the root system ∆̂ as a Z2-lattice
q q q q q q q q q q qq q q q q q q q q q qq q q q q q q q q q q
q q q q q q q q q q qq q q q q q q q q q qq q q q q q q q q q q
q q q q q q q q q q qq q q q q q q q q q qq q q q q q q q q q q
∆0s
s(∆0 ∪ {0}) +mδ0 + nδ
(m,n)
-
δ
δ0
6
Over the vertex (0, 0) sits the finite root system ∆0 while over any nonzero
vertex (m,n) sits (∆0∪{0})+mδ0+nδ (to account for the imaginary weight space
h0 ⊗ smtn).
The above picture makes the following remark obvious.
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The group SL(2,Z) acts by Lie algebra automorphisms on Eg0.
Notice that for g = ĝ0 the two “affinization” procedures (i.e. the one leading to
toroidal algebras and the one leading to loop Kac-Moody algebras) give the same
result. The elliptic Lie algebras Eg0 and their root systems were first conceived by
K. Saito in connection to the theory of elliptic singularities [SY]. △
Now that we have defined the loop algebras Lg we will construct inside them
certain suitable “positive” Borel subalgebras Lb+ along with the corresponding sets
of “positive” roots ∆̂+ ⊂ ∆̂. Of course, since Lg is not a Kac-Moody algebra unless
g is a simple Lie algebra, there is no a priori notion of a standard Borel subalgebra
or standard set of positive roots. In these lectures we will only be concerned with
a certain type of loop algebras (and the definition of Lb+ will only make sense for
these). Let us assume that g is a Kac-Moody algebra associated to a star-shaped
Dynkin diagram
Tp1,...,pN =
d d
d
d
d d d
d d
d




p p p
p


p p p p
Q
Q
Q
Q p p p p
ppppp
pppppppppp
pppppppppppppppppp
⋆
where p1, p2, . . . , pN indicate the lengths of the branches (including the central
vertex). A quick glance at the tables in Appendices A.1. and A.2. shows that all
such diagrams are star-shaped, while among (simply laced) affine Dynkin diagrams
only D
(1)
4 = T2,2,2,2, E
(1)
6 = T3,3,3, E
(1)
7 = T4,4,2, E
(1)
8 = T6,3,2 are.
Let us label the vertices of Tp1,...,pN by calling ⋆ the central vertex and (i, l)
the l − 1st vertex of the ith branch, so that (i, 1) is adjacent to ⋆ for all i. The
corresponding simple roots of g are then α⋆ and α(i,l). We have
Q̂ =
⊕
i,l
Zα(i,l) ⊕ Zα⋆ ⊕ Zδ.
We will say that a nonzero weight λ =
∑
i,l ci,lα(i,l)+c⋆α⋆+cδδ is positive if c⋆ > 0
or c⋆ = 0 and cδ > 0, or c⋆ = cδ = 0 and ci,l ≥ 0 for all (i, l). We simply set
∆̂+ = ∆̂ ∩ Q̂+ where Q̂+ is the set of positive weights. Finally, we define the
positive Borel subalgebra of Lg to be
Lb+ = h⊕
⊕
α∈b∆+
Lg[α],
and the positive nilpotent subalgebra of Lg to be
Ln+ =
⊕
α∈b∆+
Lg[α].
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Example A.23. Let us first look at the simplest example T1 = A1, i.e. g = sl2.
Thus Lg = ŝl2 and Q̂+ = Zα⋆ ⊕ Zδ. In that case
Q̂+ = {nα⋆ +mδ | n > 0 or n = 0,m > 0},
∆̂+ = {α+mδ | m ∈ Z} ∪ {mδ | m > 0}.
Thus Lb+ is the nonstandard Borel subalgebra considered in Example A.15.
△
Example A.24. Let g be an arbitrary simple Lie algebra so that Lg = ĝ. To the
branches of Tp1,...,pN excluding the central vertex correspond subalgebras g1, . . . , gN ,
with gi ≃ slpi . There is a natural embedding ĝi = Lgi ⊂ Lg and we let n̂
i
+ sand for
the standard positive nilpotent subalgebra of ĝi. Next, let n+ ⊂ g be the standard
positive nilpotent subalgebra and let n⋆ ⊂ n+ be the Lie ideal generated by e⋆ (this
is also the nilpotent radical of the maximal parabolic subalgebra associated to ⋆).
Then
Lb+ = h⊕
⊕
i
n̂i+ ⊕ (n
∗ ⊗ C[t, t−1]),
and
Ln+ =
⊕
i
n̂i+ ⊕ (n
∗ ⊗ C[t, t−1]).
Hence in this case Lb+ is some kind of hybrid between the standard Borel subal-
gebra and the algebra b+ ⊗ C[t, t
−1] of loops in the finite Borel subalgebra.
△
The explicit description of Lb+ when g is affine, i.e. when Lg is elliptic, is more
complicated and we prefer to leave it to the intrepid reader.
A.6. Quantum loop algebras.
These are deformations of the enveloping algebras of the loop algebras Lg associ-
ated to a Kac-Moody algebra g. Again, the starting point is a new presentation of
the quantum affine algebra Uv(ĝ0), where g0 is a simple Lie algebra. This will be a
deformation of Garland’s relations (6.10).
Proposition A.25. (Drinfeld, [D], Beck, [B2]). Let g0 be a simple, simply laced
Lie algebra with Cartan matrix A = (aij). The quantum group Uv(ĝ0) is isomorphic
to the C(v)-algebra generated by Ei,l, Fi,l, for i ∈ I, l ∈ Z and K
±1
i , Hi,n for i ∈
I, n ∈ Z∗ and C±1/2 subject to the following set of relations :
C1/2 is central,
[Ki,Kj] = [Ki, Hj,l] = 0,
[Hi,l, Hj,k] = δi,jδl,−k
[2l]
l
Cl − C−l
v − v−1
,
KiEjkK
−1
i = v
aijEjk, KiFjkK
−1
i = v
−aijFjk,
[Hi,l, Ej,k] =
1
l
[laij ]C
−|l|/2Ej,k+l,
(6.11) [Hi,l, Fj,k] = −
1
l
[laij ]C
|l|/2Fj,k+l
Ei,k+1Ej,l − v
aijEj,lEi,k+1 = v
aijEi,kEj,l+1 − Ej,l+1Ei,k,
Fi,k+1Fj,l − v
−aijFj,lFi,k+1 = v
−aijFi,kFj,l+1 − Fj,l+1Fi,k,
[Ei,k, Fj,l] = δij
C(k−l)/2ψi,k+l − C(l−k)/2ϕi,k+l
v − v−1
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For i 6= j and n = 1− aij ,
Symk1,...,kn
1−aij∑
t=0
(−1)t
[
n
t
]
Ei,k1 · · ·Ei,ktEj,lEi,kt+1 · · ·Ei,kn = 0
Symk1,...,kn
1−aij∑
t=0
(−1)t
[
n
t
]
Fi,k1 · · ·Fi,ktEj,lFi,kt+1 · · ·Fi,kn = 0
where Symk1,...,kn denotes symmetrization with respect to the indices k1, . . . , kn,
and where ψi,k and ϕi,k are defined by the following equations :∑
k≥0
ψi,ku
k = Kiexp
(
(v − v−1)
∞∑
k=1
Hi,ku
k
)
,
∑
k≥0
ϕi,ku
k = K−1i exp
(
− (v − v−1)
∞∑
k=1
Hi,−ku
−k
)
.
Note that the above gives a presentation of Uv(ĝ0) (known as Drinfeld’s new
realization) as an algebra only. To describe explicitly the coproduct in terms of these
generators seems a rather difficult problem (see [H8]). Nevertheless, it is possible
to define a new coproduct on Uv(ĝ0) (known as Drinfeld’s new coproduct), which
is much more suited to the above presentation as the old one (see [CP] or [H4] for
applications to representation theory of quantum affine algebras).
Proposition A.26. (Drinfeld). Introduce other elements ζ±i,l, θ
±
i,l for l ≥ 1, i ∈ I
via the formal relations :
1 +
∑
l≥1
θ±i,ls
±l = K±1i exp
(
± (v−1 − v)
∑
r≥1
Hi,±rs
±r
)
,
1 +
∑
l≥1
ζ±i,ls
±l = K±1i exp
(∑
r≥1
Hi,±r
[r]
C±r/2s±r
)
.
The sets {K±1i , ζi,l | i ∈ I, l ∈ Z
∗} or {K±1i , θi,l | i ∈ I, l ∈ Z
∗} generate the
same subalgebra of Uv(ĝ0) as {K
±1
i , Hi,l | i ∈ I, l ∈ Z
∗}. Moreover, the following
formulas define on Uv(ĝ0) the structure of a topological bialgebra :
∆(ζ±i,l) =
l∑
s=0
ζ±i,l−sC
±s/2 ⊗ ζ±i,s,
(6.12) ∆(Ei,l) = Ei,l ⊗ 1 +
∑
t≥0
θ+i,tC
(l−t)/2 ⊗ Ei,l−t,
∆(Fi,l) = 1⊗ Fi,l +
∑
t≥0
Fi,l−t ⊗ θ
−
i,tC
(t−l)/2.
Now let g be an arbitrary (simply laced) Kac-Moody algebra. We define the
quantum loop algebra Uv(Lg) to be the C(v)-algebra generated by {Ei,l, Fi,l, Hi,k}
for i ∈ I, l ∈ Z, k ∈ Z∗ and {Ki, C} for i ∈ I subject to the relation (6.11) above.
If ν ∈ C∗ satisfies |ν| 6= 1 then we also define Uν(Lg) to be the C-algebra with
same generators and relations but with ν instead of v. The formulas (6.12) for the
coproduct define on Uv(Lg) and Uν(Lg) the structure of topological bialgebras.
Finally, let us assume that the Dynkin diagram of g is star-shaped as in the end of
Appendix A.5. We will be interested in certain subalgebrasUv(Lb+) andUv(Ln+)
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of Uv(Lg), which are deformations of the subalgebras U(Lb+) and U(Ln+) which
we defined previously. For any i = 1, . . . , N , the elements {E(i,l),r, F(i,l),s, H(i,l),t,K
±1
i | l =
1, . . . , pi−1} corresponding to the ith branch generate a subalgebra isomorphic to
Uv(ŝlpi). Let Uv(b̂
+
i ) (resp. Uv(n̂
+
i ) denote the standard positive Borel subalgebra
(resp. the standard positive nilpotent subalgebra) of Uv(ŝlpi). We define Uv(Lb+)
to be the subalgebra generated by E⋆,n for n ∈ Z, H⋆,r for r ≥ 1, and by Uv(n̂+pi)
for i = 1, . . .N . Similarly, Uv(Ln+) is the subalgebra generated by E⋆,n for n ∈ Z,
H⋆,r for r ≥ 1, and by Uv(n̂+pi) for i = 1, . . .N . We do not claim that Uv(Lb+) is
stable under the coproduct ∆.
Example A.27. Let us spell out for the reader’s convenience the simplest example,
namely g = sl2. The Drinfeld generators are Fl, El, Hn for l ∈ Z, n ∈ Z∗ and
K±1, C. The subalgebra Uv(Lb+) is generated by El, Hn for l ∈ Z and n ≥ 1, and
K±1, C±1/2. The presentation for Uv(Lb+) is as follows :
(6.13)

C1/2 is central,
[Ki, Hn] = [Hn, Hl] = 0,
KEkK
−1 = v2Ek,
[Hl, Ek] =
1
l [2l]C
−|l|/2Ek+l,
Ek+1El − v2ElEk+1 = v2EkEl+1 − El+1Ek.
In this situation, Uv(Lb+) is stable under the coproduct and we have
(6.14) ∆(ζ±l ) =
l∑
s=0
ζ±l−sC
±s/2 ⊗ ζ±s ,
(6.15) ∆(El) = El ⊗ 1 +
∑
t≥0
θ+t C
(l−t)/2 ⊗ El−t,
where ζ±l , θ
±
l are defined via the formal relations :
1 +
∑
l≥1
θ±l s
±l = K±1exp
(
± (v−1 − v)
∑
r≥1
H±rs
±r
)
,
1 +
∑
l≥1
ζ±l s
±l = K±1exp
(∑
r≥1
H±r
[r]
C±r/2s±r
)
.
△
Remark A.28. When g is a simple Lie algebra, i.e. in Drinfeld’s original context,
Chari and Pressley found the right integral form Uresv (Lg) in terms of the Drinfeld
generators. This allows one to specialize the parameter v to any nonzero value ν,
including the interesting case of roots of unity. However, for us, ν will always satisfy
|ν| > 1 and we may use the more straightforward specialization as defined above.
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