• Tasks are needed to engage brain networks relevant to specific cognitive functions • Recent approaches enable the control of activity in selected neurons during behavior • Advanced techniques make it possible to simultaneously record thousands of neurons • Novel analysis methods have improved assessment of neural and behavioral data • Combining these approaches in mice will reveal new insight into cognitive functions
Introduction
The concept of "cognition" originally derives from efforts to understand the human mind by categorizing various fundamental psychological phenomena such as attention, working memory and decision making. These "cognitive functions" can be broadly defined as operations by which the brain derives representations of relevant information from sensory inputs and uses them to produce or modify behavior. Cognition, by this definition, is the brain activity that ultimately drives behavioral outputs and so understanding cognitive functions requires the ability to distinguish this activity from other dynamics that are incidental to behavior as well as from spontaneous "noise". In this review, we focus on approaches used to study cognitive functions that are relatively abstract and often learned (such as linking an arbitrary stimulus to a particular response). From a technical perspective, studying this set of functions allows greater control over the inputs (arbitrary stimuli) and outputs (learned response) of the behavior and thus provides tighter constraints on the brain circuits that are engaged. More importantly, these relatively abstract and flexible functions, such as working memory, sensory attention and decision making, are integral to normal behavior and are consistently observed to be disrupted across a variety of developmental and psychiatric disorders (Elvevåg and Goldberg, 2000; Hill, 2004; Robinson and Ferrier, 2006) .
Our understanding of the neural implementation of cognition has expanded rapidly in recent years, driven largely by the development of a variety of new approaches that allow complex functions to be directly mapped onto the activity of neural populations identified with a high degree of functional, genetic and anatomic precision. Key technical innovations that have fueled this progress include improved methods to activate or suppress neuronal activity (Boyden, 2015; Deisseroth, 2015) as well as advances in technologies that enable large-scale recording of the activity of specified populations across many brain areas (Buzsáki, 2004; Chen et al., 2013a) . Although they have a variety of applications (Adesnik, 2018; Avery et al., 2018; Cardin, 2012; Olsen et al., 2012) , one of the most effective ways to use these tools in the study of cognitive function is to incorporate them into behavioral paradigms that engage brain circuits relevant to cognition (Fig. 1 ).
While this combined manipulation/recording/behavioral task approach is applicable to experiments employing a variety of species, it has been particularly effective in studies that employ mouse models. Given the extensive documentation of gene expression and connectivity (Lein et al., 2007; Ng et al., 2012; Oh et al., 2014; Wang et al., 2018b; Weed et al., 2019) along with the arsenal of transgenic lines and viral vectors available in this species (Asrican et al., 2013; Daigle et al., 2018; Gerfen et al., 2013; Madisen et al., 2012; Taniguchi et al., 2011) , the mouse is an ideal model for this type of approach. Moreover, many brain circuits found in humans have analogs in the brains of mice (Krubitzer, 1995 (Krubitzer, , 2007 Larsen and Krubitzer, 2008; Marton and Sohal, 2016) and there is substantial conservation of cellular and genetic properties related to brain function across these mammalian species (Georgi et al., 2013; Hodge et al., 2019; Miller et al., 2010; Monaco et al., 2015; Strand et al., 2007) . Because of this, mice have proven useful both as a means to study basic brain function and as models of human psychiatric and neurological disorders (Casey et al., 2014; Kaiser and Feng, 2015; Kaiser et al., 2017; Peça et al., 2011; Peñagarikano et al., 2011; Venniro et al., 2016; Wells et al., 2016) .
Despite their many advantages, studying cognition in mice can be challenging and the development of behavioral paradigms to access complex cognitive functions in this species has lagged significantly in comparison with studies that employ primate models. This is partly due to the inherent difficulties involved in training mice to perform complex behaviors, including their tendency to adopt unintended behavioral-strategies (Churchland and Kiani, 2016) as well as differences in their sensory systems that can make the selection of stimuli counterintuitive for human researchers (Carandini and Churchland, 2013) . Nonetheless, an increasing number of researchers have developed behavioral paradigms that overcome these difficulties, releasing the potential of this animal model in the study of cognition.
In this review, we consider current state-of-art methods in circuit mapping as well as multi-electrode and calcium imaging-based recording techniques. Our discussion focusses on the best ways to leverage these technologies through the effective design of behavioral experiments (Fig. 1 ). While our discussion will focus on the application of these approaches to experiments conducted in mouse models, many of the same principles are relevant to analogous experiments in other animal models. Optogenetic and imaging technologies that are currently primarily confined to use in rodents are increasingly becoming available in other organisms, such as non-human primates (Diester et al., 2011; Gerits et al., 2012; MacDougall et al., 2016) and major efforts aimed at improving technical approaches in such models will accelerate this process (Okano et al., 2016; Poo et al., 2016; Yuste and Bargmann, 2017) . Approaches pioneered in rodents will therefore yield both important scientific discoveries and key insights into how best to apply similar approaches in other animal models.
Main
Section 1: Well-controlled behaviors to isolate specific cognitive function Studying brain dynamics that underlie cognitive signals in animal models is challenging. The input that produces a given cognitive signal includes a particular set of external variables (stimuli) that are presented when the animal is in a specific internal state (engagement) and so these signals are only accessible when animals are engaged in well-structured behavioral experiments. In addition, behavioral outputs used to measure the relevant cognitive function can be affected by other sensory/motor/cognitive factors and this behavioral 'noise' is difficult to eliminate. It is therefore critical to construct behavioral experiments that both engage the relevant function and incorporate appropriate methods to assess behavioral output.
1-1The design of operant tasks in rodents
A variety of powerful paradigms have been developed to probe cognitive functions in rodents using operant behavioral 'tasks' that require the animal to take action based on information provided by the experimenter. The many variations on this basic design involve trained reactions of model animals to experimentally controlled sensory stimuli, sometimes in combination with history or other information that is not explicitly provided on a single trial. One of the most common task designs used for rodents is the two-alternative choice task ( Fig. 2A-E , top) , which can be implemented as either a forced (2AFC) or unforced choice (2UFC) and can also be extended to multi-choice versions (Churchland and Ditterich, 2012; Churchland and Kiani, 2016; Juavinett et al., 2018) . In this design, animals select between two or more responses on each trial to report their choice. In freely behaving paradigms, choices are generally reported by the animal moving to a target location, pulling a response lever or the animal poking its snout into a response port (Birrell and Brown, 2000; Buccafusco, 2001; Wimmer et al., 2015; Ölveczky, 2011) while in head-fixed behaviors reports are generally given by licking a target spout (Guo et al., 2014a) , by running on a track (Funamizu et al., 2016) or by manual manipulation of a lever or wheel (Aoki et al., 2017; Chen et al., 2013a) .
The simplicity of the 2AFC paradigm, both for training animals and for assessing the resulting behavioral data, has made it a staple of behavioral research in rodents and it has been productively used to study a variety of high level functions including attention Wimmer et al., 2015) , sensory decision-making (Brunton et al., 2013) and others (Guo et al., 2014a; O'Connor et al., 2013) . Because decisions in this paradigm are categorical, however, it is difficult to obtain continuous measures such as reaction time (Robbins, 2002) though it is sometimes possible to obtain such measures (Sanders and Kepecs, 2012) . In addition, biases due to preferred locations and un-trained strategies such as spontaneous switching (Richman et al., 1987) can sometimes complicate the ability to interpret both behavioral data and neural recordings (Churchland and Kiani, 2016 ). An alternative paradigm used in some studies is the Go/NoGo task ( Fig. 2A -E, bottom), in which one specific stimulus or condition is associated with a response (Go; e.g. poke response port or lick a spout) while other stimuli or conditions require the response to be withheld (NoGo). The Go/NoGo task design has some advantages compared to 2AFC in that it is easier to learn (Frederick et al., 2011) and can be used for detection or discrimination of specific stimulus against multiple non-target inputs. In principal, Go/NoGo tasks can thus allow estimation of reaction time when target stimuli are interleaved among non-targets presented sequentially (Meule, 2017) . In addition, this approach avoids some undesirable strategies such as spontaneous alternation that can occur in 2AFC tasks (Richman et al., 1987) . However, Go/NoGo tasks do have some disadvantages including a greater sensitivity to behavioral state of animals that makes it hard to differentiate correctly performed NoGo trials from those in which the animal's delayed response was due to lower motivation. Designing this type of task therefore requires parameters such as response window times to be selected carefully.
Across all paradigms, there are several important properties that should be incorporated into the behavioral design. Task designs should ensure consistent, stereotyped stimulus presentation while allowing the animal to remain as unrestrained as possible so as to minimize discomfort (Guo et al., 2014a) . Similarly, the behavioral enclosure should allow brain recordings or manipulations to be made without causing pain or discomfort or interfering with stimulus presentation (i.e. by obstructing the eyes or ears or permitting uncontrolled light or sound). It is also important that behaviors are learned quickly and reliably by most subjects and that many trials can be performed during a session to allow effective sampling of neural activity and/or testing of circuit involvement (Weissenberger et al., 2019) . Finally, state-changes not being investigated, such as sleep loss due to testing during the animals normal sleeping period (Bains et al., 2018) and satiety due to excessive reward delivery (Goltstein et al., 2018; Phillips et al., 2017) , need to be avoided. While designing operant tasks is not trivial, many paradigms can fulfill these core requirements making it feasible to investigate many important aspects of cognitive function.
1-2 Stimulus selection and design
Rodent brains share fundamental similarities in their organization with those of humans. These similarities include many analogs between the properties of the sensory organs as well as commonalities in the structure and organization of cortical and subcortical circuits (Carandini and Churchland, 2013; Krubitzer, 1995 Krubitzer, , 2007 . Despite these similarities, rodents often rely on different senses or combinations of senses compared to primates, including by placing a greater reliance on somatosensation and olfaction compared with vision (Carandini and Churchland, 2013; Kepecs et al., 2008; Petersen, 2019) . Mice, like other rodents, make extensive use of their whiskers (vibrissae) for navigation and other behavioral purposes and have a larger proportion of their cortex devoted to processing this input (Carandini and Churchland, 2013; Petersen, 2019) . It is therefore important to consider these similarities, and differences, when designing stimuli used in behavioral tasks. For example, since mice do not orient their eyes to look at a location of interest (foveate) as primates do (Stahl, 2004) , it can be difficult to ensure that stimuli presented in the same location fall on the same portion of the visual field, making it likely that the visual cortex (and presumably other areas) respond differently across trials. Therefore it is necessary to use stimuli covering the whole field or potentially to adjust presentation based on tracked eye movements (Payne and Raymond, 2017) . Similarly, active sensing involving movement of the vibrissa in the somatosensory system (Sofroniew et al., 2014) or inhalation of odorants in the olfactory system (Shusterman et al., 2018; Uchida and Mainen, 2003) complicates the design of stimuli that engage these rodent sensory systems.
J o u r n a l P r e -p r o o f
While stereotyped presentation of sensory stimuli can sometimes be difficult to maintain in behavioral experiments, it is critical for effective stimulus design. Both basic assessment (Fig. 2F , top) and the determination of psychophysical parameters such as discrimination or detection thresholds ( Fig. 2F , middle) require finegrained control of stimulus properties. Stable head-position is essential to this purpose. While keeping the head in a consistent position is straightforward for head-fixed experiments, for freely behaving paradigms it requires animals to be trained to remain still during stimulus presentation. Because mice cannot be trained to maintain eye position, however, auditory stimuli are often useful, particularly in freely moving behavioral paradigms Brunton et al., 2013; Guo et al., 2017; Jaramillo and Zador, 2011; Nakajima et al., 2019; Whitton et al., 2014) since the relevant features that animals are sensitive to, such as intensity, frequency content and dynamics as well as sound source location can be controlled relatively easily.
1-3 Temporal control of behavioral state of animals
A key factor in developing tasks capable of accessing variables related to cognition is to control the internal state of the animal. To separately assess distinct cognitive functions occurring in behavior, each behavioral state needs to be controlled as much as possible by individual task steps. Self-initiation (e.g. putting snouts the initiation poke, Fig. 2A ) is particularly important as it ensures that the animal is intentionally engaging in the behavior rather than being passively disengaged or engaging in some other, task-irrelevant behavior (Churchland and Kiani, 2016) thus improving the ability to interpret the effects of manipulating neural activity and to relate recordings of that activity to behavior.
Organizing the timing of stimulus inputs as well as introducing delay periods in which no stimulus is delivered is also critical to allow various task-related variables to be isolated from activity that reflects the cognitive function of interest (see Fig. 2 A-E for an example). Specifying the sequence and intervals of task events such as cues and stimuli presented to the mouse allows the experimenter to control what information the animals brain has access to at any given moment, which is essential for interpreting activity recorded in the brain as well the effects of temporally precise manipulations like optogenetic activation or suppression. For example, in tasks investigating working memory (Yamamoto et al., 2014) or rule-based attention Wimmer et al., 2015) , it is critical to separate activity related to the maintenance of the stored input from motor planning related activity. This can be accomplished by specifying the action that the animal takes based information provided before a delay period in combination with other stimuli provided after, for example by presenting an attentional rule before a delay and a stimulus after (Nakajima et al., 2019; Wimmer et al., 2015) .
1-4 Analyzing behavioral data
In any behavioral experiment, the strategies animals use to solve tasks are not always the ones that the experimenter intended (Churchland and Kiani, 2016) . Although many studies have demonstrated that rodents are capable of learning and performing complicated tasks Brunton et al., 2013; Carandini and Churchland, 2013; Churchland and Lisberger, 2015; Jaramillo and Zador, 2011; Nakajima et al., 2019; Raposo et al., 2014; Rikhye et al., 2018; , evidence suggests that they have a greater tendency to default to low-level strategies even though this reduces reward level obtained (Churchland and Kiani, 2016) . This issue is exacerbated in more complex tasks and for those in which rules change over time. Because inconsistent or incorrect strategies make it difficult and sometimes impossible to interpret results, it is important to construct behavioral tests that make it possible to discern when/if animals use alternative strategies. One way to do this is to incorporate "catch trials" lacking important cues needed to solve the task and assessing whether animals behave at chance level or show some behavioral bias. Randomly interleaving low difficulty trials as well as simplified versions of trials can also be used to check that the animal retains various parts of the intended behavioral strategy . It is also critical to thoroughly characterize both desired and unplanned aspects of the behavior. Various methods have been applied for this purpose including signal detection theorybased approaches (Carandini and Churchland, 2013; Kingdom and Prins, 2010) , psychophysical reverse correlation (Okazawa et al., 2018) , and behavioral modelling Roy et al., 2018; Scott et al., 2017) . Methods such as behavioral modeling (Fig. 2F , bottom) can also be used to assess the effects of experimental manipulations such as optogenetic interventions as well as to more effectively determine the association between neural activity and specific aspects of behavior ( Fig. 3 ). Extending this general approach to more detailed and complete description of data, particularly by using high-resolution cameras to systematically track mouse movement, has the potential to relate hi-dimensional dynamics of behavior with their neural substrates (Gomez-Marin et al., 2014; Kobak et al., 2016) . Despite the promise of such techniques, unless they are used in the context of behavioral experiments designed to access particular brain functions the associations J o u r n a l P r e -p r o o f captured will only identify the relationship between brain activity and typical rodent behavior, providing little insight into how cognitive operations may occur.
1-5 Applications of operant behavioral paradigms and alternative approaches
Operant, single response designs such as 2AFC and Go/NoGo paradigms can be extended in a straightforward way to study a variety of functions including attention (e.g. using cued sensory detection, (Wimmer et al., 2015) , short-term memory (e.g. using delayed match to sample or other approaches, (Erlich et al., 2011; Guo et al., 2014b; Inagaki et al., 2019) , decision-making (e.g. via tasks incorporating accumulation of sensory evidence, Brunton et al., 2013; Pinto et al., 2019) and others (Xin et al., 2019; Znamenskiy and Zador, 2013) . However, the nature of these paradigms does impose some requirements on how assessments can be made. In particular, investigating complex behaviors requires that animals be trained to substitute measurable categorical responses for endogenous repertoires of behavior (Falkner et al., 2016) . An alternative to this operant approach is to place animals in an appropriate context then quantify normal behavior and relate it to ongoing activity. Although such approaches, sometimes referred to as "ethologically valid" behavioral paradigms (Arakawa, 2018; Juavinett et al., 2018) , have been extremely useful in the study of functions like spatial navigation (Fyhn et al., 2004; O'Keefe and Dostrovsky, 1971 ) and social interaction (Crawley, 2007; Wang et al., 2011) , they are less easily controlled compared with operant tasks. In addition, the rich multi-dimensional nature of endogenous responses (Musall et al., 2019; Stringer et al., 2019) can make them difficult to fully quantify. A common response to this challenge has been to manually score behavioral events (Crawley, 2007) . However, this method is subject to some level of bias in the scoring process and it is often difficult to precisely assess the time at which events occur. While technical advances such as improved methods to automatically assess videorecordings (de Chaumont et al., 2012; Jhuang et al., 2010) have substantially reduced these barriers it remains difficult to completely describe such complex behaviors in order to relate them to neural activity. More fundamentally, because these approaches assess behaviors that are intrinsic to a given animal model, the insight they provide may be specific to the particular species employed. Although there are likely to be some aspects that are conserved across species, separating these general properties from those that are species specific can be challenging and may require investigations across multiple animal models (Allen and Bekoff, 1997) . While operant paradigms are also subject to some of these issues, the greater control afforded by these approaches can allow investigators to isolate specific, experimentally imposed behaviors in model organisms that are directly analogous to human cognitive functions. In addition, such behaviors can often be examined across multiple animal models in a straightforward manner, making it easier to establish what aspects of both the function itself and its implementation within brain substrates are conserved across species.
Section 2: Identification and causal testing of functionally relevant brain circuits.
A major goal of neuroscience is to determine what circuit activity underlies cognitive functions involved in behavior. Because behaviors used to assess cognitive functions consist of many layers of different behavioral parameters and states, it is challenging to relate neural activity observed with specific cognitive functions without testing for causal relationships between them. However, classical methods such as surgical lesions, pharmacological inactivation or electrical stimulation often lack the temporal precision and selectivity necessary to test for causality . Recently developed optogenetic and chemogenetic approaches provide a means to avoid many of these issues (Deisseroth, 2015; Roth, 2016 ). These methods make it possible for specific groups of neurons to be manipulated in a temporally precise manner in behaving animals, allowing experimenters to assess the precise contribution of a given neural population to behavior (Kim et al., 2017) . Newly engineered proteins have further facilitated this discovery process by allowing activity-dependent labeling to identify the brain regions/neuronal cell types which are engaged by, and so may contribute to, a particular behavior (DeNardo and Luo, 2017) . Similarly, novel viral tools provide a means to trace anatomically connected brain regions involved in a same cognitive function, as well as to manipulate the connected populations . In this section, we discuss how these new sets of tools can be applied to systematically identify neural circuits involved in a cognition. may be impacted by a given manipulation, so inclusion of interleaved control trials (no manipulation) is often vital to ensure that animals use the appropriate behavioral strategies (Nakajima et al., 2019; Wimmer et al., 2015) . In addition, compensatory changes that restore or otherwise change brain function following lesions or even pharmacological suppression can obscure the exact role of the brain area being manipulated. These factors make it important to have precise temporal control of brain circuit manipulation so that activity can be impacted over brief periods of time corresponding to the length of a single trial or block of trials (Nakajima et al., 2019; Wimmer et al., 2015) . Indeed, in many cases manipulation of the same circuit can impact task performance differently depending on which behavioral epoch the manipulation occurs in (Fig. 3A ). In addition, because essentially all brain regions include heterogeneous populations of neurons, often with diverse functions, cell-type specific manipulation is necessary to link specific patterns of neural activity with a cognitive function.
Optogenetic technologies that use diverse subclasses of light-activated microbial opsins can in many cases solve these temporal/spatial issues while also making it possible to access specific population of neurons for causal manipulation. Spatial specificity can be achieved via viral expression of light-activated microbial opsins with small injection volumes to limit the spread of labelling as well as by restricting light delivery via implantation of small fiber-optic probes into specific brain regions of interest. Cell type specific promotors and Cre driver mouse lines which express Cre recombinase in specific cell types also makes it possible to restrict expression of opsins to a genetically defined cell type making it possible to selectively manipulate only the population of interest. In addition, various approaches are available to label neurons based on the regions to which they project (Kim et al., 2017; Lee et al., 2017; Wang et al., 2017) , an approach that can often provide key insight into importance of particular outputs from a circuit of interest ( Fig. 3B ).
While many of the targeting strategies described above are possible with other approaches, including chemogenetic methods where an expressed artificial receptor (i.e. Designer Receptors Exclusively Activated by Designer Drugs or DREADDs) is activated via a synthetic ligand (Bernstein and Boyden, 2011) , optogenetics has become dominant as a tool for causal manipulation because of the versatility of the approach and the tight temporal control it provides (Marshel et al., 2019; Tye and Deisseroth, 2012; Zhang et al., 2010) . For example, commonly used Channelrhodopsins (ChRs), which are multi-ion cation channels, depolarize neurons with millisecond precision in response to blue light (473 nm). Another set of cation channels, the red-shifted opsins (VChR1, C1V1, Chrimson, Jaws, bReaCheS and ChRmine) have also been engineered to respond to longerwavelength red light (~540-650 nm), allowing perturbation of the activity of multiple populations when used in combination with blue-light responsive ChRs. In addition to these excitatory opsins, Halorhodopsins (NpHR) or bacteriorhodopsin (Arch), both of which respond to yellow light (~570-590 nm) provide a means to suppress neuronal activity by hyperpolarizing membrane potential by pumping Clions into or protons out of the cell respectively. Opsin pump tends to have slower kinetics and are less effective compared to ChRs. Because of this, anion conducting ChRs variants (iC++, GtACR1, 2, FLASH) are increasingly used to silence neurons during behavior. More recently, families of "step-function" opsins that can be engaged and terminated by brief pulses of different wavelengths of light have become available to activate (SSFO) or suppress (SwiChR) activity. These allow bi-stable, step-like control of membrane potential with varying deactivation time constants. While slightly more complicated to use compared with other optogenetic techniques, step-function opsins are useful for longer manipulations to avoid the damage from protracted heating as well as interference with fluorescent imaging due to laser light used to trigger the opsin.
While optogenetic technologies can provide an effective means to rapidly control neural circuit function, care must be taken when employing these tools in behaving mice. More specifically, there are some critical steps needed for validation when targeting a given circuit as well as several key issues to consider in the design of experiments that use this family of techniques. Perhaps the most critical step is to ensure that the opsin is expressed at high levels on the surface of neurons in the population of interest and that light is delivered effectively to the target. This is generally accomplished by assessing fluorescent labelling (Allen et al., 2015) as well as optic fiber location and light-spread (Wimmer et al., 2015) in the brain tissue of all animals employed in the study. In addition to these types of validations, there are several technical issues that need to be considered in the design of optogenetic experiments. First, the kinetics of different channel and pump opsins vary considerably (Lin, 2011; Tye and Deisseroth, 2012) making it necessary to carefully choose the window of intervention within the behavior and match it to the appropriate opsin. Similarly, the tendency of channels to inactivate (Allen et al., 2015) as well as cell-specific effects of prolonged activation (Alfonsa et al., 2015; Mahn et al., 2016; Sørensen et al., 2017) can impact the duration over which circuits can be manipulated. More generally, it is important to consider the duration and pattern of light exposure in order to mitigate effects due to tissue heating by laser light. Such laser-light induced changes in activity have been well characterized by both theoretical (Stujenske et al., 2015) and empirical studies (Owen et al., 2019) . It is therefore very important to use protocols that minimize the intensity and duration of light exposure and to incorporate cohorts of control animals in which light is delivered but no opsin is expressed in order to reduce the probability that any effects observed are not simply artifacts produced by non-specific effects of laser light on the exposed region (Allen et al., 2015) .
2-2: Activity dependent labeling
For many cognitive functions, the key brain regions that support the underlying computations are unknown and the critical neural populations have not been identified. While manipulations of specific neuronal types defined by molecular profiles can be informative in the search for these key substrates, it is important to note that such populations are not necessary the functional unit for a given cognitive behavior (DeNardo and Luo, 2017) . Identification can therefore require tools that make it possible to label neuronal populations that are active at particular phases of behaviors that engage the function of interest (Fig. 3C) .
The strategies used for activity dependent manipulation are based on two phenomena that are generally observed when neurons are depolarized: 1. Expression of immediate early genes (IEGs) (Lyford et al., 1995; Sheng and Greenberg, 1990 ) and 2. Transient elevation of intracellular Ca2+ concentration (Tsien and Tsien, 1990) . Promoters of IEGs, such as Fos or Arc, have been used to drive expression of target proteins in recently activated neurons (Barth et al., 2004; Eguchi and Yamaguchi, 2009; Smeyne et al., 1992; Wang et al., 2006) . To improve the temporal precision and avoid labeling due to activity occurring outside of behavior, IEG promoter based labeling is often coupled with inducible gene expression system such as tTA, or CreER (Denny et al., 2014; Guenthner et al., 2013; Kitamura et al., 2017; Reijmers et al., 2007; Sakurai et al., 2016; Ye et al., 2016) . These conditional control systems also allow the use of more sensitive synthetic promoters based on IEG promotors (E-SARE (Kawashima et al., 2013) , RAM (Sørensen et al., 2016) ). Such synthetic promoters could also make it possible to extend these techniques to species beyond rodents.
While IEG based methods have been helpful to identify neural correlates of learning for simple, robust behaviors, there are two limitations for their use for cognitive behavior. First, the temporal resolution of these techniques is 6-24 hours, making it hard to capture neural activity specifically associated with brief temporal windows relevant to cognition. Second, IEG based methods are susceptible to variability in the engagement of IEGs across cell types and behavioral states. The mechanism by which neural activity induces expression of IEG proteins is unclear in many cases and it has been shown that various cell types differentially express specific IEG proteins (Kawashima et al., 2014) . Therefore, comparing labeling among different cell types requires appropriate controls to ensure that observed differences are not caused by factors unrelated to neural activity.
To more directly identify and target neurons based on their activity, methods that label based on elevation of intracellular Ca2+ concentration have also been developed. Recent versions of this labelling technique make calcium dependent expression conditional on exposure to specific wavelengths of light, substantially improving the temporal resolution of labeling. For example, calcium-modulated photoactivatable ratiometric integrator (CaMPARI (Fosque et al., 2015) ), photoconverts from green to red when Ca2+ influx occurs if the protein is under UV illumination. Because CaMPARI can label neurons with high temporal resolution (on the order of seconds), this method makes it possible, in principle, to take a snap shot of the activity map occurring during the specific time of behavior. However, current versions of CaMPARI only fluorescently label active neurons, and does not allow subsequent optogenetic manipulation to examine causal relationship between active neurons and behavior. Recently, two systems have been developed to translate Ca2+ influx into gene expression in a light dependent manner: Cal-Light and FLARE(Fast Light-and Activity-Regulated Expression; (Wang et al., 2017) . Both Cal-Light and FLARE are light and calcium-gated transcription factors that can induce expression of a gene of interest in active neurons exposed to blue (474nm) light. While additional assessment of these new techniques is needed, they can, in principle, be used to express opsins such as ChR2 or NpHR3 in neurons which are active during a specific epoch of behavior, making it possible to manipulate their activity to examine the impact on both behavior and neural coding. However, these methods suffer from high background activity and require many repetitions of light exposure for a few seconds to induce gene expression in activated neurons, so further optimization is still needed.
2-3: Anatomical tracing/retrograde labelling
Discovering inputs and outputs of a target cell type is a necessary first step to determine how the brain processes information during behavior. Although anatomical connections are often formed among specific cell types, functionally distinct cell populations are frequently intermingled with others within a brain region. While bulk mapping using chemical tracers cannot identify this cell type specificity and also requires prior knowledge as to which brain regions to target, genetic based trans-synaptic tracers can provide a means to identify synaptically connected pairs (Fig. 3D) . Recently developed recombinant rabies viral vectors have been used for monosynaptic retrograde tracing to label presynaptic neurons projecting to a particular population of target neurons (Wall et al., 2010; Wickersham et al., 2007) . In one popular version of this approach, pseudotyped, glycoprotein (G) deleted rabies virus is used to label the presynaptic neurons (input neurons) that projected to the originally infected neurons (starter cells). The starter cells can be defined genetically by utilizing either transgenic Cre mouse lines or based on their projections by using a single-step retrograde viruses, such as the CAV2 virus (Beier et al., 2015; Menegas et al., 2015) or retroAAV (Tervo et al., 2016) . One caveat to these approaches is that they require that the identity of the target cells relevant to behavior is already known, making it difficult to choose appropriate starter cells if the relevant population has not yet been identified. In addition, the tracing methods that employ rabies virus are restricted to retrograde tracing and there is no equivalently efficient viral-based monosynaptic methods for anterograde mapping.
To obtain more unbiased anterograde tracing without sacrificing cell identity information, new "cellular barcoding" systems have been developed that employ engineered libraries of the sindbis virus (Kebschull et al., 2016; Kebschull and Zador, 2018) . This approach, known as MAPseq, takes advantage of high-throughput sequencing and sindbis libraries in which each viral particle expresses a unique RNA sequence, referred to as a barcode. By injecting this virus library into the target brain region and performing barcode sequencing from the brain slices of its projection sites, it is possible to identify the pattern of projection of neurons in the target region (Kebschull et al., 2016) . Despite the potential power of this method, more developments are needed to obtain spatial resolution necessary to identify the projection targets of individual neurons and also expand the system to barcode neurons across synapses .
Section 3: Capturing and interpreting functionally relevant dynamics of neural activity
While identification of key circuits involved in a given experimental behavior is an important step in determining how the relevant brain functions are implemented, the insight that can be gained by inactivating or hyperactivating these circuits is limited. Individual brain circuits and even specific neural populations can support behavior in a variety of ways including processing of incoming sensory information, storage of past inputs, and generation of motor responses. Because failure of any of these steps can lead to sometimes indistinguishable changes in behavior, causal manipulations of the neurons involved cannot always identify their role in the cognitive function being investigated. Understanding brain circuit function thus generally requires more detailed assessment of the activity of neural populations as well as the ability to relate observed dynamics with the properties and connections of these neurons. An expanding array of techniques have been developed to measure neural activity in behaving animals. Methods for directly recording the activity of neural populations can generally be divided into two major categories: 1. Electrophysiological methods that use implanted electrodes to measure voltage signals and 2. Imaging based methods that assess activity via fluorescent sensors. The temporal and spatial resolution of these recording techniques varies considerably and they also have different advantages for stably recording from defined populations over time making it critical to choose an approach that is appropriate to the experimental question under investigation.
3-1: Recording neural populations dynamics: Electrophysiological methods
While electrophysiological methods have been a staple of neuroscience research for decades, rapid technical advances in recent years along with an increase in the availability of open-source technology has made the use of these approaches even more powerful and much more accessible to many researchers . In particular, advances in silicon probe technology (Berényi et al., 2014; Bragin et al., 2000; Buzsáki et al., 2015; Csicsvari et al., 2003; Vandecasteele et al., 2012) as well as in light-weight, high-density moveable tetrodebased recording systems (Liang et al., 2017; Siegle et al., 2011) have allowed researchers to record from hundreds to thousands of neurons in multiple areas simultaneously even in mice. These recording systems measure extracellular voltage (Vext) changes generated by transmembrane currents of individual neurons which collectively give rise to the local field potential (LFP) at a given recording site. The largest amplitude currents generated by neurons are action potentials and these components of the LFP signal can be isolated for neurons located in close proximity to the electrode tip. This individual "unit" activity corresponding to the spikes of single neurons can then be identified via comparison of the characteristics of spikes observed across the multiple simultaneous voltage signals (Buzsáki, 2004; Cardin, 2012) . Algorithms to identify spiking generally involve a sequence of steps such as band-pass filtering, detection of threshold-crossing events, and clustering based on voltage waveform shape in a suitable feature space (Chung et al., 2017; Kaneko et al., 1999; Rossant et al., 2016) . The final "clustering" stages of these analysis are performed either automatically (Chung et al., 2017) or through intervention of trained users.
For tetrode-based recordings, various estimates suggest that unit spiking can be isolated from neurons within a cylindrical radius of ~140 µm around the tetrode tip (Buzsáki et al., 2015; Harris et al., 2000) . Despite this large theoretical sampling region, however, practical factors including low firing rates (Buzsáki and Mizuseki, 2014) , small spike amplitudes (Schomburg et al., 2012) and difficulty in reliably separating spiking units using current analytical approaches (Chung et al., 2017; Harris et al., 2000; Rossant et al., 2016; Yang and Chen, 1978) limits the number of neurons that can be reliably separated. Nonetheless, positioning multiple movable tetrodes using custom microdrive array systems like those that are increasingly used in many labs (Liang et al., 2017; makes it possible to record hundreds of neurons from individual brain circuits with minimal tissue damage (Nguyen et al., 2009) . Recent miniaturization of recording devices has enabled recording with moveable tetrodes in the relatively small brains of mice with minimal impact on behavior (Liang et al., 2017; Siegle et al., 2011; Wimmer et al., 2015) . Similarly, advanced silicon probes allow stable sampling of the activity of hundreds of neurons within a given structure using relatively small implanted devices (Jun et al., 2017) .
Although extracellular recordings non-specifically sample the spiking activity of all neurons within range of the implanted tetrodes or probes, several approaches have been developed to further identify neurons with distinct properties. Observable differences in spike waveform, firing rates, and the relation between activity of simultaneously recorded pairs of neurons can all be used to infer whether individual units belong to putative excitatory or inhibitory populations. In general, neurons with thin action potentials that exhibit high spontaneous activity, termed "fast spiking" cells, are more likely to be inhibitory interneurons while neurons with broader action potentials and lower levels of spontaneous activity, termed "regular spiking" cells, are likely to be excitatory, principal neurons (Kaneko et al., 1999) . While these properties can be useful to separate these broad classes of neurons, the association is not perfect and can be unreliable for a variety of reasons (Quirk and Wilson, 1999) .
The combination of optogenetic techniques with extracellular recording approaches provides a means to identify specific neuronal subtypes defined either genetically (Kim et al., 2017) or based on their projection target (Nakajima et al., 2019) in blind extracellular recordings: by expressing light-sensitive opsins in the neuronal population under investigation. In this optogenetic "tagging" approach, neurons are identified based on shortlatency changes in firing rate following activation of excitatory or inhibitory opsins. As discussed above, the availability of a large and growing number of population specific Cre-driver lines allows selective tagging of many neuronal subtypes across brain circuits by viral expression of Cre-dependent opsins in the circuit of interest . In addition, intersectional viral strategies using retrograde virus to label neurons from one area that project to another by injecting into the target structure provide a means to understand how task-relevant activity relates to anatomical connectivity among brain circuits (Halassa et al., 2014; Nakajima et al., 2019; Wimmer et al., 2015) . Finally, the expanding portfolio of opsins sensitive to different wavelengths of light allows multiple populations to be tagged in the same recording (Asrican et al., 2013; Cardin, 2012; Diester et al., 2011; Klapoetke et al., 2014) , providing substantial insight into their interactions.
Despite the effectiveness of this approach, the integration of neurons into broader networks can create challenges in unambiguously identifying "tagged" neurons since the direct optogenetic perturbation can bring about secondary changes that must be separated from the primary stimulation. The most obvious issue is that changes in the firing rate of neurons that do not express the opsin can arise due to synaptic interactions. Optogenetic activation of pyramidal neurons can produce rapid firing rate elevations in associated interneurons (Csicsvari et al., 1998; Miles, 1990) and potentially in other principal cells as well, making separation using latency criteria alone unreliable (Kvitsiani et al., 2013) . Similar problems occur with silencing based strategies as neurons connected to those suppressed can also decrease their rates (Kvitsiani et al., 2013) . Rebound spiking in principal cells and possibly other interneurons can also occur following strong activation of tagged interneurons although in this case false identification can be avoided using latency criteria (Lima et al., 2009; Stark et al., 2013) . Strategies to increase the accuracy of optogenetic tagging include use of short light pulses of focally delivered light with minimum intensity (<0.1 mW/mm2 for ChR2 expressing neurons, (Royer et al., 2010; Stark et al., 2012) ) combined with careful assessment of the latency and fidelity of activity changes (Lima et al., 2009) both within the delivery area and outside of it. More precise, small radius delivery of light can help avoid issues associated with large area optic fibers (Halassa et al., 2011; Han et al., 2009; Wang et al., 2012; Wiegert et al., 2017; Yizhar et al., 2011) . The use of multiple opsins with different preferred wavelengths may also be beneficial to separate directly tagged and indirectly responding neurons (Kampasi et al., 2018) . Parallel developments in imaging technologies and fluorescence sensors have converged to make imagingbased approaches a powerful set of techniques to assess neural population activity during behavior. Measuring calcium dynamics has been particularly effective for this application. Calcium imaging originally used synthetic calcium indicators applied exogenously to brain tissue (e.g., Oregon-Green Bapta1-AM (OGB1-AM) or Fura 2-AM), and this technique remains the approach of choice for subcellular imaging in cultured neurons and slices. However, progressive improvements in genetically encoded calcium indicators (GECIs) have placed these sensors on par with synthetic dyes and they are increasingly dominant for imaging in behaving animals (Chen et al., 2013b; Horikawa et al., 2010) . Most GECIs consist of a calmodulin complex (which undergoes a conformational-state transition during Ca 2+ binding) fused with a conformation-sensitive fluorescent reporter protein. Multiple fluorescent reporter proteins have been developed, with some sensors incorporating circularly permuted fluorescence proteins (e.g. GCaMP indicators), while others (e.g. Yellow Cameleon-class indicators) use protein pairs for Förster resonance energy transfer (FRET) emission (Krebs et al., 2012) .
Because GECIs are stably expressed for long periods, acute surgical intervention (which is necessary when using dyes) is not required and the window for imaging during behavioral experiments is essentially unlimited (Andermann et al., 2010; Dombeck et al., 2009; Hira et al., 2013; Komiyama et al., 2010) . As with optogenetic tagging methods, transgenic Cre-lines and viral vector based approaches can also be used to selectively label genetically defined populations Zariwala et al., 2012) . Moreover, unlike optogenetic tagging methods, expression of GECIs combined with registration of the imaged region allows individual neurons to be followed chronically during learning and plasticity (Andermann et al., 2010; Mank et al., 2008; Margolis et al., 2010) . Powerful computational tools have been developed to correct for brain motion artifacts induced by movement (Bonin et al., 2011; Dombeck et al., 2007; Greenberg and Kerr, 2009; Thévenaz et al., 1998) , and to relate imaged activity to stimulus and behavior parameters Komiyama et al., 2010; Miri et al., 2011; Seelig et al., 2010; Xu et al., 2012) . Finally, the availability of multiple emission and excitation wavelengths has also begun to allow multiple populations to be assessed simultaneously Inoue et al., 2015; Podor et al., 2015) .
Despite the power of calcium imaging-based approaches, certain technical issues still present limitations. Historically both synthetic calcium indicators and GECIs have largely measured slow changes in calcium which are relatively indirect and low temporal-resolution indicator of spiking activity (Theis et al., 2016) compared to electrophysiological measurement of spiking in the LFP. Calcium signals can reflect multiple cellular events and response kinetics of calcium sensors can lead to mixing of these various signals. In addition GECIs can impact cellular properties due to their interactions with calcium channels (Yang et al., 2018) . Much progress has been made in confronting these issues, however. Calcium sensor kinetics have continued to improve and a variety of algorithms based on deconvolution, supervised learning and convolutional neural networks have been developed that improve the ability to infer spiking activity from calcium signals (Greenberg and Kerr, 2009; Grewe et al., 2010; Mukamel et al., 2009; Pachitariu et al., 2018; Vogelstein et al., 2009; Yaksi and Friedrich, 2006) although establishing clear relationships between these different types of measures remains challenging (Wei et al., 2019) .
The rapid rise of a diverse array of optical techniques used for imaging calcium signals has been extensively documented in several recent reviews (Broussard et al., 2014; Hamel et al., 2015; Jercog et al., 2016; Miyamoto and Murayama, 2016) . Two-and three-photon fluorescence microscopy remains a widely used method for optical measurement of neuronal activity deep in the brain with cellular to subcellular resolution (Guesmi et al., 2018; Helmchen and Denk, 2005; Kerr and Denk, 2008; Wang et al., 2018a) . While scanning methods have limited imaging speed, creating a trade-off between the number of neurons recorded and the temporal resolution of sampling, several techniques including random access point scanning with acousto-optic deflectors (Grewe et al., 2010; Katona et al., 2012) , temporally multiplexed imaging beams (Stirman et al., 2016) and wavelength multiplexing (Han et al., 2019) have been developed to mitigate these limitations. In addition, widefield optical imaging using confocal (Yoshida et al., 2018) or epifluorescence based approaches allow high speed sampling from large brain volumes.
While calcium imaging approaches generally require head-fixation, protocols that include voluntary "docking" can help to overcome the behavioral issues often present in involuntary head fixed recording and make it possible obtain extended recordings to capture key aspects of learning and other long term processes (Aoki et al., 2017) . In addition, several new methods have recently enabled imaging-based measurement of activity in freely behaving animals, albeit with lower resolution than multi-photon techniques. These include chronically implantable microscopy systems based on gradient refractive index (GRIN) lenses (Cai et al., 2016; Gulati et al., 2017; Ziv et al., 2013) , as well as single and multi-core fiber photometry which has proven to be a highly accessible and useful technique despite its low spatial resolution (Miyamoto and Murayama, 2016) .
Although calcium imaging remains dominant as a means to optically assess neural activity, voltage sensors to more directly access membrane voltage continue to improve (Inagaki and Nagai, 2016) and a variety of other fluorescent sensors have been developed that enable measurement of other aspects of neurophysiology. These include fluorescent sensors capable of measuring intracellular chloride as a proxy for inhibitory input (Wimmer et al., 2015) , as well as a variety of others that measure the level of specific neurotransmitters acting on the cell, including glutamate (Marvin et al., 2013) well as many neuromodulatory transmitters such as dopamine (Patriarchi et al., 2018; Sun et al., 2018) , norepinephrine , and acetylcholine . These approaches promise the ability to parse out the many signals received by individual neurons that together control behaviorally relevant neural-dynamics.
3-4: Analysis of activity dynamics
Large scale recordings made with multielectrode arrays or calcium imaging yield massive amounts of data. While this is undoubtedly beneficial, it also creates a new set of challenges in the development of approaches capable of allowing this data to be meaningfully interrogated. While careful experimental design is essential, meeting this challenge also requires analytical methods capable of assessing neural time-series data with single-neuronal precision and extracting behaviorally relevant attributes of the overall network.
Despite an expanding toolbox of more complex methods, it is important to note that simple visualization of timelocked patterns of spiking such as rasters and peristimulus time histograms (PSTHs) as well as traditional timedomain analysis (e.g. cross-correlograms) and frequency-domain approaches (e.g. spike-train coherence) remain key tools for assessing activity and interactions of small numbers of neurons . Linear regression based methods such as reverse-correlation (Bialek et al., 1991; McFarland et al., 2013; Wessberg et al., 2000) and generalized linear modeling (GLM (Paninski et al., 2007; Park et al., 2014; Ramirez and Paninski, 2014) ) provide another dependable set of methods to assess neuronal interactions and their relationship to external stimuli. A variety of powerful approaches that do not depend on linear assumptions are also commonly in use, including Bayesian Brockwell et al., 2004; Eden et al., 2004) , neural network (Parthasarathy et al., 2017; Sussillo, 2014; Yamins and DiCarlo, 2016) and information theory-based approaches (Borst and Theunissen, 1999; Voineagu et al., 2011) . These approaches enable systematic assessment of the responses of individual neurons to different stimuli and task-conditions. Application of GLMs to assess spiking relationships among neurons can also be effective as a means to quantify pairwise interactions of simultaneously recorded neurons (Park et al., 2014) providing insight into network structure, and hierarchical analysis applied across multiple cell/experiment combinations can extend insight from this approach (Antolík et al., 2016; Field et al., 2010) . While such inferred interactions are certainly useful, experimental validation of these approaches in intact animals will ultimately require more extensive testing of the validity of inferred connections using optogenetic experiments to directly assess connectivity (Shababo, 2013) .
In addition to population decoding approaches, such as those described above, a variety of unsupervised methods for analyzing population data, such as factor models, have been effectively applied to assess neural dynamics. These approaches assume that high-dimensional neural population activity is a noisy and redundant reflection of some latent signal of interest. Based on this idea, these methods are designed to "denoise" observed activity. Several paradigms have been used for this kind of extraction of low-dimensional "hidden" signals, including through use of pre-specified generative probabilistic models combined with computational inference procedures (Gao et al., 2016; Gao et al., 2015; Goris et al., 2014; Johnson et al., 2016; Kato et al., 2015; Smith and Brown, 2003; Wiltschko et al., 2015; Zhao et al., 2016; Zhao and Park, 2017) as well as more direct dimensionality reduction based on optimization procedures that use specified loss functions related to features of interest (Cunningham and Ghahramani, 2015) . The "de-mixing" provided by such approaches can be extremely useful in identifying features of neural activity that reflect functions relevant to behavior, and can also allow clearer assessment of the effects of optogenetic interventions.
4: Future progress in the investigation of cognitive circuit mechanisms
The combination of well-designed operant tasks with optogenetics and recording techniques to manipulate and assess neural activity continues to open new avenues in the study of cognitive function. Despite this rapid progress, more additional advances in each of the methods involved are still possible which could unlock the full potential of this combined technique. One of the most straightforward ways for further technical advancements is by minimizing restrictions on animal movement and discomfort to optimize behavioral improvement. This J o u r n a l P r e -p r o o f would include the development of lighter and less restrictive optical and electrophysiological recording systems (Liang et al., 2017) as well as improvements in cable-free optogenetic approaches for use in freely behaving animals (Gutruf and Rogers, 2018; Hashimoto et al., 2014) . Similarly, minimizing discomfort and the restriction of body movements in head-fixed tasks would increase the duration over which animals can be recorded and reduce behavioral problems. Indeed, improvements in these technologies along with more effective automation have begun to make it possible to train animals more efficiently and to extend training as well as testing over long periods while mice remain in home-cage environments (Aoki et al., 2017) , thus minimizing stress and making it possible to obtain large amounts of behavioral and recording data.
The availability of optogenetic methods capable of controlling neural activity with high temporal precision, along with increasingly high-speed computational approaches to assess electrophysiological and optical activity measurements "on-line" has begun to enable interventions that are engaged only in response to certain patterns of neural activity (Grosenick et al., 2015; Paz et al., 2013) . Continued development of this "closed-loop" approach is important as this set of methods makes it possible to make more precise inferences regarding causal relationships between particular patterns of activity and behavior (Buzsáki et al., 2015) .
Quantitative recording from multiple brain regions simultaneously over extended periods provides much larger amounts of useful data than earlier experiments were able to acquire (Paninski and Cunningham, 2018) . While gaining access to this data is fundamentally advantageous, deriving real insight from such massive recordings, even using the approaches discussed above, can in many cases still be challenging. One relatively novel approach to interrogate neural network dynamics involved in cognitive functions linked to known circuits is to create models mimicking brain function at multiple levels. Modeling using approaches such as convolutional neural networks (CNN) and recurrent neural networks (RNN) have been productively applied in this way to better understand visual processing (Kar et al., 2019; Yamins and DiCarlo, 2016; Yamins et al., 2014) . Although translating such an approach to complex behaviors whose circuit basis is less well understood remains challenging, similar techniques will likely be a powerful means to better understand observed dynamics in many brain circuits in the future (Churchland and Sejnowski, 2016; Glaser et al., 2019; Hasson and Nusbaum, 2019) .
In addition to understanding the circuit basis of cognitive functions, a key goal in neuroscience research is to understand how these functions are disrupted in disease. Many mouse models of disease are available for psychiatric and neurological disorders (Kaiser et al., 2017) providing a means to investigate potential causes of symptoms and develop novel treatments. To investigate the nature of dysfunctions in these models, behavioral designs and stimuli must be adjusted both to capture cognitive functions disrupted in disease states and to accommodate other problems that transgenic models may display Kaiser and Feng, 2015) . Moreover, to understand how computations underlying various aspects of cognition are disrupted in human disease, it will in many cases be critical to develop analogous approaches to study circuit function in other animal models whose brains have architectures more similar to humans including intermediate models such as tree shrews as well as primates (Diester et al., 2011; Gerits et al., 2012; Han et al., 2009; Hanks and Summerfield, 2017; MacDougall et al., 2016; Okano et al., 2016) .
Despite the massive advances achieved over the past decades, we are still far from understanding how the brain is able to produce many key cognitive functions. Nonetheless, future technical advances at all levels of neuroscience research promise to yield ever greater insight into how networks of neurons efficiently and dynamically use sensory stimuli to enable complex behavior. The findings from such studies will improve our understanding of the basic principles of computations occurring in the brain and, as has often happened before, such principles are likely to find useful applications outside of neuroscience in areas such as artificial intelligence (Hassabis et al., 2017; Ullman, 2019) . Moreover, such understanding will provide a much stronger basis for treating the many psychiatric disorders for which consistently effective interventions remain unavailable (Kaiser and Feng, 2015; Kaiser et al., 2017; Kas et al., 2019; Robertson and Feng, 2011; . Diagram illustrating how multiple, complementary techniques can be combined to interrogate the origin of cognitive functions in the brain. In this combined approach, the first step in investigating cognitive function of interest (Top, Left) is to design operant behavioral tasks that can probe the circuits responsible for a mouse analog of the function of interest (Bottom, Left). Such tasks engage the function of interest by controlling both the animals state, through task engagement, and the external inputs, through carefully control of task-relevant stimuli. Optogenetic techniques are then used to causally test potentially relevant circuits by observing the behavioral impact of experimentally activating or suppressing them (Bottom, Center). Recording from the relevant circuits identified using these approaches provides a more detailed understanding of the underlying functional dynamics (Bottom, Right). Results from each of these approaches can also be used to refine behavioral task designs and to target additional circuits that may be involved (arrows). In addition, circuit dynamics can be modelled to obtain further understanding through estimation of variables that are not experimentally accessible (Top, Center). In combination, this set of approaches can provide substantial insight into how cognitive functions are instantiated in the brain (Top, Right).
Figure Legends

Figure 2: Design of operant tasks to probe neural circuit functions in mouse models.
(A-E) Illustration showing key steps in behavioral tasks designed to study attentional control in mice. Two example tasks are shown. The top row shows a two alternative forced choice (2AFC) task in which mice are simultaneously presented with two sensory targets (100msec of a visual flash and auditory sweep) that indicate reward port location. In this task, a sound pulse (red) cues the animals to attend to one of the two stimuli while suppressing the other. The bottom row illustrates a Go/NoGo task in which mice must discriminate between multiple pure tones that may or may not be masked by broadband noise. In a subset of trials of this task, animals are cued to anticipate the presence of masking noise using a light cue (purple). In both tasks, the epoch sequence is designed to isolate behavioral state and control the availability of task-relevant information over time. (A) Self-initiation ensures the animal is engaged in the task. After initiation, the involvement of brain circuits in various functions can be assessed by recording or manipulating neural activity at different stages of the the variable input and period. The functions that can be investigated include: (B) encoding the attentional cue, (C) maintenance of cue information over a delay and (D) processing of the sensory stimulus. (E) Performance on the task can then be determined based on responses to each trial and by using other behavioral parameters such as response latency and choice history. (F) Illustration of typical methods used to analyze the data obtained from operant behavioral experiments including signal theory based analysis such as receiver operator curves (ROC; Basic Assessment, Top) characterization of features such as discrimination threshold and lapse rate using parametric variation of stimulus properties (Psychometric Analysis, Middle) and behavioral modeling approaches such as logistic regression based assessment (Behavioral Modeling, Bottom).
Figure 3: Methods for circuit discovery involving cognitive behavior
(A) Example illustrating the importance of temporally precise manipulation during specific behavioral epochs to identify of brain circuit function. Diagram illustrating the effect of direct, optogenetic suppression of PFC via activation of a suppressive opsin expressed in this circuit during two epochs in a cued sensory selection task: Anticipation (left), when the animal is cued to attend to either auditory or visual stimuli or presentation (right) of target and distractor stimuli. Disrupting PFC activity through optogenetic suppression impaired task performance only when the manipulation was performed during anticipation, suggests that PFC is critical for cued attention during sensory anticipation but not during sensory processing stage. Such experiments demonstrate the need for precise control in identifying what types of task-relevant information are encoded in a given circuit. (B) Example illustrating the use of optogenetic tools to manipulate circuits targeted based on their axonal projections either by delivering light to the specific projection site to suppress terminals (Terminal, Left/Center) or by labeling specific projection neurons with retrograde virus (Retrograde, Right). Optogenetically silencing PFC terminals in the horizontal limbs of the diagonal band of Broca (HDB; Target 1, Left) during the delay period of the sensory selection task does not impact behavior while suppression of PFC terminals in the visual striatum (visStriatum; J o u r n a l P r e -p r o o f Target 2, Middle) as well as somatic suppression of this projecting population labelled using retrograde approaches (Target 2, Right) disrupts behavior. These observations show how projection specific manipulations can disambiguate the function of distinct outputs from the same circuit. (C) Strategies to visualize or manipulate specific populations of neurons engaged during behavior. (Top) Example of a conditional immediate early gene (IEG) based approach for activity dependent neural labeling. The IEG promoter drives CreER to express effector proteins when tamoxifen has been injected. (Bottom) Schematic of Cal-Light or FLARE based conditional, activity dependent labelling. Elevation of intracellular calcium in combination with exposure to blue light allows the tetracycline transactivator (tTA) to translocate to the nucleus and initiate gene expression of genes under the TeTO promoter. (D) Retrograde monosynaptic tracing method to identify inputs from neurons that directly project to a population of interest. (Left) schematics of monosynaptic tracing with recombinant rabies virus. EnvApseudotyped rabies virus (RvdG) only infects neurons expressing TVA receptors. If the infected neurons also express Rabies glycoproteins, the rabies virus is able to spread to presynaptic neurons. Expression of TVA receptors and rabies glycoproteins can be localized to a specific cell type using AAVs or Cre driver lines. (Right) Example strategy for mapping presynaptic inputs of specific projection neurons (Tracing the Relationships of Inputs and Outputs, TRIO). By combining the retrograde Cre virus and Cre-dependent AAV, both TVA receptor and rabies glycoproteins are expressed in specific projection neurons. This combination allows selective infection and labelling of the specific population of projection neurons as well as their presynaptic inputs.
