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I. INTRODUCTION 
The so called “turning point” or “transition point” problems in the 
asymptotic theory of linear differential equations with a parameter (see 
Wasow [3] Chap. VIII for a lucid introduction of the subject), are still full 
of unsolved difficulties. Only turning point problems of the simplest type 
have been completely solved. Several authors have studied the problem of 
simplifying the differential equation with a parameter in a neighborhood of 
the turning point (see, e.g., the numerous references listed in Wasow’s book 
[3]). In other words, they tried to find a matrix P(x, c) such that the trans- 
formation y = P(x, l ) z takes the n x n system 
into 
(1.2) 
The matrix A(x, e) is assumed to be holomorphic in 
9(x0 , co ,e,) = {(x, ~1 I I x I < x0 , 0 < I 6 I .< co , I arg 6 I < eo> 
and has an asymptotic expansion in powers of E in -9(x0 , co , 0,) as 
E + 0 in 9(x0 , co , o 0 ). Equation (1.2) is “simpler” (in the sense that it is 
easier to solve asymptotically) than (1.1). I n most cases the matrix so obtained 
can only be shown to have an asymptotic expansion CT=“=, P,(X) .? valid in 
some x-sector with vertex at the turning point. This is a serious limitation to 
the usefulness of the simplification. Because any connection formulas 
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obtained for the solutions of the simplified equation in the neighborhood of 
the turning point cannot be transformed back to the variables of the original 
problem. 
Wasow [3], to the author’s knowledge, is the first one successful in showing 
that the transformation matrix P(x, E) can be chosen so that it is asymptoti- 
cally represented by Cr=,, P,.( x E? in a full neighborhood of the turning point ) 
in the case where the simplified equation is reducible to Airy’s equation 
(see Wasow [3] pp. 181-183, the proof there is erroneous, however he had 
subsequently obtained a correct proof). In this paper the case in which the 
simplified equation is reducible to Weber’s equations, i.e., the equation 
satisfied by the parabolic cylinder functions, will be proved. In the Airy’s 
equations case, the turning point involved is a simple or first-order turning 
point. The proof for the Weber’s equation case follows quite close to Wasow’s 
proof of the Airy’s equation case. However, the author would like to point 
out a special feature in the Weber equation case which is not apparent in the 
Airy’s equation case. In the former case, the simplified equation contains a 
constant, depending on C, which is determined only up to an asymptotically 
zero term, as c + 0. In order for the transformation matrix to have asymptotic 
expansion valid in a full neighborhood of the turning point, it is necessary 
to fix the constant in a definite way. No such constant occurs in the Airy’s 
equation case. 
The author wishes to express gratitude to Professor Wasow for sharing 
his unpublished correct version of the proof for the Airy’s equation case, and 
to Professor Sibuya for his valuable suggestions. 
II. THE MAIN THEOREM 
Let A(x, E) be a 2 x 2 matrix holomorphic in 
9(x0, co , do) = {(x, 4 I I x I < x0 , 0 < I e I < co , I arg E I < eo> 
and admits in 9(x0 , l o , 0,) an asymptotic expansion 
A(x, E) - i A,(x) c7, as c + 0. 
r-0 
(2-l) 
Assume that there exists a matrix P(x, E), such that y = P(x, l ) x takes the 
equation 
cg =A(x,r)y (2.2) 
into 
(2.3) 
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The matrix P(x, l ) is holomorphic in 9(x1, Q, 0,) where 0 < X, < x,, , 
0 < Ed < E,, , 0 < 8, < 19~ and admits in a certain x-sector an asymptotic 
expansion 
as 
The scalar constant ~(6) depends on E and has asymptotic expansion 
CL(C) is only determined up to an asymptotically zero term, i.e., any other 
constant y(c) such that y(c) N Cy=“=, p ++ will serve as well. Equation (2.3) 
can easily be seen to reduce to the second order single equation 
d2v 
‘2p - (f x2 + q+)) v = 0. 
A further substitution x = tC2 takes (2.4) into Weber’s equation 
d2v -- 
dt2 (f t2 + P(4) v = 0, 
(2.4) 
which is satisfied by the parabolic cylinder functions. 
We will not be concerned with the various necessary conditions for A(x, C) 
so that (2.2) can be transformed into (2.3) (see Hanson and Russell [2] for a 
detailed discussion of the subject). However, as a simple example, we note 
that the single second-order equation written in matrix form, 
dr 0 
i 
1 
Ez= x2 + EY(X, 6) 0 1 y 
can be transformed into an equation of the form (2.3) by y = P(x, l ) z where 
P(x, 6) has an asymptotic expansion in E, as E + 0 in an x-sector of central 
angle less than r. 
If xF=, P,(X) c is the formal series such that y = (x:,“=, P,(x) E?) z takes 
(2.2) formally into (2.3), then as a consequence of the so called Borel-Ritt 
theorem we can without loss of generality assume that A(x, 6) has the form 
4x, 4 = (a x2 A) + 44 (; 8, + -W, 4, 
where E(x, 6) is holomorphic in 9(x0, Q, 0,) and 
E(x, c) - 0, as E -+ 0, 1 arg d / < e, , 
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uniformly valid for 1 x / < x,, . The coefficients P,.(x) in the formal series 
Cr’, P,(x) e7 are the given by 
PO(X) = I, P,(x) = 0, Y > 0. (2.7) 
THEOREM 2.1. If corresponding to every sector I arg * - 01 I < P, 
0 < p < n/2, there exists a matrix P(x, E) having the following properties, 
(i) The transformation y = P(x, l ) x takes 
(2.8) 
where A(x, C) is given by (2.6), into (2.3) 
(ii) P(x, 6) -1 as E -9 0, / arg l / < 19, uniform& in I x I < x1 , 
I arg x - 01 1 < /3. 
Then there exists a matrix Q(x, l ) and a scalar Y(E) such that y = Q(x, l ) x 
takes (2.8) into 
(2.9) 
where y(c) - P(E), as E -+ 0, / arg l / < 0, and 
uniformly valid for x in j x I < x1 . 
In the proof of the theorem, we will assume that the angle of E is constant 
(this is not a real restriction). Then we may further assume that E > 0 
without loss of generality. 
Let ej , j = 1, 2, 3, 4 be four straight line segment of length x1 meeting 
at the origin of the x-plane and 4 has direction (2j - 3) r/4. Let sj , 
j = 1,2,3,4 be the four open sectors into which these lines divide the disk 
I x I e x1 , with sj bounded by Jj , /j,l . From now on all subscripts are to be 
interpreted module 4. 
From the properties of parabolic cylinder functions (see Abramowitz [I]) 
we see that equation (2.3) has the four solutions xi(x, E, p) given by 
j= 1, 2, 3,4, where U(a, x) is the standard parabolic cylinder function 
described in Abramowitz [l], p. 687, vj = V( j - 1)/2, i = d- 1. These 
solutions have the form 
zi(x, E, p) = ,5$(x, E, p) ecl”“jcr), j = 1,2,3,4, (2.10) 
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where gj(x, E, p) is bounded uniformly in every closed proper subsets of 
si-i u sj u sj.+i (the bar denotes closure of a set) and &x) is the function 
f $ x2, with the sign chosen so that Re So < 0 for x E sj . Since 
Re q?(x) > 0 in sj-r , sj+i , we see that any two solutions zj(x, E, p), ++i(x, E, CL) 
must be linearly independent and form a fundamental set of solutions for 
(2.3). Their wronskian, denoted by ZU~,~+~ satisfies the relation 
zL’j,, tl = O(d), ZuYl 3,j+l = O(c-+), as E + 0, (2.1 I) 
for every p = P(E) having an asymptotic expansion in E. 
Furthermore, these solutions satisfy the following connections formulas. 
%3(X, E, CL) = al(P) x1(x, 67 PI + a2b-4 X2@> E, CL) 
.T& c, tL) = h(P) +(x, E? PI + 62(P) G& Et PL)I (2.12) 
where 
Let Pj(x, E), j = 1,2, 3, 4, be the four transformation matrices such that 
y = Pj(x, 6) z takes (2.8) into (2.3) and that each Pi(x, l ) has the expansion 
Pj(x, l) -1, as E --+ 0, (2.13) 
uniformly valid for x E Tj , where Tj , j = 1, 2, 3,4, are closed sectors in the 
x-plane whose union is the disk 1 x / < xi and each Tj has central angle 
(r - /3), ,G > 0 and satisfies 
Then z+(x, E) = Pj(x, l ) zj(x, E, CL) are four solutions to (2.8) each having the 
form 
+, e) zzz f&(x, <) &l’+(s) 
where zZj(x, 6) N 5$(x, E, p), as E - 0, uniformly in Tj . 
(2.14) 
Lemma 3.1 in Section 3 shows that the asymptotic relation 
z&(x, C) N s$(z, E, p), as E + 0, is valid in the bigger set Ti u T,+l . Thus the 
solution z+(x, l ) have the same asymptotic property as zj(x, E, CL). If Theorem 
2.1 is to be true then the solutions yj(x, C) = CQ(C) z+(x, E), where CX~(C) is some 
constant depending on E, should satisfy the same connection formulas as 
that of zi(.v, l , CL). Since there is a certain degree of arbitrariness in the sim- 
plified equation, namely p = p( ) E is e ermined only up to an asymptotically d t 
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zero quantity, there is hope that by a suitable choice of P(E), the two sets of 
solutions will satisfy the same connection formulas. Lemma 3.2 in Section 3 
shows that this is actually the case. Thus there exists y(c) - CL(C) so that it is 
possible to find a,( E ) - 1 ,j = 1,2, 3,4 in such a way that both set of solutions 
u~(x, E), z+(x, E, y), j = 1,2,3,4 satisfy the connection formulas (2.12) with 
P(E) replaced by y(c). Thus if we define a transformation matrix Q(x, C) by 
Q(x, ~1 dx, E, r> = Y&, 4, j = 1,2, (2.15) 
then automatically (2.15) will also hold for j = 3,4. 
We will show that Q(x, l ) has I as its asymptotic expansion as e + 0 valid 
uniformly in 1 x 1 < x, . Since the union of Tf is 1 x 1 < x1 , it is sufficient to 
show that 
Q(x,c)-I, as c-+0, uniformly for XET~, j= 1,2,3,4. 
Let (z+~ , z3) denote the fundamental matrix of (2.9) whose first column is 
the solution +r(x, E, r) and the second column is the solution zj(x, E, y). 
(We will drop the dependence on x, l , y for simplicity). Since (2.15) is true 
for all j = 1,2,3,4, we have 
Thus 
Q(x, 4 h-1 7 6 = (ri-I 9 rd. (2.16) 
Since CY~(C) - 0, as l + 0, and 
f?i(x, l ) - Zj(x, E, y)‘), as E -+ 0, uniformly in Tj u T,+r we conclude that 
E + 0, uniformly in Ti . 
Now 
dWjwl , sZJ--~ = [wron(zi, , a,)]-’ = O(E-t), 
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therefore 
Q(x, E) -I, as E -+ 0, uniformly in Tj, j= 1,2,3,4. 
This completes the proof of the theorem. 
III. Two LEMMAS 
LEMMA 3.1. zij(x, E) N 2$(x, l , p), as E -+ 0, uniformZy valid in Tj u Tj,, , 
where t&(x, c) is the function defined by (2.14). 
PROOF. Since the asymptotic relation is already known to be valid in Tj , 
it remains to be shown that it is valid in T,+l. Now, Pj+r(x, C) zi(x, E, CL) and 
Pi+r(x, C) z~+~(x, E p) are two solutions of (2.3) which are linearly independ- 
ent, therefore, there exists constants U(E), b(e) such that 
Uj(X, c) = a(e) Pi+&, l) +(x, E, P) + b(c) Pi+1(? c) %+1(X, El 4. (3.1) 
Solving (3.1) for a(e) we obtain (wron = wronskian) 
(We have dropped the dependence on x, E, y for simplicity.) Since Pi(x, l ) - I, 
in Tj , and (wron(zi , z++~))-’ = O(E-~/~), as E -+ 0, we conclude that U(C) - 1, 
as E -+ 0. Similarly for b(e), we have 
b(e) = 
wron(Pjzj , Pi+lzj) 
wron(Pj+l~i+l , pj+lzj) ’ 
(3.2) 
Since Re qj(x) and Re qj+Jx) are opposite in sign, it follows that 
q,(x) = - Q~+~(x). Let & be the point in T,+l such that 
Re Q~+~(&J = g+yl Re ~j+k4- (3.3) 
It is seen that & also belongs to Tj if the central angle of Ti is chosen suf- 
ficiently close to r. Letting x = & in (3.2), we have 
(det (u, w) = determinant of the matrix whose columns are the vectors u, v). 
Since Pi(& , 6) - 1, as E -+ 0, and det(Zj , Oj) = 0, we conclude that 
b(<) = e-(2/r)Qj+l(h)&(q), where 6(c) -0, as E+O. 
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Equation (3.1) after being multiplied by e-(llc)qj(z) becomes 
G(x, 4 = 44 Pi+1(? E) qx, E, p> 
+ 6(c) Pi+l(x, E) .$+1(x, E, p) e(z’E)(qj+1(~)-pi+1(4)). 
Because of (3.3) and the facts that Pi.+r(x, E) N I in Tj+l , a(~) N 1, J(E) N 0, 
we conclude that 
t&(x, .c) - i&(x, l , p), as E + 0 in Tj+l . 
This completes the proof of the lemma. 
LEMMA 3.2. There exists a y(e) (Y(E) -p(e), us E -+ 0) such that the 
following systems of algebraic linear equations (3.4) admits a nontrivial solutions 
+(c) satisfying 
a&) - 1, as c-0, j= 1,2,3,4. 
44 %(O? 4 = 44 d4 GA4 + %W de> %(O, 4 
44 u,(O, ~1 = b,(y) 44 W, 4 + b&d 44 F~A 4. (3.4) 
REMARK. In the Airy’s equation case, there are only three solutions invol- 
ved and thus only one connection formula is needed. In that case the existence 
of ai(e) N 1 is quite immediate. 
PROOF. Let rZlii denote the wronskian of ui(x, l ) and r+(~, C) then (3.4) 
is equivalent to 
%M %2%(4 + %%(4 = 0 
b,(Y) %P&) + %4%(4 = 0 
- 44 f%%4(4 + %a%(4 = 0 
- b,(y) %,F&) + %P&) = 0. (3.5) 
Equation (3.5) is a homogeneous ystem of four equations in four unknowns. 
Thus for nontrivial solutions to exist the determinant d(r) of (3.5) must be 
identically zero. Now since ~~(0, e) N zi(O,c) and that a&) N a&), 
b,(y) N b,(p) and in view of (2.12) and (3.4), it is easy to see that the deter- 
minant is asymptotic to zero. Thus a sufficient condition for the existence of a 
Y(E) (y(c) N P(C), as E -+ 0) such that d(r) = 0 is that &l(y)/+ evaluated at 
r(e) = P(E) be nonzero. Now from (3.5) we have 
Using the relation listed after (2.12) where p is replaced by y and the identity 
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we have 
Therefore 
A(y) = (e2~“‘zz1,,ts2, - 2ei”’ cos 7rytZ14fi&) iZip . 
ad(Y) 
aY Y=P 
= 277it?2i*‘(zz,,~2, - tfi314iz23) ig2 . 
The right-hand side of the above equation can be evaluated asymptotically 
as follows. Let wij be the wronskian of zi(x, E, p) and +(x, E, /J) then 
wij N wij , as E -+ 0. 
Furthermore by (2.12) we have 
%3 = a2(/d w12 Y w24 = - h(d w12 9 
w23 = - %W w12 - 
WI4 = b2W w12 f 
(3.6) 
Therefore 
ad(y) 
aY y=LI 
- 27&~~‘“~(- a2(p) l+(p) + b2(p) al(p)) wt, = 2im2, as E + 0, 
where we have used the fact that 
w4 _ _ e-2inuc2 
12 - 
Thus Y(E) N P(C) can be chosen so that A(y) = 0. 
By the general theory of homogeneous systems of linear equation, the 
solutions 01~ are proportional to the cofactors of the first row of the deter- 
minant A(y). Therefore 
de) = '6) b2(Y) %2%3'24 f m2(E) = &) h(Y) %2%3%4 
a3(E) = - '(') bl(Y)a2(y) @2%4 Y a4(E) = - '6) h(Y) b2(y) %2%3 3 
where K(C) is the factor of proportionality. Using (3.6) we see that each ai 
is given by 
44 = - w (a2M G4 b,(P) wf2 + %(4>* 
where Q(E) N 0, as E -+ 0. By letting K(e) = (a,(p) b,(p) b,(p) wi2)-l and 
noting the fact that K(E) = 0(6-l), we conclude that 
ai - 1, as E --+ 0. 
This completes the proof of the lemma. 
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