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Introduction
Consider two unit root processes, y t = φy t−1 + ε t (1.1) and y t = µ + φy t−1 + ε t ,
( 1.2) where φ = 1, µ = 0 and ε t follows the first-order generalized autoregressive conditional heteroscedasticity model, denoted as GARCH (1, 1),
where ω > 0, α ≥ 0, β ≥ 0, and the η t are a sequence of independently and identically distributed (i.i.d.) random variables with zero mean and unit variance.
For model (1.3), we make the following assumptions:
Assumption 1. α + β < 1;
Assumption 2. The parameter vector δ = (ω, α, β) ∈ Θ, where Θ = {(ω, α, β)| ω > 0,ᾱ ≤ α ≤ 1 −ᾱ,β ≤ β ≤ 1 −β, for someᾱ,β > 0}.
Assumption 3. η t has a symmetric distribution and Eη 4 t < ∞.
The GARCH model was proposed by Bollerslev (1986) and has had many important applications in financial and econometric time series. Some recent reviews can be found in Bollerslev et al. (1992) , Bollerslev et al. (1994) and Li et al. (1999) .
When α = β = 0, the ε t defined by model (1.3) reduce to i.i.d. white noise and, for this case, the unit root process has been investigated extensively. Motivated by practical applications, in recent decades many statisticians and econometricians have considered various unit root processes with non-i.i.d. errors. Some related results on estimating and testing unit roots can be found in Phillips and Durlauf (1986) , Phillips (1987) , Chan and Wei (1988) , Lucas (1995) , and Herce (1996) , and the references cited therein. When the error term follows a GARCH process, estimation and testing for a unit root involves intrinsic problems, an issue that was first raised by Pantula (1989) . He derived the asymptotic distribution of least squares (LS) estimators for a unit root process with a first-order ARCH error (i.e. model (1.3)
with β = 0), and showed that Dickey-Fuller tests could still be employed in this case. Pantula (1986, p.73 ) also stated without proof that Dickey-Fuller tests could be used for unit root processes with GARCH errors. Peters and Veloce (1988) and Kim and Schmidt (1993) provided simulation results to show that Dickey-Fuller tests based on LS estimators are often sensitive and, when α + β is close to 1, the problem can be very serious. It seems that this phenomenon can be explained partly by the loss of efficiency of the LS estimator. Ling and Li (1998) derived the limiting distribution of the maximum likelihood (ML) estimator for a general nonstationary autoregressive moving average time series process with higher-order GARCH errors, and demonstrated that it is more efficient than the LS estimator. As for stationary time series with GARCH errors (see Weiss, 1986, and Li, 1997a) , Ling and Li's (1998) results are obtained under the assumption that the fourth moment is finite. However, for the GARCH (1, 1) process, the condition for strict stationarity is E(ln(αη 2 t + β)) < 0 (see Nelson, 1990) , the condition for a finite variance is α + β < 1, and the condition for a finite fourth moment under normality is 3α 2 +2αβ +β 2 < 1. The fourth moment condition is clearly the most stringent.
For the pure GARCH (1, 1) model, Lee and Hansen (1994) and Lumsdaine (1996) proved that ML estimators are consistent and asymptotically normal under the condition that E(ln(αη 2 t +β)) < 0. A challenging problem is whether the limiting distribution of ML estimators can be derived under weaker conditions for the unit root process with GARCH errors. Ling and Li (1997b) obtained the asymptotic distributions of the ML estimators for models (1.1) and (1.2) under Assumptions 1-3. The limiting distribution of the estimated unit root is a functional of a bivariate Brownian motion and is the same as that obtained in Ling and Li (1998) . Based on these asymptotic results, we can construct several new unit root tests. Simulation results reported in the paper show that tests based on mixing LS and ML estimators perform better than those based on LS estimators alone. This paper proceeds as follows. Section 2 considers LS estimation and its asymptotic properties. Section 3 considers ML estimation and its asymptotic properties.
Section 4 constructs some unit root tests. Section 5 reports some simulation results.
The proofs of the theorems are given in section 6.
Throughout the paper, we use the following notation. U denotes the transpose of the vector U ; o(1) (o p (1)) denotes a series of numbers (random numbers) converging to zero (in probability); O(1) (O p (1)) denotes a series of numbers (random numbers) that are bounded (in probability); p −→ and L −→ denote convergence in probability and in distribution, respectively. D = D[0, 1] denotes the space of functions f (s) on [0, 1], which is defined and equipped with the Skorokhod topology (Billingsley, 1968) . || · || denotes the Euclidean norm.
Preliminary Estimation
The observations y 1 , · · · , y n , with initial value y 0 = 0, are generated by model (1.1) or (1.2). Denoteφ LS as the LS estimator of φ in model (1.1) and (μ LS ,φ LS ) as the LS estimator of (µ, φ) in model (1.2). Then
Theorem 2.1. Suppose that assumptions 1-3 hold. Then
where N n = diag( √ n, n) and B 1 (t) is a standard Brownian motion.
4)
whereĥ t = ω + αε 2 t + βĥ t−1 withĥ 0 = 1, and δ = (ω, α, β) .
Suppose that δ 0 is the true value of δ in Θ and let δ n = arg max δ∈Θ 1 n n t=1 l t (ε t |δ) .
The following shows the asymptotic properties ofδ n .
Theorem 2.2. Under assumptions 1-3
From Theorems 2.1 and 2.2, we see that φ or (µ, φ) and δ can be estimated
However, under GARCH errors the LS estimator of φ or (µ, φ) loses some efficiency (see the next section), which will result in a loss of efficiency for the 'ML' estimator of δ above in finite samples. A more efficient estimation procedure will be given in the next section, and all estimators in this section can be used as preliminary estimators.
ML Estimation
To simplify notation, in this section the true parameter δ 0 is denoted as δ. Let λ = (φ, δ ) , λ µ = (φ µ , δ ) and φ µ = (µ, φ) . The ML estimators of λ and λ µ are the
where l t is defined as in (2.3).
Since the likelihood equation ∂l t /∂λ = 0 and ∂l t /∂λ µ = 0 are nonlinear in λ and λ µ , respectively, an iterative numerical procedure is required to obtain the solutions to these equations. By Lemma 6.6, φ (or φ µ ) and δ can be estimated separately without loss of efficiency. Thus, we can define an algorithm scheme by the iterative approximate Newton-Raphson relation forφ M L andδ M L :
is the estimated value at the i-th iteration. Similarly, define a scheme forφ µ,M L andδ µ,M L . To derive our asymptotic results, we need the following theorem.
where o p (1) holds uniformly in Θ n and Θ µ,n .
By Theorems 2.1 and 2.2 in section 2, we can obtain the initial estimator of λ
With these consistent initial estimators, we can obtain the following asymptotic representations by Theorem 3.1:
and (φ µ , δ ) obtained from (3.2) by using initial estimatorsφ orφ µ andδ witĥ
where N n is defined in Theorem 2.1 and (w 1 (t), w 2 (t)) is a bivariate Brownian motion with covariance
their asymptotic distributions are the same as those given by Theorem 2.2(b).
Let
where σ 2 = Eh t and K is the (2,2)-th element of Ω in (3.5). Denote K by F when κ = 2. Then B 1 (t) and B 2 (t) are two independent standard Brownian motions. As shown in Ling and Li (2000) ,
The second term of (3.6) can be simplified as [ Phillips, 1989 ). Thus,
Similarly, we can simplify the limiting distribution of n(φ µ,M L − 1) as
From (3.7)-(3.8), we see that the asymptotic distributions ofφ M L andφ µ,M L can be represented, respectively, as combinations of those ofφ LS andφ µ,LS and a scale mixture of normals. These properties are similar to those of the least absolute deviation estimators of unit roots given by Herce (1996) . The ML estimator of φ or φ µ is more efficient than the LS estimator given in the last section (see the work by Ling and Li (1998) 
The following theorem comes from Theorem 2.1.
Theorem 4.1. Under assumptions 1-3,
the same as those given by Dickey and Fuller (1979 
Method B
In order to apply ML estimators for unit root tests, we need to modify n(φ M L − 1) and n(φ µ,M L − 1) in Theorem 3.2 because these limiting distributions depend on nuisance parameters. These nuisance parameters should be replaced by their consistent estimators, an approach that was first used by Phillips (1987) . Recently a similar approach was employed by Lucas (1995) and Herce (1996) . By (3.7)-(3.8),
we can define test statistics by mixing LS estimators and ML estimators as follows:
We call these ML-based tests. When η t ∼ i.i.d.N (0, 1), F = K and henceF =K andF =K. The following theorem comes from Theorems 2.1 and 3.2.
Theorem 4.2. Under assumptions 1-3,
The limiting distributions of the ML-based tests, M φ , M t , M µ and M µ,t , are the same as those based on the least absolute deviations estimators by Herce (1996) , but the test statistics are quite different. When α = 0, h t is a constant and hence Kσ 2 = 1. In this case, assumption 2 is violated and obviously the above tests cannot be used. Therefore, it is necessary to check if the coefficient α is equal to zero before using the ML-based test statistics. This can be done easily by applying the diagnostic checking method in Li and Mak (1994) for the pure GARCH model (1.3) with the artificial observations,ε t , in Section 2.
Using the 20,000 simulated values, the α−quantiles of the distributions of the ML-based tests are estimated. For n = 200, 300 and 5000, some of the empirical quantiles are summarized in Table 5 in Appendix A.
Method C
The unit root tests in the last method may not be very powerful since LS is employed.
The asymptotic distributions (3.7)-(3.8) can be used to construct the unit root test without using LS estimation. First, we can write (3.7) and (3.8) as
where c 1 = σF/K 1/2 and ρ 2 = 1/σ 2 K ∈ (0, 1). Let c 2 = c 1 /σ,
Then, we have the following theorem:
Theorem 4.3. Under assumptions 1-3,M t andM µ,t have asymptotic distributions (4.1)-(4.2), and
The asymptotic distribution ofτ AEn depends on a nuisance parameter ρ. Its critical values can be obtained through the simulation method, with the estimatedρ as given in Hansen (1995), Seo (1999) and Shin and So (1999) . Some critical values ofM t andM µ,t were given by Seo (1999) . In Appendix B, Table 6 , we give the critical values ofM φ andM µ . All these critical values are generated through 40,000
replications of an i.i.d. bivariate N (0, I 2 ) process.
Simulation Study

Methods A versus B
In order to investigate the empirical sizes and powers of the test statistics in Theorems 4.1 and 4.2, we generate data sets from the following model: tests still tend to overreject, which is consistent with the findings in Kim and Schmidt (1993) . In this case, the ML-based tests basically solve the overrejection problem.
From Tables 1-2, we see that when α increases, the LS-based tests became more sensitive, which results in rising sizes and decreasing powers. This phenomenon can be explained by the fact that when α increases, the unit root process, y t , has more and more heavy-tailed innovations. Meanwhile, when α increases, the power of the ML-based tests improves. This is because, in this case,σ 2K − 1 (orσ 2K − 1 in the ML-based tests) can be evaluated more accurately. All these results clearly suggest that the ML-based tests are more robust and perform better than the LS-based tests. 
Methods A versus C
We now examine the sizes and powers of the test statisticsM φ andM t . The simulation experiments are similar to those in the previous section, and the results are summarized in Tables 3 and 4 . The empirical sizes are slightly larger than those of method B, but comparable to those of method A. Overall, the empirical size improves quickly at n = 300. The powers are much better than those of method B for both n = 200 and 300, at the upper 10% and 5% levels, and also dominate those of method A uniformly. Such dominance is also rather substantial at the 5% and 1% levels when the sample size is only 200. This clearly suggests the usefulness of the proposed testing procedures in empirical applications. Based on these simulations, we would recommend method C if the sample size is 300 or larger and method B if the sample size is smaller than 300. are strictly stationary and ergodic, and have the expansions
and
Denote F t as the σ-field generated by {η t , η t−1 , · · ·}. Then ε t−1 and h t are measurable with respect to F t−1 .
Proof of Lemma 6.1. It comes straightforwardly from Theorem 2 in Nelson (1990) (for another expansion, see also Ling and Li, 1997) . 2 Lemma 6.2. Suppose that the process ε t is generated by model (1.3) and assumptions 1-3 are satisfied. Then
where (w 1 (τ ), w 2 (τ )) is a bivariate Brownian motion with mean zero and covariance
τ Ω, and Ω is defined in Theorem 3.2.
Proof. See Lemma 3.2 in Ling and Li (2000) . 2
Proof of Theorem 2.1. By Lemma 6.1 and the continuous mapping theorem, it is easy to show
where w 1 (t) is defined by Lemma 6.2. Let B 1 (t) = w 1 (t)/σ, then
Similarly, we can show that part (b) of Theorem 2.1 holds. 2
Proof of Lemma 2.1. First we note that, by Theorem 2.1,
where ξ 0 = 1 − h 0 and O p (·) holds uniformly in t. Thus,
where o p (·) holds uniformly in t. Similarly, we can show that (b) and (c) hold. When ε t = y t −μ LS −φ LS y t−1 , the proofs are similar and hence the details are omitted.
Proof of Theorem 2.2. By Lemma 2.1, (a) and (b) come directly from Theorems 2 and 3 in Lee and Hansen (1994) (see also Lumsdaine, 1996) . 2
The following lemma is obvious and hence the detials are omitted (see also Ling and Li (2000) ).
If assumption 1 holds, then (1) for any k,
(2) for k = 0, 1, · · · , l − 1,
Lemma 6.4 (Ling and Li, Theorem 2.1, 1998) Let {S n (t), 0 ≤ t ≤ 1} and {ξ k , k = 1, 2, · · ·} be two sequences of random processes such that
|ξ t | is bounded in probability, and almost all trajectories of S(t) and ξ(t) are continuous. Then
Lemma 6.5. Under assumptions 1-3,
where w 1 (t) is a Brownian motion with covariance tσ 2 , N n is defined in Theorem 2.1, and F is defined in Theorem 3.2.
Proof of Lemma 6.5. Note that
t=1 ξ t is a martingale. By Lemma 6.3, it is not difficult to show that
and hence we can show that Ω = E(ξ t ξ t ) < ∞. In a similar manner to the proof of Lemma 6.2 in Ling and Li (2000) , we can show that
where W (t) is a bivariate Brownian motion. Since ξ t is a martingale difference, we can use Theorem 2.1 in Kurtz and Protter (1991) such that n −1 n t=1 y t−1 (ε t (∂h t /∂δ)/
Now we consider the last term I 3t :
t=1 ξ * t . In a similar manner to the proof of Lemma 3.4 in Ling and Li (2000) , we can show that
where W * (t) is a Brownian motion. By Theorem 2.1 in Ling and Li (1998) and
Lemma 6.2, we have n −3/2 n t=1 T 1t = o p (1). By Lemma 6.3.(1).(b),
where c is a constant and the last equation holds by E||∂h t /∂δ|| 2 < ∞. Thus, 1 n 3/2 n t=1 I 3t = o p (1).
(6.9)
Similar to (6.10), we can show that 1 n 3/2 n t=1 I 2t = o p (1).
(6.10) By (6.3), (6.6) and (6.9)-(6.10), we complete the proof of (a). The proof of (b)
is similar to (a) and hence the details are omitted. Part (c) comes directly from Lemma 11 in Lee and Hansen (1992) . This completes the proof. 2
Proof of Theorem 3.2. (a) and (b) come directly from Ling and Li (2000) .
For √ n(δ M L − δ) and √ n(δ µ,M L − δ), their asymptotic distributions come directly from Lemma 9 in Lee and Hansen (1996) , Theorem 3.1(e) and (3.4). 2
Proof of Theorem 3.1. We first show that
(6.12)
In the following, all O p (1) and o p (1) hold uniformly in Θ n .
As in the proof of Lemma 2.1, we can show that
By Lemma 6.3 (1)-(b),
where ρ ∈ (0, 1) and ρ is independent of λ. Since n −1/2 max 1≤t≤n |y t | = O p (1),
Thus, by (6.18)-(6.20),
By (6.22)-(6.23),
By (6.21)-(6.24), we have
By (6.13)-(6.15), it is straightforward to show that
Thus, by (6.25)-(6.26), we have n −2 n t=1 I 2t = o p (1). Similarly, we can prove that n −2 n t=1 I 1t = o p (1) and n −2 n t=1 I 3t = o p (1). Thus, (6.11) holds. Using the same method, we can show
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