Latent class analysis (LCA) is routinely used in the analyses of numerous types of data sets in psychology and other fields of investigation. For example, in developmental psychology, LCA is used to classify subjects according to the different strategies that they use in solving proportional reasoning problems (e.g., Jansen & van der Maas, 1997) . LCA belongs to the family of latent structure models (Heinen, 1996) , which are used to classify subjects on the basis of categorical response variables. For an overview of the theory and applications of LCA, see, for instance, Hagenaars and McCutcheon (2002 ), Heinen (1996 ), and Rost and Langeheine (1997. In the next section, we will present an overview of the main concepts that are necessary for understanding LCA.
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Algorithms for optimizing latent class model parameters require that the structure of the model has to be chosen prior to the optimization of parameter values. For instance, the expectation maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977) provides maximum likelihood (ML) estimates of the parameters, given the number of classes and, possibly, constraints, such as fixed parameters and equalities between parameters. The Newton-Raphson (NR) method similarly provides ML estimates of latent class model parameters, possibly subjected to nonlinear constraints, which is not possible within the EM algorithm (McCutcheon, 1987) . However, the EM and NR algorithms cannot be used to infer the structure of the model-that is, the number of classes or the constraints to which the parameters are subjected. Naturally, the structure of a model can vary in many ways. Hence, finding the optimal model structure can be cumbersome when there is no systematic way to search the space of candidate model structures. In particular, models with many classes and many constraints can be very difficult to find. In cases in which a limited set of a priori models can be specified, this is a minor problem. However, a priori hypotheses may not completely determine the model structure. More important, it is always useful to learn whether better-fitting models exist and, if so, how they compare with the models that were specified in advance.
Similar model search problems occur when other types of statistical analyses are used, and hence, the suggested approach can also be applied in those situations. For example, in graphical modeling, which is used to determine the causal relations between a number of variables, it is not in general known which model structures and how many fit a given covariance structure (see Pearl, 2000, pp. 145ff . for a discussion). Similarly, in factor analysis, there may be many different latent structures that result in (statistically) appropriate models (MacCallum, Wegener, Uchino, & Fabrigar, 1993) . Whether such models lend themselves to useful interpretations is, of course, a different question. However, this does not diminish the utility of having at hand a series of appropriate models.
In this article, we describe a method for inferring the structure of latent class models and, simultaneously, optimizing their parameters. Kwong, Chau, Man, and Tang (2001) used a similar approach in hidden Markov modeling. They used a genetic algorithm (GA) to search adequate starting values (of so-called left-right, or Bakis, models, which is a highly constrained class of models typically used in speech recognition), which are then further optimized with the EM algorithm. 1 The description of our method is sufficiently general to be applicable to other types of models as well, such as those discussed above. A natural method for searching the space of possible model structures, which is our goal, is random search. The main disadvantage of random search is that it is very slow and does not guarantee optimal solutions. Our method, based on GAs, may perform much better, because it utilizes partial solutions from different candidate models and recombines those to form new candidate models.
GAs are inspired by biological evolution. Many fine introductions to GAs have appeared on the Internet (e.g., Wikipedia) and in books (e.g., Mitchell, 1996) . A population of parameter strings (representing latent class models) is recombined (by crossing over) and modified (by mutation) in a series of generations. In each generation, the parameter strings that prove to be the fittest (i.e., in terms of yielding the best value of a given fit index) are apportioned more offspring than strings that are less fit are. This way "good" parameter values are selected, and optimal parameter strings emerge after a series of generations. This optimization technique is very efficient, as compared with random search, and often is applied for multipeaked nonsmooth search spaces for which standard optimization techniques fail (Beasley, Bull, & Martin, 1993a) . GAs are related to simulated annealing in that they use random forces to avoid local minima, but they differ with respect to the application of parallel search.
Any search method, be it systematic or random, results in a series of candidate models. Consequently, it is necessary to compare resulting models, using goodnessof-fit criteria. Well-known examples of such model selection measures are Akaike's information criterion (AIC) and the Bayesian information criterion (BIC; see the next section for formal definitions). Both of these measures are based on the likelihood ratio, which is related to the chi-square test, and they include a penalty term for the number of freely estimated parameters. In the present article, we use AIC and BIC as a fitness criteria for the GA. The choice of a fitness criterion is not essential to our approach. Any preferred model selection criterion can be used in GAs. Because of this, we will not discuss the choice of AIC and BIC extensively but will refer to the literature whenever necessary (for an overview of model selection criteria, see Myung, Foster, & Browne, 2000) .
Applying a GA in inferring the structure of latent class models requires a representation of model structure that is sufficiently general to allow different numbers of latent classes and different types of constraints on the parameters. By using an intelligently chosen representation for model structures, the efficiency of the GA can be enormously increased. The next section will provide an example of LCA that explains the main concepts necessary for understanding the results. Next, we will describe the representation of latent class models in genetic strings. Furthermore, and depending on the choice of representation, different mutation and crossing-over operators may be added to the GA. Further, we will discuss various options and choices we have made that resulted in the computer program Genetic Algorithm for Latent Class Analysis (GALCA) that we use throughout the article. In the final two sections, GALCA will be used successfully to analyze a number of simulated and empirical data sets.
Latent Class Analysis
Latent class models belong to the family of latent structure models whose goal is to explain the relationship between a number of observed variables by assuming unobserved (latent) variables. The factor model is a well-known example, in which it is assumed that both observed and latent variables are continuous. LCA, on the other hand, is used when both latent and observed variables are assumed to be discrete or categorical. In particular, in LCA, a typology may be constructed from a number of observed variables, whereas in factor analysis a trait is constructed from the observables. For overviews of techniques and applications, see, for example, Hagenaars and McCutcheon (2002 ), McCutcheon (1987 ), and Rost and Langeheine (1997 .
McCutcheon (1987) discussed a number of example data sets that are analyzed using LCA. One of those data sets is analyzed below. The data are from a postelection survey in which people were asked the following four questions about their level of political involvement:
1. Did you vote? 2. During the campaign, did you talk to any people and try to show them why they should vote for one of the parties or candidates? 3. Did you go to any political meetings, rallies, fund-raising dinners, or things like that? 4. Did you do any work for one of the parties or candidates?
These questions are binary items-that is, only yes or no responses are allowed. As a result, there are 16 possible answer patterns: 1111, 1110, . . . , 0000, where 1 is the code for yes and 0 for no. In general, LCA is con-cerned with finding patterns in data sets of this kind. In this case, for example, it may be expected that successive answers are dependent, meaning that people who answer yes to the fourth question are very likely to have answered yes to the previous questions as well. This assumption is formalized in the Proctor model, in which people can be classified into five classes of decreasing political involvement. These classes correspond to the following true-type or latent answer patterns: 1111, 1110, 1100, 1000, and 0000. The Proctor model is a so-called scaling model in which both items and people are ordered (see Dayton, 1998 , for an overview of scaling models). Table 1 provides the parameters of the Proctor model for four binary items.
In Table 1 , Class 1 corresponds to the latent answer pattern 1111. The parameter a is the item correct probability (in this case, the probability of answering yes)-that is, the probability of answering according to this latent pattern. In general, a is allowed to differ from 1 in order to allow for the possibility of measurement error. In particular, in the Proctor model, the measurement errors are constrained to be equal for each item and each class, whereas in general, error may vary between items and classes. Maximum likelihood parameter estimation for the above model for McCutcheon's (1987) data results in an estimate for a of .953-that is, quite close to one.
This model provides a rather poor goodness of fit with an L 2 (log likelihood ratio) of 138.19 and 10 degrees of freedom (df ). The df is calculated as df ϭ #f Ϫ #p Ϫ 1. Here, #f is the number of frequencies to be explained by the model, and #p is the number of freely estimated parameters in the model. In the election data above, there are 16 possible answer patterns, and hence, #f ϭ 16. The Proctor model for these data has six parameters-that is, the latent class proportions Pc i , i ϭ 1, . . . , 5 and the probability correct parameter a. One of the latent class proportions does not need to be estimated, since the proportions sum to unity. Consequently, the number of freely estimated parameters (#p) equals 5, resulting in df ϭ 10.
Both the L 2 and the χ 2 goodness-of-fit statistics are χ 2 distributed with df degrees of freedom. Hence, their expected values are equal to df. These measures are socalled absolute goodness-of-fit measures. When they are nonsignificant, the model provides an adequate description of the data. Also, throughout the present article, the AIC and BIC statistics are used as relative measures of goodness-of-fit. These are meant to determine whether one model is better or worse than another model (e.g., Clogg, 1995) . In latent class analysis, the AIC and BIC are computed as follows:
where N is the number of subjects (1, 404 in the election data). Both AIC and BIC consist of two terms, the first of which is L 2 ; the second contains the number of parameters. The rationale is that the L 2 provides the goodness of fit of the model, whereas the second term is a penalty for the number of parameters used in the model. So, the best models are models with the lowest AIC and BIC values.
Representing Latent Class Parameters and Model Structure in Genetic Strings
We will discuss the representation of latent class model parameters, using an example that reveals the important dimensions on which models may vary. Suppose that we have five binary items and that the data consist of the frequencies of the 32 possible answer patterns. A possible three-class model for these data is shown in Table 2 .
This model has three latent classes with varying latent class proportions: a large class that has consistently low conditional probabilities of a correct answer, a smaller class that has consistently high conditional probabilities of a correct answer, and a small class that has three high and two low conditional probabilities. The model incorporates 17 free parameters (three classes times five conditional probabilities for items, plus three minus one class proportions). In this model, some conditional probabilities are equal [ p (2,5) ϭ p(3,5) ]. If an equality is specified beforehand between N parameters, we lose only one df instead of N.
Furthermore, 2 parameters equal 1.0, a boundary value. If they are fixed beforehand, they can be subtracted from the number of parameters (see McCutcheon, 1987) , which likewise results in an increase in df. Finally, there is one more equality between Items 4 and 5 for Class 3. The probability of a correct answer on Item 4 is equal to the probability of getting a wrong answer on Item 5. So, in total, there are 13 free parameters, which means that we have 32 Ϫ 1 Ϫ 13 ϭ 18 degrees of freedom. If the model fits the data well, the likelihood ratio (L 2 ) and Pearson's Note-Pc i is the proportion of class i; a is the probability of a positive response. Q, question. Note-The classes differ in proportion and in the conditional probabilities that specify the probability of a correct response to an item, given the class.
chi-square (χ 2 ) have an expected value of 18. The AIC (AIC ϭ L 2 ϩ 2#p) has an expected value equal to 44. Standard programs find ML estimates, given an a priori choice of model structure and constraints. To infer the model structure and optimize the parameters simultaneously, we could add a parameter for the number of classes and add parameters that represent constraints. This would lead, however, to a large number of parameters. Fortunately, it is also possible to represent the model structure in terms of the model parameters. Suppose that we have the following string of parameters (representing the model in Table 2 This string can be read from left to right as a string of parameters of four classes, including the latent class proportions (shown in italic). These proportions are transformed to their proper values (which sum to 1.0) according to Equations 3 and 4 below. If parameters that represent conditional probabilities are equal, 2 we count them as equalities. If parameters that represent conditional probabilities equal 0 or 1, they are counted as fixed parameters. If parameters that represent latent class proportions are 0, the class does not exist. This way, we have represented the model above with the number of classes and the constraints. Note that we do not take into account equalities between latent class proportions. These types of equalities are rarely applied in LCA.
Translation of parameter strings to latent class models and computation of the likelihood and AIC are rather simple. The evaluation of a string requires only an enumeration of the free parameters (the detection of equalities can easily be automated) and the computation of the likelihood ratio, which is a function of the observed and expected frequencies of the 2 n answer patterns. The only thing that needs to be specified a priori is the maximum number of classes. This is not a real limitation, since this maximum can be set to a high value. A minor complication is that latent class proportions have to sum to one. To ensure that this is the case, we set
for i ϭ 1 to nϪ1 for n classes (3) and
where Gc i ʦ [0,1] is the value of the parameter in the genetic string and Pc i is the latent class proportion of class i. In this computation, the classes with a latent class proportion of zero are discarded. In the example string above, it can be easily seen that the first class has a proportion of .50, the second class has a proportion of .30 (i.e., .60 times the remaining .50), and the third class has the remaining proportion of .20. In computing the latter proportion, the .50 in the genetic string is not used; the last class, with a proportion of zero, is discarded altogether in computing the proportions.
We experimented with a number of different approaches. For example, we represented latent class models by a string of positive integers that define only the equalities and fixations on 0 and 1: 2 3 4 5 6 7 8 9 10 11 12 13 14 1 15 1 16 13 0 17 18 19 20 21, where 0 and 1 are fixations and equal integers represent equal parameter values. This representation could then be optimized by, for instance, the EM algorithm, which results in an L 2 and an AIC for each string of integers. In this case, we have a double optimization procedure. The GA optimizes the structure, and within the function evaluation, the EM algorithm optimizes the parameter values. A problem is that the EM algorithm needs good initial values. Random initial values will strongly influence the speed of convergence of the EM algorithm. Moreover, using this representation leads to many repeated calls of the EM algorithm, slowing the optimization process. In the first representation that is described above, these problems do not occur, and hence, we chose to use that representation in the implementation of GALCA that will be described in the following section.
The GALCA Program
There are many different implementations of GAs, and there exist many related techniques, such as evolutionary strategies and evolutionary programming (e.g., Bäck, 1996) . The GA applied in the present article is a variant of Goldberg's (1989a) original implementation. This means that parameter values are coded and manipulated in binary form. For coding decimal numbers into binary numbers, we use the so-called Gray code (advantages over the binary code are described in, for instance, Caruana & Schaffer, 1988) . The precision of the parameter estimates depends on the number of bits reserved for each parameter. For instance, a precision of three decimal points requires 10 bits. 3 Mutation takes place by randomly changing bits, and crossing-over takes place by exchanging substrings of bits between two different strings. As in most implementations, our program works with a fixed population size (e.g., the number of individuals in each generation). We determine the number of offspring by a procedure based on ranks (Whitley, 1989) and a fitness distribution parameter (user specified, default Fd ϭ .9). The probability f i that a certain string is the parent of a specific individual in the next generation is
and
This ensures that fitness is a function of rank, with a slope depending on Fd (see Davis, 1989 , for discussion). The GALCA program can also apply tournament selection to select offspring for the next generation.
In our GALCA program, a number of parameters have to be specified by the user. These include the number of individuals in the population (default ϭ 100), 4 the mutation rate P nc , 5 crossing-over probability (default twopoint crossing over with a probability of .7), and a spe-cial parameter that determines sudden increases in the mutation rate, the so-called hypermutation. 6 The term hypermutation stems from biological evolution. The idea is that the mutation rate temporarily increases when the selection pressure increases. Hypermutation is applied in GAs for changing environments (Cobb & Grefenstette, 1993) or to solve the problem of premature convergence (e.g., Herrera & Lozano, 2000) , as in our case. Related techniques for dealing with premature convergence are soft restart and random immigrants (Cobb & Grefenstette, 1993) . All these techniques are aimed at reintroducing diversity into the population. Hypermutation leads to the loss of the current best string and, consequently, to a temporary decrease in fitness (see Goldberg, 1989b ). It appears that hypermutation often helps the GA to find better solutions-in particular, with the most difficult optimization problems (cf. Mathias, Schaffer, Eshelman, & Mani, 1998) . Finally, we apply an additional mutation operator that copies parameters within parameter strings (i.e., the inversion operator; see Holland, 1975) . Since equalities between parameters are important, this mutation operator is especially useful for the LCA problem. This mutation operator has its own probability parameter (default P copy ϭ .01).
We believe that none of these choices is essential. We could also use real-valued genes, tournament selection instead of fitness ranking, adaptive mutation rates, or sharing instead of hypermutation to prevent premature convergence (see Beasley et al., 1993a Beasley et al., , 1993b , for an explanation of these options). From the literature on GA, it appears that differences in the performance of these options are not large. The general GA method is very robust. What is essential in this article is the representation of the latent class models as genetic strings, which we can easily apply to many existing implementations of GA.
We tested our GA on a benchmark problem suggested by Keane (1995a Keane ( , 1995b . This typical multipeaked problem with 50 parameters appears to be difficult for most optimization techniques. Keane (1995a) compared four methods: his own advanced GA, evolutionary programming (EP), evolutionary strategies (ES), and simulated annealing (SA). The function optimum is .8. The averages over five runs were GA ϭ .779, EP ϭ .673, ES ϭ .578, and SA ϭ .395. Using GALCA without hypermutation, we found an average over five runs of .743, and with hypermutation we found an average of .771. The effect of hypermutation was significant [F (1, 8) 
Simulation Examples
Example A: An unrestricted two-class model for four binary items. Our first example concerns a simple unrestricted two-class model for four items. The data for 1,000 subjects were simulated according to the model in Table 3 .
The data are the frequencies of the answer patterns 0000, 0001, . . . to 1111 (N ϭ 1,000 was used as fitness, allowing for a maximum of two classes, and one in which the AIC was used, with a maximum of eight classes. The aim of the first optimization was to compare the GA with the EM algorithm with regard to standard parameter optimization. Constraints were not searched for in this optimization, because constraints always lead to a decrease in L 2 , which is the fitness criterion, instead of an increase. In the second optimization, we optimized the model structure in addition to the parameters. We allowed the GA to start with eight classes to see how long it would take before it reduced the number of classes to the correct value of two. In the latter optimization, constraints between parameters were allowed to occur.
The first optimization took about 75 generations with a population size of 144 to find the ML estimates. The top panel in Figure 1 shows the L 2 of the best individual per generation for three runs. The conclusion is that the GA can be used to optimize the parameters but that it is, as was expected, slower (about 10 sec on a G4 Macintosh) than the EM algorithm that solves this problem within 1 sec. In the second optimization, the GA started with eight classes and slowly reduced the number of classes. It took about 400 generations to find an AIC lower than 22.41. By then, it found models with two classes and one equality or models with more classes and more constraints, the best of which had an AIC of 18.92. These two examples show that the GA approach to LCA works quite well. We will now look at some more difficult cases.
Example B: A highly constrained seven-class model for four binary items. Our second example concerns a model with many classes, equalities, and boundary values, which is difficult to find "by hand" (i.e., checking all possible seven-class models for four binary items is not a practical option). We simulated data for four binary items on the basis of the model and parameter values shown in the upper part of Table 4 .
The observed frequencies are (N ϭ 750): 86 95 20 196 7 28 20 110 1 15 1 7 75 3 1 85 for the 16 possible response patterns, respectively. When the model shown in Table 4 was fitted to the data, using the EM algorithm, we found a χ 2 of 11.31, an L 2 of 11.58 (df ϭ 8), an AIC of 25.58, and a BIC of 57.92. The largest possible unrestricted model has three classes, because a model with four or more classes would not be identified. The unrestricted three-class model does not fit the data: L 2 ϭ 91.13, χ 2 ϭ 89.11, df ϭ 6, including five parameters es- timated at boundary values. We could try all kinds of constrained models, but if we have no clues about the model, it is very difficult to find a model that fits this data set.
We allowed the GA to fit a model with a maximum of eight classes. GALCA found a model with L 2 ϭ 1.37, χ 2 ϭ 1.46, AIC ϭ 17.37, BIC ϭ 54.33, and df ϭ 7. The parameter values of the resulting model are listed in the lower part of Table 4 . The model does not differ substantially from the original model and fits slightly better than the original model. It appears that the GA method makes it possible to find such highly constrained models even when a priori knowledge is not available.
Example C: The Proctor model. Our third example is a Proctor model, which is a highly constrained scale model (Dayton, 1998; McCutcheon, 1987) . We simulated data according to the parameter values shown in the first part of Table 5 . In this model, the four items can be ordered on a scale from difficult to easy. The classes represent five scale values. There is only one conditional probability, which is called the error of measurement, which is .1. Hence, we have 1 ϩ 4 parameters, and so df ϭ 10 (equalities between the latent class proportions are ignored).
We simulated data in two ways. In the deterministic approach, we computed the observed frequencies directly from the model parameters. In the stochastic approach, we constructed answer patterns by drawing from the multinomial distribution. In the first case, the expected L 2 equaled 0; in the second case, the expected L 2 was equal to df. The deterministic data were (N ϭ 500): 74 8 9 2 16 3 10 8 81 10 17 9 82 16 81 74. The AIC for the correct solution, which was extremely difficult to find, was 10.116. With an allowed maximum of six classes, GALCA takes many generations to find solutions with an AIC close to 10. Interestingly, GALCA found an even better fitting model after about 1,500 generations. The parameter values of this model are listed in the second part of Table 5 .
The model has an L 2 of .116, an χ 2 of .119, df ϭ 11, an AIC of 8.116, and a BIC of 24.975. Note that this model has one parameter fewer than the original model but exactly the same L 2 and, hence, a smaller AIC. As it turns out, this model is exactly equivalent to the Proctor modelthat is, it generates the same probability for each answer pattern. 7 The middle panel in Figure 1 depicts the optimization process. Within 200 generations, the GA found solutions with an AIC of about 23. After 1,300 generations, it found solutions with an AIC of approximately 10. About 200 generations later, it jumped to AIC ϭ 8. The upward jumps in the values of the AIC were due to the hypermutation process.
In the second application of the Proctor model, we generated data stochastically. The data were (N Using GALCA with a maximum of six classes resulted in the model parameters listed in the fourth part of Table 5 . The GA clearly had difficulties with this data set, seeing that it took 2,700 generations to find this solution. This model had an L 2 ϭ 3.462, χ 2 ϭ 3.420, AIC ϭ 19.462, BIC ϭ 71.600, df ϭ 7. Note that the BIC (we optimized the AIC) of the original Proctor model is lower and, thus, better.
Empirical Examples
In this section, the GALCA approach will be tested on a number of empirical data sets. Analyzing these data sets also illustrates some possible pitfalls of the use of GAs and how to avoid them. Rindskopf's (1987) data. To illustrate the power of GAs in LCA, the first empirical data set that we analyzed was taken from Rindskopf (1987 , Table 2 ). The items were hypothesized to form a hierarchy, and Rindskopf fitted scale and unrestricted models to the data. The data for four binary items were (N ϭ 78): 7 16 2 13 0 6 0 7 0 0 0 2 0 0 0 25. Rindskopf tested four models, the best of which was a two-class model with an AIC of 17.86.
Using GALCA (with a maximum number of six classes allowed), we found a three-class model with an AIC of 10.08 (L 2 ϭ χ 2 ϭ 0.086, df ϭ 10, BIC ϭ 21.87). The GALCA parameter estimates are presented in Table 6 . Clearly, the model fits much better than the models proposed by Rindskopf (1987) ; it has fewer parameters and may be interpreted as a kind of scale model (see, e.g., McCutcheon, 1987 ).
Feick's (1987) data. This illustration was based on the analysis of data from Feick (1987 , Table 3 ). The data for five binary items were (N ϭ 443): 58 1 1 0 12 1 3 0 22 0 1 0 17 0 0 0 80 3 7 3 43 2 7 2 61 2 10 2 75 6 18 6. Feick tested the models listed in Table 7 .
The reader is referred to Feick (1987) for an explanation of the exact meaning of the models. Feick prefers Model 14, which has the lowest AIC, although he admits that a choice is difficult, since the majority of the models fit the data according to the L 2 criterion. We used GALCA with AIC as fitness criterion, which resulted in a much better model still. The goodness-of-fit indices for this model are also listed in Table 7 . The estimated parameter values are provided in Table 8 .
This model has roughly the structure of a scaling model, as was expected by Feick (1987) . The low AIC and BIC of this model are partly due to equalities that do not make much sense [for instance, p(1,1) ϭ 1Ϫp(2,1) and p(3,2) ϭ 1Ϫp (4,5)]. Mooijaart and van der Heijden (1992) have distinguished between four types of constraints. The fourth type, equalities in different variable-latentclass combinations, is too difficult to optimize with EM, in contrast to an NR algorithm. The GA method often finds these type of equalities, which can be an advantage, as compared with EM. However, it may be useful to allow the GA to count only equalities rowwise and columnwise and to exclude equalities in different variablelatent-class combinations, since these are often hard to interpret. 8 Excluding equalities of the type a ϭ 1 Ϫ b results in the parameter estimates in the lower part of Table 8 , which has the following goodness-of-fit indices: χ 2 ϭ 10.51, L 2 ϭ 10.95, AIC ϭ 26.95, BIC ϭ 59.69, and df ϭ 23. This model fits the data well and much better than the models of Feick do.
This example demonstrates the importance of having several options concerning the types of constraints that are allowed in inferring model structure with GAs. Moreover, by using GAs, arbitrary types of constraints can be optimized, which is not possible when latent class models are optimized using the EM algorithm.
McCutcheon's (1987) data. Our third empirical example was adapted from McCutcheon (1987) . The data, based on four binary scaling items, on which McCutcheon fitted a number of scale models, were (N ϭ 1,402): 27 40 16 339 2 32 4 543 0 3 0 83 0 2 1 310. Table 9 lists the models that McCutcheon tested, along with the associated goodness-of-fit measures.
Only the last two models in McCutcheon (1987) fit the data (L 2 approximately equals df ), of which, according to the AIC and BIC, the biform scale with Type 2 excluded was the best model. We did two runs of GALCA, one with the AIC and one with the BIC as the fitness criterion. The goodness-of-fit measures of the resulting models are shown at the bottom in Table 9 . The bottom panel in Figure 1 shows the run based on AIC. In this run, the GA very quickly found AICs below 24.77 and even below 20. After more than 3,000 generations, however, the GA found its best solution. This shows that it is important to let the GA run for a long time. This run, using the AIC, led, after 3,425 generations, to the model displayed in the top half of Table 10 . In eight replication runs (10,000 generations each), the GA found solutions very close to the present solution (mean AIC ϭ 16.05 and SD ϭ 0.65).
The GA AIC model is a modified scale model similar to models tested by McCutcheon (1987) . Class 1 combines subjects that solve all items and those that solve all but one item. Classes 2, 3, and 4 form the other scale values. Besides extreme conditional probabilities for correct and incorrect answers, it has an intermediate probability of .390. In the bottom half of Table 10 , the GA BIC model parameters are listed; this model combines the last two scale values instead of the first two, and it also has intermediate probabilities.
The improvement in fit of the GA models, as compared with the models tested by McCutcheon (1987) , is impressive. The L 2 and the χ 2 are much lower than those of the other models, whereas df is large. The GA BIC model (Table 10 ) uses the same number of parameters as the highly constrained Proctor model, which does not fit. Moreover, the AICs and BICs are much lower.
Overfitting or Chance Capitalization
There are three possible explanations for GA's superior fit. The first is simply that GALCA found a superior model, the second has to do with the simplistic assessment of model complexity, and third concerns overfitting or capitalization on chance. The way we enumerate the free parameters is open to criticism. Our correction for boundary values is rather simplistic (see Shapiro, 1985) , although commonly applied in LCA. Moreover, one could argue that we have to add parameters for the fact that we allow the number of classes and the number of constraints to vary freely. This needs further analysis, but we do not think that this completely explains the superior fit. Overfitting or capitalization on chance, however, constitutes a real problem for all kinds of exploratory techniques. LCA is known to be a rather exploratory technique, especially when it is applied in the absence of a priori models. It is clear that the GALCA method is even more susceptible to the danger of capitalization on chance. Fortunately, it is possible to detect and study overfitting by cross-validation.
Cross-validation.
To test for overfitting, we performed a cross-validation on McCutcheon's (1987) data, comparing his and our models. In the analyses, McCutcheon's data were randomly split into two halves, and the model was fitted on one half only. Next, all the parameter values were fixed at their best-fitting values, and the resulting models were tested against the other half of the data. To obtain reliable results, this procedure was repeated at least 20 times with different random splits of the data. In the upper part of Table 11 , the fit (on the first half ) and cross-validation (on the second half ) for the eight models in McCutcheon are reported. The means and standard deviations of the main fit indices are displayed. Note that no parameters have been estimated in the case of cross-validation, so df equals 15 in all cases.
For GALCA we report two cross-validations. First, we cross-validate the models presented in Table 10 , which were found with all the data. Second, we ran GALCA again with only one random half of the data, instead of all the data, for both the AIC and the BIC as fitness criterion. The fit and cross-validation results are reported at the bottom of the table. The first GALCA cross-validation compares better with the McCutcheon (1987) models, which were also constructed using all the data, but the second GALCA cross-validation gives a stricter test of overfitting in GALCA.
As can be seen in Table 11 , McCutcheon's (1987) models perform well in the cross-validation procedure (with the exception of the intrinsically unscalable model). Note that with 15 degrees of freedom, the chi-square be- Note-GA, genetic algorithm; AIC, Akaike's information criterion. comes significant above 25. Furthermore, for the purpose of cross-validation, the AIC seems to more useful than the BIC, since the AICs for the fit and the crossvalidation are often very similar (cf. Stone, 1977) . The cross-validation of the GALCA models reported in Table 10 shows that the model found by optimizing the BIC suffers from overfitting, whereas the cross-validation fit of the AIC model is clearly much better [t(61.4) ϭ Ϫ3.07, p ϭ .003]. The cross-validation of the GALCA models, based on only one half of the data, point to a much stronger effect of overfitting than that found in the first analyses. Also, there is no indication in this crossvalidation that the AIC is better in preventing overfitting than the BIC is.
We do not have a good solution for this problem, but we have added a cross-validation option to the program. If this option is turned on, the data are split (default, 50% split), and the final fit is also evaluated on the second part of the data. Perhaps overfitting can be prevented by using procedures such as bootstrapping (Efron & Tibshirani, 1993) , or built-in cross-validation (Westbury, Buchanan, Sanderson, Rhemtulla, & Phillips, 2003) within GALCA. In such a bootstrap procedure, each string in each generation is evaluated on a different sample of the data (default, 90% of the data). This way, overfitting is much more difficult (see Baumann, 2003 , for a comparable approach). However, this will increase the computational load a lot, and we have not found any conclusive evidence that it really works. Another possible solution is backwarding (Robilliard & Fonlupt, 2001 ). This simply means going backward in the evolution process in order to retrieve models that do overfit the data. Of course, this also requires a spilt of the data into two parts. We have looked at this solution, and it certainly has potential. Further research along this line may lead to measures of overfitting that indicate when to stop the GALCA run.
Discussion
Inferring model structure is a notorious problem in LCA, as it is in fitting all kinds of exploratory models to psychological data sets. We have shown that GAs may be able to alleviate this problem, since they provide an efficient means of searching the space of possible model structures while simultaneously optimizing model parameters. We showed that it is possible to optimize both the parameters and the model structure, using a GA in which the AIC (or the BIC) features as a fitness criterion. We applied a simple but effective representation of latent class models. For three simulated data sets and three empirical data sets, we showed that GALCA successfully optimizes the models. In all three empirical examples, it found better (and plausible) models than those produced by the extensive original analyses. In the case of the Proctor model, an added bonus was the finding of a statistically equivalent, previously unknown modelthat is, a reparametrization of the Proctor model. This is significant because finding such reparametrizations is generally a very difficult problem, as it is, for example, in covariance structure analysis (MacCallum et al., 1993; Pearl, 2000) .
A restriction of the present implementation of GALCA is that it works only with binary observables, whereas other LCA programs allow for polytomous items-that is, items with more answer options. Extending GALCA to polytomous items does not require a change in representation or any other conceptual changes. If we allow for more than two values of the items, we encounter a similar problem as with the latent class proportions. The conditional probability on the latest answer category is redundant. However, applying similar equations to Equations 3 and 4 provides a nice solution that incorporates the constraint that conditional probabilities should sum to unity. Other limitations are inherent to GAs. They do not guarantee the best solution, and they are relatively slow. 9 An inherent disadvantage of the present method is the risk of capitalization on chance. To some degree, this is true for all (explorative) methods of model fitting, but especially for GA and related methods. A general solution for overfitting is cross-validation. In cases in which GALCA is used as the only method to find latent class models, crossvalidation is strongly recommended. Cross-validation can automatically be performed by GALCA. Note-The last two models were found with GALCA, the first using AIC as fitness criterion, the second using BIC. GA, genetic algorithm; AIC, Akaike's information criterion; BIC, Bayesian information criterion. Note-In the top panel, Akaike's information criterion (AIC) was used as the fitness criterion; in the bottom panel, the Bayesian information criterion (BIC) was used.
Nevertheless, using the GA when one has to perform LCA, is useful for (1) finding models when a priori models are absent, (2) checking whether better models exist than the a priori models, (3) optimizing the fit function in cases in which computation of initial parameter values is difficult, and (4) getting a general idea of the distribution of the AIC (or any other desired statistic) over a number of model structures.
We did not provide an example of the third advantage, computation of initial parameter values. The other optimization methods in LCA are known to be sensitive to initial parameter values in many cases. GAs do not have this problem, since they always start with random populations (Beasley et al., 1993a) . The fourth advantage is demonstrated in the first two empirical examples and also in the last simulation example, in which a better-fitting model was found than the one used to simulate the data. In the empirical examples, the GALCA runs indicate the minimum possible value for the AIC and show how important differences in AIC between a priori models are.
GALCA can be extended in several ways. We have already mentioned polytomous items and restrictions on the types of equalities that are allowed. Other possibilities are improvements of the GA-like mutation operators based on the EM algorithm, sharing, and more advanced crossover techniques. Finally, it might be of interest to extend this technique to other statistical models, such as finite mixture models, item response models, hidden Markov models, factor models, and possibly others. Note-GA, genetic algorithm; AIC, Akaike's information criterion; BIC, Bayesian information criterion. depending on available RAM). There is, however, a tradeoff between population size and the number of generations that can be computed in a given amount of time. In our experience, the choice of this tradeoff is not so important. 5. Instead of the mutation rate, the user of GALCA has to set another probability: the probability that a string will not be changed by mutation (default P no change ϭ .01). This way, the mutation rate is adjusted automatically to the length of the strings of parameters. We use the following formula: P mutation ϭ 1.0 Ϫ (P no change ) 1/#bits . 6. In our GA, this process is regulated by three parameters. The first two determine the criterion for convergence. The window of convergence is the number of generations over which convergence is tested. When the increase in fitness within the window is monotone but stays below the convergence criterion, the hypermutation process is started. This means that the mutation rate is strongly increased and then slowly decreased until it reaches its normal level. The strength of the effect is determined by the hypermutation factor (0.4 is strong, 0.8 is middle, 1.4 is weak) as follows:
If convergence, then r ϭ 0.
Each following generation: r ϭ r ϩ hypermutation factor P mutation ϭ P mutation ϩ {1.0 Ϫ [P no change / (population size)] 1/#bits } / r.
As can be seen, the hypermutation effect starts suddenly and then decreases slowly until the normal mutation rate is reached. 7. Following this general pattern, we found equivalents of Proctor models of up to 10 classes. The 4-class Proctor model reduces to 2 classes, the 6-class model reduces to 3 classes, and the 10-class Proctor model (i.e., one with nine items) reduces to a 5-class model. In each case, the model has one parameter less than the original model. Note that in this example, 2 classes are joined together, and 1 class remains identical-namely, Class 1. This is reminiscent of an identification problem described in Haertel (1989) , where 2 classes cannot be distinguished because they have item-specific error rates. In the case described here, however, there is no identification problem, but a more parsimonious model is possible.
8. To minimize the risk of overfitting, one might consider counting equalities only when they involve all the parameters within a class or an item.
9. The output model of the GA can be subjected to an additional optimization with an EM algorithm, which is available in the GALCA software.
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