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Abstract
We prove a conjecture of Saito that if a graph G with  ≥ 3 has no cycle of length 1 (mod
3), then G has an induced subgraph which is isomorphic to the Petersen graph. The above result
strengthened the result by Dean et al. that every 2-connected graph with  ≥ 3 has a (1 mod
3)-cycle if G is not isomorphic to the Petersen graph. ? 2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
We use Bondy and Murty [1] for terminology and notation not de:ned here and
consider simple graphs only. Let G be a graph. If x ∈ V (G) and A ⊆ V (G), then
NA(x) is the neighborhood of x in A. When A= V (G), we denote NG(x) = N (x).
Let C = v1v2 · · · vtv1 be a cycle of G. For vi ∈ V (C), we use v+i ; v−i to denote the
successor and predecessor of vi on C, respectively. If vi; vj ∈ V (C), then we use viCvj
or vj ?Cvi to denote the vi; vj-arc of C with the same or opposite orientation with respect
to the orientation of C and we will consider viCvj and vj ?Cvi both as paths and as
vertex sets. If e= vivj ∈ E(G) \ E(C), then e is said to be a chord of C. Let f= vlvs
be another chord of C. If vl = v+i and vs ∈ vjCvi then e and f are said to be cross
chords of C. Finally, we use l(C) and l(viCvj) to denote the length of C and viCvj,
respectively.
For integers a and b a cycle is said to be an (amod b)-cycle if its length is a (mod
b). In [2], the following theorem is proved.
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Theorem 1. (Dean et al. [2]). Let G be a 2-connected graph of minimum degree at
least 3.
(1) If G is not isomorphic to K4 or K3; n for some n ¿ 3, then G has a
(2mod 3)-cycle.
(2) If G is not isomorphic to the Petersen graph, then G has a (1mod 3)-cycle.
In [3], Saito strengthened Theorem 1(1) in the following way.
Theorem 2. (Saito [3]). Let G be a graph of minimum degree at least 3. If G has
no (2mod 3) -cycle, then G contains either K4 or K3;3 as an induced subgraph.
He also conjectured that, under the same assumption, G contains (1mod 3)-cycle unless
G contains the Petersen graph as an induced subgraph. In this paper, we prove this
conjecture.
Theorem 3. Let G be a graph of  ≥ 3. If G has no (1mod 3)-cycle, then G contains
the Petersen graph as an induced subgraph.
From this theorem, we have:
Corollary. Every 3-regular connected graph except for the Petersen graph has a
(1mod 3)-cycle.
2. Some lemma
In this section, assume that G has no cycle of length 1 (mod 3), C a cycle in G and
uv a chord on C.
Lemma 1.
(1) If l(C) ≡ 0 (mod 3), then l(uCv) ≡ 1 (mod 3) and l(vCu) ≡ 2 (mod 3) or
l(uCv) ≡ 2 (mod 3) and l(vCu) ≡ 1 (mod 3).
(2) If l(C) ≡ 2 (mod 3), then l(uCv) ≡ l(vCu) ≡ 1 (mod 3).
Lemma 2. Let l(C) ≡ 2 (mod 3) and u1 ∈ uCv. If l(uCu1) ≡ 1 (mod 3) or l(uCu1) ≡
0(mod 3), then NC(u1) ⊆ uCv.
Proof. Suppose there exists v1 ∈ vCu s.t. u1v1 ∈ E(G). Then by Lemma 1 and
l(uCu1) ≡ 1 (mod 3), l(u1Cv) ≡ l(v1Cu) ≡ 0 (mod 3). Thus l(vCv1) ≡ 1 (mod 3).
But the cycle uvCv1u1 ?Cu would be a contradiction. The proof of l(uCu1) ≡ 0 (mod 3)
is similar.
Lemma 3. Let l(C) ≡ 0 (mod 3), l(uCv) ≡ 2 (mod 3) and u1 ∈ uCv. If l(uCu1) ≡
1 (mod 3), then NC(u1) ⊆ uCv. Specially, NC(u+) ⊆ uCv and NC(v−) ⊆ uCv.
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Proof. Obviously, l(u1Cv) ≡ 1 (mod 3). If there exists v1 ∈ vCu such that u1v1 ∈ E(G),
then we can assume that l(v1Cu1) ≡ 2 (mod 3) by Lemma 1. Thus l(v1Cu) ≡ 1 (mod 3).
But the cycle v1Cuv ?Cu1v1 would be a contradiction.
Lemma 4. Let l(C) ≡ 0 (mod 3) and l(uCv) ≡ 1 (mod 3). If there exists a chord u1v1
in uCv, then NC(u+1 ) ⊆ u1Cv1 and NC(v−1 ) ⊆ u1Cv1.
Proof. Since uCvu is a cycle of length 2 (mod 3), NC(u+1 )∩(uCu−1 ∪v+1 Cv)=NC(v−1 )∩
(uCu−1 ∪v+1 Cv)=∅ by Lemma 2. Suppose there exist y1; y2 ∈ vCu so that y1u+1 ; y2v−1 ∈
E(G). We would consider three cases.
(1) l(uCu1) ≡ 0 (mod 3) and then l(v1Cv) ≡ 0 (mod 3). Then the cycles y1Cu+1 y1 and
vCy1u+1 ?Cuv derive l(y1Cu) 
≡ 2 (mod 3) and l(vCy1) 
≡ 1 (mod 3). And the cycles
v−1 Cy2v
−
1 and y2Cu1v1v
−
1 y2 derive l(vCy2) 
≡ 2 (mod 3) and l(y2Cu) 
≡ 1 (mod3).
Since l(vCu) ≡ 2 (mod 3), we have that l(y1Cu) ≡ 0 (mod 3) or l(vCy2) ≡
0 (mod 3). But the cycles y1Cuv ?Cv1u1u+1 y1 or vCy2v
−
1 v1u1 ?Cuv would be a con-
tradiction.
(2) l(uCu1) ≡ 1 (mod 3) and then l(v1Cv) ≡ 2 (mod 3). Then the cycle y1Cu+1 y1 and
v1Cy1u+1 u1v1 derive l(y1Cu) 
≡ 1 (mod 3) and l(vCy1) 
≡ 2 (mod 3). The cycles
v−1 Cy2v
−
1 and y2Cu1v1v
−
1 y2 derive l(vCy2) 
≡ 0 (mod 3) and l(y2Cu) 
≡ 0 (mod 3).
Since l(vCu) ≡ 2 (mod 3), we have l(vCy1) ≡ 0 (mod 3) or l(vCy2) ≡ 1 (mod 3).
But the cycles vCy1u+1 u1 ?Cuv or vCy2v
−
1
?Cuv would be a contradiction.
(3) l(uCu1) ≡ 2 (mod 3) and then l(v1Cv) ≡ 1 (mod 3). This situation is similar
to (2).
From (1) – (3), NC(u+1 ) ⊆ u1Cv1 and NC(v−1 ) ⊆ u1Cv1.
3. Proof of Theorem 3
Assume that G has no cycle of length 1 (mod 3). Let P be the set of longest paths
in G. For P= x1x2 · · · xn ∈ P, let m(P) =max{l : xl ∈ N (x1)∩ V (P)}. Choose P ∈ P
so that m(P) is as large as possible. Let m(P)=m, then m¿ 4 and C=x1 · · · xmx1 is a
cycle. Choose xt such that xt is the :rst vertex in x+2 Pxm with x1xt ∈ E(G). Then x1xt
is a chord of C. In the following proof, we would use the Search Procedure S1(x; y)
on C.
Search Procedure S1(x; y) (x; y ∈ V (C )):
Step 1. Let u0:=x and v0:=y; i:=1.
Step 2. ui:=v−i−1 (i ≡ 1 (mod 2)) or ui:=v+i−1 (i ≡ 0 (mod 2)). If dC(ui) = 2 or
N (ui) \ ui−1Cvi−1 
= ∅ (i ≡ 1 (mod 2)) or N (ui) \ vi−1Cui−1 
= ∅ (i ≡ 0 (mod 2)), then
stop; else vi ∈ N (ui) \ {u+i ; u−i }, i:=i + 1 and goto Step 2.
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Claim 1. l(C) ≡ 0 (mod 3) and then l(x1Pxm) ≡ 2 (mod 3).
Proof. Suppose l(C) ≡ 2 (mod 3). Then by Lemma 2 and the choice of P, S1(x1; xt)
would stop at a vertex ui such that d(ui) = 2, a contradiction.
Claim 2. Assume, without loss of generality, that l(x1Cxt) ≡ 1 (mod 3).
Proof. If l(x1Cxt) ≡ 2 (mod 3) then replace P by P′ = xm−1 ?Px1xmPxn and assume x′
is the :rst vertex in xm−3 ?Pxm with x′xm−1 ∈ E(G). If x′ ∈ xtPxm−3 then l(xm−1P′x′) ≡
1 (mod 3) by Lemma 1. If x′ ∈ x1Pxt and l(xm−1P′x′) ≡ 2 (mod 3), then l(x′Pxt) ≡
0 (mod 3) by l(xtPxm−1) ≡ 2 (mod 3). But the cycle x′Pxtx1xmxm−1x′ would be a con-
tradiction. Hence l(xm−1P′x′) ≡ 1 (mod 3).
Claim 3. There exists xs ∈ xt+1Cxm such that xsxt−1 ∈ E(G) and l(xtCxs) ≡ 0 (mod 3).
Proof. Obviously, N (xt−1) ⊆ V (C). If N (xt−1) ⊆ x1Cxt , assume y ∈ N (xt−1) ∩ x1Cxt ,
then by Lemma 4 and the choice of P, S1(xt−1; y) would stop at ui with d(ui) = 2,
a contradiction. Hence there exists xs ∈ xt+1Cxm such that xsxt−1 ∈ E(G). Obvi-
ously, l(xsCx1) 
≡ 1 (mod 3) and l(xtCxs) 
≡ 2 (mod 3). But l(xtCx1) ≡ 2 (mod 3), so
l(xtCxs) ≡ 0 (mod 3) and l(xsCx1) ≡ 2 (mod 3).
Claim 4. There exists xl ∈ x2Cxt−1 such that xlxs−1 ∈ E(G) and l(x1Cxl) ≡ 1 (mod 3).
Proof. By the choice of P, N (xs−1) ⊆ V (C). Since l(xt−1Cxs) ≡ 1 (mod 3), there
exists xl ∈ xt−2 ?Cxs+1 such that xlxs−1 ∈ E(G) by Claim 3. If xl ∈ xs+1Cx1, then
l(xsCxl) 
≡ 2 (mod 3) and the cycle xlCxt−1xsxs−1xl derives l(xlCx1) 
≡ 1 (mod 3).
Hence l(xsCxl) ≡ 0 (mod 3), l(xlCx1) ≡ 2 (mod 3) and xl 
= x1. But the cycle xlCx1xtxt−1
xsxs−1xl would be a contradiction. Therefore xl ∈ x2Cxt−1. Let xl be the :rst vertex
in x2Cxt−1 with xlxs−1 ∈ E(G). By Lemma 3, l(xs−1Cxl) ≡ 1 (mod 3) and l(x1Cxl) ≡
1 (mod 3):
Claim 5. s= m− 1.
Proof. Suppose s 
= m − 1, then N (xm−1) ⊆ V (C) by the choices of P. Denote y ∈
N (xm−1)\{xm; xm−2}. If y ∈ xtCxs−1 thenthe cycles xtCyxm−1xmx1xt and xt−1Cyxm−1 ?Cxs
xt−1 derive l(xtCy) 
≡ 0 (mod 3) and l(xtCy) 
≡ 1 (mod 3). So l(xtCy) ≡ 2 (mod 3) and
then l(yCxs) ≡ 1 (mod 3). But the cycle yCxsxt−1xtx1xmxm−1y would be a contradic-
tion.
If y ∈ x1Cxl, then l(xm−1Cy) ≡ 1 (mod 3) by the cycle xs−1Cxlxs−1 with length 2
(mod 3). By Claim 4, l(x1Cxl) ≡ 1 (mod 3) and then l(yCxl) ≡ 2 (mod 3). But the
cycle yCxlxs−1xsxt−1xtx1xmxm−1y would be a contradiction.
If y ∈ x+l Cxt−1, then the cycles xlCyxm−1 ?Cxs−1xl and yCxt−1xsCxm−1y derive
l(xlCy) 
≡ 1 (mod 3) and l(yCxt−1) 
≡ 2 (mod 3), respectively. Since l(xlCxt−1) ≡
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2 (mod 3), l(xlCy) ≡ 2 (mod 3) and l(yCxt−1) ≡ 0 (mod 3). But the cycle yCxt−1xsxs−1
xl ?Cxm−1y would be a contradiction.
Therefore y ∈ xsCxm. Since l(xs−1Cxl) ≡ 1 (mod 3), N (y+) ⊆ yCxm−1 by Lemma 4
and the choice of P. Thus S1(xm−1; y) would stop at ui with d(ui)=2, a contradiction.
Claim 6. xl = x2.
Proof. Suppose xl 
= x2, then N (x2) ⊆ V (C). Let y ∈ N (x2) \ {x1; x3}. Obviously, y 
∈
{xm−1; xt ; xt−1} and y 
= xm by Lemma 2. If y ∈ x+l Cxt−1, then l(x2Cy) ≡ 1 (mod 3)
by Lemma 1. Thus l(xlCy) ≡ 1 (mod 3). But the cycle xlCyx2x1xmxm−1xm−2xl would
be a contradiction.
If y ∈ xtCxm−2, then the cycles yx2 ?Cy and xtCyx2x1xt derive l(yCxm−2) 
≡ 2 (mod 3)
and l(xtCy) 
≡ 1 (mod 3). Since l(xtCxm−2) ≡ 2 (mod 3), l(xtCy) ≡ 2 (mod 3) and
l(yCxm−2) ≡ 0 (mod 3). But the cycle xl ?Cx2y ?Cxt−1xm−1xm−2xl would be a contradic-
tion.
Hence y ∈ x3Cxl. So S1(x2; y) would stop at ui with d(ui) = 2 by Lemma 4, a
contradiction.
Claim 7. d(x1) = d(xm−1) = d(x2) = d(xm−2) = 3.
Proof. Suppose there exists y ∈ V (C) \ {xm; x2} such that yx1 ∈ E(G), then y ∈
xt+1Cxm−1 by the choice of xt . Obviously, y 
= xm−2 and y 
= xm−1. On the other
hand, the cycles yCx1y and xtCyx1x2xm−2xm−1xt−1xt derive l(yCxm−2) 
≡ 0 (mod 3)
and l(xtCy) 
≡ 1 (mod 3). Since l(xtCxm−2) ≡ 2 (mod 3), l(yCxm−2) ≡ 2 (mod 3). But
the cycle yCxm−1xt−1xtx1y would be a contradiction. Hence d(x1) = 3.
Suppose there exists y′ ∈ V (C) \ {x1; x3} such that y′x2 ∈ E(G), then y′ 
∈
{xm−1; xm}. If y′ ∈ x3Cxt , then S1(x2; y′) would stop at ui with d(ui)=2 by the choice
of P and Lemma 4, a contradiction. So y′ ∈ xtCxm−3. Since the cycles y′Cxm−2x2y′
and xtCy′x2x1xt derive l(y′Cxm−2) 
≡ 2 (mod 3) and l(xtCy′) 
≡ 1 (mod 3), l(xtCy′) ≡
2 (mod 3). But the cycle xt−1Cy′x2xm−2xm−1xt−1 would be a contradiction. Hence
d(x2) = 3.
By the proof of Claims 5 and 6, d(xm−1) = d(xm−2) = 3.
Claim 8. N (x3) ⊆ V (P).
Proof. Suppose there exists y0 
∈ V (P) s.t. x3y0 ∈ E(G), then N (y0) ⊆ V (C) by the
choice of P. Let y1 ∈ N (y0) \ {x3}, then y1 
= xt . If y1 ∈ x4Cxt−1, then the cycles
x3Cy1y0x3 and x3y0y1Cxtx1x2x3 force l(x3Cy1) ≡ 1 (mod 3). But when l(x3Cy1) ≡
1 (mod 3), we have l(y1Cx3) ≡ 2 (mod 3) and then the cycle y1Cx3y0y1 would be a
contradiction. If there exist y1; y2 ∈ xt+1Cxm−3, say y2 ∈ y+1 Cxm−3, such that y1; y2 ∈
N (y0), then the cycles y0y1Cy2y0 and y0y2Cy1y0 derive l(y1Cy2) 
≡ 2 (mod 3) and
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l(y2Cy1) 
≡ 2 (mod 3). Since l(C) ≡ 0 (mod 3), l(y2Cy1) ≡ 0 (mod 3). But the cy-
cle y0y2Cy1y0 has a chords x1xt , x2xm−2, a contradiction with Lemma 2. Hence
|N (y0) ∩ xt+1Cxm−3| ≤ 1. Since  ≥ 3, xmy0 ∈ E(G). Obviously, t ≥ 5. Then the
path x4Pxt−1xm−1 ?Pxtx1x2x3y0xmPxn would be longer than P, a contradiction.
Claim 9. There exists xk ∈ xm+1Pxn such that xkx3 ∈ E(G) and l(xmPxk) ≡ 1 (mod 3).
Proof. Suppose thatN (x3)⊆V (C). Since l(xm−1Cxt−1)≡ 2 (mod3),N (x3)⊆ xm−1Cxt−1
by Lemma 3. By Claim 7 and the fact x3xm 
∈ E(G), N (x3) ⊆ x2Cxt−1. Denote
x′3 ∈ N (x3) \ {x2; x4}, then l(x3Cx′3) ≡ 1 (mod 3). Thus S1(x3; x′3) would stop at
N (u2i+1) \ (u2iCv2i) 
= ∅ or N (u2i) \ v2i−1Cu2i−1 
= ∅. Assume N (u2i+1) \ {u2iCv2i} 
= ∅,
then by Lemma 4, we just have N (u2i+1) ∩ xm+1Pxn 
= ∅ or N (u2i+1) \ V (P) 
= ∅.
We use induction to prove l(x3Cuk) ≡ 0 (mod 3) for k = 1; 2; : : : . Since l(x3Cx′3) ≡
1 (mod 3), l(x3Cu1) ≡ 0 (mod 3). Suppose it is true for all integers less than k. As-
sume k is an even number. Since l(x3Cx′3x3) ≡ 2 (mod 3), l(vk−1Cuk−1) ≡ 1 (mod 3)
by Lemma 1. Hence l(ukCuk−1) ≡ 0 (mod 3) and then l(x3Cuk) ≡ 0 (mod 3). Specially,
l(x3Cu2i+1) ≡ 0 (mod 3).
If there exists v ∈ N (u2i+1)∩xm+1Pxn, then the cycles xmCu2i+1v ?Pxm and u2i+1Cx′3x3x2
x1xmPvu2i+1 derive l(xmPv) 
≡ 0 (mod 3) and l(xmPv) 
≡ 1 (mod 3). But when l(xmPv) ≡
2 (mod 3), the cycle u2i+1 ?Cx3x2xm−2xm−1xmPvu2i+1 would be a contradiction.
If there exists y0 
∈ V (P) such that y0u2i+1 ∈ E(G), then by the choice of P, N (y0) ⊆
V (C). If there exists y1 ∈ N (y0) ∩ x2Cxt−1 and y1 
= u2i+1, assume y1 ∈ u2i+1Cxt−1,
then the cycles u2i+1Cy1y0u2i+1 and y1Cu2i+1y0y1 derive l(u2i+1Cy1) 
≡ 2 (mod 3) and
l(y1Cu2i+1) 
≡ 2 (mod 3). Since l(C) ≡ 0 (mod 3), l(y1Cu2i+1) ≡ 0 (mod 3). But the
cycle y1Cu2i+1y0y1 has a cross chords x1xt and x2xm−2, a contradiction with Lemma
2. Hence N (y0) ∩ x2Cxt−1 = {u2i+1} and similarly, |N (y0) ∩ xtCxm−2| ≤ 1. Hence
xmu2i+1 ∈ E(G) and the cycle u2i+1Cx′3x3x2x1xmy0u2i+1 would be a contradiction.
Hence there exists xk ∈ xm+1Pxn s.t. x3xk ∈ E(G). Obviously, the cycles
xmPxkx3x2x1xm and xmPxkx3Cxtx1xm derive l(xmPxk) ≡ 1 (mod 3).
Claim 10. t = 5.
Proof. Suppose t ¿ 5, then xt−2 exists. If ∃v0 
∈ V (P) s.t. xt−2v0 ∈ E(G), then N (v0) ⊆
V (C) by the choice of P. Obviously, N (v0)∩x2Cxt−1={xt−2} and |N (v0)∩xtCxm−2| ≤
1. Hence xmv0 ∈ E(G). But the cycle x3Cxt−2v0xmPxkx3 would be a contradiction. Thus
N (xt−2) ⊆ V (P).
Let y ∈ N (xt−2) \ {xt−1; xt−3}, then y 
= xm−1. Since l(xm−1Cxt−1) ≡ 2 (mod 3),
NC(xt−2) ⊆ xmCxt−1 by Lemma 3. If y ∈ xmPxn then the cycles x1xmPyxt−2xt−1xtx1 and
x1xmPyxt−2 ?Cx1 derive l(xmPy) ≡ 1 (mod 3). But the cycles xt−2y ?Pxkx3x2xm−2xm−1xt−1
xt−2 (xk ∈ xmPy) and xt−2yPxkx3x2xm−2xm−1xt−1xt−2 (y ∈ xmPxk) would be a contra-
diction. Therefore y ∈ x2Cxt−2. Then by the same proof as that of Claim 9, we can
derive a contradiction.
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Claim 11. m= 9.
Proof. By Claim 10 and replacing P with xm−1 ?Px1xmPxn, we have m = 9 and there
exists xh ∈ xmPxn such that x6xh ∈ E(G) and l(xmPxh) ≡ 1 (mod 3).
By Claims 7, 10, 11 and the choice of P, we have
Note 1 d(x1) = d(x2) = d(x4) = d(x5) = d(x7) = d(x8) = 3.
By the proofs of Claims 9 and 11, we have
Note 2 For any x9 − xk path P1 ⊆ xmPxn and x9 − xh path P2 ⊆ xmPxn, l(P1) ≡
l(P2) ≡ 1 (mod 3).
Claim 12. k = 10.
Proof. Suppose that k ¿ 10. We :rst use the following Search Procedure (2) to get a
x9 − xk path.
Search Procedure S2(x; y) (x; y ∈ V (P)):
Step 1. Let a0:=x; b0:=y; i:=0.
Step 2. Let ai:=b−i−1 (on P). If N (ai)∩ b+i−1Pxn= ∅, then stop; else let bi:=N (ai)∩
b+i−1Pxn, i:=i + 1 and goto step 2.
Suppose that S2(x9; xk) stop at i0+1 (assume, i0 ≡ 1 (mod 2)), then we have a x9−xk
path Q=x9Pa1b1P · · · ai0bi0 ?Pbi0−1ai0−1 · · · b2a2 ?Pxk . By Note 2, l(Q) ≡ 1 (mod 3). Thus
we have a cycle C′ = x1x9Qxkx3x2x7x6x5x1 with length 2 (mod 3):
P(1) For any x ∈ V (Q), if there exists y 
∈ V (Q) so that xy ∈ E(G), then
|N (y) ∩ (V (C) ∪ V (Q))| ≤ 2.
Let y0 ∈ N (y) ∩ (V (C) ∪ Q), then y0 ∈ {x6} ∪ Q by Claim 8 and Note 1. If y0 ∈
Q\{x}, say y0 ∈ x9Qx, then l(y0Qx) 
≡ 0 (mod 3) and l(y0Qx) 
≡ 2 (mod 3) by l(C′) ≡
2 (mod 3). Thus l(y0Qx) ≡ 1 (mod 3) and then we have a x9 − xk path x9Qy0yxQxk
which has length 2 (mod 3), a contradiction with Note 2. So N (y) ∩ (V (C) ∪ Q) ⊆
{x6; x}.
Next we would consider ai0+1 and would show N (ai0+1) ⊆ bi0C′bi0−1, that is,
N (ai0+1) ⊆ bi0−1Pbi0 .
If there exists y 
∈ V (P) such that yai0+1 ∈ E(G), then N (y) ⊆ x1Pbi0 by the
choice of P. Thus d(y) ≤ 2 by P(1), a contradiction. Hence N (ai0+1) ⊆ x1Pbi0 . When
i0 ≥ 3, we have a parallel chords ai0bi0−1, bi0−2ai0−1 in C′ and l(C′) ≡ 2 (mod 3)
and l(bi0−2C
′ai0+1) ≡ 1 (mod 3), then N (ai0+1) ⊆ bi0−2C′ai0−1 by Lemma 2. Let
bi0+1 ∈ N (ai0+1) and bi0+1 is not the successor or predecessor of ai0+1 on C′. Ob-
viously, bi0+1 
= ai0−1; ai0 . If bi0+1 ∈ bi0−2C′ai0 , then the cycles bi0+1C′ai0+1bi0+1
and bi0+1ai0+1C
′ai0−1bi0−2C
′bi0+1 derive l(bi0+1C
′ai0 ) 
≡ 1 (mod3) and l(bi0−2C′bi0+1) 
≡
2 (mod3). By l(bi0−2C
′ai0 )≡ 2 (mod3), l(bi0−2C′bi0+1)≡ 0 (mod 3). Since l(x9C′bi0−2)
+l(ai0−1C
′xk) ≡ 0 (mod 3), the x9 − xk path x9C′bi0+1ai0+1bi0ai0bi0−1C′xk would con-
tradict with Note 2. Therefore N (ai0+1) ⊆ bi0C′bi0−1. If i0 = 1, we similarly have
N (a2) ⊆ xkPb1.
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By S2(ai0+1; bi0+1), we would have a vertex uj0+1 with N (uj0+1) \ V (C′) 
= ∅ by
l(C′) ≡ 2 (mod 3). By P(1) and the choice of P, N (uj0+1) ⊆ V (P), thus N (uj0+1) ⊆
bi0Pxn by Note 1. Let vj0+1 ∈ N (uj0+1) ∩ bi0Pxn, then we have a x9 − xk path Q′ =
x9a1b1P · · · ai0bi0Pvj0+1uj0+1 ?Puj0vj0P · · · u0v0 ?Pbi0ai0 ?P · · · b2a2 ?Pxk (assume, j0≡1 (mod2))
with length 1 (mod 3) by Note 2. Thus, the cycle x1x9Q′xkx3x2x7x6x5x1 with length
2 (mod 3) but has a cross chords bi0u0; v0u1, a contradiction with Lemma 2. Hence
k = 10.
Similarly, we have:
Claim 13. h= 10.
Thus, G[{x1; · · · ; x10}] is a Petersen graph.
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