Untersuchungen zur Objektklassikation in digitalen Bildfolgen des Straÿenverkehrs by Knaak, Manuela
Fakultät Verkehrswissenschaften Friedrich List , Institut für Verkehrstelematik
Studienarbeit
Untersuchungen zur Objektklassiﬁkation in
digitalen Bildfolgen des Straßenverkehrs
eingereicht von
Manuela Knaak
geb. am 10. Juni 1987 in Erlangen
Hochschullehrer: Prof. Dr.-Ing. O. Michler
Betreuer: Dipl. Inf. H. Saul (DLR)
Dipl. Ing. U. Gosda (TUD)




Untersuchungen zur Objektklassifikation in digitalen Bildfolgen des Straßenverkehrs
08. Mai 2013
Technische Universität Dresden
Fakultät Verkehrswissenschaften „Friedrich List“
Institut für Verkehrstelematik
Professur Informationstechnik für Verkehrssysteme
Studienarbeit
Autorenreferat:
Ziel dieser Arbeit ist die Untersuchung verschiedener Ansätze zur Klassifikation von
Verkehrsobjekten in Bildfolgen aus Verkehrsvideos und die Implementierung ausge-
wählter Verfahren. Der Prozess der Objektklassifikation als Ganzes wird grob skiz-
ziert und die einzelnen Arbeitsschritte Merkmalsbestimmung, Merkmalsdeskription
sowie Klassifikation geschildert. Der Stand der Technik wird auf Basis einer Literatur-
recherche dargelegt. Verfahren der Merkmalsdeskription, die hierbei zur Anwendung
kamen, werden vorgestellt. Basierend auf den Erkenntnissen der Literaturrecherche,
werden Fourier Deskriptoren für die Merkmalsbeschreibung und zwei Clusteringver-
fahren sowie drei Klassifikationsverfahren (MDC, k-NN, SVM) ausgewählt. Grundle-
gende Verfahren, auf die sich die Arbeit stützt, wie z.B. die Fourier Transformation,
werden erläutert. Die ausgewählten Verfahren werden in Matlab implementiert und
ihre Leistungsfähigkeit sowie ihr Potential durch Experimente abgeschätzt. Als Da-
tenbasis für die Experimente dienen 1.757 Objektkonturen, die aus Bildfolgen realer
Verkehrsszenen extrahiert und von Hand vorklassifiziert (annotiert) wurden.
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Thesen zur Studienarbeit
1. Herkömmliche Technologien zur Objekterkennung und -klassifikation sind zu
unflexibel und teuer.
2. Kamerabasierte Verfahren haben viel Potential, müssen aber noch zuverlässiger
werden.
3. Die Klassifikation von Verkehrsobjekten auf Basis ihrer Kontur ist möglich und
sinnvoll.
4. Shape Signatures eignen sich gut als Repräsentanten der Objektkontur.
5. Fourier Deskriptoren können als Basis für eine robuste Objektklassifikation fun-
gieren, die auch unter realen Bedingungen im Verkehrsumfeld leistungsfähig ist.
6. Bereits einige wenige Fourier Deskriptoren spannen einen Merkmalsraum auf, in
dem ähnliche Objekte geringe Distanzen zueinander aufweisen.
7. Clustering Verfahren können die inneren Strukturen der Objektdaten aufzeigen.
8. Die Klassifikatoren Minimum-Distance-Classifier, k-Nearest-Neighbor Klassifi-
kator und Support-Vector-Machine sind in der Lage den mehrdimensionalen Merk-
malsraum so zu unterteilen, dass ähnliche Objekte als solche erkannt und Klassen
mit ähnlichen charakteristischen Eigenschaften zugeordnet werden.
9. Anhand von Bildfolgen aus realen Verkehrsvideos kann der Ansatz der Objekt-
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Das menschliche visuelle System bewältigt tagtäglich eine große Menge und Band-
breite an Aufgaben. Gestik und Mimik der Mitmenschen erkennen und interpretie-
ren, verschiedene Handschriften lesen, Personen wiedererkennen, die rote Ampel be-
merken, ein Fahrrad von einem Motorrad unterscheiden - die Liste könnte nahezu
unbegrenzt fortgeführt werden. Für den Menschen ist all das kein Problem, weshalb
diese Fähigkeiten als selbstverständlich empfunden werden. Für ein technisches Sys-
tem jedoch stellt die Erkennung und Einordnung von Situationen und Objekten eine
große Herausforderung dar. Trotz der Komplexität der Aufgabe treibt das Streben nach
Automatisierung seit einigen Jahren die Forschung im Bereich der computergestütz-
ten, automatischen Objekterkennung voran. Ob in der Robotik, der industriellen Ferti-
gung, in Überwachungssystemen, Augmented Reality Anwendungen, medizinischen
Assistenzsystemen, der Sportanalyse oder im Verkehrswesen - die Vielfalt der Einsatz-
gebiete und das Interesse an dieser Technologie sind sehr groß. Allein im Verkehrs-
wesen finden sich viele Anwendungen, wie im Bereich der Fahrerassistenzsysteme,
der Verkehrsüberwachung, Verkehrsdatenerfassung oder dem Verkehrsmanagement.
Ganz konkrete Beispiele für die Nutzung automatischer Objektklassifikation sind die
Mautberechnung an sogenannten Mautbrücken, die Erkennung von Fahrzeugen auf
LKW Stellplätzen an Autobahnen, Gefahrraumfreimeldung an Bahnübergängen und
Bahnsteigen, Stauwarnsysteme oder automatisierte Verkehrszählungen.
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1.1 Motivation und Zielsetzung 1. Einleitung
1.1 Motivation und Zielsetzung
Im Verkehrswesen kommen für die Objekterkennung und -klassifikation verschiedene
Technologien zum Einsatz, wie Induktionsschleifen, Infrarotsensoren, Radar oder Ul-
traschallsensoren. Auch das große Potential von Kamerasystemen für das Verkehrswe-
sen wurde erkannt. Obwohl die Bildverarbeitung bereits enorme Fortschritte gemacht
hat, so gilt eine zuverlässige Objektklassifikation im Verkehrssektor noch immer als
Herausforderung. Als Gründe hierfür können folgende Punkte genannt werden:
• Schwierige Umgebungseigenschaften (Im Freien, daher unbeständige und z. T.
schwierige Wetterbedingungen, wechselnde Lichtverhältnisse, Schatten)
• Mannigfaltigkeit an Farben und Formen
• Vielfalt an Blickwinkeln (va. im Individualverkehr)
• Häufig geringe Bildqualität (Kostengründe)
• Oft Echtzeitfähigkeit nötig




• Verändertes Szenario bei Dunkelheit (Blendung durch Scheinwerfer bei unzurei-
chender Straßenausleuchtung, Fußgängererkennung erschwert)
• Bei sicherheitskritischen Anwendungen hohe Anforderungen an Zuverlässigkeit
und Verfügbarkeit
Den besonderen Anforderungen stehen jedoch die bedeutenden Vorteile der Techno-
logie gegenüber. Zu diesen zählen Kosteneffizienz, Flexibilität, Möglichkeit der Ex-
traktion verschiedener Informationen aus den Bilddaten (z.B. räumlich-zeitliche Ver-
kehrskenngrößen, Erkennung auch von nicht-metallischen Objekten), unkomplizierte
Erweiterung, einfache Installation (i. d. R. keine Baumaßnahmen nötig) und das große
Potential, dass sich durch die laufende Weiterentwicklung der Bildverarbeitung ergibt.
Da in vielen Anwendungsfällen kostenintensive Verfahren unwirtschaftlich sind
und der Druck, Einsparpotentiale zu finden und Verfahren effizienter zu gestalten,
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kontinuierlich steigt, stellt die preiswerte Objektklassifikation mittels Kameradaten ei-
ne attraktive Alternative zu herkömmlichen Verfahren dar. Aus diesem Grund wird
seit einigen Jahren vermehrt an Ansätzen geforscht, welche diese Technologie zuver-
lässiger und leistungsfähiger machen.
Diese Arbeit soll einen Beitrag zur Weiterentwicklung der kamerabasierten Ob-
jektklassifikation leisten. Konkret ist das Ziel dieser Studienarbeit die Untersuchung
verschiedener Ansätze zur Klassifikation von Verkehrsobjekten in Bildfolgen aus Ver-
kehrsvideos und die Implementierung von ausgewählten Verfahren. Hierfür werden
zunächst geeignete Merkmale der Verkehrsobjekte im Bildraum identifiziert und De-
skriptoren zur Erfassung dieser Merkmale abgeleitet. Auf Basis der Deskriptoren wer-
den verschiedene Ansätze zur Objektklassifikation geprüft. Die Deskriptor-Klassifikator-
Kombinationen werden anhand von Bildfolgen aus realen Verkehrsszenen getestet
und bewertet.
1.2 Aufbau der Arbeit
Nachdem grundlegende Überlegungen sowie das Ziel der Arbeit vorgestellt wurden,
werden in Kapitel 2 Grundlagen in Bezug auf Prozesse der Objektklassifikation, Merk-
male, Merkmalsbeschreibung und Klassifikation behandelt. Zudem werden Ergebnis-
se der Literaturrecherche vorgestellt und ein Überblick über den aktuellen Stand der
Technik, bezogen auf Deskriptor-Klassifikator-Kombinationen, vermittelt. Das Kapitel
schließt mit der Benennung der für diese Arbeit gewählten Merkmale und Verfah-
ren. Kapitel 3 dient der Erläuterung aller in der Arbeit verwendeten Verfahren - von
der Konturrepräsentation bis hin zu Verfahren zur Bewertung der Klassifikation. Die
Implementierung der Verfahren aus Kapitel 3 sowie Experimente werden in Kapitel 4
dargestellt. In Kapitel 5 werden die Ergebnisse der Experimente analysiert und Gründe
für Fehlklassifikationen aufgezeigt. Kapitel 6 dient der Zusammenfassung und bein-
haltet ein abschließendes Fazit.
Objektklassifikation ist ein international diskutiertes Thema, weshalb der Gebrauch
englischer Fachbegriffe üblich ist. In dieser Arbeit werden Termini in der Regel nicht
ins Deutsche übersetzt, da die Bedeutung dadurch verfälscht werden könnte.
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Kapitel 2
Grundlagen und Stand der Technik
2.1 Einordnung in den Prozess der Objektklassifikation
Die Aufgabe der Objektklassifikation auf Basis von digitalen Bildfolgen des Straßen-
verkehrs lässt sich in eine Reihe von Arbeitsschritten unterteilen (vgl. Abb. 2.1).
Abbildung 2.1: Prozess der Objektklassifikation.
Zunächst wird eine Datenbasis erzeugt, indem Verkehrsszenen mit Kameras aufge-
nommen werden. Die Bildsequenzen werden dann einer Vorverarbeitung unterzogen,
die in erster Linie der Beseitigung bzw. Reduktion von Störungen in den Bildsigna-
len dient. Dieser Schritt kann eine große Bandbreite an Operationen beinhalten, die
alle dem Ziel dienen, das Bildmaterial für die weitere Verarbeitung aufzubereiten. So
werden durch die Bildaufnahme bedingte radiometrische1 (z.B. Rauschen) und geo-
metrische Fehler (z.B. Verzerrungen) oder inhomogene Beleuchtung korrigiert. Des-
1Die Messung elektromagnetischer Strahlung betreffend.
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weiteren umfasst die Vorverarbeitung häufig eine Modifikation des Farbmodells der
Signale. Anschließend wird das Objekt vom Hintergrund separiert. Dies kann mit Hilfe
eines Hintergrundschätzers realisiert werden und wird als Segmentierung bezeichnet.
In Anwendungsfällen mit bewegten Objekten lässt sich der Hintergrund über Diffe-
renzbildanalyse ermitteln. Für die weitere Bearbeitung wird häufig ein rechteckiger
Bildausschnitt um das Objekt erzeugt - die sogenannte „Bounding Box“. Ausgewähl-
te Eigenschaften werden nun extrahiert (Feature Extraction) und als Merkmal darge-
stellt (Feature Representation). Merkmale könnten beispielsweise Farbinformationen,
Abmessungen oder die Kontur sein. Bei der sich anschließenden Merkmalsdeskrip-
tion (Feature Description) werden die Merkmale in eine Form gebracht, in der sie
gewünschte Eigenschaften wie Invarianz oder Robustheit besitzen und vor allem ei-
ne eindeutige Klassenzuordnung ermöglichen. Es folgt die Reduktion der Merkmale
(Feature Reduction), mit dem Ziel nur so viele Merkmalsdeskriptoren wie nötig zu
verwenden. Dies reduziert die Rechenintensität und hilft Überanpassung (Overfitting)
zu vermeiden. Die reduzierten Merkmalsdeskriptoren werden üblicherweise in einem
sogenannten Merkmalsvektor (Feature Vector) zusammengefasst. Im nächsten Schritt
erfolgt die Klassifizierung. Zunächst muss der Klassifikator jedoch justiert werden, in-
dem sie ein sogenanntes „Training“ durchlaufen. Für Klassifikatoren mit überwachtem
Lernen müssen Merkmalsvektoren mit bekannter Klassenzuordnung als Trainingsda-
ten verwendet werden. Mit dem trainierten (angelernten) Klassifikator können nun die
Klassen der Testobjekte geschätzt werden. Der letzte Arbeitsschritt ist die Analyse der
Ergebnisse und die Bewertung der Klassifikation. Gegebenenfalls müssen nun noch
Nachjustierungen vorgenommen werden. [J1¨0]
Diese Arbeit setzt beim Arbeitsschritt der Merkmalsdeskription ein. Als Daten-
grundlage dienen Bildsequenzen aus Verkehrsszenen, die von Kameras des DLR in
Berlin-Adlershof stammen und bereits vorverarbeitet wurden. Zur Verfügung stehen
bereits die vom Hintergrundschätzer ermittelte Objektkontur, die konvexe Hülle, teil-
weise Skalierungsinformationen sowie die Bounding Boxes mit dem Objekt als Farb-
und Grauwertbild. Basierend auf den vorliegenden Informationen werden im Rahmen
dieser Arbeit ein Merkmal ausgewählt sowie die Merkmalsdeskription, Merkmalsre-
duktion, Klassifikation und eine Auswertung durchgeführt.
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2.2 Objektmerkmale im Bild
Die Basis einer erfolgreichen Objektklassifikation ist die Extraktion distinkter Merkma-
le, die in geeigneter Form repräsentiert und beschrieben werden. Anhand der Daten-
grundlage und der Problemstellung müssen also geeignete Merkmale gefunden wer-
den, die die charakteristischen Eigenschaften der Klassen widerspiegeln und somit
eine Abgrenzung der Klassen ermöglichen [B0¨2] . Merkmale stellen somit eine kompri-
mierte Form der Bildinformationen dar. Es gibt verschiedene Merkmale die ein Objekt
im Bild beschreiben können. Hierzu zählen beispielsweise Form, Größe, Farbe, Textur,
Geschwindigkeit sowie daraus abgeleitete Beschreibungsvektoren.
Die folgenden Merkmale sind wichtiger Bestandteil der menschlichen Wahrneh-
mung und werden daher auf ihre Anwendbarkeit im Hinblick auf das vorliegende
Klassifikationsproblem geprüft.
2.2.1 Kontur
Die Kontur eines Objektes ist eines der Kernerkennungsmerkmale sowohl für die mensch-
liche Wahrnehmung als auch für viele Anwendungen im Bereich der digitalen Bildver-
arbeitung. Die Kontur kann auf verschiedene Art und Weise repräsentiert werden. Be-
sonders beliebt sind „Chain Codes“ (Kettenkodierung) und „Shape Signatures“. Chain
Codes stellen die Kontur als Folge gleichlanger gerader Segmente dar. Abb. 2.2a zeigt
den Chain Code nach Freeman, der acht Richtungen unterscheidet. Shape Signatures
sind eindimensionale Funktionen, die die Kontur repräsentieren. Es gibt viele Möglich-
keiten diese Funktionen zu erzeugen. Eine davon ist die Centroid Distance Function,
die in Abb. 2.2b dargestellt ist und das Objekt über die Abstände von Kontur zum
Schwerpunkt definiert. Problematisch sind bei allen Konturbasierten Merkmalen Ef-
fekte wie Rauschen, Verdeckungen und der Informationsverlust durch die Projektion
der dreidimensionalen Wirklichkeit auf ein zweidimensionales Bild.
2.2.2 Einfache konturbasierte Merkmale
Von der Kontur abgeleitete Merkmale, die auf Grund ihrer Einfachheit auch als „Low
Level Features“ bezeichnet werden sind beispielsweise Umfang, Ausdehnung des Seg-
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Abbildung 2.2: Kontur a) Freeman[Pan11] b) Centroid Distances[MBG+11]
mentes entlang seiner Hauptachsen, Größe des kleinsten umschließenden Rechtecks
(Bounding Box), Exzentrizität (Kreisähnlichkeit) und abgeleitete Merkmale wie die
Kompaktheit, Flächeninhalt oder die Flächendifferenz zwischen Segmentfläche und
konvexer Hülle (vgl. Abb. 2.3 ) [Poh06].
Merkmale dieser Art werden fast ausschließlich in Kombination verwendet. [Bro04]
vereint beispielsweise Größenmerkmale wie Umfang, Fläche und Hauptachsen mit
der Geschwindigkeit zu einem Merkmalsvektor. Diese Merkmalskombination soll der
Blickwinkelunabhängigen Erkennung von Fußgängern und Fahrzeugen dienen. In [KB12]
werden Höhe, Breite und der Winkel zwischen Heckleuchten und Nummernschild zur
Erkennung von Fahrzeugtypen von hinten verwendet. Die Objektabmessungen wer-
den hierbei auf die Größe des Nummernschilds normiert.
Abbildung 2.3: Einfache konturbasierte Merkmale. [Poh06]
2.2.3 Farbe
Für das menschliche Auge ist Farbe ein sehr wichtiges, einfach zu erfassendes und
einprägsames Objektmerkmal. Die Farbe von Objekten in Bildfolgen automatisch zu
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erkennen ist hingegen nicht trivial, sodass für diesen Schritt an sich bereits eine Klas-
sifikation notwendig ist [CPFA09] . Der am weitesten verbreitete Ansatz zur Reprä-
sentation der Farben innerhalb eines Bildes sind Farbhistogramme [K0¨5] . In dieser
Wahrscheinlichkeitsverteilung ist kodiert, wie oft die verschiedenen Farbwerte in ei-
nem Bild auftreten [K0¨5] . Die nahezu unbegrenzte Farbvielfalt in Bezug auf Fußgän-
ger und Fahrzeuge führt jedoch dazu, dass dieses Merkmal zur Unterscheidung von
Fahrzeugklassen weitestgehend ungeeignet ist. In der Literatur wird die Fahrzeug-
farbe teilweise unterstützend als Merkmal verwendet, um beispielsweise bestimmte
Fahrzeuge innerhalb eines Kreuzungsbereichs mit einer gewissen Wahrscheinlichkeit
wiedererkennen zu können (vgl. [KRM05] ). In [USS01] wird die Information „Haut-
farbe“ im Bild zur Fußgängererkennung verwendet. Das dazu nötige hochaufgelöste
Bildmaterial steht in der Praxis jedoch häufig nicht zur Verfügung.
Insgesamt findet das Merkmal Farbe in erster Linie im Bereich Tracking Anwen-
dung und weniger im Bereich der Klassifikation von Verkehrsobjekten [Bro04] . Aus
diesem Grund wird das Merkmal in dieser Arbeit im Folgenden nicht weiter betrach-
tet.
2.2.4 Textur
Die Textur ist eine wichtige Komponente der menschlichen Wahrnehmung. Menschen
können sie meist problemlos einordnen, es ist aber sehr schwierig sie eindeutig zu de-
finieren [HR04] . Dies erschwert die Nutzung von Textureigenschaften als Merkmal.
Um die Textur numerisch beschreiben zu können, können auf Basis von sogenann-
ten „Grey Level Co-occurence Matrices“ Kennzahlen wie die Entropie, Energie, Kon-
trast oder Homogenität berechnet werden [HR04] . In einigen Anwendungsfällen wird
das Merkmal auch im Bereich des Straßenverkehrs genutzt. So verwendet [GM07] bei-
spielsweise texturbasierte Merkmale zur binären Klassifikation von Fußgängern.
2.2.5 Topologische Merkmale
Topologische Merkmale weisen umfangreiche Invarianzeigenschaften auf. Sie sind völ-
lig unabhängig von Verzerrungen und anderen Veränderungen, solange das Objekt
nicht zertrennt oder ergänzt wird. Merkmale dieser Art sind beispielsweise die An-
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zahl an Löchern in einem Objekt oder die Eulerzahl, die sich aus der Differenz der ver-
bundenen Teile des Objektes und der Lochzahl ergibt (vgl. Abb. 2.4 ). Diese Merkmale
eignen sich nur zur Erkennung sehr einfacher Formen, wie Stanzteile beispielsweise.
[Poh06]
Abbildung 2.4: Topologische Merkmale. [Poh06]
2.2.6 Bewegung
Bewegung ist ein sehr starkes Merkmal und eignet sich hervorragend um Fahrzeu-
ge und Fußgänger von der statischen Umgebung abzugrenzen. In erster Linie wird
die Bewegung der Objekte daher zur Detektion der Objekte genutzt - in dieser Ar-
beit macht sich beispielsweise der Hintergrundschätzer dieses Merkmal zu Nutze um
zu ermitteln wo im Frame ein interessierendes Objekt vorhanden ist. Aber auch für
die Klassifikation ist die Berücksichtigung der Bewegung hilfreich. So kann man Ge-
schwindigkeitsgrenzen festlegen, ab denen bestimmte Verkehrsteilnehmer wie Fuß-
gänger oder Radfahrer ausgeschlossen werden können. Auch lässt sich vermuten, dass
Objekte, die sich über einen längeren Zeitraum in Fuß- bzw. Fahrrad-üblichen Ge-
schwindigkeiten bewegen, auch der entsprechenden Klasse angehören. [Bro04] nennt
zudem die periodischen Bewegungen von gehenden oder rennenden Personen als
markantes Merkmal.
Die Ermittlung der Objektgeschwindigkeit ist für viele Anwendungen jedoch pro-
blematisch. Eine einzelne Kamera kann lediglich eine Projektion der Wirklichkeit er-
fassen. Dies bewirkt den Effekt der Bewegungsparallaxe, der zu einer verfälschten
Geschwindigkeitswahrnehmung führt. So muss bei der Bestimmung der Objektge-
schwindigkeiten beachtet werden, dass weit entfernte Objekte sich bei gleicher Ge-
schwindigkeit langsamer durch das Bild bewegen, als nahgelegene Objekte. Auch un-
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terschiedliche Bewegungsrichtungen führen zu einer verzerrten Geschwindigkeitsmes-
sung im Bild. Zum Beispiel würde für ein Fahrzeug, dass auf die Kamera zufährt die
Geschwindigkeit Null ermittelt werden, während für den quer vor der Kamera kreu-
zenden Fußgänger eine deutlich höhere Geschwindigkeit festgestellt würde. Für Vi-
deos mit großen Entfernungs- und Blickwinkeldiskrepanzen ist die Berücksichtigung
dieser Problematik essentiell.[B0¨2]
Da in dieser Arbeit mit Bildfolgen gearbeitet wird, die jeweils als vom Video los-
gelöstes Szenario betrachtet werden, liegen keine Geschwindigkeitsinformationen vor,
sodass das Merkmal keine Anwendung finden kann. Die Verwendung der Geschwin-
digkeit als Ergänzung zu anderen Merkmalen kann aber als vielversprechend bezeich-
net werden.
2.2.7 Fazit zu Objektmerkmalen im Bild
Merkmale können global, auf das ganze Bild bzw. Objekt bezogen, oder lokal für be-
stimmte Regionen ermittelt werden. Die menschliche Wahrnehmung orientiert sich bei
der Erkennung von Fahrzeugen vor allem an der globalen Form des Objektes und
an lokalen Schlüsselpunkten wie Scheiben, Scheinwerfer oder Rädern. Bedingt durch
die beweglichen Gliedmaßen, können Fußgänger beispielsweise anhand ihrer verän-
derlichen Kontur identifiziert werden. Bei der Suche nach geeigneten Objektmerkma-
len für die automatische (computergestützte) Objekterkennung orientiert man sich oft
an diesen vom Menschen als charakteristisch empfundenen Merkmalen. Aus diesem
Grund basiert ein Großteil der Algorithmen zur Erkennung von Verkehrsteilnehmern
auf Konturmerkmalen oder auf Verfahren die lokal Bildmerkmale wie Kontrast extra-
hieren.
Die ausgewählten Merkmale könnten nun direkt als Merkmalsdeskriptor verwen-
det werden. Bei Verwendung von mehreren Merkmalen werden diese in einem Merk-
malsvektor (engl. Feature Vector) zusammengefasst. In der Regel erfüllen die genann-
ten Merkmale die Anforderungen an Merkmalsdeskriptoren nicht hinreichend gut und
werden daher noch zu sogenannten „High-Level-Feature-Descriptors“ weiterverarbei-
tet. So kann für ein Objekt, das sich anhand seiner Centroid-Distance-Function von
anderen Objekten abgrenzt, beispielsweise durch Transformation der Funktion in den
Frequenzbereich eine robuste und teilinvariante Beschreibung des Merkmals „Kontur“
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erreicht werden.
Im Folgenden soll die Idee der Merkmalsdeskriptoren kurz erläutert werden.
2.3 Merkmalsdeskriptoren
Merkmalsdeskriptoren sind Verfahren um klassencharakteristische Objektmerkmale
in eine Form zu bringen, in der sie den Anforderungen der jeweiligen Klassifikations-
aufgabe gerecht werden. Wichtig ist, Deskriptoren so zu gestalten, dass zwei Objekte
nur dann einen identischen Deskriptor aufweisen, wenn sie (bezogen auf die interes-
sierenden Eigenschaften) auch identisch sind. Deskriptoren von Objekten unterschied-
licher Klassen sollten daher möglichst große Unähnlichkeit aufweisen. Diese essentiel-
le Eigenschaft wird als Kongruenz bezeichnet. [NA08]
Für eine möglichst universelle Nutzbarkeit ist es von Vorteil, wenn der Deskrip-
tor invariant ist gegenüber Transformation und Deformation. In fast allen Fällen wird
Skalierungs-, Translations- und Rotationsinvarianz gefordert. Für die Klassifikation
von Fahrzeugen ist es wichtig Invarianzen so zu verwenden, dass Eigenschaften wel-
che unabhängig von der Erkennungsaufgabe sind, herausgefiltert bzw. ignoriert wer-
den. Da sich die Fahrzeuge in dem hier betrachteten Fall in unterschiedlichen Winkeln
auf die Kamera zu bzw. weg bewegen, kommt es zu perspektivischen Verzerrungen
sowie zu Veränderungen in Bezug auf Skalierung und Translation. Ein Deskriptor der
nicht invariant gegenüber diesen Veränderungen ist, würde also für ein und dasselbe
Objekt in jedem Frame einen anderen Deskriptor erstellen. Invarianzen führen somit
zu einem teilweise gewollten Informationsverlust, der in einigen Situationen die Un-
terscheidung von Objekten aber auch erschwert oder gar verhindert. Bei der Erken-
nung von Verkehrsobjekten spielt die Objektgröße beispielsweise eine durchaus wich-
tige Rolle. Nutzt man einen skalierungsinvarianten Deskriptor, so ist es nicht mehr
möglich, einen LKW von einem PKW anhand ihrer Größen zu unterscheiden. Reichen
die verbleibenden Eigenschaften nicht zur Erkennung aus, muss auf die Invarianz ggf.
verzichtet oder mehrere Klassifikatoren kombiniert werden. [NA08]
Neben Invarianz und Unterscheidbarkeit (Distinktivität) sollte ein Merkmalsde-
skriptor die folgenden Eigenschaften aufweisen: [ZL04]
Manuela Knaak 11
2.4 Klassifikatoren 2. Grundlagen und Stand der Technik
• Leichte Extrahierbarkeit der Merkmale
• Kompaktheit (Basis für Echtzeitfähigkeit)
• Stabilität (wenige unsichere/ad-hoc Faktoren)
• Geringe Rechenkomplexität, Recheneffizienz
• Effizientes Matching (z.B. durch grobes Vorfiltern vor feinem Matching mit allen
Details)
• Speichereffizienz
• Robustheit gegenüber Bildrauschen, Belichtungsveränderungen und Entartung
• Breite Anwendbarkeit
Eine geschickte Wahl der betrachteten Merkmale ist entscheidend für gute Klassifi-
kationsergebnisse. Die Merkmale müssen genau diejenigen Eigenschaften des Objek-
tes widerspiegeln, die es von anderen Objekten unterscheidet und abgrenzt und durch
die das Objekt eindeutig identifizierbar ist. Merkmale, die klassenintern unterschied-
lich sind oder sich für ein Objekt verändern, sollen nicht in den Deskriptor integriert
sein. Für ein möglichst gutes Klassifikationsergebnis ist daher ein individueller, aufga-
benspezifischer Entwurf der Deskriptoren unabdingbar. [NA08]
Die Güte der Wahl der Deskriptoren lässt sich für die jeweiligen Anwendungsfälle
kaum isoliert bestimmen, sondern nur in Abhängigkeit der in den vor- und nachgela-
gerten Arbeitsschritten verwendeten Verfahren. Das beste Ergebnis wird nicht durch
Kombination der besten Einzelverfahren erreicht, sondern durch geschickte Kombina-
tion von Einzelverfahren zu einem geeigneten Gesamtkonzept. [NA08]
Aus der großen Zahl existierender Merkmalsdeskriptoren werden in Abschnitt 2.5
einige bereits für Anwendungen im Verkehrsbereich getestete Verfahren vorgestellt.
2.4 Klassifikatoren
Sind Merkmale und Merkmalsdeskriptor gut gewählt, so spannen sie einen Merk-
malsraum auf, in welchem ähnliche Objekte nahe beieinander liegen und sogenannte
„Cluster“ bilden. Die Dimension des Merkmalsraums entspricht der Dimension des
Merkmalsvektors und somit der Anzahl an Deskriptoren. Um ein unbekanntes Objekt
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klassifizieren zu können, müssen dem Klassifikator die charakteristischen Eigenschaf-
ten der Klassen bekannt sein. Auf Basis der Merkmalsdeskriptoren von sogenannten
Trainingsobjekten generiert jeder Klassifikator die klassenspezifischen Merkmale auf
seine Weise - dies wird als Training bezeichnet. Die Objektklassifikation unterscheidet
Verfahren, welche kein Klassenvorwissen bezogen auf die Trainingsdaten benötigen
und solche, bei denen Vorwissen im Trainingsprozess genutzt wird. Diese beiden Ver-
fahren sind auch als unüberwachtes und überwachtes Lernen bekannt. Den trainierten
bzw. angelernten Klassifikatoren werden die zu klassifizierenden Testdaten übergeben.
Die Merkmalsvektoren der Testdaten werden auf Ähnlichkeit zu den klassenspezifi-
schen Merkmalen überprüft. Ähnlichkeit kann nicht eindeutig berechnet werden. Um
dennoch eine Aussage hierüber treffen zu können, verwendet man als Hilfsmittel Di-
stanzmaße. In der Regel wird ein Testobjekt demnach jener Klasse zugeordnet, zu der
die Distanz am geringsten ist. Das Ergebnis der Klassifizierung (Prozess) nennt man
Klassifikation (Resultat). [ME03]
Es sollen an dieser Stelle kurz die wichtigsten Distanzmaße vorgestellt und ein gro-
ber Überblick über Klassifikationsverfahren mit unüberwachtem und überwachtem
Lernen gegeben werden. Detaillierte Informationen sind den Abschnitten 3.3 und 3.4
zu entnehmen, in denen alle im Rahmen dieser Arbeit verwendeten Verfahren erläu-
tert werden.
2.4.1 Distanzmaße
Es gibt verschiedene Distanzmaße, die zur Beurteilung von Ähnlichkeit herangezogen
werden können. Grundsätzlich kann der Abstand zwischen zwei Punkten dp,q im n-










wobei i der Index der Koordinaten ist. Die Wahl des Parameters k bestimmt die die Art
des Abstands. Für k=1 ergibt sich die City-Block-Distanz (Manhattan-Distanz), die für
binäre Daten als Hamming-Distanz bezeichnet wird. Die Wahl von k=2 ergibt die wohl
bekannteste und meist genutzte Distanz - die euklidische Distanz.
Beispiele für weitere Distanzmaße, sind
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• Minkowski Distanzen mit Werten k >2
• Chebychev Distanz: Größte Distanz zwischen den Elementen zweier Vektoren.
dchebychev(p, q) = mini (pi − qi).
• Jaccard Distanz: Verhältnis der Schnittmenge zweier Merkmalsvektoren zur Sum-
me der Merkmale. Merkmale die in beiden Objekten nicht vorkommen, werden
nicht berücksichtigt.
• Mahalanobis-Distanz: Entspricht der euklidischen Distanz, erweitert um die in-
verse Kovarianzmatrix. Eignung daher für korrelierte Daten
[Loh12]
2.4.2 Clustering
Clusteranalysen, oft auch Clustering-Algorithmen oder Clusterverfahren genannt, ba-
sieren auf unüberwachtem Lernen. Dies unterscheidet sie von der „Klassifikation“ im
eigentlichen Sinne.
Der Kern des unüberwachten Lernens ist, dass dem Klassifikator beim Training kei-
ne Information über die Zielausgabe übergeben wird und keine Rückmeldung über die
Korrektheit der Klassifikation erfolgt. Die Algorithmen versuchen in den Eingangsda-
ten Strukturen zu erkennen, beispielsweise um Datencluster zu identifizieren und ei-
ne Dimensionsreduktion zu erreichen. Vorteil dieser Lernverfahren ist, dass sie selbst
dann anwendbar sind, wenn keinerlei Klassenvorwissen, wie Klassenanzahl oder Klas-
senzuordnung, vorhanden ist.
Ziel von Clusteranalysen ist es, Ähnlichkeitsstrukturen zu detektieren und Klassen
von Objekten zu generieren, deren Merkmale Ähnlichkeiten aufweisen und die daher
einen Cluster bilden. [ME03]
Es gibt eine Vielzahl verschiedener Clustering-Algorithmen, die grob in vier Typen
unterteilt werden können: [Kle12]
• Hierarchische Verfahren (z.B. Hierarschische Clusteranalyse, Darstellung mittels
Dendrogramm)
• Partitionierende Verfahren (z.B. k-Means)
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• Graphentheoretische/Dichtebasierte Verfahren (z.B. DBSCAN)
• Optimierungsverfahren/Andere (z.B. Fuzzy Clustering, neuronale Netze)
2.4.3 Klassifikatoren
Eine effizientere Methode des Lernens als das unüberwachte Lernen stellt das über-
wachte Lernen dar.
Hierbei wird dem Klassifikator die korrekte Klassifikation zu den Trainingsdaten
mitgeteilt. Das Ergebnis der Klassifizierung wird über ein Fehlermaß mit der Zielaus-
gabe verglichen. Das Fehlermaß, oft der mittlere quadratische Fehler, wird minimiert
indem die Parameter des Klassifikators modifiziert werden. Bei Verfahren dieser Klas-
se sind bessere Ergebnisse zu erwarten als bei Verfahren mit unüberwachtem Lernen.
Als Beispiele für sehr einfache Klassifikatoren können der „Nearest Neighbor Clas-
sifier“ und der „Mean Distance Classifier“ angeführt werden. Sie ordnen ein Objekt der
Klasse seines nächsten Nachbarn bzw. der Klasse des nächsten Klassenmittelpunktes
zu.
Zu den fortgeschritteneren Verfahren zählen die folgenden Klassifikatoren:
• k-Nearest-Neighbor-Classifier (Zuordnung zur Klasse der k nächsten Nachbarn.)
• Polynomklassifikator (nicht-lineare Klassentrennung, z.B. durch Kreise.)
• Künstliche Neuronale Netze (Dem biologischen neuronalen Netz nachempfun-
dene Strukturen, die einen Lernprozess ermöglichen.)
• Support-Vector-Machine (Dimensionserhöhung ermöglicht lineare Separierung
nicht-linear trennbarer Daten. Trennebenen werden so gelegt, dass sich zwischen
den Klassengrenzen ein möglichst breiter Rand ergibt.)
[TK09] und [ME03]
2.5 Stand der Technik
Die Objektklassifikation ist ein wichtiger Teilbereich der Bildverarbeitung. Auf Grund
der breitgefächerten Anwendungsmöglichkeiten, die von Gesten- und Schrifterken-
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nung über Tumordetektion bis hin zur Fahrzeugklassifikation reichen, wurde auf die-
sem Gebiet bereits einiges an Forschungsarbeit geleistet. Und dies, wie die Revolutio-
nierung des Postverkehrs durch OCR („Optical Character Recognition“/automatische
Schrifterkennung) zeigt, teilweise mit großem Erfolg. Für die meisten Anwendungsge-
biete wurde bereits eine Vielzahl unterschiedlicher Kombinationen von Verfahren ge-
testet und angewandt. Da es aber kein universell bestes Verfahren gibt, muss für jeden
Anwendungsfall ein geeignetes Verfahren ermittelt werden. Zu beachten ist, dass die
Kombination der Verfahren der einzelnen Arbeitsschritte auf dem Weg zu Objektklas-
sifikation eine wichtige Rolle spielt. Bei der Recherche lag der Fokus auf unterschied-
lichen Kombination von Merkmalsdeskriptoren und Klassifikatoren. Hierfür wurden
Arbeiten aus allen Fachbereichen betrachtet. Der Schwerpunkt lag allerdings auf der
Fahrzeug- und Fußgängerklassifikation.
In den nachfolgenden Abschnitten werden sechs Verfahren zur Merkmalsdeskrip-
tion kurz erläutert und jeweils ein bis drei Arbeiten vorgestellt, die das jeweilige Ver-
fahren zur Fahrzeug- und Fußgängerklassifikation nutzen. Soweit möglich, werden
vorgelagerte Arbeitsschritte und der verwendete Klassifikator vorgestellt. Die Schluss-
folgerungen für die hier vorliegende Aufgabenstellung werden für jeden Merkmals-
deskriptor kurz in einem Zwischenfazit zusammengefasst. Das Kapitel wird mit einer
Schlussfolgerung in Bezug auf diese Arbeit abgeschlossen.
2.5.1 Scale-Invariant Feature Transform (SIFT)
Ein Deskriptor, der im Zusammenhang mit Fahrzeugklassifikation in den letzten Jah-
ren häufig Verwendung fand, ist die skaleninvariante Merkmalstransformation, kurz
SIFT (Scale-Invariant Feature Transform) genannt.
Theorie
SIFT ermöglicht das Erkennen und Extrahieren lokaler Merkmale im Bild (vgl. Abb.
2.5 ). Das Verfahren ist invariant gegenüber Skalierung, Rotation, Intensität und ge-
genüber moderaten affinen Transformationen. Die durch SIFT erkannten Merkmale
weisen eine hohe Unverwechselbarkeit auf, weshalb selbst ein einzelnes Merkmal er-
folgreich gegen eine große Datenmenge an Merkmalen gematcht werden kann. Diese
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Eigenschaft macht SIFT zu einem geeigneten Deskriptor für Objekt- oder Szenener-
kennung. [Bar12]
Abbildung 2.5: SIFT. [Bar12]
Die Generierung von Merkmalsdeskriptoren mittels SIFT gliedert sich in mehrere
Arbeitsschritte, die der Detektion und Deskription der Merkmale dienen. [dB11]
1. Finden potentieller Schlüsselpunkte im Bild
a) Erzeugen des Ort-Skalen-Raums mittels DoG (Difference of Gaussians)
Das Bild wird durch Faltung mit Gaußschen Kernels unterschiedlich stark ge-
glättet. Es werden die Differenzbilder der so erzeugten unterschiedlich schar-
fen Bilder berechnet. Dies wird auf mehreren Skalierungsniveaus (Bildgrö-
ßen) durchgeführt. Der DoG hat hierbei die Wirkung eines Bandpassfilters.
In Abb. 2.6 ist dies schematisch und am Bildbeispiel visualisiert.
Abbildung 2.6: Erzeugen des Ort-Skalen-Raums mittels DoG. (Basis: [dB11] )
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b) Identifizierung lokaler Extrempunkte
Die potentiellen Schlüsselpunkte sind jene Stellen im Bild, die ein lokales Ma-
ximum bilden. Diese Extrempunkte werden ermittelt indem jedes Pixel mit
seinen 26 Nachbarn verglichen wird. Abb.2.7(a1) zeigt in grüner Farbe die
Nachbarpixel des mit einem Kreuz markierten Pixels. Die Nachbarpixel be-
finden sich also zum einen im Bild selber und zum anderen in den Bildern
vor- und nachgelagerter Glättungsstufen.
Die lokalen Maxima im Beispielbild sind Abb. 2.7(a2) zu entnehmen.
Abbildung 2.7: SIFT a) Lokale Maxima b) Schlüsselpunkte c) Gradienten.[dB11]
2. Bestimmung von Schlüsselpunkten
Da der erste Arbeitsschritt eine große Zahl an Kandidaten für Schlüsselpunkte er-
zeugt, wird deren Zahl im zweiten Schritt reduziert indem instabile Punkte nicht
weiter betrachtet werden. Zu diesen gehören beispielsweise auf Kanten liegende
Punkte oder solche mit geringem Kontrast. Abb. 2.7b zeigt das Beispielbild mit
den gelb markierten Schlüsselpunkten.
3. Erzeugung von Gradientenhistogrammen
Aus der durch Betrag und Gaußfunktion gewichteten Gradientenausrichtung
der Punkte, die sich in einem bestimmten Bereich um den Schlüsselpunkt be-
finden, wird ein sogenanntes Gradientenhistogramm erstellt (vgl. Abb. 2.7c).
4. Generierung des Schlüsselpunktdeskriptors
Die Merkmalsdeskriptoren dienen nicht der Beschreibung des Schlüsselpunktes
selbst, sondern einer Region relativ zum Schlüsselpunkt. Die betrachtete Regi-
on umfasst in der Regel eine Fläche von 16x16 Pixel um den Schlüsselpunkt.
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Wie in Abb. 2.8 ersichtlich ist, besteht der Deskriptor aus 4x4 Subregionen, de-
ren Histogramme 8 Klassen für 8 unterschiedliche Richtungen enthalten. Für je-
den Schlüsselpunkt entsteht somit ein Vektor der Größe 4x4x8 = 128, der durch
Normierung zum SIFT-Deskriptor wird.
Abbildung 2.8: SIFT - Erzeugung der Deskriptoren. [Low04]
Der auf vielen Anwendungsgebieten geeignete SIFT Algorithmus wurde unter an-
derem zu den Algorithmen SURF, PCA-SIFT und GLOH weiterentwickelt.
So verwendet der sogenannte „Speeded Up Robust Features“ Algorithmus, kurz
SURF, im Gegensatz zu SIFT Mittelwertfilter anstelle von Gauß-Filtern. Der Algorith-
mus zeichnet sich durch kurze Rechenzeiten und hohe Robustheit aus, hat dafür aber
Nachteile in Bezug auf Invarianzeigenschaften.
PCA-SIFT hat eine, im Vergleich zu SIFT, andersartige Konstruktion der Schlüssel-
punktdeskriptoren und bietet dadurch Verbesserungen in Bezug auf Rechendauer, Ac-
curacy, Kompaktheit und Unverwechselbarkeit. PCA steht für „Principal Component
Analysis“ und wird genutzt um den Bereich der Gradienten um den Schlüsselpunkt
effizient darzustellen, sodass die Dimension des Feature Vektors deutlich geringer ist
als bei SIFT. [KS06]
GLOH steht für „Gradient Location-Orientation Histogram“. Der Algorithmus ist
robust und erhöht die Unverwechselbarkeit. Die Klasseneinteilung erfolgt nicht über
Quadrate wie in Abb.2.8 , sondern in Form einer logarithmisch-polaren Struktur (Abb.
2.9 ). Es entsteht dabei ein größerer Deskriptor (272 Dimensionen), der dann mittels
PCA wieder verkleinert wird. Der Deskriptor führt in der Regel zu besseren Ergebnis-
sen als SIFT.
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Abbildung 2.9: GLOH - Erzeugung der Deskriptoren. [dB11]
Beispielanwendungen
Nachfolgend soll anhand einiger Beispiele gezeigt werden, inwiefern der SIFT Algo-
rithmus bereits zur Fahrzeugklassifikation herangezogen wurde.
In [NT12] werden markante Bildpunkte (engl. Keypoints) mit Hilfe einer SIFT be-
schrieben und für die Klassifikation von Fahrzeugen in Videosequenzen für die Maut-
berechnung genutzt. Obwohl nur eine midrange Überwachungskamera verwendet
wurde, konnten Experimente eine sehr gute Erkennungsrate für Autos und Transpor-
ter nachweisen. Selbst Fahrzeuge größerer Ähnlichkeit, wie Taxen und Limousinen,
konnten mit einer Fehlerquote von 7% noch gut unterschieden werden. Die Experi-
mente wurden auf Basis von 530 Fahrzeugbildern aus einem schräg-seitlichen, jedoch
konstanten, Blickwinkel durchgeführt.
[KS12] stützt die Fahrzeugklassifikation für ein Sicherheitssystem auf die Erken-
nung von Nummernschild, Form, Farbe und Markenlogo. Für Letzteres eignet sich
laut [KS12] SIFT sehr gut. Basis hierfür ist entsprechend hochaufgelöstes Bildmaterial.
In [HJS09] kommt im Rahmen einer Objekterkennung, die auf der sogenannten „Bag
of Features“ (BOF) basiert, die Merkmalsbeschreibung mittels SIFT zum Einsatz. Dem
Prinzip der BOF liegt die Idee zu Grunde, dass jedes Objekt durch seine Teile darstell-
bar ist. Diese Teile, bei Autos z.B. könnten es unter anderem die Räder sein, werden
in [HJS09] mit Hilfe von SIFT-Merkmalsvektoren beschrieben. Im Vergleich mit HOG
führte BOF mit SIFT trotz höheren Rechen- und Speicheraufwands nur zu geringfügig
besseren Ergebnissen. Die Kombination aus beiden (zusammen mit Chi2 Kernel) ergab
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jedoch sehr gute Ergebnisse. In dieser Betrachtung wurden beispielsweise Autos und
Kühe erkannt.
Weitere Betrachtungen zu SIFT Deskriptoren für die Fahrzeugklassifikation sind in
[MG05] und [DC10] (SURF) zu finden.
Zwischenfazit
Die Anwendungsbeispiele zeigen, dass sich SIFT Deskriptoren durchaus als Deskrip-
toren zur Fahrzeugklassifikation eignen. Jedoch sind Einschränkungen in Bezug auf
die Eingangsdaten zu beachten. So wurde in den Testszenarien mit annähernd kon-
stanten Blickwinkeln in Bezug auf die Fahrzeugachse bzw. hochaufgelöstem Bildma-
terial gearbeitet. Es ist somit unklar, ob SIFT auch in weniger idealisierten Szenarien
noch zu hinreichend guten Ergebnissen führt.
2.5.2 Histogram of oriented gradients (HOG)
Theorie
Das „Histogram of oriented gradients“ (HOG) nach [DT05] beschreibt Objekte in Bil-
dern mit Hilfe der Intensitätsverteilung ihrer Gradienten. Ähnlich wie SIFT baut auch
das HOG auf Histogrammen lokaler Gradienten auf. Hierzu wird das Bild in rechte-
ckige (R-HOG) oder kreisförmige (C-HOG) Zellen unterteilt, für die jeweils über die
Ausrichtung von Kanten, ein Histogramm erstellt wird. Um die Illuminationsinvari-
anz und die Genauigkeit zu erhöhen, wird anschließend eine Kontrast-Normierung
durchgeführt. Die Histogramme bilden zusammen den Deskriptor. Vorteil von HOG
sind Invarianz gegenüber einigen photometrischen und geometrischen Transformatio-
nen, da HOG mit lokalisierten Zellen arbeitet.
Die Vorgehensweise zur Erzeugung des Deskriptors ist in Abb. 2.10 dargestellt.
Im Gegensatz zu vielen anderen Deskriptoren, ist für die Berechnung des HOG
Deskriptors eine Normierung der Farb- und Gammawerte vor Durchführung der ei-
gentlichen Berechnungschritte nicht nötig, da die spätere Normierung des Deskriptors
dasselbe bewirkt. Im Einzelnen gliedert sich die Vorgehensweise wie folgt:
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Abbildung 2.10: Ablauf HOG Deskriptor. [Hut09]
1. Berechnung der Gradienten
Zunächst werden die Werte der Gradienten bestimmt. Hierzu eignet sich die ho-
rizontale und vertikale Anwendung einer eindimensionalen, zentrierten, punkt-
diskreten Maske in eine oder beide Richtungen. Das heißt, die Farb- und Intensi-
tätsdaten des Bildes werden mit den Kernels [−1, 0, 1] und [−1, 0, 1]T gefiltert.
2. Richtungs-Klasseneinteilung (engl. Orientation Binning)
Im zweiten Schritt werden die Zellhistogramme erstellt. Jedes Pixel innerhalb
einer Zelle (rechteckig oder kreisförmig) gibt eine gewichtete Stimme für eine
Richtungsklasse ab. Diese befinden sich gleichmäßig verteilt zwischen 0◦ und
180◦ für vorzeichenlose Gradienten und zwischen 0◦ und 360◦ für vorzeichen-
behaftete Gradienten. Zur Gewichtung eignet sich in der Regel der Betrag der
Gradienten am besten.
3. Deskriptor Blöcke
Um Invarianz gegenüber Belichtungsänderungen und Kontrast zu erzeugen, ist
eine lokale Normierung nötig. Hierzu werden die Zellen zu größeren, räumlich
zusammenhängenden Blöcken zusammengefasst. Der HOG Deskriptor ist der
Vektor der Komponenten der normierten Zellhistogramme aller Blockregionen.
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Da die Blöcke überlappend angeordnet sind, trägt jede Zelle mehrfach zum Ge-
samtdeskriptor bei.
4. Block Normierung





Mit υ als nicht-normierten Vektor, der alle Histogramme eines bestimmten Blocks
enthält und e als sehr kleinen, konstanten Wert.
Als Abgrenzung zu SIFT sei erwähnt, dass der R-HOG zwar große Ähnlichkei-
ten zu SIFT aufweist, die R-HOG Blocks jedoch in engem Raster in einer einzigen
Skalierung berechnet werden. SIFT Deskriptren hingegen, werden an einigen weni-
gen, ausgewählten größeninvarianten Schlüsselpunkten berechnet und werden an ih-
rer Hauptrichtung ausgerichtet. Desweiteren werden bei R-HOG Blöcke als Gesamt-
heit gemeinsam genutzt, wohingegen bei SIFT die Informationen von den einzelnen
Deskriptoren verwendet werden. [DT05]
Beispielanwendungen
Eine übliche Anwendung für HOG ist die Fußgängererkennung. Ein Beispiel dafür
findet sich in [DT05]. Hier dient ein 3D HOG als Deskriptor. Für die Klassifikation
wird eine lineare SVM verwendet. Es werden Schwierigkeiten bei der Erkennung in
Fällen mit Verdeckung erwähnt. Außerdem ist eine aufrechte Haltung der Fußgänger
für eine erfolgreiche Klassifikation nötig. Für den betrachteten Anwendungsfall schnitt
das HOG Verfahren besser ab, als die im Vergleich betrachteten Wavelets. Es wurden
keine Videosequenzen, sondern Bilder mit Fußgängern betrachtet. Es ist anzunehmen,
dass mit HOG auch andere Verkehrsteilnehmer klassifiziert werden können. Abb. 2.11
zeigt wie die HOG Deskriptoren generiert wurden.
[HJS09] vergleicht die Eignung von HOG und BOF („Bag of features“) zur Erken-
nung von verschiedenen Objekten in Bildern. Die Objekte der verwendeten Daten-
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Abbildung 2.11: HOG Deskriptor für Fußgängererkennung. [DT05]
bank „PASCAL VOC 2007“2 umfassen unter anderem verschiedene Verkehrsobjekte
wie Autos, Fahrräder und Motorräder. HOG schnitt bei Tests etwas schlechter ab als
BOF. Die besten Klassifikationsergebnisse brachte die Kombination aus HOG und BOF
unter Verwendung einer nicht-linearen SVM mit Chi2-Kernel als Scoring Klassifikator.
[MXHZ10] nutzt HOG Deskriptoren zur Fahrzeugklassifikation als Unterstützung
für Fahrerassistenzsysteme. Die Kamera ist hierbei in ein Fahrzeug eingebaut und soll
erkennen, ob es sich bei Objekten im Kamerabild um Fahrzeuge handelt oder nicht.
Eine genauere Klassifikation wird in diesem Fall nicht angestrebt. Die Objektrepräsen-
tation auf der die Objektbeschreibung basiert, erfolgt in [MXHZ10] mittels PCA, Lo-
cal Orientation Coding (LOC), Haar-Wavelet und Gaborfiltern. Nach Generierung des
Deskriptors mittels HOG wird die Objektklassifikation durchgeführt. Hierbei werden
zwei Verfahren getestet: Lineare SVM und Neuronale Netze. Bei Tests in unterschied-
lichen Verkehrsumgebungen, wie auf Autobahnen, in komplexer urbaner Umgebung
oder in Situationen mit lokaler Verdeckung, erzielte das untersuchte Verfahren gute
Klassifikationsergebnisse. Vorteil des Verfahrens ist, dass alle möglichen Bereiche un-
tersucht werden und in allen Bereichen sofort entschieden wird, ob Fahrzeuge enthal-
ten sind oder nicht.
Zwischenfazit
Die Ergebnisse der betrachteten Anwendungsbeispiele sind nicht direkt auf das in die-
ser Arbeit betrachtete Szenario übertragbar. Die Klassifikationsaufgaben in [DT05] und
2Datensatz der „Pattern Analysis, Statistical Modelling and Computational Learning (PASCAL)
Visual Object Classes(VOC) Challenge 2007“ des EU geförderten Exzellenz-Netzwerks PASCAL
[EVGW+07]
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[MXHZ10] waren auf das Erkennen eines bestimmten Verkehrsobjektes beschränkt. In
[DT05] und [HJS09] wurde außerdem mit Einzelbildern statt mit Videosequenzen ge-
arbeitet. [HJS09] zeigt, dass die isolierte Nutzung von HOG zur Objektbeschreibung
unterschiedlicher Verkehrsobjekte Optimierungspotential besitzt und zur alleinigen
Nutzung nicht uneingeschränkt geeignet ist.
2.5.3 Hauptkomponentenanalyse (PCA)
Theorie
Die Hauptkomponentenanalyse, auch bekannt unter den Begriffen Hauptachsentrans-
formation, Karhunen-Loève-Transformation, Singulärwertzerlegung oder engl. Prin-
cipal Component Analysis (PCA), ist ein Verfahren der multivariaten3 Statistik. Dies
bedeutet, dass Abhängigkeiten zwischen mehreren Variablen erkannt werden können.
Mit der PCA können umfangreiche Datensätze strukturiert, vereinfacht und veran-
schaulicht werden. Idee des Verfahrens ist, eine große Menge an Variablen durch eine
geringe Zahl von Linearkombinationen, den sogenannten Hauptkomponenten (Prin-
cipal Components), anzunähern. Dies wird erreicht, indem korrelierte Variablen des
ursprünglichen Datensatzes durch nichtkorrelierte neue Variablen ersetzt werden, so-
dass die Varianz des neuen Datensatzes möglichst groß wird. Der Abstand der in den
Eigenraum projizierten Bilder ermöglicht eine Aussage über die Ähnlichkeit der Bilder
und bildet somit die Basis für die Klassifizierung. [Sti06]
Der grobe Ablauf der PCA kann wie folgt skizziert werden: [ZCC06]
1. Normierung der Trainingsbilder.
2. Darstellung der mxn Pixel großen Bilder als Vektoren der Größe mnx1.
3. Bestimmung des mnx1 großen Vektors mit den Mittelwerten der Intensitäten der
Pixel aller Bilder.
4. Berechnung der Abweichung der jeweiligen Bildvektoren vom Mittel.
5. Berechnung der Eigenvektoren und Eigenwerte der Kovarianzmatrix.
6. Auswahl der Hauptkomponenten, indem nur noch jene Eigenvektoren betrachtet
werden, die über die größten Eigenwerte verfügen.
3Verwendung von mehr als einer Variablen/Dimension.
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7. Durchführung der Schritte 1 und 4 für das zu klassifizierende Objekt und Zerle-
gung in seine Hauptkomponenten.
8. Klassifikation.
Die Punkte 2,3 und 4 können je nach Implementierung abweichen. Die hier verwende-
te mittlere Bildintensität stellt eine simple, aber beliebte Option dar.
Das Verfahren ist schnell und effizient, erfordert jedoch einen großen Aufwand zur
Erzeugung von Invarianz.
Beispielanwendungen
Eine prominente Anwendung der PCA in der Bildverarbeitung ist die Gesichtserken-
nung. Hier werden mit Hilfe der PCA sogenannte Eigenfaces generiert, welche die
invarianten Merkmale von Gesichtern widerspiegeln. Eigenfaces bestehen aus Eigen-
vektoren, die aus der Kovarianzmatrix der Wahrscheinlichkeitsverteilung der höherdi-
mensionalen Vektorräume von möglichen Gesichtern abgeleitet sind. Der Eigenvektor
mit dem größten Eigenwert repräsentiert die Objektklasse am besten.
In [ZCC06] wird die Hauptkomponentenanalyse als Bestandteil zweier Algorithmen
zur Klassifikation von Fahrzeugtypen in Videosequenzen (2943 Frames) verwendet.
Die Kameraperspektive und somit die Bilddaten in [ZCC06] weisen große Ähn-
lichkeit zu den Bilddaten dieser Arbeit auf. So zeigen die Kamerabilder eine Kreu-
zung von schräg oben aus einer recht großen Distanz. Die Fahrzeuge bewegen sich in
verschiedenste Richtungen. Um Vergleichbarkeit zu erzeugen, wurden die Fahrzeuge
gegenüber Veränderungen von Skalierung und Fahrtrichtung sowie gegenüber per-
spektivischer Verzerrung invariant gemacht. Die Bestimmung der Fahrtrichtung bei
Betrachtung eines einzelnen Frames gestaltet sich schwierig. Da sich die Fahrzeuge
nicht zuverlässig Fahrspuren zuordnen lassen, wurden die Videoframes in Phasen un-
terteilt, die an die Lichtsignalphasen geknüpft sind. Somit sind die möglichen Bewe-
gungsrichtungen der Fahrzeuge in der betrachteten Phase für bestimmte Kreuzungs-
bereiche bekannt. Die normierten Objekte werden nun im ersten Schritt mit Hilfe ihrer
Abmaße in die Klassen LKW und Auto eingeteilt. Anschließend werden Formmerk-
male und invariante Fahrzeugmerkmale auf Basis der PCA identifiziert und darüber
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eine genauere Einteilung in weitere Klassen ermöglicht. [ZCC06] testet hierfür zwei
unterschiedliche Verfahren: „Eigenvehicles“ und „PCA-SVM“.
Das Verfahren „Eigenvehicles“ funktioniert analog zu den, für Gesichtserkennung
weit verbreiteten, „Eigenfaces“. Mehr Informationen finden sich in [Sze11] (S.589). Es
sei an dieser Stelle kurz erwähnt, dass die „Eigenvehicles“ bzw. Eigenfaces den Eigen-
vektoren entsprechen. Sie geben die Richtungen an, in welche die Bilder vom gemit-
telten Bild abweichen.
Bei der PCA-SVM wird die PCA zur Merkmalsextraktion genutzt. Das heißt mit
Hilfe der PCA wird für jedes Objekt eine Menge an Eigenvektoren erzeugt, die die
Merkmale des Fahrzeugs und damit das Fahrzeug selber repräsentieren. Die signifi-
kantesten Eigenvektoren (Principal Components) bilden die Basis für die Klassifikati-
on mittels binärer SVM, die jeweils für die Klassen „passenger-cars“, „pickup/trucks“
und „vans/SUVs“ durchgeführt wird.
Experimente ergaben für PCA-SVM eine Trefferquote (Recall) von durchschnittlich
72% für die drei Fahrzeugklassen und eine Präzision (Precision) von rund 59%. Die
Resultate für Eigenvehicles waren mit 68% und 56% geringfügig schlechter.
Zwischenfazit
In[ZCC06] handelt es sich um einen interessanten Anwendungsfall, da Videosequen-
zen einer Kreuzung mit vier möglichen Fahrtrichtungen als Basis für die Klassifikation
dienen. PCA scheint hierbei ein vielversprechendes Verfahren zur Extraktion gemein-
samer Merkmale einer Objektklasse und somit auch zur Klassifikation von Fahrzeug-
typen. Nachteilig ist jedoch der hohe Aufwand zur Angleichung der einzelnen Objekte
in Bezug auf Ausrichtung, Auflösung, Skalierung und Lichtverhältnisse.
2.5.4 Template Matching
Theorie
Beim Template Matching wird im Bild nach einer gegebenen Vorlage gesucht. Es wird
somit das Vorwissen über ein Objekt genutzt. Diese Vorlage kann man auch als Scha-
blone oder engl. Template beschreiben. Das Template wird in Form einer Filtermaske in
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allen Orientierungen über alle Positionen im Bild geschoben. Mit Hilfe einer Faltungs-
operation wird dabei für jeden Schritt das Maß an Übereinstimmung von Template
Filtermaske und darunter liegender Bildfunktion bestimmt. Das Verfahren ist sehr auf-
wendig und eignet sich daher für viele Anwendungsfälle nur bedingt. [Ste93]
Beispielanwendungen
In [TTR01] werden Fahrzeuge beim Einfahren in eine Parkgarage seitlich von einer Ka-
mera erfasst. Die Objekte werden durch Farbveränderungen im Bild erkannt und vom
Hintergrund separiert. Die dadurch entstandenen Bildsegmente werden dann mit hin-
terlegten Bildern verschiedener Fahrzeugtypen verglichen. Mit Hilfe eines Ähnlich-
keitswertes wird die Ähnlichkeit zwischen Template und Bild ermittelt. Die Ergebnis-
se der Tests wurden als gut beschrieben. Das Paper weist allerdings darauf hin, dass
es auch zu Fehlerkennungen kommt. Ohne weitere Bearbeitung der Bilder vor dem
Matching und unter Berücksichtigung, dass die Fahrzeuge konstant aus dem gleichen
seitlichen Blickwinkel betrachtet wurden, kann man davon ausgehen, dass das Ver-
fahren für komplexere Anwendungsfälle weniger geeignet ist als andere betrachtete
Verfahren.
Zwischenfazit
Template Matching ist per se ein aufwändiges Verfahren. Das Template muss unter-
schiedlich skaliert, transliert und rotiert werden und für eine Klassifikation sind für
alle Klassen Templates nötig. [T0¨8]
Da in [TTR01] mit dem Ansatz des Template Matchings für den vereinfachten An-
wendungsfall der Fahrzeugklassifikation keine vielversprechenden Ergebnisse nach-
gewiesen werden konnten, wird der Ansatz in dieser Arbeit nicht weiter verfolgt.
2.5.5 Fourier Deskriptor (FD)
Eine sehr beliebte Methode der Merkmalsdeskription in der Bildverarbeitung sind die
Fourier Deskriptoren (FD). Mit Ihnen wird ein Objekt anhand seiner Kontur beschrie-
ben. Diese wird in der Regel mit Hilfe von „Shape Signatures“ als eindimensionale
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Funktion dargestellt, um eine mehrdimensionale FT zu umgehen. Beliebte Shape Si-
gnatures sind die „Complex Coordinates“, bei denen die Konturkoordinaten (x, y) als
komplexe Zahlen (x+ jy) interpretiert werden oder die “Centroid-Distance-Function“
(Schwerpunktdistanz-Funktion). Die Fourier Transformation (FT) wird dann auf die
angepasste Darstellung der Objektkontur angewandt.
Theorie
Als Fourier Deskriptoren bezeichnet man die (normierten) Fourier Koeffizienten. Die-
se sind das Resultat der Fourier Transformation. Die Idee der Fourier Transformati-
on ist es, beliebige Signale als Überlagerung gewichteter Sinusoide verschiedener Fre-
quenzen darzustellen. Es gibt mehrere Formen der Fourier Transformation (vgl. Ab-
schnitt 3.2 ), von denen die sogenannte Diskrete Fourier Transformation (DFT) für die
digitale Bildverarbeitung von Bedeutung ist. Die komplexwertigen Fourier Koeffizien-










mit u = 0, ..., N − 1. Die Berechnung der Fourier Transformation wird in der Praxis
meist mit der sogenannten Fast Fourier Transformation (FFT) realisiert. Die FFT ist ein
sehr effizienter Algorithmus zur computergestützten Berechnung der DFT. Zur Re-
konstruktion des Signals s(k) ist es ausreichend, die Koeffizienten zu kennen. Für ein
N-fach abgetastetes Signal interessieren nur die ersten N2 Frequenzen. Für alle höhe-
ren Frequenzen ist das Abtasttheorem nicht erfüllt. Abgesehen von der 0. Frequenz,
sind jeder Frequenz zwei Koeffizienten zugeordnet - einer für die positive Frequenz
und der andere für die negative Frequenz. Diese beiden Koeffizienten bilden ein Ko-
effizientenpaar. Koeffizienten niedriger Frequenzen enthalten Informationen über die
grobe Form des Signals und höhere Frequenzen beinhalten Details. Um eine Form hin-
reichend gut zu beschreiben, ist es somit oft unnötig die hohen Frequenzen zu beach-
ten, weshalb auch für die Klassifikation eines Objektes anhand seiner Form nicht alle
Koeffizienten berücksichtigt werden müssen. Deskriptoren sollten möglichst unemp-
findlich gegenüber Veränderungen wie Rotation, Translation oder Größenänderungen
(Skalierung) sein. Da Fourier Koeffizienten an sich nicht ausreichend invariant sind,
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müssen sie noch normiert werden, um als Deskriptor verwendet werden zu können.
Dank der Einfachheit der Rechenregeln der FT (Dualitätsprinzip) ist es mit wenigen
Rechenschritten möglich, aus den Fourier Koeffizienten normierte Fourier Deskripto-
ren zu erzeugen. Weitere Informationen zu Fourier Deskriptoren werden in Kapitel 3.2
bereitgestellt. [Smi97]
Beispielanwendungen
Von den vielen Anwendungen der Fourier Deskriptoren im Bereich der Objekterken-
nung werden drei Papers vorgestellt, die das Verfahren auf vergleichbare Problemstel-
lungen angewandt haben.
In [TA03] werden Fourier Deskriptoren zur Klassifikation von Verkehrsteilnehmern
in Bildsequenzen verwendet. Das verwendete Bildmaterial umfasst mehrere hundert
Bilder aus Verkehrsszenen, in denen Fahrzeuge und Personen aus unterschiedlichen
Perspektiven zu sehen sind (vgl. Abb 2.12 ). Mit Hilfe eines Algorithmus, der über die
Abbildung 2.12: Klassifikation von Verkehrsobjekten. [TA03]
Differenz aufeinanderfolgender Frames Bewegungen erkennt, werden Objektkandi-
daten ermittelt. Es wird hierfür das sogenannte “Context-adaptive motion detection“
Verfahren verwendet, welches laut [TA03] im Gegensatz zu herkömmlichen Verfahren
dieser Art so gute Objektmasken erzeugt, dass eine zuverlässige Fahrzeugklassifika-
tion damit möglich ist. Als Grundlage für die Fourier Transformation wurden beide
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bereits erwähnten Boundary Tracings verwendet: die komplexen Koordinaten und die
reellwertige “Centroid-Distance“-Funktion. Die Fourier Koeffizienten wurden ähnlich
der Beschreibung in [Kapitel Methodik FD] normiert, so dass sich die Fourier Deskrip-
toren für den komplexen Fall zu
f dkomplex = [
|a(n)|
|a(1)| ∗ e
−jφ1n], n = 2, 3, ..., N − 1 (2.4)
ergeben und für den reellen Fall zu
f dreell = [
|b(n)|




Für die Merkmalsbeschreibung werden nur die ersten zehn Fourier Deskriptoren be-
rücksichtigt. Es wurde empirisch ermittelt, dass die restlichen, höheren Frequenzen
in diesem Anwendungsfall keine relevanten Informationen für die Klassenzuordnung
enthalten. Die Klassifikation wurde mit einem „Feed-Forward Neural Net“, also ei-
nem vorwärtsgerichtetem neuronalen Netz, mit vier Schichten realisiert. Die Schich-
ten setzen sich aus einem Input-Layer mit einem Neuron je Merkmal, zwei sogenannte
"Hidden Layers"mit je sieben Neuronen und einem Output-Layer mit einem Neuron je
Klasse zusammen. Das Training wurde mit 400 Fußgängermerkmalsvektoren und 400
Fahrzeugmerkmalsvektoren durchgeführt. Es wurden nur die beiden Klassen Person
und Fahrzeug unterschieden. Nach 10.000 Trainingszyklen stellten sich Erkennungs-
raten von 96− 98% für Fahrzeuge und 87− 96% für Personen ein. Die Klassifikation
basierend auf komplexen Koordinaten schnitt dabei deutlich besser ab. Insbesonde-
re Fußgänger wurden auf Basis der Centroid-Distances mit nur 87% vergleichsweise
schlecht erkannt. Als Hauptgründe für Fehlklassifikationen wurden verdeckte Objekte
und Schatten genannt. Auch die geringe Geschwindigkeit der Fußgänger beeinträch-
tigte das Ergebnis, da die Masken dadurch weniger exakt ermittelt werden konnten.
Alle Ergebnisse wurden offline generiert, da der Algorithmus (noch) nicht echtzeitfä-
hig ist.
[THM07] verwendet Fourier Deskriptoren zur Konturbeschreibung und -erkennung
von Fußgängern. Motivation ist eine Verbesserung und Erweiterung von Fahrerassis-
tenzsystemen in Bezug auf Fußgängererkennung. Es wird dennoch sowohl mit Fuß-
gängerkonturen als auch mit Fahrzeugkonturen gearbeitet. Art und Güte des Bild-
materials sind dem Paper nicht zu entnehmen. Als Shape Signature werden wie im
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zuvor vorgestellten Paper komplexe Koordinaten und Centroid Distances verwendet.
Die Fourier Deskriptoren resultieren in [THM07] aus den Berechnungen 2.6 und 2.7.
f dkomplex = [
|A(n)|
|A(1)| ], n = 2, 3, ..., N − 1 (2.6)
f dreell = [
|B(n)|
|B(1)| ], n = 2, 3, ..., N − 1. (2.7)
[THM07] gibt an, die ersten und letzten zehn Koeffizienten für die Objektdeskrip-
tion verwendet zu haben. Als Klassifikator wird eine Support Vektor Maschine (SVM)
mit RBF Kernel verwendet. Als Datengrundlage für die binäre Klassifikation stehen
[THM07] die Merkmalsvektoren von 500 Fußgängerkonturen und 300 Fahrzeugkon-
turen zur Verfügung. Es wurde eine 5-fache Kreuzvalidierung angewendet. Die Klas-
sifikation hat Fahrzeuge in 94% der Fälle korrekt erkannt und Fußgänger in 97% der
Fälle. Die Kappa-Koeffizienten betrugen 0,93 für die komplexen Koordinaten und 0,92
für die Centroid Distances. Beide Verfahren brachte somit ähnlich gute Ergebnisse.
Fehlklassifikationen wurden insbesondere auf Verdeckung zurückgeführt.
Eine weitere Anwendung der Fourier Deskriptoren im Kontext der Fahrzeugklassi-
fikation findet sich in [YNGR09]. Es wird zwischen den Klassen Flugzeug, Helikopter,
Rakete, Panzer, LKW und PKW unterschieden (vgl. Abb. 2.13). Die 180 verwendeten
Objektkonturen stammen nicht aus einem Video, sondern von Einzelbildern, die aus
dem Internet heruntergeladen wurden. Für die Merkmalsdeskription wurden 20 Fou-
Abbildung 2.13: Datengrundlage für die Klassifikation. [YNGR09]
rier Deskriptoren verwendet, die invariant sind gegenüber Skalierung, Rotation und
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Translation. Für die Klassifikation werden jeweils zwei Klassen mit Hilfe der eukli-
dischen Distanz auf Ähnlichkeit überprüft. Als Performance wurde über 90% für alle
Klassen angegeben. Die euklidischen Distanzen zwischen Objekten einer Klasse waren
für alle Klassen klar geringer als die zu anderen Klassen. Im Vergleich zu den rechenin-
tensiveren Wavelet Deskriptoren wurde den Fourier Deskriptoren die bessere Eignung
zur Fahrzeugklassifikation zugesprochen.
Zwischenfazit
Fourier Deskriptoren erwiesen sich in allen betrachteten Anwendungen als äußerst
gute Basis für die Fahrzeugklassifikation. Sie sind vergleichsweise wenig recheninten-
siv und invariant gegenüber wichtigen geometrischen Transformationen. Als weitere
Vorteile wurde Robustheit gegenüber Rauschen und gute Erkennungsraten in einer
Vielzahl von Anwendungsfällen genannt. Die sehr guten Erkennungsraten der drei
betrachteten binären Klassifikationen (mit nur zwei Klassen) zeigen das Potential des
Verfahrens. Ob Fourier Deskriptoren auch für Klassifikationsaufgaben mit mehr als




Eine Wavelet-Transformation (WT) ist eine lineare Zeit-Frequenz-Transformation, mit
der die Wavelet Deskriptoren einer Funktion berechnet werden können. Die ursprüng-
liche Funktion kann wiederum mit Hilfe der Deskriptoren dargestellt und rücktrans-
formiert werden. Wavelets sind oszillierende, in der Regel zu den Seiten hin auslau-
fende Funktionen. Es gibt verschiedene Arten von Wavelets. Die einfachste und älteste
Form eines Wavelets ist das sogenannte Haar Wavelet.
Die Idee der Wavelet Transformation ist, ähnlich wie bei der Fourier Transforma-
tion, die Darstellung einer Funktion mit Hilfe von Basisfunktionen, den sogennanten
Wavelets. Wavelets sind somit das Äquivalent zu Sinus- und Kosinusfunktionen bei
der Fourier Transformation. Der große Unterschied zwischen Wavelet- und Fourier
Transformation ist, dass letztere nur Lokalität im Frequenzbereich besitzt, die WT hin-
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gegen im Zeit- und Frequenzbereich. Das heißt, bei der Fourier Transformation hat das
Signal im Zeitbereich keinerlei Frequenzinformation und im Frequenzbereich keinerlei
Zeitinformation4 . Man weiß also nicht, wann die Frequenzen auftreten, sondern nur,
dass sie auftreten. Handelt es sich bei dem betrachteten Signal um ein nicht-stationäres
Signal, so ist der Zusammenhang zwischen Zeitinformation und Frequenzinformation
durchaus von Relevanz. Dies ist in Abb. 2.14 veranschaulicht, die zeigt, dass zwei sehr
unterschiedliche Signale das gleiche Spektrum im Fourier-transformierten Raum er-
geben können. Mit Hilfe der WT kann im Bildbereich der Unterschied zwischen den
Signalen aufgezeigt werden. [Pol96]
Abbildung 2.14: Zwei unterschiedliche Signale mit gleichem Frequenzspektrum. [Pol96]
Über die Wavelet Transformation ist also es gelungen eine Darstellung im Frequenz-
und Zeitbereich zugleich zu realisieren. Zwar gilt die Unschärferelation der Nachrich-
tentechnik5 selbstverständlich auch hier, mit der WT kann jedoch ein guter Kompro-
4Anmerkung: Analog dazu, dass der Zeitbereich in der Bildverarbeitung einem Ortsbereich ent-
spricht, entspricht die Zeitinformation im Kontext der BV einer Information in Bezug auf den Ort.
5Die Unschärferelation der Nachrichtentechnik besagt, dass ein Ereignis nicht gleichzeitig im Zeit-
und Frequenzbereich mit beliebiger Genauigkeit lokalisiert werden kann. Eine Aussage welche Fre-
quenzen zu einem bestimmten Zeitpunkt vorliegen ist folglich nicht möglich. Es ist aber möglich diese
Aussage für ein bestimmtes Zeitintervall zu treffen, wobei der Konflikt in Bezug auf die Auflösung
ersichtlich wird: je kleiner das betrachtete Zeitintervall und je höher die daraus folgende zeitliche Auf-
lösung, desto ungenauer wird die Auflösung im Frequenzbereich. [Pol96]
Manuela Knaak 34
2.5 Stand der Technik 2. Grundlagen und Stand der Technik
miss in Bezug auf die Auflösung im Zeit- und im Frequenzbereich erzielt werden. Auf
diese Weise ist es möglich, Informationen darüber zu generieren, welche Frequenzen
in welchem Zeitraum auftreten. [Pol96]
Die WT macht sich hierfür folgenden Zusammenhang zunutze:
• Im Zeitbereich sind hohe Frequenzen besser aufgelöst als Niedrige.
• Im Frequenzbereich sind niedrige Frequenzen besser aufgelöst als Hohe.
Die Konsequenz hieraus ist, dass man die Frequenzinformation im Bereich niedriger
Frequenzen höher auflöst als im Bereich hoher Frequenzen und die Zeitinformation
genau umgekehrt im Bereich hoher Frequenzen höher auflöst als im Bereich niedriger
Frequenzen. Die Analyse des Signals mit unterschiedlicher Auflösung für unterschied-
liche Frequenzen wird im englischen Sprachraum auch als „Multiresolution Analysis“
bezeichnet. [Pol96]
Die Funktionsweise der WT wird im Folgenden grob umrissen:
1. Das Eingangssignal wird durch Filterung mit speziellen Hoch- und Tiefpässen in
ein niederfrequentes und ein hochfrequentes Teilsignal geteilt.
2. Das niederfrequente Teilsignal (manchmal auch das hochfrequente Teilsignal)
wird dann nochmals auf die gleiche Art und Weise geteilt.
3. Diese Aufsplittung, auch Dekomposition genannt, wird nun wiederholt bis die
gewünschte Auflösung erreicht ist.
Ergebnis der WT ist eine Menge an Signalen, die alle dasselbe Signal repräsentieren,
jedoch in jeweils anderen Frequenzbändern. In der 3D Darstellung dieser Signale, kann
man erkennen, in welchen Zeitintervallen welche Frequenzbänder mit welchem Betrag
vorhanden sind (vgl. Abb. 2.15 ). [Pol96]
Als verbesserte Verfahren sollen hier beispielhaft die Curvelet und die Contourlet
Transformationen genannt werden, da beide im Bereich der Fahrzeugklassifikation
Anwendung finden.
Die Curvelet Transformation ist eine höherdimensionale Verallgemeinerung der
Wavelet Transformation. Das bedeutet, dass sie im Gegensatz zu Wavelets auch Sin-
gulariäten höherer Ordnung erfassen können, wie sie in hochdimensionalen Signalen
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Abbildung 2.15: Wavelet Transform in 3D. [Pol96]
wie Bildern vorkommen. Somit können nicht nur beim Kreuzen von Kanten Bildmerk-
male erfasst werden, sondern auch entlang der Kanten. Wie der Name „Curvelet“ be-
reits andeutet, können mit diesem Verfahren Kurven im Bild erkannt werden, weshalb
es in der Praxis häufig für Gesichtserkennungsaufgaben verwendet wird. Ein Anwen-
dungsbeispiel aus dem Bereich der Fahrzeugklassifikation findet sich in [KSPAT07].
[ZWZX11]
Da die Implementierung von Curvelets für diskrete Bilder problematisch ist, wur-
de mit den Contourlets eine Transformation speziell für diskrete Anwendungen ge-
schaffen. Man kann sagen, dass die Contourlet Transformation die diskrete Form einer
bestimmten Curvelet Transformation darstellt. In [AM10] wird das Verfahren der Con-
tourlets für die Fahrzeugklassifikation getestet. [MP09]
Beispielanwendungen
[Mor08] vergleicht die Performance mehrer Verfahren zur Klassifikation von Fahr-
zeugtypen. Das Gabor Wavelet schneidet im Vergleich mit HoG, Texture Information
und SIFT sehr gut ab. Als Klassifikator wurden k-nn und SVM getestet, wobei sich
SVM als deutlich geeigneter herausstellte, da dieser die Daten skaliert und in einen hö-
herdimensionalen Raum transformiert. Dort ist die Separierung der Daten einfacher.
Es wurde mit einer SVM mit 5-facher Kreuzvalidierung gearbeitet. Die Klassifikation
wurde für fünf verschiedene Blickwinkel auf die Fahrzeuge durchgeführt. Für das Ga-
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bor Wavelet war die Genauigkeit mit fast 92% mit Blick auf das Heck des Fahrzeugs am
besten, gefolgt von der Seitansicht mit knapp 91%. Etwas schlechter schnitten waren
die Klassifikationsergebnisse für die frontale (ca. 89%) und schräg seitliche (ca. 85%)
Sicht.
In [SBM02] werden Wavelet Features als besonders geeignet zur Fahrzeugerken-
nung beschrieben. Als Gründe werden die kompakte Darstellungsform, kurze Re-
chenzeiten und die Kodierung von, zur Fahrzeugerkennung wichtigen, Kanteninfor-
mationen genannt. Der Anwendungsfall in [SBM02] bezieht sich auf Bilder einer Ka-
mera, die auf einem Fahrzeug montiert ist. Die Erkennung und Klassifikation dient
in erster Linie der Verbesserung der Sensordaten für Fahrerassistenzsysteme und hat
den Schwerpunkt auf der einfachen Unterscheidung der zwei Klassen Fahrzeug und
keinFahrzeug. Hierfür werden quantisierte Haar-Wavelet Features verwendet, welche
dann mit einer SVM klassifiziert werden. Mit dem Verfahren konnten Fahrzeuge mit
einer durchschnittlichen Accuracy von 93,94% erkannt werden. In [WYY+07] dieser
Ansatz in adaptierter Form aufgegriffen und auf ein binäres Problem angewandt. Aus
[SBM02] und [WYY+07] geht nicht hervor, inwiefern sich der Wavelet-basierte Ansatz
auch zur Klassifikation unterschiedlicher Fahrzeugtypen eignet.
[KSPAT07] vergleicht die Eignung von Fast Fourier Transformation, Wavelet Trans-
formation (Haar Wavelet mit drei Auflösungsstufen) und Curvelet Transformation zur
Erkennung und Klassifikation von fünf unterschiedlichen Fahrzeugmodellen auf Basis
von Kameraaufnahmen aus dem Heck eines Fahrzeugs. Als Klassifikator wird ein k-
nearest-neighbor Klassifikator eingesetzt. Versuche ergaben für die Curvelet Transfor-
mation mit einer Erkennungsrate von 100% die besten Ergebnisse. Das gute Ergebnis
konnte sowohl bei Berücksichtigung aller Koeffizienten, als auch bei Betrachtung von
nur 10% aller Koeffizienten erzielt werden. Unter Nutzung aller Koeffizienten ergab
die Verwendung der FFT eine Erkennungsrate von 97%, die Wavelet Transformation
erzielte nur 92%. Bei Verwendung von weniger als 75% aller Koeffizienten übertrifft
die Wavelet Transformation allerdings die Ergebnisse der FFT. Für einen ähnlichen
Anwendungsfall kommt [AM10] zu dem Ergebnis, dass eine Kombination aus Wave-
let Transformation und Contourlet Transformation klassifiziert mittels SVM sich sehr
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gut (97% Erkennungsrate) zur Erkennung von Fahrzeugmodellen eignet.
[YNGR09] vergleicht Wavelet Deskriptoren mit Fourier Deskriptoren. Der hier be-
schriebene Ansatz zur Klassifikation unterschiedlicher Fahrzeuge wie Hubschrauber,
Flugzeug und Auto. Die Merkmalsvektoren werden mit Hilfe der Shape Signature
„Centroid Distance Function“ generiert. Die Ähnlichkeit der Merkmalsvektoren des
gesuchten Objektes und den Traingsdaten werden über die euklidische Distanz ermit-
telt und daraus dann die entsprechende Fahrzeugklasse abgeleitet. Die Ergebnisse der
Versuche bescheinigen den Fourier Deskriptoren eine bessere Eignung zur Konturbe-
schreibung von Fahrzeugen. Die These wird auch durch [WRS+00] unterstützt, die
Wavelet Deskriptoren in ihrem Artikel als weniger geeignet darstellen, was sie auf die
fehlende Rotationsinvarianz sowie den hohen Aufwand für das Matching zurückfüh-
ren.
Zwischenfazit
Eine allgemeine Aussage zur Eignung der Wavelet Transformation zur Fahrzeugklas-
sifikation kann aus den betrachteten Papers nicht gefolgert werden. Zum einen de-
cken sich die Aussagen in den einzelnen Arbeiten zur Eignung des Verfahrens für die
Fahrzeugklassifikation nicht und zum anderen weichen die Anwendungsfälle vom
in dieser Arbeit betrachteten Fall ab. So werden Wavelets in erster Linie zur bloßen
Erkennung eines Objektes als Fahrzeug oder zur Unterscheidung von Fahrzeugmo-
dellen - beides aus einer fahrzeugbasierten Kameraperspektive - eingesetzt. Da eine
Erkennung von Fahrzeugmodellen möglicherweise eine ähnlich komplexe Aufgabe
darstellt, wie das Erkennen des Fahrzeugtyps, ist eine Eignung des Verfahrens aber
denkbar. Da Wavelets Zeit-Frequenz-Transformationen sind, kann grundsätzlich da-
von ausgegangen werden, dass dieses Verfahren im Falle zeitvarianter Signale mehr
Informationen und damit eine größere Basis zur Differenzierung der Klassen bereit-
stellen kann, als vergleichsweise die Fourier Transformation. Es ist allerdings fraglich,
ob diese Informationen für die Erkennung von Verkehrsobjekten tatsächlich nötig sind
- insbesondere im Hinblick auf die Nachteile, die das Verfahren mit sich bringt, wie
eine erschwerte Erzeugung von Invarianzeigenschaften [TK09] .
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2.5.7 Fazit zum Stand der Technik
Fourier Deskriptoren scheinen für Anwendungen im Verkehrsbereich grundsätzlich
gut geeigent zu sein. Sie sind vergleichsweise wenig rechenintensiv und haben, wie
die Papers zeigen, großes Potential. Fourier Deskriptoren basieren auf dem Merkmal
Kontur. Laut Literatur eignen sich zur Repräsentation des Merkmals die Shape Signa-
tures „Centoid Distance Function“ und „Complex Coordinates“ am besten.
In dieser Arbeit sind daher Fourier Deskriptoren die Merkmalsdeskriptoren der
Wahl. Das Verfahren wird auf Basis beider oben aufgeführter Shape Signatures ausge-
führt. Zur Klassifikation wurden neben den in der Literatur häufig verwendeten Ver-





Im Kapitel Methodik werden alle Verfahren, die in dieser Arbeit in Bezug auf Formre-
präsentation, Merkmalsdeskriptor, Klassifikatoren sowie Bewertung der Klassifikation
Verwendung finden, vorgestellt und erläutert.
3.1 Shape Signatures
Auf Basis grundlegender Überlegungen und einer Literaturrecherche, wurden in Ka-
pitel 2 Fourier Deskriptoren als Merkmalsdeskriptor ausgewählt. Diese gehören zur
Gruppe der Kontur-basierten Verfahren. Das heißt, die Deskriptoren werden durch
Fourier Transformation der Objektkontur generiert und repräsentieren auch selber wie-
der eine Kontur. Es gibt verschiedene Möglichkeiten die Kontur darzustellen. Nahelie-
gend und zunächst ohne jeglichen Aufwand wäre die direkte Verwendung der Koordi-
naten. Dies hätte den Nachteil, dass die Transformation im zweidimensionalen Raum
durchgeführt werden müsste. Es werden daher „Shape Signatures“ als Konturreprä-
sentanten bevorzugt, da sie die Kontur in den 1-D Raum abbilden (vgl. Abschnitt 2.2.1).
Übliche Shape Signatures sind Complex Coordinates, Centroid Distance Function, Tan-
gent Angle (Turning Angles), Curvature Function, Area Function, Triangle-Area Re-
presentation and Chord Length Function. Diese werden nachfolgend kurz vorgestellt.
Die Ausführungen basieren auf [MKJ08].
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Complex Coordinates (Komplexe Koordinaten)
Im einfachsten Fall wird die Dimensionenreduktion erreicht, indem die (zweidimen-
sionalen) Konturkoordinaten (x, y) als (eindimensionale) komplexe Zahlen (x + jy)
interpretiert werden (vgl. Formel 3.1). Die Koordianten können auf den Schwerpunkt
oder einen anderen Punkt, z.B. den Koordinatenursprung, bezogen werden.
z(n) = [x(n)− gx] + j[y(n)− gy] (3.1)
mit (gx, gy) als Bezugspunkt der Koordinaten. Complex Coordinates sind translations-
invariant für den Fall, dass der Bezugspunkt der Schwerpunkt ist.
Centroid Distance Function (Schwerpunktsdistanzfunktion)
Die Centroid Distance Function repräsentiert eine Kontur anhand ihres Abstandes




(x(n)− gx)2 + (y(n)− gy)2 (3.2)
Diese Shape Signature ist Translationsinvariant.
Abbildung 3.1: Centroid Distance. [Par11]
Tangent Angle (Turning Angles)
Die Tangent Angle Funktion θ(n) ist durch die Richtung der Tangenten an den ein-
zelnen Konturpunkten definiert. Das Verfahren hat den Nachteil, dass es empfindlich
gegenüber Rauschen ist und es eine Unstetigkeit durch die Definition des Winkels an
der Stelle theta = 0 = 2pi gibt (vgl. Abb. 3.2). Abhilfe schafft die sogennante „Cumu-
lative Angular Function“, bei der die Differenz der jeweiligen Tangenten zur Tangente
eines Bezugspunktes betrachtet wird.
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Abbildung 3.2: Tangent Angle. [Par11]
Contour Curvature (Krümmung der Kontur)
Für die menschliche Wahrnehmung von Ähnlichkeiten spielt die Krümmung eine wich-
tige Rolle und auch für die automatische Formerkennung hat sich das Verfahren als









Die Area Function beschreibt die Kontur anhand der Fläche, die jeweils zwischen zwei
Konturpunkten P1 und P2 sowie dem Schwerpunkt aufgespannt wird. Weichen die
Konturpunkte von der Kreislinie ab, so verändert sich die Fläche. Abb. 3.3 visualisiert
die Area Function am Beispiel „Apfel“.
Abbildung 3.3: Area Function eines Apfels. [LZ13]
Triangle-Area-Representation (TAR - Dreiecksflächenrepräsentation)
Die TAR Signature ergibt sich durch die Fläche, die von drei aufeinanderfolgenden
Konturpunkten aufgespannt wird. Liegen die Punkte auf einer Gerade, wäre die Fläche
und damit der TAR Wert beispielsweise Null. Positive TAR Werte bedeuten, dass die
Kontur an dieser Stelle konvex ist, negative Werte stehen für eine konkave Form (vgl.
Abb. 3.4).
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Abbildung 3.4: Triangle-Area-Representation. [MKJ08]
Chord Length Function
Gebildet wird sie durch die Distanz eines Konturpunktes zu einem bestimmten an-
Abbildung 3.5: Chord Length Function. [Par11]
deren Konturpunkt. Dieser muss auf derjenigen Gerade durch den betrachteten Kon-
turpunkt liegen, die senkrecht zur Tangente an diesem Punkt verläuft. Gibt es mehrere
mögliche Punkte, so wird der Nächstgelegene gewählt. In Abb. 3.5 ist dies veranschau-
licht. Die Chord Length Function ist unabhängig von einem Bezugspunkt. Dies ist ein
Vorteil, weil dieser durch Konturfehler oder Rauschen oft mit einem Fehler (Bias) be-
haftet ist. Der große Nachteil des Verfahrens ist jedoch eine sehr große Sensibilität ge-
genüber Rauschen.
Fazit
Shape Signatures haben den großen Vorteil wenig rechenintensiv zu sein und häufig
besitzen sie bereits wichtige Invarianzeigenschaften. Da diese Verfahren jedoch emp-
findlich gegenüber Rauschen sind und selbst kleine Änderungen der Kontur die Si-
gnature massiv verändern kann, eignen sie sich nicht direkt als Shape Descriptor. Als
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Basis für die Beschreibung mittels Fourier Deskriptoren sind sie hingegen sehr gut.
Wie die Literaturrecherche zeigte, haben sich in vielen Anwendungsfällen insbeson-
dere Centroid Distance Functions als günstig erwiesen - da es diesbezüglich jedoch
auch abweichende Meinungen gibt, soll in dieser Arbeit neben der Centroid Distance
Function auch der Ansatz der Complex Coordinates implementiert werden.
3.2 Fourier Transformation und Fourier Deskriptoren
3.2.1 Grundlagen Transformation
Transformation Durch eine Transformation wird eine Menge von Daten mit Hilfe
eines festgelegten Verfahrens in eine andere Menge von Daten umgewandelt. Trans-
formationen können beispielsweise nützlich sein, wenn eine Berechnung mit den Ori-
ginaldaten schwierig ist. Man transformiert die Daten in eine Form, in der sie besser
handhabbar sind. Anschließend kann das Ergebnis wieder zurücktransformiert wer-
den. Auf diese Weise erhält man das Ergebnis ohne die komplizierte Rechnung im
Originalbereich durchführen zu müssen. Transformationen in den Frequenzbereich er-
möglichen außerdem Aufschlüsse über im Signal vorkommende Frequenzen.
Abbildung 3.6: Begriffe zur Transformation.
Begriffsklärung Mit den in Abb. 3.6 erklärten Begriffen kann ausgedrückt werden,
ob auf das Ursprungssignal oder auf seine Transformierte Bezug genommen wird. Der
Begriff Zeitbereich ist in der Digitalen Signalverarbeitung üblich und wird auch im
Bereich der digitalen Bildverarbeitung verwendet. In der Bildverarbeitung liegen je-
doch keine zeitabhängigen Funktionen im eigentlichen Sinne vor, weshalb auch vom
Ortsbereich gesprochen wird.
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3.2.2 Fourier Transformation
Eine der bekanntesten und sehr häufig genutzten Transformationen ist die Fourier
Transformation. Die folgenden Ausführungen basieren auf [Smi97].
Die Idee der Fourier Transformation ist es, ein beliebiges Signal als Summe von
Kosinus- und Sinusfunktionen verschiedener Frequenzen und Amplituden darzustel-
len. Die Transformation erzeugt Amplitudenwerte, die jeweils den Basisfunktionen,
Sinus und Kosinus, und einer bestimmten Frequenz zugeordnet werden. Addiert man
die gewichteten Basisfunktionen, so erhält man das rekonstruierte Ursprungssignal
(Zeitbereichssignal). Abb. 3.7 zeigt wie ein Rechteck-Signal (Mitte) durch Überlage-
rung von Sinuskurven (links) dreier Frequenzen (ganz rechts) angenähert wird.
Abbildung 3.7: Fouriersynthese. (Basis:[Sch10] )
Die diskrete Fourier Transformation (DFT) von s(k) ergibt die komplexwertigen









N mit u = 0, ..., N − 11. (3.4)
Fourier Koeffizienten stellen die Basis der Fourier Deskriptoren dar2.








N mit k = 0, ..., N − 1. (3.5)
Für die vollständige Rekonstruktion müssen alle N Fourier Koeffizienten verwendet
werden. Insbesondere für die Beschreibung und Klassifikation einer Kontur ist es je-
doch nicht nötig, zum Teil sogar hinderlich, jedes Detail eines Objektes zu beachten.
1Wie noch gezeigt wird, geht a(u) für die reelle DFT nur bis u = N2 .
2In der Literatur werden die Begriffe teilweise sogar synonym verwendet.
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Aus diesem Grund werden oft nur jene Fourier Koeffizienten verwendet, die niedrigen
Frequenzen zugeordnet sind und somit grobe Formen beschreiben. Die Koeffizienten,
die den höheren Frequenzen zugeordnet sind, beschreiben Details und werden igno-
riert. Unabhängig von der Anzahl verwendeter Koeffizienten für die Rücktransforma-
tion, entsteht immer ein rekonstruiertes Signal aus N Punkten, das sich mit steigender
Anzahl berücksichtigter Koeffizienten an die ursprüngliche Kontur annähert. Dieser
Effekt wird in Abb. 3.8 am Beispiel der in Matlab durchgeführten Rekonstruktion ei-
ner Fahrzeugkontur visualisiert. Für die Rekonstruktion wurde schrittweise jeweils ein
Koeffizientenpaar mehr einbezogen.
Abbildung 3.8: Rekonstruktion Fahrzeugkontur.
Die Anzahl an Abtastpunkten N wird in der Regel als Potenz von Zwei gewählt, da
sich diese Werte für die digitale Datenspeicherung gut eignen und sich der effiziente
FFT Algorithmus, der in Abschnitt 3.2.3 vorgestellt wird, auf solche Werte besonders
gut anwenden lässt.
Genau genommen teilt sich die Familie der Fourier Transformationen in vier Kate-
gorien, die Abb. 3.9 zu entnehmen sind. Welche der Transformationen benötigt wird,
hängt davon ab, ob das betrachtete Signal periodisch oder nicht periodisch und ob es
kontinuierlich oder diskret ist.
Da die Bildverarbeitung mit Hilfe von Digitalrechnern erfolgt, eignet sich von den
vorgestellten Transformationen lediglich die Diskrete Fourier Transformation. Das liegt
zum einen daran, dass Digitalrechner nur mit diskreten Informationen arbeiten kön-
nen. Zum anderen können aperiodische Signale nur mit Hilfe von unendlich vielen
Sinuskurven dargestellt werden, was die Berechnung mittels Computeralgorithmen
unmöglich macht.
Für jede der Transformationen gibt es eine reelle und eine komplexe Version, je
nachdem ob die Eingangsdaten reell oder komplexwertig sind. In dieser Arbeit werden
sowohl die reelle, als auch die komplexe Diskrete Fourier Transformation verwendet.
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Abbildung 3.9: Arten von Fourier Transformationen. (Basis:[Smi97] )
Reelle DFT Bei der reellen DFT wird ein im Originalbereich mit N Punkten abgetas-
tetes Signal in N2 + 1 Kosinus- und
N
2 + 1 Sinuskurven transformiert. Auf Grund der
mathematischen Zusammenhänge, die in Formel 3.6 beschrieben sind, können Sinus
und Kosinus zu einer komplexen Zahl zusammengeführt werden. Das Ergebnis der
reellen DFT sind somit N2 + 1 komplexe Zahlen, aus denen Betrag und Phase der der
Sinus- und Kosinusfunktion gemäß 3.6 bestimmt werden können.
z = Re + jIm = |z|cos(φ) + j|z|sin(φ) = |z|ejφ (3.6)
wobei |z| = √(Re2 + Im2) und φ = arctan( ImRe ).
Die Koeffizienten a(0) bis a(N2 ) sind jeweils den Basisfunktionen der entsprechen-
den Frequenzen 0 bis N2 zugeordnet. Beispielsweise ist der Koeffizient a(2) den Basis-
funktionen der Frequenz 2 zuzuordnen. Das heißt, die Funktionen durchlaufen über
die N Abtastpunkte zwei komplette Zyklen. Ein besonderer Fall ist die 0. Frequenz.
Der Betrag des Koeffizienten a(0) entspricht dem Mittelwert oder Offset des Signals
im Originalbereich. In Bezug auf die Centroid-Distance-Funktion kann dieser Wert da-
her als Radius der gemittelten Kontur verstanden werden. Da eine Sinusschwingung
im Mittel immer Null ergibt, ist der Imaginärteil für die Frequenz Null immer gleich
Null. Daher ist der Wert von Ima(0) irrelevant, sodass a(0) = Rea(0) ist. Die zweite
Besonderheit ist die höchste Frequenz. Auch hier ist der Imaginärteil irrelevant. Hin-
tergrund ist, dass eine Sinusschwingung der Frequenz N2 , die bei Null angefangen an
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N Punkten abgetastet wird, an jedem Abtastpunkt den Wert Null hat. Zur Veranschau-
lichung sind in Abb. 3.10 beispielhaft die Basisfunktionen der Frequenzen 0,2,10 und
16 für eine DFT mit N = 32 Abtastpunkten visuell dargestellt.
Abbildung 3.10: Basisfunktionen für Frequenzen 0, 2, 10, 16 (N=32). [Smi97]
Komplexe DFT Sind die Eingangsdaten der DFT komplexwertig, so verwendet man
die komplexe DFT. Im Gegensatz zur reellen DFT transformiert die komplexe DFT ein
N-Punkt Signal aus dem Originalbereich auch in ein N-Punkt Frequenzspektrum. Die
FT ergibt also die N Fourier Koeffizienten a(0) bis a(N − 1). Wie bei der reellen DFT
entspricht jeder Punkt im Frequenzbereich einer komplexen Zahl mit Real- und Imagi-
närteil. Der Grund, dass das Signal im Frequenzbereich nun die Länge N hat anstelle
von N2 liegt darin, dass bei der komplexen DFT auch die negativen Frequenzen im
Spektrum enthalten und von Bedeutung sind. Da die Frequenzen somit nicht von 0
bis N− 1 sondern von - N2 bis + N2 gehen, bleibt die höchste Frequenz analog zur reellen
DFT N2 . Da es sich um ein periodisches Signal handelt, spielt es keine Rolle, ob man das
Signal in den Intervallen [−N2 ,+N2 ] oder [0, N − 1] betrachtet. Die positiven Frequen-
zen, die auch für die reelle DFT verwendet werden, betrachtet man gewöhnlich im
Intervall [0, N2 ]. Die negativen Frequenzen liegen durch die Periodizität zwar sowohl
im Intervall [N2 + 1, N − 1] als auch im Intervall [−N2 ,−1] (vgl. Abb. 3.11), werden in
der Regel im Ergebnisvektor aber im erstgenannten Intervall angegeben.
Analog zu Abb. 3.11a ist der Ergebnisvektor der komplexen DFT und somit auch
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Abbildung 3.11: Frequenzanordnung a) ohne Shift b) mit Shift. [Lan13]
der reellen und komplexen FFT (vgl. Abschnitt 3.2.3), entsprechend Tabelle 3.1 zu in-
terpretieren.
Re0 Re1 + jIm1 ... Re( N2 −1) + jIm( N2 −1) Re N2 Re−( N2 −1) + jIm−( N2 −1) ... Re−1 + jIm−1
Tabelle 3.1: Anordnung Fourier Koeffizienten im Ergebnisvektor.
Die Indizes sind hierbei als die zugeordneten Frequenzen zu verstehen. Für die
FFT/DFT eines Beispielsignals mit N = 8 Abtastwerten ergibt sich die Ergebnisin-
terpretation gemäß 3.2.
Re0 Re1 + jIm1 Re2 + jIm2 Re3 + jIm3 Re4 Re−3 + jIm−3 Re−2 + jIm−2 Re−1 + jIm−1
Tabelle 3.2: Beispiel Ergebnisvektor für N=0.
Im Falle der reellen FFT entsprechen die Koeffizienten ab N2 + 1 den konjugiert Kom-
plexen der positiven Frequenzen. Sie beinhalten folglich keinerlei zusätzliche Informa-
tion und werden daher nicht beachtet. Für die komplexe DFT bzw. FFT sind die nega-
tiven Frequenzen jedoch von Bedeutung. Die Koeffizienten von jeweils einer positiven
und einer negativen Frequenz bilden ein Koeffizientenpaar.
Die geometrische Bedeutung der Koeffizienten kann wie folgt beschrieben wer-
den. Der Koeffizient der Frequenz Null fd0 ergibt den Mittelpunkt der Kontur und be-
schreibt somit die Translation des Objektes. Der Koeffizient fd1 beschreibt einen Kreis.
Auch der Koeffizient der zugehörigen negativen Frequenz fd−1 beschreibt einen Kreis.
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Dieser wird jedoch in entgegengesetzter Richtung durchlaufen. Die Addition der bei-
den Koeffizienten ergibt eine Ellipse. Dies trifft auch auf alle weiteren Koeffizienten-
paare zu, wobei die Ellipsen der jeweiligen Frequenz entsprechend häufig durchlaufen
werden. [J1¨0]
Abbildung 3.12 zeigt wie durch Überlagerung von Ellipsen verschiedener Frequen-
zen die ursprüngliche Kontur rekonstruiert werden kann. Die Bilder (a) bis (d) zeigen
die Rekonstruktion unter Verwendung der Nullfrequenz und zusätzlich einem, zwei,
drei und zehn Fourier Deskriptorpaaren. Dies zeigt, dass die Verwendung von nur
wenigen, niederfrequenten FDs, nur die grobe Form abbildet. Je mehr FDs für die Re-
konstruktion verwendet werden, desto detaillierter wird die Kontur wiederhergestellt.
Die Verwendung aller FDs bewirkt die komplette Rekonstruktion.
Abbildung 3.12: Rekonstruktion mit Fourier Deskriptoren. [Bur11]
3.2.3 Fast Fourier Transformation (FFT)
Die DFT kann auf unterschiedliche Art und Weise berechnet werden. Die bei Weitem
schnellste Methode ist die sogenannte Schnelle Fourier Transformation oder auf Eng-
lisch Fast Fourier Transform, kurz FFT. Die Idee des Algorithmus ist es eine N-Punkt-
DFT (also eine DFT mit N Abtastpunkten) in N 1-Punkt-DFTs zu zerlegen.
Die FFT basiert sowohl für reelle als auch für komplexe Eingangswerte auf der
komplexen DFT. Um eine FFT für reelle Eingangswerte durchführen zu können, müs-
sen aus den reellen Werten komplexe Werte generiert werden. Dies wird ganz unkom-
pliziert realisiert, indem die reellen Werte als Realteil interpretiert und die Imaginär-
teile gleich Null gesetzt werden.
Die Funktionsweise der FFT kann wie folgt beschrieben werden:
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1. Zerlegung des ursprünglichen Signals der Länge N in N Signale der Länge Eins
nach dem “divide-and-conquer“ Prinzip (Abb. 3.13 ):
Die Abtastpunkte werden so lange nach Gruppen mit geradem und ungeradem
Index aufgeteilt, bis jede Gruppe nur noch ein Element enthält. Dies entspricht
einer Sortierung der Punkte in umgedrehter Bitfolge.
Abbildung 3.13: Divide-And-Conquer-Prinzip der FFT.[Smi97]
2. Bestimmung der Frequenzspektren der N Signale aus Schritt 1:
Die N Signale im Originalbereich entsprechen jeweils ihrem Frequenzspektrum.
Eine Berechnung im eigentlichen Sinn ist daher nicht nötig.
3. Zusammenfassen der N Frequenzspektren zu einem Frequenzspektrum:
Die N Frequenzspektren werden Schritt für Schritt fusioniert bis es nur noch ein
Frequenzspektrum mit N Punkten gibt. Dies geschieht in genau umgekehrter
Reihenfolge als in Schritt 1. Realisiert wird dies mit Hilfe des sogenannten „but-
terfly“, dem Kernelement der Berechnung der FFT, der zwei komplexe Werte in
zwei andere komplexe Werte transformiert (vgl. Abb. 3.14)3. Wendet man den
„butterfly“ beispielsweise auf zwei 1-Punkt-Spektren an, so erhält man ein 2-
Punkt-Spektrum.
Als Ergebnis ergeben sich im Frequenzbereich analog zur komplexen DFT N kom-
plexe Zahlen. Wurde die FFT auf ursprünglich reelle Werte angewandt, so sind von
diesen N komplexen Werten nur die ersten N2 + 1 Werte von Bedeutung. Die restlichen
3Die Operation xS bedeutet, dass das Signal mit dem Sinusoid einer bestimmten Frequenz multipli-
ziert wird.
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Abbildung 3.14: Butterfly-Prinzip der FFT. [Smi97]
Werte entsprechen den negativen Frequenzen, die für den Fall, dass alle Imaginärteile
der Eingangsfunktion Null waren, die konjugiert Komplexen der ersten N2 Werte dar-
stellen und somit keinerlei zusätzliche Information enthalten. Sie werden daher für
den reellen Fall einfach ignoriert. Für komplexe Eingangswerte erhält man N komple-
xe Fourierkoeffizienten, also N2 − 1 Koeffizientenpaare sowie f d0 und f d N2 .
[Smi97]
3.2.4 Fourier Deskriptoren
Fourier Deskriptoren sind normierte Fourier Koeffizienten. In der Literatur ist die De-
finition der Fourier Deskriptoren nicht konsistent. Es können somit jegliche aus der
FT resultierende Beschreibung des Signals gemeint sein. In dieser Arbeit werden für
die Deskription normierte Beträge von Fourier Koeffizienten verwendet - diese bilden
die Fourier Deskriptoren. Wie bereits erläutert, können mit der reellen DFT maximal
N
2 + 1 Fourier Deskriptoren erzeugt werden. Aus der komplexen FT ergeben sich N
FDs, wobei jeweils zwei ein Koeffizientenpaar bilden und somit nicht einzeln verwen-
det werden.
Die Normierung der Koeffizienten wird für die reelle bzw. die komplexe DFT wie
folgt durchgeführt:














werden in ein Set invarianter Fourier Deskriptoren umgewandelt. Durch die Verwen-
dung der Centroid Distances sind bereits die Eingangswerte translationsinvariant. Um
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Rotationsinvarianz und Startpunktinvarianz ([TK09] , p.437f) zu erzeugen, werden
ausschließlich die Beträge der komplexen Fourier Koeffizienten betrachtet, da die Ro-
tationsinformation in der Phase enthalten ist. Skalierungsinvarianz wird erzeugt, in-
dem die Beträge der Koeffizienten mit dem Betrag des Koeffizienten der Nullfrequenz
|ar(0)| normiert werden.
Dies ergibt gemäß [TA03] die Fourier Deskriptoren
f dreal = [
|ar(u)|




Komplexe DFT: Auch die Fourier Koeffizienten der komplexen DFT auf Basis von









N mitu = 0, ..., N − 1 (3.9)
werden in ein Set invarianter Fourier Deskriptoren umgewandelt.
Wiederum werden Rotations- und Startpunktinvarianz erzeugt, indem ausschließ-
lich die Beträge der komplexen Fourier Koeffizienten betrachtet werden. Um Skalie-
rungsinvarianz zu erreichen, wird mit dem Betrag des Koeffizienten der ersten Fre-
quenz |ac(1)| normiert. Da Information über die Translation lediglich in der Nullfre-
quenz enthalten ist, reicht es den Koeffizienten |ac(0)| zu ignorieren um die Deskrip-
toren translationsinvariant zu machen.
Die resultierenden invarianten Fourier Deskriptoren sind gemäß [THM07]
f dcomplex = [
|ac(u)|
|ac(1)| ] mit u = 2, 3, ..., N − 1. (3.10)
Um ein Signal vollständig beschreiben zu können, werden alle Fourier Deskriptoren
benötigt. Für die Erkennung von Objektklassen ist es in der Regel ausreichend und
sinnvoll (Gefahr des Overfitting) nur einen Teil der Deskriptoren zu verwenden. In
der Regel werden nur die FDs der niedrigen Frequenzen (die grobe Forminformati-
on enthalten) betrachtet. Dies muss jedoch für jeden Anwendungsfall individuell ent-
schieden werden. Die ausgewählten Deskriptoren bilden gemeinsam den Merkmals-
vektor eines Objektes. Sind die Merkmale bzw. Deskriptoren gut gewählt, so spannen
sie einen Merkmalsraum auf, in welchem ähnliche Objekte nahe beieinander liegen
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und sogenannte „Cluster“ bilden. Diese Eigenschaft ist die Basis für ein erfolgreiches
Clustering bzw. eine erfolgreiche Klassifikation.
[TA03]
3.3 Clusteringverfahren
In dieser Arbeit sollen Verfahren der Clusteranalyse genutzt werden, um die Anzahl
differenzierbarer Klassen zu ermitteln und um abschätzen zu können, ob die anvisierte
Klassenanzahl mit den vorhandenen Daten realisierbar ist. Zudem bieten diese Verfah-
ren den großen Vorteil, dass die sehr aufwendige Annotation der Videosequenzen, das
heißt die händische Klassifikation, nicht unbedingt nötig ist. In dieser Arbeit wurden
hierfür Dendrogramme und das k-Means Clustering verwendet.
3.3.1 Hierarchische Clusteranalyse (Dendrogramm)
Hierarchische Clusterverfahren sind distanzbasierte Verfahren zur Strukturanalyse von
Daten. Das heißt, Objekte hoher Ähnlichkeit und damit geringer Distanz bilden einen
Cluster. Die meisten Clusterverfahren fraktionieren die Objekte in eine konkrete Zahl
an Clustern, wobei jedes Objekt eindeutig einem Cluster zugeordnet ist. Das hierar-
chische Verfahren hingegen erzeugt eine Folge von Partitionen der Objektmenge. Die
Clusterzuordnung ist je nach Partitionsebene unterschiedlich. Folglich existiert keine
global eindeutige Clusterzuordnung für die einzelnen Objekte, sodass die gewählte
Partition letztendlich vom gewählten Partitionslevel bzw. der Abbruchbedingung ab-
hängt. Abhängig davon, ob das Verfahren divisiv (top-down) oder agglomerierend
(bottom-up) angewendet wird, erzeugt man aus einem groben Cluster, der alle Objek-
te beinhaltet, Schritt für Schritt eine detaillierte Aufteilung der Daten auf mehr und
mehr Cluster bzw. genau andersherum. Beim agglomerativen Verfahren bildet zu Be-
ginn also jedes Objekt einen Cluster. Anschließend werden Schritt für Schritt ähnliche
Cluster zusammengefasst. Dies kann solange durchgeführt werden, bis nur noch ein
einziger Cluster mit allen Objekten existiert. Mögliche Parameter der hierarchischen
Clusteranalyse stellen das Distanzmaß (z.B. euklidische Distanz) und die Wahl der Be-
zugspunkte deren Distanz betrachtet wird (z.B. Schwerpunkt, nächster/entferntester
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Punkt einer Klasse) dar. [Kle12]
Hierarchische Verfahren generieren zwar keine klare Clusterzuordnung, ermögli-
chen dafür jedoch aufschlussreiche Einblicke in die Clusterhierarchie samt ihrer Un-
terstrukturen. Dies lässt sich mit Hilfe eines Dendrogramms visualisieren.
Abbildung 3.15: Dendrogramm
Ein Dendrogramm ist eine Baumstruktur, welche die hierarchische Zerlegung einer
Menge von Daten (ein Cluster) in immer kleinere Cluster visuell darstellt. Die Objekte
innerhalb der Cluster sollen hierbei möglichst ähnlich sein. Die horizontalen Ebenen
des Dendrogramms entsprechen jeweils einer Clustereinteilung/Partitionsebene. Die
Kantenlänge (vertikal) repräsentiert die Unähnlichkeit der Cluster. Die optimale An-
zahl der Cluster kann bestimmt werden, indem die Ebene mit der längsten Kante und
damit der größten Unähnlichkeit, als Clustereinteilung gewählt wird. Es kann jedoch
auch einfach die Clustereinteilung für eine bestimmte Clusteranzahl betrachtet wer-
den. Dendrogramme ermöglichen das intuitive Erkennen von Strukturen und Clustern
in multidimensionalen Daten. Horizontal verbundene Objekte oder Subcluster bilden
auf der übergeordneten Partitionsebene ein neues Cluster, die Höhe der senkrechten
Verbindung zeigt wie groß die Distanz, also die Unähnlichkeit der Subcluster oder
Objekte ist.
3.3.2 k-Means Clustering als Partitionierendes Clusterverfahren
Das k-Means Clustering soll in dieser Arbeit Verwendung finden, um die Einteilung
der Merkmalsvektoren in die angedachten Klassen auf ihre Eignung hin zu überprü-
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fen.
Das k-Means Clustering unterteilt die betrachteten Objekte in k Cluster. Die Zuord-
nung erfolgt jeweils zu dem Cluster, dessen Mittelwert/Klassenmitte die geringste Di-
stanz und damit größte Ähnlichkeit zu den Merkmalen des betrachteten Objektes auf-
weist. Der Merkmalsraum wird dabei in Voronoi-Zellen4 untergliedert. Da die Distanz
zu den Klassenmitten verglichen wird, ist der Rechenaufwand unabhängig von der
Anzahl der verwendeten Trainingsdaten. Die Startwerte für die Klassenmitten werden
in der Regel zufällig gewählt. Da die Wahl der Startwerte das Resultat immens verän-
dern kann, wird das Verfahren in der Regel mehrmals mit unterschiedlichen Startwer-
ten durchlaufen und das beste Ergebnis genutzt. Zur Reduzierung dieser Schwäche,
wurden zudem verschiedene adaptierte Verfahren entwickelt, wie beispielsweise „k-
means++“. Weitere Schwachstellen des Verfahrens sind, neben dem großen Einfluss
der gewählten Startwerte auf Laufzeit und Ergebnis, die Notwendigkeit zur Festle-
gung der Clusterzahl k, der Einfluss von Ausreißern sowie die Beschränkung auf kon-
vexe Cluster (welche durch die Minimierung des Abstandes zum Schwerpunkt be-
gründet ist). Dennoch zählt das Verfahren, dank seiner Effizienz und einfachen Imple-
mentierung, zu den populärsten partitionierenden Clustering Verfahren. [BAB+07]
Das Vorgehen kann wie folgt skizziert werden:
1. Festlegung der Klassenzahl k
2. Zufällige Verteilung der Klassenmitten: Abb. 3.16 (a)
3. Zuordnung der Objekte zu demjenigen Cluster, für den die (z.B. euklidische)
Distanz zur Klassenmitte minimal ist: Abb. 3.16 (b)
4. Neuberechnung des Mittelwerts für jeden Cluster: Abb. 3.16 (c)
5. Basierend auf den neu berechneten Klassenmitten werden die Objekte wieder
wie in Schritt 3 auf die Cluster verteilt: Abb. 3.16 (d)
Der Algorithmus endet entweder mit Erreichen einer festgelegten Iterationstiefe
oder wenn Schritt 5 zu keiner Veränderung in der Klassenzuordnung mehr führt.
Die optimale Clusteranzahl ist meist nicht trivial bestimmbar. Als Orientierung
dient ein Vergleich der Güte des Clustering für die unterschiedlichen Clusterzahlen.
4Voronoi-Zellen unterteilen einen Raum mit Elementen so, dass jedes Element von jedem nächsten
Nachbarn durch die Mittelsenkrechten separiert wird.Es ergibt sich eine Art Wabenstruktur.
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Abbildung 3.16: Ablauf 3-Means. (Basis: [Pac07] )
Das Maß für die Güte darf nicht direkt von der Klassenanzahl abhängen. Geeignet
ist daher beispielsweise der Silhouetten-Koeffizient. Dieser beinhaltet Informationen
zur clusterinternen Kompaktheit (intraclass) sowie zur Trennschärfe (interclass) und
berechnet sich gemäß [KR90] wie folgt:
s(o) =
b(o)− a(o)
max{a(o), b(o)} mit − 1 ≤ s(o) ≤ +1 (3.11)
wobei a(o) der Abstand eines Objektes o zum Repräsentanten seines Clusters und b(o)
der Abstand zum Repräsentanten des „zweitnächsten“ Clusters ist.
Ein Silhouettenwert nahe Null bedeutet, dass das Objekt ungefähr zwischen zwei
Clustern liegt. Ist der Wert kleiner Null, so ist das Objekt den Objekten des nächsten
Clusters ähnlicher als dem eigenen Cluster - dies deutet auf ein nicht ausgeschöpftes
Optimierungspotential hin.
Der Silhouettenkoeffizient sc entspricht dem durchschnittlichen Silhouettenwert al-
ler Objekte. Gemäß [KR90] ist der Koeffizient wie folgt zu interpretieren:
0, 7 < sc ≤ 1 starke Clusterstruktur
0, 5 < sc ≤ 0, 7 brauchbare Clusterstruktur
0, 25 < sc ≤ 0, 5 schwache oder künstliche Clusterstruktur
sc ≤ 0, 25 keine Clusterstruktur vorhanden
Ein kleiner sc Wert deutet bei kleinen Clusterzahlen auf falsche Clusterzuordnung hin,
bei großen Clusteranzahlen ist es ein Hinweis auf künstliche Trennung von zusam-
mengehörigen Clustern.
3.4 Klassifikatoren
Für die Zuordnung von Verkehrsobjekten zu Klassen werden in dieser Arbeit drei
Klassifikatoren verwendet: Minimum Distance Classifier, k-Nearest-Neighbor Klassi-
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fikator und SVM Klassifikator. Diese Verfahren sollen im Folgenden erläutert werden.
3.4.1 Minimum Distance Classifier
Der Minimum Distance Classifier, auch Minimum Distance to Means Classifier ge-
nannt, stellt ein einfaches Verfahren zur Klassifizierung von Objekten anhand des nächst-
gelegenen Klassenprototyps dar. Als Prototyp wird häufig der Klassenmittelpunkt ge-
wählt. Dieser wird für jede Klasse aus den Trainingsdaten bestimmt, für die die Klas-
senzuordnung bekannt ist. Ein Testobjekt wird jener Klasse zugeordnet, zu deren Pro-
totyp (Mittelpunkt) es die geringste Distanz aufweist (vgl. Abb. 3.17). Als Abstands-
maß wird meist die euklidische Distanz gewählt. [HU05]
Vorgehen:
1. Berechnung der Klassenmittelpunkte für die Trainingsdaten
2. Berechnung der Distanzen der Testobjekte zu den Klassenmitten
3. Zuordnung des Testobjektes zu der Klasse für die die Distanz aus 2) minimal ist
Das Verfahren ist sehr einfach zu implementieren und generiert in der Praxis oft
gute Ergebnisse. Dies setzt jedoch voraus, dass die Interklassendistanz im Vergleich
zur Intraklassendistanz groß ist. Zu berücksichtigen ist außerdem, dass es zu einem
Bias/Verzerrungen in der Klassifikation kommen kann, wenn die natürliche Auftre-
tenswahrscheinlichkeit markant von der im Trainingsset abweicht. [FPWW04]
Abbildung 3.17: Minimum Distance Classifier.[HU05]
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3.4.2 k-Nearest-Neighbor Klassifikator (k-NN)
Der Nearest Neighbor Klassifikator weist einem zu klassifizierenden Punkt die Klas-
se seines nächsten Nachbarn zu. Beim k-NN wird ein Merkmalsvektor entsprechend
der Klasse zugeordnet, der die Mehrheit der k nächsten Nachbarn angehört (vgl. Abb.
3.18). Als nächste Nachbarn bezeichnet man jene Trainingsdaten, die sich innerhalb ei-
ner bestimmten (aber nicht fixen) Distanz zum zu klassifizierenden Objekt befinden.
Als Distanzvektor können beispielsweise die euklidische, Manhattan oder Mahalano-
bis Distanz gewählt werden. Standardmäßig wird das Mehrheitsprinzip als Entschei-
dungsregel für die Zuordnung eines Objekts zu einer Klasse genutzt. Eine andere Op-
tion ist die Konsensusregel, bei der ein Objekt einer Klasse nur dann zugeordnet wird,
wenn alle k nächsten Nachbarn dieser Klasse angehören. Besteht unter den nächsten
Nachbarn kein Konsens, so wird das Objekt keiner Klasse zugeordnet.
Vorgehen:
1. Suche der k Merkmalsvektoren (mit bekannter Klassenzuordnung) deren Distanz
zum Merkmalsvektor des betrachteten Objekts minimal ist.
2. Das Objekt wird der Klasse zugeordnet, der die Mehrheit der k Nachbarn ange-
hört (Mehrheitsregel). Sind mehrere Klassen zu genau gleichem Anteil vertreten,
erfolgt die Zuordnung zufällig.
Die Wahl von k hat einen großen Einfluss auf die Güte der Klassifikation. Die opti-
male Festlegung dieses Wertes ist nicht ganz trivial und nicht allgemein bestimmbar.
Jedoch sollte k kein Vielfaches der Klassenanzahl sein. Im Regelfall wird die Klassifizie-
rung mit unterschiedlichen Werten für k durchgeführt und das k, welches die geringste
Fehlerrate ergibt, gewählt.
Das Prinzip ist einfach, birgt jedoch die Gefahr des Overfitting (selbst Rauschpunk-
te werden korrekt klassifiziert) und ist den Speicher- und Rechenaufwand betreffend
nicht effizient. Als problematisch erweist sich insbesondere die Suche nach den nächs-
ten Nachbarn. Ohne effiziente Suchschemata/-algorithmen ist der Rechenaufwand
insbesondere für die Klassifizierung mit einer großen Zahl an k Nachbarn und einer
großen Trainingsdatenmenge N groß: O(k ∗ N). Für die Güte der Klassifikation ist ein
großes N (viele Trainingsdaten) jedoch unabdingbar. Im Allgemeinen führt die Klas-
sifikation mit dem 1-NN Klassifikator zu weniger zuverlässigen Ergebnissen als mit
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einem k > 1. [PH03]
Abbildung 3.18: Beispiel 1-NN & 5-NN.
3.4.3 SVM
Die Klassifikation auf Basis der „Support Vector Machine“, kurz SVM, ist ein ver-
gleichsweise neues Werkzeug. Der Begriff Maschine ist in Bezug auf das maschinel-
le Lernen zu verstehen. Wie eine Vielzahl an Papers (z.B. [THM07] ) zeigen, wird die
SVM seit einigen Jahren häufig und meist erfolgreich im Bereich der Objektklassifika-
tion eingesetzt. Ziel der SVM ist es, binäre Klassifikationsprobleme zu lösen, indem
die optimale Hyperebene zur Trennung der beiden Klassen gefunden wird. Wie Abb.
3.19 zeigt, gibt es selbst für die lineare Trennung von Daten eine große Zahl möglicher
Trennebenen.
Abbildung 3.19: Beispiele möglicher Hyperebenen.
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Die SVM versucht die Hyperebene mit Hilfe der Trainingsdaten so zu legen, dass
der Abstand (Margin) zu den beiden Klassen maximal wird, also das Band zwischen
den Klassen möglichst breit wird (vgl. Abb. 3.20 ). Je breiter die Margin, desto größer ist
die Wahrscheinlichkeit der korrekten Zuordnung eines zu klassifizierenden Objektes.
Abbildung 3.20: Trennebene mit maximierter Margin.
Als Stützvektoren bzw. Support Vectors werden jene Datenpunkte bezeichnet, die
genau auf dem Rand der Margin liegen. Allein durch sie ist die Lösung (Trennebene)
eindeutig bestimmt. Dies hat den Vorteil, dass auch mit großen Datensätzen effizient
gearbeitet werden kann, da in der Klassifizierung bis auf die Stützvektoren keine wei-
teren Datenpunkte mehr berücksichtigt werden.
Die Hyperebene, auch OHS (Optimal Separating Hyperplane) genannt, definiert
sich folglich über die Stützvektoren. Für eine Trainingsmenge aus N Vektoren ~xi der
Dimension d und ihrer Klassenzuordnung yi (mit ~xi ∈ Rd, yi ∈ {−1, 1} und i ∈ [1, N])
wird die trennende HyperebeneH zu
H = {~x|〈~w,~x〉+ b = 0} (3.12)
definiert mit Normalenvektor ~w, Verschiebung (Bias) b und 〈~w,~x〉 als Skalarprodukt
von ~w und~x. Stützvektoren sind jene~xi, für die gilt 〈~w,~x〉+ b = 1. Da alle Elemente auf
der richtigen Seite der Hyperebene liegen sollen, gilt für alle Punkte yi(〈~w,~xi〉+ b) ≥ 1.
Die Bestimmung von ~w und b erfolgt durch Lösen des Optimierungsproblems der
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mit den Nebenbedingungen yi(〈~w,~xi〉+ b) ≥ 1 für alle 1 ≤ i ≤ N .
Das Optimierungsproblem ergibt sich aus dem Ziel, die Breite der Margin 2‖~w‖ zu
maximieren, was eine Minimierung von ~w bedingt. Die Nebenbedingungen besagen,
dass alle Datenpunkte eindeutig einer der Klassen +1 oder−1 zuordenbar sein sollen.
Dies bedeutet, dass selbst Ausreißer in die Trennebene einbezogen werden. Eine solche
Überanpassung ist für eine robuste Klassifizierung hinderlich und sollte vermieden
werden. Der Effekt wird in Abb. 3.21 veranschaulicht.
Abbildung 3.21: Overfitting.
Um einen robusten Klassifikator zu kreieren, verwendet man eine „Soft Margin“,
die Ausreißer bei der Bestimmung der Trennebenen zu einem gewissen Grad ignoriert,







mit den Nebenbedingungen yi(〈~w,~xi〉+ b) ≥ 1− ζi für alle 1 ≤ i ≤ N und ζi ≥ 0. ζi ist
dabei der Abstand zum Rand der Margin (vgl. Abb. 3.22) bzw. die sogenannte Schlupf-
variable (engl. Slack Variable). Sie ermöglicht zum einen, dass Elemente auch jenseits
der Margin liegen können, die ihre Klasse begrenzt (realisiert durch Berücksichtigung
5Als Quadratische Programmierung werden Optimierungsprobleme bezeichnet, bei denen eine mul-
tivariate quadratische Funktion mit linearen Gleichungen oder Ungleichungen als Nebenbedingungen
minimiert bzw. maximiert wird.[Mat13a]
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ζi in Zwangsbedingung). Zum anderen sorgt sie für eine Bestrafung entsprechend der
Stärke der Abweichung(realisiert durch Berücksichtigung ζi und C in Minimierungs-
funktion). Der Faktor C dient der Gewichtung der Bestrafung.
Abbildung 3.22: Soft Margin SVM. [Say12]
Grundsätzlich liegt hier ein konvexes, quadratisches Optimierungsproblem vor. Es
ist jedoch auch möglich die Optimierungsaufgabe mit Hilfe von linearen Gleichungen
zu lösen - dies bezeichnet man als „Least Squares Support Vector Machine“ (mehr dazu
in [SV99] ).
Die bisherigen grundlegenden Betrachtungen bezogen sich, von Ausreißern abge-
sehen, auf linear separierbare Fälle. In der Praxis ist eine lineare Separierbarkeit der
Daten jedoch häufig nicht gegeben. Für die Support Vektor Maschine stellt dies kein
Problem dar. Die SVM transformiert die Daten so lange in höher dimensionale Räu-
me, bis eine lineare Trennbarkeit gegeben ist und die OHS bestimmt werden kann
[THM07]. Bei der Rücktransformation in den ursprünglichen Raum wird die Hyper-
ebene zu einer nicht-linearen Trennfläche.
Abbildung 3.23 zeigt ein Beispiel für eine binäre Klassifikationsaufgabe, deren Ele-
mente im zweidimensionalen Raum (zwei Merkmale) nicht linear separierbar sind
(3.23 a). Transformiert man den Merkmalsraum jedoch vom Zweidimensionalen ins
Dreidimensionale, so ist eine lineare Trennung der Klassen problemlos möglich (3.23
b). Realisiert wird dies, indem aus den beiden Merkmalen (x1, x2) durch geschickte
Transformation drei Merkmale (z1, z2, z3) erzeugt werden. Konkret ergibt sich der neue
Merkmalsvektor~z im Beispiel aus (z1, z2, z3) := (x21,
√
2x1x2, x22). Die Rücktransforma-
tion der linearen Hyperebene im R3 ergibt hier eine kreisförmige Klassentrennung im
R2 (3.23 c). [Mar03]
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Abbildung 3.23: Linearer Separierbarkeit durch Dimensionserhöhung. (Basis: [Mar03] )
Die Transformationen realisieren Support Vektor Maschinen mit Hilfe von Kernel
Funktionen, welche die Daten in einen höher dimensionalen Raum abbilden. Es gibt
eine Vielzahl solcher Funktionen, von denen keine nachweislich dominant ist. In der
Objektklassifikation im Kontext der Bildverarbeitung wird häufig der universell ein-
setzbare „Gaussian Radial Basis Function Kernel“ (RBF Kernel) gewählt. [THM07]
Mehrklassen-SVM Der Nachteil der SVM ist, dass sie nur für binäre Klassifikations-
probleme (A,¬A) geeignet sind. Um, wie im vorliegenden Fall, Mehrklassen-Probleme
zu lösen, müssen mehrere SVM verschachtelt und kombiniert werden. Dies kann auf
verschiedene Art und Weise umgesetzt werden. Beliebte Ansätze sind das One-Versus-
All (OVA) und das One-Versus-One (OVO) Prinzip. OVA bedeutet, dass für jede Klasse
und für jedes Objekt geprüft wird, ob es zu der Klasse gehört oder zum Rest. Es werden
somit für M Klassen M binäre SVM Klassifikatoren verwendet. Hier kann es vorkom-
men, dass die Zuordnung nicht eindeutig ist und ein Testobjekt mehreren oder keiner
Klasse zugeordnet wird. Beim OVO Prinzip wird für jede Kombination von zwei Klas-
sen geprüft, zu welcher der Klassen ein Testobjekt eher gehört. Für M Klassen werden
somit M(M−1)2 binäre Klassifikatoren trainiert. Das Testobjekt wird jener Klasse zuge-
ordnet, die von den binären Klassifikatoren mehrheitlich vorhergesagt wurde. Dieses
Verfahren ist durch die hohe Zahl an Klassifikatoren sehr aufwendig. [TK09]
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3.5 Training und Bewertung der Klassifikatoren
3.5.1 Kreuzvalidierung
Die Kreuzvalidierung (engl. cross validation) nach [RTL09] ist eine statistisches Ver-
fahren um Lernalgorithmen zu bewerten und zu vergleichen, indem die Daten in Par-
titionen unterteilt werden.
Hintergrund ist, dass für die Bewertung von Klassifikation und Klassifikator neben
vorklassifizierten Trainingsdaten auch ein Testdatensatz benötigt wird, dessen korrek-
te Klasseneinteilung bekannt ist. Das Annotieren von Datensätzen ist sehr zeitaufwen-
dig, weshalb vorklassifizierte Datensätze meist nur in stark begrenztem Umfang zur
Verfügung stehen. Einerseits sollen die Daten daher so effizient wie möglich genutzt
werden, andererseits dürfen unter keinen Umständen Trainingsdaten zugleich auch
als Testdaten verwendet werden. Um diese Trennung von Trainings- und Testdaten zu
gewährleisten und dabei dennoch möglichst viele der vorklassifizierten Daten für das
Training nutzen zu können, wendet man eine Kreuzvalidierung (KV) an.
Für eine k-fache KV bedeutet dies, dass der annotierte Datensatz in k (ungefähr)
gleichgroße Gruppen unterteilt wird. Anschließend wird die Klassifizierung k Mal
durchgeführt, wobei in jedem Durchlauf eine andere Gruppe als Testdatensatz dient.
Die verbleibenden Gruppen bilden zusammen jeweils die Trainingsdaten. Für jeden
der k Durchläufe wird verglichen, ob die Testdaten das mit Hilfe der Trainingsdaten
aufgestellte Modell bestätigen.In der Praxis hat sich gezeigt, dass sich die 10-fache KV
besonders gut eignet.
Zu den verbesserten Varianten der Kreuzvalidierung gehören die stratifizierte Kreuz-
validierung sowie die Leave-One-Out Kreuzvalidierung.
Stratifizierte Kreuzvalidierung Die k-fache stratifizierte Kreuzvalidierung unterschei-
det sich von der herkömmlichen k-fachen Kreuzvalidierung nur in der Aufteilung der
Daten in die k Gruppen. Während Letztere die Daten zufällig auf die k Gruppen ver-
teilt, stellt Erstgenannte sicher, dass in jeder Gruppe mindestens ein Repräsentant jeder
Klasse vertreten ist.
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Leave-One-Out-Kreuzvalidierung Die LOO-KV entspricht einer N-fachen Kreuzva-
lidierung, wobei N der Anzahl der Elemente im Datensatz entspricht. Dies bedeutet,
dass N Durchläufe erfolgen, jeweils mit N-1 Trainingsdaten und einem Testelement.
Der Rechenaufwand für dieses Verfahren ist entsprechend höher als bei der herkömm-
lichen Kreuzvalidierung.
3.5.2 Konfusionsmatrix
Die Bewertung eines Klassifikators erfolgt durch Vergleich der Klassifikation (Ergebnis
der Klassifizierung) mit den tatsächlichen Klassenzugehörigkeiten. Dieser Vergleich
ergibt die sogenannte Konfusionsmatrix, auch als Wahrheitsmatrix bekannt. Abb. 3.24
zeigt die Konfusionsmatrix für ein Zweiklassenproblem. Sie bezieht sich also auf eine
Frage wie „Klasse A oder nicht Klasse A“.
Abbildung 3.24: Konfusionsmatrix. (Basis: [Faw06] )
Die Zeilensummen in Abb. 3.24 stehen für das Ergebnis der Klassifikation, die Spal-
tensummen für das wahre Ergebnis. Wäre die Klassifikationsaufgabe „Erkennung ei-
nes PKW“, so bezeichnet man alle als PKW klassifizierten Objekte, die auch tatsächlich
PKW sind als „True Positive“. Analog fallen Objekte, die keine PKW sind und auch als
„kein PWK“ erkannt wurden in die Rubrik „True Negative“. Entspricht die Klassifika-
tion nicht der wahren Klassenzuordnung, so spricht man von „False Negative“ wenn
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ein PKW nicht als solcher erkannt wurde und von „False Positive“ wenn ein Objekt
fälschlicherweise für einen PKW gehalten wird.
Da in dieser Arbeit ein Mehrklassen-Problem vorliegt, liegt für M zu unterschei-
dende Klassen anstelle der 2x2 Matrix eine MxM Matrix vor. Bei Mehrklassen-Problemen
ist eine Einteilung gemäß der Konfusionsmatrix nur sinnvoll, wenn es auf die einzel-
nen Klasse bezogen als OVA Problem betrachtet wird (A,¬A).
Tabelle 3.3 zeigt die Interpretation der Konfusionsmatrix für Mehrklassen-Probleme
bezogen auf alle Klassen.
wahre Klasse
geschätzte Klasse
PKW LKW Zweirad Fußgänger
PKW korrekt falsch falsch falsch
LKW falsch korrekt falsch falsch
Zweirad falsch falsch korrekt falsch
Fußgänger falsch falsch falsch korrekt
Tabelle 3.3: Konfusionsmatrix für Mehrklassen-Probleme.
Arbeitet ein Klassifikator für alle Klassen fehlerfrei, so ergibt sich als Konfusionsmatrix
eine Diagonalmatrix.
Aus den Werten der Konfusionsmatrix lassen sich einige Kennzahlen ableiten, die
für die Bewertung der Klassifikation entscheidend sind. Einige wichtige Kennzahlen,
die in dieser Arbeit für Vergleich und Bewertung der Klassifikatoren verwendet wur-
den, werden im nächsten Abschnitt vorgestellt.
3.5.3 Kennzahlen zur Bewertung einer Klassifikation
In dieser Arbeit wurden insbesondere die Kennzahlen Sensitivität und Ausfallrate als
klassenindividuelles Bewertungsmaß sowie „Overall Accuracy“ und Kappa-Koeffizient
für die Gesamtbewertung verwendet. Es werden die Definitionen der Kennzahlen
nach [Sze11] und [Faw06] vorgestellt.
Sensitivität (TPR) [True Positive Rate, Empfindlichkeit, Trefferquote/Hit Rate]
Anteil der korrekt als positiv klassifizierten Objekte an der Gesamtheit der tatsächlich
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positiven Objekte: TPR = TPTP+FN =
TP
P
Spezifität (TNR) [True Negative Rate oder Correct Rejection Rate]
Anteil der korrekt als negativ klassifizierten Objekte an der Gesamtheit der in Wirk-
lichkeit negativen Objekte. TNR = TNTN+FP =
TN
N
Falsch-Positiv-Rate (FPR) [Ausfallrate/Fall Out, Falschalarmrate]
Anteil der fehlerhaft als positiv klassifizierten Objekte an der Gesamtheit der negativen
Objekte: FPR = FPTN+FP =
FP
N = 1− Spezifität
Präzision (PPV) [Precision, Positive Predictive Value, Relevanz, Wirksamkeit, Genauigkeit]
Anteil korrekt als positiv erkannter Objekte an der Gesamtheit der als positiv erkann-
ten Objekte: PPV = TPTP+FP
Accuracy (Acc) [Treffergenauigkeit]
Anteil der korrekt klassifizierten Objekte an der Gesamtzahl der Objekte:
Acc = TP+TNP+N . Die Kennzahl eignet sich sowohl für binäre als auch für Mehrklassen-
Probleme.
Kappa-Koeffizient
Differenz der beobachteten Übereinstimmung und der erwarteten zufälligen Überein-
stimmung im Verhältnis zum Fall der kompletten Übereinstimmung (100% korrekt
klassifiziert). Der Kappa-Koeffizient ermöglicht die Bewertung der Klassifikation un-
ter Einbeziehen von zufällig korrekten Klassenzuordnungen. Für eine fehlerfreie Klas-
sifikation ergibt sich κ = 1 und für eine systematisch falsche Klassifikation κ = −1.
Gemäß [HU05] berechnet sich der Kappa-Koeffizient für eine Konfusionsmatrix der










wobei „:“ für ganze Zeile bzw. ganze Spalte steht. Die Kennzahl eignet sich sowohl
für binäre als auch für Mehrklassen-Probleme.
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3.5.4 Receiver Operating Characteristic (ROC)
Die Zuordnung von Merkmalsvektoren zu Klassen erfolgt anhand ihrer Distanz zu
Klassenrepräsentanten. Je nachdem wie die Distanz bis zu der ein Objekt noch zu ei-
ner Klasse gehört, gewählt wird, werden einem Repräsentanten tendenziell zu wenige
(Schwellwert klein) oder zu viele (Schwellwert groß) Merkmalsvektoren und damit
Objekte zugeordnet (vgl. Abb. 3.25 ).
Abbildung 3.25: Schwellwerte.
Der erste Fall führt dazu, dass sowohl die TPR, als auch die FPR groß sind. Im
zweiten Fall verhalten sich die Werte genau umgekehrt. Angestrebt wird jedoch eine
hohe TPR und eine möglichst geringe FPR. Für welche Schwellwerte man hier das bes-
te Ergebnis erreicht, ist in sogenannten ROC Kurven ersichtlich. Diese sind primär für
probabilistische Klassifikatoren (die mit Schwellwerten arbeiten) und binäre Entschei-
dungsprobleme geeignet. Das Verfahren ist so in dieser Form daher für diskrete Klas-
sifikatoren und Mehrklassen-Probleme, wie sie Gegenstand dieser Arbeit sind, nicht
anwendbar. [Faw06]
Die ROC Kurven können jedoch auch für die Justierung diskreter Klassifikatoren
hilfreich sein. Hier werden anstelle unterschiedlicher Schwellwerte verschiedene Pa-
rametereinstellungen miteinander verglichen. So können beispielsweise die optimale
Zahl an Partitionen für die Kreuzvalidierung oder klassifikatorspezifische Parameter
wie die Anzahl nächster Nachbarn bei der k-NN Klassifikation ermittelt werden.
Um eine ROC für ein Mehrklassen-Problem zu erzeugen, muss Letzteres auf meh-
rere Zweiklassenprobleme (A,¬A) herunter gebrochen werden. Es ergibt sich dann für
jede Klasse eine eigene ROC Kurve.
Abb. 3.26 zeigt, wie ROC Kurven anhand ihrer Lage zu interpretieren ist. Dies soll
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nachfolgend grob erläutert werden: Auf der Abszisse wird die FPR und auf der Ordi-
nate die TPR abgetragen. Sowohl Definitions- als auch Wertebereich liegen zwischen
Null und Eins. Die Diagonale zwischen Ursprung (0,0) und dem Punkt (1,1) entspricht
dem Ergebnis einer rein zufälligen Klassifikation. Ein Klassifikator dessen Performan-
ce unterhalb dieser Diagonalen liegt, ist somit ungeeignet. Den Bereich akzeptabler
Performance kann man wiederum in die Abschnitte konservative und liberale Per-
formance teilen. Bei konservativen Klassifikatoren wird der Anteil an FalsePositives
so gering gehalten wie möglich. Man möchte sicher sein können, dass ein erkanntes
Objekte auch tatsächlich zu den gesuchten Objekten gehört. Dafür nimmt man eine
geringere Anzahl an TruePositives in Kauf. Liberale Klassifikatoren verhalten sich ent-
sprechend andersherum und nehmen für mehr TruePositives einen größeren β-Fehler
(Fehler 2.Art) in Kauf. Der Klassifikator ist optimal eingestellt, wenn der Punkt (0,1)
erreicht wird.
[Sze11]




4.1 Datengrundlage und Vorverarbeitung
Als Datengrundlage dienen fünf Verkehrsvideos, die von drei SmartCams des DLR
(Deutsches Zentrum für Luft- und Raumfahrt) in Berlin aufgenommen wurden. Die
Kameras befinden sich an der Kreuzung Rudower-Chaussee/Wegedornstraße in Ber-
lin Adlershof. Die SmartCams sind in einer Höhe von 20 Metern angebracht. Sie haben
eine Auflösung von 1392 x 1040 Pixel und eine Bildrate von 20 fps (frames per se-
cond). Detailliertere Informationen zu technischen Spezifika sind in [Leu10] verfügbar.
Die Kameras sind mit einem Videoserver verbunden, über den die Signale in unter-
schiedlicher Größe und Qualität abgerufen werden können. Mit dem Videoserver ist
ein Bildverarbeitungsserver verbunden, dessen Systemarchitektur in Abb. 4.1 abgebil-
det ist. Ein Objekterkennungsmodul detektiert mit Hilfe eines Hintergrundschätzers1
bzw. optischem Fluss Bewegung im Bild und segmentiert die entsprechenden Regio-
nen. Diese inhaltlich zusammenhängenden Regionen stellen im Weiteren die Objekte
dar, die es zu klassifizieren gilt.
Aus den fünf Verkehrsvideos wurden insgesamt 85.517 Einzelbilder gewonnen.
Aufeinanderfolgende Frames die keine oder kaum Änderungen aufweisen wurden
nicht verwendet. Da der Hintergrundschätzer nicht zuverlässig nur Fahrzeuge und
Fußgänger als Objekte erkennt, musste ein beträchtlicher Teil der Bilder aussortiert
werden, da in ihnen keine (erkennbaren) Verkehrsobjekte enthalten waren (vgl. Abb.
1Es wurde der „BackgroundSubtractorMOG2“ nach Zivkovic von openCV verwendet. [Bra12]
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Abbildung 4.1: Vorverarbeitung. [KJ13]
4.2). Weitere Frames konnten nicht verwendet werden, weil mangelhafte Belichtungs-
verhältnisse oder unzureichende Bildauflösung eine Klassenzuordnung auch für das
menschliche Auge nicht zuließen (vgl. Abb. 4.2). Die übrigen Bilddaten können als
Test- und Trainingsdaten genutzt werden.
Abbildung 4.2: Negative Bildbeispiele.
Für die Verwendung überwacht lernender Klassifikatoren und zur Beurteilung der
Klassifikationsgüte sind annotierte, also bereits klassifizierte Daten nötig - die soge-
nannte Ground Truth. Da die automatische Einteilung von Objekten aus Videosequen-
zen in Klassen unterschiedlicher Verkehrsobjekte das Ziel dieser Arbeit ist, muss die
Vorklassifizierung von Hand durchgeführt werden. In einem ersten Schritt wurden die
Bilder den Klassen PKW, Liefer-PKW, Kleinbus/Lieferwagen, Bus, LKW, andere Nutz-
fahrzeuge, motorisierte Zweiräder, Fahrräder, Fußgänger und Fußgängergruppen zu-
geordnet (vgl. Abb. 4.3) - diese sehr detaillierte Klassifikation ermöglicht maximale
Flexibilität in Bezug auf die durchzuführenden Versuche. Realisiert wird die Klassen-
zuordnung durch Aufteilung der Bilder in Unterordner, die jeweils die Bilder einer
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Klasse beinhalten. Der Basisdatensatz, in dem die wichtigsten Fahrzeugarten sowie
Fußgänger enthalten sind, umfasst 1.757 Objekte. Nicht verwendet werden Fußgän-
gergruppen und ungewöhnlich geformte Nutzfahrzeuge.
Abbildung 4.3: Beispielbilder der Objektklassen.
Desweiteren wurden mehrere adaptierte Datensätze erstellt. Sie unterscheiden sich
beispielsweise in der Anzahl der unterschiedenen Klassen, in der Güte der Konturbe-
schreibung oder der Perspektive aus der die Fahrzeuge zu sehen sind.
Folgende Datensätze wurden für die Experimente verwendet:
• DatensatzI: Datensatz aus 1712 Objekten eingeteilt in fünf Klassen:
805 Klasse 1 „PKW“, 44 Klasse 2 „LKW“, 68 Klasse 3 „Bus“, 266 Klasse 4 „Zwei-
rad“, 529 Klasse 5 „Fußgänger“.
Größe, Lichtverhältnisse und Perspektive der Objekte bzw. Bilder unterscheiden
sich zum Teil erheblich.
• DatensatzI I: Datensatz aus 713 Objekten aus schräg seitlichem Blickwinkel, ein-
geteilt in fünf Klassen:
291 Klasse 1 „PKW“, 21 Klasse 2 „LKW“, 17 Klasse 3 „Bus“, 76 Klasse 4 „Zwei-
rad“, 308 Klasse 5 „Fußgänger“.
Größe und Lichtverhältnisse der Objekte bzw. Bilder unterscheiden sich zum Teil
erheblich. Perspektive relativ konstant.
• DatensatzI I I: Datensatz aus 1712 Objekten eingeteilt in vier Klassen:
849 Klasse 1 „PKW/LKW“, 68 Klasse 2 „Bus“, 266 Klasse 3 „Zweirad“, 529 Klasse
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4 „Fußgänger“.
Größe, Lichtverhältnisse und Perspektive der Objekte bzw. Bilder unterscheiden
sich zum Teil erheblich.
Für jedes einzelne Objekt gibt es vier Dateien. Zwei Bilddateien im PNG-Format
(Portable Network Graphics Format), wobei eines in Farbe und eines in Graustufen
ist, und zwei Textdokumente, in denen die Koordinatenpunkte der extrahierten Ob-
jektkontur bzw. der konvexen Hülle der Kontur, sowie teilweise Informationen zur
Skalierung enthalten sind. Kontur und konvexe Hülle sind die Ergebnisse der Vorver-
arbeitung in C++. Mit Hilfe eines Hintergrundschätzers wurden die Objekte detek-
tiert und mit Hilfe der openCV Funktionen „findContours“ und „convexHull“ wur-
den die Koordinatenpunkte erzeugt, auf denen die Klassifikation dieser Arbeit basiert.
Der große Unterschied zwischen den beiden Konturrepräsentationen ist, dass bei Fuß-
gängern, Spezialfahrzeugen und durch Fehler in der Erkennung von Objektkonturen
konkave Objektformen entstehen (vgl. Abb. 4.4), was in der weiteren Bearbeitung zum
Teil problematisch ist. Zudem kompensiert die konvexe Hülle teilweise die Fehlerken-
nung bei Fahrzeugen recht gut, sodass zumindest eine Fahrzeugähnliche Form ent-
steht. Es wurde dennoch mit beiden Formrepräsentanten gearbeitet, da die Fehler in
der Fahrzeugerkennung oft ähnlich sind und möglich ist, dass PKW auf Grund die-
ser vermeintlich falschen Kontur zuverlässiger erkannt werden als mit der konvexen
Hülle, die oft weniger markant ist.
Abbildung 4.4: Objektkonturen.
Die extrahierten Objektkonturen werden in ein Matlab Programm eingelesen. Dort
wird das Objektmerkmal "Kontur", bzw. seine Repräsentanten, mit Hilfe von Fourier
Deskriptoren (FD) beschrieben. Diese bilden zusammen den Merkmalsvektor des Ob-
jektes, der im Klassifikator mit den Klasseneigenschaften verglichen wird. Die Matlab
Implementierung in dieser Arbeit erzeugt für drei Klassifikatoren die Klassenzuord-
nungen der aus den Videos extrahierten Objekte.
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4.2 Fourier Deskriptoren
Im ersten Schritt muss die Kontur abgetastet werden, eine Repräsentationsart gewählt
und die Fourier Transformation (FT) gebildet werden. Durch Normierung werden die
Fourier Koeffizienten der FT zu Fourier Deskriptoren (FD). Das Vorgehen wird im Fol-
genden etwas näher beschrieben.
Die Implementierung erfolgt in Matlab unter Verwendung sowohl eigener, als auch
von Mathworks bereitgestellter Matlab-Funktionen.
Zunächst werden die Bilddaten samt ihrer Klassenzugehörigkeit eingelesen. In Ab-
hängigkeit der Wahl der Parameter „ f w-abt-N-b“ unterscheidet sich der weitere Ab-
lauf. Die Parameter sollen hier kurz vorgestellt werden, da Sie wichtige Stellhebel für
die Justierung der Klassifikatoren darstellen und daher in diesem Kapitel häufig er-
wähnt werden.
„fw“ bzw. „formWahl“ Dieser Parameter bestimmt, ob die Koordinaten der Objekt-
kontur ( f ormWahl=0) oder der konvexen Hülle ( f ormWahl=1) verwendet werden. Zu
beachten ist, dass für f ormWahl=0 keine winkelgleiche Abtastung möglich ist, da es
hier bei konkaven Formen zu Uneindeutigkeiten kommen kann.
„abt“ bzw. „Abtastung“ Abtastung legt die Art der Abtastung und die Shape Signa-
ture fest, also wie die Form repräsentiert wird.
• Abtastung = 0 Die Form wird äquidistant an N Punkten abgetastet. Es wer-
den die Centroid Distances (Schwerpunktdistanzen) erzeugt und eine reelle FT
durchgeführt.
• Abtastung = 1 Wie 0, aber mit winkelgleicher Abtastung der konvexen Hülle.
• Abtastung = 2 Äquidistante Abtastung der Form. Koordinaten werden als kom-
plexe Zahlen interpretiert und eine komplexe FT durchgeführt.
• Abtastung = 3 Wie 2, aber mit winkelgleicher Abtastung der konvexen Hülle.
„N“ Anzahl der Abtastpunkte. Da die Algorithmen mit der FFT arbeiten, sollte hier
eine Zweierpotenz gewählt werden. In den Experimenten werden zwar auch unter-
schiedliche Einstellungen für N betrachtet, jedoch ist die Relevanz dieses Parameters
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als niedrig einzustufen. Ein sehr niedriges N sollte vermieden werden, da es einen
großen Informationsverlust bewirken kann. Hohe Abtastraten sind dafür recheninten-
siver, erhalten aber vorerst die Informationen, die später durch Reduktion der FD An-
zahl noch verringert werden kann.
„b“ Anzahl verwendeter Fourier Deskriptoren. Da nicht alle hochfrequenten Infor-
mationen (Details) benötigt werden, bestimmt man mit diesem Parameter die Anzahl
der FD, die für die Klassifikation als Objektmerkmale dienen sollen.
In Abhängigkeit der Wahl des Parameters formWahl werden die Koordinatenpunkte
aus der Datei mit den ursprünglichen Objektkonturen oder der Datei mit den kon-
vexen Hüllen ausgelesen. Anschließend wird die Kontur an N Punkten in gleichen
Abständen abgetastet. Wurde die äquidistante Abtastung gewählt, so wird die Kontur
in N gleichlange Konturstücke unterteilt. Für die winkelgleiche Abtastung bilden die
N Schnittpunkte von Kontur und N2 sternförmig angeordneten Geraden die Abtast-
punkte.
Werden komplexe Zahlen als Shape Signature verwendet, so bilden die Koordina-
ten direkt die Eingangswerte für die komplexe Fourier Transformation. Für die reelle
Fourier Transformation müssen die Koordinaten erst in Centroid Distances umgerech-
net werden, indem von jedem Konturpunkt die Distanz zum Polygonschwerpunkt
bestimmt wird. Diese eindimensionalen Daten bilden die Eingangswerte für die reelle
FT.
Die reelle Fourier Transformation wurde selbst implementiert und mit der Matlab-
funktion fft() verifiziert, die komplexe Fourier Transformation wurde direkt über fft()
ermittelt. Die Algorithmen der Matlabfunktion entsprechen, wie der Name fft schon
sagt, einer Fast Fourier Transformation.
Normierung Die Normierung der Fourier Koeffizienten erfolgt für komplexe und re-
elle FT gemäß der Beschreibung aus Abschnitt 3.2 . Die nun translations-, skalierungs-,
rotations- und startpunktinvarianten Fourier Koeffizienten bilden die Fourier Deskrip-
toren. Deren Anzahl wird nun auf b reduziert.
Bei den FDs der reellen FT können nun einfach die ersten b Elemente des Vektors
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mit den N2 FDs (nullte Frequenz fällt durch Normierung weg) als Merkmalsvektor für
die Klassifikation verwendet werden. Hintergrund ist, dass die negativen Frequenzen
nicht betrachtet werden, da sie den komplex Konjugierten der positiven Frequenzen
entsprechen und somit keine zusätzliche Information enthalten.
Der Vektor mit den FDs der komplexen FT enthält sowohl positive als auch nega-
tive Frequenzen und somit N Elemente, von denen nach der Normierung noch N-2
FDs übrig bleiben. Eine positive und die entsprechende negative Frequenz bilden je-
weils ein Koeffizientenpaar. Der Merkmalsvektor für die Klassifikation wird daher von
b Koeffizientenpaaren gebildet.
Anhand der so ermittelten Merkmalsvektoren, auch Feature Vectors genannt, ord-
nen Klassifikatoren Objekte in die Klasse ein, zu der sie die größte Ähnlichkeit aufwei-
sen.
4.3 Bewertungsmechanismen
Bevor die Implementierung der Klassifikatoren samt Experimenten erläutert wird, soll
an dieser Stelle noch kurz die Implementierung der Methoden vorgestellt werden, die
hauptsächlich zur Bewertung herangezogen wurden. Zu nennen sind in diesem Zu-
sammenhang die Kreuzvalidierung, ROC Kurve, Kappa-Koeffizient und Accuracy.
Kreuzvalidierung
Die Indizes der Test- und Trainingsdaten für die K-fache Kreuzvalidierung werden
mit Hilfe der Matlabfunktion Index=crossvalind(’Kfold’, N, K) generiert. In dieser Arbeit
wurde eine k-fache stratifizierte Kreuzvalidierung verwendet, indem der Funktion an-
stelle der Objektanzahl N, ein Vektor mit Klassenzugehörigkeiten übergeben wird. Der
optimale Wert K wurde für jeden Klassifikator mit Hilfe einer ROC Kurve ermittelt. In
weniger eindeutigen Fällen wurde k=10 angenommen, da sich dieser Wert in der Pra-
xis bewährt hat. [RTL09]
Performance Bewertung/Konfusionsmatrix
Für die Beurteilung der Performance der Klassifikatoren wurde die Matlab Funktion
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classperf(truelabels, classout) aus der Bioinformatics Toolbox genutzt. Der Funktion wer-
den die wahren und die vom Klassifikator geschätzten Klassenzuordnungen überge-
ben. Mit diesen Informationen werden eine Konfusionsmatrix sowie Kennzahlen, wie
beispielsweise Fehlerrate, Sensitivität oder Spezifität erzeugt. Wie in Abschnitt 3.5.1
bereits erläutert, werden die Klassifikatoren unter Zuhilfenahme des Verfahrens der
Kreuzvalidierung traininiert und bewertet. Aus diesem Grund wird vor Durchführung
der Kreuzvalidierung mittels cp = classperf(truelabels) ein leeres „Classifier Performance
Object (CPO)“ erzeugt und initialisiert. Da das Klassifikationsergebnis aller Kreuzvali-
dierungsdurchläufe von Interesse ist, muss das Classifier Performance Object in jedem
Durchlauf mit Hilfe von cp = classperf(cp,. . . ) aktualisiert werden.
ROC Kurve
Die Receiver Operating Characteristic findet in dieser Arbeit Anwendung um Parame-
ter der Klassifikatoren zu testen, um die optimale Anzahl der Partitionen der Kreuzva-
lidierungen zu ermitteln und um diskrete Klassifikatoren (die in der ROC jeweils nur
einen Punkt ergeben) zu vergleichen.
Die ROC arbeitet eigentlich mit Matrizen, in denen jedem Objekt ein Score zuge-
ordnet ist. Sie sucht dann den Entscheidungsschwellwert (Threshold), für den die TPR
maximal und die FPR minimal wird. Da die hier verwendeten diskreten Klassifika-
toren keine Scores ausgeben, sondern direkt die Klassenzuordnungen, wurde auf die
Verwendung der ROC Standardfunktionen aus der Neural Network Toolbox verzich-
tet. Stattdessen wurde eine eigene Funktion plotROC() kreiert. Die Funktion plottet
eine Graphik, in der es für jede Klasse eine ROC Kurve gibt. Die Kurven bzw. Punkte
definieren sich über die True Positive und False Positive Ratios für die jeweiligen Pa-
rametereinstellungen. Die ROC Kurven werden ausgewertet und der Parameterwert
mit dem besten Ergebnis in die jeweilige Klassifikatorimplementierung übernommen.
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4.4 Clustering-Verfahren
4.4.1 Dendrogramm
Es wird die Funktion dendrogram(linkage(pdist(X,distance),method),parameter) mit eukli-
discher Distanz als distance und der method „Single Linkage“2 verwendet.
Die Matlab-Funktion dendrogram(Z, parameter) erzeugt einen Dendrogramm-Plot
für den hierarchischen, binären Clusterbaum Z. Der Clusterbaum kann mit Hilfe der
Funktionen pdist, die eine Distanzmatrix der Merkmalsvektoren erzeugt, und linkage
generiert werden. Letztere Funktion erzeugt aus der Distanzmatrix einen agglomerie-
renden, bottom-up generierten, hierarchischen Clusterbaum Z. Das heißt, sie fusioniert
schrittweise Cluster mit großer Ähnlichkeit, also kleinster Distanz. Der Betrachter kann
mit Hilfe des Dendrogramm-Plots auf den ersten Blick erkennen, ob es eine klare Ab-
grenzung von Clustern gibt oder nicht. Auch die konkrete Zuordnung der Objekte zu
Clustern kann für die jeweiligen Partitionslevels (horizontale Ebene) abgelesen wer-
den. Die Wahl des Partitionslevels kann an der angestrebten Clusteranzahl oder einer
Mindestdistanz (Höhe der vertikalen Linien) zwischen Clustern orientiert werden.
Experimente Es wurden Dendrogramme für unterschiedliche Einstellungen in Be-
zug auf die Generierung der FDs erzeugt und bewertet. Für DatensatzI konnten die
fünf Klassen für keine Kombination der Parameter f w-abt-N-b als Cluster erkannt
werden. Besonders schlecht war das Clustering auf Basis der extrahierten Fahrzeug-
konturen fw=0. Etwas mehr Struktur ergab sich für die Parameter 1-2-N-b, wobei nur
ein Fourier Deskriptor (b=1) oft bessere Ergebnisse brachte als die Verwendung meh-
rerer FDs. Dies ist bereits ein Hinweis darauf, dass die vorliegenden Daten keine kla-
ren Clusterstrukturen enthalten. Zwar konnten gewisse Strukturen erkannt werden,
die geschätzten Clusterzuordnungen waren jedoch durchwegs mangelhaft. So wurden
für alle Parametereinstellungen circa 99% aller Objekte demselben Cluster zugeordnet.
Den restlichen Clustern gehörten jeweils nur sehr wenige Objekte an, die vermutlich
Ausreißer sind und sich daher vom Rest der Objekte abheben. Einige Ergebnisse der
2Distanz bezieht sich auf den kleinsten Abstand aller Objektpaarungen der beiden Cluster.
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Experimente sind Abb. 4.5 zu entnehmen. Zum Vergleich ist ganz links ein idealisier-
tes Dendrogramm abgebildet, was das schwache Ergebnis der beiden rechten Dendro-
gramme aus den Experimenten nochmals verdeutlicht Das mittlere Dendrogramm in
Abbildung 4.5: Dendrogramme.
4.5 ist Ergebnis eines Clustering mit den Einstellungen 1-2-32-1, das Rechte zeigt die
innere Struktur für 0-2-32-1. Im Letzteren lassen sich die erkannten Cluster sogar nur
erahnen, da bis auf Einzelfälle (Peak ganz rechts) alle Objekte als ähnlich (schwarzer
flacher Balken über fast alle Objekte) erachtet wurden. Insgesamt konnte für keine Pa-
rametereinstellung eine Clusterstruktur entdeckt werden, die einen Zusammenhang
mit den tatsächlichen Objektklassen aufweist. Die Analyse der Daten mittels Dendro-
gramm zeigt somit, dass es nicht leicht sein wird, eine sinnvolle Abgrenzung der Klas-
sen zu finden. Die Daten bilden keine klaren, abgegrenzten und eindeutigen Grup-
pierungen. Es sind, zumindest mit diesem Verfahren, keine Strukturen in den Daten
erkennbar, die eine Einteilung in mehr als zwei Klassen unterstützen würden.
4.4.2 k-Means
Das k-Means Clustering wird in Matlab mit der Funktion IDX = kmeans(X,k) realisiert.
Hierbei werden die Objekte in k Cluster geteilt, indem die Summe der clusterinter-
nen (kumulierten) euklidischen Distanzen zwischen Merkmalsvektoren und Cluster-
schwerpunkt über alle Cluster minimiert wird.
Für das Clustering der Fahrzeugkonturmerkmale wird getestet, mit welcher Clus-
terzahl der Silhouettenkoeffizient maximal wird. Der k-Means Algorithmus wird mit
zufällig gewählten Startschwerpunkten mehrfach durchlaufen und die Clusterzahl mit
dem größten Silhouettenkoeffizient ausgegeben. Für die Berechnung dieses Gütema-
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ßes dienen die Matlabfunktion silhouette() , welche die Silhouettenwerte der einzelnen
Objekte enthält, und die Funktion mean(), die den Durchschnitt aller Silhouettenwerte
und somit den Silhouettenkoeffizient des Clusterings ausgibt.
Das Clustering wird auch mit der angestrebten Klassenzahl getestet und kann für
diesen Fall mit der entsprechenden Zielklassifikation verglichen werden. Um das Risi-
ko lokaler Optima zu reduzieren, werden die Startwerte für den Clusterschwerpunkt
nicht komplett zufällig aus der Menge der Merkmalsvektoren bestimmt. Stattdessen
werden Merkmalsvektoren von Objekten aus der jeweiligen Klasse gewählt. Die Wahl
erfolgt innerhalb der Klassen zufällig und wird gemäß der gewünschten Wiederho-
lungszahl mehrfach (in dieser Implementierung zehnfach) durchgeführt.
Abbildung 4.6: Silhouettenwerte k-Means fw-abt-64-6.
Experimente Tests zeigten für alle Clusterzahlen k ein klar dominantes Ergebnis für
die Einstellung 0-2-N-b, also basierend auf extrahierten Konturen und komplexer Fou-
rier Transformation (siehe Abb. 4.6 ). Es wurde außerdem festgestellt, dass die Ergeb-
nisse für k=5, was in diesem Fall der tatsächlichen Klassenzahl entsprach, unabhängig
davon war, ob die Startwerte zufällig aus der Menge aller Objekte oder gezielt aus der
jeweiligen Klasse genommen wurden (an Abb. 4.6 orange und türkis gekennzeichnet).
Durchläufe mit niedrigen Clusterzahlen schnitten deutlich besser ab als solche mit Hö-
heren. So können ganz klar zwei Cluster unterschieden werden. Auch für drei und vier
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Cluster wird mit einem Silhouettenwert von rund 0,9 (bei einem Maximum von 1) ei-
ne starke Clusterstruktur erkannt. Für die angestrebten fünf Cluster fällt das Ergebnis
mit knapp 0,7 durchschnittlich aus, kann aber noch als brauchbare Clusterstruktur be-
zeichnet werden. Die dominanten Parametereinstellungen wurden anschließend für
weitere Tests verwendet. Abb. 4.7 zeigt die Ergebnisse der Clusteringdurchläufe mit
den Einstellungen 0-2-N-b mit N=2i (i=2,...,8) und b=1, ..., N2 (maximal 15). Auch hier
ergeben sich für zwei bis vier Cluster mit Abstand die besten Ergebnisse. Während
die Zahl der Abtastpunkte kaum Einfluss auf den Silhouettenwert zu haben scheint,
dominiert vor allem bei den höheren Clusterzahlen klar das Clustering mit nur einem
Fourier Deskriptor. Da es mit nur einem Deskriptor nicht möglich sein kann, zwischen
mehreren Verkehrsobjekt-Klassen zu differenzieren, kann angenommen werden, dass
die Elemente der Objektklassen keine Cluster bilden, die mit dem k-Means Verfahren
zu erkennen sind.
Abbildung 4.7: Silhouettenwerte k-Means 0-2-N-b.
Für die anvisierte Klassenzahl „5“, erreicht der Silhouettenwert mit der Einstellung
0-2-4-1 sein Maximum. Dies ist bezeichnend, da bei Verwendung von vier Abtastpunk-
ten und nur einem FD ein großer der Konturinformation verloren sind. Dennoch ist
auch die Accuracy für diese Einstellung mit 36,7% am höchsten. Eine maximale Er-
kennungsrate von deutlich unter 50% kann jedoch nicht als ausreichend gewertet wer-
den. Der Plot der Silhouettenwerte (vgl. Abb. 4.8 (b)) aller Objekte für die genannten
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Einstellungen lässt Aufschlüsse auf den Hintergrund des Ergebnisses zu. So zeigt die
Graphik, dass der Großteil aller Objekte in derselben Klasse zugeordnet werden, der
zweitgrößte Cluster beinhaltete einen Teil vermutlich falsch zugeordneter Objekte (er-
kennbar an vorhandenen negativen Silhouettenwerten) und den verbelibenden drei
Clustern wurden kaum Objekte zugeordnet. Die Accuracy von 36,7% ist darauf zu-
rückzuführen, dass der Cluster dem fast alle Objekte angehören, auch einen Großteil
der Elemente der stark vertretenen Klasse PKW (40% aller Elemente) enthält, und diese
als „True Positive“ gewertet wurden.
Zur Verdeutlichung ist Abb. 4.8 (a) zu entnehmen, wie der Silhouettenplot im Ide-
alfall aussehen sollte. Die Ergebnisse in (b) könnten ein Hinweis darauf sein, dass die
Klassifikation mit Unterscheidung von drei oder vier statt fünf Klassen bessere Ergeb-
nisse bringen könnte, da hier etwas klarere Clusterstrukturen erkannt werden.
Abbildung 4.8: Silhouette 5-Means(a)idealisiert (b)0-2-4-1.
4.5 Klassifikatoren
Eine erfolgreiche Klassifikation setzt voraus, dass alle Parameter in Bezug auf den
Klassifikator, aber auch in Bezug auf die vorgelagerten Prozesse geeignet gewählt sind.
Die Parameter der jeweiligen Verfahren werden im Zusammenhang mit der Erläute-
rung der Implementierung vorgestellt. Bevor im Versuch Erkennungsraten ermittelt
werden können, erfolgen eine Reihe von Vorversuchen, die gewährleisten sollen, dass
alle Stellhebel so gut wie möglich eingestellt und aufeinander abgestimmt sind. Hier-
für wurde für alle Klassifikatoren nach folgendem Schema vorgegangen:
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1. Vorversuche zur Ermittlung möglicher Werte für die Parameter f w-abt-N-b und
K nach dem „Trail and Error“-Prinzip und unter Verwendung von Erfahrungs-
werten und Hinweisen aus der Literatur. Für klassifikatorspezifische Parameter
werden zunächst die Standardwerte verwendet, wenn nicht auf Grundlage der
Literaturrecherche anders entschieden wurde.
2. Bewertung der sechs Kombinationsmöglichkeiten für die Parameter f w und abt.
Die restlichen Parameter werden gemäß (1) festgelegt. Auswahl der besten Kom-
bination für weitere Tests.
3. Finden des besten K für die K-fache Kreuzvalidierung mit Hilfe von ROC Kur-
ven.
4. Bestimmung geeigneter Werte für N-b mittels ROC Kurven und teilweise Perfor-
mance Diagramm.
5. Ggf. Wiederholung von Punkt(2) mit neu ermittelten Parametern N-b und K.
6. Ggf. Tests zur klassifikatorspezifische Parameter.
4.5.1 Minimum Distance Classifier (MDC)
Der in dieser Arbeit implementierte MDC ordnet Objekte derjenigen Klasse zu, zu
deren Mittelpunkt die euklidische Distanz minimal ist. Die entsprechende Funktion
wurde selber erzeugt und nutzt die Matlabfunktion pdist() zur Generierung der Di-
stanzmatrix. Training und Test wurden im Rahmen einer K-fachen Kreuzvalidierung
durchgeführt, wobei die Klassifikationsgüte für Werte K=2 bis 20 mittels ROC Kurven
verglichen wurde.
Experimente
fw-abt Nachdem erste Vorversuche bereits ergaben, dass die Klassifikation mit den
Parametern N=64, b=4 und K=18 brauchbare Ergebnisse liefert, wurden diese Werte
für Experimente zum Finden der besten Kombination von f w und abt verwendet (vgl.
Tabelle 4.1). Es wurden jeweils die Accuracy(Acc), der Kappa-Koeffizient (κ) sowie das
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beste K ermittelt. Da sich in vielen Fällen die 20-fache Kreuzvalidierung als die Vorteil-
hafteste herausstellte, wurden einige Tests nochmal mit K=20 durchgeführt. Mit einer
Accuracy von 37% und einem Kappa-Koeffizienten von 0,24 erwies sich 1-3-64-4 ( f w-
abt-N-b) als beste Wahl. Noch ausstehende Experimente werden für den MDC daher
basierend auf winkelgleich abgetasteten konvexen Hüllen und Complex Coordinates
als Shape Signature durchgeführt.
Test 1 2 3 4 5 6 7 8 9 10 11 12 13
K 18 20 18 20 18 20 18 20 20 20 18 20 18
f w/abt 1/0 1/0 1/1 1/1 1/2 1/2 1/3 1/3 1/3 1/3 0/0 0/0 0/2
N/b 64/4 64/4 64/4 64/4 64/4 64/4 64/4 64/4 128/4 32/4 64/4 64/4 64/4
κ 0,21 0,23 0,21 0,24 0,23 0,24 0,21 0,24 0,24 0,24 0,15 0,19 -0,01
Acc 0,33 0,35 0,33 0,37 0,34 0,36 0,34 0,37 0,37 0,37 0,29 0,32 0,31
Besseres K 20 - 20 - 20 - 20 - - - 20 - -3
Tabelle 4.1: Ergebnisse MDC für verschiedene f w-abt.
Mit den Parametern 1-3-64-4 und K=20 werden im Anschluss die, in den Vorversuchen
nur grob getesteten Parameter, nun nochmals systematisch überprüft.
K Zunächst wurden ROC Kurven für verschiedene Werte K einer K-fachen Kreuz-
validierung erzeugt und bewertet (vgl. Abb. 4.9a). Auf den ersten Blick ist ersichtlich,
dass es für jede Klasse Werte außerhalb des rötlich hinterlegtem Bereichs gibt, der eine
unzureichende Performance kennzeichnet. Der ROC Plot wurde außerdem in Matlab
stark vergrößert betrachtet, um die zugehörigen Parameter zu den geplotteten Daten-
punkten erkennen zu könne. Die Analyse ergab eine gute Eignung von K=17,18,19,20,
wobei die 20fache Kreuzvalidierung meist die besten Ergebnisse brachte. Aus diesem
Grund wurde für den Minimum Distance Classifier pauschal eine 20-fache Kreuzva-
lidierung für weitere Experimente festgelegt. Zu beachten ist, dass die Ergebnisse bei
Verwendung der konvexen Hülle als Kontur (fw=1) deutlich besser waren als jene mit
der Kontur vom Hintergrundschätzer (fw=0). Die Kombination mit komplexer FT (0-
2-64-4) führte sogar zu so schlechten Ergebnissen, dass die ROC Kurve für fast alle K
unterhalb der Diagonalen lag und der Klassifikator somit schlechter arbeitet, als eine
Zufallsmaschine (vgl. Abb. 4.9b). Der κ-Koeffizient für diese Parametereinstellung war
entsprechend auch kleiner Null.
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Abbildung 4.9: ROC für Parameter K mit (a) 1-3-64-4 und (b) 0-2-64-4.
N-b Mit den geprüften Parametern wurde dann die Klassifikationsgüte für unter-
schiedliche Abtastraten in Kombination mit der Anzahl betrachteter FDs bewertet. Aus
der Gegenüberstellung der Accuracy und Kappa Werte für alle Kombinationen N-b
mit N=2i (i=2, ...,8) und b=1, ..., N2 (maximal aber bis b=20) sind folgende Erkenntnisse
möglich (vgl. Abb. 4.10 ):
• Kein Einfluss durch Veränderung der Abtastrate, solange diese nicht irrational
klein gewählt wird (N < 16).
• Extrem schlechte Ergebnisse mit nur einem FD (b=1).
• Für steigende Anzahl berücksichtigter FDs (b) konvergiert die Klassifikationsgü-
te stets (logarithmisch) gegen ihr Maximum.
• Da aus Gründen der Recheneffizienz ein möglichst kleiner b Wert angestrebt
wird, verwendet man anstelle des Maximums den Wert, ab dem die Verbesse-
rung nur noch minimal ist.
Aus den Tests und Analysen wurde eine Standardeinstellung für den MDC von 1-
3-64-9 mit 20-facher Kreuzvalidierung als geeignete Parameterkombination gefolgert.
Die Klassifikationsgüte befindet sich mit einer Accuracy von unter 40% jedoch auf ei-
nem nicht zufriedenstellenden Niveau. Dies kann mehrere Ursachen haben. Wie das
Clustering bereits gezeigt hat, liegen keine klaren Klassengrenzen vor. Deshalb über-
rascht es nicht, dass ein so simples Verfahren wie der MDC Schwierigkeiten hat, die
Objekte korrekt zu klassifizieren. Das schlechte Ergebnis kann konkret darin begrün-
Manuela Knaak 86
4.5 Klassifikatoren 4. Implementierung und Experimente
Abbildung 4.10: Accuracy und κ-Koeffizient für 1-3-N-b und K=20.
det sein, dass Ausreißer eine Verschiebung des Schwerpunktes ihrer Klasse bewirken.
Schon wenige Ausreißer können, gerade bei kleinen Klassen, den Prototyp so verzer-
ren, dass er die Eigenschaften der Klasse nur noch unzureichend widerspiegelt. Für
das Training sollte daher ein von Ausreißern bereinigter Datensatz verwendet werden.
4.5.2 k-Nearest-Neighbor Klassifikator (k-NN)
Der k-Nearest-Neighbor (k-NN) Klassifikator wird in Matlab mit der Funktion knnclas-
sify() realisiert. Als Distanzmaß wurde die euklidische Distanz und als Entscheidungs-
regel das Mehrheitsprinzip gewählt.
Experimente Zur Bestimmung der Parameter wurden mehrere Versuche durchge-
führt.
fw-abt Zunächst wurde die Performance aller Kombinationen f w-abt-64-4 überprüft
und jeweils die am besten geeigneten Werte für k (k-NN) und K (K-fache Kreuzvali-
dierung) ermittelt (vgl. Tabelle 4.2). Das beste Ergebnis brachte mit einer Accuracy von
rund 76% die 7-NN Klassifikation mit der Parametereinstellung 0-2-64-4 und 14-facher
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Kreuzvalidierung.
Test 1 2 3 4 5 6 7 8 9 10 11 12 13 14
k/K 7/9 7/14 7/9 9/6 7/9 7/8 7/9 7/9 5/8 7/9 3/12 7/14 7/14 7/14
f w/abt 1/0 1/0 1/1 1/1 1/2 1/2 1/3 0/0 0/0 0/2 0/2 0/2 0/2 0/2
N/b 64/4 64/4 64/4 64/4 64/4 64/4 64/4 64/4 64/4 64/4 64/4 64/4 128/4 32/4
κ 0,55 0,56 0,51 0,54 0,61 0,61 0,55 0,47 0,46 0,62 0,60 0,62 0,62 0,62
Acc 0,71 0,72 0,69 0,71 0,75 0,75 0,71 0,66 0,65 0,76 0,74 0,76 0,76 0,76
better k - - 9 - - - - 5 - 3 7 - - -
better K 14 - 6 - 8 - - 8 - 12 14 - - -
Tabelle 4.2: Ergebnisse k-NN für verschiedene f w-abt.
Nicht immer führten Parametereinstellungen, die laut ROC Kurve geeignet sind, auch
zur besseren Accuracy. Hintergrund ist, dass es in der Regel keine universell „beste“
Lösung gibt. In Abhängigkeit davon, wie konservativ die Klassifikation sein soll und
wie stark Fehlklassifikation kleiner Klassen (LKW,Bus) gewichtet werden sollen, erge-
ben sich durchaus sehr unterschiedliche Parametereinstellungen für das „beste“ Er-
gebnis. Eine hohe Accuracy kann sich beispielsweise auch ergeben, wenn eine wenig
vertretene Klasse (hier LKW und Bus) geschlossen nicht erkannt wurde. Sollen auch
kleine Klassen erkannt werden, wird dafür eine niedrigere Accuracy möglicherweise
in Kauf genommen.
K Wie Abb. 4.11a zeigt, liegen die Ergebnisse für unterschiedliche Werte von K nahe
zusammen. Häufig ergaben die 9-fache oder 14-fache Kreuzvalidierung hierbei für alle
Klassen gute Ergebnisse. Insgesamt zeigt Abb. 4.11a akzeptable Ergebnisse für alle K
und alle Klassen. Allerdings schnitt Klasse 2 LKW vergleichsweise schlecht ab.
k Mit den Einstellungen 0-2-64-4 und K=14 werden in Abb.4.11 b) die ROC Kurven
der einzelnen Klassen für den Parameter k gezeigt. Erkennbar ist hier der Zielkonflikt
durch die unterschiedlichen Klassen. So ist beispielsweise zur Erkennung von LKW
und PKW ein sehr kleines k gut. Um Fußgänger, Radfahrer und Busse zu erkennen
jedoch ein möglichst großer Wert für k. Einen für alle Klassen akzeptablen Kompromiss
bietet zum Beispiel der Wert k=7.
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Abbildung 4.11: KNN (a)ROC für K mit 1-3-64-4 & k=5 (b) ROC für k mit 0-2-64-4 & K=14
N-b Ähnlich wie die Auswertung für den MDC, beeinflusst die Abtastrate die Perfor-
mance nicht, solange gilt N ≥ 16. Der Performance Vergleich für verschiedene Werte b
ergab ähnlich gute Ergebnisse für alle b ≥ 3 (vgl. Abb 4.12 ). Da es kein klares Optimum
in Bezug auf die Kombination N-b gibt, wurden im Folgenden Tests mit 0-2-128-18, 0-
2-64-10, 1-2-32-11 und 0-2-32-6 durchgeführt.
Abbildung 4.12: Performance für eine 7-NN mit 0-2-N-b & K=14.
Der 7-NN Klassifikator zeigt mit einer Accuracy von rund 75% deutlich bessere Ergeb-
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nisse als der zuvor betrachtete MDC.
4.5.3 Support Vector Machine (SVM)
Für eine binäre SVM bietet die „Matlab Statistics Toolbox“ die Funktion svmclassi-
fy(SVMStruct, Sample). Die Funktion klassifiziert die Objekte des Vektors Sample mit
Hilfe der Daten der SVM-Klassifikator-Struktur SVMStruct und gibt die Klassen in ei-
nem Vektor aus. SVMStruct wird mit Hilfe der Funktion svmtrain() erzeugt und über-
gibt Daten wie Stützvektoren, Bias oder Informationen zur Kernel Funktion an svm-
classify.
Die Funktion svmtrain() trainiert einen SVM Klassifikator mit den annotierten Trai-
ningsdaten. svmtrain() ermöglicht die Einstellung verschiedener Parameter, wie Ker-
nel, Method oder BoxConstraint C.
Die Kernel Funktion hat die Aufgabe, die Trainingsdaten in den Kernel Raum zu
mappen. Folgende Kernel Funktionen stehen in Matlab zur Verfügung:
• Linearer/Punkt- Kernel
• Quadratischer Kernel
• Gaussian Radial Basis Function (RBF) Kernel mit Skalierungsfaktor σ (standard-
mäßig σ=1)
• Polynomieller Kernel (standardmäßig 3. Ordnung)
• Multilayer Perceptron (MLP) Kernel
Gewählt wurde in dieser Arbeit der Gaussian Radial Basis Function (RBF) Kernel,
da dieser in der Literatur für vergleichbare Aufgaben als geeignet befunden wurde
und für seine universelle Einsetzbarkeit bekannt ist. [THM07] [ZAW07]
Dem Finden der Hyperebene dienen in Matlab die folgenden Methoden:
• Quadratische Programmierung (QP): Soft-Margin SVM, minimiert L2-Norm Pro-
blem (Schlupfvariable ζ2i ).
• Sequentielle Minimale Optimierung (SMO): Soft-Margin SVM, minimiert L1-Norm
Problem (Schlupfvariable ζ1i ).
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• Least-Squares/Kleinste Quadrate (LS): im Gegensatz zu den anderen Methoden
minimiert LS ein Set linearer Gleichungen anstelle eines konvexen Problems der
Quadratischen Programmierung.
Experimente
fw-abt Die Bestimmung geeigneter Parametereinstellungen für f w-abt-N-b und K
erfolgte analog zum Vorgehen bei MDC und k-NN. Mit den Parametern aus den Vor-
versuchen N-b=64-4, K=10, RBF-Kernel und LS Methode wurden Accuracy und κ-
Koeffizient für die verschiedenen Kombinationen f w-abt ermittelt. Tabelle 4.3 sind die
Ergebnisse zu entnehmen.
Test 1 2 3 4 5 6
K 10 10 10 10 10 10
f w/abt 1/0 1/1 1/2 1/3 0/0 0/2
N/b 64/4 64/4 64/4 64/4 64/4 64/4
κ 0,55 0,51 0,65 0,56 0,46 0,59
Acc 0,69 0,67 0,77 0,70 0,61 0,72
Tabelle 4.3: Ergebnisse SVM für verschiedene f w-abt.
K Die ROC Kurven mit den unterschiedlichen Werten für den Parameter K, ergaben
kein klares Ergebnis. Einige Werte wie z.B. K=2 konnten ausgeschlossen werden. Für
weitere Versuche wurde K = 10 ausgewählt, da sich dieser Wert in vielen Anwen-
dungsfällen bewährt hat - sowohl in der Literatur als auch in eigenen Tests.
N-b Für die Ermittlung der Parameter N und b wurden ein Performance-Diagramm
und ROC-Kurven erzeugt. Die Erkenntnisse der ROC-Analyse der jeweiligen Klassen
(vgl. Abb. 4.13) sind zum einen, wie bei den anderen Klassifikatoren auch, dass für die
Wahl von N, solange N >16, keinen Einfluss auf die Klassifikationsgüte hat. Zum an-
deren konnte festgestellt werden, dass die Klassifikation mit steigender Anzahl b FDs
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immer konservativer wird. Einzige Ausnahme sind hier die Klasse "Fußgänger", bei
denen zwischen b=3 und b=9 keine Ordnung erkannt werden konnte. Abgesehen von
Klasse 2 „LKW“, erreichen alle Klassen hohe TPRs von über 80% bei vergleichswei-
se kleinen FPRs von unter 20%. Für die unterschiedlichen Klassen wurden folgende
Parameterwerte als geeignet befunden:
Klasse 1 2 3 4 5
N-b 64-6 128-8 128-8 64-6 64-6
Abbildung 4.13: ROC für N-b mit 1-2-N-b & K = 10.
Kernel Abb. 4.14a zeigt die Klassifikationsgüte für unterschiedliche Kernels in Form
einer ROC Kurve. Der Vergleich wurde mit Standardparametereinstellungen durch-
geführt und kann daher nur als grobe Orientierung dienen. Wie aus der Abbildung
ersichtlich ist, übertrifft der RBF-Kernel in den meisten Fällen die anderen Kernel, was
die Wahl des RBF-Kernel im betrachteten Anwendungsfall bestätigt. Der Kernel kann
mit Hilfe des Parameters σ skaliert werden. Dieser wird gemeinsam mit dem Parame-
ter C bestimmt.
C, σ Wie Abb.4.14b zeigt, gibt es für die Wahl von σ mehrere ungefähr gleichwertige
Möglichkeiten. Wählt man σ=1 und C=BoxConstraint=1, so erhält man für alle Klassen
ein vergleichsweise gutes Klassifikationsergebnis. Ähnlich gute Ergebnisse bringt die
Kombination σ=1, C=0,1 bzw. C=0,01. Der Wert C gewichtet die Schlupfvariable und
dient somit der Bestrafung von Ausreißern. Ein hoher C Wert bedeutet eine strenge
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Abbildung 4.14: ROC für (a)Kernel (b)σ.
Trennung zwischen den Klassen - die „soft margin“ ist in diesem Fall wenig ausge-
prägt.
Method Abbildung 4.15 zeigt eine ROC Kurve, welche die Leistungsfähigkeit des
Klassifikators unter Verwendung von LS, QP und SMO im Vergleich für jede Klasse
aufzeigt. Generell brachten QP und LS stets vergleichsweise konservative Ergebnisse.
In dieser Arbeit wurde die Methode LeastSquares gewählt. Der Klassifikator ist mit
dieser Methode deutlich schneller als mit QP und etwas schneller als SMO. Die Klas-
sifikationsgüte war vergleichbar mit der unter Nutzung von QP und die False Positive
Rate war generell besser als unter Nutzung von SMO. Das Programm läuft mit LS au-
ßerdem deutlich stabiler und ist weniger speicherintensiv. Für die Nutzung von QP ist
außerdem eine „Optimization Toolbox“ Lizenz nötig.
Mehrklassen-SVM Um SVM als Klassifikatoren für Mehrklassen-Probleme nutzen
zu können müssen die Ergebnisse der binären SVM verschmolzen werden. Konkret
wurde hier das one-versus-all (OVA) Prinzip gewählt. Es wird also für jede Klasse ge-
testet, ob ein Objekt zu der jeweiligen Klasse gehört oder zu den restlichen Klassen.
Ungünstig ist, dass es somit möglich ist, dass ein Objekt keiner oder aber gleich meh-
reren Klassen zugewiesen wird. In dieser Arbeit wurden daher zwei SVM Ergebnis-
se generiert. Eines, das nur eindeutige Klassenzuweisungen anzeigt und alle anderen
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Abbildung 4.15: ROC für Method.
Objekte als nicht klassifiziert ausweist - also auch jene, die mehreren Klassen zugeord-
net wurden. Das zweite Ergebnis weist allen Objekten, die in mindestens eine Klasse
passen, ein Klassenlabel zu - die restlichen Elemente bekommen das Klassenlabel 0.
Die Entscheidung der Klassenzuordnung erfolgt bei Objekten die mehreren Klassen
zugeordnet wurden anhand eines Distanzmaßes. Die Funktion svmclassify() aus der
Matlab Toolbox ist nicht in der Lage eine Distanz auszugeben, weshalb eine eigene
Funktion mySVMdistance eingeführt wurde. Diese berechnet mit Hilfe der Ergebnisse
der Funktion svmtrain (Kernelfunktion, Stützvektoren, Bias, etc.) die Distanzen, deren
Vorzeichen für die Klassenzuordnung verantwortlich sind. Je weiter die Distanzwerte
von Null entfernt sind, umso eindeutiger ist die Klassenzugehörigkeit. Der Algorith-
mus ordnet einem Objekt folglich jene Klasse zu, für die das Distanzmaß maximal ist.
Es soll an dieser Stelle darauf hingewiesen werden, dass es sich bei diesem Distanz-
maß nicht um tatsächliche Distanzen handelt. [Mat13b]
Für die Mehrklassen-SVM wurde ein Performance Diagramm ausgewertet, das in
Abb. 4.16 zu sehen ist. Das Diagramm zeigt Accuracy und Kappa-Koeffizient für die
Mehrklassen-SVM mit den Parametern 1-2-N-b und 10-facher Kreuzvalidierung. Es
konnte gezeigt werden, dass die Verwendung von sehr wenigen (1-2) oder sehr vielen
(>7) Fourier Deskriptoren schlechtere Ergebnisse bringt, als ein b zwischen drei und
sieben. Die maximale Accuracy von knapp 80% wird beispielsweise mit sechs FDs er-
reicht, weshalb für die Mehrklassen-SVM die Parameter 1-2-32-6 mit K = 14 festgelegt
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wurden.
Abbildung 4.16: Performance für Mehrklassen-SVM mit 1-2-N-b & K = 10.
4.6 Gesamtvergleich der Klassifikatoren
Nachdem für alle Klassifikatoren geeignete Parametereinstellungen ermittelt wurden,
erfolgt ein Vergleich der drei Klassifikatoren MDC, k-NN und (Mehrklassen-)SVM.
Die Tests wurden mit Datensatz I und unter Verwendung der jeweiligen geprüften Pa-
rametereinstellungen durchgeführt. Abb. 4.17 zeigt die Erkennungsraten (Accuracy)
der drei Klassifikatoren, sowie der binären SVM für die einzelnen Klassen. Letztere
ist insbesondere für die stark repräsentierten Klassen, wie PKW oder Fußgänger aus-
sagekräftig. Bei kleinen Klassen führen konservative Klassifikationen sehr schnell zu
extrem guten Accuracy Werten, weshalb die guten Ergebnisse für LKW und Bus in
Abb. 4.17 täuschen (Beispielrechnung für eine Klasse die nur 2,5% der Gesamtdaten
ausmacht: TPR=0,6 und FPR=0,02 ergibt Accuracy=0,97).
Um die Eignung der unterschiedlichen Konturformen, Shape Signatures und Ab-
tastarten bewerten zu können, wurden die Ergebnisse der Klassifikationen mit den
sechs unterschiedlichen Kombinationen der Parameter f w und abt verglichen. Wie aus
Abb. 4.18 ersichtlich ist, kann für k-NN und SVM Klassifikatoren eine leichte Domi-
nanz der äquidistant abgetasteten und als komplexe Koordinaten dargestellten konve-
xen Hülle ( f w-abt=1-2)erkannt werden. Der MDC zeigt auf Basis der konvexen Hüllen
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Abbildung 4.17: Performance MDC, k-NN, multiclass/binary SVM.
Abbildung 4.18: Accuracy Vergleich der Klassifikatoren.
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der Objekte relativ konstant die besten Ergebnisse, allerdings auf einem deutlich nied-
rigeren Niveau als die anderen beiden Verfahren.
Um zu prüfen inwiefern die Verwendung von individuell angepassten Parame-
tern tatsächlich einen Einfluss auf die Klassifikationsgüte hatte, wurde probehalber der
gleiche Vergleich unter Verwendung einheitlicher Parameterwerte N=64 bzw. N=128,
b=6 und K=9 durchgeführt. Die Accuracy Werte erreichten ein ähnliches Niveau wie
mit individuellen Parametereinstellungen. Dies kann zum einen darauf zurückgeführt
werden, dass die Abtastrate ab einem Wert von 32 Abtastpunkten keine Auswirkun-
gen auf die Güte hat. Zum anderen stellen drei bis zehn Fourier Deskriptoren meist
eine gute Wahr lar, da somit ausreichend Informationen und dennoch nicht zu viele
Details enthalten sind.
Mit einheitlichen Parameterwerten von 1-2-128-6 und K=9 für alle drei Klassifika-
toren, wurden auf Basis der drei Datensätze I, II und III weitere Tests durchgeführt.
Zum Vergleich wurde auch der bisher betrachtete Datensatz I verwendet. Abbildung
4.19a) zeigt die ROC Kurve der fünf Objektklassen. Als Parameter wurden die Klas-
sifikatoren verwendet. Es zeigt sich wieder, dass der MDC deutlich schwächer ist als
die anderen beiden Verfahren. Der 7-NN Klassifikator erreicht für die meisten Klassen
leicht schlechtere Ergebnisse als die binäre SVM. Diese Tendenz wurde auch durch die
Accuracy Werte der Verfahren bestätigt, die in Abb. 4.19b) dargestellt sind.
Abbildung 4.19: Datensatz I - ROC und Accuracy der Klassifikatoren.
Der bisher verwendete Datensatz enthält Objekte, die aus den verschiedensten Blick-
winkeln zu sehen sind, was die Klassifikationsaufgabe erschwert. Um zu klären inwie-
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fern sich das Ergebnis verbessert, wenn diese Vielfalt etwas reduziert wird, wurden
auch Tests mit Datensatz II durchgeführt. Der Datensatz beinhaltet nur Objekte, die
aus einer schräg seitlichen Perspektive zu sehen sind. Wie die Ergebnisse in Abb. 4.20
zeigen, konnten nur begrenzt Verbesserungen erreicht werden. PKW (Klasse 1) konn-
ten mit TPR Werten von ca. 90% wieder sehr gut erkannt werden (vgl. Abb. 4.20a),
bei der Erkennung von Fußgängern (Klasse 5) kann sogar eine deutliche Verbesse-
rung beobachtet werden. Zweiräder (Klasse 4) und Busse (Klasse 3) hingegen wurden
schlechter erkannt als mit Datensatz I. Die TPR der Klasse LKW (Klasse 2) verbesserte
sich nur für den SVM KLassifikator und blieb auf einem verhältnismäßig niedrigen
Niveau. Insgesamt konnte die Accuracy des MDC von 36% auf 50% erhöht werden,
was eine erhebliche Verbesserung darstellt (vgl. Abb. 4.20b). Das Niveau von k-NN
und SVM liegt, wie auch mit Datensatz I, im Bereich von knapp 80%. Der k-NN arbei-
tete mit Datensatz II etwas zuverlässiger als vorher und konnte so eine leicht höhere
Accuracy erreichen, als die SVM, welche keine Verbesserung durch den vermeintlich
einfacher zu klassifizierenden Datensatz zeigt. Die Ergebnisse deuten darauf hin, dass
ein komplexer Klassifikator wie die SVM keine Schwierigkeiten mit den verschiedenen
Blickwinkeln haben. Einfachere Methoden hingegen konnten mit dem leicht idealisier-
ten Datensatz deutlich bessere Ergebnisse erzielen, als mit Datensatz I.
Abbildung 4.20: Datensatz II - ROC und Accuracy der Klassifikatoren.
Experimente mit Clustering-Verfahren in Abschnitt 4.4 hatten auf eine Struktur mit
maximal vier Clustern hingedeutet. Um diese These zu überprüfen, wurde Datensatz I
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von fünf auf vier Klassen reduziert. Aus Analysen der Konfusionsmatrizen aus Experi-
menten mit dem ursprünglichen Datensatz, konnte geschlussfolgert werden, dass die
Klassen LKW und PKW im Merkmalsraum sehr nahe beieinander liegen. So wurden
Objekte der Klasse LKW zu 32% korrekt zugeordnet. Genauso oft wurden sie jedoch
der Klasse PKW zugeordnet. Dies legt die Vermutung nahe, dass eine Gemeinschafts-
klasse PKW&LKW zu besseren Ergebnissen führen könnte. Zu beachten ist jedoch,
dass die Klasse LKW mit unter 3% an der Gesamtobjektzahl nur schwach vertreten
ist und daher durch eine verbesserte Zuordnung diser Objekte keine große Erhöhung
der Accuracy zu erwarten ist. Die Ergebnisse, die in Abb. 4.21a dargestellt sind, be-
stätigen diese Vermutung nur zum Teil. So verbesserte sich zwar die Accuracy der
Klassifikatoren k-NN und SVM nur um 2%-Punkte im Vergleich zu Tests mit Daten-
satz I, der MDC hingegen konnte von der Klassenfusion profitieren und erhöhte die
Erkennungsrate auf 48% (vgl. Abb. 4.21b). Abbildung 4.21a zeigt insgesamt gute und
durchaus verbesserte TPR Werte. Zu einem gewissen Maß geht dies jedoch zu Lasten
der FPR, die insgesamt etwas zugenommen hat.
Abbildung 4.21: Datensatz III - ROC und Accuracy der Klassifikatoren.
Insgesamt zeigten die Tests mit den drei unterschiedlichen Datensätzen überra-
schend ähnliche Ergebnisse in Bezug auf k-NN und SVM Klassifikator. Die etwas we-
niger komplexen Datensätze II und III konnten die Erkennungsraten zwar teilweise
anheben, jedoch beim k-NN um maximal 4%-Punkte und bei der SVM um nur 2%-
Punkte. Für den vergleichsweise simplen Klassifikationsansatz des MDC konnte eine
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Steigerung um 14%-Punkte erreicht werden, was einer Verbesserung von knapp 40%
entspricht. In Tabelle 4.4 sind die Accuracy Werte der Klassifikatoren für die drei Da-
tensätze zusammenfassend dargestellt. Einen Überblick über die Konfusionsmatrizen
der einzelnen Klassifikatoren für den jeweiligen Datensatz sind Abb. 4.22 zu entneh-
men.
Klassifikator MDC 7-NN SVM
Datensatz I 35,7 76,0 77,3
Datensatz II 49,5 79,7 78,5
Datensatz III 48,2 77,9 78,7
Tabelle 4.4: Accuracy auf Basis verschiedener Datensätzen.
Abbildung 4.22: Konfusionsmatrizen der Klassifikatoren.
Insgesamt können diese Ergebnisse als akzeptabel eingestuft werden. Durch Maß-
nahmen zur Optimierung könnte jedoch eine Verbesserung erreicht werden, was Ge-




Die Experimente in Kapitel 4 konnten zeigen, dass sich Fourier Deskriptoren in Kom-
bination mit Klassifikatoren wie k-NN oder Mehrklassen-SVM durchaus als alleinste-
hendes Verfahren zur Verkehrsobjektklassifikation in Bildfolgen realer Verkehrsvideos
eignen. Für viele Anwendungen sind jedoch Erkennungsraten notwendig, die deutlich
über den hier erreichten 80% liegen. Im Folgenden wird erörtert, inwiefern der Ansatz
dennoch geeignet ist, wo Stärken und Schwächen liegen und welche Möglichkeiten es
bezogen auf Verbesserungen gibt.
Es wurden in dieser Arbeit zwei Clustering-Verfahren auf die Daten von über 1.700
Verkehrsobjekten angewandt. Das Dendrogramm dient der Visualisierung innerer Struk-
turen von Datensätzen. Für Datensatz I konnten keine Strukturen erkannt werden. Die
verwendeten Fourier Deskriptoren spannen folglich keinen Merkmalsraum auf, der so
klare Gruppierungen aufweist, dass sie mit dem Verfahren der hierarchischen Cluster-
analyse erkennbar wären. Es wurde daraufhin mit dem k-Means Clustering ein zweites
Verfahren angewendet. Obwohl das Verfahren für fünf Klassen „brauchbare Struktu-
ren“ ermittelte, konnten doch keine bedeutenden Parallelen zu den tatsächlichen Klas-
senzuordnungen erkannt werden. Das akzeptable Ergebnis des Silhouettenwerts für
5 Cluster und die noch besseren Resultate für weniger Clusterzahlen relativieren sich
bei genauerer Betrachtung. Es wurden eigentlich stets nur zwei Klassen unterschieden
und einige, offensichtlich starke, Ausreißer führten zu kleinen aber starken zusätz-
lichen Clusterstrukturen. Diese entsprechen jedoch nicht den erhofften Clustern der
Verkehrsteilnehmergruppen. Das Accuracy Ergebnis von 37% ist wenig zufriedenstel-
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len spiegelt vermutlich in erser Linie den Anteil, der am meisten vertretenen Klasse
wider und weniger eine Erkennungsleistung für alle Klassen. D.h. die TPR für die mit
40% am stärksten repräsentierte Klasse lag bei nahezu 100%, was durch eine unakzep-
tabel hohe FPR vonentsprechend fast 60% erreicht wurde. Insgesamt kann auf Basis
der beiden Clustering-Verfahren noch nicht auf die Eignung der Fourier Deskripto-
ren als charakteristische Merkmale geschlossen werden. Wie sich zeigen wird, lag dies
in erster Linie daran, dass der Datensatz keine linearen und mit simplen Methoden
separierbaren Klassenstrukturen aufweist. Möglicherweise hätten höher entwickelte
Verfahren wie Self-Organizing-Maps die gesuchten Strukturen besser erkannt.
Auch weniger anspruchsvolle „low-level“ Klassifikatoren, wie der MDC, können
die schwierige Klassifikationsaufgabe, die Datansatz I generiert nicht zufriedenstel-
lend lösen. Dies kann im Falle des MDC eine Folge von Verzerrungen der Klassenmit-
ten durch Ausreißer sein. Wie Experimenete zeigten, erhöht sich die Klassifikationsgü-
te solch einfacher Verfahren bei Reduktion der Komplexität der Klassifikationsaufgabe
zum Teil erheblich. Dies wurde überprüft, indem der MDC auf Datensätze mit weniger
Klassen bzw. auf Bildfolgen angewandt wurde, in denen die Objekte nur aus einer Per-
spektive zu sehen sind. Wie am Beispiel von k-NN und SVM gezeigt werden konnte,
wirkt sich diese Verbesserung umso weniger aus, je höher entwickelt ein Klassifikator
ist. Dies kann darauf zurückgeführt werden, dass Verfahren wie SVM weniger Schwie-
rigkeiten haben, nicht lineare und weniger offensichtliche Klassengrenzen zu finden.
Insgesamt konnten für k-NN und SVM akzeptable Erkennungsraten von ca. 80% für
fünf Fahrzeugklassen beobachtet werden.
In Bezug auf die Parameter kann festgestellt werden, dass die Abtastrate groß ge-
nug gewählt werden sollte, dass nicht schon zu Beginn möglicherweise wichtige In-
formationen verloren gehen. Die Anzahl der Fourier Deskriptoren betreffend scheinen
sieben Deskriptoren ausreichend um die Form zu beschreiben. Die Wahl von konvexer
Hülle oder der eigentlichen Kontur beeinflusste zwar das Ergebnis, jedoch kann keine
universelle Dominanz festgestellt werden. Abbildung 5.1 zeigt Beispiele für Objekte,
die jeweils nur auf Basis von konvexer Hülle oder der eigentlichen Kontur erkannt
werden konnten. In Bezug auf die Shape Signature scheinen sowohl Centroid Distan-
ces als auch Complex Coordinates geeigent, wobei für k-NN und SVM leicht bessere
Ergebnisse mit Centroid Distances nachgewiesen werden konnten. Auch das Abtast-
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verfahren stellt keine wichtige Einflussgröße auf das Ergebnis dar, da die erzeugten
Konturen bei Abtastraten von über 64 fast identisch sind. Im Vergleich zu anderen For-
Abbildung 5.1: Klassifikationsgüte abhängig von Parameter fw.
schungsbeiträgen auf diesem Gebiet erscheinen knapp 80% als Erkennungsrate eher
wenig. Zu beachten ist jedoch, dass, im Gegensatz zu vielen anderen in der Litera-
tur vorgestellten Ansätzen, hier keine binäre Klassifikation vorliegt sondern fünf Klas-
sen unterschieden wurden. Betrachtet man lediglich die Entscheidung „PKW“ und
„kein PKW“ so können deutlich bessere ergebnisse erzielt werden, wie anhand der bi-
nären SVM dargestellt werden konnte. Desweiteren wird häufig mit idealisierten Bil-
dern gearbeitet, sodass die wirklichen Herausforderungen, die in der Verkehrsobjek-
terkennung durch die schwierigen Umgebungsbedigungen entstehen, umgangen wer-
den. In dieser Arbeit hingegen, wurde mit Daten gearbeitet, die nicht von Störungen
wie Schatten, Lichteffekten oder leichten Verdeckungen (starke Verdeckungen wurden
auch hier aussortiert) befreit wurden. Außerdem ist die Auflösung der Daten teilweise
sehr schlecht und in erheblichem Maß waren Konturen durch Fehler des Hintergrund-
schätzers gestört. Wie Abb. 5.2 zeigt, konnten Bilder ohne Störungen dieser Art meist
gut erkannt werden. Teilweise zu Fehlklassifikationen führten hingegen Störungen, ei-
ne sehr geringe Bildauflösung, fehlerhafte Konturen und ungünstige Blickwinkel (vgl.
Abb. 5.2, in der ein Radfahrer frontal nicht von einem Fußgänger unterschieden wer-
den konnte). Diese zufällig ausgewählten Beispiele zeigen, dass Fehlklassifikationen
oft aus Mängeln in der Bildqualität oder den schwierigen Umfeldbedingungen realer
Manuela Knaak 103
5. Bewertung und Diskussion
Verkehrsdaten resultieren.
Abbildung 5.2: Beispiele für korrekt und falsch klassifizierte Objekte.
Um die Erkennungsraten trotz der anspruchsvollen, suboptimalen Datengrundla-
ge weiter zu erhöhen und um auch in schwierigen Situationen, wie bei Lichtverän-
derungen, Teilverdeckungen oder fehlerhaft extrahierten Konturen noch eine ausrei-
chende Klassifikationsgüte gewährleisten zu können, wird eine Fusionierung des vor-
gestellten konturbasierten Verfahrens mit weiteren Merkmalen empfohlen. Auch eine
geschickte Kombination mehrerer Klassifikatoren würde die Ergebnisse verbessern. Im
Folgenden werden konkrete Überlegungen zur Optimierung des vorgestellten Verfah-
rens dargelegt.
Eine Verbesserung der Klassifikationsgüte könnte beispielsweise durch eine gewichte-
te Fusion der Klassenzuordnungen mehrerer Klassifikatoren erreicht werden. Im Rah-
men dieser Arbeit wurden unterschiedliche Klassifikatoren getestet, sie wurden jedoch
nicht miteinander kombiniert. Bei Nutzung von Klassifikatoren mit unterschiedlichen
Schwachstellen wäre so eine Verbesserung der Klassifikationsgüte auf unkomplizier-
te Art und Weise möglich. Großes Potential kann des Weiteren in der kombinierten
Nutzung mehrerer Merkmale gesehen werden. Durch die Invarianzeigenschaften der
Fourier Deskriptoren bleiben wichtige charakteristische Eigenschaften der Objekte un-
genutzt. Rotationsinvarianz bewirkt beispielsweise, dass Fußgänger nicht mehr an-
hand ihrer schmalen, hohen Kontur erkannt werden können, da ein um 90◦ rotierter
PKW möglicherweise eine ähnliche Kontur aufweist. Ein Merkmal mit viel Potential
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ist die Objektgröße, die bedingt durch die Skalierungsinvarianz der FD,in dieser Ar-
beit unberücksichtigt blieb. Auch die Nutzung von Geschwindigkeitsinformationen
aus den Videos wird als sinnvoll erachtet. Bei Überschreiten festgelegter Geschwin-
digkeitsgrenzen, könnten so bestimmte Klassen ausgeschlossen werden. Werden die
Objekte über mehrere Frames hinweg getrackt, könnten außerdem die Klassenzuord-
nungen der letzten Frames als unterstützende Information verwendet werden. So wäre
es möglich, eine Änderung der Klassenzuordnung erst zuzulassen, wenn diese Klas-
se mehrere Frames hintereinander erkannt wurde. Auf diese Weise könnte Robustheit
gegenüber Störungen wie temporärer Verdeckung oder kurze Lichteffekte generiert
werden. Auch die Kombination der FD mit Deskriptoren, die lokale Bildmerkmale be-
schreiben, erscheint vielversprechend. Mittels SIFT-Deskriptor könnten die Räder von
Fahrzeugen, Nummernschilder, Leuchten oder Aufdrucke auf LKW Planen erkannt
werden.
Fourier Deskriptoren stellen einen vergleichsweise robusten, wenig rechenintensiven
Ansatz dar und erreichen somit auch bei einer weniger optimalen Datengrundlage ak-
zeptable Ergebnisse. Die Kombination des vorgestellten Verfahrens mit anderen Merk-
malsdeskriptoren kann als vielversprechend eingestuft werden, sodass mit relativ ge-




Objektklassifikation ist ein bedeutendes Gebiet der Bildverarbeitung. Durch die viel-
fältigen Anwendungsmöglichkeiten, Vorzüge wie Kosteneffizienz oder Flexibilität so-
wie durch stetige Weiterentwicklungen, ist das Interesse an kamerabasierter Objekt-
klassifikation in den letzten Jahren stark gestiegen. Auch im Verkehrswesen wird die
Technologie in den unterschiedlichsten Bereichen eingesetzt. In den letzten Jahren hat
die Forschung im Bereich der visuellen Klassifikation von Verkehrsobjekten beträcht-
liche Fortschritte erzielt, doch das Potential ist noch lange nicht ausgeschöpft. So stellt
die automatische Erkennung verschiedener Verkehrsteilnehmer auf Grundlage realer
Verkehrsvideos noch immer eine Herausforderung dar.
In dieser Arbeit wurde ein möglicher Ansatz der Objektklassifikation untersucht,
implementiert und experimentell verifiziert. Eine Literaturrecherche ergab, dass kon-
turbasierte Fourier Deskriptoren für den betrachteten Anwendungsfall ein vielverspre-
chender Ansatz sind. Da es keinen universell geeigneten Klassifikator gibt, wurde die
Zuordnung der Objekte zu Klassen mit mehreren Verfahren durchgeführt.
Fourier Deskriptoren sind die normierten Fourier Koeffizienten der transformier-
ten Objektkontur und beschreiben somit die Objektkontur als Summe von gewichte-
ten Sinus- und Kosinusfunktionen verschiedener Frequenzen. Die Objektkontur wird
i. d. R. nicht direkt verwendet. Stattdessen wird die Fourier Transformation auf einen
Repräsentanten der Kontur angewendet. Hierfür eignen sich beispielsweise Shape Si-
gnatures, welche die zweidimensionale Kontur in den eindimensionalen Raum abbil-
den. Konkret wurde in dieser Arbeit parallel mit zwei verschiedenen Verfahren gear-
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beitet, der „Centroid-Distance-Function“ und den „Complex Coordinates“. Aus den
Fourier Transformierten dieser Funktionen wurden die Fourier Deskriptoren berech-
net. Um bei der Klassifizierung nicht objektspezifische Merkmale, sondern klassenspe-
zifische Merkmale zu vergleichen, wurden nur jene Fourier Deskriptoren verwendet,
die niedrigen Frequenzen zugeordnet sind und somit grobe Forminformationen ent-
halten.
Die Datengrundlage für die Klassifikation bildete ein Datensatz aus 1.712 Objekt-
konturen, die aus Videoaufnahmen an einem dreiarmigen Knotenpunkt extrahiert und
den Klassen PKW, LKW, Bus, Zweirad und Fußgänger zugeordnet wurden. Mit Hilfe
von Clustering-Verfahren wurde der Merkmalsraum auf innere Strukturen untersucht,
um Aufschlüsse darüber zu gewinnen, ob und wie viele Klassen unterscheidbar sind.
Es ergaben sich hierbei jedoch keine Hinweise auf Strukturen, die einen Zusammen-
hang mit den tatsächlichen Klassen der Verkehrsobjekte aufweisen. Die Klassifikati-
on wurde mit den drei Verfahren Minimum-Distance-Classifier, k-Nearest-Neighbor
Klassifikator und OVA-SVM durchgeführt. Im Rahmen einer Kreuzvalidierung wur-
den die Klassifikatoren mit Vertretern der fünf Objektklassen traininiert und getestet.
Für den Minimum Distance Classifier ergab sich eine sehr niedrige Erkennungsrate
von nur 40%. Für die anderen beiden Verfahren konnte eine Accuracy von 77% beob-
achtet werden.
Insgesamt kann festgestellt werden, dass Fourier Deskriptoren gemeinsam mit einem
k-NN Klassifikator oder Mehrklassen-SVM, auch unter schwierigen Bedingungen ak-
zeptable Ergebnisse liefern. Für viele Anwendungen ist die hierbei erreichte Erken-
nungsrate jedoch nicht ausreichend. Um eine Verbesserung zu erreichen, kann ent-
weder die Komplexität der Klassifikationsaufgabe reduziert oder Schwachstellen des
Verfahrens durch Kombination mit anderen Verfahren ausgeglichen werden. Da stets
eine breite Anwendbarkeit angestrebt wird, sollte Erstgenanntes nicht der bevorzugte
Ansatz sein. Bei konkreten Anwendungen in der Praxis kann es jedoch sinnvoll sein,
die Komplexität durch Anpassung an die jeweiligen Randbedingungen zu verringern
um bessere Ergebnisse zu erreichen. Da kein Verfahren perfekt ist, ist es ein nahelie-
gender Ansatz, unterschiedliche Verfahren so zu kombinieren, dass die Stärken des
einen Verfahrens die Schwächen des anderen ausgleichen und umgekehrt. So kann die
Kombination des vorgestellten Verfahrens mit anderen Merkmalsdeskriptoren als viel-
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versprechend eingestuft werden, sodass mit relativ geringem Aufwand ein deutlicher
Anstieg der Zuverlässigkeit zu erwarten ist.
Da der Ansatz der Fourier Deskriptoren eine solide Basis für die Klassifikation von
Verkehrsobjekten bildet, sollte dieser Ansatz weiterverfolgt und optimiert werden. Als
Gegenstand weiterer Untersuchungen auf diesem Gebiet bieten sich außerdem Verfah-
ren der SIFT- und Wavelet-Familien an. In Bezug auf Clustering- und Klassifikations-
verfahren könnte geprüft werden, ob das große Potential der Künstlichen Neurona-
len Netze und verbesserter Verfahren der Mehrklassen-SVM für die Klassifikation von
Verkehrsobjekten genutzt werden kann.
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