We consider nonlinear singular partial differential equations of the form (tDt~~p(x))u = t
§1. Introduction
In this paper we consider the following type of nonlinear singular partial differential equations:
(tD t -p(x))u = ta(x) +G 2 (x) (t, tDtii, u, Dm, ..., D n u),
where U, x) e C, x C5, The following theorem is proved in [1] .
1 (Gerard-Tahara) . Let x =£0 be a point in D. If p (x) {1, 2, 3, ...}, then the equation (1) has a unique hoiomorphic solution u(t, x) with u (0, x)=0ina neighborhood of (0, x ) eC, x C n x .
In this paper we consider what happens if p (x) takes a positive integral value.
First we explain the calculation in [l] . They express u (t, x} as a power series:
(2) m^l Then (u m (x) } satisfies the following recurrence formula:
and for m>2
Here/ m is a polynomial whose coefficients are 1. The assumption p (x) 4 N* guarantees that ti m (x) is hoiomorphic in a common neighborhood of the origin of C™ for all m. On the other hand, if p (x) N^ then u m (x) may be singular at x==x for some m, and there exists no hoiomorphic solution with u (0, x) =0 in any neighborhood of (0, x) ^ C t X CS. This situation is what we would like to consider in this paper.
Example, The equation Remark. It sometimes happens, as is shown in the example above, that iim (x) determined by (3) and (4) is hoiomorphic for all m even when p (0) €E N*. In [l] it is proved that u(t,z) = ^m^iu m (x) is convergent in a neighborhood of the origin in such a case. Now we assume the following: N*=U, 2,3, ...}, pOr)*p(0).
Under this assumption, the set V={p(x) = p(0)}cCS is an analytic set of codimension 1. The equation (1) (ii) // p(0) < 9 + 2, then the solution u (t,x) of (1) with u (0, x) = 0 is holomorphic in a domain of the form
In both cases C is a constant >0 determined by p(x), a(x) and Gz(t, 2, XQ, *!,...,*"). §2, Proof of the Main Theorem
We express the solution u (t, x) in the form of a power series in t\
Then {u m (x)} satisfies the following recursive formula:
and for m ^ 2
is a polynomial whose coefficients are 1. Put p(0) -M^N*^ {1, 2, ...}. Then w m (x) (m>M) may be singular along V-{r^C w ; p(x) =M}. It is easy to see that we have the following type of estimate:
in a common neighborhood of the origin, where C m is a positive constant and s m (w>Af) is a positive integer. Obviously we can take SM = 9. (The first M-1 terms si, ..., SM-I will be given later in a technical fashion).
We have
Proof.
Obviously we have
for some positive constant C» 2 . Hence we may set, for m>M+l, Here we set 5^ = -1 (1 < w <M-1). This technical choice is made in order to deal with the exceptional cases m -\ ,..., M~l where n m is hoiomorphic and so n m and its derivatives are bounded. In these cases we don't need the kind of estimate like (10), in which the term +1 was necessary because of the singularity of u m (m>M 
Now we prove the case M>0 + 2 by induction on m. The desired formula is obviously true for m = M. Assume that the formula is true for si, ..., s m -i, where w>M+l. Then we have
The proof will end when we prove that s w -i + l attains the maximum in the right hand side of (12) by using the following iequality: where F m is a polynomial with positive coefficients.
It is easy to see that Y m (d) is of the form
where C m is a polynomial of order < t m with non-negative coefficients. Here and for m>M+l
It is obvious that t m~ s», + l (m>l) . So we have
We are going to prove that Y is a majorant power series of u if d=d(x) . More precisely, we want to show that for m>l
(r) <eY m (d), t = l, 2 ..... n.
The cases m -1, 2, ..., M are obviously true. We will prove the remaining cases by induction on m. Suppose that the above inequalities have been shown to be true for HI, ti 2 , .... (it's an equality!)
Therefore we obtain
Here we assume that x is in a ball of radius <N centered at the origin. Hence 0<d<JV. Moreover, since we deduce by using the lemma that The reader is referred to [5] for estimates of real analytic functions from below.
