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Abstract
We study the existence and multiplicity of positive solutions for a boundary value problem related to the one-dimensional
Ginzburg{Landau equations for superconducting lms in a parallel magnetic eld. c© 2000 Elsevier Science B.V. All rights
reserved.
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1. Introduction
The Ginzburg{Landau equations we consider in this paper concern the behavior of superconducting
materials in external magnetic elds. The special case of symmetric solutions in a slab with a parallel
eld can be described (see [2{4]) in normalized unit by the boundary value problem
u00 = c1(u2 + h2v2 − 1)u; u0(0) = 0; u0(1) = 0;
v00 = c2u2v; v(0) = 0; v0(1) = 1:
(1)
Here u represents the density of superelectron, h the external eld and hv the magnetic potential.
Obviously, the only solutions (u; v) which are meaningfull are the so-called positive solutions such
that u(t)> 0.
This problem has been studied mathematically by several authors. One of the rst contributions
is due to Carroll and Glick [1], where existence and uniqueness is obtained for small values of
the external eld. Since then the problem was worked out using various approaches. A varia-
tional approach was used by Odeh [5], Kwong [4] used a bifurcation technique and more recently
Sanchez [6] obtained results based on shooting methods.
∗ Corresponding author.
0377-0427/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(99)00264-2
318 C. De Coster, P. Habets / Journal of Computational and Applied Mathematics 113 (2000) 317{327
Following Sanchez [6], we write problem (1) in the more generic form
u00 = f(u; hv)u; u0(0) = 0; u0(1) = 0;
v00 = g(u)v; v(0) = 0; v0(1) = 1;
(2)
where h is a positive parameter. Let us point out that such a formal generalization leads to a
better understanding of the physical problem. In fact, the study of problem (2) points out structural
assumptions on the model which ensure the desired behaviour.
In this paper we investigate the existence of positive solutions of (2) as a function of the parameter
h>0. We give conditions, which are satised in the model example (1), so that for some h > 0
and hS >h:
(i) if h 2 [0; h] problem (2) has at least one positive solution; further, these solutions decrease
with h, i.e. if h1<h2, the corresponding solutions u1 and u2 are such that for any t 2 [0; 1],
u1(t)>u2(t);
(ii) if h 2 ]h; hS[ problem (2) has at least two positive solutions;
(iii) for h= hS problem (2) has at least one positive solution;
(iv) if h>hS problem (2) has no solution.
This describes a very classical bifurcation diagram: a \curve" of solutions bifurcates at h from
the trivial solution u(t)  0.
Our approach is based on the method of lower and upper solutions together with degree arguments.
We reduce the problem to a second-order integro-dierential problem to which the method applies.
This provides an interesting application of the theory of lower and upper solutions.
The authors wish to thank Professor L. Sanchez for bringing this problem to their attention.
2. Preliminary results
We present rst some comparison lemmas the proof of which is given for the sake of completeness.
Lemma 2.1. Assume p1; p2 2 C([0; 1]) are such that p16p2 and let u1; u2 be the solutions of
u00 = pi(t)u; u(0) = 1; u0(0) = 0;
for i = 1 and 2. Let i > 0 denote the rst positive zero of ui. Then 162.
Proof. If 2<1, we come to the contradiction
0>u02(2)u1(2) =
Z 2
0
d
dt
(u02u1 − u2u01)(s) ds=
Z 2
0
(p2(s)− p1(s))u1(s)u2(s) ds>0:
Lemma 2.2. Assume p1; p2 2 C([0; 1]) are such that 06p16p2 and let v1; v2 be the solutions of
v00 = pi(t)v; v(0) = 0; v0(1) = 1;
for i = 1 and 2. Then v26v1.
If moreover p1 6= p2 then v2<v1 on ]0; 1].
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Proof. Notice rst that pi>0 implies vi > 0 on ]0; 1]. If not, vi has a negative minimum at some
point t0 2 ]0; 1[; there exists t1>t0 such that v0i(t1)> 0; vi(t)< 0 on [t0; t1] and we have the
contradiction
0<v0i(t1) =
Z t1
t0
pi(s)vi(s) ds60:
Hence, we compute
v1(t)v02(t)− v01(t)v2(t) =
Z t
0
d
dt
(v1v02 − v01v2)(s) ds=
Z t
0
(p2(s)− p1(s))v1(s)v2(s) ds>0:
In particular, we have v1(1)>v2(1) and v1(1)>v2(1) if p1 6= p2. The claim follows then from
log

v2(1)
v2(t)

=
Z 1
t
v02(s)
v2(s)
ds>
Z 1
t
v01(s)
v1(s)
ds= log

v1(1)
v1(t)

:
The next result is an a priori bound on solutions of (2).
Proposition 2.3. Let h>0; f :R  R+ ! R; (u; v) 7! f(u; v) and g :R ! R+; u 7! g(u) be
continuous functions. Assume that
(F-1a) for some a> 0; all u with juj>a and all v>0; f(u; v)> 0.
Then there exists k > 0 so that any solution (u; v) of (2) satises
(i) ju(t)j6a;
(ii) kt6v(t)6t.
Proof. (i) If u is such that maxt u= u(t0)>a we have the contradiction
0>u00(t0) = f(u(t0); hv(t0))u(t0)> 0:
The same argument holds if mint u= u(t0)<− a.
(ii) As v00(t)>0 we have v0(t)6v0(1) = 1 for any t 2 [0; 1], whence v(t)6t.
To prove the other bound, let G2 = maxjuj6a g(u)>0 and consider the problem
z00 = G2z; z(0) = 0; z0(1) = 1:
Its solution reads z(t) = sinhGt=(G coshG) and we deduce from Lemma 2.2 that v(t)>z(t).
Remark. It follows from the proof that we can chose k = 1=coshG; where G2 = maxjuj6a g(u)>0.
Proposition 2.4. Let g :R! R+ be a continuous function. Then the operator
S :C([0; 1];R)! C([0; 1];R+);
where S(u) is the solution of
v00 = g(u(t))v; v(0) = 0; v0(1) = 1;
is well-dened and continuous.
Proof. For any u 2 C([0; 1];R), we dene v1(t; u) to be the solution of the Cauchy problem
v00 = g(u(t))v; v(0) = 0; v0(0) = 1:
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Notice that v1 2 C([0; 1];R+) and v01(1; u)>v01(0; u) = 1. It follows that S is dened from
S(u)(t) =
v1(t; u)
v01(1; u)
and is continuous.
3. Existence of positive solutions
We dene a solution (u; v) of (2) to be nontrivial if u(t) 6 0. Recall that such a solution is said
to be positive if u(t)> 0 for all t 2 [0; 1].
Proposition 3.1. Let f :R  R+ ! R; (u; v) 7! f(u; v) and g :R ! R+; u 7! g(u) be continuous
functions that verify
(F-0) f(u; v) = f(−u; v);
(F-1b) for some a> 0; all u with u>a and all v>0; f(u; v)> 0;
(F-2a) for all u 2 [0; a]; the function f(u; ) is nondecreasing;
(G-0) g(u) = g(−u) and
(G-1) the function g() is nondecreasing.
If further there is a nontrivial solution (u0; v0) of problem (2); then this problem has a positive
solution.
Proof. Part 1. A modied problem: Notice rst that (−u0; v0) is a solution of (2). Next, we deduce
from Proposition 2.3 that ju0(t)j6a. Dene
(t; u) = maxfju0(t)j;minfu; agg
and consider the modied problem
u00 − u= [f((t; u); hS((; u)))− 1](t; u); u0(0) = 0; u0(1) = 0; (3)
where S is dened in Proposition 2.4.
Part 2. Existence of solutions of (3): Using Green's function, we write (3) as a xed-point
problem
u=Tu=
Z 1
0
G(; s)[f((s; u(s)); hS((; u))(s))− 1](s; u(s)) ds
and we obtain a solution u of (3) from Schauder's Theorem.
Part 3. (t; u(t)) = u(t): First we prove as in Proposition 2.3 that u6a. Next, let t0 be such that
u(t0)− ju0(t0)j=mint(u(t)− ju0(t)j)< 0. Dene w= u0 if u0(t0)>0 and w=−u0 if u0(t0)< 0. We
have then
06u00(t0)− w00(t0)6u(t0) + [f(w(t0); hS((; u))(t0))− 1]w(t0)− w00(t0):
Using Lemma 2.2, we know that S((; u))6v0. Hence we come to the contradiction
06u00(t0)− w00(t0)6u(t0) + [f(w(t0); hv0(t0))− 1]w(t0)− w00(t0) = u(t0)− w(t0)< 0:
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Conclusion. It is now obvious that (u;S(u)) is a solution of (2) such that u(t)>ju0(t)j>0. To
prove u(t)> 0, dene V (u; u0)=(u2 +u02)=2. If u(t0)=0 for some t0, u0(t0)=0 and for some K > 0,
we have ddt V (u(t); u0(t))
= j[1 + f(u(t); hS(u)(t))]u(t)u0(t)j6KV (u(t); u0(t));
V (u(t0); u0(t0)) = 0;
and the proof follows.
Theorem 3.2. Let f :R  R+ ! R; (u; v) 7! f(u; v) and g :R ! R+; u 7! g(u) be continuous
functions that verify (F-1b) and
(F-1d) there exists a continuous function m such that limv!1m(v)=+1 and for any u 2 [0; a]
and v>0; f(u; v)>m(v).
Then there exists h> 0 such that for any h> h the problem (2) has no positive solution.
Proof. Let c> 0 be such that −c26f(u; v) for (u; v) 2 [0; a] R+ and dene
q(t) =−c2 if t 2 [0; ] and q(t) = c2 if t 2 ];1[:
Part 1. Claim: If > 0 is small enough, the solution x of
x00 = q(t)x; x(0) = 1; x0(0) = 0
is such that x(t)> 0 on [0;1[ and x0(1)> 0. The solution x reads
x(t) = cos(ct) if t6;
x(t) = cos(c)cosh(c(t − ))− sin(c)sinh(c(t − )) if t > ;
and the claim follows.
Part 2. Let (u; v) be a positive solution of (2). Using Proposition 2.3 (changing f(u; v) for u< 0
so that f(u; v) = f(−u; v)) and (F-1d) we prove that for h large enough
f(u(t); hv(t))>− c2; 8t 2 [0; 1];
f(u(t); hv(t))>c2; 8t 2 [; 1]:
Hence, we have the contradiction
0>− u(1)x0(1) = (u0x − ux0)j10 =
Z 1
0
[f(u(t); hv(t))− q(t)]u(t)x(t) dt>0:
Theorem 3.3. Assume f: RR+ ! R; (u; v) 7! f(u; v) and g: R! R+; u 7! g(u) are continuous
functions that verify (F-1b); (F-2a) and (G-1). Dene
hS = supfh j (2) has a positive solutiong: (4)
Then for every h 2 [0; hS[ problem (2) has a positive solution.
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Proof. Let h 2 [0; hS[. There exists h1 2 ]h; hS] such that (2), with h = h1, has a positive solution
u1. Using (F-1b), we can see as in Proposition 2.3 that u1(t)6a. Dene then
(t; u) = maxfu1(t);minfu; agg
and consider the modied problem (3).
As in Proposition 3.1, we prove from Schauder's theorem existence of a solution u of (3) and
that (t; u(t)) = u(t). As a conclusion, u solves problem (2).
Notice that in the above proof we obtain u(t)>u1(t). Repeating the argument for any pair of
solutions we obtain the following corollary which proves that positive solutions can be chosen as a
decreasing function of h.
Corollary 3.4. Assume f :RR+ ! R; (u; v) 7! f(u; v) and g :R! R+; u 7! g(u) are continuous
functions that verify (F-1b); (F-2a) and (G-1). Let 06h16h26hS . Then if (u2; v2) is a solution of
(2) with h= h2; there exists a solution (u1; v1) of (2) with h= h1 such that
u1(t)>u2(t) for all t 2 [0; 1]:
Notice that with the assumptions of the above corollary, we also have v1(t)6v2(t). The next result
gives a lower bound for hS .
Theorem 3.5. Let f :R  R+ ! R; (u; v) 7! f(u; v) and g :R ! R+; u 7! g(u) be continuous
functions that verify
(F-1c) for some a> 0 and all v>0; f(a; v)>0;
(F-2b) the function f(0; ) is increasing;
(F-4) there exist h > 0 and u > 0 solution of
u00 = f(0; ht)u; u0(0) = 0; u0(1) = 0:
Then for every h<h problem (2) has a positive solution.
Proof. Part 1. Construction of a lower solution : Let h 2 [0; h[. By continuous dependence, there
exists h1 2 [h; h[ such that the solution u1 of
u00 = f(0; h1t)u; u(0) = u(0); u0(0) = 0
satises u1(t)> 0 on [0; 1]. Hence we have
u01(1)u(1) =
Z 1
0
d
dt
(u01u − u1u0)(t) dt =
Z 1
0
(f(0; h1t)− f(0; ht))u1(t)u(t) dt < 0
which proves u01(1)< 0.
From continuous dependence, we can nd next 0(t)> 0 and > 0 such that
000 (t) = f(0; h1t + )0(t); jj0jj1 = 1; 00(0) = 0; 00(1)< 0:
Choose > 0 such that for any t 2 [0; 1]
f(0; h1t + )− f(0; h1t)>
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and  2 ]0; a] so that for any juj< and v 2 [0; h1],
jf(0; v)− f(u; v)j<:
We dene then (t) = 0(t).
Part 2. Existence of a solution u(t) 2 [(t); a]: Dene
(t; u) = maxf(t);minfu; agg
and consider the modied problem (3).
As in Proposition 3.1, we prove from Schauder's theorem existence of a solution u of (3) such
that u(t)6a. Suppose now that mint(u(t)− (t)) = u(t0)− (t0)< 0. This leads to the contradiction
06 u00(t0)− 00(t0)
6 u(t0) + [f((t0); hS((; u))(t0))− 1](t0)− f(0; h1t0 + )(t0)
6 u(t0)− (t0) + jf((t0); hS((; u))(t0))− f(0; hS((; u))(t0))j(t0)
−[f(0; h1t0 + )− f(0; hS((; u))(t0))](t0)
6 u(t0)− (t0) + (t0)− [f(0; h1t0 + )− f(0; h1t0)](t0)< 0:
As a conclusion (t; u(t)) = u(t) and u solves problem (2).
4. Multiplicity results
Proposition 4.1. Let f :R  R+ ! R; (u; v) 7! f(u; v) and g :R ! R+; u 7! g(u) be continuous
functions that verify (F-2b); (F-4)
(F-3a) for every v 2 R+ the function f(; v) is nondecreasing; and
(G-2) g(0) = 0.
Then for every h2>h1>h there exists > 0 such that every positive solution (u; v) of (2) with
h 2 [h1; h2] satises jjujj1>.
Proof. Assume there exist sequences (un)n; (hn)n such that hn 2 [h1; h2], 0<un(t)61=n and
u00n = f(un; hnS(un))un; u
0
n(0) = 0; u
0
n(1) = 0:
Going to subsequence, we can assume un
C1! 0; hn ! h>h and S(un) C!S(0) = t.
Let > 0 be such that h− >h and w be the solution of
w00 = f(0; (h− )t)w; w(0) = 1; w0(0) = 0:
As f(0; ht)6f(0; (h− )t), we deduce from Lemma 2.1 that w(t)> 0. Moreover, we have
w0(1)u(1) =
Z 1
0
d
dt
(w0u − u0w)(t) dt =
Z 1
0
(f(0; (h− )t)− f(0; ht))w(t)u(t) dt > 0;
i.e. w0(1)> 0.
For any > 0, if n is large enough, un>0 is small enough so that 06g(un)62. It follows then
from Lemma 2.2 that
sinh t
 cosh 
6S(un)6t:
324 C. De Coster, P. Habets / Journal of Computational and Applied Mathematics 113 (2000) 317{327
This implies (1=t)S(un)
C! 1. Hence, we deduce that hnS(un)>(h − )t and we come to the con-
tradiction
0>− w0(1)un(1) =
Z 1
0
d
dt
(wu0n − w0un)(t) dt
=
Z 1
0
[f(un; hnS(un))− f(0; (h− )t)]w(t)un(t) dt>0:
Theorem 4.2. Let f :R  R+ ! R; (u; v) 7! f(u; v) and g :R ! R+; u 7! g(u) be continuous
functions that verify (F-1b); (F-1d); (F-2a); (F-2b); (F-3a); (F-4); (G-1); (G-2).
Let hS be dened from (4). Assume moreover
(F-2c) the function f(u; v); dened for (u; v) 2 [0; a] [0; hS]; is increasing in v;
(F-3b) there exists L>0 such that the function (f(u; v)−L)u; dened for (u; v) 2 [0; a] [0; hS];
is nonincreasing in u.
Then; if hS >h; we have
(i) for every h 2 ]h; hS[ problem (2) has at least two positive solutions;
(ii) for h= hS problem (2) has at least one positive solution.
Proof. Part 1. A modied problem: Notice that hS <1 and let h0 2 ]h; hS[ be xed. For any
h>h0 we consider the problem
u00 − u= [f(u+; hS(u+))− 1]u+; u0(0) = 0; u0(1) = 0; (5)
where u+ = maxfu; 0g and S is dened in Proposition 2.4. It is easy to see that solutions of (5)
cannot have a negative minimum u(t0)< 0. This would lead to the contradiction
06u00(t0) = u(t0)< 0:
Therefore, we prove as in Proposition 3.1 that solutions of (5) are positive solutions of (2).
Next, using Green's function, we write (5) as an integral equation
u=Thu=
Z 1
0
G(; s)[f(u+(s); hS(u+)(s))− 1]u+(s) ds;
where Th :C([0; 1])! C([0; 1]).
Part 2. The set 
1: Let us choose h1 2 ]h0; hS[ and let u1 be a positive solution of (2) with
h= h1. Notice that u16a<b. We dene then

1 = fu 2 C([0; 1]) j u1(t)<u(t)<bg:
Next, we modify (5) outside 
1 and consider the problem
u00 − u= [f((t; u); h0S((; u)))− 1](t; u); u0(0) = 0; u0(1) = 0; (6)
where (t; u) = maxfu1(t);minfu; bgg. As above, we write (6) as an integral equation
u= ~Thu:
Claim. There is no solution of (6) outside 
1: Let u be a solution of (6). As in Proposition 2.3,
we prove that u6a<b. Assume then that for some t0 2 [0; 1]
u(t0)− u1(t0) = mint(u(t)− u1(t))60:
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We compute
06 u00(t0)− u001 (t0)
= u(t0)− u1(t0) + [f(u1(t0); h0S((; u))(t0))− f(u1(t0); h1S(u1)(t0))]u1(t0):
As (; u)>u1, we know from Lemma 2.2 that S((; u))6S(u1). If u(t0)− u1(t0)< 0, we have
h0S((; u))(t0)6h1S(u1)(t0) and
f(u1(t0); h0S((; u))(t0))− f(u1(t0); h1S(u1)(t0))60:
This gives the contradiction
06u00(t0)− u001 (t0)< 0:
Assume now that u>u1 and u(t0) = u1(t0). Let w = u − u1. Observe that for t > 0; h0S(u)(t)<
h1S(u1)(t) whence, for these values of t,
−w00 + Lw = [f(u1(t); h0S(u)(t))u1(t)− f(u(t); h0S(u)(t))u(t)] + Lw
+[f(u1(t); h1S(u1)(t))− f(u1(t); h0S(u)(t))]u1(t)
> 0:
Moreover,
w0(0) = 0; w0(1) = 0 and w>0 on [0; 1]:
By the strong maximum principle, we deduce that w> 0 on [0; 1].
Claim. degLS(I −Th0 ; 
1) = 1. For R> 0 large enough, ~Th0 :B(0; R)! B(0; R) and we have
degLS(I −Th0 ; 
1) = degLS(I − ~Th0 ; 
1) = degLS(I − ~Th0 ; B(0; R)) = 1:
Part 3. The sets 
2 and 
3: Dene

2 = fu 2 C([0; 1]) j − <u(t)<g
and

3 = fu 2 C([0; 1]) j − <u(t)<bg;
where > 0 is given in Proposition 4.1 (with h1 = h0 and h2 = hS +1). By Propositions 4.1 and 2.3,
for any h>h0 solutions of (5) cannot be in @
2 [ @
3. It is easy to see then using homotopy and
excision that
degLS(I −Th0 ; 
2) = degLS(I −ThS+1; 
2) = degLS(I −ThS+1; 
3) = degLS(I −Th0 ; 
3):
Further, − and b are strict lower and upper solutions of (5) so that, from the argument used in
Part 2, we prove
degLS(I −Th0 ; 
3) = 1:
Part 4. Conclusion: Using the properties of the degree, we have
degLS(I −Th0 ; 
3 n (
2 [ 
1)) =−1
and
degLS(I −Th0 ; 
1) = 1
which prove existence of two positive solutions of (2).
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Part 5. Existence of a positive solution if h = hS : Take an increasing sequence (hi)i ]h0; hS[
such that hi ! hS . There exist positive solutions ui of (2) (with h=hi) and from Proposition 4.1 we
can assume jjuijj1>. Using Arzela{Ascoli Theorem, we can nd a subsequence that converges to
a solution u of (2) with h= hS , such that jjujj1>.
5. The model example
Consider the model example (1). From the above theorems we prove that hS <1 and
(i) for every h 2 [0; h] problem (1) has at least one positive solution:
(ii) for every h 2 ]h; hS[ problem (1) has at least two positive solutions;
(iii) for h= hS >h problem (1) has at least one positive solution;
(iv) for every h>hS problem (1) has no solution.
If c2 is large enough, we can also show that hS >h as follows from the following result.
Proposition 5.1. hS = supfh j (1) has a solutiong>(
p
3c2=4) cotanh(
p
c2=2).
Proof. Let h< (
p
3c2=4) cotanh(
p
c2=2). Dene
(t; u) = maxf1=2;minfu; 1gg
and consider the modied problem
u00 − u= c1[((t; u))2 + h2 ~S2((; u))− 1](t; u)− (t; u); u0(0) = 0; u0(1) = 0; (7)
where ~S(u) is the solution of
v00 = c2u2v; v(0) = 0; v0(1) = 1:
Existence of a solution u of (7) follows from Schauder's Theorem. From Proposition 2.3 we know
that u(t)61 and we deduce from Lemma 2.2 that
~S((; u)))6 ~S(1=2)) = sinh((
p
c2=2)t)
(
p
c2=2)cosh(
p
c2=2)
6
2p
c2
tanh
p
c2
2

:
Assume now that min u= u(t0)< 12 . We come then to the contradiction
06u00(t0)6c1
"
1
4
+
4h2
c2
tanh2
p
c2
2

− 1
#
1
2
+ u(t0)− 12< 0:
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