Abstract. Let D be a weighted oriented graph and let I(D) be its edge ideal. Under a natural condition that the underlying (undirected) graph of D contains a perfect matching consisting of leaves, we provide several equivalent conditions for the Cohen-Macaulayness of I(D). We also completely characterize the Cohen-Macaulayness of I(D) when the underlying graph of D is a bipartite graph. When I(D) fails to be Cohen-Macaulay, we give an instance where I(D) is shown to be sequentially Cohen-Macaulay.
Introduction
An oriented graph D = (V (D), E(D)) consists of an underlying simple graph G on which each edge is given an orientation (i.e., a directed graph without multiple edges nor loops). The elements of E(D) will be denoted by ordered pairs to reflect the orientation, where (x, y) represents an edge directed from x to y. An oriented graph D is called vertex-weighted (or simply, weighted ) if it is equipped with a weight function ω : V (D) −→ N.
Let D be a weighted oriented graph over the vertex set V (D) = {x 1 , . . . , x n } and let R = K[x 1 , . . . , x n ] be a polynomial ring over a field K. For simplicity, let ω j = ω(x j ) for j = 1, . . . , n. The edge ideal of D is defined to be
The Cohen-Macaulay property and the unmixed property of I(D) are independent of the weight we assign to a source vertex (i.e., a vertex with only outgoing edges) or a sink (i.e., a vertex with only incoming edges). For this reason we shall always assume-when studying these two properties -that sources and sinks always have weight 1.
The interest in edge ideals of weighted oriented graphs comes from coding theory, in the study of Reed-Muller typed codes, as we shall now briefly explain. Let K = F q be a finite field and let G 1 ⊂ · · · ⊂ G n be a nested sequence of multiplicative subgroups of F can compute and estimate "basic" parameters of the Reed-Muller typed code associated to X (see [2, 13] ). For example, an interesting open problem is to compute the minimum distance of this type of linear code.
If the weight function of D is the trivial one, i.e., ω(x) = 1 for all x ∈ V (D), then I(D) recovers the usual edge ideal of its (undirected) underlying graph. Edge ideals of (undirected) graphs have been investigated extensively in the literature. In general, edge ideals of weighted oriented graphs are different from edge ideals of edge-weighted (undirected) graphs defined by Paulsen and Sather-Wagstaff [15] .
Algebraic invariants and properties of edge ideals of weighted oriented graphs have been studied in [7, 17] . A weighted oriented graph D is called Cohen-Macaulay (respectively, sequentially Cohen-Macaulay, unmixed ) if the quotient ring R/I(D) is a Cohen-Macaulay (respectively, sequentially Cohen-Macaulay, unmixed) ring. In this paper, we investigate the Cohen-Macaulayness of the edge ideal I(D) of a weighted oriented graph. Our results generalize a recent work of Gimenez, Martínez, Simis, Villarreal and Vivares [7] from forests to arbitrary graphs, and extend a recent study of Pitones, Reyes and Toledo [17] on the unmixedness of I(D), when the underlying graph of D is a bipartite graph, to give a complete characterization of the Cohen-Macaulayness of edge ideals for weighted oriented bipartite graphs.
Our method also leads to an affirmative answer to what was initially stated as an open question in [7] (see now [7, Remark 3.2] ). In particular, we prove the following theorem. 
Moreover, any of the above conditions implies (d) The polarization I(D)
pol has dual linear quotients;
Our assumption in Theorem 1.1 that G has such a perfect matching comes naturally. It was shown in [7, Theorem 3.1] that if G is a forest and D is Cohen-Macaulay then G must have a perfect matching {x 1 , y 1 }, . . . , {x r , y r }, where y i 's are leaf vertices in G. An important application of Theorem 1.1 is when G is obtained by adding a whisker to every vertex of a given graph. This application is inspired by a well celebrated result of Villarreal [18] , where it was shown that the edge ideal of the graph obtained by adding a whisker at every vertex of a simple (undirected) graph is always Cohen-Macaulay.
The proof of Theorem 1.1 will be broken into two parts. In Theorem 3.1 we establish the equivalence (a) ⇔ (b) ⇔ (c), and in Theorem 3.13 we prove (c) ⇒ (d). It is easy to see that (a) ⇒ (b) ⇒ (c). Thus, it remains to show that (c) ⇒ (a) to get Theorem 3.1. To prove (c) ⇒ (a), we apply polarization and construct an Artinian ideal whose polarization is the same as that of I(D). The proof of (c) ⇒ (d) is more involved. We give an explicit order of the generators of the Alexander dual of I (D) pol , and show that with this order the dual of I(D) pol has linear quotients. In fact, if in (d) it is known that the polarization of I(D) has pure dual linear quotients, then all four conditions would be equivalent.
If D fails the condition of Theorem 1.1.(c) but only at one edge (x s , y s ) ∈ E(D) then D is no longer Cohen-Macaulay. We shall show that, in this case, D is sequentially CohenMacaulay. Specifically, we prove the following theorem. 
The proof of Theorem 1.3 is an involved analysis. We first observe that I(G) = I(D). Thus, if I(D) is Cohen-Macaulay then so is I(G) (due to [12, Theorem 2.6] ). It then follows from [10, Theorem 3.4 ] that G has a perfect matching {x 1 , y 1 }, . . . , {x r , y r } such that conditions (a)-(c) hold. Since I(D) is Cohen-Macaulay, I(D) is also unmixed. Conditions (d)-(e) follow from [17, Theorem 4.17(2) ].
To prove the converse statement, we make use of the following standard short exact sequence
to convert the problem to showing that both R/(I(D) : y r ) and R/(I(D), y r ) are CohenMacaulay of appropriate dimensions. It is easy to see that (I(D), y r ) comes from the induced subgraph D \ {x, y} and, thus, is Cohen-Macaulay by induction. It remains to consider (I(D) : y r ). We apply the short exact sequence (1.1) to (I(D) : y r ) itself to reduce the problem to examining the ideals ((I(D) : y r ), y r ) and ((I(D) : y r ) : y r ). To this end, we realize these ideals as edge ideals (together with isolated variables) of subgraphs of D, and show that these subgraphs and their underlying graphs also satisfy conditions (a)-(e), and the conclusion follows by induction.
The paper is outlined as follows. In the next section, we collect notation and terminology. In Section 3, we prove our main results characterizing the Cohen-Macaulayness of a large class of oriented graphs. In Section 4, we consider oriented graphs which fail condition (d) of Theorem 1.1 at only one edge, and show that the polarizations of their edge ideals have dual linear quotients. In Section 5, we prove our last main result characterizing Cohen-Macaulay edge ideals of weighted oriented bipartite graphs.
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Preliminaries
In this section, we collect notation and terminology that will be used in the paper. We shall follow standard texts in the research area [1, 8, 14, 19] .
Recall that R = K[x 1 , . . . , x n ] denotes a polynomial ring over a field K. For a tuple a = (a 1 , . . . , a n ) ∈ Z n ≥0 , we shall write x a for the monomial x
Polarization is an essential technique in our work, so we will recall this notion following [16] .
an n be a monomial in R. The polarization of x a is defined to be
i by a product of distinct variables
The polarization of I is defined to be the ideal
, where p i is the maximum power of x i appearing in
Our use of polarization is reflected in the following well-known result, which relates the (sequentially) Cohen-Macaulayness of an ideal with its polarization. ( Polarization allows us to reduce the study of monomial ideals to the study of squarefree monomial ideals. In doing so, we will be able to make use of combinatorial properties of squarefree monomial ideals and, in particular, to look at their associated hypergraphs.
Recall that a hypergraph H = (V (H), E(H)) consists of a set V (H) of distinct points, called the vertices, and a set E(H) of nonempty subsets of the vertices, called the edges. We shall restrict ourselves to simple hypergraphs; that is, hypergraphs with no nontrivial containments between its edges. A graph is a hypergraph whose edges are all of cardinality 2.
Suppose that H is a simple hypergraph over the vertex set V (H) = {x 1 , . . . , x n }. The edge ideal of H is defined to be
This construction gives a one-to-one correspondence between squarefree monomial ideals in R and simple hypergraphs on {x 1 , . . . , x n }. Thus, we shall also denote the simple hypergraph corresponding to a squarefree monomial ideal I ⊆ R by H(I). We shall say that H is Cohen-Macaulay (respectively, sequentially Cohen-Macaulay, unmixed ) if its edge ideal I(H) is Cohen-Macaulay (respectively, sequentially Cohen-Macaulay, unmixed).
To investigate the (sequentially) Cohen-Macaulayness of a squarefree monomial ideal we shall examine its Alexander dual. Note that a monomial ideal I ⊆ R has a unique set of minimal generators, which we shall denote by gen(I). Definition 2.3. Let I ⊆ R be a squarefree monomial ideal. The Alexander dual of I is defined to be
It is an easy observation that the minimal generators of I ∨ correspond to the minimal vertex covers of H(I); here, for a hypergraph H, a subset W of the vertices is called a vertex cover if W has nonempty intersection with every edge in H. Our use of the Alexander dual comes from the fact that the (sequentially) Cohen-Macaulayness of a squarefree monomial ideal I is equivalent to the (componentwise) linearity of the minimal free resolution of I ∨ .
Definition 2.4. Let I ⊆ R be a monomial ideal. For d ∈ N, let (I d ) denote the ideal generated by the degree d elements of I. We say that I is componentwise linear if (I d ) has a linear resolution for all d ∈ N. The following lemma is a technical result that we shall use. With respect to a monomial ideal I, we say that x i is a free variable if x i occurs in exactly one minimal generator of I. To distinguish between directed edges of an oriented graph and undirected edges of its underlying graph, we shall use the ordered pair (x, y) to denote the directed edge going from x to y, and use the unordered set {x, y} to denote the undirected edge between x and y. Let D be an oriented graph, let G be its underlying graph, and let v be a vertex of
in an oriented graph D is a source (respectively, a sink ) if it does not have any in-neighbors (respectively, out-neighbors).
We shall now recall a number of key notions and observations from [17] that will be useful for our purpose.
Definition 2.9 ([17, Definition 2.3])
. Let D be an oriented graph and let G be its underlying graph. For a vertex cover (not necessarily minimal) C of G, define 
Lemma 2.10 ([17, Theorem 4.2]). I(D) is unmixed if and only if G is unmixed and
L 3 (C) = ∅ for any strong vertex cover C of D.
Oriented graphs with perfect matchings
In this section, we shall prove our main results. Particularly, we will give various equivalent algebraic and combinatorial characterizations for the Cohen-Macaulayness of an oriented graph. Our results extend [7, Theorem 3.1] from the case where the underlying graph is a forest to a more general situation. Our method also gives an affirmative answer to an open problem stated in [7, Remark 3.2] .
It follows from [7, Theorem 3.1] that if the edge ideal of an oriented graph D is CohenMacaulay and its underlying graph G is a forest, then G has a perfect matching
where y 1 , . . . , y r are leaf vertices. Our results address the class of oriented graphs whose underlying graphs have such a perfect matching.
Our first main theorem gives an easy combinatorial characterization of Cohen-Macaulay weighted oriented graphs. Proof. We will show that (a)
It is a well-known fact that if R/I(D) is Cohen-Macaulay, then all the associated primes of I(D) have the same height (see, for example, [14, Theorem 17.3 
]). Thus, (a) implies (b).
To see that (b) implies (c), assume that I(D) is unmixed and (x s , y s ) ∈ E(D). Suppose, by contradiction, that ω(x s ) > 1. By our initial assumption that a source vertex has weight 1, x s is not a source. Thus, there is at least one incoming edge at x s . Since y i 's are leaf vertices in G, there exists l with (x l , x s ) ∈ E(D) (which, in particular, implies that (x s , x l ) ∈ E(D) and deg G (x s ) ≥ 2). Observe that
Hence, it follows from Lemma 2.10 that I(D) is not unmixed, a contradiction. That is, we must have ω(x s ) = 1, and so (b) implies (c).
It remains to prove that (c) implies (a). To achieve this we will use polarization techniques. For simplicity of notation, set ω i = ω(x i ) for i = 1, . . . , r. By Lemma 2.8, we may also assume that ω(y i ) = 1 for all i = 1, . . . , r.
Let D[X] be the induced oriented subgraph of D on the vertex set X = {x 1 , . . . , x r }. Let H be a copy of D[X] on the vertex set Z = {z 1 , . . . , z r } obtained by replacing x i with z i , for i = 1, . . . , r, and let S = K[z 1 , . . . , z r ] (in particular, the weight of z i in H is ω i ). Consider the ideal J = I(H) + (z
By re-indexing if necessary, we may assume that for some k ≤ r, ω i ≥ 2 for 1 ≤ i < k and ω i = 1 for k ≤ i ≤ r. It follows from the assumption in (c) that
Observe that in the polarization construction of J, the variables z 1 , . . . , z r are replaced by z 1,1 , . . . , z r,1 , and z
On the other hand, in the polarization construction of I(D), the variables x 1 , . . . , x r are replaced by x 1,1 , . . . , x r,1 , and
Now, consider the variable identification φ : In general, without assuming condition (c) of Theorem 3.1, the polarizations of I(D) and J are not necessarily isomorphic. The next example illustrates how this can occur. Example 3.2. Consider the oriented graph D on the vertices {x 1 , x 2 , y 1 , y 2 } with edges (y 1 , x 1 ), (x 1 , x 2 ), and (x 2 , y 2 ), whose weight function is given by ω(x 1 ) = 2, ω(x 2 ) = 3, and ω(y 1 ) = ω(y 2 ) = 1. The ideal J in the proof of Theorem 3.1 is J = {z . One such approach is through grafted simplicial complexes. See [4] for relevant definitions.
Our next main result exhibits that the equivalent conditions (a), (b), and (c) of Theorem 3.1 in fact imply an even stronger condition, that is, I(D) has dual linear quotients. Before giving the full precise statement, let us collect a number of important properties of vertex covers of oriented graphs. Notation 3.4. For simplicity of notation, for the remainder of this section, by a weighted, oriented graph with whiskers we will mean that D is a weighted oriented graph whose underlying graph G has a perfect matching {x 1 , y 1 }, . . . , {x r , y r } where y i is a leaf for all i. Let D[X] denote the induced oriented subgraph of D on X = {x 1 , . . . , x r }. Recall also that in the polarization construction of I(D), we have
Lemma 3.5. Let D be a weighted oriented graph with whiskers and let J = I(D)
pol . Let C be a minimal vertex cover of the hypergraph H(J) associated to J, and set
is a disjoint union such that for each i there is a j ≥ 1 with either x i,j or y i,j in C. Moreover, for each i such that x i,1 ∈ C 1 , each of C 2 and C 3 must contain at most one of the x i,j 's and y i,k 's, respectively.
Proof. It is easy to see, from the definition of C 1 , C 2 and
is in I(D). Thus C must contain x i,j or y i,j for some j to cover the polarization of this edge. Suppose that x i,j ∈ C. By the polarization construction, any minimal generator of J = I(D) pol divisible by x i,j must also be divisible by x i,t for all t ≤ j. That is, any edge of H(J) containing x i,j must also contain x i,t for all t ≤ j. Thus, x i,t ∈ C for any t < j by the minimality of C. A similar observation holds for any y i,j ∈ C. Thus C 2 and C 3 must each contain at most one of the x i,j 's and y i,k 's respectively. Remark 3.6. A careful examination of the structure of D can reveal more about the set C 2 . Suppose x s,1 ∈ C 1 for some s. If there exists an edge (x l , x s ) of D with x l,1 ∈ C 1 then since C must cover the edge x l x ω(xs) s pol in H(J), we must have ω(x s ) > 1 and x s,j ∈ C for some 2 ≤ j ≤ ω(x s ). Note that if in addition (x s , y s ) ∈ I(D), then y s,k ∈ C 3 for some k ≥ 1 is needed to cover the edge (x s y s )
pol in H(J). Thus in the final statement of Lemma 3.5 it is possible that both of C 2 and C 3 contain an x s,j and y s,k respectively.
Conversely, if both of C 2 and C 3 contain an x s,j and y s,k respectively for some s, then because C is minimal, in addition to the polarization of generator corresponding to the whisker edge, which is covered by y s,k , there must be an edge of H(J) covered by x s,j but not y s,k . Such an edge is the polarization of a generator of I(D) of the form x l x ω(xs) s . Thus for some l there is an edge (
If D is Cohen-Macaulay then the following lemma shows that for any i such that x i,1 ∈ C, C cannot contain a polarizing variable for both x i and y i .
Lemma 3.7. Let D be a Cohen-Macaulay weighted oriented graph with whiskers. Consider a minimal vertex cover C of H(I(D)
pol ), and suppose Lemma 3.5 . Then |C| = r and for each i such that
pol , so either x i,1 ∈ C or y i,k is in C for some k but not both since y i is a leaf of the underlying graph G. Similarly, if (y i , x i ) ∈ E(D), then either y i,1 ∈ C or x i,j is in C for some j, but not both. Thus, if x i,1 ∈ C, then either
Proof. The conclusion follows from the fact that for each i, precisely one of the containments x i,1 ∈ C 1 , or x i,j ∈ C 2 for some j ≥ 2, or y i,j ∈ C 3 for some j ≥ 1 occurs. pol is square-free. By Lemma 3.5, the minimal primes of I(D) will be depolarizations of minimal primes of J = I(D) pol for which for every i at most one of C 2 and C 3 contains an x i,j or y i,k respectively. These primes have height r and are of the form C x · ∪ C y where C x ⊆ {x 1 , . . . , x r } forms a minimal vertex cover of the undirected underlying induced graph on {x 1 , . . . , x r } and C y = {y i | x i,1 ∈ C 1 }. The embedded associated primes of I(D) will be depolarizations of minimal primes of J described in Lemma 3.5 where C 2 and C 3 both contain an x i,j i and y i,k i respectively for one or more i. These embedded primes can be described by looking at the directed edges of D as described in Remark 3.6. All embedded primes of I(D) have the form C ∪ {y i 1 , . . . , y it } where C is a minimal prime of I(D) and for each 1 ≤ s ≤ t, d(x is ) > 1, (x is , y is ) ∈ E(D), and there is an edge (x js , x is ) ∈ E(D) for some x js ∈ C.
The following lemma allows us to construct new minimal vertex covers of H(I(D)
pol ) from given ones. This will be useful later on in ordering the generators of the Alexander dual of I(D)
pol to show linear quotients. Proof. It can be seen from the polarization construction that if a minimal generator of I(D)
pol contains y i,j then it also contains y i,j−1 . Thus, C \ {y i,j } ∪ {y i,j−1 } is also a vertex cover of H(I (D) pol ). When j ≥ 2, the minimality of C \ {y i,j } ∪ {y i,j−1 } comes immediately from that of C, since there is a unique edge of D containing y i . The statement for x i,j follows in the same line of arguments as that for y i,j .
It is worth noting that the minimality of C \ {x i,2 } ∪ {x i,1 } in general may not be true. For instance, in Example 3.2, C = (x 1,2 , x 2,2 , y 2 ) is a minimal vertex cover of
If D is known to be a Cohen-Macaulay oriented graph, we can push Lemma 3.10 slightly further. . If x i,j or y i,j is in C for some j ≥ 2 then C \ {x i,j } ∪ {x i,j−1 } or C \ {y i,j } ∪ {y i,j−1 }, respectively, is also a minimal vertex cover of H (I(D) pol ).
Proof. We only need to prove the statements for x i,2 . Suppose that x i,2 ∈ C. By the polarization construction, every minimal generator of I(D) (I(D) pol ).
Now, since D is Cohen-Macaulay, all minimal vertex covers of H(I(D) pol ) must have exactly r elements (see Lemma 3.7). Hence, the replacement described does not change the minimality of a minimal vertex cover. 
also a minimal vertex cover of H(I(D)
pol ) for any j ≥ 1.
Proof. As in Corollary 3.11, the minimality of C \ {y i,k } ∪ {x i,j } if it is a vertex cover would follow from the Cohen-Macaulayness of D. Thus, it remains to show that C \ {y i,k } ∪ {x i,j } is a vertex cover of H(I(D) pol ). That is, any edge of H(I(D) pol ) that contains y i,k , for some k ≥ 1 must also contain x i,j for all j ≥ 1. Since y i is a leaf, this statement is clearly true if ω(x i ) = 1.
Consider the case where ω(x i ) > 1. Then by Theorem 3.1, we must have (x i , y i ) ∈ E(D) and (y i , x i ) ∈ E(D). That is, the only generator of I(D) containing y i must be y i x ω(x i ) i (which also implies that the given y i,k must indeed be y i,1 ). Clearly, (
pol contains x i,j for all j ≥ 1.
We are now ready to prove our next main theorem, which states that the equivalent conditions in Theorem 3.1 in fact imply that I(D) pol has dual linear quotients. Generally speaking, having dual linear quotients can be a powerful tool in showing that an ideal is Cohen-Macaulay by using Theorem 2.5 and 2.7; however, (I(D) pol ) ∨ must be pure to follow this path. Since (I(D) pol ) ∨ being pure is trivially equivalent to I(D) pol being unmixed, which has already been shown to be equivalent to being Cohen-Macaulay in this setting, the implication of interest is that the condition on the vertex weights forces dual linear quotients. Observe that by Lemma 3.5, for any i, each minimal generator of J ∨ is divisible by x i,j or y i,j for at most one j. Thus, M 1 = r i=1 x i,1 is the first generator under this ordering. For each generator M of J ∨ , order the variables dividing M as above. By Lemma 3.7, M has the form
where for each i, a i = x i,j i for some j i ≥ 1 or a i = y i,k i for some k i ≥ 1. Consider an arbitrary t ≤ s (where s is the number of monomial generators of J) and any 1 ≤ u < t.
Using the format of (3.1), write M t = a 1 a 2 · · · a r and M u = b 1 b 2 · · · b r . Let i u be the least integer such that a iu = b iu . By the chosen ordering, one of the following must occur:
(1) a iu = x i,j i and b iu = x i,j for some j < j i ; (2) a iu = y i,k i and b iu = y i,k for some k < k i ; (3) a iu = y i,k i and b iu = x i,j for some j. An important application of our main results is the following statement, which is inspired by the main theorem of [18] , which showed that the edge ideal of the graph obtained by adding a whisker to every vertex of an arbitrary graph is always Cohen-Macaulay. 
Moreover, any of the above conditions implies (d) The polarization I(D)
pol has dual linear quotients.
As before, if I(D)
∨ is pure and has linear quotients, then condition (d) becomes equivalent to (a), (b), and (c).
Non-Cohen-Macaulay oriented graphs
Our results in Section 3 show that D is Cohen-Macaulay if and only if ω(x s ) = 1 for any edge (x s , y s ) ∈ E(D). When the later condition fails, we of course do not expect D to be Cohen-Macaulay. In this section, we shall prove that if the condition of Theorem 3.1(c) only fails at one vertex x s , then D is sequentially Cohen-Macaulay and I(D) pol has dual linear quotients.
We begin with a lemma which allows us to describe the minimal generators of the Alexander dual of I(D)
pol when the condition of Theorem 3.1(c) fails at only one vertex x s . 
Let C be a minimal vertex cover of H(I(D)
pol ) and assume that C = C 1 · ∪ C 2 · ∪ C 3 as in Lemma 3.5 
. Then the following statements hold:
(1) If x i,1 ∈ C 1 then each of C 2 and C 3 contains at most one of the x i,j 's and y i,j 's, respectively. Moreover, if i = 1 then either Proof. The first statement of (1) follows the same line of arguments as in Lemma 3.7. To prove the second statement of (1), let D ′ be the induced oriented subgraph of D over the vertex set {x 2 , . . . , x r , y 2 , . . . , y r }. Then D ′ satisfies the condition of Theorem 3.1(c). Thus, D ′ is Cohen-Macaulay and the assertion again follows from the proof of Lemma 3.7.
We shall now prove (2) . Let C ′ = C ∩ {x 2 , . . . , x r , y 2 , . . . , y r } and let D ′ be as above. It is clear that C ′ is a vertex cover of D ′ . Since C is a minimal vertex cover of D and there are whiskers at x i 's, we must have either Observe that C ′ ∪ {x 1,1 } is a vertex cover of H(I(D) pol ). Thus, if x 1,1 ∈ C then we must have C = C ′ ∪ {x 1,1 }, whence |C| = r.
Suppose now that x 1,1 ∈ C. Notice that if (x 1 , x s ) ∈ E(D) and ω(x s ) > 1, for some s ≥ 2, then the hypothesis forces (y s , x s ) ∈ E(D). This implies that if x s,1 ∈ C then x s,j ∈ C for some 2 ≤ j ≤ ω(x s ) and y s,k ∈ C for any 1 ≤ k ≤ ω(y s ). Moreover, if for any edge (x s , x 1 ) ∈ E(D), where s ≥ 2, we always have x s,1 ∈ C, then since C must contain y 1,k for some 1 ≤ k ≤ ω(y 1 ) and C ′ ∪{y 1,k } is a vertex cover of H(I(D) pol ), we have C = C ′ ∪{y 1,k }, and again, |C| = r.
It remains to consider the case where there exists an x s (s = 1) such that (x s , x 1 ) ∈ E(D) and {x 1,1 , x s,1 } ⊆ C. In this case, in order to cover (x s x ω(x 1 ) 1 )
pol , C must contain x 1,j for some 2 ≤ j ≤ ω(x 1 ), and in order to cover (x 1 y
pol , C must contain y 1,k for some 1 ≤ k ≤ ω(y 1 ). Furthermore, for such j and k, C ′ ∪ {x 1,j , y 1,k } is a vertex cover of H (I(D) pol ). Thus, C = C ′ ∪ {x 1,j , y 1,k } for some 2 ≤ j ≤ ω(x 1 ) and 1 ≤ k ≤ ω(y 1 ) and |C| = r + 1. pol ) has size either r or r + 1. When it has size r then for each i, we have exactly one of the following happens: x i,1 ∈ C 1 ; x i,j ∈ C 2 for 1 < j < ω(x i ); y i,k ∈ C 3 for 1 ≤ k ≤ ω(y i ). Moreover when x 1,1 / ∈ C 1 and the size of C is r, then for all 1 < s ≤ r if (x s , x 1 ) ∈ E(D) then x s,1 ∈ C 1 . If the size of C is r + 1, then we must have x 1,1 / ∈ C 1 and for some 1 < s ≤ r, (x s , x 1 ) ∈ E(D) and x s,1 / ∈ C 1 . See also Remark 3.9.
We are now ready to present our next main result, which shows that if condition (c) of Theorem 3.1 is violated at a single vertex, then the resulting ideal, while no longer Cohen-Macaulay, remains sequentially Cohen-Macaulay. Let D ′ be the induced oriented subgraph of D on the vertex set {x 2 , . . . , x r , y 2 , . . . , y r } and consider an arbitrary generator M t for 1 ≤ t ≤ v. Without loss of generality, we may also assume that for some fixed w, p with 1
Case 1: t ≤ u. In this case, deg(M t ) = r and, by Remark 4.2,
is not covered by the corresponding minimal vertex cover. If M t = x 1,1 M ′ then by our ordering, M i must contain x 1,1 for all i < t. That is M i = x 1,1 N i where N i is a minimal generators of I(D ′ ) pol that comes before M ′ in the corresponding ordering. Thus, it follows from the proof of Theorem 3.13 for D ′ that (M 1 , ...., M t−1 ) : M t is generated by a subset of the variables.
Suppose that M t = y 1,k M ′ . Then, by Remark 4.2, this is the case only if x s,1 M ′ for any 2 ≤ s ≤ w (i.e., when (x s , x 1 ) ∈ E(D)). Consider any i < t. By our ordering, deg(M i ) = r and, thus, M i is either
pol . This implies that M i : M t is contained in the ideal generated by x 1,1 , y 1,k ′ and M ′′ : M ′ . It is easy to see that
pol which comes before M t . Hence, together with the conclusion of Theorem 3.13 for D ′ , we have that (M 1 , ..., M t−1 ) : M t is generated by a subset of the variables.
Case 2: t > u. In this case, deg(M t ) = r + 1 and, by Lemma 4.1,
pol , which comes before M t in our ordering.
Observe now that if
′′ then, by the proof of Lemma 4.1, for any 2 ≤ l ≤ w,
pol , which comes before M t in our ordering. Hence, together with Theorem 3.13 for D ′ , we have that (M 1 , ..., M t−1 ) : M t is generated by a subset of the variables.
pol . In this case, M i : M t is contained in the ideal generated by
pol , which comes before M t . Thus, we again have that (M 1 , . . . , M t−1 ) : M t is generated by a subset of the variables. G has a perfect matching {x 1 , y 1 }, . . . , {x r , y r } in which the y i 's are leaf vertices. The argument, however, has proved to be much more subtle and involved than that of Theorem 4.3; and we shall leave that to our future work.
Cohen-Macaulay weighted oriented bipartite graphs
In this section, we address [17, Conjecture 5.5] for weighted oriented bipartite graphs. Particularly, we give a complete classification for the Cohen-Macaulay property of edge ideals of weighted oriented bipartite graphs. For this class of graphs, the unmixedness of their edge ideals was already characterized in [17] .
Our last main result of the paper is stated as follows. matching {x 1 , y 1 }, . . . , {x r , y r } such that the following conditions hold: Proof. Since the Cohen-Macaulay property is additive on graded ideals in disjoint sets of variables (see [18, Lemma 4 .1]), we may assume that G is a connected bipartite graph. According to [7, Corollary 6] the Cohen-Macaulay property of D is dependent only on knowing which vertices have weight greater than one and not on the actual weights used. Thus, we may also assume that ω(v) = 2 for any vertex v of D with ω(v) > 1. 
Theorem 5.1. Let D be a weighted oriented bipartite graph without isolated vertices, and let G be its underlying graph. Then D is Cohen-Macaulay if and only if G has a perfect
Case 1: Assume that ω(y r ) = 2. In particular, y r cannot be a source, (x r , y r ) ∈ E(D) (by (d)), and x r y 2 r ∈ I(D). Note that if
). Therefore, we have the equalities (I(D) :
. Consider the weighted oriented graph H whose vertex set and edge set are V (H) = V (D \ A) and
respectively.
We first show that V ′ Y = {y i | x i ∈ V ′ } is a set of isolated vertices of H, i.e., they are vertices that are not in any edge of H. Take y i ∈ V ′ Y and assume that y i is not isolated. Then there is x j ∈ V (H), x j / ∈ A, such that {x j , y i } is an edge of the underlying graph H of H. By (b)-(c), {x j , y r } is an edge of the underlying graph G of D. Assume that (y r , x j ) ∈ E(D). As x j / ∈ V ′ , we have ω(x j ) = 2 and x j ∈ V ′′ . Hence, (y i , x j ) cannot be an edge of H; that is, (x j , y i ) ∈ E(H).
; that is (x j , y r ) ∈ E(D), a contradiction. We may now assume (x j , y r ) ∈ E(D). As
′′ } is a set of isolated vertices of H. Take y i ∈ V ′′ Y and assume that y i is not isolated. Then, there is x j ∈ V (H), x j / ∈ A, such that {x j , y i } is an edge of H. Assume that ω(x j ) = 2. As
In particular, since x j ∈ N G (y i ), we get x j ∈ N + D (y r ) and x j ∈ V ′′ . Thus, (y i , x j ) cannot be an edge of H; that is, (x j , y i ) is an edge of H. Then,
We may now assume that ω(x j ) = 1. Then, x j / ∈ N + D (y r ) because x j / ∈ A and, by (c),
The vertex x r is also an isolated vertex of H and y r is not a vertex of H. Setting L equal to ((I(D) : y r ), y r ), from Eq. (5.3) and noticing that the ideal
The vertex set of D has a decomposition V (D) = V (D \ A) ∪ A with |A| = |V ′ | + 1. To compute the heights of L and I(H) notice the following decomposition
and is a minimal vertex cover of H. Indeed, if {x j , y i } is an edge of H, then y i is not isolated in H, and consequently 
Let F be the weighted oriented bipartite graph with To see that F satisfies (c), consider the underlying graph F of F and take {x i , y j }, {x j , y k } in E(F ) with i < j < k. Then, as D satisfies (c), {x i , y k } is in E(G). A vertex x ℓ is in V (F ) if and only if y ℓ is in V (F ). Thus, the vertices x i and y k are in V (F ). If
Consider the partial polarization L We claim that V ′ B = {y i | x i ∈ B} is a set of isolated vertices of H 1 . Take y i ∈ V ′ B . We proceed by contradiction, assuming there is an edge {x j , y i } in the underlying graph
Clearly one has i = r because x i ∈ V ′′ but x r is a leaf of the underlying graph and thus a sink or a source, so w(x r ) = 1. Assume that y i is not isolated in H 1 and pick an edge {x j , y i } in H 1 . Then, y i / ∈ A and consequently {x j , y i } is an edge of H, a contradiction because we have previously shown that any vertex of V One may ask whether or not an unmixed monomial ideal I of graph type (i.e., a monomial ideal I whose radical is generated by square-free monomials of degree 2) with CohenMacaulay radical is Cohen-Macaulay.
As a consequence of Theorem 5.1, we show that Conjecture 5.2 holds for weighted oriented bipartite graphs. Remark 5.4. Under the conditions of Theorem 5.1, if (y t , x t ) ∈ E(D) for some t (respectively, (x t , y t ) ∈ E(D) for some t), then ω(y t ) = 1 (respectively, ω(x t ) = 1); that is, the tail of any edge in the perfect matching has weight 1. To see this, suppose that (y t , x t ) ∈ E(D) (the case (x t , y t ) ∈ E(D) is similar). We proceed by contradiction, assuming that ω(y t ) ≥ 2. In particular, y t is not a source; that is, there is (x i , y t ) ∈ E(D). Since 
