This paper reports three adaptations to DynDE, an approach to using Differential Evolution to solve dynamic optimization problems. The first approach, Competitive Population Evaluation (CPE), is a multi-population DE strategy aimed at locating optima faster in the dynamic environment. This approach is based on allowing populations to compete for function evaluations based on their performance. The second approach, Reinitialization Midpoint Check (RMC), is aimed at improving the technique used by DynDE to maintain populations on different peaks in the search space. A third approach, consisting of a combination of CPE and RMC is investigated. The new strategies are empirically compared to DynDE using various problem sets. The empirical results show that the new approaches constitute an improvement over DynDE and other approaches in the literature.
Introduction
Dynamic optimization problems are found in many real world domains, for example air traffic control, polarization mode dispersion compensation in optical fibre, and target tracking in military applications. Despite the fact that evolutionary algorithms often successfully solve static problems, dynamic optimization problems tend to pose a challenge to evolutionary algorithms (Morrison, 2004) . Lack of diversity is the main drawback of most of the standard evolutionary algorithms when it comes to dynamic problems, since the algorithms tend to converge on a single optimum in the solution space and then lack the diversity to locate new optima when they appear. Differential evolution (DE) is one of the evolutionary algorithms that do not scale well to dynamic environments. Mendes and Mohais (2005) applied DE to dynamic optimization problems by utilizing multiple populations maintained on distinct peaks in the solution space. In order to better track the movements of the peaks in the solution space, the diversity of a subset of each population was increased.
In this paper, extensions to the above approach are suggested. The first adaptation is a novel approach called Competitive Population Evaluation (CPE). CPE allows populations to compete for fitness evaluations, hence allocating fitness evaluations to the more successful populations first. The second suggested adaptation is Reinitialization Midpoint Check (RMC). RMC is an improvement on the technique used in DynDE to prevent populations converging to the same peak.
The rest of the paper is structured as follows: related work is discussed in Section 2. The DE algorithm is discussed in Section 3. Section 4 reviews the research of Mendes and Mohais (2005) . The benchmark which is used in this work is described in section 5. CPE is presented in section 6, RMC in section 7 and the combination of CPE and RMC is described in section 8. The results of a comparative investigation into the scalability of each of these approaches is given in section 9. The new approaches are compared with other research in section 10, and conclusions are drawn in section 11.
Related Work
Several of the earlier investigations into optimization in dynamic environments involved approaches based on Genetic Algorithms. More recently, attention has been given to other population-based optimization algorithms like Particle Swarm Optimization (PSO) (Kennedy and Eberhart, 1995) and Differential Evolution (DE) (Storn, 1996) . A survey of the literature identified three main strategies of which at least one is present in most algorithms aimed at dynamic optimization. These strategies are:
-Increase Diversity: One of the main reasons why traditional population-based algorithms fail in dynamic environments is that the algorithms converge to a solution and then lack the diversity required to locate new optima once the environment has changed. Jin and Branke (2005) pointed out that most algorithms try to remedy this problem by either explicitly increasing diversity after a change in the environment is detected, or by maintaining more diversity during the entire run. -Memory: Optima in the dynamic environments shift or disappear when changes in the environment occur.
However, unless the changes are large, information on where optima were located before the change can still be used to locate new optima in the vicinity of old optima. Many algorithms make use of either explicit memory to store information about the location of optima, or implicit memory, mostly in the form of sub-populations that converge to a variety of optima. Since a change in the environment can lead to the global optimum being reduced to a mere local optimum and vice versa, knowing the location of all, or at least several, of the local optima can accelerate the location of the new global optimum. -Parallel Search: Many algorithms employ a parallel search to locate the optima in the environment, mostly by using multiple independent populations. Several approaches take steps to ensure that sub-populations do not converge to the the same optimum and they also control how individuals are distributed among the populations. Jin and Branke (2005) provide a survey on algorithms for dynamic optimization. These algorithms and some of the more recent advances in the field will now be discussed in terms of the strategies described above. Cobb (1990) suggested drastically increasing the mutation rate of a GA after a change in the environment has occurred, while Vavak et al. (1997) advocated a more gradual increase. Hu and Eberhart (2002) suggested that particles in a PSO algorithm should be reinitialized when a change in the environment occurs. Approaches aimed at maintaining a high amount of diversity during the entire run include Grefenstette's Random Immigrants (Grefenstette, 1999) and refinements made by Yang (2005) . These introduce random individuals into the GA's population after each generation. In contrast, Morrison (2004) made use of stationary individuals (called sentinels) that are uniformly distributed around the search space to increase diversity.
The thermodynamic GA (Mori et al., 1997) , (Mori et al., 1996) , (Mori et al., 1998) explicitly controls the population's diversity throughout the run by selecting individuals for the next population, not only based on their fitness, but also based on the rarity of their genes.
More recent diversity-increasing approaches include charged particles (Blackwell and Bentley, 2002) , where each particle is assigned a virtual charge and then allowed to repel each other based on the laws of electrostatics. The idea of increasing diversity by reinitializing a number of individuals in a population within a hyper-sphere centered around the best individual within the population was proposed by Branke (2004, 2006) . These individuals are called Quantum individuals and were implemented in a PSO algorithm. A similar approach, called Brownian individuals, involves the creation of individuals close to the best individual by adding a small random value sampled from a normal distribution to each component of the best individual (Mendes and Mohais, 2005) . Investigations into finding an appropriate neighborhood structure for PSO (Janson and Middendorf, 2004) , (Li and Dam, 2003) and an appropriate scheme for DE (Mendes and Mohais, 2005) have been conducted, since these parameters greatly affect the diversity of the population.
In some dynamic problems the shape of the solution space is either oscillating or cyclic, i.e. changes in the dynamic environment will result in the environment returning to the same configuration at a future stage. For these problems, maintaining an explicit memory of good solutions has been found to be especially useful. Ramsey and Grefenstette (1993) made use of a knowledge base of strategies (individuals that had performed well in previous generations) that are inserted in the population when a change occurs that results in a previously seen environment.
In situations where the dynamic environment is not expected to periodically return to the same configuration, memory is mostly employed to retain information regarding the location of optima in the environments before a change has occurred. This is generally achieved by using multiple independent populations to locate various optima. A key feature of these approaches is that independent populations are allowed to search for optima in parallel. Three of the seminal algorithms in this class are Branke's Self-Organizing Scouts (SOS) (Branke et al., 2000) , (Branke, 2002) , (Branke and Schmeck, 2003) , Oppacher and Wineberg's Shifting Balance GA (SBGA) (Oppacher and Wineberg, 1999 ) and Ursem's Multinational GA (MGA) (Ursem, 2000) . All three of these approaches made use of some strategy to intelligently distribute individuals among the populations.
SOS makes use of a large base population that identifies optima in the search space. When an optimum is located, a small scout population is left to guard and further optimize the optimum. Individuals are distributed between the various scout populations and the base population by the algorithm. This distribution is based firstly on the fitness of the best individual in each population, and secondly, on the amount of improvement in fitness made between the previous and current generation.
While SOS aims to keep the bulk of the population in a single population searching for new optima, SBGA groups a single core around the best optimum that was found and uses smaller populations, called colonies, to search for new optima. The information contained in the colony populations is shared with the core population by means of migrant individuals that are periodically transferred from colony populations to the core population.
In contrast to SOS and SBGA, the MGA algorithm does not explicitly control the number of individuals in subpopulations. Furthermore, parent individuals for the creation of offspring for a given population are not only selected from the current population, but from all individuals. MGA uses hill-valley detection to form populations. This technique randomly samples points between two individuals to determine whether the two individuals are located on the same optimum. When offspring are created, hill-valley detection determines if the new individuals are to remain in the current population, whether the new individual should join another population or whether the new individual should be placed in an entirely new population.
Considerable success has been achieved in applying modern optimization algorithms, like PSO and DE, to dynamic optimization. Parrott and Li (2004) suggested a multiple-population PSO approach to optimizing dynamic problems, call speciation. The social component of PSO provides a simple method to divide the population in sub-populations. In this algorithm, a particle is classed into a population if the Euclidean distance between the position of the particle and the best particle in the population is within a certain threshold value. The global best value of each particle within a population is set to the personal best value of the best particle. Particles can thus migrate to another population by moving too far away from the current population's best particle or by moving closer to another population's best particle. Blackwell and Branke (2006) introduced a multiple-population PSO-based algorithm that is based on three components: Exclusion, Anti-convergence and Quantum individuals. An interesting novelty about their approach is that all populations contain the same number of individuals. The aim of having multiple populations is that each population should be positioned on its own, promising optimum in the environment. Unfortunately, populations often converge to the same peak, hence decreasing diversity. Exclusion (Blackwell and Branke, 2004 ) is a technique meant to prevent swarms from clustering around the same peak by means of reinitializing populations that stray within a threshold Euclidean distance from a better performing population. This threshold distance is called the exclusion radius. Anticonvergence is meant to prevent stagnation of the particles in the search space. Consequently, if it is found that all populations have converged to their respective optima, the weakest population is randomly reinitialized. Convergence is detected if all particles within a swarm fall within a threshold Euclidean distance of each other. This is called the convergence radius. Li et al. (2006) improved the speciation algorithm by introducing ideas from (Blackwell and Branke, 2004) , namely quantum individuals to increase diversity and anti-convergence to detect stagnation and subsequently to reinitialize the worst-performing populations. Mendes and Mohais (2005) adapted the ideas from to a DE algorithm for dynamic optimization. Their multi-population algorithm, DynDE, uses Brownian individuals to increase diversity, and exclusion to prevent populations from converging to the same peak. DynDE will be discussed in detail in later sections. Recently, Brest et al. (2006 Brest et al. ( , 2009 proposed a self-adaptive multi-population DE algorithm (jDE) for optimizing dynamic environments. This work focused on adapting the DE scale factor and crossover probability, but it also contained several components that are similar to other dynamic optimization algorithms. An idea similar to exclusion is used to prevent populations converging to the same optimum. An ageing metaphor is used to reinitialize populations that have stagnated on a local optimum. Each individual's age is incremented every generation. Offspring inherit the age of parents, but this age may be reduced if the offspring performs significantly better than the parent. Populations of which the best individual is too old are reinitialized. Within populations a further mechanism is used to prevent convergence. Individuals are reinitialized if the Euclidean distance between the individual and the best individual in the population is too small. The algorithm also utilizes a form of memory called an archive. The best individual is added to the archive every time a change in the environment occurs. A random individual is selected from the archive from which one of the sub-populations is generated by adding small random numbers to each of the individual's components.
The most successful non-population based algorithm is Moser and Hendtlass's Multi-Phase Multi-Individual Extremal Optimization (MMEO) algorithm (Moser and Hendtlass, 2007) . Extremal Optimization (EO) (Boettcher and Percus, 1999 ) makes use of a single solution which is mutated, and consequently finds the optimum of the search space through hill climbing. EO was adapted to contain several individuals, each of which uses five steps to find optima. Firstly, a stepwise sampling of the solution space is performed to locate areas that potentially contain optima. From these potential points, an individual uses hill climbing to find a local optimum. During the hill climbing phase the individuals are checked to ensure that no duplicates (individuals that are optimizing the same peak) exist. If changes in the environment occur, individuals are optimized further by using hill climbing. Finally, individuals are fine tuned using finer grained hill climbing.
Differential Evolution
Differential Evolution (DE) is a relatively new optimization algorithm based on Darwinian evolution, created by Storn and Price (1997) . In DE, mutations are made based on the spatial difference between two or more individuals added to a target vector, as opposed to other evolutionary algorithms where random mutations are generally made to individuals in the population. Several variants to the DE algorithm have been suggested, but a generic algorithm is as follows (K. Price, 2005) :
(i) Randomly create I individuals to form a population.
(ii) Evaluate each individual.
(iii) Create I individuals for a trial population as follows: (a) Select three individuals at random, − → x 1 − → x 2 − → x 3 , from the current population.
(b) Create a new trial vector − → v using:
where F ∈ (0, ∞) is known as the scale factor. 
where C r ∈ (0, 1) is the crossover probability and j rand is a randomly selected index. (Storn, 1996 ) (see equation (1)), and how offspring are created (see equation (2)). By convention, schemes are labelled in the form DE/a/b/c, where a is the method used to select the target vector, b is the number of difference vectors and c is the method used to create offspring. The scheme used in the above algorithm is referred to as DE/rand/1/bin.
DynDE
DynDE is a differential evolution algorithm developed by Mendes and Mohais (2005) to solve dynamic optimization problems. The most successful versions of DynDE make use of multiple populations, exclusion and Brownian individuals to adapt DE to dynamic environments.
Multiple populations
Typically, a static problem space may contain several peaks or local optima. These peaks not only move around in a dynamic environment, but also change in height. This implies that it is necessary to track the movements of the not only best peak found in the problem space, since an entirely different peak may become the optimal peak once a change in the environment occurs. It is thus desirable to keep track of all the peaks. An effective method to achieve this is to maintain several independent populations of DE individuals, one on each peak. In most experiments, Mendes and Mohais used 10 populations, each containing 6 to 10 individuals.
Exclusion
In order to track all the peaks, it is necessary to ensure that all populations converge to different peaks. If all populations converged to the optimum peak it would defeat the purpose of having multiple populations. Mendes and Mohais used exclusion (Blackwell and Branke, 2004) to prevent populations from converging to the same peak. The approach works by comparing the best individuals from each population. If the spatial difference between any two of these individuals becomes too small, their errors are compared and the entire population of the inferior individual is randomly reinitialized. A threshold is used to determine if two individuals are too close. This is calculated as follows:
where X is the range of the d dimensions (assuming equal ranges for all dimensions), and p is the number of peaks. By studying equation (3) it can be seen that the exclusion threshold increases with the increase in the number of dimensions and decreases if the number of peaks is increased.
Brownian individuals
Since a change in the environment implies at least some movement of some of the peaks, it is unlikely (even if the change is small) that all of the populations will still be clustered around the optimum of their respective peaks. In order to improve relocation of the optimum of the respective peak by the individuals in the sub-populations, the diversity of each population should be increased. Mendes and Mohais successfully used Brownian individuals. In every generation a predefined number of the weakest individuals are flagged as Brownian. These individuals are then replaced by another individual created by adding a small random number sampled from a zero centered Gaussian distribution to each component of the best individual in the sub-population. A Brownian individual, − → x brown , is thus created from the best individual − → x best using the formula
where ν is the standard deviation of the Gaussian distributed random number. Mendes and Mohais (Mendes and Mohais, 2005) showed that the best value of ν to use is 0.2.
DE Scheme
Mendes and Mohais (2005) showed that the most effective scheme to use when following their approach is DE/best/2/bin, in which each temporary individual is created using
where
The temporary individuals are thus created from four random individuals and the current best individual, − → x best .
Moving Peaks Benchmark
Branke (June 2007) created the Moving Peaks Benchmark (MPB) in order to address the need for a single, adaptable benchmark that can be used to compare the performance of algorithms aimed at dynamic optimization problems. It has been used by several researchers (Janson and Middendorf, 2003) , (Li et al., 2006) , (Parrott and Li, 2004) , (Trojanowski, 2007) . The benchmark contains a moving peaks function and performance measures to evaluate the efficiency of an algorithm. The multi-dimensional problem space of the moving peaks function contains several peaks of variable height, width and shape. These move around with height and width changing periodically.
The MPB allows the following parameters to be set: -Number of peaks -Number of dimensions -Maximum and minimum peak width -Maximum and minimum peak height -Change period (the number of function evaluations between successive changes in the environment) -Change severity (how much the peaks are moved) -Height severity (standard deviation of changes made to the height of each peak) -Width severity (standard deviation of changes made to the width of each peak) -Peak function -Correlation (between successive movements of a peak) A static basis function, B( − → x ), can optionally be added to the problem space.
The performance measure suggested by Branke and Schmeck (2002) is the offline error. The offline error is defined as the average of the current errors over the entire run, where the current error is defined as the smallest error found since the last change in the environment.
Competitive Population Evaluation
For most static optimization problems the effectiveness of an algorithm is measured by the error at the end of the run. Although many approaches aim to reduce the run time of optimization algorithms (i.e. to make the algorithm reach its lowest error value as soon as possible), the error during the course of the run is of secondary concern. In contrast, optimization in dynamic environments implies that a solution is likely to be required at all times (or at least just before changes in the environment occur), not just at the termination of the algorithm. In these situations, it is imperative to find the lowest error value as is possible after changes in the environment have occurred.
The MPB measures an algorithm's efficiency at finding solutions quickly by calculating the performance of an optimization algorithm as the average of the error value over the entire run, as opposed to only averaging errors prior to changes in the environment. An algorithm that finds solutions faster would also be beneficial in situations where evaluation criteria are only concerned with the error value prior to changes in the environments, since it would be more robust when the number of function evaluations between changes is reduced.
A dynamic optimization algorithm can thus be improved, not only by reducing the error, but also by making the algorithm reach its lowest error value (before a change occurs in the environment) in fewer function evaluations.
The above argument is the motivation for a novel approach named Competitive Population Evaluation (CPE). The primary goal of the new approach is not to decrease the error value found by DynDE, but rather to make the algorithm reach the lowest error value in fewer function evaluations.
The basis for the new approach is to allocate function evaluations to populations based on their performance. The best-performing population is evolved on its own until its performance drops below that of another population. The new best performing population is then evolved on its own until its performance drops below that of another population. This allows the location of the highest peak to be discovered early, while the sub-optimum peaks are located later. This approach thus differs from DynDE in that peaks are not located in parallel, but in sequence.
In short, the Competitive Population Evaluation algorithm works as follows: (i) At the commencement of the run or after a change in the environment occurs, allow the standard DynDE algorithm to run for two generations (two successive evaluations are needed to evaluate equation (6)). (ii) Calculate the performance value, P (see equation (6) The performance of a population depends on two factors: The current fitness of the best individual in the population and the amount that the error of the best individual was reduced during the previous evaluation of the population. Let K be the number of populations and f k (t) be the fitness of the best individual in population k during generation t. The performance P of population k after generation t is given by:
For function maximization problems, R k (t) is calculated as:
for function minimization problems. The best performing population will thus be the population with the highest product of fitness and improvement. The motivation for the addition of 1 to the first and second term in equation (6) is to prevent a population being assigned a performance of zero. Without the addition, the least fit population would always be assigned a performance value of zero and would thus never come under consideration for evaluation. Similarly, a good performing population that happens not to have shown any improvement during a specific generation, would also be assigned a performance value of zero and would never be considered for evaluation again. The absolute values of ∆ f k (t) and R k (t) are taken to ensure that the performance values are always positive. When a population is reinitialized due to exclusion (see section 4.2), the fitness of the fittest individual is likely to be lower than before reinitialization, which would lead to ∆ f k (t) being a relatively large number. The population will be assigned a relatively large performance value, making it likely that it would be allocated fitness evaluations in the near future.
By competitively choosing the better performing populations to evolve before other populations, the lowest error value could be reached sooner, thus reducing the average error. This technique has the added advantage that better performing populations will receive more function evaluations that would otherwise have been wasted on finding the maximum of the sub-optimal peaks. The overall error value should consequently also be reduced.
An advantage of CPE is that it only utilizes information that is available in normal DynDE, so that no extra function evaluations are required.
Reinitialization Midpoint Check
Section 4.2 explained how DynDE determines when two populations are located on the same peak, which results in the weaker population being reinitialized. This approach does not take into account the case when two peaks are located extremely close to each other, i.e. within the exclusion threshold. In these situations, one of the populations will be reinitialized, leaving one of the peaks unpopulated. It is proposed that this problem be partially remedied by determining whether the midpoint between the best individuals in each population constitutes a higher error value than the best individuals of both populations. If this is the case, it implies that a trough exists between the two populations and that neither should be reinitialized (see Figure 1, scenario A) . This approach will be referred to as the Reinitialization Midpoint Check (RMC) approach. It is apparent that this strategy will not work in all cases. Scenarios B and C of Figure 1 depict situations where multiple peaks within the exclusion threshold are not detected by a midpoint check. Scenario C further constitutes an example of where no point between the two peaks will give a higher error, thus making it impossible to detect by using any number of intermediate point checks. This approach is similar, but simpler, than hill-valley detection suggested by Ursem (2000) . The midpoint check approach provides a method of detecting multiple peaks within the exclusion threshold without being computationally expensive or using too many function evaluations, since only one point is evaluated.
Combining RMC and CPE
The RMC and CPE algorithms are mutually independent and can thus be combined in a single algorithm. This algorithm will be referred to as RMCCPE. RMCCPE thus consists of the standard DynDE algorithm with the addition of a midpoint check before reinitializing populations when they are within the exclusion threshold of each other and the evaluation of populations based on their performance.
Experimental Results

Experimental Procedure
In the following sections the empirical results comparing the proposed algorithms to the base algorithm, DynDE, will be presented. The MPB settings corresponding to Scenario 2 (Branke, June 2007) are given in Table 1 . In addition, the scalability of the algorithms in terms of change severity, change period, number of dimensions and different peak function were investigated, by repeating the experiments for all combinations of the selected settings listed in Table  2 . Furthermore, the effect of population size was investigated for sub-population size 6 (2 Brownian individuals) and 10 (5 Brownian individuals). Figures 2 and 3 visually depict the difference between the conical and spherical peak functions. The most apparent difference is that, because spherical peaks do not fan out (do not have a constant gradient) as much as the conical peaks, the absolute minimum on the graph with spherical peaks is much lower than that of the conical peaks. On the other hand, the steeper slopes on the spherical graph should make the hill climbing process simpler, but only until a point close to the absolute minimum, where optimization should become harder. The various combinations of settings resulted in a total of 300 different experiments being conducted per algorithm. Experiments were run for 500 000 function evaluations each. For each experiment the average offline error over 50 runs along with the confidence interval is reported. A two-sided Mann-Whitney U test was done for each experiment 
DynDE Results
Using the MPB settings shown in Table 1 , Mendes and Mohais reported an offline error and confidence interval of 1.75 ± 0.032 for DynDE with a population size of 6 (2 Brownian individuals) and 1.94 ± 0.029 for DynDE with a population size of 10 with 5 Brownian individuals (Mendes and Mohais, 2005) .
The DynDE algorithm was reimplemented for the purposes of this paper, as described in (Mendes and Mohais, 2005) . Considerably better results were found when repeating the experiments. For the MPB settings in Table 1 , an offline error of 1.28 ± 0.09 was found for experiments with a population size of 6 and 2 Brownian individuals. Experiments with a population size of 10 and 5 Brownian individuals yielded an offline error of 1.57 ± 0.09. A possible explanation for this discrepancy could be the fact that a different random number seed was used or that small imple-mentation differences have affected the results positively. It will be assumed in this paper that an algorithm constitutes an improvement over the DynDE algorithm if it yields an offline error significantly lower than 1.57 for a population size of 10 experiment and significantly lower than 1.28 for a population size of 6 experiment. The results into the scalability of DynDE with respect to the various combinations of settings in Table 2 are summarized in Tables 3 and 4 . For the sake of brevity, only the results for population size 6 in 5 dimensions are presented. Full results are available upon request. It was found that in all cases the experiments with a population size of 6 outperformed experiments with a population size of 10. A graphical representation of the DynDE results on the conical peak function can be seen in Figures 4, 5, and 6 for change severity values of 1.0, 3.0, and 5.0 respectively. The same results for the spherical peak function can be seen in Figures 7, 8 , and 9. These figures show that similar trends exist for the conical and spherical peak functions, with the effect of increasing the dimension being more pronounced for the spherical peak function. Any change in the MPB settings resulted in a higher offline error being given by the DynDE algorithm. This is to be expected, since all the settings that were investigated do in fact make the problem harder. For example changes occur more frequently and are more severe. On the whole, DynDE performed better on the conical peak function than on the spherical, although lower errors were found for the spherical peak function in low dimension, low change severity experiments.
Lowering the change period and increasing the change severity had a very detrimental effect on the DynDE algorithm, especially in the 25 dimensional experiments where the offline error for the extreme combination was 109.89 ± 16.96 on the conical peak function and 839.91 ± 207.21 on the spherical peak function. Given that the minimum peak height is 30, it would appear that none of the peaks are tracked under these conditions. It can thus be concluded that DynDE does not scale well to higher dimensions, to more frequent and to more severe changes in the environment.
CPE Results
Experiments were conducted to compare the Competitive Population Evaluation algorithm with the standard DynDE algorithm. The outcomes of the Mann-Whitney U tests comparing the CPE results with those of DynDE are listed in Tables 3 and 4 . It was found that most experiments yielded a statistically significant difference (i.e. have a MannWhitney U test p-value smaller than 0.05). The general trend of the effect of varying the MPB setting was the same for CPE as for DynDE.
CPE yielded a considerable improvement over normal DynDE for all instances using the conical peak function. Considering only the population size 6 experiments, the average improvement is 28.44%, 31.16%, 33.77%, 39.61%, and 42.85% in 5, 10, 15, 20, and 25 dimensions respectively. Figures 10, 11 and 12 graphicly depict the percentage improvement of CPE over DynDE when using the conical function change frequencies of 1.0, 3.0, and 5.0 respectively.
For the spherical peak function experiments, CPE did not yield a statistically significant improvement over normal DynDE for all instances. In the low dimensional, low change severity experiments, the results tend not to be statistically significant. In contrast, significant improvements over DynDE were found in higher dimensions and higher change severity experiments. Considering only the population size 6 experiments, the average improvements are 26.74%, 21.36%, 21.47%, 23.77%, and 23.44% in 5, 10, 15, 20, and 25 dimensions respectively.
It is encouraging that the mentioned improvements are especially pronounced in the more challenging high dimensional, low change period and high change severity problems. In 25 dimensions with a change period of 1000 and change severity of 5, an improvement over standard DynDE of 67.25% was found using the conical peak function and 67.68% using the spherical peak function. 
RMC Results
The results of experiments conducted to investigate the effectiveness of the RMC approach are listed in Tables 3 and  4 . The outcomes of the Mann-Whitney U tests comparing the RMC results with those of DynDE indicate that, on the whole, only experiments in 5 dimensions yield a statistically significantly different result from DynDE. Furthermore, only some of the 5 dimensional results are statistically significant, but they show a considerable improvement over DynDE. Improvements are more pronounced when using the spherical peak function; an average improvement of 20.13% was found over DynDE for 5 dimensional experiments with change severity of 1 and population size of 6. For all high dimensional experiments almost none of the results are statistically significant. A possible explanation for this fact could be that peaks are less likely to appear within the exclusion threshold of each other in higher dimensions, or that more cases, as depicted in Figure 1 , scenarios B and C, occur. Encouragingly, only 2 of the 300 experiments yielded a result statistically significantly worse than DynDE. As with standard DynDE, the population size 6 experiments outperformed the population size 10 experiments. Figure 13 graphically depicts the percentage improvement of RMC over DynDE in 5 dimensions for the conical peak function.
RMCCPE Results
The results for the combined RMCCPE approach are summarized in Tables 3 to 4 . Using a Mann-Whitney U test, it was found that all conical peak function results and most spherical peak function results were statistically significantly different from DynDE. In all cases, RMCCPE performed better than DynDE. Once again, the population size 6 experiments outperformed the population size 10 experiments. Figures 14, 15 , and 16 graphicly depict the percentage improvement of RMCCPE over DynDE when using the conical function change frequencies of 1.0, 3.0, and 5.0 respectively. Considering only the population size 6 experiments on the conical peak function, the average improvements over DynDE are 31.81%, 31.21%, 33.31%, 40.51%, and 42.97% in 5, 10, 15, 20 , and 25 dimensions respectively. For the population size 6 experiments, the spherical peak function resulted in improvements of 37. 38%, 21.42%, 20.56%, 24.85%, and 25.31% in 5, 10, 15, 20, and 25 dimensions respectively. In order to determine whether RMCCPE constitutes an improvement over its sub-components RMC and CPE, Mann-Whitney U tests were conducted comparing RMC to RMCCPE and CPE to RMCCPE. The results are omitted for the sake of brevity. It was found that in virtually all cases RMCCPE constituted a statistically significant improvement over RMC. This result is not surprising, considering that CPE generally outperformed RMC.
In the comparison between CPE and RMCCPE it was found that statistically significant improvements of RMCCPE over CPE were isolated mainly to 5 dimensional experiments. This is consistent with the fact that the improvement of RMC over DynDE was also mainly in the low dimensional experiments. In the 300 experiments investigated it was found that RMCCPE yielded a statistically significant improvement over CPE in 41 of the cases, while CPE was only statistically significantly better than RMCCPE in 5 of the cases. 
Comparison with other approaches
It has been shown in this paper that using RMC and CPE yielded better results than DynDE alone. In this section the combined RMCCPE algorithm will be compared to other approaches in the literature.
Using the MPB benchmark, the most successful algorithm in the literature is the work of Moser and Hendtlass (2007) , called Multi-Phase Multi-Individual Extremal Optimisation (MMEO) . Using this algorithm to solve the MPB with the settings in Table 1 resulted in an offline error of 0.66 ± 0.20. This result is superior to the result found using RMCCPE which was 0.92±0.07. However, Moser and Hendtlass point out that MMEO is not expected to be very scalable with regard to increasing the number of dimensions. Through personal communication with Moser (2007) , it was established that MMEO yields an offline error of 2.67 ± 0.17 in 10 dimensions and an offline error of 5.09 ± 0.36 was found in 15 dimensions. In the same experiments, RMCCPE resulted in an offline error of 2.70 ± 0.23 and 4.55 ± 0.29, respectively. RMCCPE is thus on a par with MMEO in 10 dimensions and outperforms MMEO in 15 dimensions.
After MMEO, the best reported results using the MPB are those of Blackwell and Branke (2006) . This Particle Swarm based approach incorporates many of the same principles as DynDE, for example multiple populations and exclusion. An offline error of 1.75 ± 0.06 was reported for the MPB settings in Table 1 . RMCCPE produced a 47.52% lower offline error. For the high change severity of 3 experiments, Blackwell and Branke found an offline error of 3.00 ± 0.06 as opposed to the RMCCPE result of 1.98 ± 0.10; and for the change severity of 5 experiments, Blackwell and Branke found an offline error of 4.24 ± 0.10, as opposed to the RMCCPE result of 3.26 ± 0.18. In 10 dimensional experiments Blackwell and Branke found an offline error of 4.17 ± 0.15 while using RMCCPE resulted in an offline error of 2.70 ± 0.23 (a result that is 35.29% better).
The 2009 Congress on Evolutionary Computation (CEC2009) ran a dynamic optimization competition. This competition used the Generalized Benchmark Generator (GBG) of , to compare the results of competing algorithms. GBG consists of six test functions which are optimized for six different change types. A seventh change type wherein the dimension of the functions is changed is included in the benchmark. The evaluation criteria used by the GBG is the average best error just before a change occurs in the environment and an overall performance mark based on the relative best fitness sampled at specific intervals.
The winning algorithm of this competition was jDE, developed by Brest et al. (2009) . jDE was implemented by the present authors in order to compare its performance to the algorithms discussed in this paper.
RMCCPE was run on the GBG with the settings recommended for the CEC2009 competition (the dynamic dimension change type experiments were omitted, since the algorithms presented here have not been adapted for those types of problems). RMCCPE yielded results inferior to jDE. Since the recommended change period of the GBG is relatively high (100 000 function evaluations compared to 5000 which is standardly used by the MPB), the relative scalability of jDE, DynDE and RMCCPE with respect to change period, was investigated. Table 5 lists the results of this investigation. The number of test cases for which each algorithm performed the best out of the 42 is listed per change period along with the average error over all the problems and the overall performance mark (as calculated without the dynamic dimension problems). It can be seen that, while jDE is considerably superior in large change period experiments, it is outperformed by DynDE and RMCCPE in the small change period experiments.
Full results of jDE and RMCCPE on the GBG with a change period of 5000 can be seen in Tables 6 and 7 respectively. jDE performed better than RMCCPE on only one of the test cases, function 3 with change type 5.
jDE was run on the MPB for the various settings listed in Table 2 for the cone peak function. The results of the 5 dimensional experiments can be seen in Table 8 .
Comparing these results to those found using RMCCPE in Table 3 shows that RMCCPE performed better than jDE on the MPB.
It can thus be seen that the RMCCPE approach presented here compares favourably with some of the state of the art approaches in the literature.
Discussion and Conclusions
CPE is a novel extension to DynDE that yields significantly better results, especially for high change frequency and high change severity problems. Noteworthy improvements were also found for the more complicated high dimensional problems. 
