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Abstract
The paper studies the global existence, asymptotic behavior and blowup of solutions to the
initial boundary value problem for a class of nonlinear wave equations with dissipative term.
It proves that under rather mild conditions on nonlinear terms and initial data the above-
mentioned problem admits a global weak solution and the solution decays exponentially to
zero as t-þN; respectively, in the states of large initial data and small initial energy. In
particular, in the case of space dimension N ¼ 1; the weak solution is regularized to be a
unique generalized solution. And if the conditions guaranteeing the global existence of weak
solutions are not valid, then under the opposite conditions, the solutions of above-mentioned
problem blow up in ﬁnite time. And an example is given.
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1. Introduction
In this paper, we study the global existence, the asymptotic behavior of weak
solutions and the blowup of solutions to the initial boundary value problem for a
class of nonlinear wave equations with dissipative term:
utt þ D2u þ lut ¼
XN
i¼1
@
@xi
siðuxiÞ in O ð0;þNÞ; ð1:1Þ
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uj@O ¼ 0;
@u
@n

@O
¼ 0 on ½0;þNÞ; ð1:2Þ
uðx; 0Þ ¼ u0ðxÞ; utðx; 0Þ ¼ u1ðxÞ; xAO;
where OCRN is a bounded domain with smooth boundary @O;D is the Laplace
operator, @u@nj@O indicates derivative of u in outward normal direction of @O; siðsÞ ði ¼
1;y; NÞ are given nonlinear functions and lX0 is a real number.
In the case of N ¼ 1; without loss of generality we assume that O ¼ ð0; 1Þ; problem
(1.1), (1.2) becomes
utt þ uxxxx þ lut ¼ sðuxÞx in ð0; 1Þ  ð0;þNÞ; ð1:3Þ
uð0; tÞ ¼ uð1; tÞ ¼ uxð0; tÞ ¼ uxð1; tÞ ¼ 0; tX0;
uðx; 0Þ ¼ u0ðxÞ; utðx; 0Þ ¼ u1ðxÞ; 0pxp1: ð1:4Þ
Equations of type (1.3) are a class of essential nonlinear evolution equations
appearing in the elasto-plastic-microstructure models. They describe the longitudinal
motion of an elasto-plastic bar and the anti-plane shearing, see [2]. When l ¼ 0;
under the assumption ‘‘sðsÞ ¼ as2; where ao0 is a real number’’, the authors [2]
showed that the interaction between the lower-order nonlinear terms that change
type and the small, higher order dispersive microstructure terms leads to the
equations that have a soliton structure locally. The competition of the focusing effect
of the nonlinearity and the spreading effect of the dispersive microstructure terms
leads to a well-posed but growing ‘jump’ proﬁle. And for general Eq. (1.3), with
l ¼ 0; under the assumption ‘‘sAC2ðRÞ; s00ðsÞ satisﬁes local Lipschitz condition and
s0ðsÞ is bounded below’’, the authors [5] proved that corresponding problem (1.3),
(1.4) admits a unique generalized solution and gave some sufﬁcient conditions which
make the solutions of problem (1.3), (1.4) blow up in ﬁnite time. But if s0ðsÞ is not
bounded below, does problem (1.3), (1.4) admit any global solution? When the space
dimension NX2; does problem (1.1), (1.2) admit any global solution? These
questions are still open.
In real process, the linear damping, as well as dissipation, plays an important
role. Therefore, the study of nonlinear evolution equations with linear
damping or dissipative term has recently attracted the attention of many
mathematicians and engineers, and there have been a lot of impressive literature,
see [3,4,7–9].
In the present paper, on the one hand, by a Galerkin approximation scheme, as
well as combining it with the potential well method, we proved that
1. If siAC1ðRÞ; siðsÞ are of polynomial growth order, either siðsÞsX0 or
s0iðsÞXC0; sAR; i ¼ 1;y; N; where and in the sequel C0 is a constant, then problem
(1.1), (1.2) admits a global weak solution u as long as initial data
u0AH20 ðOÞ; u1AL2ðOÞ: And if
R s
0
siðtÞ dtpsiðsÞs; sAR; i ¼ 1;y; N; then when
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l40; the solution features the asymptotic behavior
jjutðtÞjj2L2ðOÞ þ jjDuðtÞjj
2
L2ðOÞpMEð0Þe	dt; t40; ð1:5Þ
where Eð0Þ is as shown in (2.6), M and d are positive constants (see Theorem 2.2).
2. Even if the above-mentioned conditions ‘‘either siðsÞsX0 or s0iðsÞXC0;
sAR; i ¼ 1;y; N’’ are not valid, problem (1.1), (1.2) admits a global weak solution
u as long as initial data u0AW (potential well), u1AL2ðOÞ such that the initial energy
Eð0Þ40 is properly small, and when l40;
jjutðtÞjj2L2ðOÞ þ jjDuðtÞjj2L2ðOÞ þ jjruðtÞjjmþ1Lmþ1ðOÞpMEð0Þe	d1t; t40; ð1:6Þ
where d1 is a positive constant (see Theorem 2.1). Eqs. (1.5) and (1.6) show that the
additionally dissipative term ut makes the weak solutions decay exponentially. In
particular, in the case of space dimension N ¼ 1; the weak solutions can be
regularized to be a unique generalized solution (see Theorem 2.3).
On the other hand, by an energy method, we prove that if the above-mentioned
conditions guaranteeing the global existence of weak solutions are not valid, then
under the opposite assumptions similar to thresholds, the solutions of problems
(1.1)–(1.4) blow up in ﬁnite time (see Theorem 2.4).
The plan of the paper is as follows. The main results concerning the global
existence, the asymptotic behavior of weak solutions and the blowup of solutions are
stated in Section 2. The proofs of global existence and asymptotic behavior of weak
solutions are given in Section 3. In the case of N ¼ 1; the weak solution of problem
(1.3), (1.4) is regularized to be a unique generalized solution in Section 4. In Section
5, the proof of a blowup theorem is given and an example shown.
2. Statement of main results
We ﬁrst introduce the following abbreviations:
QT ¼ O ð0; TÞ; Lp ¼ LpðOÞ; W m;p ¼ W m;pðOÞ;
W
m;p
0 ¼ W m;p0 ðOÞ; Ck ¼ CkðOÞ; CN0 ¼ CN0 ðOÞ;
Hm ¼ W m;2; Hm0 ¼ W m;20 ; jj  jjp ¼ jj  jjLp ; jj  jj ¼ jj  jjL2 :
Let ð; Þ denote the L2-inner product and p0 ¼ p=ðp 	 1Þ for any real number p41:
Deﬁne the potential well
W ¼ fuAH20 jIðuÞ ¼ jjDujj2 	 bjjrujjmþ1mþ140g,f0g; ð2:1Þ
where and in the sequel m41 and b40 are real numbers.
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Lemma 2.1 (Adams [1] and Ladyzhenskaya [6]). For any uAH20 ; jjDujj is equivalent
to jjujjH2 :
Lemma 2.2. Let m þ 1p 2N
N	2 if N42: Then W is a neighborhood of 0 in H
2
0 :
Proof. By the Sobolev embedding theorem,
H20+W
1;mþ1
0 : ð2:2Þ
For any uAH20 ; if jjDujj ¼ 0; obviously uAW ; if jjDujj40; (2.2) and the Poincare´
inequality yield
bjjrujjmþ1mþ1pC* bjjDujj
m	1jjDujj2ojjDujj2 ð2:3Þ
as long as jjDujjoð1=C
*
bÞ 1m	1; where and in the sequel C
*
denotes embedding
constant from H20 to W
1;mþ1
0 : Eq. (2.3) implies the conclusion of Lemma 2.2. Lemma
2.2 is proved. &
For later purpose we introduce the functional J deﬁned by
JðuÞ :¼ 1
2
jjDujj2 	 b
m þ 1jjrujj
mþ1
mþ1 ð2:4Þ
for suitable u: Obviously, we have
JðuÞ ¼ 1
2
IðuÞ þ d1jjrujjmþ1mþ1 ¼
1
m þ 1IðuÞ þ
d1
b
jjDujj2 ð2:5Þ
for all such u; where and in the sequel d1 ¼ ðm	1Þb2ðmþ1Þ:
Now we state the main results of the paper. (To simplify notation we shall not
introduce the range of summation if it is extending from 1;y; N:Þ
Theorem 2.1. Assume that
(i) siAC1ðRÞ; jsiðsÞjpbjsjm; sAR; i ¼ 1;y; N; and if N42; also m þ 1p 2NN	2:
(ii) u0AW ; u1AL2 such that
0oEð0Þ ¼ 1
2
jju1jj2 þ 1
2
jjDu0jj2 þ
X
i
Z
O
Z u0xi
0
siðsÞ ds dx
o m 	 1
4ðm þ 1Þ
1
C
*
b
 ! 2
m	1
: ð2:6Þ
Then for any T40; problem (1.1), (1.2) admits a weak solution uALNð½0; T ;
H20 Þ-W 1;Nð½0; T ; L2Þ; and when l40; (1.7) holds.
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Theorem 2.2. Assume that
(i) Assumption (i) of Theorem 2.1 holds, and either siðsÞsX0 or s0iðsÞXC0; sAR; i ¼
1;y; N; where C0 is a constant.
(ii) u0AH20 ; u1AL2:
Then for any T40; problem (1.1), (1.2) admits a weak solution
uALNð½0; T ; H20 Þ-W 1;Nð½0; T ; L2Þ: And if
(iii)
R s
0 siðtÞ dtpsiðsÞs; sAR; i ¼ 1;y; N:
Then when l40; (1.6) holds.
Theorem 2.3. Assume that
(i) sAC3ðRÞ; s000ðsÞ is locally Lipschitz continuous, s0ð0Þ ¼ s00ð0Þ ¼ 0; jsðsÞjpbjsjm;
sAR:
(ii) u0AW-H4; u1AH20 such that
0oEð0Þ ¼ 1
2
jju1jj2 þ 1
2
jju0xxjj2 þ
Z
O
Z u0x
0
sðsÞ ds dx
o m 	 1
4ðm þ 1Þ
1
C
*
b
 ! 2
m	1
: ð2:7Þ
Then for any T40; problem (1.3), (1.4) admits a unique generalized solution
uACð½0; T ; H4-H20 Þ-C1ð½0; T ; H20 Þ-C2ð½0; T ; L2Þ; and when l40;
jjutðtÞjj2 þ jjuxxðtÞjj2 þ jjuxðtÞjjmþ1mþ1pMEð0Þe	d1t; t40: ð2:8Þ
Theorem 2.4. Assume that
(i) siACðRÞ;siðsÞspk
R s
0 siðtÞ dtp	 kbjsjmþ1; sAR; i ¼ 1;y; N; where k42 and
b40 are constants, and if l40; also 1omp3:
(ii) u0AH20 ; u1AL2 such that Eð0Þo0; where Eð0Þ is as shown in (2.6).
Then the solution u of problem (1.1), (1.2) blows up in finite time T˜; i.e. when
l40; 1omp3;
jjutðtÞjj2 þ
Z t
0
jjuðtÞjj2 dt-þN as t-T˜ 	; ð2:9Þ
and when l ¼ 0;
jjutðtÞjj þ jjuðtÞjj-þN as t-T˜ 	; ð2:10Þ
where T˜ is different for different conditions.
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3. Global existence and asymptotic behavior of weak solutions
Proof of Theorem 2.1. We look for approximate solutions unðtÞ of problem (1.1),
(1.2) of the form
unðtÞ :¼
Xn
j¼1
TjnðtÞwj; ð3:0Þ
where fwjgNj¼1 is an orthogonal basis in H20 ; and also in L2; and the coefﬁcients
fTjngnj¼1 satisfy TjnðtÞ ¼ ðunðtÞ; wjÞ with
ðunttðtÞ; wjÞ þ ðD2unðtÞ; wjÞ þ lðunt ðtÞ; wjÞ
¼
X
i
@
@xi
siðunxiðtÞÞ; wj
 
; t40; j ¼ 1;y; n; ð3:1Þ
unð0Þ ¼ un0; unt ð0Þ ¼ un1: ð3:2Þ
Since CN0 is dense in H
2
0 and L2; we choose u
n
0; u
n
1AC
N
0 such that
un0-u0 in H
2
0 ; u
n
1-u1 in L2 as n-N: ð3:3Þ
Replacing wj in (3.1) by u
n
t ðtÞ gets
d
dt
EnðtÞ þ ljjunt ðtÞjj2 ¼ 0; ð3:4Þ
EnðtÞ þ l
Z t
0
jjunt ðtÞjj2 dt ¼ Enð0Þ; t40; ð3:5Þ
where
EnðtÞ ¼ 1
2
jjunt ðtÞjj2 þ
1
2
jjDunðtÞjj2 þ
X
i
Z
O
Z unxi
0
siðsÞ ds dx:
Obviously,
EnðtÞX12jjunt ðtÞjj2 þ JðunðtÞÞ; t40; ð3:6Þ
Enð0Þ ¼ 1
2
jjun1jj2 þ
1
2
jjDun0jj2 þ
X
i
Z
O
Z un
0xi
0
siðsÞ ds dx: ð3:7Þ
Y. Zhijian / J. Differential Equations 187 (2003) 520–540 525
By integral mean value theorem, assumption (i), (2.2) and (3.4),
Z
O
Z un
0xi
u0xi
siðsÞ ds dx

p
Z
O
jsiðxiÞðun0xi 	 u0xiÞj dx
p jjsiðxiÞjjðmþ1Þ0 jjun0xi 	 u0xi jjmþ1
p bjjxijjmmþ1jjun0xi 	 u0xi jjmþ1-0 as n-N; ð3:8Þ
where xi ¼ u0xi þ yiun0xi ; 0oyio1; i ¼ 1;y; N: So Enð0Þ-Eð0Þð40Þ as n-N;
where Eð0Þ is as shown in (2.6). Without loss of generality, we assume that
Enð0Þo2Eð0Þ for all n: And thus (3.5) implies, for all n;
EnðtÞo2Eð0Þ; t40: ð3:9Þ
Since u0AW ; combining (3.3) with (2.2) yields Iðun0Þ-Iðu0Þ40 as n-N: Let,
without loss of generality, Iðun0Þ40; i.e. un0AW for all n: Hence, for all n;
unðtÞAW ; t40: ð3:10Þ
In fact, if there exists a T40 such that unðtÞAW ; tA½0; TÞ; while unðTÞA@W ; i.e.
IðunðTÞÞ ¼ 0 for some n; then jjDunðTÞjja0 (or else by Lemma 2.2, unðTÞ is an inner
point of W ), and by (2.3), (2.5), (3.6), (3.9) and (2.6),
bjjrunðtÞjjmþ1mþ1pC* bð2Eð0Þb=d1Þ
m	1
2 jjDunðtÞjj2ojjDunðtÞjj2;
0ptpT : ð3:11Þ
Eq. (3.11) implies IðunðTÞÞ40; which is a contradiction. So (3.10) is valid. And
(3.10) implies that (3.11) holds for t40:
It follows from (3.5), (3.6), (3.9), (3.10) and (2.5) that
1
2
jjunt ðtÞjj2 þ
d1
2
1
b
jjDunðtÞjj2 þ jjrunðtÞjjmþ1mþ1
 
þ l
Z t
0
jjunt ðtÞjj2 dtp2Eð0Þ; t40: ð3:12Þ
By (3.12), on the one hand, we have
jðsiðunxiÞ; wjxiÞjp jjsiðunxiÞjjðmþ1Þ0 jjwjxi jjmþ1
pMjjunxiðtÞjjmmþ1jjDwjjjpM;
t40; i ¼ 1;y; N; j ¼ 1;y; n;
where and in the sequel we denote by M and Ciði ¼ 1; 2;yÞ various positive
constants independent of n and t; i.e. for any T40; the nonlinear terms in system of
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equations (3.1) are uniformly bounded on ½0; T : So the solution unðtÞ of problem
(3.1), (3.2) exists on ½0; T  for each n: On the other hand, we can extract a
subsequence from fung; still denoted by fung; such that for any T40;
un-u weakn in LNð½0; T ; H20 Þ;
unt-ut weak
n in LNð½0; T ; L2Þ; ð3:13Þ
and for any t40;
unðtÞ-uðtÞ weakn in H20 ;
unt ðtÞ-utðtÞ weakn in L2 ð3:14Þ
as n-N: By (3.14), the Sobolev embedding theorem and the continuity of siðsÞ; for
any t40;
runðtÞ-ruðtÞ strongly in L2 and a:e: on O;
siðunxiðtÞÞ-siðuxiðtÞÞ a:e: on O; i ¼ 1;y; N ð3:15Þ
as n-N: Integrating (3.1) over ð0; tÞ gets
ðunt ðtÞ; wjÞ þ
Z t
0
ðDunðtÞ;DwjÞ dtþ l
Z t
0
ðunt ðtÞ; wjÞ dt
¼ 	
X
i
Z t
0
ðsiðunxðtÞÞ; wjxiÞ dtþ ðun1; wjÞ; t40: ð3:16Þ
Since Z t
0
ðDunðtÞ;DwjÞ dtp
Z t
0
jjDunðtÞjj jjDwj jjdtpMT ; tA½0; T ; ð3:17Þ
Z t
0
ðsiðunxiðtÞÞ; wjxiÞ dtp
Z t
0
jjsiðunxiðtÞÞjjðmþ1Þ0 jjwjxi jjmþ1 dt
pM
Z t
0
jjunxiðtÞjj
m
mþ1jjDwjjj dt
pMT ; tA½0; T ; ð3:18Þ
i ¼ 1;y; N; j ¼ 1;y; n; letting n-N in (3.16) and making use of (3.14), (3.15),
(3.17), (3.18) and the Lebesgue-dominated convergence theorem yields
ðutðtÞ; wjÞ þ
Z t
0
ðDu;DwjÞ dtþ l
Z t
0
ðut; wjÞ dtþ
X
i
Z t
0
ðsiðuxiÞ; wjxiÞ dt
¼ ðu1; wjÞ; t40; j ¼ 1; 2;y : ð3:19Þ
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Since fwjg is dense in H20 ; differentiating (3.19) gets, for any vAH20 ;
ðuttðtÞ 	 D2uðtÞ þ lutðtÞ 	
X
i
@
@xi
siðuxiðtÞÞ; vÞ ¼ 0; tA½0; T : ð3:20Þ
By (3.13)
ðunðtÞ; wjÞ-ðuðtÞ; wjÞ weakn in W 1;N½0; T  as n-N;
j ¼ 1; 2;y : ð3:21Þ
Since W 1;N½0; T +C½0; T ;
ðunð0Þ; wjÞ-ðuð0Þ; wjÞ as n-N; j ¼ 1; 2;y : ð3:22Þ
Letting t-0þ in (3.19) gets
ðutð0Þ; wjÞ ¼ ðu1; wjÞ; j ¼ 1; 2;y : ð3:23Þ
Combining (3.22), (3.23) with (3.3) gets
uð0Þ ¼ u0 in H20 ; utð0Þ ¼ u1 in L2: ð3:24Þ
Eqs. (3.20) and (3.24) imply that uALNð½0; T ; H20 Þ-W 1;Nð½0; T ; L2Þ is a global
weak solution of problem (1.1), (1.2).
Now, we discuss the asymptotic behavior of the above-mentioned weak solutions.
Replacing wj in (3.1) by u
nðtÞ gets
0 ¼ d
dt
ðunt ; unÞ 	 jjunt ðtÞjj2 þ jjDunðtÞjj2 þ
X
i
ðsiðunxiÞ; unxiÞ þ
l
2
d
dt
jjunðtÞjj2
X
d
dt
ðunt ; unÞ 	 jjunt ðtÞjj2 þ IðunðtÞÞ þ
l
2
d
dt
jjunðtÞjj2; t40: ð3:25Þ
By (3.11),
bjjrunðtÞjjmþ1mþ1pgjjDunðtÞjj2; t40;
where g ¼ C
*
bð2Eð0Þb=d1Þ
m	1
2 o1: Therefore,
IðunðtÞÞ ¼ jjDunðtÞjj2 	 bjjrunðtÞjjmþ1mþ1Xb
1
g
	 1
 
jjrunðtÞjjmþ1mþ1; ð3:26Þ
IðunðtÞÞXð1	 gÞjjDunðtÞjj2; ð3:27Þ
jjrunðtÞjjmþ1mþ1 þ jjDunðtÞjj2p
1
1	 g
g
b
þ 1
	 

IðunðtÞÞ; t40: ð3:28Þ
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Multiplying (3.4) by edt gives
d
dt
ðedtEnðtÞÞ þ ledtjjunt ðtÞjj2 ¼ dedtEnðtÞ; t40: ð3:29Þ
Integrating (3.29) over ð0; tÞ and using (3.9), (3.28) and (3.25) we obtain
edtEnðtÞ þ l
Z t
0
edtjjunt ðtÞjj2 dt
pEnð0Þ þ d
Z t
0
edt
1
2
jjunt ðtÞjj2 þ
1
2
jjDunðtÞjj2 þ b
m þ 1 jjru
nðtÞjjmþ1mþ1
 
dt
p2Eð0Þ þ d
2
Z t
0
edtjjunt ðtÞjj2 dtþ C1d
Z t
0
edtIðunðtÞÞ dt
p2Eð0Þ þ 1
2
þ C1
 
d
Z t
0
edtjjunt ðtÞjj2 dt
	 C1d edtðunt ðtÞ; unðtÞÞ 	 ðun1; un0Þ 	 d
Z t
0
edtðunt ðtÞ; unðtÞÞdt
 
	 1
2
lC1d edtjjunðtÞjj2 	 jjun0jj2 	 d
Z t
0
edtjjunðtÞjj2 dt
 
p2Eð0Þ þ 1
2
þ C1
 
d
Z t
0
edtjjunt ðtÞjj2 dt
þ C1d edt 1
2
jjunt ðtÞjj2 þ
1
2
ð1þ lÞjjunðtÞjj2
 
þ 1
2
jjun1jj2 þ
1
2
ð1þ lÞjjun0jj2
 
þ C2d2
Z t
0
edtðjjðunt ðtÞjj2 þ jjunðtÞjj2Þ dt
p2Eð0Þ þ 1
2
þ C1
 
d
Z t
0
edtjjunt ðtÞjj2 dtþ C3dedtEnðtÞ
þ 1
2
C1dðjjun1jj2 þ ð1þ lÞjjun0jj2Þ
þ C4d2
Z t
0
edtEnðtÞ dt; t40: ð3:30Þ
Take d: 0odominfð2C3Þ	1; ð2C4Þ	1; l=ð1þ 2C1Þg; we deduce from (3.30) that
edtEnðtÞ þ l
Z t
0
edtjjunt ðtÞjj2 dt
pMEð0Þ þ 2C4d2
Z t
0
edtEnðtÞ dt; t40: ð3:31Þ
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Applying the Gronwall inequality to (3.31) yields
1
2
jjunt ðtÞjj2 þ
d1
2
1
b
jjDunðtÞjj2 þ jjrunðtÞjjmþ1mþ1
 
pEnðtÞpMEð0Þe	d1t; t40; ð3:32Þ
where d1 ¼ ð1	 2C4dÞd40: Letting n-N in (3.32), from the sequential weakn
lower semi-continuity of the norm in LNð½0; T ; H20 Þ-W 1;Nð½0; T ; L2Þ we deduce
that
jjutðtÞjj2 þ jjDuðtÞjj2 þ jjruðtÞjjmþ1mþ1
p lim
n-N
infðjjunt ðtÞjj2 þ jjDunðtÞjj2 þ jjrunðtÞjjmþ1mþ1Þ
pMEð0Þe	d1t; t40; ð3:33Þ
where uALNð½0; T ; H20 Þ-W 1;Nð½0; T ; L2Þ is a weak solution of problem (1.1), (1.2).
Theorem 2.1 is proved. &
Proof of Theorem 2.2. We still look for approximate solutions unðtÞ of problem (1.1),
(1.2) as shown in (3.0).
Case 1. If siðsÞsX0; sAR; i ¼ 1;y; N; note that
R s
0
siðtÞ dtX0 ði ¼ 1;y; NÞ at
this time, repeating the proof of Theorem 2.1 and exploiting (3.5) and (3.9) gets
jjunt ðtÞjj2 þ jjDunðtÞjj2 þ 2l
Z t
0
jjunt ðtÞjj2dtp4Eð0Þ; t40: ð3:34Þ
Replacing wj in (3.1) by u
nðtÞ gets
d
dt
ðunt ; unÞ 	 jjunt ðtÞjj2 þ jjDunðtÞjj2 þ
l
2
d
dt
jjunðtÞjj2
þ
X
i
ðsiðunxiÞ; unxiÞ ¼ 0; t40: ð3:35Þ
Eq. (3.4) þ e (3.35) gives
d
dt
1
2
jjunt ðtÞjj2 þ
1
2
jjDunðtÞjj2 þ
X
i
Z
O
Z unxi
0
siðsÞ ds dx
þ e l
2
jjunðtÞjj2 þ ðunt ; unÞ
 
þ ðl	 eÞjjunt ðtÞjj2 þ ejjDunðtÞjj2
þ e
X
i
ðsiðunxiÞ; unxiÞ ¼ 0; t40: ð3:36Þ
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Note that jðunt ; unÞjpl2jjunðtÞjj2 þ 12ljjunt ðtÞjj2; taking e ¼ l=2; multiplying (3.36) by edt
and integrating the resulting expression over ð0; tÞ gets
edt
1
4
jjunt ðtÞjj2 þ
1
2
jjDunðtÞjj2 þ
X
i
Z
O
Z unxi
0
siðsÞ ds dx
" #
þ l
2
Z t
0
edt jjunt ðtÞjj2 þ jjDunðtÞjj2 þ
X
i
ðsiðunxiðtÞÞ; unxiðtÞÞ
" #
dt
p1
2
ðjjun1jj2 þ jjDun0jj2Þ þ
X
i
Z
O
Z un
0xi
0
siðsÞ ds dx þ l
2
4
jjun0jj2
þ l
2
ðun1; un0Þ þ d
Z t
0
edt
X
i
ðsiðunxiÞ; unxiÞ dt
þ C5d
Z t
0
edtðjjunt ðtÞjj2 þ jjDunðtÞjj2Þ dt; t40; ð3:37Þ
where assumption (iii) of Theorem 2.2 has been used. Take d: 0odo
minfl=2; l=2C5g: From (3.37) we have
1
4
jjunt ðtÞjj2 þ 12jjDunðtÞjj2pMEnð0Þe	dt; t40: ð3:38Þ
By (3.34), repeating the arguments of the proof of Theorem 2.1 gives that there exists
a subsequence of fung; still denoted by fung; such that (3.13)–(3.14) hold and the
limiting function uALNð½0; T ; H20 Þ-W 1;Nð½0; T ; L2Þ is a weak solution of problem
(1.1), (1.2).
Letting n-N in (3.38), from (3.13) and the sequential weakn lower semi-
continuity of the norm in LNð½0; T ; H20 Þ-W 1;Nð½0; T ; L2Þ we obtain
jjutðtÞjj2 þ jjDuðtÞjj2p lim
n-N
inf ðjjunt ðtÞjj2 þ jjDunðtÞjj2Þ
pMEð0Þe	dt; t40: ð3:39Þ
Case 2. If s0iðsÞXC0; sAR; i ¼ 1;y; N; let *siðsÞ ¼ siðsÞ 	 k0s 	 sið0Þ; where k0 ¼
minfC0; 0gp0; i ¼ 1;y; N: Obviously *sið0Þ ¼ 0; *s0iðsÞ ¼ s0iðsÞ 	 k0X0; *siðsÞsX0;
sAR; i ¼ 1;y; N; and if assumption (iii) of Theorem 2.2 holds, then a simple
calculation shows
R s
0 *siðtÞ dtp *siðsÞs; sAR; i ¼ 1;y; N: Therefore, substituting
siðsÞ ¼ *siðsÞ þ k0s þ sið0Þ into (3.1) and repeating the proof in Case 1 gets the
conclusions of Theorem 2.2. Theorem 2.2 is proved. &
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4. The case in one dimension
In order to prove Theorem 2.3, we ﬁrst quote a lemma.
Lemma 4.1 (Zhou and Fu [10]). Assume that Gðz1;y; zhÞ is a k-times continuously
differentiable function with respect to variables z1;y; zh and ziALNð½0; T ;
HkðOÞÞ ði ¼ 1;y; hÞ: Then
@k
@xk
Gðz1ð; tÞ;y; zhð; tÞÞ




2
pCð %M; k; hÞ
Xh
i¼1
jjziðtÞjj2Hk
where %M ¼ max1piph maxðx;tÞA %QT jziðx; tÞj; Cð %M; k; hÞ is a positive constant depending
only on %M; k and h:
Proof of Theorem 2.3. We still start with approximate solutions unðtÞ of problem
(1.3), (1.4) of form (3.0), where fwjgNj¼1 is an orthonormal basis in H4-H20 ; and the
coefﬁcients fTjngnj¼1 satisfy TjnðtÞ ¼ ðunðtÞ; wjÞ with
ðunttðtÞ; wjÞ þ ðunx4ðtÞ; wjÞ þ lðunt ðtÞ; wjÞ ¼ ðsðunxðtÞÞx; wjÞ;
t40; j ¼ 1;y; n; ð4:1Þ
unð0Þ ¼ un0; unt ð0Þ ¼ un1; ð4:2Þ
where and in the sequel uxk ¼ @ku@xk; un0; un1ACN0 and un0-u0 in H4-H20 ; un1-u1 in H20 as
n-N: Repeating the arguments of the proof of Theorem 2.1 gets (3.12) (replacing
Dun and run there by unxx and unx; respectively), and by (3.12) and the Sobolev
embedding theorem
jjunðtÞjjC1pM; t40: ð4:3Þ
Replacing wj in (4.1) by u
n
x4t
ðtÞ; integrating by parts and utilizing (4.3) and Lemma
4.1 gets
1
2
d
dt
ðjjunxxtðtÞjj2 þ jjunx4ðtÞjj2 þ jjunðtÞjj2Þ þ ljjunxxtðtÞjj2
¼ ðsðunxÞx3 ; unxxtÞ þ ðun; unt Þ
pMðjjunðtÞjj2H4 þ jjuxxtðtÞjj2Þ; t40: ð4:4Þ
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Applying the Gronwall inequality to (4.4) gives
jjunt ðtÞjj2H2 þ jjunðtÞjj2H4 þ 2l
Z t
0
jjunxxtðtÞjj2 dtpMðTÞ;
jjunt ðtÞjjC1 þ jjunðtÞjjC3pMðTÞ; 0ptpT ; ð4:5Þ
where and in the sequel we denote by MðTÞ various positive constants depending
only on T : Replacing wj in (4.1) by u
n
ttðtÞ and making use of the Ho¨lder inequality
gets
jjunttðtÞjj2pðjjunx4ðtÞjj þ ljjunt ðtÞjj þ jjsðunxðtÞÞxjjÞjjunttðtÞjj;
jjunttðtÞjjpMðTÞ; 0ptpT : ð4:6Þ
Let vnðtÞ ¼ unðtÞ 	 un	1ðtÞ; then vnðtÞ satisfy
ðvnttðtÞ; wjÞ þ ðvnx4ðtÞ; wjÞ þ lðvnt ðtÞ; wjÞ
¼ ðsðunxðtÞÞx 	 sðun	1x ðtÞÞx; wjÞ; t40; j ¼ 1;y; n; ð4:7Þ
vnð0Þ ¼ un0 	 un	10 ; vnt ð0Þ ¼ un1 	 un	11 : ð4:8Þ
Replacing wj in (4.7) by v
n
x4t
ðtÞ and exploiting the Lagrange mean value theorem and
(4.5) gets
1
2
d
dt
ðjjvnxxtðtÞjj2 þ jjvnx4ðtÞjj2 þ jjvnðtÞjj2Þ þ ljjvnxxtðtÞjj2
¼ ððsðunxÞ 	 sðun	1x ÞÞx3 ; vnxxtÞ þ ðvn; vnt Þ
pMðTÞðjjvnðtÞjj2H4 þ jjvnxxtðtÞjj2Þ; 0ptpT : ð4:9Þ
Applying the Gronwall inequality to (4.9) yields
jjvnxxtðtÞjj2 þ jjvnðtÞjj2H4 þ 2l
Z t
0
jjvnxxtðtÞjj2 dt
pðjjvn1xxjj2 þ jjvn0jj2H4ÞeMðTÞT-0 ð4:10Þ
uniformly on ½0; T  as n-N: Replacing wj in (4.7) by vnttðtÞ and making use of the
Ho¨lder inequality, (4.5) and (4.10) gets
jjvnttðtÞjjp jjvnx4ðtÞjj þ ljjvnt ðtÞjj þ jjs0ðunxðtÞÞvnxxðtÞ þ s0ðxnðtÞÞun	1xx ðtÞvnxðtÞjj
pMðTÞðjjvnðtÞjjH4 þ jjvnt ðtÞjjÞ-0 ð4:11Þ
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uniformly on ½0; T  as n-N; where xn ¼ unx þ ynun	1x ; 0oyno1: From (4.10) and
(4.11) we deduce that
jjunðtÞ 	 umðtÞjjH4 þ jjunt ðtÞ 	 umt ðtÞjjH2 þ jjunttðtÞ 	 umtt ðtÞjj-0
uniformly on ½0; T  as m; n-N; i.e. fung is a Cauchy sequence in
Cð½0; T ; H4-H20 Þ-C1ð½0; T ; H20 Þ-C2ð½0; T ; L2Þ: Therefore,
un-u in Cð½0; T ; H4-H20 Þ-C1ð½0; T ; H20 Þ-C2ð½0; T ; L2Þ ð4:12Þ
as n-N: Letting n-N in (4.1), (4.2) gives that uACð½0; T ; H4-H20 Þ-C1ð½0; T ;
H20 Þ-C2ð½0; T ; L2Þ is a generalized solution of problem (1.3), (1.4).
Let u; vACð½0; T ; H4-H20 Þ-C1ð½0; T ; H20 Þ-C2ð½0; T ; L2Þ are two generalized
solutions of problem (1.3), (1.4), w ¼ u 	 v: Then we have
wttðtÞ þ wxxxxðtÞ þ lwtðtÞ ¼ sðuxðtÞÞx 	 sðvxðtÞÞx; tAð0; T ; ð4:13Þ
wð0Þ ¼ 0; wtð0Þ ¼ 0: ð4:14Þ
Taking the L2-inner product of (4.13) with wt gives
d
dt
ðjjwtðtÞjj2 þ jjwxxðtÞjj2Þ þ 2l
Z t
0
jjwtðtÞjj2 dt
¼ 2ðs0ðuxÞwxx þ s00ðxÞvxxwx; wtÞ
pMðTÞðjjwtðtÞjj2 þ jjwxxðtÞjj2Þ; 0otpT ; ð4:15Þ
where x ¼ ux þ yvx; 0oyo1 . Applying the Gronwall inequality to (4.15) gets
jjwtðtÞjj ¼ jjwxxðtÞjj ¼ 0; tA½0; T : ð4:16Þ
Hence wðtÞ ¼ 0; i.e. uðtÞ ¼ vðtÞ; tA½0; T :
Repeating the arguments of the proof of Theorem 2.1 gets (2.8). Theorem 2.3 is
proved. &
5. Blowup of solutions
Proof of Theorem 2.4. Taking the L2-inner product of (1.1) with ut yields
’EðtÞ þ ljjutðtÞjj2 ¼ 0; EðtÞpEð0Þo0; tX0; ð5:1Þ
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where and in the sequel  ¼ d
dt
; and
EðtÞ ¼ 1
2
ðjjutðtÞjj2 þ jjDuðtÞjj2Þ þ
X
i
Z
O
Z uxi
0
siðsÞ ds dx; tX0: ð5:2Þ
Let
FðtÞ ¼ jjuðtÞjj2 þ l
Z t
0
jjuðtÞjj2 dt; ð5:3Þ
where lX0 as shown in (1.1). Then
’FðtÞ ¼ 2ðu; utÞ þ ljjuðtÞjj2; ð5:4Þ
F¨ðtÞ ¼ 2 jjutðtÞjj2 	 jjDuðtÞjj2 	
X
i
Z
O
siðuxiÞuxi dx
 !
X 2 jjutðtÞjj2 	 jjDuðtÞjj2 	 k
X
i
Z
O
Z uxi
0
siðsÞ ds dx
 !
X 2 2jjutðtÞjj2 	 ðk 	 2Þ
X
i
Z
O
Z uxi
0
siðsÞ ds dx 	 2Eð0Þ
 !
X 2ð2jjutðtÞjj2 þ ðk 	 2ÞbjjruðtÞjjmþ1mþ1 	 2Eð0ÞÞ; t40; ð5:5Þ
where assumption (i) of Theorem 2.4 and the fact
k
X
i
Z
O
Z uxi
0
siðsÞ ds dxp 2Eð0Þ 	 jjutðtÞjj2 þ jjDuðtÞjj2
þ ðk 	 2Þ
X
i
Z
O
Z uxi
0
siðsÞ ds dx
have been used. By (5.5),
’FðtÞX2ðk 	 2Þb
Z t
0
jjruðtÞjjmþ1mþ1 dt	 4Eð0Þt þ ’Fð0Þ; t40; ð5:6Þ
F¨ðtÞ þ ’FðtÞX 4jjutðtÞjj2 þ 2ðk 	 2Þb jjruðtÞjjmþ1mþ1 þ
Z t
0
jjruðtÞjjmþ1mþ1 dt
 
	 4Eð0Þð1þ tÞ þ ’Fð0Þ
¼ gðtÞ; t40: ð5:7Þ
Y. Zhijian / J. Differential Equations 187 (2003) 520–540 535
Take p ¼ mþ32 ; obviously 2opom þ 1 and p0 ¼ mþ3mþ1 ðo2Þ: By the Young inequality
and the Sobolev–Poincare´ inequality,
jðu; utÞj ¼ 1
p
jjuðtÞjjpp þ
1
p0
jjutðtÞjjp
0
p0
pC6½ðjjruðtÞjjmþ1mþ1Þm þ ðjjutðtÞjj2Þm;
jðu; utÞj
1
mpC7½jjruðtÞjjmþ1mþ1 þ jjutðtÞjj2; t40; ð5:8Þ
where and in the sequel Cj ðj ¼ 6; 7;yÞ denote positive constants independent of
t; m ¼ mþ3
2ðmþ1Þ ðo1Þ: By the Ho¨lder inequality,
jjruðtÞjjmþ1mþ1XC8ðjjuðtÞjj2Þ
mþ1
2 ; t40; ð5:9Þ
Z t
0
jjruðtÞjjmþ1mþ1dtXC9t
1	m
2
Z t
0
jjuðtÞjj2 dt
 mþ1
2
; t40: ð5:10Þ
(1) If l40; then by (5.8)–(5.10),
gðtÞXC10 2jjruðtÞjjmþ1mþ1 þ jjutðtÞjj2 þ
Z t
0
jjruðtÞjjmþ1mþ1 dt
 
	 4Eð0Þt þ ’Fð0Þ
XC11 jðu; utÞj
1
m þ ðjjuðtÞjj2Þmþ12 þ t1	m2
Z t
0
jjuðtÞjj2 dt
 mþ1
2
2
4
3
5
	 4Eð0Þt þ ’Fð0Þ
XC11t
1	m
2 jðu; utÞja þ ðjjuðtÞjj2Þa þ
Z t
0
jjuðtÞjj2 dt
 a 
	 4Eð0Þt þ ’Fð0Þ 	 C11t
1	m
2 ; tX1; ð5:11Þ
where and in the sequel a ¼ 1=m41: Since 	4Eð0Þt þ ’Fð0Þ 	 C11t
1	m
2 -þN as
t-þN; there must be a t0X1 such that
	4Eð0Þt þ ’Fð0Þ 	 C11t
1	m
2 X0 as tXt0: ð5:12Þ
Let yðtÞ ¼ ’FðtÞ þ FðtÞ: Then from (5.6) and (5.3) we obtain yðtÞ40 as tXt0: And
thus (5.11) and (5.12) imply
gðtÞXC12t
1	m
2 yaðtÞ; tXt0; ð5:13Þ
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where the inequality ða1 þ?þ alÞnp2ðn	1Þðl	1Þðan1 þ?þ anl Þ; here aiX0 ði ¼
1;y; lÞ and n41 are all real numbers, has been used. Combining (5.7) with (5.13)
gives
’yðtÞXC12t
1	m
2 yaðtÞ; tXt0: ð5:14Þ
Therefore,
tpT˜ ¼
3	 m
2
t
3	m
2
0 þ
1
C12ða	 1Þya	1ðt0Þ
  2
3	m
; mo3;
t0 þ exp 1
C12ða	 1Þya	1ðt0Þ; m ¼ 3;
8>><
>>:
ð5:15Þ
and
yðtÞ-þN as t-T˜ 	: ð5:16Þ
By (5.3), (5.4) and (5.16),
ð2þ lÞjjuðtÞjj2 þ jjutðtÞjj2 þ l
Z t
0
jjuðtÞjj2 dt
X ’FðtÞ þ FðtÞ-þN as t-T˜ 	: ð5:17Þ
And (5.17) implies
jjutðtÞjj2 þ
Z t
0
jjuðtÞjj2 dt-þN as t-T˜ 	: ð5:18Þ
In fact, if
sup
0ptoT˜
jjutðtÞjj2 þ
Z t
0
jjuðtÞjj2 dt
 
oM; ð5:19Þ
then
jjuðtÞjj2 ¼
Z t
0
d
dt
jjuðtÞjj2 dtþ jju0jj2
p
Z t
0
ðjjuðtÞjj2 þ jjutðtÞjj2Þ dtþ jju0jj2
p ð1þ T˜ÞM þ jju0jj2; 0ptoT˜; ð5:20Þ
which contradicts (5.17). Therefore (5.18) holds.
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(2) If l ¼ 0; then by (5.8) and (5.9),
gðtÞXC10ð2jjruðtÞjjmþ1mþ1 þ jjutðtÞjj2 þ 1Þ 	 4Eð0Þt þ ’Fð0Þ
XC11½jðu; utÞja þ ðjjuðtÞjj2Þa 	 4Eð0Þt þ ’Fð0Þ; t40: ð5:21Þ
By the same method used in deriving (5.14), there must be a t1X0 such that
	4Eð0Þt þ ’Fð0Þ40 and yðtÞ ¼ ’FðtÞ þ FðtÞ40 as tXt1: So combining (5.7) with
(5.21) yields
’yðtÞXC13yaðtÞ; tXt1: ð5:22Þ
Eq. (5.22) implies that there exists a positive constant T˜ ¼ t1 þ ½C13ða	 1Þya	1ðt1Þ	1
such that yðtÞ-þN as t-T˜ 	: Since yðtÞpjjutðtÞjj2 þ 2jjuðtÞjj2;
jjutðtÞjj þ jjuðtÞjj-þN as t-T˜ 	: ð5:23Þ
Theorem 2.4 is proved. &
Example. Take siðsÞ ¼ ajsjm	1s; i ¼ 1;y; N; where aa0; m41 are all real num-
bers. Obviously, siAC1ðRÞ; jsiðsÞj ¼ jaj jsjm; i ¼ 1;y; N:
(1) If a40; and if N42; also m þ 1p 2N
N	2; then siðsÞsX0 andZ s
0
siðtÞ dt ¼ a
m þ 1 jsj
mþ1pajsjmþ1 ¼ siðsÞs; sAR; i ¼ 1;y; N;
i.e. assumptions (i) and (iii) of Theorem 2.2 hold. So by Theorem 2.2, corresponding
problem (1.1), (1.2) admits a global weak solution uALNð½0; T ; H20 Þ-W 1;Nð½0; T ;
L2Þ as long as initial data u0AH20 ; u1AL2: And when l40; the solution has
asymptotic behavior (1.6), where Eð0Þ as shown in (5.24).
(2) In the case of ao0:
(a) If u0AW ; u1AL2 such that
0oEð0Þ ¼ 1
2
jju1jj2 þ 1
2
jjDu0jj2 þ a
m þ 1jjru0jj
mþ1
mþ1
o m 	 1
4ðm þ 1Þ
1
C
*
jaj
 ! 2
m	1
; ð5:24Þ
and if N42; also m þ 1p 2N
N	2; then assumptions (i) and (ii) of Theorem 2.1 hold. So
by Theorem 2.1, corresponding problem (1.1), (1.2) still admits a global weak
solution uALNð½0; T ; H20 Þ-W 1;Nð½0; T ; L2Þ: And when l40; the solution has
decay property (1.7).
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(b) If u0AH20 ; u1AL2 such that Eð0Þo0; and if l40; also 1omp3; then a simple
veriﬁcation shows that
siðsÞs ¼ k
Z s
0
siðtÞ dt ¼ 	kbjsjmþ1; sAR; i ¼ 1;y; N;
where k ¼ m þ 142; b ¼ 	a=k40; i.e. assumptions (i) and (ii) of Theorem 2.4 hold.
So by Theorem 2.4, the solution u of corresponding problem (1.1), (1.2) blows up in
ﬁnite time, see (2.9) and (2.10).
(3) In the case of N ¼ 1; sðsÞ ¼ ajsjm	1s: If m43; a direct veriﬁcation shows that
sAC3ðRÞ; s000ðsÞ is locally Lipschitz continuous, s0ð0Þ ¼ s00ð0Þ ¼ 0: So by Theorem
2.3, corresponding problem (1.3), (1.4) admits a unique generalized solution
uACð½0; T ; H4-H20 Þ-C1ð½0; T ; H20 Þ-C2ð½0; T ; L2Þ; and when l40; u has decay
property (2.8) as long as initial data u0AW-H4; u1AH20 such that
0oEð0Þ ¼ 1
2
jju1jj2 þ 1
2
jju0xxjj2 þ a
m þ 1jju0xjj
mþ1
mþ1o
m 	 1
4ðm þ 1Þ
1
C
*
jaj
 ! 2
m	1
:
Remark. The example shows that there exist some clear condition boundaries
similar to thresholds among the sign of a; the states of initial energy Eð0Þ and the
existence, asymptotic behavior and nonexistence of global solutions of problem
(1.1), (1.2).
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