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ABSTRACT
With the emergence of connected and autonomous vehicles, sensors are increasingly
deployed within car. Traffic generated by these sensors congest traditional intra-
vehicular networks, such as CAN buses. Furthermore, the large amount of wires
needed to connect sensors makes it hard to design cars in a modular way. These lim-
itations have created impetus to use wireless technologies to support intra-vehicular
communication. In this dissertation, we tackle the challenge of designing and eval-
uating data collection protocols for intra-car networks that can operate reliably and
efficiently under dynamic channel conditions.
First, we evaluate the feasibility of deploying an intra-car wireless network based
on the Backpressure Collection Protocol (BCP), which is theoretically proven to be
throughput-optimal. We uncover a surprising behavior in which, under certain dy-
namic channel conditions, the average packet delay of BCP decreases with the traffic
load. We propose and analyze a queueing-theoretic model to shed light into the
observed phenomenon. As a solution, we propose a new protocol, called replication-
based LIFO-backpressure (RBL). Analytical and simulation results indicate that RBL
vii
dramatically reduces the delay of BCP at low load, while maintaining its high through-
put performance.
Next, we propose and implement a hybrid wired/wireless architecture, in which
each node is connected to either a wired interface or a wireless interface or both.
We propose a new protocol, called Hybrid-Backpressure Collection Protocol (Hybrid-
BCP), for the intra-car hybrid networks. Our testbed implementation, based on CAN
and ZigBee transceivers, demonstrates the load balancing and routing functionalities
of Hybrid-BCP and its resilience to DoS attacks. We further provide simulation re-
sults, obtained based on real intra-car RSSI traces, showing that Hybrid-BCP can
achieve the same performance as a tree-based protocol while reducing the radio trans-
mission power by a factor of 10.
Finally, we present TeaCP, a prototype Toolkit for the evaluation and analysis
of Collection Protocols in both simulation and experimental environments. TeaCP
evaluates a wide range of standard performance metrics, such as reliability, through-
put, and latency. TeaCP further allows visualization of routes and network topology
evolution. Through simulation of an intra-car WSN and real lab experiments, we
demonstrate the functionality of TeaCP for comparing different collection protocols.
viii
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Chapter 1
Introduction
Monitoring vehicular system and assuring safety of passengers have impelled the
deployment of sensors inside cars. Examples include impact sensors, speedometers,
knock sensors, and oxygen sensors. The sensors monitor critical system parameters
and send their data to an Electronic Control Unit (ECU), which responds to abnormal
conditions either automatically or manually. Since the sensors are critical to safety of
driver and passengers, intra-vehicular data collection should be reliable and efficient.
For example, when a car crashes, messages from impact sensors must be collected to
the ECU within 10 ms, to ensure that the airbags will inflate to protect passengers.
For most other sensors, which are not safety-critical, the data should be delivered
within 500 ms (Tonguz et al., 2007).
Currently, motor manufacturers embed the data collection system into vehicles
by means of Controller Area Network (CAN). In such a system, sensors and ECUs
exchange messages on a CAN bus. The CAN protocol is priority-based such that a
high-priority message gets transmitted ahead of a low-priority message.
As the number of in-vehicle sensors increases, the wired collection system faces
several issues. First, wires add weight to the car and complicate car design due to the
constrained layout of wires. For instance, it has been reported in (Leen and Heffernan,
2001) that typical wiring harness in a car consists of up to 4000 parts, weighs as much
as 40 kilograms, and contains over 1900 wires of up to four kilometers in length.
Second, traffic by the sensors congest the CAN bus. Third, since the CAN protocol
1
2is priority-based, the CAN system is vulnerable to Denial-of-Service (DoS) attacks
through high-priority messages (Koscher et al., 2010). These limitations create strong
impetus to integrate wireless technologies for communication between the sensors and
ECUs.
This dissertation designs and evaluates data collection protocols for intra-car net-
works that utilize wireless technologies. We first evaluate the feasibility of intra-car
wireless networks on their own. Then, we integrate wireless and wired technologies,
hence establishing intra-car hybrid wired/wireless networks.
We first focus on data collection in intra-car wireless networks, without wired
networks. Although there already exist data collection protocols for wireless sensor
networks (WSNs), such as those used for forest monitoring and home monitoring
(Baker et al., 2007), the wireless communication environment within cars vastly differs
since the typical intra-car wireless channel is much more noisy and dynamic. A car
may be driven in urban area where Wi-Fi and Bluetooth signals are prevalent. Or a
car may be surrounded by other intra-car WSNs that operate over the same wireless
band. There may also be passengers moving nearby, which can affect wireless signal
propagation.
To illustrate the dynamic nature of intra-car wireless channels, we report next the
result of our channel measurements (Hashemi et al., 2014). Specifically, Figure 1·2
shows a 30-minute RSSI (received signal strength indicator) trace of a link between
a sensor node and a root node in an intra-car WSN with two passengers moving in
and out of the car. The sensor node is located on the right front wheel while the
root node is located beside the driver’s seat. The RSSI trace shows that the temporal
link quality from the sensor to the root is dynamic both on short-term and long-term
scales. Specifically, the RSSI of the link with passengers present in the car is about
5 dB lower than that with no passengers inside the car. This is probably due to
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Figure 1·1: Three types of intra-car network architectures.
the obstruction of the direct wireless signal path between the sensor and the root by
human bodies. Strong channel variations are also observed when a car is driven on a
bumpy road (Hashemi et al., 2013).
4Figure 1·2: RSSI over time with passengers moving in and out in
intra-car WSN (Hashemi et al., 2013).
To achieve data collection in intra-car WSNs, we first consider the Collection
Tree Protocol (CTP), the state-of-art collection protocol for WSN. CTP is a routing
protocol that establishes a shortest-path tree on the network with link cost equal to
the average number of transmissions (ETX) on that link. It has been shown through
extensive experiments (Gnawali et al., 2013) that CTP achieves over 95% packet
delivery rate and low delay, when the traffic load is low.
The second collection protocol under consideration is the Backpressure Collec-
tion Protocol with a LIFO scheduler (LIFO-BCP). BCP derives from the well-known
backpressure routing algorithms, which promise throughput-optimal performance and
provide elegant cross-layer solutions for a wide range of networking problems (Geor-
giadis et al., 2006). It has been shown in (Moeller et al., 2010) that BCP collects data
more reliably than CTP when the channel is dynamic such as in presence of external
interference sources. Unlike CTP, BCP makes routing and forwarding decisions based
on local information and does not need to explicitly compute paths.
Nevertheless, our own TOSSIM simulations (using the source code of BCP in
TinyOS (Moeller et al., 2010)) show that LIFO-backpressure can exhibit a surprising
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Figure 1·3: Average end-to-end packet delay of LIFO-backpressure in
a five-node wireless sensor network simulation under lossless and lossy
channels.
delay behavior in certain conditions, as illustrated in Figure 1·3 (the simulation set-
up, which uses real RSSI traces, is described in detail in Chapter 3). Under lossless
channel conditions as shown in Figure 1·3(a), the average delay of packets is small at
low traffic and increases with the load, in a manner that is consistent with standard
queueing models, such asM/M/1. On the other hand, under lossy channel conditions,
wherein a non-negligible fraction of packets get lost and require re-transmissions, we
observe an opposite trend: the end-to-end average delay of delivered packets is high
at low traffic load and decreases with the load, at least initially. Thus, Figure 1·3(b)
indicates that the average delay of packets when packets are generated at a rate of
one per second at each node is four times higher than that when packets are generated
at rate of seven per second at each node (i.e., 1,000 ms in the former case versus 250
ms in the latter case).
In the first part of the dissertation, we strive to explain this unexpected be-
havior within the context of understanding the impact of channel and traffic con-
ditions on the delay behavior of LIFO-backpressure schedulers. We introduce and
analyze a queueing-theoretic model that qualitatively captures the behavior of LIFO-
6backpressure.
Specifically, we initially focus on a two-node network consisting of one source node
and one destination node. The behavior of the LIFO-backpressure scheduler at the
source node is modeled using a single-queue system with threshold. The threshold is
related to the expected number of transmissions (ETX) needed for a successful packet
reception on a given channel. Thus, the threshold may change over time, depending on
channel conditions. The scheduler can transmit packets only if the queue length (i.e.,
the number of packets in the queue) meets or exceeds the threshold. Under appropri-
ate statistical assumptions on the traffic and channel dynamics, the evolution of such
a system can be described using a multi-dimensional continuous-time Markov chain
(CTMC). We derive a numerical solution for the general case using matrix geometric
methods (Neuts, 1981). Furthermore, using z-transform techniques (Daigle, 1992),
we provide closed-form solutions for the special case where the threshold oscillates
between 0 and 1.
To remedy the above problem, we propose a novel lightweight mechanism, called
replication-based LIFO-backpressure (RBL). Through the analysis of an approximate
CTMC, that is asymptotically exact at low load, we show that RBL improves de-
lay performance over LIFO-backpressure at low load. We implement the replication
mechanism into BCP, and refer to the new implementation as RBL-BCP. Our sim-
ulations of RBL-BCP demonstrate the delay performance improvement over BCP.
The simulations also show that RBL does not compromise throughput performance
of BCP at high load.
Due to legacy and reliability reasons, wires inside cars can not be completely
replaced by wireless links. Besides, purely wireless communication may be vulnerable
to jamming attacks and interferences. Thus, in the second part of the dissertation,
we focus on data collection in intra-car hybrid wired/wireless networks.
7The design of collection protocols for intra-car hybrid networks brings up several
research issues. The first issue is how to implement routing. For instance, in the
hybrid network of Figure 1·1(c), packets destined from node 2 to the sink can be
routed either through node 7 or node 9.
The second issue is how to implement load balancing. For instance, node 10 can
communicate with the sink either on the wired interface or the wireless interface.
The third issue is how to deal with contention from other nodes and (possibly ma-
licious) interferences. For instance, how should node 10 react if node 4 is contending
on the wired link? And what happens if an adversary performs a DoS attack?
To address these issues, we propose a new data collection protocol for intra-car
hybrid networks, called Hybrid-BCP. Hybrid-BCP belongs to the class of backpressure
algorithms (Georgiadis et al., 2006; Moeller et al., 2010), which have theoretically
been proven to be throughput-optimal.
Similar to BCP, Hybrid-BCP does not calculate end-to-end routes. Rather it
relies on a distributed computation of backpressure weights. Each node maintains
a backpressure weight on each interface for each of its neighbors, based on the link
quality and the differential of the queue lengths. For each incoming packet, a node
selects the interface/neighbor combination with the highest positive backpressure
weight as the next hop. If all the backpressure weights are negative, then the node
stores the packet in its queue and waits until one of the backpressure weights becomes
positive.
We implement Hybrid-BCP on a real testbed, composed of CAN and ZigBee
transceivers, and evaluate its performance. Our testbed experiments demonstrate
the load balancing and routing functionalities of Hybrid-BCP. The results show that
Hybrid-BCP improves throughput under DoS attacks on the CAN bus by a factor of
10.
8We further implement Hybrid-BCP in ns-3 for the purpose of simulating a larger
network. We compare Hybrid-BCP with a tree-based collection protocol, which we
refer to as Hybrid-Collection Tree Protocol (Hybrid-CTP). Hybrid-CTP relies on the
computation and update of end-to-end routing metrics at each node.
For the simulations, we use real RSSI (received signal strength indication) traces
collected in an intra-car environment (Si et al., 2015a). The simulation results demon-
strate that Hybrid-BCP achieves higher reliability than Hybrid-CTP if both protocols
use the same power transmission (e.g., 95% vs. 88%). Conversely, Hybrid-BCP can
reduce the radio transmission power by a factor of 10 and still achieve the same
reliability as Hybrid-CTP.
Many collection protocols have been proposed in the literature (Alizai et al., 2012;
Alresaini et al., 2012; Fonseca et al., 2006; Gnawali et al., 2013; Moeller et al.,
2010) and several of them (including our RBL and Hybrid-BCP) have also been
implemented. However, a common publicly available platform to visualize, analyze
and compare their performance is needed. Such a toolkit should not only enable the
evaluation of multiple collection protocols, but also help to visualize the behavior of
the collection protocols.
In the third part of the dissertation, we design and implement TeaCP, an open-
source benchmarking toolkit for the evaluation and analysis of collection protocols in
wireless sensor networks. TeaCP runs on TinyOS and TOSSIM, and assumes that the
PHY and MAC layers follow the IEEE 802.15.4 standard. TeaCP provides generic
configurations for testing protocols, including packet generation rate and transmission
power, and functions for post-test analysis. TeaCP can be used for both experiments
with real data and simulations in TOSSIM. For experiments, TeaCP utilizes out-of-
band communication for logging data at all nodes, so that network events and packet
information are captured regardless of network conditions. More specifically, TeaCP
9incorporates an optional SD card datalogger, which provides data storage space. The
SD card datalogger also enables us to evaluate collection protocols in environments
where wired transfer of logs is difficult (e.g., intra-car WSNs). For simulations, TeaCP
provides the convenience of testing the performance of collection protocols over a wide
range of conditions. The post-experiment analysis functionalities allow evaluation of
standard metrics, including reliability, throughput, and delay (which have been used
for evaluating protocols in most previous works). TeaCP also permits visualization
of the dynamics of the network topology and packet routes, illustrating the network
layer behavior of collection protocols over time.
Since TeaCP is built at the application layer, a system architect that has some
protocol options at hand can utilize this toolkit to test the various protocols and select
the one that is most suitable. TeaCP is also potentially useful for protocol developers
to validate accurate protocol operations based on the obtained testing statistics. We
stress, however, that the main benefit of TeaCP lies in its generality, as it enables
evaluation and comparison between various collection protocols based on high-level
performance metrics. Instructions for downloading and using the TeaCP toolkit can
be found at http://nislab.bu.edu/projects/sensor-networks/teacp/.
To summarize, in this dissertation,
• We introduce and analyze a queueing-theoretic model that elucidates the high
delay problem of LIFO-BCP at low load. We then introduce and analyze a
replication-based LIFO-backpressure algorithm (RBL) that reduces the large
delay of LIFO-BCP at low load, while maintaining high throughput performance
at high load. Through extensive simulations, we demonstrate the existence of
the high delay problem of LIFO-BCP in large networks and show that RBL
significantly mitigates this issue.
• We design a new protocol, Hybrid-BCP, for data collection in intra-car hybrid
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networks. We build a real testbed for evaluating the performance of Hybrid-
BCP. The tests demonstrate the load balancing and routing functionalities of
Hybrid-BCP and its resilience to DoS attacks. We implement Hybrid-BCP and
Hybrid-CTP in the ns-3 simulator, and compare their performance in terms of
reliability for different transmission powers.
• We design and implement TeaCP, a toolkit for the evaluation and analysis of
collection protocols. With TeaCP, one can easily configure and run tests for
evaluating a data collection protocol, and analyze its underlying performance
(e.g., reliability, throughput, and delay) via real experiments and simulations.
TeaCP also provides visualization of packet routes, network topology and other
statistics, that can be used for understanding, analyzing and diagnosing the
behavior of collection protocols.
This dissertation has six chapters. The present chapter is Chapter 1. In Chapter
2, we present the related work on data collection protocols and visualization tools for
WSN. We also review backpressure routing algorithms and describe the BCP proto-
col, upon which our protocols are based. In Chapter 3, we analyze the performance of
BCP and present the design of the new backpressure-based collection protocol, RBL.
In Chapter 4, we present, implement, and analyze a new backpressure-based collec-
tion protocol, Hybrid-BCP, for intra-car hybrid networks. Chapter 5 presents the
design, implementation and demonstration of the toolkit for evaluation and analysis
of collection protocols, TeaCP. Finally, Chapter 6 concludes our work.
Chapter 2
Background
In this chapter, we review work related to the dissertation. We first review prior
research on experimental measurements of intra-car wireless links. The research shows
that intra-car wireless links can experience deep fading and temporal dynamics.
Then, with regard to data collection in intra-car wireless networks, we review
literature on the backpressure algorithms and prior attempts to solve delay issues.
With regard to data collection in intra-car hybrid wired/wireless networks, we review
prior work on hybrid wired/wireless networks and load balancing algorithms.
Next, we review existing collection protocols and visualization tools for WSNs.
We also provide detailed description of CTP and BCP since the dissertation leverages
these two protocols.
Finally, we summarize the issues of prior work and conclude the chapter.
2.1 Related work
2.1.1 Intra-car wireless channels
In this section, we review prior work on characterizing statistical properties of wireless
communication channels inside cars.
The work in (Moghimi et al., 2009) reports experimental results for 2.4 GHz, the
operating frequency of IEEE 802.15.4. The results show that under most scenarios,
the coherence bandwidth is much larger than the bandwidth of the transmitted signal.
This indicates that equalization techniques are not necessary for the system. The
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measured coherence time is larger than two seconds, which is more than sufficient to
send a packet for even low-rate WSNs.
The power loss characteristics of intra-car wireless channels depend on the loca-
tions of the transmitter and the receiver. For instance, when the transmitter is placed
in the engine compartment and the receiver is placed under the engine compartment,
the path loss is only 40 dB. However, when the receiver is placed in the trunk, the
path loss can be as high as 80 dB. This is because the former scenario has line-of-
sight propagation path while the latter does not. Additional experimental results for
915 MHz, which is the operating frequency of RFID, can be found in (Tonguz et al.,
2007).
While (Moghimi et al., 2009) and (Tonguz et al., 2007) focus on modeling phys-
ical properties of the wireless channel, (Tsai et al., 2007) presents experiments with
ZigBee sensors, which build on IEEE 802.15.4 standards. Thus, system performance
is measured on a packet level, rather than at the level of physical signals. The sensi-
tivity of the radio chip on the sensor node is typically -95dBm. This paper shows that
when the received power, which is indicated by RSSI, is close to the chip sensitivity,
then the packet loss rate may be very high. However, if the transmission power is
increased by only 5dBm over the sensitivity threshold, then the packet loss rate can
be significantly reduced, i.e., to a value lower than 10%. The results also show that
Bluetooth interference has a significant impact on the throughput performance and
the throughputs decrease by 3% - 40%.
These prior works show that intra-car wireless channels can experience deep fading
and slow fading. The throughput performance in intra-car wireless networks can be
significantly affected by exterior interferences. Both prior work and our own findings
(Figure 1·2) show that the temporal link quality from the sensor to the root is dynamic
both on short-term and long-term scales.
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While these work focus on characterizing intra-car wireless channels at the physical
layer, our work focuses on designing and evaluating intra-car data collection at the
network layer.
2.1.2 Backpressure algorithms
The origin of backpressure algorithms lies in the seminal work of Tassiulas and
Ephremides (Tassiulas and Ephremides, 1992). A backpressure algorithm is mathe-
matically constructed by minimizing the Lyapunov drift that represents the difference
between the values of the Lyapunov function at the current time slot and at the next
time slot. This leads to a problem, known as MaxWeight, that is maximizing the
weighted sum of link rates, in which the weights are represented by backlog differen-
tials. Intuitively, data packets are sent over links with high rates and to neighbors
with low backlog, thus achieving a load balancing effect.
The chief advantages of backpressure algorithms are to avoid explicit path com-
putations and achieve throughput-optimal performance. However, backpressure algo-
rithms may suffer from high end-to-end packet delays, due to lack of backpressure to
push packets toward their destinations, sometimes leading to packet looping. These
problems are more severe at light load. An extreme case is of a packet entering
an empty network and engaging into some kind of random walk until reaching its
destination (Neely, 2011).
Several approaches have been proposed to solve the delay problem of backpressure
algorithms (Alresaini et al., 2012; Athanasopoulou et al., 2013; Bui et al., 2011; Ji
et al., 2013; Ying et al., 2011). Instead of using queue differentials as weights of the
MaxWeight problem, (Ji et al., 2013) proposes representing weights with delay infor-
mation of packets in the queues. Packets that have already experienced high delays
are more likely to be scheduled for transmission in the next time slot, whereas the
original backpressure algorithm would give longer queues higher priority irrespective
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of the delay experienced by packets. The authors in (Athanasopoulou et al., 2013)
describe a novel backpressure-based per-packet randomized routing framework. It
leverages a shadow queue structure that lowers complexity of maintaining queues.
By minimizing the number of hops by packets, their routing algorithms reduce de-
lay drastically. The work in (Ying et al., 2011) proposes a hybrid routing algorithm
based on a shortest-path algorithm and the backpressure routing. By forcing a set of
constraints on the number of hops that can be traversed by packets, this method pre-
vents packets from long paths exploration. Similarly, the authors in (Bui et al., 2011)
propose the use of combination of a shortest-path algorithm and the backpressure
method in order to improve delay performance. Furthermore, they show that imple-
menting per-neighbor queues instead of per-flow queues can further reduce delays, as
well as system implementation complexity.
2.1.3 Quadratic Lyapunov function based algorithms
Based on the original backpressure algorithms, Georgiadis, Neely, and Tassiulas de-
veloped so-called quadratic Lyapunov function based algorithms (QLA) for general
stochastic network utility optimization problems (Georgiadis et al., 2006). Instead of
purely minimizing the Lyapunov drift, QLA is constructed by minimizing the Lya-
punov drift plus a penalty (or the negative of a utility), in which the penalty is
weighted by a parameter V . As V gets larger, the algorithm puts more emphasis on
the resulting penalty and less on network stability. The performance results of QLA
are given in the following [O(1/V ), O(V )] utility-delay tradeoff form: backpressure is
able to achieve a utility that is within O(1/V ) of the optimal utility for any scalar
V ≥ 1, while guaranteeing an average network delay that is O(V ). QLA can prevent
packet looping when the penalty function is related to the number of transmissions
since looping adds transmissions. However, a large delay may still prevail at low load
due to the lack of backpressure to push packets toward their destinations.
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Much effort has been spent to reduce the large O(V ) delay of QLA. The authors
in (Huang and Neely, 2011) prove that under QLA, the network backlog stays close
to a fixed value (called attractor), which is the dual optimal solution of a determin-
istic optimization problem. While the attractor has order of O(V ), the fluctuation
of the network backlog around the attractor is bounded by O(log2(V )) with high
probability. The authors, therefore, propose an algorithm that pre-fills queues with
null packets that play the role of attractor. Hence, the real packets arrive into a
queue whose length is bounded by O(log2(V )), and the algorithm achieves an opti-
mal [O(1/V ), O(log2(V ))] utility-delay tradeoff.
Motivated by practical implementations of backpressure routing algorithms, the
authors in (Huang et al., 2013) prove that LIFO-backpressure achieves the optimal
utility-delay tradeoff, [O(1/V ), O(log2(V ))]. Note that FIFO-backpressure would
achieve a utility-delay tradeoff of [O(1/V ), O(V )] since packets need to traverse a
whole queue in order to get transmitted. The idea behind LIFO-backpressure is
straightforward: packets constituting the attractor are trapped in the queue forever
and serve the same role as that of null packets in the algorithm described above.
The delay improvement of LIFO over FIFO is shown both through real experiments
(Moeller et al., 2010) and theoretical studies (Huang et al., 2013).
Most of the above studies focus on the optimal utility-delay tradeoff in terms of
the scalar parameter V (or when the parameter V becomes large). Little study has
been conducted on the effects of other network parameters on the delay performance
of backpressure routing algorithms, including channel dynamics and traffic load in the
network. As shown in Figure 1·3, even though LIFO-backpressure achieves an optimal
utility-delay tradeoff performance, its delay at low load may be very high. Our work is
the first to demonstrate and shed light on the effects of network parameters (channel
conditions) on the delay performance of the LIFO-backpressure algorithm.
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The authors in (Alresaini et al., 2012) propose backpressure with adaptive redun-
dancy (BWAR) in the context of delay-tolerant networks. BWAR uses an adaptive
redundancy mechanism to improve the delay performance of backpressure at low load.
While RBL resembles BWAR, it differs in two key aspects: (i) BWAR is based on the
original backpressure algorithm while BRL is based on QLA, with a penalty function
that aims to minimize the number of transmissions, and (ii) BWAR generates du-
plicates whenever the queue length falls below some preset threshold, whereas RBL
generates replicas only when packets get stuck in the queue due to channel degra-
dation. We detail RBL in Section 3.3. Note that the idea of injecting redundant
packets was also proposed in (Spyropoulos et al., 2008a; Spyropoulos et al., 2008b)
for routing in delay-tolerant networks.
2.1.4 Hybrid wired/wireless networks
Much of the existing work on hybrid wired/wireless networks assumes that all the
devices (except for bridges or relays) are connected to either a wired interface or a
wireless interface but not both.
For instance, (Mirabella and Brischetto, 2011) implements a hybrid wired/wireless
network for greenhouse control and management using CAN and ZigBee transceivers.
In that system, the central controller and a number of wireless bridges are connected
to a bus. The bridges receive data from wireless sensors and forward them to the
controller. The work in (Miorandi and Vitturi, 2004) conducts a feasibility study of a
hybrid wired/wireless network implementation based on Ethernet and Bluetooth. In
the implementation, sensors have either a wired or a wireless interface while the sinks
are connected to a bus. A bridge node communicates between the wireless nodes
and the wired nodes. Similar hybrid network structures can be found in (Seno et al.,
2011; Sun and Belding-Royer, 2003), where wireless nodes communicate with wired
nodes through access points. In the hybrid wired/wireless models of (Liu et al., 2003;
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Zemlianov and de Veciana, 2005), a number of base stations are interconnected with
high-bandwidth wired links and they serve as relays for the wireless nodes.
In contrast to the above work, Hybrid-BCP allows any node (sensors and ECUs)
to be connected to either type of interfaces or both.
2.1.5 Load balancing
There exist several protocols for aggregating bandwidth and performing end-to-end
load balancing. These protocols are implemented at the transport layer or above, and
rely on protocols at lower layers to provide the routing functionality.
For instance, Multipath TCP (MPTCP) (Ford et al., 2011) uses multiple TCP
paths to increase the throughput of data transfer. MPTCP does not incorporate
interface selection and load balancing mechanisms to alleviate effects of link hetero-
geneity.
Weighted round robin (WRR) (Zhang et al., 2009) and surplus round robin (SRR)
(Hari et al., 1999) have been proposed to utilize bandwidth over heterogeneous links.
Under a WRR scheduler, the number of packets sent on a path is proportional to
the link bandwidth. WRR performs well when the packets are of the same size while
SRR can handle packets of variable size.
The earliest delivery path first (EDPF) (Chebrolu and Rao, 2002) estimates the
packet delivery time on several paths and schedules packets on the path with the
shortest delivery time. The work in (Liu et al., 2007) adds to EDPF by incorporating
transmission rates and losses in the estimation of the delivery time of packets. Other
algorithms based upon EDPF include (Chebrolu et al., 2005; Fernandez et al., 2009;
Ramaboli et al., 2012).
Different from the above work, Hybrid-BCP provides a joint load balancing and
routing solution.
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2.1.6 Collection protocols
CTP is the de facto standard for data aggregation and has been supported in TinyOS
1.x and 2.x. BCP is the first implementation of a backpressure-based routing algo-
rithm in the context of sensor networks. BCP has been shown to outperform CTP in
terms of robustness and throughput, two important metrics for collection protocols,
although it has been observed that BCP suffers from higher packet delay than CTP.
We will provide detailed description of CTP and BCP in Section 2.2 and 2.3.
Although the TinyOS implementation of CTP itself has provided a logging layer
to report events such as packet reception, parent change, etc., such a logging system
is more specifically designed for debugging the protocol. TeaCP differs from the CTP
logging implementation in that it can evaluate additional metrics, such as reliability
and delay performance.
Several newer collection protocols are built upon CTP and BCP. For instance,
(Alizai et al., 2012) proposes a new routing scheme based on CTP, called Bursty
Routing Extensions (BRE).
The IPv6 routing protocol for low power and lossy networks (RPL) (Winter et al.,
2011), whose design was informed by CTP, can also be used for data collection by
having the nodes in the Destination Oriented Directed Acyclic Graph (DODAG) send
packets to the DODAG root.
The development of these data collection protocols motivates us to design a general
open-source toolkit to analyze and compare their performance. Although many of
the aforementioned protocols have their own experiment evaluation software, our
toolkit TeaCP provides a more comprehensive set of evaluation functions on delay
and reliability performance. For example, the BCP implementation calculates packet
delay by accumulating MAC delays and queuing delays. Queuing delays are measured
through local timers while the MAC delay is approximated by a constant 10 ms.
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TeaCP, on the other hand, calculates the packet delivery delay by recording generation
time and delivery time of each packet and does not resort to approximations. Our
toolkit also helps to visualize the route of the packet in the network and the evolution
of the network topology. This feature helps to understand how a collection protocol
behaves in response to link and traffic variations. We believe that TeaCP can not only
be used for evaluating different protocols but also through visualization and analysis
to provide insight for improving existing protocols.
2.1.7 Visualization for WSN
Many of the existing tools for sensor networks focus on logging and visualizing sensor
network readings, rather than on analyzing the performance of the underlying network
layer. Tools such as SpyGlass (Buschmann et al., 2005) and Octopus (Jurdak et al.,
2011) help to visualize the topology of multi-hop networks, but typically limit their
link quality data to a binary good/bad flag depending on the timestamp and frequency
of the last packet received. Compared with these tools, TeaCP provides a much more
detailed performance evaluation of the collection protocols. In particular, Octopus
only provides inter-arrival times of packets at the root while TeaCP provides precise
measurements of end-to-end delays as well as delays on individual links. TeaCP can
also be used to evaluate the performance of a data collection protocol on TOSSIM
over a wide range of network conditions.
As a plugin to TOSSIM, TinyViz (Levis et al., 2003) can visualize sensor network
and display TOSSIM events. OMNeT++ also provides comprehensive visualization
functions for evaluation and analysis of network protocols in WSN. TeaCP differs
from TinyViz and OMNeT++ in that TeaCP incorporates evaluation and analysis of
high-level performance metrics for both real experiments and simulation.
Other tools, such as Mote-View (Turon, 2005), have the capabilities of monitor-
ing the underlying network layer, such as providing statistics on link quality. These
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tools are not designed for benchmarking and analyzing the underlying network layer,
because they rely on that same network layer to reliably send statistics to the root.
Trying to send packet loss information on the same network link that is experienc-
ing packet loss can create a feedback loop, thus causing more packet loss that needs
to be reported. Another scenario where these visualization tools might fail is when
a subnetwork gets disconnected from the rest of the network. In this situation, vi-
sualization tools relying on the underlying network might not be able to provide
information about the subnetwork because of their inability to fetch link information.
Existing testbeds such as Tutornet, MoteLab (Werner-Allen et al., 2005) and the
Guildford Facility of the SmartSantander project (Gutirrez et al., 2013) have provided
the ability to log information of sensor motes through out-of-band communication.
Leveraging the same idea, TeaCP logs network events at each mote to storage through
serial communication, which does not rely on the tested collection protocol. Isolating
the logging system from the network layer enables TeaCP to concentrate on accurately
reporting network layer performance. Besides, TeaCP enables one to deploy a WSN
testbed on his own targeting environment.
Packet sniffers (Pinedo-Frausto and Garcia-Macias, 2008) are an alternative plat-
form that has been widely used to analyze network performance. Sniffers suffer from
several limitations in our context, however. First, a sniffer may not be able to ex-
tract packet information when two or more nodes transmit packets simultaneously or
when the wireless channel experiences deep fading. Second, a packet sniffer can only
provide timing information related to events occurring on the wireless channel, such
as the start of a packet transmission. It may not be able to measure events occurring
at higher levels, such as the time elapsing from the generation of the packet by the
application layer till its transmission, which is necessary for computing end-to-end
delay. Third, in the scenario of large networks, several sniffers are needed to cover all
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Algorithm 1 CTP
1: while Qi > 0 do
2: Find the neighbor j∗ such that j∗ = argminj(ETXj + ETXi→j)
3: Transmit one packet to j∗
4: Update ETX i→j∗
5: end while
the sensors in the network.
TeaCP provides a reliable logging system by attaching cheap and lightweight data
storage to each sensor. It provides accurate delay analysis by recording the time
of packet generation and packet delivery at the application layer. We emphasize,
nevertheless, that sniffers can still serve as useful, complementary platforms to record
network events.
2.2 The Collection Tree Protocol (CTP)
In this section, we detail the protocol design of CTP. CTP computes a shortest path
tree based on the link cost of expected number of transmissions (ETX). Let ETX i→j
denote the expected number of transmissions from node i to node j. Let ETXi denote
the path cost from node i to the root node. Each node i calculates its path cost by:
ETXi = min
j
(ETXj + ETX i→j).
Node i transmits its packets to its parent j∗, where j∗ = argminj(ETXj +
ETX i→j). Algorithm 1 shows the pseudo-code of CTP. The work in (Gnawali et al.,
2013) provides more details of CTP such as its adaptive beaconing mechanism and
path validation algorithms.
In this dissertation, we implement Hybrid-CTP, a variant of CTP, as a baseline
protocol for comparison with Hybrid-BCP. We also use CTP to demonstrate the
usefulness of our toolkit, TeaCP.
22
2.3 The Backpressure Collection Protocol (BCP)
BCP (Moeller et al., 2010) is a practical, distributed QLA implementation, where
nodes independently make routing decisions based on local information. The rout-
ing decisions are made per packet instead of routing all packets through the same
computed path.
Since all the packets are routed to the same destination, each node only needs to
maintain one queue. Let Qi represent the backlog at node i. Then ∆Qi,j = Qi −Qj
is the queue differential (backpressure) between node i and its neighbor node j. Let
Ri→j denote the estimated link rate (measured in packets per second) from i to j
and ETXi→j be the average number of transmissions for a packet to be successfully
sent over the link. In the routing policy of BCP, node i calculates the following
backpressure weight for each neighbor j:
wi,j = (∆Qi,j − V ·ETX i→j) · Ri→j .
where, V is a trade-off parameter.
The routing decision (next hop of the packet) is determined by finding the neighbor
j∗ with the highest weight. Then the node needs to make the forwarding decision: if
wi,j∗ > 0, the packet is forwarded to node j
∗, else the packet is held until the metric is
recomputed. In other words, if the weights for all neighbour nodes are zero or negative,
the node will do nothing but wait till the next recomputation (after a reroute period).
A pseudo-code of BCP is given in Algorithm 2. Since routing decisions are made on
a per-packet basis, at most one packet can be transmitted at each iteration of the
“while” loop in the algorithm.
As a QLA algorithm, BCP aims to minimize the number of packet transmissions
(ETX) while guaranteeing network stability. The parameter V (V ≥ 1) represents
the weight of the penalty (ETX) in the optimization problem.
23
Algorithm 2 BCP
1: while Qi > 0 do
2: Compute the backpressure weight wi,j for each neighbor j
3: Find the neighbor j∗ such that j∗ = argmaxj wi,j
4: if wi,j∗ > 0 then
5: Transmit one packet to j∗
6: Update ETX i→j∗ and Ri→j∗
7: else
8: Wait for a reroute period
9: end if
10: end while
QLA assumes that ETX is perfectly observed while BCP estimates ETX based
on an exponential moving weighted average. ETX is updated as follows whenever a
new sample of ETX is obtained: ETXnew = αETXold + (1− α)ETX , in which the
default value of α is 0.9. In TinyOS, a node makes at most five attempts to transmit
a packet to a neighbor. Therefore, 1 ≤ ETX ≤ 5. The link rate is calculated as
the reciprocal of the packet transmission time. The estimated link rate R is updated
based on an exponential moving weighted average.
In the dissertation, we analyze the delay performance of LIFO-BCP under dynamic
channel conditions and improve its delay performance. For the intra-car hybrid net-
works, we design and implement Hybrid-BCP, which is based on BCP. We also use
BCP to demonstrate the functionalities of TeaCP.
2.4 Summary
After reviewing the related work, we summarize our observations as follows:
• Although replacing the FIFO scheduler with a LIFO scheduler significantly
improves the delay performance of backpressure algorithms, existing work can
not explain the surprising delay behavior of LIFO-backpressure observed in our
experiments, namely that the delay is high at low load and decreases with the
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load.
• In most of the existing work on hybrid wired/wireless networks, each sensor is
equipped with a wired interface or a wireless interface, but not both. Although
many load balancing algorithms have been designed and studied, most of them
rely on the underlying network protocol to provide the routing functionality.
However, intra-car hybrid wired/wireless networks require a joint load balancing
and routing solution.
• Many of existing visualization and analysis tools use in-band communication to
collect log information for analysis. This method of log collection perturbs on-
going test and might provide inaccurate performance evaluation and analysis.
Some of the tools or methods resort to estimation or approximation for analysis
of performance metrics.
This dissertation addresses these issues.
Chapter 3
Design of collection protocol for intra-car
wireless networks1
In Chapter 1, we pointed out the surprising delay behavior of LIFO-backpressure
schedulers, i.e., the delay is high at low load and decreases with traffic under dynamic
channel conditions. In this chapter, we strive to elucidate on this unexpected behavior
of LIFO-backpressure and propose a solution to improve the delay performance of
LIFO-backpressure at low load.
We introduce and analyze a queueing-theoretic model that qualitatively captures
the behavior of LIFO-backpressure. We first focus on a two-node network consisting
of one source node and one destination node. This simple network turns out to be
sufficient to reproduce the observed effects. The behavior of the LIFO-backpressure
scheduler at the source node is modeled using a single-queue system with threshold.
The threshold is related to the expected number of transmissions (ETX) needed for
a successful packet. The scheduler can transmit packets only if the queue length
(i.e., the number of packets in the queue) meets or exceeds the threshold. Under
appropriate statistical assumptions on the traffic and channel dynamics, the evolution
of such a system can be described using a multi-dimensional continuous-time Markov
chain (CTMC).
We derive a numerical solution for the general case using matrix geometric meth-
1Results of this chapter appeared in part in the 2013 51st Annual Allerton Conference (Si and
Starobinski, 2013) and in IEEE Transactions on Control of Network Systems (Si et al., 2015b).
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ods (Neuts, 1981). We are able to reproduce the observed effects using the matrix
geometric methods.
Furthermore, using z-transform techniques (Daigle, 1992), we provide closed-form
solutions for the special case where the threshold oscillates between 0 and 1. The
analysis results match the observed delay behavior of LIFO-backpressure.
Next, we conduct a delay analysis of LIFO-backpressure for a chain network in a
low load regime. Our analysis indicates that the high delay of LIFO-backpressure at
low load occurs due to slow variations of the threshold. On the other hand, if the
threshold is fixed (e.g., if the channel is lossless), then the average delay is small at
low load and increases with the traffic load as expected.
To remedy the above problem, we propose a novel lightweight mechanism, called
replication-based LIFO-backpressure (RBL). The idea of RBL is that when the channel
becomes bad (the threshold increases), instead of waiting indefinitely for the channel
to become good, the node generates replicas of packets and puts them into the queue.
Through the analysis of an approximate CTMC, that is asymptotically exact at low
load, we show that RBL improves delay performance over LIFO-backpressure at low
load. We implement the replication mechanism into BCP, and refer to the new
implementation as RBL-BCP. Our simulations of RBL-BCP demonstrate the delay
performance improvement over BCP. The simulations also show that RBL does not
compromise throughput performance of BCP at high load.
The rest of this chapter is organized as follows. In Section 3.1, we formulate our
CTMC model and provide a matrix geometric method for numerically solving the
general model. We also derive closed-form expressions of the average delay for a
special case. In Section 3.2, we analyze the delay of LIFO-backpressure in a chain
network at low load. Section 3.3 describes our proposed RBL and provides corre-
sponding analysis results. Section 3.4 presents simulation results for larger networks
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to support our analytical findings and compares performance of RBL-BCP and BCP.
Finally, Section 3.5 summarizes this chapter.
3.1 Two-node analysis
In this section, we model and analyze LIFO-backpressure (LIFO-BCP) in the context
of a two-node network. Based on the routing policy of LIFO-backpressure, we con-
struct a system-level queueing model with dynamic threshold and represent it with a
CTMC. Then, we provide a matrix geometric method to numerically solve the CTMC
and obtain the average delay of packets in the queueing system. Meanwhile, we use
z-transform technique to analyze the average delay for a special case.
3.1.1 BCP in two-node network
In the two-node network, packets are injected into the source node s and forwarded
to the destination node t. Under BCP, the source node simply calculates the weight:
ws,t = (∆Qs,t − V · ETXs→t) · Rs→t
= (Qs − V · ETXs→t) · Rs→t.
The second equation comes from the fact that Qt = 0. Since s only has t as its
neighbor node, s does not need to choose the next hop and only needs to make
forwarding decisions. Furthermore, we can drop Rs→t because it does not affect the
sign of the backpressure weight. For ease of discussion, we discard the subscripts in
the formula. Based on BCP and the form of backpressure weight, the source node
forwards a packet only when Q > V ·ETX. When Q ≤ V ·ETX, the source node is
waiting either for the queue Q to grow or ETX to become smaller. Thus, the value
of V · ETX serves as a threshold on the queue.
First, let’s take a look at the scenario of a lossless channel with fixed ETX . In
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this case, the threshold is static with value V · ETX . Due to the forwarding policy
of BCP, Q will be lower bounded by V · ETX. Under FIFO, the average delay is
D = Q/λ ≥ V · ETX/λ by Little’s Law, where λ denotes the packet arrival rate.
This lower bound is consistent with the O(V ) delay result in theoretical analysis, and
reaches a high value when the load λ is low. As λ increases, the lower bound decreases.
Under LIFO, a fraction of packets, the number of which is equal to the threshold
V ·ETX , is trapped in the head of the queue. These trapped packets will stay in the
queue forever and cannot be transmitted while all the other packets transiting in the
queue will be transmitted. Ignoring the trapped packets and assuming exponentially
distributed service time, the Markov chain describing the evolution of the number of
packets in the queue will be the same as that of an M/M/1 queue in the lossless case.
Next, suppose the channel has a dynamic ETX in the range [ETXmin, ETXmax].
Correspondingly, the threshold is dynamic within range [V · ETXmin, V · ETXmax].
Then Q will be lower bounded by V · ETXmin due to the threshold range. Under
FIFO, the average delay is D = Q/λ ≥ V · ETXmin/λ. However, under LIFO, the
V ·ETXmin packets in the head of queue are trapped forever and the rest of the queue
will be equivalent of a queue with dynamic threshold in the range of [0, V ·ETXmax−
V · ETXmin]. For example, in Figure 3·1, the threshold range is [2, 6]. Under FIFO,
the packet needs to go through the entire queue to get served and the queue length is
at least 2 due to the range of threshold. However, under LIFO, packet 1 and packet
2 are in the queue forever. Thus the rest of the queue is equivalent to a queue with
threshold range [0, 4]. A snapshot of simulation (Figure 3·2) illustrates the threshold
effect of ETX on the queue length.
We note that the number of the ignored packets is a constant V ·ETXmin. There-
fore, the impact of the ignored packets on the packet delivery rate is negligible when
the system is run for a long time, as also shown by our numerical results in Sec-
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Figure 3·1: Illustration of queueing system with dynamic threshold.
In this example, the threshold has the dynamic range [2, 6] and the
current threshold is 3. Due to LIFO policy and threshold range, packet
1 and packet 2 will never have a chance to be served and stay in the
queue forever.
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Figure 3·2: Evolution of queue length and ETX of BCP over time
with V = 2 from simulation. This illustrates the role of V · ETX as
the threshold on the queue.
tion 3.4.4.
3.1.2 Queueing model
Now we construct a queueing model with dynamic threshold based on the routing
policy of LIFO-backpressure. Assume that the arrival process of packets is Poisson
with rate λ. The channel is represented by the Gilbert model (Gilbert, 1960), a
Markov chain that transits between two states, namely, good state and bad state.
The transition rate from good state to bad state is σ1 and the transition rate from bad
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state to good state is σ2. Under the good channel, the threshold is 0 and service time
is exponentially distributed with rate µ1 while under the bad channel, the threshold
is a positive integer K and the service time is exponentially distributed with rate µ2
(usually, µ1 ≥ µ2). Thus in association with the channel model, the threshold dynamic
can also be represented by a two-state Markov chain. Let (n, c) (n ∈ N, c ∈ {0, 1})
denote the system states: n is the number of packets in the queue; c = 0 and c = 1
represent good channel and bad channel, respectively. Then Figure 3·3 depicts the
whole Markov chain for the queueing system.
Although the simple Gilbert channel model assumes that the channel can only
be in two different states, it is sufficient for qualitatively capturing the temporal
dynamics and correlation of more complex channel models. This channel model
also implicitly captures the effect of interferences between nodes, whereas good and
bad channels respectively imply low and high levels of interferences. We also note
that under a lossless channel with fixed threshold, the system state has transitions
restricted to the half of the Markov chain corresponding to good channel, which is
the same as M/M/1.
3.1.3 Probability generating function
The steady-state distribution of the CTMC is denoted by Pn,c. We define Pn ,
[Pn,0, Pn,1]
T . Then the steady-state distribution of the queue length is
pin = Pn,0 + Pn,1 = e
TPn. (3.1)
Next we define the following probability generating functions using z-transform:
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G0(z) =
∑∞
n=0 z
nPn,0, G1(z) =
∑∞
n=0 z
nPn,1, and
G(z) =


G0(z)
G1(z)

 =
∞∑
n=0
zn


Pn,0
Pn,1

 =
∞∑
n=0
znPn. (3.2)
The probability generating function of the steady-state distribution of queue
length N is
FN(z) =
∞∑
n=0
znpin =
∞∑
n=0
zneTPn = e
TG(z). (3.3)
Then the average number of packets in the queue can be obtained from FN(z)
and the average delay can be calculated by Little’s Law:
E[N ] =
∞∑
n=0
npin (3.4)
=
d
dz
FN(z)
∣∣∣∣
z=1
, (3.5)
E[T ] = E[N ]/λ. (3.6)
Next we develop a matrix geometric method (Neuts, 1981) for solving the steady-
state distribution of the CTMC and calculating the average delay by (3.4) and (3.6).
In Section 3.1.5, we will derive closed-form solutions for the probability generating
functions, (3.2) and (3.3), and compute the average delay based on (3.5) and (3.6)
for the special case K = 1.
3.1.4 Matrix geometric method
Based on the balance equations and the normalization condition, we aim to obtain
the steady-state distribution, Pn.
We first derive the balance equations at each state of the CTMC. The balance
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equations at states (0, 0) and (0, 1) are:
(σ1 + λ)P0,0 = σ2P0,1 + µ1P1,0,
(σ2 + λ)P0,1 = σ1P0,0.
Define Q ,


σ1 −σ2
−σ1 σ2

, Λ ,


λ 0
0 λ

, M1 ,


µ1 0
0 0

, then the above balance
equations can be simplified as:
(Q+ Λ)P0 =M1P1.
The balance equations at states (n, 0) and (n, 1) (1 ≤ n < K) are:
(λ+ µ1 + σ1)Pn,0 = λPn−1,0 + µ1Pn+1,0 + σ2Pn,1,
(λ+ σ2)Pn,1 = λPn−1,1 + σ1Pn,0,
⇒ (Λ +M1 +Q)Pn = ΛPn−1 +M1Pn+1.
The balance equations at states (K, 0) and (K, 1) are:
(λ+ µ1 + σ1)PK,0 = λPK−1,0 + µ1PK+1,0 + σ2PK,1,
(λ+ σ2)PK,1 = λPK−1,1 + µ2PK+1,1 + σ1PK,0.
Define M2 ,


µ1 0
0 µ2

, then
(Λ +M1 +Q)PK = ΛPK−1 +M2PK+1.
34
The balance equations at states (n, 0) and (n, 1) (n > K) are:
(λ+ µ1 + σ1)Pn,0 = λPn−1,0 + µ1Pn+1,0 + σ2Pn,1,
(λ+ µ2 + σ2)Pn,1 = λPn−1,1 + µ2Pn+1,1 + σ1Pn,0,
⇒ (Λ +M2 +Q)Pn = ΛPn−1 +M2Pn+1.
In summary, the balance equations are the following:


(Λ +Q)P0 =M1P1,
(Λ +M1 +Q)Pn = ΛPn−1 +M1Pn+1,1 ≤ n < K,
(Λ +M1 +Q)PK = ΛPK−1 +M2PK+1,
(Λ +M2 +Q)Pn = ΛPn−1 +M2Pn+1, n > K.
(3.7)
(3.8)
(3.9)
(3.10)
Now we choose P1 as an unknown vector and express Pn as a linear transform of
P1. By (3.7), we have
P0 = (Q+ Λ)
−1M1P1 , T1P1.
We express Pn in the matrix geometric form:
Pn =


Rn−11 P1, if 1 ≤ n < K,
Rn−K2 PK , if n ≥ K.
Then by taking PK+1 = R2PK into (3.9), we have:
PK = (Λ +M1 +Q−M2R2)
−1ΛPK−1
= (Λ +M1 +Q−M2R2)
−1ΛRK−21 P1
, T2P1.
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The steady-state distribution can now be expressed as follows:
Pn =


T1P1, if n = 0,
Rn−11 P1, if 1 ≤ n < K,
Rn−K2 T2P1, if n ≥ K.
(3.11)
The sum of Pn from 0 to ∞ is


∑∞
n=0 Pn,0
∑∞
n=0 Pn,1

 = (T1 +
K−1∑
n=1
Rn−11 +
∞∑
n=K
Rn−K2 T2)P1.
Based on the normalization condition and the two-state channel model, we have
the following equation, from which P1 can be solved:


1 1
σ1 −σ2




∑∞
n=0 Pn,0
∑∞
n=0 Pn,1

 =


1
0

 . (3.12)
Before solving (3.12), we need to determine R1 and R2. They can be numerically
solved as follows. By (3.8), we have
(Λ +M1 +Q)R1P1 = ΛP1 +M1R
2
1P1. (3.13)
A sufficient condition to satisfy (3.13) is
(Λ +M1 +Q)R1 = Λ +M1R
2
1. (3.14)
To find R1, we can iteratively calculate the following until convergence:
R1(j) = (Λ +M1 +Q)
−1(Λ +M1R
2
1(j−1)),
where R1(j) is the approximation to R1 at the j-th step.
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(Neuts, 1981) has shown that by starting withR1(0) = 0, the sequence R1(0),R1(1),
R1(2), ... is a monotonically increasing sequence that converges to the minimal non-
negative solution to (3.14).
Similarly, R2 can also be found through iteratively calculating
R2(j) = (Λ +M2 +Q)
−1(Λ +M2R
2
2(j−1)).
With R1, R2 and P1 known and by (3.1), (3.4), (3.6), and (3.11), the average
delay of packets in the queueing system is
E(T ) = eT (
K−1∑
n=1
nRn−11 +
∞∑
n=K
nRn−K2 T2)P1/λ. (3.15)
The computation of the geometric sum in (3.15) can be conveniently carried out
through diagonalization and eigendecomposition of R1 and R2. The method we
describe here applies directly for the case of K ≥ 2. The average packet delay when
K = 1 can also be numerically computed using the matrix geometric method with
minor change. Numerical results obtained by the matrix geometric method will be
presented in Section 3.4.
3.1.5 z-transform method for special case
Since BCP updates ETX by the exponential moving weighted average and the default
α in BCP implementation is 0.9, the change in the threshold V · ETX every time
is relatively small (e.g., +1/-1), which can also be seen from Figure 3·2. Thus we
analyze the special case where the threshold varies between 0 and 1 (K = 1).
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When K = 1, the balance equations are:


(Λ +Q)P0 =M1P1,
(Λ +M1 +Q)P1 = ΛP0 +M2P2,
(Λ +M2 +Q)Pn = ΛPn−1 +M2Pn+1, for n ≥ 2.
(3.16)
(3.17)
(3.18)
Multiplying both sides of (3.17) and (3.18) with zn and summing from n = 1 to
∞, we can get
(Λ +M2 +Q)
∞∑
n=1
znPn = z(M2 −M1)P1 +Λz
∞∑
n=1
zn−1Pn−1 +M2
1
z
∞∑
n=1
zn+1Pn+1,
According to definition of G(z) in (3.2),
(Λ +M2 + Q)[G(z) − P0] = z(M2 −M1)P1 + ΛzG(z) +M2
1
z
[G(z) − P0 − zP1].
We then replace P0 by (Q + Λ)
−1M1P1 from (3.16):
[z2Λ − z(Λ +M2 + Q) +M2]G(z) = (1 − z)[M2(Q + Λ)
−1M1 + z(M2 −M1)]P1.
(3.19)
To simplify, we rewrite (3.19) as:
A(z)G(z) = (1− z)B(z)P1,
where
A(z) = z2Λ− z(Λ +M2 +Q) +M2,
B(z) =M2(Q + Λ)
−1M1 + z(M2 −M1).
38
Then
G(z) =
adjA(z)
detA(z)/(1− z)
B(z)P1. (3.20)
In order to obtain G(z), we need to solve P1. Since it is a two-dimension vector,
we need to find two equations. The first equation is the normalization condition, i.e.,
FN(z)|z=1 = 1, and by (3.3), we have
eT
adjA(z)|z=1
[detA(z)/(1− z)]z=1
B(z)|z=1P1 = 1. (3.21)
The second equation is obtained by finding a root of detA(z) = 0 such that the
root z0 satisfies 0 < z0 < 1. Then the second equation is
eT adjA(z0)B(z0)P1 = 0. (3.22)
Assuming σ1 = σ2 = σ, µ1 = µ2 = µ, we have
adjA(z) =

µ− (λ+ µ+ σ)z + λz2 −σz
−σz µ− (λ+ µ+ σ)z + λz2

 ,
detA(z) = (1− z)(µ − λz)[µ − (λ+ µ+ 2σ)z + λz2],
and
z0 = (2σ + λ+ µ−
√
(2σ + λ+ µ)2 − 4µλ)/2λ.
By solving (3.21) and (3.22), we obtain
P1 =
λ(µ− λ)
µ


1
µ
− 2λ
2
µE1
2λ
E1

 , (3.23)
where E1 = λµ+4λσ+2µσ−(λ+2σ)E2+3λ
2+4σ2 and E2 =
√
(λ+ µ+ 2σ)2 − 4µλ.
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By substituting (3.23) into (3.20) and using (3.3), (3.5), and(3.6), the average
delay of packets in the queueing system when K = 1 is
E[T ] =
2λ
3λ2 + (µ+ 4σ)λ− E2λ− 2E2σ + (2µσ + 4σ2)
+
1
µ− λ
. (3.24)
Expanding the Maclaurin series of (3.24) on λ, we obtain the following approxi-
mation of the average delay at low load:
E[T ] = (
2
µ
+
1
2σ
)−
(µ+ 4σ)(µ+ σ)
2µσ2(µ+ 2σ)
λ+ o(λ). (3.25)
By (3.25), the first term in the series (which is independent of λ) is sensitive to
channel dynamics as captured by the parameter σ. If σ is small (i.e., the channel and
threshold are slowly varying), then the average delay at low load (i.e., λ→ 0) may get
high. For example, suppose that the average service time 1/µ is on the order of dozens
of milliseconds while the average time that the channel stays in the same state 1/σ is
on the order of a few seconds. Then, the average delay will be on the order of seconds.
This stands in contrast to the lossless case where the average delay is on the order of
milliseconds. Furthermore, the first-order derivative with respect to λ of the average
delay is strictly negative. Thus, the average delay decreases with load under light
traffic. This is consistent with the counter-intuitive behavior of LIFO-backpressure
observed in simulations.
An intuitive explanation of the delay behavior is that the packet at the head of
queue is stuck when the threshold is 1 (bad state) and only gets served when the
threshold returns to 0 (good state). Thus, the queueing delay of the stuck packet is
mostly determined by the transition time of the threshold from 1 to 0, which can be
large when the channel is slowly varying. As the traffic load increases, the proportion
of stuck packets decreases, thus reducing the overall average delay.
As discussed in Section 3.1.1, the number of undelivered (trapped) packets in the
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queue is a constant, which is negligible over the long run. However, the probability
that an arriving packet finds the threshold set to 1 is about σ1/(σ1 + σ2) at low load.
Hence, a large number of packets may experience very high delay.
3.2 Network analysis
In this section, we analyze the average packet delay of LIFO-backpressure for a chain
network at low load. For the network analysis, we use similar notations as in Section
3.1.
Consider a chain network consisting of N +1 nodes, labeled {0, 1, 2, .., N}. There
is a bidirectional wireless channel i between node i and node i − 1. We assume
that exogenous packets arrive into node N and are routed towards node 0 by LIFO-
backpressure. The lossy channel has a dynamic threshold (V ·ETX) varying between
V · ETXmin and V · ETXmax as in the Gilbert model while the lossless channel has
a fixed threshold V · ETXmin. For ease of discussion, we assume that V · ETXmin
and V · ETXmax are positive integers. The service time (transmission time) of each
channel is assumed to be exponentially distributed. We are interested in the average
packet delay of LIFO-backpressure at low load, i.e., when λ → 0. Before analyzing
the delay, we characterize the steady-state queue occupancy at each node.
Lemma 1. As λ → 0, the steady-state queue occupancy in the chain network under
LIFO-backpressure is almost surely (a.s.)
Qi = iV · ETXmin, ∀i = 1, 2, ..., N, (3.26)
for both lossless and lossy channel models.
Proof. We first prove that in the described state, none of the packets in the network
can leave it. Consider the packets at node i, whose queue length is Qi = iV ·ETXmin.
Node i has two neighbors, node i + 1 and node i − 1. The backpressure weight of
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node i+ 1 is
wi,i+1 = (Qi −Qi+1 − V · ETXi→i+1) · Ri→i+1
≤ (iV · ETXmin − (i+ 1)V · ETXmin − V · ETXmin) · Ri→i+1
< 0,
for both lossless and lossy channels. Thus the transmission condition of BCP is
not satisfied and the packets of node i can not be transmitted to node i + 1. The
backpressure weight of node i− 1 is
wi,i−1 = (Qi −Qi−1 − V · ETXi→i−1) · Ri→i−1
≤ (iV · ETXmin − (i− 1)V · ETXmin − V · ETXmin) · Ri→i−1
= 0.
Similarly, the packets can not be transmitted to node i− 1, either.
Second, we prove that in the described state, any new packet arriving into this
network will leave the network within a finite time a.s. Assume that a new packet
arrives to node N and sees the network in the steady state. Then,
wN,N−1 = (QN −QN−1 − V · ETXN→N−1) · RN→N−1
= ((NV · ETXmin + 1)− (N − 1)V · ETXmin
− V ·ETXN→N−1) · RN→N−1
= (V · ETXmin + 1− V ·ETXN→N−1) · RN→N−1.
For the lossless case, since the channel threshold V ·ETXN→N−1 = V ·ETXmin, the
backpressure weight will be positive and the transmission condition is satisfied. Then
the packet will be transmitted to nodeN−1, with the service time being exponentially
distributed. For the lossy case, since the channel threshold V · ETXN→N−1 will
return to V · ETXmin within a finite time a.s. and the service time is exponentially
distributed, the packet will move to node N−1 within a finite time a.s. Likewise, the
packet will experience finite delay a.s. at the next hops before leaving the network.
As λ→ 0, the next packet arrival to the network will take place a.s. after the current
packet leaves. Therefore, all the packets arriving to the network see the system in
the steady state and leave the network within a finite time.
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Node 3 Node 2 Node 1 Node 0
Channel 3 Channel 2 Channel 1
Figure 3·4: The steady state of a four-node chain network under
LIFO-backpressure with V · ETXmin = 1.
Figure 3·4 illustrates the steady state of a four-node chain network under LIFO-
backpressure, where V ·ETXmin = 1. These packets will stay in the network forever
while all other packets will reach node 0 within a finite time a.s. As explained in
the proof of Lemma 1, there can be at most one untrapped packet in the network
at any time when λ → 0. The packet will go through N hops to get delivered:
N → N − 1 → N − 2 → ... → 1 → 0. If we ignore the trapped packets in all
the queues, then, under lossless channel, each queue is equivalent of a queue with
threshold 0. Under lossy channel, each queue is equivalent of a queue with dynamic
threshold in the range of [0, K], where K = V · ETXmax − V · ETXmin.
Next, we detail the models for the lossless and lossy channels. In the lossless
channel model, we assume that the thresholds of all the channels, 1, 2, ..., N , are fixed
to 0 and the packet service time is exponentially distributed with rate µ. In the
lossy channel model, the channels of each node are identically and independently
represented by a Gilbert model, a Markov chain that transits between good state and
bad state. The transition rate from good state to bad state is σ1 and the transition
rate from bad state to good state is σ2. Under the good channel, the channel threshold
is 0 and service time is exponentially distributed with rate µ1 while under the bad
channel, the threshold is K and the service time is exponentially distributed with
rate µ2 (with µ1 ≥ µ2).
As λ→ 0, a packet arriving to the network sees each queue in steady state. Thus,
for the lossless channel case, the average delay per hop is 1/µ and the total average
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packet delay is N/µ.
For the lossy channel case, suppose a new packet arrives to node i. Let (n, c)
(n, c ∈ {0, 1}) denote the possible system states for node i. Here, n corresponds to
the number of packets in the queue of node i, while c = 0 and c = 1 respectively
represent good and bad states of the channel at node i. State transitions can be
described by the first two columns of the Markov chain in Figure 3·3.
Just after the arrival of a new packet, the system can either be in state (1, 0) (i.e.,
one packet and good channel) with probability σ2/(σ1 + σ2), or in state (1, 1) (one
packet and bad channel) with probability σ1/(σ1 + σ2). The system transits to the
state of no packets and good channel, i.e., (0,0), when the packet gets transmitted to
node i− 1. Thus the delay that the packet experiences in the queue is the time that
the system needs to transit from either (1, 0) or (1, 1) to (0, 0), which we denote by
T1 and T2, respectively. Let T0 denote the time taken for transition from the current
state to the next state.
If the system is at state (1, 0) after the packet arrival, the average delay of the
packet is
E[T1] = E[T0] + Pr{next state = (1, 1)}E[T2] + Pr{next state = (0, 0)} · 0
=
1
µ1 + σ1
+
σ1
µ1 + σ1
E[T2]. (3.27)
On the other hand, if the system is at state (1, 1) after the packet arrival, the
average delay of the packet is
E[T2] = E[T0] + Pr{next state = (1, 0)}E[T1]
=
1
σ2
+ E[T1]. (3.28)
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Solving (3.27) and (3.28), we have
E[T1] =
σ1 + σ2
σ2µ1
, E[T2] =
σ1 + σ2 + µ1
σ2µ1
.
Therefore, the expected packet delay for one hop at low load is
E[T ] =
σ2
σ1 + σ2
E[T1] +
σ1
σ1 + σ2
E[T2]
= (1 +
σ1
σ2
)
1
µ1
+
σ1
σ2(σ1 + σ2)
. (3.29)
Assuming σ1 = σ2 = σ and µ1 = µ, the average packet delay per hop is 2/µ+1/2σ.
Thus, by the linearity of expectation, the total average packet delay under lossy
channel is N(2/µ + 1/2σ). As in the two-node network case, we observe that the
delay gets high if σ is small, i.e., the channel dynamics are slow. Note that channel
contention between different neighbors does not occur because the analysis is for low
load. However, our simulations in Section 3.4 do capture wireless interference effects.
3.3 Replication-based LIFO-backpressure
3.3.1 Algorithm description
Our previous analysis indicates that the high delay of LIFO-backpressure at low load
is due to threshold dynamics. Consider again a scenario where the threshold varies
between 0 and 1. The idea underlying RBL is as follows: when a packet at the tail
gets stuck due to threshold increasing from 0 to 1, we do not wait indefinitely till
the threshold returns to 0. Rather, after a certain period of time, we generate a
replica of the stuck packet and place it at the head of the queue. Note that due to
the LIFO scheduling policy, replicas have lower priority than the original packets for
transmission. Based on the routing policy of LIFO-backpressure, the original packet
can be served immediately since the queue length is larger than 1 after adding the
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replica. Algorithm 3 gives the pseudo-code of RBL-BCP, an implementation of RBL.
In general, the threshold at a node depends both on the queue length of its neigh-
bors and on the link quality to its neighbors. Therefore, the threshold may increase
under two scenarios: (1) the queue length of the selected neighbor has increased; (2)
the ETX to the selected neighbor has increased. In the former case, adding packets
to the network would only exacerbate congestion. In the latter case, however, repli-
cation may help. As a result, RBL works as follows: if packets get stuck in the queue
solely due to increasing ETX (see line 10), then a packet at the tail of the queue is
replicated onto the head.
The replication is delayed by a certain amount of time, the replication period, to
avoid congesting the network (see line 18). More precisely, if new packets arrive to
the queue during the replication period, then the replica generation is cancelled. In
Section 3.4, we will show how the length of the replication period affects the number
of generated replicas and delay performance. In the case that the threshold increases
by more than one, RBL-BCP generates only one replica to avoid causing congestion.
A binary variable REP FLAG is used for this purpose. As explained in Section
3.1.5, fluctuations in the threshold V ·ETX are generally small and this situation is
uncommon.
Under static channel conditions, where the ETX remains constant, the replication
condition will never be satisfied and there will be no replicas generated. In these cases,
the RBL-BCP reverts to the original BCP, meaning that the replication mechanism
does not affect the delay performance of BCP for lossless channels.
3.3.2 Analysis of RBL
We analyze the average delay of RBL on the two-node network when the threshold
varies between 0 and 1, i.e., K = 1. Note that there could be at most one replica
in the queue when K = 1. Let the tuple (n, c, r) (n ∈ N, c ∈ {0, 1}, r ∈ {NR,R})
46
Algorithm 3 RBL-BCP
1: REP FLAG = false // This flag indicates whether a replica has been generated
or not
2: while Qi > 0 do
3: Compute the backpressure weight wi,j for each neighbor j
4: Find the neighbor j∗ such that j∗ = argmaxj wi,j
5: if wi,j∗ > 0 then
6: Transmit one packet to j∗
7: Update ETX i→j∗ and Ri→j∗
8: REP FLAG = false
9: else
10: if ⌊ETX i→j∗⌋ has increased and Qj∗ has not increased and
REP FLAG is false then
11: call Replicate
12: end if
13: Wait for a reroute period
14: end if
15: end while
16:
17: function Replicate
18: Wait for a replication period; exit upon packet arrival
19: Copy the packet at the tail of queue
20: Place the replica at the head of queue
21: REP FLAG = true
22: end function
denote the system states: n is the number of original packets in the queue (excluding
replicas); c = 0 and c = 1 represents good channel and bad channel, respectively;
r = NR means that there is no replica in the queue and r = R means that there
is one replica in the queue. Note that the queue length (i.e., the number of packets
including replicas) is n+I{r=R}, where I{•} is the indicator function. Figure 3·5 depicts
a truncated Markov chain of the queueing system under RBL.
In RBL, a replica is generated whenever packets get stuck in the queue due to
threshold increasing. Since the threshold varies between 0 and 1, the only possible
stuck packet is the packet at the head. When the packet gets stuck, i.e., at state
(1, 1, NR), RBL waits for a replication period, which is assumed to be an exponential
47
0,1,NR 1,1,NR
Good
channel
Bad
channel
0,0,NR 1,0,NR
2,1,NR
2,0,NR
0,0,R 1,0,R
0,1,R 1,1,R
2,0,R
2,1,R
No
replica
One
replica
Bad
channel
Good
channel
Figure 3·5: Truncated Markov chain of RBL for low load analysis.
random variable with rate γ. If there is no packet arrival during the replication period,
RBL generates a replica and the system transits to state (1, 1, R). Since the replica
is put in the queue head, the LIFO scheduler will serve the original packets first. The
system transits from the states with one replica to the states with no replica only at
(0, 0, R), where the threshold is 0 and the replica is the only packet in the queue.
Next, we calculate the average delay based on the average number of original
packets in the queue. We do not use average queue length because the delay of
the replica does not contribute to the average delay and is thus ignored. Let the
steady-state distribution of the CTMC be denoted by Pn,c,r. Then the steady-state
distribution of number of original packets is pin = Pn,0,NR + Pn,1,NR + Pn,1,R + Pn,0,R.
The same as LIFO-backpressure, the CTMC of RBL has infinite number of states.
However, we can still use the truncated CTMC of 12 states in Figure 3·5 and obtain
correct first-order Maclaurin series. To see this, note that we have the following
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balance equation by considering states (0, 0, NR) and (0, 1, NR) together,
λ(P0,0,NR + P0,1,NR) = µ1P1,0,NR + µ1P0,0,R ≥ µ1P1,0,NR,
since P0,0,NR + P0,1,NR ≤ 1, we have P1,0,NR = O(λ).
Another balance equation is
λP0,1,NR + (σ1 + λ)P1,0,NR = µ1P2,0,NR + σ2P1,1,NR + µ1P0,0,R ≥ σ2P1,1,NR.
Hence P1,1,NR = O(λ).
We also have
λpi0 = µ1P1,0,NR + µ2P1,1,R + µ1P1,0,R
≥ µ2(P1,0,NR + P1,1,R + P1,0,R).
Thus P1,0,NR + P1,1,R + P1,0,R = O(λ) and further pi1 = O(λ).
Similarly, from the balance equations we can obtain pi2 = O(λ
2) and pin = O(λ
n)
for n ≥ 3.
The average delay is thus
E(T ) =
E(N)
λ
=
1
λ
∞∑
n=0
npin
=
1
λ
(pi1 + 2pi2 +
∞∑
n=3
npin),
in which
∞∑
n=3
npin ≤
∞∑
n=3
nλn =
3λ3 − 2λ4
(1− λ)2
= O(λ3).
Then the average delay can be calculated by
E(T ) =
1
λ
(pi1 + 2pi2) +O(λ
2).
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This indicates that we can assign zero probability to system states with queue length
over 2 and obtain the same first-order Maclaurin series, justifying the truncation
method.
After obtaining the steady-state distribution of the truncated CTMC, we can
calculate the average delay by
E(T ) =
1
λ
(pi1 + 2pi2)
=
1
λ
[P1,0,NR + P1,1,NR + P1,1,R + P1,0,R + 2(P2,0,NR + P2,1,NR + P2,1,R + P2,0,R)].
(3.30)
Assuming that σ1 = σ2 = σ, µ1 = µ2 = µ, the average delay of RBL at low load
is approximated by
E(T ) =
[ µ
2
+ σ
γ(µ+ σ) + µσ
+
1
µ
]
+
[
1
µ2
−
σ(µ− 2σ)
2(γ(µ+ σ) + µσ)2
−
µ3 + 4µ2σ + 6µσ2 + 8σ3
2µσ(µ+ 2σ)(γ(µ+ σ) + µσ)
]
λ+ o(λ). (3.31)
When γ → 0,
lim
γ→0
E(T ) = (
2
µ
+
1
2σ
)−
(µ+ 4σ)(µ+ σ)
2µσ2(µ+ 2σ)
λ+ o(λ),
which is the same as the original LIFO-backpressure.
From (3.31), E(T )|λ=0 is monotonically decreasing with increasing γ. Thus with
γ > 0 and λ being small enough, the average delay of RBL is smaller than that of
the original LIFO-backpressure.
3.4 Numerical and simulation results
In this section, we provide numerical results obtained by the matrix geometric method
described in Section 3.1. We also provide simulation results of (LIFO-)BCP to verify
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the existence of the high delay of LIFO-backpressure at low load in large networks.
Simulation results comparing BCP and RBL-BCP are also provided.
3.4.1 Performance metrics
In this section, we provide the definitions of performance metrics for evaluating collec-
tion protocols. These performance metrics will be used throughout this dissertation.
Suppose a test runs for time T . Let M denote the total number of generated
packets. Let N denote the total number of packets delivered to the root. After
removing duplicate packets from the N packets, the number of uniquely delivered
packets is Nu and let Sd represent the set of the uniquely delivered packets.
The delivery rate is defined as the ratio of the number of uniquely delivered packets
to the number of generated packets:
Delivery rate =
Nu
M
× 100%. (3.32)
Throughput is defined to be the number of packets received by the root per second
and goodput is the number of unique packets delivered to the root per second:
Throughput =
N
T
, (3.33)
Goodput =
Nu
T
. (3.34)
The delay of a packet Di is defined as the time elapsing from its generation at the
source node to its delivery at the sink. The average delay is calculated as:
Average delay =
1
Nu
∑
i∈Sd
Di. (3.35)
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Figure 3·6: Average packet delay versus packet arrival rate (traffic
load) λ for different threshold transition rates σ and fixed service rate
µ = 1.
3.4.2 Numerical results
Numerical results for the average packet delay in the two-node queueing model are
depicted in Figure 3·6 (a) and (b), for the cases K = 1 and K = 10 respectively.
For K = 1, the delay at λ → 0 increases as σ gets smaller, which is consistent
with the first term of the analytical result derived using the z-transform method in
Eq. (3.25). In addition, the average delay decreases with λ at low load, as predicted
by the negative first-order derivative of (3.25).
For K = 10, the results are qualitatively similar to the case K = 1 when σ is small
(e.g., σ = 0.01). However, with faster channel dynamics (e.g., σ = 1), we observe that
the delay is small at low traffic load and increases with λ. As pointed out in Section
3.1.5, fluctuations in the threshold are generally small (e.g., +1/-1) and, therefore,
the case K = 1 appears more realistic.
Finally, we note that for both the cases K = 1 and K = 10, all the curves merge
as λ → 1. This means that temporal channel dynamics do not have as much effect
at high load.
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3.4.3 Simulation results of BCP
We next describe simulations of the BCP protocol (with V = 2). Our goal is to
verify that our analysis qualitatively captures the behavior of this protocol under
different channel conditions. Our simulation is run on TOSSIM (Levis et al., 2003),
the standard TinyOS simulator for wireless sensor networks. The simulated network
consists of a root node and some sensor nodes, both of which use the sensor model
MICAz. In a simulation, the sensor nodes are first initialized uniformly randomly
within one second. After initialization, all the sensor nodes periodically generate
packets and inject them into the network layer, where BCP routes the packets toward
the root node. The goal of the random initialization is to reduce the amount of MAC
contention and MAC delays that would occur if all the nodes generated packets at
the same time.
Our first set of simulations are performed on a five-node network. The results are
depicted in Figure 1·3, shown in the introduction of the dissertation. The simulations
use real RSSI (received signal strength indicator) traces collected from a vehicular
environment, where each sensor node is attached to a different wheel of a car and
the root node is placed on the driver seat (Hashemi et al., 2013). For the lossless
channel, we configure the noise power to be -95 dBm, while for the lossy channel,
we use real noise traces collected from the Meyer Library of Stanford (Lee et al.,
2007). These traces exhibit complex temporal dynamics, wherein the noise floor is
at about -98 dBm and spikes are at about -86 dBm. The results are consistent with
our analytical findings, that is, the high delay at low traffic load and initial decrease
of the delay with load occurs under bursty channel conditions, but not under perfect
channel conditions.
Our second set of simulations are conducted for a network consisting of 24 sensor
nodes and one root node. The topology is a 5× 5 grid where the root node is located
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Figure 3·7: Average delay versus load with fixed noise power -85 dBm
in a 25-node grid network.
at the center. In this topology, a link only exists between direct neighbors. In other
words, nodes that are two hops away cannot hear each other. We fix the noise power
to be -85 dBm while we test different received signal powers, namely -80 dBm and
-75 dBm. The packet error probability at signal-to-noise-ratio (SNR) of 10 dB is close
to zero while that at SNR of 5 dB is varying in the range between 0 and 1/2 in the
simulator. Therefore, the two different received powers represent lossless and lossy
channels.
Figure 3·7 shows results for the two different received powers under different α
values. Recall that BCP updates ETX by ETXnew = αETXold+(1−α)ETX . Each
point represents an average taken over 10 simulations, and 95% confidence intervals
are also depicted. In Figure 3·7(a), when the channel is lossy and the threshold is
dynamic, the average delay is as high as 3710.92 ms at 0.5 pkts/sec/node and decreases
with the load. In Figure 3·7(b), on the other hand, when the channel is lossless and
the threshold is static, the average delay is only 31.46 ms at 0.5 pkts/sec/node and is
non-decreasing with the load. The average delay at low load in the dynamic case is at
least two orders of magnitude larger than in the static case. This phenomenon occurs
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even though the average number of transmissions in the dynamic case is only at most
twice larger than that in the static case. These results showcase the manifestation
and significance of channel-sensitive delay behavior of LIFO-backpressure in large
networks. We note that increasing the value of α somewhat helps to alleviate this
problem, but does not eliminate it.
3.4.4 Simulation results of RBL-BCP
In the implementation of RBL-BCP, we design the replication period to be an expo-
nential random variable with a certain average value. In the following, we compare
three protocols: (1) original BCP; (2) RBL-BCP with an average replication period
of 2 s; (3) RBL-BCP with an average replication period of 500 ms. In addition to
evaluating average delay, we also consider two other important metrics: the packet
delivery rate, i.e., the ratio of the number of delivered original packets to the number
of generated original packets; and the replica ratio, i.e., the ratio of the number of
generated replicas to the number of generated original packets.
Our simulation models a 15-node intra-car wireless sensor network. The network
consists of 15 nodes, in which the root is on the driver seat, three sensors are placed
in the engine compartment, four sensors are respectively attached to the four wheels,
three sensors are placed on passenger seats and the rest placed on the chassis. We
use the same real noise traces as the first simulation in Section 3.4.3. The simulation
results (average delay, packet delivery rate and replica ratio) are plotted in Figure 3·8.
Figure 3·8(a) shows that at low load, the average delay of RBL-BCP is much lower
than BCP. For example, at a load of 0.5 pkts/sec/node, the average delay of BCP is
2,237 ms while that of RBL-BCP (500 ms) is 1,067 ms, which is almost a two-fold
improvement. From Figure 3·8(c), the number of replicas generated with replication
period 2 s is less than with replication period 500 ms, as expected. With more
replicas generated, the reduction on the delay with replication period 500 ms is larger
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Figure 3·8: Performance of BCP and RBL-BCP on a simulated 15-
node intra-car wireless sensor network.
than with replication period 2 s. Since transmissions of more replicas consumes more
power, this could be viewed as a tradeoff between power consumption and delay. From
Figure 3·8(c), we can also see that the number of replicas vanishes as load increases,
which confirms that the replication mechanism does not further congest the network
at high load. This can also be verified by the observation that the average delays
(Figure 3·8(a)) and packet delivery rates (Figure 3·8(b)) of the three protocols are
undistinguishable at high load.
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Figure 3·9: Performance of BCP and RBL-BCP in the 25-node grid
network.
Figure 3·8(b) shows that both BCP and RBL-BCP achieve high packet delivery
rates (around 98% or higher), at low load. This result indicates that the impact
of trapped packets is relatively negligible. In fact, one can observe that RBL-BCP
achieves higher packet delivery rates than BCP. Indeed, RBL-BCP replicates and
delivers packets that would be trapped under BCP.
Our second comparison is on the same 5×5 grid network as described in the second
simulation of 3.4.3. We fix the noise power to be -85 dBm and the received signal
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power is configured to be -80 dBm. The simulation results are plotted in Figure 3·9,
which are similar with the first simulation on the 15-node intra-car wireless sensor
network.
3.5 Summary
In this chapter, we developed a queueing-theoretic model and solved it using matrix
geometric numerical methods, to elucidate the channel-sensitive delay behavior of
LIFO-backpressure. We also provided closed-form analytical results on the average
delay that showcases the high delay problem due to channel dynamics. The results
were extended to a chain network, in a low load regime. Through simulations, we
further verified the existence and significance of the channel-sensitive delay behavior
of LIFO-backpressure in large networks. Therefore, an important finding of this
chapter was to show that, under lossy channel conditions, LIFO-based backpressure
may suffer from similar high delay issues at low load as FIFO-based backpressure. An
intuitive explanation for the high delay is that some packets get stuck in the queue
due to the threshold increase (i.e., the channel quality degrades). These packets
have to wait until the threshold decreases (i.e., the channel quality improves) to get
transmitted.
To remedy the high-delay problem, we proposed a lightweight replication-based
LIFO-backpressure (RBL) algorithm. Both analytical and simulation results indicate
that RBL dramatically reduces the delay of BCP at low load, while maintaining its
high throughput performance.
Chapter 4
Design of collection protocol for intra-car
hybrid wired/wireless networks
In Chapter 3, we focused on intra-car wireless networks and strived to improve the
delay performance of BCP in the environment of dynamic intra-car conditions. In
this chapter, we focus on data collection in intra-car hybrid wired/wireless networks.
In light of the challenges of intra-car hybrid networks, we define the following
objectives for designing a collection protocol:
• Load balancing. The protocol should balance packet transmissions over available
interfaces.
• Routing. In the absence of a direct communication link between a sensor node
and the sink, the protocol should deliver the packets of the sensor node in a
multi-hop fashion.
• Robustness. The protocol should achieve reliable data collection even when link
qualities degrade (e.g., due to contention, interferences, or DoS attacks).
• Backward-compatibility. The protocol should not require the replacement of
existing technology (e.g., CAN buses) in vehicles.
In this chapter, we describe our proposed data collection protocol for intra-car
hybrid networks, Hybrid-BCP. Hybrid-BCP can be viewed as two BCP algorithms
running in parallel, with one handling the wired interface and the other handling
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the wireless interface. Each interface handler maintains a backpressure weight for the
neighbors on that interface, based on the link quality and the differential of the queue
lengths. As a result, for each incoming packet, a node selects the interface/neighbor
combination with the highest positive backpressure weight as the next hop. If all
backpressure weights are negative, then the node stores the packet in its queue and
waits until one of the backpressure weights becomes positive.
We detail the software implementation of Hybrid-BCP. The implementation de-
tails include how the protocol maintains the routing table, how the protocol keeps
track of the number of transmissions for each packet, how the protocol propagates
the backpressure information to neighbor nodes, etc.
We implement Hybrid-BCP on a real testbed, composed of CAN and ZigBee
transceivers, and evaluate its performance. Our testbed experiments demonstrate
the load balancing and routing functionalities of Hybrid-BCP. The results show that
Hybrid-BCP improves throughput under DoS attacks on the CAN bus by a factor of
10.
We further implement Hybrid-BCP in ns-3 for the purpose of simulating a larger
network. We compare Hybrid-BCP with a tree-based collection protocol, which we
refer to as Hybrid-Collection Tree Protocol (Hybrid-CTP). Hybrid-CTP relies on the
computation and update of end-to-end routing metrics at each node. For the sim-
ulations, we use real RSSI (received signal strength indication) traces collected in
an intra-car environment (Si et al., 2015a). The simulation results demonstrate that
Hybrid-BCP achieves higher reliability than Hybrid-CTP if both protocols use the
same power transmission (e.g., 95% vs. 88%). Conversely, Hybrid-BCP can reduce
the radio transmission power by a factor of 10 and still achieve the same reliability as
Hybrid-CTP. Additional simulation results demonstrate that Hybrid-BCP is robust
to wired DoS attacks and wireless jamming attacks.
60
The rest of this chapter is organized as follows. Section 4.1 describes the Hybrid-
BCP protocol and its software implementation. In Section 4.2, we describe the pro-
tocol design of Hybrid-CTP. Section 4.3 and 4.4 provide performance evaluation of
Hybrid-BCP in testbed experiments and simulations, respectively. Finally, Section
4.5 summarizes this chapter.
4.1 Hybrid-BCP
In this section, we describe the protocol design of Hybrid-BCP and its software im-
plementation.
4.1.1 Protocol design
Hybrid-BCP can be viewed as two BCP algorithms running in parallel, with one
algorithm handling the wired interface (e.g., CAN) and the other one handling the
wireless interface (e.g., ZigBee).
Next, we describe the handler of interface I, where I ∈ {W,WL} (W represents
the wired interface and WL represents the wireless interface). Let R
I
i→j be the
estimated link rate from i to j over interface I and let ETX
I
i→j be an estimate
of the average number of transmissions needed to successfully transmit a packet over
the interface. The interface handler of node i calculates the backpressure weight for
each neighbor j on interface I as follows:
wIi,j = (∆Qi,j − V ·ETX
I
i→j) · R
I
i→j .
Let j∗ denote the neighbor with the highest weight on the wired interface, i.e., j∗ =
argmaxj w
W
i,j . Let k
∗ denote the neighbor with the highest weight on the wireless
interface, i.e., k∗ = argmaxk w
WL
i,k .
A higher backpressure weight represents a link of higher quality and a neighbor
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Algorithm 4 Hybrid-BCP
1: procedure Wired interface handler
2: while Qi > 0 do
3: Wire busy ← false
4: Compute the backpressure weight wWi,j for each neighbor j on the wired
link
5: Find the neighbor j∗ such that j∗ = argmaxj w
W
i,j
6: if wWi,j∗ > 0 and (Wireless busy = true or w
W
i,j∗ ≥ w
WL
i,k∗ ) then
7: Wire busy ← true
8: Transmit one packet to j∗ over the wired interface
9: Update ETX
W
i→j∗ and R
W
i→j∗
10: Wire busy ← false
11: else
12: Wait for a reroute period
13: end if
14: end while
15: end procedure
16:
17: procedure Wireless interface handler
18: while Qi > 0 do
19: Wireless busy ← false
20: Compute the backpressure weight wWLi,k for each neighbor k on the
wireless links
21: Find the neighbor k∗ such that k∗ = argmaxk w
WL
i,k
22: if wWLi,k∗ > 0 and (Wire busy = true or w
WL
i,k∗ ≥ w
W
i,j∗) then
23: Wireless busy ← true
24: Transmit one packet to k∗ over the wireless interface
25: Update ETX
WL
i→k∗ and R
WL
i→k∗
26: Wireless busy ← false
27: else
28: Wait for a reroute period
29: end if
30: end while
31: end procedure
with less backlog. A necessary condition for the wired interface handler to transmit
a packet to neighbor j∗ is that wWi,j∗ > 0. When both the wired and wireless interface
handlers are idle, an additional condition is that the weight of the wired interface
is the larger one, i.e., wWi,j∗ ≥ w
WL
i,k∗ . If one of these conditions is not satisfied, then
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wWi,j∗ w
WL
i,k∗ Operation
> 0 ≤ 0 Transmit the next packet to neighbor j∗ on
the wired link.
≤ 0 > 0 Transmit the next packet to neighbor k∗ on
the wireless link.
≤ 0 ≤ 0 The next packet is not transmitted.
> 0 > 0 If both interface handlers are idle, the next
packet is scheduled on the link with the larger
weight. If one of the interface handlers is
busy, the next packet is transmitted on the
interface which is idle.
Table 4.1: Packet transmission scheduling of Hybrid-BCP.
the wired interface handler waits for the next computation of backpressure weights.
Similar conditions apply for the wireless interface handler. Algorithm 4 provides a
pseudo-code of Hybrid-BCP and Table 4.1 summarizes its scheduling procedure.
4.1.2 Software implementation
The software implementation of Hybrid-BCP consists of a routing engine, a wired
forwarding engine, a wireless forwarding engine and a beacon controller (see Figure
4·1).
The routing engine is responsible for calculating the backpressure weights for each
neighbor and interface. It updates and maintains the routing table.
The forwarding engine is responsible for scheduling packet transmissions and han-
dling packet receptions. It is further composed of a packet sending procedure and a
packet receiving procedure: the packet sending procedure runs the interface handler
described in Algorithm 4, while the packet receiving procedure handles ACK packets
and provides information for the routing engine to update the routing table.
The forwarding engine also keeps a count of transmissions for each packet. When
the packet sending procedure transmits a packet on the interface, it waits to receive
63
Routing Engine 
Beacon Controller 
Wired Communication API Wireless Communication API 
Wireless Forwarding Engine 
Packet Receiving Procedure 
Packet Sending Procedure 
Wired Forwarding Engine 
Packet Receiving Procedure 
Packet Sending Procedure 
Figure 4·1: Software architecture of Hybrid-BCP.
an ACK from the next hop until an ACK timeout. If an ACK is not received before
the timeout, the packet sending procedure retransmits the packet on the interface.
Hybrid-BCP utilizes beacon messages to propagate backpressure information from
a node to its neighbors. The beacon controller is responsible for broadcasting beacon
messages on all available interfaces.
Protocol header. The protocol header of Hybrid-BCP contains the necessary
information for the protocol to operate. The format of the protocol header is shown
in Listing 4.1.
struct hybrid_message_t
{
byte origin;
UInt16 originSeqNo;
byte bcpBackpressure;
byte nextHop;
byte lastHop;
byte type;
}
Listing 4.1: The protocol header of Hybrid-BCP.
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The Hybrid-BCP header consists of six fields: origin, originSeqNo, bcpBack-
pressure, nextHop, lastHop, and type. A data packet is identified by its source
node ID, represented by origin, and its packet ID, represented by originSeqNo. The
bcpBackpressure field is used to contain the backpressure information of the sender
of a packet. Whenever other nodes overhear a packet, they extract the backpressure
information of the sender and update the routing table. The nextHop field is set by
the packet transmitter and when a neighbor receives the packet, it will check this
field to determine whether it is the destined next hop. The lastHop field is used to
record the ID of the node who transmits the packet. The type field represents the
type of the packet.
There are three types of packets in Hybrid-BCP:
• Data packet – The data packet contains the data that should be delivered to
the sink and is identified by its origin and originSeqNo fields;
• Beacon packet – The beacon packet contains the backpressure information of
the sender. Neighbors of the sender who receive the beacon packet can update
the backpressure of the sender in the routing table;
• ACK packet – The ACK packet is sent back by the receiver to the transmitter
to indicate that the receiver has received the data packet. The ACK packet
contains the same origin and originSeqNo fields as the corresponding data
packet.
Note that the beacon packet is specifically used for broadcasting the backpressure
information while other two types of packets also carry the backpressure information.
Packet sending procedure. In the packet sending procedure of the wired for-
warding engine, the node first finds out the best neighbor (i.e., with the highest
backpressure weight) on the wired bus. It then transmits a packet to the neighbor
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if the transmission conditions (in Algorithm 4) are satisfied. During the procedure,
the forwarding engine also records the number of transmissions on the wired link for
each packet. The flow chart of the packet sending procedure is shown in Figure 4·2.
The forwarding engine uses a sending queue to store the packets that wait to be
transmitted. The push and pop operations of the sending queue follow the last-in-
first-out (LIFO) policy.
In the beginning of the packet sending procedure, the forwarding engine first
checks whether there is a packet just transmitted but not ACKed yet. If there are
no such packets and the sending queue is not empty, then the forwarding engine
requests the routing engine to calculate the backpressure weights for the neighbors
on the wired links. If the transmission conditions for the backpressure weights are
not satisfied, the forwarding engine starts the reroute timer, and re-enters the packet
sending procedure after a reroute period. Otherwise, a packet is popped out from the
sending queue and the forwarding engine sets its next hop to the neighbor with the
highest backpressure weight.
Next, if the transmission count (txCount) of the packet (a new packet, or a packet
just transmitted but not ACKed) has reached a limit (five by default in our imple-
mentation), the packet is pushed back into the sending queue. The aim of having a
limit on the transmission count is to prevent trying to constantly transmit a packet to
neighbor which might have reached out of communication range (e.g., due to discon-
nection from the wired bus or intensive noise on the wireless links). If the transmission
count of the packet has not exceeded the limit, the forwarding engine then transmits
the packet to the selected next hop and increments the transmission count. After
finishing the packet transmission, the ACK timer is started and the packet sending
procedure will be re-entered after an ACK timeout. During the ACK timeout, if the
ACK packet of the data packet is received, the ACK timer stops and the forwarding
66
Is there a  
packet being  
transmitted? 
No 
Obtain the best 
neighbor ?? 
over the wired 
interface.  
No 
Yes 
Pop out a packet 
from the sending 
queue.  
txCount = 0. 
Yes 
txCount ++ 
No 
Send the packet 
over the wired 
interface to 
neighbor ??. 
Start AckTimer. 
Push the packet 
back into the 
sending queue.  
Yes 
Start 
point 
Start  
RerouteTimer. 
No 
Exit point 
Start 
point 
Yes 
Exit point 
Is the sending 
queue empty? 
txCount > 5? 
?????? ? ?? 
Is wireless busy? 
Yes 
?????? ? ???????? No 
No 
Yes 
Figure 4·2: Packet sending procedure of the wired forwarding engine.
engine enters the packet sending procedure again to check whether more packets need
to be transmitted.
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Figure 4·3: Packet receiving procedure of the wired forwarding engine.
Packet receiving procedure. When receiving a packet from a neighbor node,
the packet receiving procedure of the forwarding engine handles differently depending
on the type of the packet. The packet receiving procedure of the wired forwarding
engine is depicted in Figure 4·3.
If the received packet is a data packet and the sink is the next hop of the data
packet (by checking the nextHop field), the sink delivers the data packet. If it is a
sensor node that receives the data packet as the next hop, the sensor node pushes
the data packet into its own sending queue. For both sensor nodes and the sink,
an ACK packet corresponding to the data packet is sent back to the data packet
transmitter. If the packet is an ACK packet and it is the corresponding ACK packet
to the data packet that was just transmitted, it indicates that the data packet has
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been successfully received by the next hop. Then the ACK timer will be stopped and
routing information (ETX and link rate) of the neighbor on the wired link will be
updated. The forwarding engine then enters the packet sending procedure to check
whether more packets need to be transmitted. If the packet is a beacon packet,
the forwarding engine simply extracts the backpressure information from the beacon
packet and provides it to the routing engine for updating the routing table.
4.2 Hybrid-CTP
In this section, we describe Hybrid-CTP, a variant of CTP designed for data collection
in hybrid wired/wireless networks.
The same as Hybrid-BCP, Hybrid-CTP has two procedures handling the wired
and wireless interfaces, respectively. Suppose for node i, node j is a neighbor on
interface I, where I ∈ {W,WL} (W represents the wired interface andWL represents
the wireless interface). Let ETX
I
i→j denote an estimate of the average number of
transmissions needed to successfully transmit a packet from i to j over interface I.
Each node i records its end-to-end path cost to the sink, denoted by ETXi. To
obtain ETXi, node i first calculates the path cost through interface I via node j as
follows:
ETXIi,j = ETXj + ETX
I
i→j .
The minimum path cost from node i to the sink node through interface I is ETXI
∗
i =
minj ETX
I
i,j.
Then node i calculates its path cost to the sink by:
ETXi = min{ETX
W ∗
i , ETX
WL∗
i }.
The path cost information is propagated to neighbors by beacon messages, the
same as the backpressure information in Hybrid-BCP. The sink broadcasts path cost
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Algorithm 5 Hybrid-CTP
1: procedure Wired interface handler
2: while Qi > 0 do
3: Compute the ETXWi,j for each neighbor j on the wired link
4: Find the neighbor j∗ such that j∗ = argminj ETX
W
i,j
5: if ETXW
∗
i < ETX
WL∗
i + T then
6: Transmit one packet to j∗ over the wired interface
7: Update ETX
W
i→j∗ and ETXi
8: else
9: Wait for a reroute period
10: end if
11: end while
12: end procedure
13:
14: procedure Wireless interface handler
15: while Qi > 0 do
16: Compute the ETXWLi,k for each neighbor k on the wireless link
17: Find the neighbor k∗ such that k∗ = argmink ETX
WL
i,k
18: if ETXWL
∗
i < ETX
W ∗
i + T then
19: Transmit one packet to k∗ over the wireless interface
20: Update ETX
WL
i→k∗ and ETXi
21: else
22: Wait for a reroute period
23: end if
24: end while
25: end procedure
of zero.
In Hybrid-CTP, the wired interface handler schedules a packet transmission when
ETXW
∗
i < ETX
WL∗
i + T , where T is a positive integer (set to two in our imple-
mentation). Similarly, the wireless interface handler schedules a packet transmission
when ETXWL
∗
i < ETX
W ∗
i + T . Therefore, when ETX
W ∗
i is much smaller than
ETXWL
∗
i , only the wired interface handler will schedule packet transmissions. This
could happen either when the wireless link quality is bad or when all the neighbors
on the wireless link select this node as their next hop. When ETXW
∗
i and ETX
WL∗
i
are close to each other, both interface handlers will transmit packets. Algorithm 5
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Figure 4·4: The network topologies used for demonstrating the load
balancing and routing functionalities of Hybrid-BCP on the testbed.
provides a pseudo-code of Hybrid-CTP.
4.3 Experiments
In this section, we demonstrate the load balancing and routing functionalities of
Hybrid-BCP in the testbed. We also show that Hybrid-BCP can be used to protect
against DoS attacks on the CAN bus.
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Figure 4·5: Testbed setup for networks B and E.
4.3.1 Experimental setup
We build a hybrid CAN/ZigBee network to test Hybrid-BCP. We use VN1610 CAN
interfaces, manufactured by Vector Informatik GmbH, as CAN transceivers. We use
TelosB motes as ZigBee transceivers. The CAN bus is configured to operate at the
rate of 33,333 baud. The transfer rate of a ZigBee transceiver is 250 Kb/s.
To emulate a node (a sensor or an ECU), we use a laptop to which one or both
types of transceivers are connected. The laptop runs a Windows Presentation Foun-
dation (WPF) application to manage the interfaces. Hybrid-BCP is implemented in
C#, as a component of the WPF application.
The first set of tests is conducted on the networks A-E, whose topologies are shown
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ACK timeout for CAN link 30 ms
ACK timeout for ZigBee link 80 ms
Reroute period 50 ms
Beaconing period 1500-2000 ms
Queue size 48
Table 4.2: Parameters in the implementation of Hybrid-BCP for the
testbed.
in Figure 4·4. Figure 4·5 shows the testbed setup of networks B and E.
We choose the ACK timeout for a CAN/ZigBee link to be slightly larger than
the round trip time (RTT) of the link under light load conditions. The RTT of
a CAN link is around 15 ms and that of a ZigBee link ranges from 50 ms to 70
ms. The ZigBee link has a higher RTT than a CAN link because ZigBee is based
on CSMA/CA (Carrier Sense Multiple Access / Collision Avoidance) while CAN is
based on CSMA/CD (Carrier Sense Multiple Access / Collision Detection).
Every time a beacon packet is transmitted, Hybrid-BCP waits for a beaconing
period to transmit a new beacon packet. The beaconing period is chosen to be
sufficiently large so that beacon packets do not cause congestion on the links. It is
also uniformly randomly selected within a range of possible values to avoid possible
synchronization of beacon packets between different nodes and contention on the
links. Table 4.2 lists the parameters used in the Hybrid-BCP implementation.
In the tests, each sensor node periodically generates data packets and transfers
them to Hybrid-BCP, which delivers the packets to the sink. Sensor nodes generate
packets at the same rate. We aim to evaluate the performance metrics, such as
delivery rate, goodput and average delay, as defined in (3.32) - (3.35). Each test is
run for five times to obtain an average and a 95% confidence interval for the metrics.
Each run lasts from three to five minutes.
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(b) Percentage of packets delivered over the CAN/ZigBee interfaces in network B.
Figure 4·6: Performance of Hybrid-BCP on networks A and B.
4.3.2 Load balancing
In this section, we perform tests of Hybrid-BCP in networks A-D. The performance
of Hybrid-BCP in networks A and B is shown in Figure 4·6. Figure 4·6(a) shows that
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Figure 4·7: Performance of Hybrid-BCP on network C (CAN only)
and network D (hybrid).
at a packet generation rate of 150 pkts/sec, Hybrid-BCP improves the delivery rate
from 76.03% to 90.81% by an extra wireless link. This indicates that Hybrid-BCP has
the capability of load balancing on available interfaces and improving the bandwidth.
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The effects of load balancing by Hybrid-BCP are more significant in the three-node
networks. The performance of Hybrid-BCP in networks C and D is shown in Figure
4·7. Figure 4·7(a) shows that at a packet generation rate of 80 pkts/sec, Hybrid-BCP
improves the delivery rate of node 1 from 80.15% to 99.63% by an extra wireless link.
Moreover, the delivery rate of node 2 also increases, i.e., from 78.99% to 84.82%. This
is because Hybrid-BCP transmits a certain percentage of packets of node 1 on the
ZigBee link for load balancing and thus causes less MAC contention on the CAN bus.
In both networks B and D, when the packet generation rate of node 1 is low,
Hybrid-BCP schedules most of its packets on the CAN interface, as shown by Figure
4·6(b) and 4·7(b). This is because the CAN link has a smaller RTT and thus a
higher link rate than the ZigBee link. When the packet rate increases, the backlog
of node 1 accumulates and Hybrid-BCP starts to schedule packet transmissions on
the ZigBee link. When the packet rate is high enough, the proportions of packet
delivered through CAN/ZigBee interfaces do not change further because both links
are saturated.
4.3.3 Routing
To demonstrate the routing functionality of Hybrid-BCP, we perform tests on network
E. In network E, there is no direct communication link between node 2 and the sink.
The packet delivery rates of node 1 and node 2 are plotted in Figure 4·8. The
results show that the delivery rate of node 2 is 98.93% at a packet generation rate
of 20 pkts/sec. Thus, Hybrid-BCP can successfully route packets from node 2 to
the sink via node 1. The ns-3 simulations in Section 4.4.2 demonstrate the routing
functionality of Hybrid-BCP in a larger hybrid network.
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Figure 4·8: Delivery rate versus packet generation rate of Hybrid-BCP
on network E.
4.3.4 Robustness
DoS attacks on CAN. The CAN protocol is a priority-based protocol: a high-
priority message gets transmitted ahead of a low-priority message. Previous work in
(Checkoway et al., 2011) shows that the injection of malicious CAN messages can be
done by remotely compromising and controlling nodes on the bus (via the radio, the
tire pressure monitoring system or the Bluetooth component). In this section, we
evaluate the effects of such DoS attacks on a legitimate node (or a non-compromised
node).
We implement a DoS attack by having an attacker transmit high-priority messages
on the CAN bus, at a rate of 300 pkts/sec. We compare Hybrid-BCP to the native
CAN protocol, a transmission scheme in which a legitimate node periodically generates
data packets and transfers them to the CAN transceiver. The performance of the
native CAN protocol is tested in the network of Figure 4·9(a) and the performance
of Hybrid-BCP is tested in the network of Figure 4·9(b).
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Figure 4·9: DoS attacks and wireless jamming attacks.
Figure 4·10(a) shows the average delay of packets by node 1 under the native CAN
protocol and Hybrid-BCP. We see that the average delay of the native CAN protocol
under the DoS attack reaches high values exceeding 3 sec (e.g., 3.81 sec at a packet
generation rate of 15 pkts/sec by a legitimate node). The low-priority legitimate node
is almost starved and must wait for a long time between each successful transmission.
This result indicates that the DoS attack dramatically increases the MAC delay of a
legitimate node.
On the other hand, under the same DoS attack, Hybrid-BCP achieves higher
packet delivery rate and higher throughput than the native CAN protocol, as shown
in Figure 4·10(b) and 4·10(c). More specifically, Hybrid-BCP achieves a throughput
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Figure 4·10: Performance of the native CAN protocol and Hybrid-
BCP under DoS attacks on the CAN bus. The attacker generates high-
priority messages at a rate of 300 pkts/sec.
of 19.87 pkts/sec at a packet generation rate of 20 pkts/sec by a legitimate node, more
than ten times higher than that of the native CAN protocol. This gain is achieved
because Hybrid-BCP measures a high ETX on the CAN link and schedules packet
transmissions on the ZigBee link instead. These results demonstrate that Hybrid-
BCP can protect the CAN bus against DoS attacks.
Wireless jamming. In the wireless jamming tests, a wireless jammer performs
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Ethernet data rate 4Mbps
Wi-Fi standard 802.11b
Wi-Fi mode Ad hoc
Wi-Fi data rate DSSS 11Mbps
Ethernet ACK timeout of Hybrid-BCP 1 ms
Wi-Fi ACK timeout of Hybrid-BCP 2 ms
Table 4.3: The parameters in ns-3 simulations of Hybrid-BCP.
protocol-compliant jamming attacks on the ZigBee link. The jammer periodically
generates packets and broadcasts them on the ZigBee link. In our tests, the rate the
wireless jammer generates packets is 100 pkts/sec. We compare Hybrid-BCP with the
native ZigBee protocol, which simply periodically generates data packets and sends
them on the wireless link to the sink. The native ZigBee protocol is tested in the
network of Figure 4·9(c) and the hybrid wired/wireless protocol is tested in network
of Figure 4·9(d).
Comparisons between the delivery rate and throughput of the native ZigBee pro-
tocol and those of Hybrid-BCP are shown in Figure 4·11(a) and Figure 4·11(b). The
results show that under wireless jamming, the delivery rate of the ZigBee protocol is
at most 54.90% at a packet generation rate of 50 pkts/sec, while Hybrid-BCP achieves
a delivery rate of 99.95%.
4.4 Simulations
In this section, we provide performance evaluation of Hybrid-BCP in ns-3 simulations.
We compare Hybrid-BCP to a tree-based routing protocol in a simulated intra-car
hybrid wired/wireless network. We also demonstrate the load balancing functionality
of Hybrid-BCP under a higher wireless data rate.
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Figure 4·11: Performance of Hybrid-BCP under wireless jamming
attacks.
4.4.1 Simulation setup
In the ns-3 simulations, we use the built-in Ethernet and Wi-Fi ns-3 libraries to
simulate wired and wireless links. To mimic the behavior of CAN/ZigBee links, we
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configure the ns-3 simulations such that the Wi-Fi link has a higher rate but a larger
RTT than the Ethernet link. Table 4.3 describes the simulation configuration and
the parameters of Hybrid-BCP. The simulation configuration is used throughout the
simulations except for Section 4.4.3, where we compare the performance of Hybrid-
BCP for different Wi-Fi rates. Each simulation is run five times to obtain average
and 95% confidence intervals of the measured metrics.
4.4.2 Routing and robustness
We use intra-car RSSI traces obtained from real experiments (Si et al., 2015a) to
simulate a 15-node intra-car hybrid wired/wireless network. The network topology
is shown in Figure 1·1(c). In this hybrid network, the sink is located on the driver
seat, three sensors are placed in the engine compartment, four sensors are respectively
attached to the four wheels, three sensors are placed on passenger seats and the rest
placed on the chassis.
We compare Hybrid-BCP to a tree-based routing protocol, that we call Hybrid-
CTP. Hybrid-CTP is a variant of CTP tailored for a hybrid network (see our tech
report (Si et al., 2015c) for a description of this protocol). In the simulations, each
sensor periodically generates and transfers data packets to the underlying protocol
(Hybrid-BCP or Hybrid-CTP), which routes the packets to the sink.
Figure 4·12(a) and 4·12(c) show the packet delivery rate and average hop count of
Hybrid-BCP and Hybrid-CTP under two different radio power levels. Figure 4·12(a)
shows that when the radio transmission power is set to -27 dBm, Hybrid-BCP achieves
higher packet delivery rate. At a packet generation rate of 20 pkts/sec, Hybrid-BCP
achieves a delivery rate of about 95% while Hybrid-BCP achieves a delivery rate
of 88.66%. Hybrid-BCP outperforms Hybrid-CTP because it is more robust to the
dynamics of intra-car wireless links. When the radio transmission power is increased
to -17 dBm, the delivery rate of Hybrid-CTP improves but is still lower than the
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Figure 4·12: Performance of Hybrid-BCP and Hybrid-CTP in a sim-
ulated 15-node intra-car hybrid wired/wireless network. Hybrid-BCP
achieves comparable reliability with Hybrid-CTP even when reducing
the radio power by 10 dBm.
deliver rate achieved by Hybrid-BCP at -27 dBm (for instance, when the packet
generation rate is 30 pkts/sec). This indicates that Hybrid-BCP consumes less power
for the same reliability performance as Hybrid-CTP, and is therefore more power-
efficient.
The routing functionality of Hybrid-BCP is further illustrated by statistics on the
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Node Avg. delay (ms) Delivery % Goodput (pkts/sec) #Hops
1 49.12 89.03 53.39 3.03
2 56.83 88.98 53.39 3.05
3 46.48 81.39 48.81 2.45
4 0.13 99.98 59.82 1.00
5 7.03 89.92 53.80 1.13
6 0.14 99.98 59.97 1.00
7 7.29 89.03 53.42 2.02
8 17.06 84.39 50.59 2.95
9 29.04 89.16 53.39 2.09
10 0.14 99.98 59.88 1.00
11 0.13 99.98 59.85 1.00
12 67.30 89.23 53.39 2.87
13 0.13 99.98 59.85 1.00
14 29.70 84.17 50.39 3.28
Network 21.09 91.80 769.94 1.94
Table 4.4: Per-node performance statistics of Hybrid-BCP in the
simulated 15-node intra-car hybrid wired/wireless network. The ra-
dio power is -27 dBm and the packet generation rate is 60 pkts/sec per
node.
number of hops, as shown in Figure 4·12(c). The figure shows that when the radio
transmission power increases, the average number of hops decreases, which is to our
expectation.
Table 4.4 shows per-node performance statistics of Hybrid-BCP according to the
simulations. The radio power is -27 dBm and the packet generation rate is 60 pkts/sec
at each node. We note that sensors that are connected to the same bus as the sink
(i.e., nodes 4, 6, 10, 11 and 13) achieve average delay smaller than 1 ms and reliability
above 99% . As the distance (i.e., the number of hops) from the sink increases, the
average delay increases and the throughput decreases. The results indicate that the
proposed architecture can satisfy sensors with critical QoS requirements, if those
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sensors remain connected to the same bus as the sink.
4.4.3 Load balancing
We next show how Hybrid-BCP efficiently performs load balancing to aggregate more
bandwidth, when such bandwidth is available. Hybrid-BCP is tested on network A
(an Ethernet network) and network B (a hybrid Ethernet/Wi-Fi network), as shown
in Figure 4·4. We run simulations in the following three scenarios: (1) network A
(no wireless link); (2) network B with Wi-Fi rate equal to 11 Mbps (802.11b); (3)
network B with Wi-Fi rate equal to 18 Mbps (802.11a). The packet delivery rates
under the three scenarios are plotted in Figure 4·13. At a packet generation rate
of 6,000 pkts/sec, Hybrid-BCP achieves a delivery rate of 61.71% when there is no
wireless link. With an extra Wi-Fi link at the rate of 11 Mbps, the delivery rate is
increased to 82.25%. The delivery rate is further increased to 99.90% when the Wi-Fi
data rate is increased to 18 Mbps. The results show that Hybrid-BCP is able to take
advantage of the additional capacity provided by the wireless links.
4.4.4 Wired DoS attacks and wireless jamming attacks
We implement the wired DoS attack by having an attacker on the bus. The simu-
lation setup the same as Figure 4·9(a) and 4·9(b). The simulation setup of wireless
jamming attacks is the same as Figure 4·9(c) and Figure 4·9(d). The attacker (jam-
mer) periodically generates and broadcasts packets on the bus (wireless link). We
refer to the native Ethernet (Wi-Fi) protocol as the transmission scheme in which
the legitimate node periodically generates and transfers data packets to the Ethernet
(Wi-Fi) transceiver. The rates at which the wired attacker and the wireless jammer
generate packets are set to 5,000 pkts/sec.
The performance of the native Ethernet (Wi-Fi) protocol and Hybrid-BCP under
wired DoS attacks and wireless jamming attacks are shown in Figure 4·14. Figure
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Figure 4·13: Delivery rates of Hybrid-BCP on network A (Ethernet
only) and network B (hybrid) in ns-3 simulations. The throughput
improvement by load balancing of Hybrid-BCP is more significant as
the wireless data rate gets higher.
4·14(a) and 4·14(b) show that Hybrid-BCP achieves higher delivery rate than the
native Ethernet protocol and the native Wi-Fi protocol under the attacks. Figure
4·14(c) shows the percentage of packets delivered through the wired link by Hybrid-
BCP under wired DoS attacks and wireless jamming attacks, respectively. It shows
that at low load, Hybrid-BCP schedules most packets on the link which is not at-
tacked. This indicates that Hybrid-BCP estimates the link qualities on both interfaces
and chooses the link with better quality to transmit packets. As the traffic load in-
creases, the non-attacked link becomes congested and Hybrid-BCP starts to schedule
packet transmissions on the attacked link.
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Figure 4·14: Performance of Hybrid-BCP under wired DoS attacks
and wireless jamming attacks in ns-3 simulation.
4.5 Summary
In this chapter, we designed and implemented Hybrid-BCP, a joint load balancing
and routing solution for data collection in intra-car hybrid wired/wireless networks.
Hybrid-BCP is backward-compatible with existing intra-car wired technologies since
no modification of the CAN protocol is needed. We demonstrated the load balanc-
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ing and routing functionalities of Hybrid-BCP in testbed experiments. We showed
that Hybrid-BCP can be used to alleviate the impact of DoS attacks on the CAN
bus. Through simulations of intra-car hybrid networks based on dynamic RSSI traces
collected from real experiments, we showed that Hybrid-BCP can relieve traffic con-
gestion from the CAN bus, and achieves similar or better reliability than Hybrid-CTP
while reducing transmission power by a factor of 10.
Chapter 5
Toolkit for evaluation and analysis of
collection protocols1
In Chapter 3, we designed RBL-BCP to improve the delay performance of LIFO-
BCP in intra-car wireless networks. In Chapter 4, we designed and implemented
Hybrid-BCP for intra-car hybrid wired/wireless networks. As reviewed in Chapter 2,
many other collection protocols have been designed and implemented in the literature.
This creates the impetus to have a common toolkit for analyzing, evaluating, and
comparing the performance of various collection protocols.
In this chapter, we design and implement TeaCP, an open-source benchmark-
ing toolkit for the evaluation and analysis of collection protocols in wireless sensor
networks.
We first identify the objectives and requirements of designing a benchmarking
toolkit for the evaluation and analysis of collection protocols. A benchmarking toolkit
incorporates a testing system and a logging system, where the testing system transfers
packets to the underlying collection protocol and the logging system records network
events for analysis. A key requirement is that the logging system use out-of-band
communication. In other words, the logging system should not rely on the underlying
collection protocol to collect the logging information.
We next describe the implementation of TeaCP, which is designed according to
1Results of this chapter appeared in part in the 2013 IEEE International Conference on COMCAS
(Si et al., 2013) and in IEEE Transactions on Network and Service Management (Si et al., 2015a).
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the objectives and requirements. We provide the format of data messages and log
messages used in TeaCP and explain how they are updated to provide accurate post-
experiment analysis. Then we describe the implementation of the optional SD card
datalogger in TeaCP. We demonstrate that TeaCP can be easily adapted to evaluate
performance of various collection protocols.
Finally, we demonstrate the functionalities of TeaCP in both experiments and
simulations. We show that in simulations, TeaCP can be used to evaluate performance
of collection protocols over a wide range of conditions. We also show that TeaCP can
visualize the dynamics of the network topology and packet routes, illustrating the
network layer behavior of collection protocols over time. Moreover, thanks to the
visualization functionality of TeaCP, we discover and resolve an issue of BCP in
the TinyOS implementation, where each node only transmits packets directly to the
collection root.
The rest of this chapter is organized as follows. In Section 5.1, we describe the de-
sign and implementation of TeaCP. We also present our implementation of an SD card
datalogger on the TelosB mote, a widely used wireless sensor model in the research
community. In Section 5.2, we demonstrate how TeaCP is used to analyze, compare,
and troubleshoot collection protocols. Finally, Section 5.3 discusses potential areas
for extension and Section 5.4 concludes the chapter.
5.1 TeaCP Implementation
In this section, we present the design and implementation of our TeaCP toolkit.
First, we define the requirements for designing a toolkit for our purposes, i.e., to
visually and quantitatively analyze a collection protocol under various conditions.
Thereafter, the implementation of TeaCP is described based on the goal of fulfilling
these requirements. Meanwhile, we also describe the implementation of the SD card
90
Figure 5·1: General structure of an evaluation toolkit. Note that the
logging system does not use the collection protocol to send log messages
to avoid perturbing its behavior.
datalogger on the TelosB mote. Finally, we highlight the convenience of using TeaCP
to test different data collection protocols.
5.1.1 Design objective and requirements
The development of various collection protocols necessitates a common toolkit that
can visually analyze protocol behavior and evaluate performance of these protocols
including reliability and delay. Due to needs of different applications, the protocol
evaluation and analysis should be carried out under various network conditions such
as light traffic and heavy traffic. The general structure of such a toolkit is illustrated
in Figure 5·1.
The toolkit mainly consists of the testing system, the logging system and the
analysis tools. The testing system depends on an underlying collection protocol to
deliver packets from sensor nodes to a root, while generating log information about
what is happening in the network. The logging system stores log outputs from the
testing system for post-experiment analysis, which is accomplished by the analysis
tools.
In a typical test case, parameter configurations are first fed to the testing system.
Then sensor nodes in the testing system start to generate packets and transfer them
to the underlying collection protocol, which is responsible for delivering the packets
to the root. At the same time, the testing system outputs log to the logging system
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whenever an event happens in the network. After the testing is done, the analysis tools
process the log files stored in the logging system and generate network visualization
and other statistics.
A key difference between this structure and existing visualization tools is that
no interface is required between the logging system and the collection protocol, i.e.,
the logging system does not use the collection protocol to send log messages to the
root for post-experiment analysis. Analysis results of the latter might be inaccurate
because injected feedback information can perturb the ongoing test, especially under
stress conditions (e.g., close to link capacity).
Next, we define the requirements for the testing system and logging systems of
the toolkit to accomplish desired functionalities.
Testing system requirements. We desire that any data collection protocol can
be tested on the platform with minimal code reading and modifications, though the
interfaces between the testing system and the collection protocol may differ among
existing protocol implementations. For example, the standard BCP implementa-
tion in TinyOS provides an interface BcpPacket for the application layer to extract
packet-related information such as the packet delay and the number of transmissions
the packet has experienced. In contrast, CTP’s provided interface CtpPacket does
not give delay information or the number of transmissions. Thus a toolkit fetching
packet delay via BcpPacket cannot be directly used with the CTP implementation.
Therefore we choose to minimize the set of interactions between the testing system
and the collection protocol for achieving the toolkit functionality.
Logging system requirements. The testing system communicates messages to
the logging system. Since sensor motes are limited in computation and communication
resources, it is desirable to avoid introducing too much overhead to the testing system.
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Hence a key challenge in building such a toolkit is to design an efficient log message
format through which the desired statistics can be analyzed.
A log message should be generated whenever a network event occurs. We are
specifically interested in the arrival of a packet at a node (source node, destination
node, and intermediate node). When a packet arrival event happens, the log message
should contain the identification of the packet (who), identification of the node (where)
and time of this event (when). With these event-related information, it should be
possible to uniquely identify and trace the route of a packet. The toolkit should also
be able to detect route branches of duplicates when they arise in the network.
As for post-experiment analysis, it turns out that the records of arrival events
are sufficient for calculating statistics such as delivery rate, throughput and packet
delays; the details will be provided later in this section.
5.1.2 TeaCP Structure
TeaCP is designed to meet the requirements previously defined. The structure of
TeaCP is shown in Figure 5·2. TeaCP operates at the application layer, and consists
of the test configuration component, the application layer component for generating
and handling packets, and the post-experiment analysis component. The test config-
uration component and the application layer component run on sensor motes. The
post-experiment analysis component runs on a PC.
The configurable test parameters include the packet generation interval, the radio
power and the channel for the network. The radio power and channel settings are
applied to the radio component of the hardware. The packet generation interval
is applied to a periodic timer. The firing signal of the timer (i) increments the
packet counter by one, (ii) invokes the packet generator to generate a data message
(encapsulated in a packet) with packet ID equal to the packet counter, (iii) drives the
log generator to output a log message, and (iv) transfers the packet to the network
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Figure 5·2: Structure of TeaCP. TeaCP is built on the application
layer, and consists of the test configuration component, the applica-
tion layer component for generating and handling packets, and the
post-experiment analysis component. The test configuration compo-
nent and the application layer component run on sensor motes. The
post-experiment analysis component runs on a PC.
layer, which moves it towards the root using a collection protocol. Since the collection
protocol may use multihop routing to accomplish the delivery, the packet may be
received by intermediate nodes and the root. No matter whether the node is a relay
or the root, the network layer will notify the packet reception handler when it receives
a packet from other sensors. The packet reception handler prepares the information
needed by the log generator, which outputs log message to storage through serial
communication. Finally, as described before, post-experiment analysis is done based
on the data saved in storage (e.g., the SD card datalogger).
As shown in Figure 5·2, the only interactions between the application layer com-
ponent and the network layer are two necessary processes: (i) the packet generator
transfers the packet to the network layer; (ii) when a packet is received, the network
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layer notifies the packet reception handler in the application layer component. The
two processes correspond to two types of network event: (i) packet arrival at the
source node; (ii) packet arrival at the destination node or an intermediate node. Log
messages related to these events are sufficient for the computation of packet routes
and other statistics.
A TinyOS-based collection protocol can interact with TeaCP as long as it provides
the following three interfaces:
• A Send interface, that is, the collection protocol can receive a packet from the
application layer component;
• A Receive interface, that is, the collection protocol can notify the application
layer component when receiving a packet if the current node is the root node;
• An Intercept interface, that is, the collection protocol can notify the applica-
tion layer component when receiving a packet if the current node is an inter-
mediate node.
Any collection protocol should include Send and Receive interfaces in order to
interact with applications. However, some collection protocols may not natively pro-
vide an Intercept interface. As shown in Section 5.1.6, adding such an interface
usually entails adding only a few lines of code.
The configurable parameters in the test configuration component are as follows:
• Packet generation rate – the number of packets a sensor node generates per
second. It is reciprocal of the packet generation interval, which is used to set
the firing period of timer.
• Radio power – the transmission power when a node transmits a packet or a
beacon message. For the CC2420 chip, radio power ranges from -25 dBm to 0
dBm.
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Step 1 Compile the code of the collection protocol and of the TeaCP ap-
plication layer component and install them onto the nodes.
Step 2 Attach a datalogger to each node and deploy the nodes in the test-
ing environment.
Step 3 Compile and install the TeaCP test configuration component onto
the activator node.
Step 4 Press the user button on the activator node to send a broadcast
signal and start the experiment.
Step 5 When the experiment ends, collect the data from the dataloggers.
Step 6 Use the TeaCP post-experiment analysis component to analyze the
collected logs and obtain results.
Table 5.1: Procedures of using TeaCP in experiments.
Step 1 Compile the code of the TeaCP test configuration and application
layer components.
Step 2 Configure the network in TOSSIM, e.g., number of nodes, link gains
and noise traces.
Step 3 Run the TOSSIM simulation, which outputs the logs into a log file.
Step 4 Use the TeaCP post-experiment analysis component to analyze the
log file and obtain results.
Table 5.2: Procedures of using TeaCP in simulations.
• 802.15.4 radio channel – the radio channel on which the collection network
operates. The 2.4GHz ISM band is divided into 16 non-overlapping ZigBee
channels, with channel ID from 11 to 26.
The purpose of the packet generation rate is to allow for testing collection protocols
under different network traffic scenarios. Tests of different radio power could compare
performance of a low power configuration with a high power configuration. Since
power consumption is a natural concern in WSN, low power is always preferred if it
could satisfy application requirements. Flexibility in configuring the radio channel
permits us to move the network between a low-interference channel and a channel
with intensive Wi-Fi signals for interference tests.
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Figure 5·3: Format of log message.
A log message is generated whenever a
network event (i.e., packet generation
and reception) happens. The fields
cur node id and time denote the lo-
cation and the time of the event, re-
spectively.
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Figure 5·4: Format of data message.
Data messages are generated by the
packet generator and carried as pay-
load of packets by the collection pro-
tocols. Each data message is iden-
tified by the fields src node id and
packet id.
Table 5.1 and 5.2 describe the steps to follow for using TeaCP in experiments and
simulations, respectively.
5.1.3 Message formats
This section describes the formats of the log message and the data message. We will
also detail how to determine the fields of the messages.
A log message is generated whenever a network event happens.2 Hence, for each
event, there is an associated packet and a recorded log message.
As shown in Figure 5·3, the log message contains 7 fields: type, cur node id,
src node id, last node id, packet id, time and hop count. The field type denotes
whether this log message is generated at packet generation or packet reception, and
cur node id is the ID of the current node that generates the log message. The
field src node id is the ID of source node that generates the packet. The field
last node id denotes the node ID of the packet’s last hop. If the log message is
2In the nesC code, packet arrival at source node, the root and intermediate nodes correspond
to command Send.send(), event Receive.receive() and event Intercept.forward(), respec-
tively.
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generated upon packet reception, last node id is the ID of the node that sends
the packet to the current node. If the log message is upon packet generation, then
last node id is not meaningful and set to src node id. The field packet id equals
the value of the packet counter at the source node when it is generated. The field
time records the time when the event happened. The field hop count denotes the
number of hops that the packet has experienced.
The fields src node id and packet id are used to identify the packet associated
with the log message and the event. The packet id is different from the packet se-
quence number in the network layer; it is obtained from the 32-bit packet counter
when the packet is generated. One reason that we do not use the network layer se-
quence number is that a 16-bit sequence number may be insufficient in the scenario of
long-duration tests. Another reason is that some protocols may not provide sequence
number for packet identification.
The fields cur node id and time represent the location and the time of the event.
In addition to them, last node id is also important in determining packet routes.
The following example shows that in the case of packet duplicates, packet routes might
not be identifiable based on cur node id and time only. Suppose packet A has the
route 1 → 3 → 5. The arrival times at the three nodes are time 0, 1, 2. Suppose
node 1 also generates a duplicate A′. The duplicate follows the route 1→ 2→ 4 and
the arrival times at node 2 and 4 are 0.5 and 1.5, respectively. Because we are not
able to detect duplicates based on the locations and times, we can only get a single
route 1 → 2 → 3 → 4 → 5, which is incorrect. Given last node id we are able to
draw a directed edge for each event related to the packet on the network graph. Then
by collecting these directed edges, TeaCP will be able to find out all the routes of
duplicates.
The fields of the log message are determined as follows. The values of type,
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cur node id and time are set directly by the node generating the log message: type
can be trivially determined because the node knows whether this is packet generation
or packet reception; cur node id is set to the node’s TOS NOD ID, its unique node ID in
the network; time is obtained from the local clock. Value of other fields (src node id,
packet id, last node id, hop count) need to be obtained from data messages.
Data messages are generated by the source nodes and are carried as payload of
packets by collection protocols. As shown in Figure 5·4, the data message has four
fields: src node id, last node id, packet id and hop count. Similar to the log
message format, src node id denotes the ID of the source node, last node id de-
notes the node ID of last hop on the path, packet id is the packet ID and hop count
records the number of hops that the packet has experienced.
TeaCP manipulates data messages and generates log messages as follows:
• When a sensor node generates a packet, it sets the data message’s src node id
to its TOS NODE ID and last node id is set to its ID as well. packet id is set
to the node-unique packet counter. hop count is initialized to 0. Then all the
fields of the data message are copied to the corresponding fields of the generated
log message.
• When a sensor node receives a packet from another sensor node, first the fields
of the data message are copied to the generated log message. Then the data
message’s last node id is updated to the current node ID and the hop count
is incremented.
• When the root node receives a packet, it increments the hop count of the data
message and outputs the associated log message.
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5.1.4 SD card datalogger
In TeaCP, the log messages can be saved by an SD card datalogger. This section
describes the implementation of the SD card datalogger for the TelosB mote.
In embedded systems, the SD card is typically written and read by the CPU
through a Serial Peripheral Interface (SPI), which is not included in the expansion
port of the TelosB board. There are several ways to enable the TelosB mote to com-
municate with an SD card. One way is to emulate a software SPI port using four I/O
pins of the TelosB mote (Zhang et al., 2008). However, significant CPU resources
may be consumed by the SD card command interface, especially when there is a large
amount of data that needs to be stored by the SD card. An alternative way is to resort
to an Arduino board, which can serve as an SPI adapter between the TelosB mote
and the SD card (SALAMANDER Project, 2010). The log messages are first sent
by the TelosB mote to the Arduino board via a Universal Asynchronous Receiver/-
Transmitter (UART) interface, and then the Arduino board writes log messages into
the SD card via the SPI. Our SD card datalogger leverages the second idea.
In order to transfer the log messages from the TelosB mote to an SD card, we
use the Arduino Pro Mini board (5V, ATmega328 CPU@15MHz) as an SPI adapter
for the TelosB mote. Arduino Pro Mini is only one third of the size of TelosB and
costs 10 dollars. Besides, the integrated development environment (IDE) software of
Arduino Pro Mini includes a UART communication library and an SD card command
interface library that supports SD card initialization and read/write modules.
The hardware architecture of the TelosB mote with the SD card datalogger is
shown in Figure 5·5 and 5·6. When the TelosB mote generates log messages, the
messages are transmitted to the Arduino board through UART and shifted into the
buffer of the Arduino UART receiver. Then Arduino moves the data from the UART
receiver buffer into the memory and send the data to the SD card through SPI. The
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Figure 5·5: TelosB with SD card datalogger: A. TelosB; B. SD card
slot; C. Arduino; D. Power adaptor (USB).
Figure 5·6: Hardware schematic of the SD card datalogger. The log
messages are first sent by the TelosB mote to the Arduino board via
the UART interface, and then the Arduino board writes log messages
into the SD card via the SPI.
UART receiver buffer can hold up to 64 bytes while the size of a log message is 25
bytes (including headers). Thus, the buffer can store at most two log messages. If
there are three log messages arriving within a short period of time, it is possible that
the UART receiver buffer of Arduino will overflow. To avoid the overflow issue, we
use a binary feedback signal from the Arduino board to indicate whether it is busy
writing data to the SD card.
SD card is a block-addressable storage device with block capacity of 512 bytes,
where a block is the minimum quota of write in an SD card (Banerjee et al., 2005). The
25 bytes of log message are converted into 50 hex digits which in turn are converted
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Figure 5·7: Software flow diagram of the SD card datalogger. Since
SD card is a block-addressable storage device with block capacity of
512 bytes, the Arduino board needs to receive enough log messages to
fill in a block and then writes the block of bytes into the SD card.
into 50 ASCII characters (e.g., the byte 0x4e is converted to two ASCII characters
“4” and “e”). An escape character byte is appended to the message, and therefore
the memory usage for each message is 51 bytes. The Arduino board will write the
block of bytes into the SD card when ten log messages are received.
Figure 5·7 shows the software flow diagram of the SD card datalogger. First, the
Arduino board initializes the SD card and opens the file in which the log messages
will be written into. Then the Arduino board waits for log messages from the TelosB
mote, with the feedback signal set to 0 (IDLE). When the TelosB mote generates
a log message, it first checks whether the feedback signal is IDLE or not. If the
feedback signal is IDLE, the TelosB mote sends the log message to the Arduino
board. Otherwise, the TelosB mote will hold the data until the next attempt. Once
the Arduino board has received a block of log messages, it sets the feedback signal
to 1 (BUSY) and starts to write these data into the SD card. After finishing writing
data to the SD card, the Arduino board resets the feedback signal and returns to the
WAIT state.
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In TeaCP, the timestamps of network events (e.g., packet arrivals at nodes) are
recorded by the TelosB motes independently of the SD card datalogger. Thus in
terms of timing, the SD card datalogger should not affect the accuracy of recorded
timestamps of network events.
5.1.5 Post-experiment analysis
Post-experiment analysis functions of TeaCP include visualization of packet routes
and network evolution over time. TeaCP also evaluates reliability, throughput and
delay performance of the network. Here we provide details of these functionalities.
Packet route and network evolution. For a packet with specific source node
ID and packet ID, TeaCP calculates the route of this packet based on collected data.
last node id and cur node id of an event related to the packet represents a directed
edge on the packet route. If the packet has only one copy in the network, then TeaCP
links these directed edges together and generates the packet route. If the packet has
duplicates that go through different routes, TeaCP detects this scenario and generates
all the route branches.
To visualize the network topology, first all packets in the network are divided into
equal-size windows according to their packet IDs. In a window, based on the routes
of the packets, TeaCP calculates the number of packets that traverse along each edge
and presents a directed graph representing the network topology. The node locations
in the figure are specified by the user in the Python script. Figure 5·8 shows an
example of such a network topology based on logs of packet ID 210 to 220 from every
source node. The label of each edge is the number of packets that go through this
link. For example, for the 10 packets generated by node 5, 8 packets go to node 7
first and then go to the root (node 0). The other 2 packets are lost and the label of
edge from node 5 to node “lost” is 2.
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Figure 5·8: Network topology visualization using TeaCP. The label
of an edge corresponds to the number of packets traversing the edge.
For each window of packets, TeaCP generates a network topology with edge labels.
Then the generated time-windowed topologies (saved as PNG files) are combined
together and converted into a movie (saved as a MP4 file) to show the network
topology evolution over time.
Reliability and throughput performance. By counting the number of packet
generation events, TeaCP obtains the total number of generated packets, which we
denote by M . By counting the number of packet reception events at the root, TeaCP
gets the total number of received packets by the root denoted by N . After removing
duplicate packets from the N packets, the toolkit obtains the number of uniquely
delivered packets, Nu. TeaCP computes the delivery rate, throughput and goodput
for the whole network according to (3.32) - (3.34).
The number of lost packets becomes M −Nu and the number of delivered dupli-
cates will be N −Nu. TeaCP also outputs the delivery rate of each source node.
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Delay performance. TeaCP utilizes an activator node to send an initial broadcast
signal that activates each node and establishes time synchronization. When packet
i is generated, the source node records the generation time tgi in its clock. When
packet i is delivered, the root records its delivery time tdi in its clock. Then, the delay
of a delivered packet is computed as the difference between the generation time and
delivery time (i.e., tdi − t
g
i ). Further, TeaCP generates histograms of packet delivery
delays and calculates average delay for each source node. The network-wide average
delay is computed according to (3.35).
The median delay is defined to be the delay quantity in the middle of the delay
distribution of the uniquely delivered packets.
It is well known that the clock of a sensor drifts. However, for relatively short
experiments (e.g., 30 minutes to an hour) and the same type of sensor nodes, the
amount of clock drift is negligible compared to packet delays (around 2 ms for a
duration of 30 mins (Castillo-Secilla et al., 2013; Uddin and Castelluccia, 2011)).
The issue of time synchronization is further discussed in Section 5.3.
5.1.6 TeaCP working with CTP and BCP
CTP and BCP are two main collection protocols implemented in TinyOS. Here we
explain how TeaCP works with these two protocols. Some protocols are developed as
variants of CTP and BCP so they can be directly used with TeaCP.
Our only requirements for collection protocol implementations are: (i) the col-
lection protocol should provide function for the TeaCP to inject a packet into the
network layer; (ii) the collection protocol should notify TeaCP when the network
layer receives a packet. In the nesC code, TeaCP is implemented as a module named
TestBenchC, which uses the interfaces Send, Receive and Intercept. Commands
and events of these interfaces (refer to (Levis and Gay, 2009) for nesC basics) are
defined in TinyOS. The interface Send is used for injecting packets into the network
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layer. The interfaces Receive and Intercept signal events to the interface user when
a packet is received. The difference between the two is that Receive is specified for
packet reception by the destination while Intercept is for packet reception by inter-
mediate nodes. Since TeaCP uses Send, Receive and Intercept, collection protocol
implementations are required to provide these three interfaces if they wish to interact
with our toolkit.
The CTP implementation satisfies the requirements. When used on CTP, TeaCP
injects a packet into the network layer by calling the command Send.send(&packet,
sizeof(DataMsg)) provided by CTP. If the mote is a sensor node and receives
a packet from other sensor nodes, CTP will notify TeaCP by signaling the event
Intercept.forward(message t *msg). If the mote is the root and receives a packet,
CTP signals the event Receive.receive(message t *msg).
The BCP implementation provides interfaces Send and Receive but misses the
interface Intercept. Thus to use TeaCP with BCP, we add the interface Intercept
in some components and signaling of event Intercept.forward(message t *msg)
in the forwarding engine of BCP. Another difference of BCP implementation from
CTP is that BCP uses interface BcpDebugIF for protocol debugging and then in
TestBenchC we just provide the interface BcpDebugIF and implement its commands
with empty functions.
After these changes, TeaCP can test, analyze and evaluate BCP. In total, we
modified about 15 lines of code in order to adapt TeaCP to the BCP implementation
(around 2500 lines of code).
The IPv6 routing protocol for low power and lossy networks (RPL) (Winter et al.,
2011) has been implemented in TinyOS as TinyRPL. In the IP stack, TinyRPL is the
routing engine and the TinyOS component IPFowardingEngineP is the forwarding
engine. The forwarding engine provides the Send and Receive interfaces. Similar to
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the modifications made to BCP, if we add the Intercept interface to the forward-
ing engine IPFowardingEngineP, TinyRPL can be used with TeaCP to evaluate its
performance.
5.2 Performance Evaluation
This section illustrates functionalities of TeaCP, through evaluation and analysis of
CTP and BCP which serve as representatives of two different categories of protocols.
We showcase the use of TeaCP in three scenarios: (i) TOSSIM simulations; (ii)
experiments with logging to the PC; (iii) experiments with logging to the SD card
datalogger. We also show how to use TeaCP as a diagnosis tool. Indeed, we identify
an inconsistency in the implementation of BCP on the TelosB motes (with radio chip
CC2420). This tiny hole causes sensor nodes to always choose the root as the next
hop and thus the topology ends up always being a single-hop. We present a simple
solution to this problem.
5.2.1 TeaCP evaluation of intra-car collection protocol on TOSSIM
TeaCP can evaluate collection protocols through simulations, which is convenient and
fast. For the simulations on TOSSIM, we used real RSSI (received signal strength
indicator) traces of an intra-car wireless sensor network. The RSSI traces were mea-
sured in real intra-car experiments, recording the RSSI (in dBm) between different
motes at different time. The network consists of 15 nodes, in which the root is on the
driver seat, three sensors are placed in the engine compartment, four sensors are re-
spectively attached to the four wheels, three sensors are placed on passenger seats and
the rest placed on the chassis. In the simulation, these sensors periodically generate
packets and forward them towards the root. The sensor model used in the simula-
tion is MICAz. After running on TOSSIM, TeaCP outputs the network performance
statistics such as delivery rate, throughput/goodput, and delay.
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Figure 5·9: Performance evaluation of CTP and BCP in simulations
by TeaCP.
Figure 5·9 compares the delivery rate, average delay, median delay, and through-
put/goodput performance of CTP and BCP (both FIFO and LIFO implementations)
based on the real RSSI traces. From these simulation results, we observe that CTP
outperforms BCP-FIFO in terms of delay, but BCP improves the throughput/good-
put and delivery rate, especially under high load conditions. Furthermore, BCP-LIFO
achieves much better (lower) delay performance than BCP-FIFO. We also note that
the difference between throughput and goodput is negligible for these protocols. The
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root receives a duplicate packet when the root has already received the packet but
the sender has not successfully received the acknowledgement. The difference between
throughput and goodput is small because duplicates are mostly removed due to the
duplicate suppression mechanism in the protocols and only duplicates at the last hop
are considered in the calculation of throughput.
The results are consistent with the observations made in (Moeller et al., 2010) in
two key aspects: (i) BCP provides higher throughput and delivery rate than CTP
under high-load conditions, while CTP achieves smaller average delay, and (ii) BCP-
LIFO significantly reduces delay of BCP-FIFO while achieving almost the same de-
livery rate performance.
These results obtained by TeaCP depict a wholistic picture for CTP and BCP,
from which one can compare these two protocols and analyze their advantages and
disadvantages. For TOSSIM simulation (running one out of 8 cores of Intel Core
i7-2600 CPU@3.40GHz) of one root and 39 sensor motes, with each sensor mote
generating 5000 packets at rate of 1 pkts/sec, the total simulation time is around 10
minutes and the memory consumption is around 400 MB.
5.2.2 TeaCP performance in real experiments
TeaCP can evaluate collection protocols through experiments. In addition to the re-
liability, throughput and delay performance, TeaCP provides other analysis functions
for visualization of the topology evolution over time, per-node statistics, and com-
plete characterization of network edges and packet routes. The outputs of this toolkit
include detailed statistics for each node showing delay histogram, packet loss rate,
and route branches due to packet duplicates. Besides, time-sliced network topology
and topology evolution over time can be displayed.
In our experiments, we set up a network consisting of 9 sensor nodes periodically
generating packets and forwarding them to a single root (node 0). The sensor motes
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Figure 5·10: Placement of the 9 sensor nodes, the root (node 0) and
the activator in the experiment.
and the root are TelosB. The transmission power is configured to −20 dBm for all
experiments and the packet generation rate is set to either 2 or 4 pkts/sec per node.
Our devices are located in a computer lab and the positions of the motes are shown in
Figure 5·10. The motes are connected to PCs through a USB port for the purposes of
transferring log messages. In the testing environment, there exists Wi-Fi interference
and some foot traffic, which may change during a test. Each test is initialized by
a central activator node sending a broadcast message containing test configurations.
This broadcast signal is also used to activate each node and establish rudimentary
time synchronization. After the initialization step, each experiment runs for 20 to 30
minutes. Our current experimental setup (e.g., small scale network compared with
real-world applications) can be viewed as a proof of concept of TeaCP functionality
in experimental domain for evaluation and diagnosis purposes.
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Figure 5·11: Delay histograms for CTP and BCP obtained by TeaCP
in experiments. Though the delay distribution of BCP and CTP are
similar, average delay of BCP is much higher than CTP.
Delay histograms. CTP and BCP(-LIFO) experimental delay performance are
shown in Figure 5·11. The per-node histograms give detailed statistics of delay of
packets generated at each node. Overall, the histograms of the two protocols look
quite similar. The high average packet delay performance of BCP can be explained
by the fact that a few packets are experiencing huge delays, as high as 30 seconds.
This observation motivates us to further investigate the delay behavior of LIFO-BCP
and improve its delay performance (Chapter 3).
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Figure 5·12: Topology sample of CTP at 10 packets per image. The
topologies are drawn based on packets with ID from 160 to 190 from
every source node. The network topology transition indicates change of
quality of links. This showcases that TeaCP can be used to investigate
the behavior of collection protocols under dynamic scenarios and their
ability to adapt the routes according to environmental conditions.
Network topology evolution. TeaCP provides time-sliced topologies and network
evolution over time. Figure 5·12 shows CTP topology evolution over time with a
window size of 10 packets per each caption. In the first caption, with packet ID 160
to 170, node 5 transmits packets directly to the root. In the second caption, node
5 starts to choose node 3 as a relay node. In the last caption, node 5 transmits
5 packets to node 7 among the ten packets it generates. The network topology
transition indicates change of quality of links, probably due to walking of testers
during the experiment. This showcases that TeaCP can be used to investigate the
behavior of collection protocols under dynamic scenarios and their ability to adapt
the routes according to environmental conditions.
The topology information can also be potentially used for the selection of the root
node. For instance, in one of our tests of CTP (not shown, due to space limitation),
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(a) Single-hop topology of BCP. (b) Multi-hop topology of BCP.
Figure 5·13: BCP network topology obtained by TeaCP. (a) shows
the topology (always single-hop) before fixing the inconsistency of BCP
implementation with CC2420 (b) shows the multi-hop topology of BCP
after making CC2420 consistent with BCP.
we observed that one of the sensor nodes carries a large portion of the traffic. In this
scenario, it may be worth testing what would happen if this node were to fail or go
offline and perform power consumption analysis to determine the battery lifespan of
such a high-traffic node. It might also be worth considering the possible pros and
cons of selecting such a node as the root.
System diagnosis. This set of experiments presents the usage of TeaCP as a diag-
nosis tool. We set up a network consisting of TelosB motes (with radio chip CC2420)
running BCP. As we observed, the packet generation rate 2 pkts/sec per node gives
reasonable performance results (i.e., BCP protocol collects data with a multi-hop
topology and delivery rate of the nodes is higher than 98%). However, when the
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generation rate increases to 4 pkts/sec per node, TeaCP topology analysis shows that
all sensor nodes always choose the root as the next hop. The resultant packet routes
are shown in Figure 5·13(a).
The crux of this behavior lies in the following fact. In the TinyOS-implemented
BCP, sensor nodes obtain backpressure information (queue length) from neighbors
through snooping neighbors’ packets when they are transmitting, since the protocol
header includes such backpressure information. However, this learning method is not
consistent with the default configurations of CC2420. Indeed, CC2420 implements
address recognition meaning that the chip filters out the packets that are not destined
to the mote and thus does not transfer them to upper layers. Therefore, packet
snooping does not work by default for CC2420 chips. However, once we disable
the address recognition function of CC2420, BCP supports multi-hop data collection
as shown in Figure 5·13(b). This example indicates that through the visualization
and analysis functions provided by TeaCP, one can diagnose and detect abnormal
behaviors of collection protocols.
5.2.3 Experimental evaluation of SD card datalogger
Benchmarking statistics. We aim to obtain the following benchmarking statistics
for the SD card datalogger: (i) recording accuracy; (ii) maximum packet generation
rate with close-to-zero packet loss rate; (iii) impact of feedback signal on the recording
accuracy. We use the log messages recorded by the PC as a reference for evaluating
the accuracy of the SD card datalogger. Thus the recording accuracy is defined to be
the ratio of number of log messages recorded by the SD card datalogger to that by
the PC.
In this set of experiments, two TelosB motes are connected to both SD card
datalogger and PC, which record the log messages simultaneously. Among the two
motes, one is the sensor and the other is the root, running CTP. We increase the packet
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Packet
Run
#packets recorded
generation by the SD card Accuracy (%) Packet loss
rate datalogger (%)
(pkts/sec) Sender Receiver Sender Receiver
1 18000 18000 100 100
10 2 18000 18000 100 100 0
3 18000 18000 100 100
1 36000 36000 100 100
20 2 36000 36000 100 100 0
3 36000 36000 100 100
1 54000 54000 100 100
30 2 54000 54000 100 100 1.2× 10−3
3 54000 53997 100 100
1 72000 71997 100 100
40 2 72000 71998 100 100 2.8× 10−3
3 72000 71999 100 100
1 90000 89993 100 100
50 2 90000 89995 100 100 5.6× 10−3
3 90000 89997 100 100
Table 5.3: Recording accuracy of the SD card datalogger.
generation rate of the sensor from 10 pkts/sec to 50 pkts/sec. Each experiment runs
for 30 minutes.
The results are shown in Table 5.3. The accuracy of the SD card datalogger is
100% for all the packet generation rates, which means that the data recorded by the
SD card datalogger is the same as those recorded by the PC. The maximum packet
generation rate of the sender is 50 pkts/sec per node. If the packet generation rate of
the sender exceeds 50 pkts/sec per node, the system fails and the SD card does not
record data.
To investigate the impact of the feedback signal on the data logging performance,
we compare the following two scenarios: one is connecting the TelosB mote to the
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Figure 5·14: The performance of data logging with and without the
feedback signal.
SD card datalogger; the other one is disconnecting the UART interface of the TelosB
mote to the Arduino board. In the second scenario, since no data is sent from the
TelosB mote to the Arduino board via UART, the feedback signal is always IDLE.
Then we compare the packet loss rates based on the log messages recorded by the
PC for the two scenarios. The results are depicted in Figure 5·14. It shows that
the difference of packet loss rates between with feedback signal and without feedback
signal is at most 0.004%. Therefore, the addition of the feedback signal on the SD
card datalogger does not have obvious impact on the data logging performance.
Three-node WSN. Now we use TeaCP with the SD card datalogger on a three-
node WSN, whose topology is shown in Figure 5·15. The three nodes are placed in
a line with distance of 0.6 m between neighboring nodes. The underlying collection
protocol is CTP. The packet generation rate is 10 pkts/sec and the test runs for 20
minutes.
Figure 5·16 shows three captions with a window size of 20 packets for CTP. In
the first caption, with packet ID 480 to 500, node 1 and node 2 transmits packets
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Figure 5·15: Locations of sensors in the three-node WSN. Node 0 is
the root node. The three nodes are placed in a line with 0.6 m apart
between neighboring nodes.
Figure 5·16: Topology sample of CTP at 20 packets per image. The
topologies are drawn based on packets with ID from 480 to 520 from
every source node.
Node statistics
NodeID AvgHops Delivery% AvgDelay Throughput Goodput
(ms) (pkts/sec) (pkts/sec)
1 1.00 97.85 9.71 9.85 9.82
2 1.96 95.38 37.99 9.59 9.55
Network statistics
AvgHops Delivery% AvgDelay Throughput Goodput
(ms) (pkts/sec) (pkts/sec)
1.46 96.66 22.90 19.44 19.37
Table 5.4: Analysis statistics obtained by TeaCP.
directly to the root. In the second caption, with packet ID 500 to 520, 6 packets
are lost and node 2 starts to choose node 1 as relay node. In the last caption, node
2 transmits all 20 packets it generates to node 1. The network topology change is
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probably due to channel contention of node 1 and node 2, which leads to node 2
taking more transmissions to send a packet to the root node. Based on shortest-path
calculation of CTP, it takes fewer transmissions for node 2 to use node 1 as the next
hop. Other evaluation statistics obtained by TeaCP is shown in Table 5.4. TeaCP
calculates the statistics for both each node and the whole network, including average
number of hops, delivery rate, average delay, throughput and goodput.
5.3 Discussion
We next discuss several simplifying assumptions in the current design that may benefit
from future extensions.
Time synchronization: In TeaCP, we utilize an activator node to send an initial
broadcast signal that activates each node and establishes rudimentary time synchro-
nization. This may not be sufficiently accurate in some cases. For example, in
large-scale deployments, all nodes may not receive a central activation signal or their
reception times can be different. Under such conditions, TeaCP can be paired with
a low-rate and possibly out-of-band time synchronization protocol. The problem of
time synchronization within a distributed wireless sensor network has been exten-
sively investigated in previous works (see, for example, (Liu et al., 2013; Noh et al.,
2008)).
In real experiments, the clock of each sensor node has localized drift and skew
parameters. The authors in (Huang et al., 2011) have shown that clock drift is
different for each node and also the amount of drift increases almost linearly with
time. Therefore, we conjecture that if the experiment duration gets long, clock drift
may become significant and the accuracy of the delay analysis could be impacted.
However, for relatively short experiments (e.g., 30 minutes to an hour) and the same
type of sensor nodes, clock drift does not introduce considerable errors compared with
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packet delays (around 2 ms for a duration of 30 mins (Castillo-Secilla et al., 2013;
Uddin and Castelluccia, 2011)). To mitigate the issues with clock drift, lightweight
clock calibration methods could be implemented (Huang et al., 2011). Note that, in
many cases, distributed time synchronization protocols are implemented regardless
(e.g., to support duty cycling) and therefore can be employed in parallel with TeaCP
to improve its accuracy.
Routing protocols: The current implementation of TeaCP is designed for collection
protocols, which route packets from sensor nodes to the root node. Since TeaCP is
built on the application layer, it can be used, with some modifications, to evaluate
and analyze the performance of other routing protocols such as one-to-many and
any-to-any routing. These modifications include change of the packet generation
patterns and the definitions of performance metrics in the post-experiment analysis
component.
Traffic pattern: In our current implementation and performance evaluation, gen-
eration of packets is timer driven with a constant rate. In the general case, nodes
may have different sleep and wake-up cycles for power saving purposes, which will
cause different traffic patterns in the network. Our baseline fixed-rate model for the
network traffic can be generalized to any arbitrary distribution, e.g., Poisson, bursty,
etc.
5.4 Summary
In this chapter, we developed TeaCP, a toolkit that focuses on visualization and
analysis of network layer collection protocol performance, with an optional SD card
datalogger. We showed how our toolkit can be utilized to compare the performance of
two well-established protocols, CTP and BCP, though our toolkit is also designed for
simple evaluation and analysis of new collection protocols that follow a general mold.
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The visualization and analysis tools of TeaCP can also provide diagnostic informa-
tion for data collection systems, and we have demonstrated this by identifying an
inconsistency between BCP and the CC2420 radio chip in its standard configuration.
Chapter 6
Conclusion
In this dissertation, we explored how to integrate wireless technologies into intra-
vehicular communication. We proposed robust protocols, based on backpressure
paradigms, that are especially well suited to highly dynamic intra-car wireless en-
vironments, and outperform standard tree-based solutions with respect to reliability
and throughput metrics. We also developed an efficient monitoring tool to manage
and troubleshoot intra-car wireless networks.
Specifically, we proposed a lightweight replication-based LIFO-backpressure algo-
rithm, called RBL-BCP, that improves the delay performance of BCP without com-
promising its throughput performance. Next, we designed and implemented Hybrid-
BCP, a joint load balancing and routing solution for data collection in intra-car hybrid
wired/wireless networks. Hybrid-BCP maintains high performance for safety-critical
sensors that are connected to the same bus as the sink while delivering packets of
other sensors through multi-hop routing. We also showed that Hybrid-BCP is ro-
bust against DoS attacks. Finally, we presented TeaCP, a toolkit that focuses on the
visualization and analysis of the performance of network layer collection protocols,
with an optional SD card datalogger. We used TeaCP to evaluate various collection
protocols and we released it as an open-source software.
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6.1 Future work
In the following, we discuss future directions of research extending from this disser-
tation.
6.1.1 Improving RBL
The delay performance improvement of RBL comes at the expense of additional traffic
transmissions at low load. Hence, achieving an optimal energy/delay tradeoff could
be an interesting direction to explore. Besides generating replicas like RBL, another
possible solution for improving the delay performance of LIFO-backpressure at low
load is to inject encoded packets. This problem is left as a possible area for future
work.
6.1.2 Packet prioritization
Intra-vehicular systems have a natural requirement that data generated by some
sensors have higher priority than data generated by others. For example, data from
airbag system sensors should have higher priority than data from light sensors because
the former are more safety-critical. Hence, it would be useful to incorporate packet
prioritization into RBL-BCP and Hybrid-BCP. When scheduling packet transmissions
at a node, the protocols should also rely on the priority information of packets rather
than exclusively relying on LIFO scheduling.
Sensors with different priorities may have different delay requirements. Hence,
performance metrics, such as average delay, may need to be redefined.
6.1.3 Multiple sink nodes
Sensors in a car typically use different ECUs as sink nodes. Hence, it would be
useful to design a collection protocol that can route packets from each sensor to its
designated sink node. To support multiple sinks, the collection protocol would need
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to incorporate multiple queues at each routing node, where each queue is associated
with a different sink. In addition to making link selections and routing and forwarding
decisions, the collection protocol would also have to make scheduling decisions (i.e.,
choosing which queue to serve).
6.1.4 Traffic model
The experimental and simulation results presented in this dissertation were obtained
under homogeneous packet generation rates. However, intra-vehicular sensors may
generate traffic at different rates. For example, a tire pressure sensor generates data
every 100 ms (Rouf et al., 2010) while airbag system sensor generates data every 230 us
(Robert Bosch GmbH, 2006). Likewise, some sensor might sleep over extended periods
of time and generates traffic in a bursty way. For example, the data generation rate of
engine speed sensor depends on the change of engine speed. The engine speed sensor
generates data when the change in the engine speed exceeds 32 RPM (Chidester et al.,
1999). Therefore, it would be beneficial to collect actual traces of traffic generated
by intra-vehicular sensors and incorporate these traces into the simulations (Kopetz,
1994; Tindell and Burns, 1994).
6.1.5 TeaCP extension
The current version of TeaCP runs on TinyOS and TOSSIM. For future work, it
would be useful to extend TeaCP to support other WSN platforms such as Contiki
OS (Dunkels et al., 2004), the Castalia simulator (Boulis, 2007) and the Shawn sim-
ulator (Fekete et al., 2007). In TeaCP, the test configuration and the application
layer components are currently written in the nesC language. To extend TeaCP to
other WSN platforms, these two components may have to be rewritten (e.g., using
C in Contiki OS). The post-experiment analysis component can be readily used for
analyzing the log messages output from other WSN platforms since it is implemented
123
with Python.
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