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ABSTRACT
The statistical analysis of data lying on a differentiable, locally Euclidean, mani-
fold introduces a variety of challenges because the analogous measures to standard
Euclidean statistics are local, that is only defined within a neighbourhood of each
datapoint. This is because the curvature of the space means that the connection
of Riemannian geometry is path dependent. In this paper we transfer the problem
to Weitzenbo¨ck space, which has torsion, but not curvature, meaning that parallel
transport is path independent, and rather than considering geodesics, it is natu-
ral to consider autoparallels, which are ‘straight’ in the sense that they follow the
local basis vectors. We demonstrate how to generate these autoparallels in a data-
driven fashion, and show that the resulting representation of the data is a useful
space in which to perform further analysis.
1 INTRODUCTION
There has been a lot of recent interest in the analysis of data lying on a differentiable, locally Eu-
clidean, manifold, rather than in standard Euclidean space. Such data can arise in lots of application
areas, but the analysis of shape has been a particular interest (Pennec, 2006; Fletcher et al., 2003;
Sommer et al., 2010). The particular challenge of statistics on manifolds is that the space is not
uniformly flat, meaning that while many of the standard techniques of Euclidean data analysis have
analogues, they may not be uniquely defined, and they are local, that is only defined within an
infinitesimal neighbourhood of each datapoint.
This last point is crucial. The particular differentiable manifold that is considered is the Riemannian
manifold and the ‘tools’ of data analysis on such a manifold (the Riemannian metric, and the con-
nection) are built at the scale of infinitesimal neighbourhoods, through the computation of tangent
vectors and so tangent spaces at each point of the manifold. The metric compares pairs of tangent
vectors defined at the same point, defining the inner product between them, which means that the
length of vectors can be computed, and integrated to compute distances along paths in the manifold.
Then, in order to compare the tangent spaces at different points on the manifold, a connection is
required that describes how to transport vectors defined at one point to another.
The curvature of a manifold means that parallel transport is not path-independent, so that transport-
ing the same vector between two places by different paths will generally produce different vectors at
the endpoint. For example, consider the case of parallel transporting a vector on the shell of a sphere
in normal three dimensional space, such as (approximately) the surface of the earth. We start at the
north pole, move down to the equator, around the equator for one quarter of the earth’s circumfer-
ence, and then back to the north pole. Comparing the resulting vector with one that did not move at
all, we can see that the transported one is now at 90◦ to the original version. Importantly for data
analysis, the lack of path independence means that it is impossible to define a data basis and thus a
global coordinate system on the manifold.
In addition to curvature, there is another geometric invariant of differentiable manifolds, which
is torsion. Far less commonly considered, torsion of a manifold means that parallel transporting
around an infinitesimal parallelogram does not return exactly to the original point, so that loops are
not closed; the additional translation required to close a loop gives a measure of the torsion of that
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region. The reason why torsion is not used is that there exists a particular choice of connection, the
Levi-Civita connection, that has curvature but everywhere zero torsion, thus simplifying things. In
this paper we will consider a differentiable, locally Euclidean, manifold endowed not with the Levi-
Civita connection, but with the Weitzenbo¨ck connection, which has torsion, but where the curvature
is uniformly zero.
The Weitzenbo¨ck connection can be defined in terms of Cartan’s moving frames (Cartan, 1922),
which could be used explicitly as a basis for data if they were known. Unfortunately, they are data
dependent, and the point of this paper is to derive an algorithm that constructs an estimate of the
Weitzenbo¨ck frame at each point of the manifold. We introduce the idea of working on data spaces
endowed with the Weitzenbo¨ck connection, and derive an algorithm that generates autoparallels in a
data-driven fashion on the dataspace, enabling the mapping of the data manifold. An autoparallel is
the ‘straightest’ path on the manifold according to the directions of the moving frame at each point.
Our algorithm is, of necessity, iterative, because we can only make local estimates of the moving
frame, and hence the autoparallels, and need to remove each principal autoparallel to find the next
most common direction in the data.
Weitzenbo¨ck space has also been used to describe an autoparallel version of General Relativ-
ity (Hammond, 2002), the shears that sometimes occur in crystals, when points where the regu-
lar structure of the atoms of the crystal change (Kleinert & Shabanov, 1998), and non-holonomic
mechanics (Fernandez & Bloch, 2011).
2 MATHEMATICAL FORMULATION
We here present a brief overview of the concepts required to understand the geometry of
Weitzenbo¨ck space. For further details, see for example (Weitzenbo¨ck, 1923; Hehl & Obukhov,
2007; Guo et al., 2010); for an alternative description of torsion based on the soldering form, see Mi-
chor (2008).
2.1 TORSION
Given a differentiable, locally Euclidean, manifold with an affine connection, torsion can be defined
as the amount by which parallel transport parallelograms do not close. Consider starting with a
vector ∆x at a point x, and transporting it in a direction x1, followed by another direction x2, and
also by transporting it in direction x2 followed by x1. In a Riemannian manifold with curvature the
parallelogram formed by following both paths is closed by construction, but the resultant vector will
not point in the same direction if the space is curved. In a manifold with torsion, but not curvature,
the parallelogram will not be closed, but the resultant vectors will point in the same direction; see
Figure 1 of Hehl & Obukhov (2007) for a picture of this. The general case of a differentiable
manifold with both curvature and torsion is known as a Riemann-Cartan manifold.
In terms of the covariant derivatives of affine connection∇ of vector fields X and Y the torsion can
be defined as (where [X,Y ] is the Lie bracket of X and Y ):
T (X,Y ) = ∇XY −∇YX − [X,Y ]. (1)
In a coordinate basis, the Lie Bracket of the basis vectors vanishes by definition, and so the torsion
reduces to (where Γµαβ are the connection in component form):
Tµαβ = Γ
µ
αβ − Γµβα, (2)
which is the anti-symmetric part of the connection in the coordinate basis.
2.2 THE WEITZENBO¨CK FRAME
Consider standard Euclidean space Rn, which we associate with a Weitzenbo¨ck space W. Since we
are working in Euclidean space, there is a natural coordinate frame, which is global, each direction
of which corresponds to a unit-length tangent vector with only one non-zero coordinate component.
At any point x ∈ W we can define a local basis using n orthonormal basis vectors {ea(x), a =
1 . . . n}, with coordinate components that depend upon their position (where there areN datapoints):
ea(x) = {e µa (x) : µ = 1, . . . N}. (3)
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These basis vector fields are the position-dependent Weitzenbo¨ck frame, a particular example of a
moving frame (Cartan, 1922), also known as a vielbein, or specifically in 2D, a zweibein, and 3D
a dreibein). The frame is orthonormal at every point by construction, but anholonomic, since the
Lie derivative does not vanish. This means that the order in which the basis vectors are followed
matters: consider starting at a point x on the manifold and following the two paths given by going
in direction x1 then direction x2, and vice versa:
x(0)→ x(0) + ∆x1 → (x(0) + ∆x1)+ ∆x2,
x(0)→ x(0) + ∆x2 → (x(0) + ∆x2)+ ∆x1. (4)
For an arbitrary vector Y there is a simple relationship between the components in the coordinate
frame and Weitzenbo¨ck frames:
Y µ(x) = e µa (x)Y
a(x), (5)
We can also define torsion in this frame basis:
T abc = −[eb, ec]a. (6)
A vector field X is everywhere parallel if and only if in the Weitzenbo¨ck frame:
Xa(x) ≡ f(x)Xa(y) ∀ x, y ∈W & ∀ a = 1, . . . n, (7)
where y is a reference point and f(x) is a scalar function.
We can now start to consider how a tangent vector ∆x at x ∈ W describes an infinitesimal change
in the position of that point. By using the Euclidean metric on Rn space we induce a metric on W:
|∆x|2 ≡ gµν(x)∆xµ∆xν = gµν(x)eµa(x)eνb (x) = δab, (8)
where δab is the Kronecker delta.
The change in coordinate components of any arbitrary vector as it moves from x to x + ∆x under
parallel transport in a differentiable manifold is described via the connection (although note that
with the addition of torsion, the connection does not retain the index-symmetry of the Christoffel
symbols familiar to Riemannian geometry with the Levi-Civita connection):
δ‖Y µ(x) .= −Γµαβ(x)Y α(x)∆xβ . (9)
Combining (8) and (9) we see that we can define an everywhere-parallel vector field X by taking
the value of the field at a single point, and then parallel transporting it to every point. This gives
the relation between the Weitzenbo¨ck frame {ea} and the Weitzenbo¨ck connection Γ defined by that
frame:
∂βe
µ
a (x) ≡ −Γµαβe αa (x), ∂α
.
=
∂
∂xα
. (10)
Clearly, the parallel transport is independent of the path taken, and hence the curvature is zero
everywhere by construction, and the space possesses absolute parallelism. To see that the space
does indeed have torsion, consider the construction of an infinitesimal parallelogram using the frame
basis vectors:
e µa (x) + e
µ
b (x+ εea(x)) 6= e µb (x) + e µa (x+ εeb(x)), ε 1, (11)
which means the (infinitesimal) parallelogram will not close.
2.3 AUTO-PARALLELS
In Riemannian geometry, geodesics are paths that are local extrema of the metric distance (the
shortest paths between points). This definition carries over to Weitzenbo¨ck space, with the geodesic
equation being given by:
x¨µ +
{
µ
αβ
}
x˙αx˙β = 0, (12)
where
{
µ
αβ
}
are the Christoffel symbols of the metric.
3
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Figure 1: The different between autoparallels (dashed lines) and geodesics (solid line) for a set of
data where the local basis rotates (the basis is shown as two arrows at each point). The autoparallels
follow the local basis.
However, there are other curves that we can define in Weitzenbo¨ck space, which are curves that are
as ‘straight’ as possible, rather than as short as possible, which means following a constant direction
with respect to the frame basis:
x˙µ(t) = cae µa (x(t)), (13)
where the {ca} are constants, and the curve has been parameterised to be constant speed. Figure 1
shows the difference between geodesics and autoparallels for a simple two dimensional example.
If we now differentiate this a second time, and note that:
∂νe
µ
a = −e βa Γµνβ ,
then it is simple to show that this path is a solution of the auto-parallel equation:
x¨µ + Γµνβx˙
ν x˙β = 0.
This is an analogue of the geodesic equation with a Riemann-Cartan connection, rather than just the
symmetric Levi-Civita connection. In certain cases autoparallels and geodesics can coincide, but
with the Euclidean metric this can only occur if the frames do not twist at all, which is when the
torsion is identically zero.
Autoparallels in the Weitzenbo¨ck space map to straight lines in the Euclidean space. While in
general the dimension of the Euclidean space will be higher (just as embedding a curved 2D sur-
face in Euclidean space requires 3 (or more) dimensions, by the Nash Embedding Theorem) the
dimensionality is the same for the flat Weitzenbo¨ck space. To construct the mapping, we take {xµ}
as Cartesian coordinates in W and use the vielbein to generate a map between tangent spaces of
Weitzenbo¨ck space with torsion, and tangent spaces of Euclidean space, which are all equivalent.
Then the mapping to Euclidean coordinates {ya} is given by:
xµ(t) 7→ ya(t) = ya(0) +
t∫
0
x˙µ(s)eaµ(x(s))ds.
Now two paths of the form:
x(0)→ x(0) + ∆x1 → (x(0) + ∆x1)+ ∆x2,
x(0)→ x(0) + ∆x2 → (x(0) + ∆x2)+ ∆x1
end up at the same place in the Weitzenbo¨ck space, but not in the Euclidean space, where we have
the path:
ya(0)→ ya(0) + ea1(x(0))∆x1 → ya(0) + ea1(x(0))∆x1 + ea2(x(0) + ∆x1)∆x2
= ya(0) + ea1(x(0))∆x
1 + ea2(x(0))∆x
2 + ∆x1∂1e
a
2(x(0))∆x
2.
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The difference between the paths is given by:
∂1e
a
2 − ∂2ea1 = eaµ (Γµ12 − Γµ21) = eaµTµ12 ,
which is the mapping coefficients that have a non-vanishing curl, i.e., precisely the torsion. This
construction is known as a non-holonomic mapping, for further details see (Kleinert & Shabanov,
1998; Kleinert, 2000; Guo et al., 2010).
The construction we have given is based on the moving frame: a set of linearly independent vector
fields are derived and used to construct a derivative. However, for a dataset in an unknown manifold,
this is not known a priori, rather, we need to build it from the data. Unfortunately, this is not
possible. In the next section we describe an algorithm that iteratively generates this set in a way that
is analagous to PCA, and give examples of its use on standard datasets.
3 PAPA: PRINCIPAL AUTOPARALLEL ANALYSIS
The idea behind the algorithm is that autoparallels describe fibres (in the differential geometric
sense of elements of the fibre bundle). The autoparallel gives a single direction along the vector
field, which can be followed. It is therefore possible to choose a base space, and to identify the
points where each fibre intersects that base space. This means that each datapoint can be projected
onto the base space by constructing the autoparallel through it, and following until it intersects the
base space, choosing the closest one if it meets it several times.
The first direction has then been projected out, leaving data in a lower dimensional space. The same
method can then be used to find the autoparallels in the new space, and the method can be iterated as
many times as is required. A useful way to understand the algorithm is by analogy with the standard
description (rather than implementation) of normal Principal Component Analysis (PCA): the first
step is to find the direction with maximum variance as the first principal component, and then to
successfully find components that maximise the remaining variance.
PCA can be used for dimensionality reduction by retaining only a subset of the new components,
with the data being projected into the subspace that they span. The choice of an appropriate number
of components is often based on some percentage of the variance, or a similar consideration. For
our method an appropriate choice is not so clear, but given that the noise is often isotropic, one
appropriate time to stop is when no consistent autoparallel directions are found, but all directions
seem to be equally preferable.
Note that while at each stage we are approximating one vector field of the connection, it is not
possible to construct the full connection from them, since the spaces that each vector field live in are
different: they are not defined on the same space.
Computationally, there are two tasks: to approximate the autoparallel, and to perform the projection
onto the base space. We use standard PCA in a local neighbourhood to define a single direction
along the vector field. This describes the local direction of the autoparallel, and we can therefore
construct a numerical approximation to an autoparallel by iterating this approach: at a given point
on the data manifold we compute the first local principal component, move a step of size h in that
direction, and then repeat. It is also possible to move in the negative direction, so that the entire data
manifold can be traversed.
With any form of local PCA the size of the neighbourhood is critical, and that is particularly true
here, since if too few datapoints are used the estimate of the direction of the autoparallel is noisy,
while if too many datapoints are used the direction can be compromised by elements that are close by
in Euclidean space, but not on the manifold; we will show an example of this shortly. We therefore
estimate an appropriate size for the neighbourhood by computing the point-to-point distance (with a
randomly datapoint selected as the origin). By plotting a histogram of these distances (an example
is shown on the right of Figure 4) it is possible to choose an appropriate value for the maximum
distance allowable to be included in the neighbourhood.
3.1 DEMONSTRATION
As a first demonstration of our algorithm we use two standard two-dimensional datasets that are
commonly used in manifold and surface learning. Figure 2 shows the datasets, each of which con-
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Figure 2: Two dimensional examples of principal autoparallels. The underlying datasets consist of
1000 datapoints (shown as black dots). 50 autoparallels are then shown, starting from 50 randomly
chosen datapoints, each autoparallel being followed forwards and backwards. The effects of the local
PCA estimation at the endpoints can be seen in both cases: for the zigzags the curves overshoot, and
then start to bend back towards the data, while for the boomerangs, on the end where the other part
of the dataset appears, they head towards that data.
Figure 3: Left: A set of 200 autoparallels on the swiss roll dataset. The points highlighted in red in
the colour version (larger in greyscale) show the intersection of a plane running at 45◦ to the z-axis.
Right: A histogram of the signed distance of each datapoint from the nearest intersection with the
plane. This would be the point that it would be projected onto.
sists of 1000 datapoints drawn uniformly at random from the data distribution, together with a set of
50 autoparallels, each running for 200 steps (h = 0.01) both forwards and backwards, and starting
from randomly chosen datapoints. Where there is good support in the data the autoparallels track the
data well, but where the data stops, the autoparallels continue, as the local PCA allows overshooting,
before the autoparallels bend round, back towards the dataset. In the dataset on the right, it can be
seen that this effect of the local PCA means that the autoparallels can ‘fall off’ the end of one curve
and head towards the other portion of the data.
The most famous dataset of manifold learning is the three-dimensional swiss roll, and we demon-
strate that next. On the left of Figure 3 are drawn a set of 200 autoparallels following the data. It can
be seen that they match the data well, and that there is sufficient data at the ends of the dataset for the
autoparallels to curve around and run back along the dataset. Also visible in that figure are a set of
points marking the intersections between a plane running at 45◦ to the z-axis, which intersects with
the dataset twice. Having identified these points it is possible to compute the signed distance from
each datapoint to the nearest point of intersection, and the histogram of these distances are shown
on the right of Figure 3. The data can then be projected onto these two one-dimensional data spaces
to complete the analysis.
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Figure 4: Left: the effect of allowing the distance in the local PCA to get too large, with a side
projection of the swiss roll dataset. At various points the random variation in the dataset means
that a sufficiently large number of points from the next layer of the swiss roll are included, and
so the approximate autoparallels wander off. Right: a histogram of the number of points with
various nearest point-to-point distances, which can be used to set the maximum distance allowable
for points in the local neighbourhood by looking for a point where there is a gap and then increase
in the number of points found; based on this graph a value of 0.5 was chosen.
Figure 5: Following autoparallels based on the digits data starting at randomly chosen instances of
(left to right) 1, 3, 7, 8. While the autoparallels do sometimes seem to form cycles through groups of
digits, the progression along each autoparallel generally seems to describe a reasonable progression
through the data.
In order to demonstrate the difficulty of using local PCA for the construction of autoparallels, on
the left of Figure 4 we demonstrate a case where the neighbourhood was set too large, meaning that
datapoints from the next layer of the swiss roll were also selected, pulling the the autoparallel off the
manifold. In order to choose an appropriate value, we computed the distribution of point-to-point
distances to a random datapoint, and used this histogram to identify a suitable cut-off by looking for
the first point where there was a clear drop-off in the number of points. This lead to the choice of a
maximum of 0.5 being chosen in this case.
As another demonstration of our algorithm, we used the optdigits dataset from the UCI Machine
Learning Repository (Asuncion & Newman, 2007). Figure 5 shows points along four autoparallels
starting from randomly chosen examples of a 1, a 3, a 7, and an 8. The points along the autoparallels
do seem to make some sense in terms of how they transition between the digits, although there are
clearly some problems with the local PCA parameters, since the autoparallel starting at a 1 moves
through 4 to 7, back to 4, and then back to 7, and the autoparallel starting at a 7 appears to do similar
cycling between 0 and 5. Overall, these results suggest that the autoparallels follow expected paths
through the data.
4 RELATED ALGORITHMS
Conceptually, the algorithm that we find most similar to ours is the Principal Curve algorithm, par-
ticularly the locally defined variant described in Ozertem & Erdogmus (2011). A principal curve is a
7
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curve through the data where each point on the curve is the mean of the data points that have it as the
closest point on the curve (Hastie & Stuetzle, 1989). In Ozertem & Erdogmus (2011) they construct
principal curves and surfaces based an estimate of the underlying continuum data density. This
leads to an algorithm based on computing the eigenvectors of the Hessian (i.e., principal curvature
directions where the curve is flat), with the constraint that the curve is orthogonal to the gradient,
so that it sits on a ridge in the data. In order to project data onto the ‘nearest’ principal curve they
use the local covariance to identify the direction to travel. This local covariance is rather different
to what we have considered in this paper. We are using the standard definitions of covariance and
sample covariance, whereas in their paper they use the fact that for a Gaussian distribution they can
find a combination of the Hessian and gradient that is not spatially varying, and that this can define
a version of covariance. While the two versions are related, ours requires only a reasonable estimate
of a single direction, whereas they need a sufficiently good density estimate to construct the local
covariance matrix at each point.
Of course, our approach is also related to local PCA in its implementation. However, we are using
locality to refer to points within the dataset, rather than treating the problem as a variant of k-means
clustering. In local PCA it is common to approximate the whole data distribution by some set of
PCA subspaces, and then has to decide which subspace to assign a point to (i.e., which cluster),
then doing PCA again for each cluster (Gassenbauer et al., 2011). The method also differs from
neighbourhood-preserving methods such as Local Linear Embedding (Roweis & Saul, 2000), where
locally flat patches of the manifold are identified and linked together, since we make no linear
approximation.
Another relevant dimensionality reduction algorithm is Independent Component Analysis
(ICA) (Hyva¨rinen & Oja, 2000), of which PAPA can be seen as a nonlinear variant, in the sense
that sequential unwrapping of the global manifold identifies a series of nonlinear coordinate trans-
forms. However, our approach has a strong ordering of the components, and does not require that
the data is non-Gaussian.
5 CONCLUSION
The analysis of data lying on differentiable manifolds provides many challenges not seen in the
normal Euclidean case. Of particular importance is the local nature of all computations that are
made, which is caused by the curvature of the space, meaning that parallel transport between points
on the manifold are path dependent. In this paper we have introduced the idea of performing data
analysis in Weitzenbo¨ck space, which is a differentiable manifold endowed with a connection that
has torsion, but not curvature. The benefit of this space is that it is flat by construction; the price that
is paid for this is that infinitesimal parallelograms do not close, the signature of torsion.
Construction of the Weitzenbo¨ck space requires a position-dependent orthonormal frame to be de-
fined on the manifold. We have described a constructive method to approximate autoparallels on
the intrinsic data manifold by using the first local principal component at each datapoint, and then
projecting the data into the subspace where that dimension is not included. We have provided exper-
imental demonstrations that this algorithm works well on a variety of standard non-linear manifolds
from the literature.
We will extend this approach to more complicated datasets, and also to the case of shape spaces,
which has driven much of the creation of statistical methods for Riemannian manifolds.
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