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Linear response and moderate deviations:
hierarchical approach. I
Boris Tsirelson
Abstract
The Moderate Deviations Principle (MDP) is well-understood for
sums of independent random variables, worse understood for station-
ary random sequences, and scantily understood for random fields.
Here it is established for a new class of random processes. The ap-
proach is promising also for random fields.
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1 Definition, and main result formulated
We examine a class of stationary processes X = (Xt)t∈R, but we are inter-
ested only in integrals
∫ β
α
Xt dt rather than “individual” random variables
Xt. Continuity of sample functions is irrelevant as long as these integrals are
well-defined. That is, we merely deal with a two-parameter family of random
variables, denoted (if only for convenience) by
(∫ β
α
Xt dt
)
α<β and satisfying
(1.1)
∫ β
α
Xt dt+
∫ γ
β
Xt dt =
∫ γ
α
Xt dt for −∞ < α < β < γ <∞ .
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Stationarity means measure preserving time shifts that send
∫ β
α
Xt dt to∫ β+s
α+s
Xt dt. Thus, the distribution of
∫ β
α
Xt dt depends on β−α only, and we
require it to depend measurably:
(1.2) the distribution of
∫ r
0
Xt dt is a measurable function of r ;
that is, the function r 7→ Eϕ(∫ r
0
Xt dt
)
is measurable for every bounded
continuous ϕ : R → R (or equivalently, every bounded Borel measurable ϕ;
or just ϕ = 1l(−∞,s] for all s ∈ R; etc). We say that X is centered, if
(1.3) E
∣∣∣∣ ∫ β
α
Xt dt
∣∣∣∣ <∞ and E ∫ β
α
Xt dt = 0 whenever α < β .
We are interested first of all in correlated processes X with continuous sam-
ple paths t 7→ Xt. However, our general framework admits uncorrelated pro-
cesses such as the white noise and the centered Poisson point process, even
though their “sample paths” cannot be interpreted as (usual) functions. For
the white noise X the random variable
∫ β
α
Xt dt has the normal distribution
N(0, β − α). For the centered Poisson point process X the random variable
(β − α) + ∫ β
α
Xt dt has the Poisson distribution P (β − α).
Our idea of “not too much correlated” process is formalized in the fol-
lowing definition; there, all the four processes (X,X0, X−, X+) are inter-
preted as above. Independence of processes is independence of the generated
σ-fields; and the σ-field generated by X is (by definition) the σ-field gen-
erated by random variables
∫ β
α
Xt dt. Two processes X and Y are called
identically distributed, if the random vectors
(∫ β1
α1
Xt dt, . . . ,
∫ βn
αn
Xt dt
)
and(∫ β1
α1
Yt dt, . . . ,
∫ βn
αn
Yt dt
)
are identically distributed whenever α1 < β1, . . . ,
αn < βn.
1.4 Definition. A centered stationary random process X satisfying (1.2) is
splittable, if there exist r > 0 and ε > 0 such that E exp ε| ∫ r
0
Xt dt| < ∞, 1
and there exists (on some probability space) a triple of random processes
X0, X−, X+ such that
(a) the two processes X−, X+ are independent;
(b) the four processes X,X0, X−, X+ are identically distributed;
(c) there exists a number c > 0 such that for all a, b > 0,
E exp
(
c
∣∣∣∣ ∫ 0−aX−t dt−
∫ 0
−a
X0t dt
∣∣∣∣+ c∣∣∣∣ ∫ b
0
X+t dt−
∫ b
0
X0t dt
∣∣∣∣) ≤ 2 .
1See also Proposition 2d2 and Remark 2d3.
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1.5 Remark. The class of splittable processes is invariant under rescaling
on both axes (t and x), that is, under the transition from X to Y where
Yt = aXbt for given parameters a, b ∈ (0,∞) (interpreted as
∫ β
α
Yt dt =
a
b
∫ bβ
bα
Xt dt, of course). The same holds for a, b ∈ R \ {0} (interpreted as∫ β
α
Yt dt = −ab
∫ bα
bβ
Xt dt, if b < 0).
1.6 Theorem (“linear response”). The following limit exists for every split-
table random process X:
lim
r→∞,λ→0
λ log r→0
1
rλ2
logE expλ
∫ r
0
Xt dt .
That is, for every ε there exist R and δ such that the given expression is
ε-close to the limit for all r ≥ R and all λ 6= 0 such that |λ| log r ≤ δ.
We denote this limit by σ2/2, σ ∈ [0,∞).
1.7 Corollary (moderate deviations). Let X and σ be as above, and σ 6= 0.
Then
lim
r→∞,c→∞
(c log r)2/r→0
1
c2
logP
( ∫ r
0
Xt dt ≥ cσ
√
r
)
= −1
2
.
Unfortunately, the region of moderate deviations (r → ∞, c → ∞,
c2
r
→ 0) is not covered. The condition (c log r)2
r
→ 0 leaves a small gap between
Corollary 1.7 and large deviations ( c
2
r
= const).
1.8 Corollary. The distribution of r−1/2
∫ r
0
Xt dt converges (as r → ∞) to
the normal distribution N(0, σ2).
2 A chain of Ho¨lder inequalities
2a From a splittable process to cumulant generating
functions
2a1 Assumption. We restrict ourselves to splittable processes X that sat-
isfy Def. 1.4 with c = 1. (This can be ensured, multiplying a given splittable
process by a small positive number).
2a2 Remark. Assumption 2a1 is invariant under the transition from (Xt)t
to (Yt)t = (aXbt)t provided that |a| = |b|.
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We consider random variables
(2a3) Sr =
1√
r
∫ r
0
Xt dt for r ∈ (0,∞) ,
and their cumulant generating functions
(2a4) fr(λ) = logE expλSr .
Note that fr(λ) ≥ 0, since E expλSr ≥ E (1 + λSr) = 1.
2a5 Remark. If Yt = aXat, then S
(Y )
r =
√
aS
(X)
ar and f
(Y )
r (λ) = f
(X)
ar (λ
√
a).
2a6 Example. (a) If X is the white noise, then fr(λ) =
1
2
λ2. Also, in this
case (aXat)t is distributed like (
√
aXt)t.
(b) If X is the centered Poisson point process, then
fr(λ) =
(
eλ/
√
r − λ√
r
− 1)r. Note that fr(λ)→ 12λ2 as r →∞.
2a7 Lemma. For every r ∈ (0,∞) there exist random variables U, V,W,Z
(on some probability space) such that
U, V are independent;
Sr, U, V are identically distributed;
S2r and W are identically distributed;√
2rW =
√
rU +
√
rV + Z;
E exp |Z| ≤ 2.
Proof. We take processes X0, X−, X+ as in Def. 1.4 and let
U =
1√
r
∫ 0
−r
X−t dt , V =
1√
r
∫ r
0
X+t dt , W =
1√
2r
∫ r
−r
X0t dt
and Z =
√
2rW−√rU−√rV , then |Z| ≤ ∫ 0−r |X−t −X0t | dt+∫ r0 |X+t −X0t | dt,
thus, E exp |Z| ≤ E exp(∫ 0−∞ |X−t −X0t | dt+ ∫∞0 |X+t −X0t | dt) ≤ 2.
Here is a general fact on cumulant generating functions.
2a8 Lemma. If a random variable Z satisfies E exp |Z| ≤ 2 and EZ = 0,
then
logE expλZ ≤ λ2 for all λ ∈ [−1, 1] .
Proof. It is sufficient to prove that E
(
eλZ − 1−λZ) ≤ λ2(E e|Z|− 1); to this
end we’ll prove that eλz − 1− λz ≤ λ2(e|z|− 1) for all z ∈ R and λ ∈ [−1, 1].
WLOG, λ ∈ [0, 1] (otherwise, use (−λ) and (−z)).
For z ≥ 0 the function λ 7→ (eλz−1−λz)/λ2 = z2
2!
+ z
3
3!
λ+. . . is increasing
on (0, 1], thus,
(
eλz − 1− λz)/λ2 ≤ ez − 1− z.
4
For z ≤ 0 we have (eλz−1−λz)/λ2 ≤ z2/2, since eλz−1−λz− 1
2
(λz)2 =
1
6
eθλz(λz)3 ≤ 0 for some θ ∈ [0, 1].
Finally, for z ≥ 0 we have ez − 1 − z ≤ e|z| − 1, and for z ≤ 0 we
have z2/2 ≤ ez2/2 ≤ e|z| − 1, since ∫ |z|
0
et dt ≤ ∫ |z|
0
et dt; indeed, et − et =
e
(
et−1 − 1− (t− 1)) ≥ 0.
2a9 Proposition. For all r ∈ (0,∞) and p ∈ (1,∞)
f2r(λ) ≤ 2
p
fr
( pλ√
2
)
+
p
p− 1 ·
λ2
2r
for |λ| ≤ p− 1
p
√
2r;(a)
f2r(λ) ≥ 2pfr
( λ
p
√
2
)
− 1
p− 1 ·
λ2
2r
for |λ| ≤ (p− 1)
√
2r.(b)
Proof. Lemma 2a7 gives U, V,W,Z. By Ho¨lder’s inequality,
E
(
exp
λ(U + V )√
2
· exp λZ√
2r
)
≤
≤
(
E exp
pλ(U + V )√
2
)1/p(
E exp
p
p− 1
λZ√
2r
)(p−1)/p
.
We note that
E exp
pλ(U + V )√
2
=
(
E exp
pλU√
2
)(
E exp
pλV√
2
)
=
=
(
E exp
pλSr√
2
)2
= exp 2fr
( pλ√
2
)
,
logE exp
p
p− 1
λZ√
2r
≤
( p
p− 1
)2λ2
2r
for |λ| ≤ p− 1
p
√
2r
(by Lemma 2a8), and get (a):
f2r(λ) = logE expλS2r = logE expλW =
= logE exp
(λ(U + V )√
2
+
λZ√
2r
)
≤ 1
p
· 2fr
( pλ√
2
)
+
p− 1
p
( p
p− 1
)2λ2
2r
.
For (b) the argument is similar:
E
(
exp
λW
p
· exp −λZ
p
√
2r
)
≤
(
E exp
pλW
p
)1/p(
E exp
−pλZ
(p− 1)p√2r
)(p−1)/p
;
logE exp
λ(U + V )
p
√
2︸ ︷︷ ︸
2fr(
λ
p
√
2
)
≤ 1
p
logE expλW︸ ︷︷ ︸
f2r(λ)
+
p− 1
p
logE exp
−λZ
(p− 1)√2r︸ ︷︷ ︸
≤ λ2
(p−1)2·2r
.
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2a10 Remark. More generally, for all r, s ∈ (0,∞) and p ∈ (1,∞),
fr+s(λ) ≤ 1
p
fr
(
pλ
√
r
r + s
)
+
1
p
fs
(
pλ
√
s
r + s
)
+
p
p− 1 ·
λ2
r + s
(a)
for |λ| ≤ p− 1
p
√
r + s;
fr+s(λ) ≥ pfr
(
λ
p
√
r
r + s
)
+ pfs
(
λ
p
√
s
r + s
)
− 1
p− 1 ·
λ2
r + s
(b)
for |λ| ≤ (p− 1)√r + s.
To this end, take U = 1√
r
∫ 0
−rX
−
t dt, V =
1√
s
∫ s
0
X+t dt, W =
1√
r+s
∫ s
−rX
0
t dt
in the proof of 2a7.
2b Upper bounds
In this subsection we investigate an arbitrary family of functions fr : R →
[0,∞] for r ∈ (0,∞) such that
(2b1) f2r(λ) ≤ 2
p
fr
( pλ√
2
)
+
p
p− 1 ·
λ2
2r
whenever 0 < r < ∞, 1 < p < ∞ and |λ|√
2r
≤ p−1
p
. (The functions (2a4)
satisfy (2b1) by Prop. 2a9(a).)
If a family (fr)r satisfies (2b1), then for arbitrary s ∈ (0,∞) the rescaled
family (gr)r defined by
(2b2) gr(λ) = fs2r(sλ)
satisfies (2b1) (which is evidently related to Remark 2a5).
2b3 Lemma. Let a ≥ 1, ε ≥ 0, r > 0, and ε√
r
≤ √2− 1. If
fr(ελ) ≤ (a− 1)λ2 for |λ| ≤ 1 ,
then
f2r(ελ) ≤
(
a
(
1 +
ε√
r
)
− 1
)
λ2 for |λ| ≤ 1 .
2b4 Remark. If this lemma holds for ε and r, then for arbitrary s ∈ (0,∞)
it holds also for sε and s2r due to the rescaling (2b2). All relevant functions
of ε, r depend only on the invariant combination ε/
√
r. (Also a and λ are
invariant.) Therefore it is sufficient to prove Lemma 2b3 for r = 1 only.
(This argument will be used many times.)
6
Proof of Lemma 2b3. We restrict ourselves to the case r = 1 according to
Remark 2b4. Assuming ε 6= 0 we take p = 1 + ε, note that p ≤ √2,
p−1
p
≥ ε√
2
, and apply (2b1) to ελ in place of λ, getting two summands. The
second summand is p
p−1
ε2λ2
2
≤ ελ2√
2
≤ ελ2. The first summand does not exceed
2
1+ε
(a− 1)1
2
(1 + ε)2λ2 ≤ (1 + ε)(a− 1)λ2.
Iterating the transition r 7→ 2r we multiply a by (1 + ε√
r
)(
1 + ε√
2r
)(
1 +
ε√
4r
) · · · ≤ exp( √2√
2−1
ε√
r
)
and get the following.
2b5 Proposition. Let a ≥ 1, ε ≥ 0, r > 0, and ε√
r
≤ √2− 1. If
fr(ελ) ≤ (a− 1)λ2 for |λ| ≤ 1 ,
then, for every n = 0, 1, 2, . . . ,
f2nr(ελ) ≤
(
a exp
( √2√
2− 1
ε√
r
)
− 1
)
λ2 for |λ| ≤ 1 .
2b6 Lemma. Let a, b, c, δ ≥ 0, bδ < 1, and r > 0. If
fr(λ) ≤ aλ
2
1− b|λ|√
r
+
c|λ|√
r
for |λ| ≤ δ√r ,
then
f2r(λ) ≤ aλ
2
1− (b+1)|λ|√
2r
+
(2c+ 1)|λ|√
2r
for |λ| ≤ δ
1 + δ
√
2r .
Proof. We restrict ourselves to the case r = 1 according to Remark 2b4.2
Assuming λ 6= 0 we take
p =
1
1− |λ|√
2
,
note that
• 1− bp|λ|√
2
= p
(
1− (b+1)|λ|√
2
)
(since 1 = p− p |λ|√
2
);
• ∣∣ pλ√
2
∣∣ = |λ|√2
1− |λ|√
2
≤ δ;
• p−1
p
= |λ|√
2
;
2Invariant are b, c, δ, λ2/r, aλ2.
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and apply (2b1), getting two summands. The second summand is p
p−1
λ2
2
=
|λ|√
2
. The first summand is
2
p
f1
( pλ√
2
)
≤ 2
p
(
a
(
pλ√
2
)
2
1− b∣∣ pλ√
2
∣∣ + c∣∣∣ pλ√2
∣∣∣) =
=
apλ2
1− bp|λ|√
2
+
2c|λ|√
2
=
aλ2
1− (b+1)|λ|√
2
+
2c|λ|√
2
.
2b7 Proposition. Let a, δ ≥ 0, and r > 0. If
fr(λ) ≤ aλ2 for |λ| ≤ δ
√
r ,
then (for every n = 0, 1, 2, . . . )
f2nr(λ) ≤ aλ
2
1− n|λ|
2n/2
√
r
+
2n/2|λ|√
r
for |λ| ≤ δ
1 + nδ
2n/2
√
r .
Proof. We prove a bit stronger inequality, with the second summand (1 −
2−n)2
n/2|λ|√
r
instead of 2
n/2|λ|√
r
, by induction in n. Case n = 0 is trivial. If the
claim holds for n, then Lemma 2b6 applies to 2nr, b = n, c = (1− 2−n)2n =
2n − 1, and δ
1+nδ
, giving
f2n+1r(λ) ≤ aλ
2
1− (n+1)|λ|√
2n+1r
+
(2n+1 − 1)|λ|√
2n+1r
for |λ| ≤ δ
1 + (n+ 1)δ
√
2n+1r .
2b8 Theorem. Let ε ∈ (0,√2− 1] and r, a ∈ (0,∞). If
fr(ελ) ≤ aλ2 for |λ| ≤
√
r ,
then, for every n = 1, 2, . . . ,
f2nr(ελ) ≤ aλ2 + Cε
(
a+
1
r
) 1 + V
1− εV λ
2 for |λ| ≤ 2
n/2
√
r
εn+ max(ε
√
2n, 1)
,
where
C =
1
ε
(
exp
( √2√
2− 1ε
)
− 1
)
, V =
n
2n/2
|λ|√
r
.
Note that the condition on λ may be rewritten as
(2b9)
(
ε+ max
(
ε
√
2
n
,
1
n
))
V ≤ 1 ;
8
it evidently implies εV < 1.
Remark 2b4 applies; Theorem 2b8 is scaling invariant.3
We start proving Theorem 2b8. According to Remark 2b4 we restrict
ourselves to the case r = 1. The following four lemmas are fragments of the
proof; they will not be reused later. Throughout we assume that ε, a > 0,
f1(ελ) ≤ aλ2 for |λ| ≤ 1, and use C ≥
√
2√
2−1 , V such that exp
( √
2√
2−1ε
)
=
1 + Cε, |λ| = 2n/2V
n
, and εV < 1 (that is, |λ| < 2n/2
εn
).
2b10 Lemma. Let ε ≤ √2− 1, m ∈ {0, 1, 2, . . . }, and |λ| ≤ 1. Then
f2m(ελ) ≤ aλ2 + Cε(a+ 1)λ2 .
Proof. Prop. 2b5 with r = 1 and a+ 1 in place of a gives
f2m(ελ) ≤
(
(1 + Cε)(a+ 1)− 1)λ2 for |λ| ≤ 1 .
And (1 + Cε)(a+ 1)− 1 = a+ Cε(a+ 1).
2b11 Lemma. Let ε ≤ √2−1, m ∈ {0, 1, 2, . . . , n−1}, and |λ| ≤ 2(n−m)/2
1+n2−m/2ε .
Then
f2n(ελ) ≤ a+ Cε(a+ 1)
1− εV λ
2 +
2n−m
n
εV .
Proof. By Lemma 2b10, f2m(λ) ≤ Aε2λ2 for |λ| ≤ ε, where A = a+Cε(a+ 1).
Thus, the conditions of Prop. 2b7 are satisfied for r = 2m, δ = 2−m/2ε and
a = A/ε2. Taking also n−m in place of n we get from Prop. 2b7
f2n−m2m(λ) ≤ A
ε2
λ2
1− (n−m)|λ|
2(n−m)/2
√
2m
+
2(n−m)/2|λ|√
2m
for |λ| ≤ δ
1+(n−m)δ2
(n−m)/2√2m. Therefore,
f2n(λ) ≤ A
ε2
λ2
1− n|λ|
2n/2
+ 2
n
2
−m|λ| for |λ| ≤ δ
1 + nδ
2n/2 .
That is,
f2n(ελ) ≤ A
1− nε|λ|
2n/2
λ2 + 2
n
2
−mε|λ| = A
1− εV λ
2 +
2n−m
n
εV
for |λ| ≤ δ
1+nδ
1
ε
2n/2 = 2
(n−m)/2
1+n2−m/2ε .
3Invariant are ε, λ2/r, aλ2.
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Taking into account that
a+ Cε
a+ 1 + aV
1− εV −
a+ Cε(a+ 1)
1− εV =
(C − 1)εaV
1− εV ≥ 0
we get the following.
2b12 Corollary. Let ε ≤ √2 − 1, m ∈ {0, 1, 2, . . . , n − 1}, and |λ| ≤
2(n−m)/2
1+n2−m/2ε . Then
f2n(ελ) ≤ aλ2 + Cε(a+ 1) 1 + V
1− εV λ
2 − Cε V
1− εV λ
2 +
2n−m
n
εV .
Lemma 2b10 for m = n gives Theorem 2b8 in the case |λ| ≤ 1, that is,
V
n
≤ 2−n/2. For greater |λ| (and V ) we’ll obtain Theorem 2b8 from Corollary
2b12, choosing m as follows. (Recall (2b9).)
2b13 Lemma. If V
n
> 2−n/2 and
(
ε + 1
n
)
V ≤ 1 (that is, 1 < |λ| ≤ 2n/2
εn+1
),
then there exists (evidently unique) m ∈ {0, 1, 2, . . . , n− 1} such that
1 ≤ (1− εV )n
2m/2V
<
√
2 .
Proof. The greatest m ∈ Z such that 2m/2 ≤ (1−εV )n
V
satisfies m < n, since
2n/2 > n
V
≥ (1−εV )n
V
; it also satisfies m ≥ 0, since (ε + 1
n
)
V ≤ 1 =⇒
εnV + V ≤ n =⇒ 1 ≤ (1−εV )n
V
.
From now on, m is chosen as above. Note that 1 ≤ (1−εV )n
2m/2V
=⇒
(2m/2 + εn)V ≤ n =⇒ |λ| ≤ 2(n−m)/2
1+n2−m/2ε , thus, Corollary 2b12 applies, and
so, the next lemma completes the proof of Theorem 2b8.
2b14 Lemma. Let 1 < |λ| ≤ 2n/2
εn+max(ε
√
2n,1)
. Then
2n−m
n
εV ≤ Cε V
1− εV λ
2 .
Proof. We rewrite the given restriction |λ| ≤ 2n/2
εn+ε
√
2n
in terms of V :(
1 +
√
2
n
)
εV ≤ 1 .
We also eliminate λ from the needed inequality:
C · 2mV 2 ≥ n(1− εV ) .
By 2b13, 2 ·2mV 2 > n2(1− εV )2. Thus, it is sufficient to prove that Cn2(1−
εV )2 ≥ 2n(1− εV ), that is, εV ≤ 1− 2
Cn
. To this end it is sufficient to prove
that
(
1 +
√
2
n
)(
1− 2
Cn
) ≥ 1, that is, √2n− 2√2
C
≥ 2
C
√
n, and we may do it
for n = 1 only:
√
2− 2
√
2
C
≥ 2
C
, that is,
√
2 ≥ 2(
√
2+1)
C
, since C ≥ 2
2−√2 .
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2c Lower bounds
In this subsection we investigate an arbitrary family of functions fr : R →
[0,∞] for r ∈ (0,∞) such that
(2c1) f2r(λ) ≥ 2pfr
( λ
p
√
2
)
− 1
p− 1 ·
λ2
2r
whenever 0 < r < ∞, 1 < p < ∞ and |λ|√
2r
≤ p − 1. (The functions (2a4)
satisfy (2c1) by Prop. 2a9(b).)
If a family (fr)r satisfies (2c1), then for arbitrary s ∈ (0,∞) the rescaled
family (gr)r defined by (2b2), that is, gr(λ) = fs2r(sλ), satisfies (2c1).
2c2 Lemma. Let a ≥ 1, ε ≥ 0, r > 0, and ε√
r
<
√
2. If
fr(ελ) ≥ (a− 1)λ2 for |λ| ≤ 1 ,
then
f2r(ελ) ≥
(
a
(
1− ε√
2r
)
− 1
)
λ2 for |λ| ≤ 1 .
Proof. We restrict ourselves to the case r = 1 according to Remark 2b4.4 We
take
p =
1
1− ε√
2
,
note that ε
2
2
=
(
p−1
p
)
2 ≤ (p−1)2
p
, and apply (2c1) to ελ in place of λ;
f2(ελ) ≥ 2p(a−1) λ
2
2p2
− 1
p− 1
ε2λ2
2
=
(a− 1
p
− ε
2
2(p− 1)
)
λ2 ≥
(a
p
−1
)
λ2 .
Iterating the transition r 7→ 2r we multiply a by (1− ε√
2r
)(
1− ε√
4r
)(
1−
ε√
8r
)
. . . ; this product cannot be less than 1− (√2 + 1) ε√
r
, since (1− aε)(1−
bε) ≥ 1− (a+ b)ε for a, b ≥ 0, and ε√
2r
+ ε√
4r
+ · · · = (√2 + 1) ε√
r
. Thus, we
get the following.
2c3 Proposition. Let a ≥ 1, ε ≥ 0, r > 0, and ε√
r
<
√
2. If
fr(ελ) ≥ (a− 1)λ2 for |λ| ≤ 1 ,
then, for every n = 0, 1, 2, . . . ,
f2nr(ελ) ≥
(
a
(
1− (
√
2 + 1)
ε√
r
)
− 1
)
λ2 for |λ| ≤ 1 .
4Invariant are ε/
√
r, a, λ.
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2c4 Lemma. Let a, b, c, δ ≥ 0 and r > 0. If
fr(λ) ≥ aλ
2
1 + b|λ|√
r
− c|λ|√
r
for |λ| ≤ δ√r ,
then
f2r(λ) ≥ aλ
2
1 + (b+1)|λ|√
2r
− (2c+ 1)|λ|√
2r
for (1− δ)|λ| ≤ δ
√
2r .
(It may be that δ ≥ 1, and then λ is not restricted.)
Proof. We restrict ourselves to the case r = 1 according to Remark 2b4.5
Assuming λ 6= 0 we take
p = 1 +
|λ|√
2
,
note that (1 − δ)|λ| ≤ δ√2 =⇒ |λ|
p
√
2
≤ δ (also for δ ≥ 1), and apply
(2c1);
f2(λ) ≥ 2p
( aλ2
2p2
1 + b
∣∣ λ
p
√
2
∣∣ − c∣∣∣ λp√2
∣∣∣)− 1
p− 1
λ2
2
=
=
aλ2
p+ b|λ|√
2
−
√
2c|λ| − λ
2
2(p− 1) =
=
aλ2
1 + |λ|√
2
+ b|λ|√
2
−
√
2c|λ| − |λ|√
2
=
aλ2
1 + (b+1)|λ|√
2
− (2c+ 1) |λ|√
2
.
2c5 Proposition. Let a, δ ≥ 0, and r > 0. If
fr(λ) ≥ aλ2 for |λ| ≤ δ
√
r ,
then (for every n = 0, 1, 2, . . . )
f2nr(λ) ≥ aλ
2
1 + n|λ|
2n/2
√
r
− 2
n/2|λ|√
r
for (1− nδ)|λ| ≤ δ2n/2√r .
(It may be that nδ ≥ 1, and then λ is not restricted.)
5Invariant are b, c, δ, λ2/r, aλ2.
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Proof. We prove a bit stronger inequality, with the second summand −(1−
2−n)2
n/2|λ|√
r
instead of −2n/2|λ|√
r
, by induction in n. Case n = 0 is trivial. If the
claim holds for n, then Lemma 2c4 applies to 2nr, b = n, c = (1− 2−n)2n =
2n − 1, and δ
1−nδ (interpreted as +∞ if nδ ≥ 1), giving
f2n+1r(λ) ≥ aλ
2
1 + (n+1)|λ|√
2n+1r
− (2
n+1 − 1)|λ|√
2n+1r
for
(
1− δ
1−nδ
)|λ| ≤ δ
1−nδ
√
2n+1r, that is, (1−nδ− δ)|λ| ≤ δ√2n+1r (and λ is
not restricted if (n+ 1)δ ≥ 1).
2c6 Theorem. Let ε ∈ (0,√2) and r, a ∈ (0,∞). If
fr(ελ) ≥ aλ2 for |λ| ≤
√
r ,
then, for every n = 1, 2, . . . ,
f2nr(ελ) ≥ aλ2 − (
√
2 + 1)ε
(
a+
1
r
)
(1 + V )λ2 for |λ| ≤ 2n/2√r ,
where
V =
n
2n/2
|λ|√
r
.
We start proving Theorem 2c6. According to Remark 2b4 we restrict
ourselves to the case r = 1.6 The following two lemmas are fragments of the
proof; they will not be reused later. Throughout we assume that ε, a > 0,
f1(ελ) ≥ aλ2 for |λ| ≤ 1, and use V such that |λ| = 2n/2Vn .
2c7 Lemma. Let ε <
√
2, m ∈ {0, 1, 2, . . . }, and |λ| ≤ 1. Then
f2m(ελ) ≥ aλ2 − (
√
2 + 1)ε(a+ 1)λ2 .
Proof. Prop. 2c3 with r = 1 and a+ 1 in place of a gives
f2m(ελ) ≥
(
(1− (
√
2 + 1)ε)(a+ 1)− 1)λ2 for |λ| ≤ 1 .
And (1− (√2 + 1)ε)(a+ 1)− 1 = a− (√2 + 1)ε(a+ 1).
2c8 Lemma. Let ε <
√
2, m ∈ {0, 1, 2, . . . , n−1}, and (1−(n−m)2−m/2ε)|λ| ≤
2(n−m)/2. Then
f2n(ελ) ≥ a− (
√
2 + 1)ε(a+ 1)
1 + εV
λ2 − 2
n−m
n
εV .
6Invariant are ε, λ2/r, aλ2.
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Proof. By Lemma 2c7, f2m(λ) ≥ Aε2λ2 for |λ| ≤ ε, where A = a−(
√
2+1)ε(a+
1). Thus, the conditions of Prop. 2c5 are satisfied for r = 2m, δ = 2−m/2ε
and a = A/ε2. Taking also n−m in place of n we get from Prop. 2c5
f2n−m2m(λ) ≥ A
ε2
λ2
1 + (n−m)|λ|
2(n−m)/2
√
2m
− 2
(n−m)/2|λ|√
2m
for (1− (n−m)δ)|λ| ≤ δ2(n−m)/2√2m. Therefore,
f2n(λ) ≥ A
ε2
λ2
1 + n|λ|
2n/2
− 2n2−m|λ| for (1− (n−m)δ)|λ| ≤ δ2n/2 .
That is,
f2n(ελ) ≥ A
1 + nε|λ|
2n/2
λ2 − 2n2−mε|λ| = A
1 + εV
λ2 − 2
n−m
n
εV
for (1− (n−m)2−m/2ε)|λ| ≤ 2(n−m)/2.
Taking into account that
1
ε
(
a− a− (
√
2 + 1)ε(a+ 1)
1 + εV
)
=
(
√
2 + 1)(a+ 1) + aV
1 + εV
≤
(
√
2 + 1)(a+ 1) + aV = (
√
2 + 1)(a+ 1)(1 + V )− (√2(a+ 1) + 1)V
and waiving the factor 1− (n−m)2−m/2ε we get the following.
2c9 Corollary. Let ε <
√
2, m ∈ {0, 1, 2, . . . , n − 1}, and |λ| ≤ 2(n−m)/2.
Then
f2n(ελ) ≥ aλ2− (
√
2+1)ε(a+1)(1+V )λ2+εV
(√
2(a+1)+1
)
λ2− 2
n−m
n
εV .
Now we prove Theorem 2c6 as follows. For |λ| ≤ 1 we just apply Lemma
2c7 with m = n. For 1 ≤ |λ| ≤ 2n/2 we choose m ∈ {0, 1, 2, . . . , n− 1} such
that
2
n−m−1
2 ≤ |λ| ≤ 2n−m2 ,
apply Corollary 2c9 and note that 2
n−m
n
εV ≤ εV (√2(a + 1) + 1)λ2, since
2n−m
n
≤ 2 · 2n−m−1 ≤ 2λ2 ≤ (√2 + 1)λ2.
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2d More on the cumulant generating functions
First, a general fact.
2d1 Lemma. Let X be a random variable such that E exp |X| < ∞ and
EX = 0. Then its cumulant generating function
f(λ) = logE expλX
satisfies∣∣∣f(λ)− 1
2
f ′′(0)λ2
∣∣∣ ≤ 41
6e3
( |λ|
1− |λ|
)3(
exp f(−1) + exp f(1)) for |λ| < 1 .
Proof. In terms of g(λ) = E expλX we have f(λ) = log g(λ) and
f ′′′(λ) =
g′′′(λ)
g(λ)
− 3g
′(λ)g′′(λ)
g2(λ)
+ 2
g′3(λ)
g3(λ)
.
Applying the inequality uke−u ≤ (k
e
)
k to u = (1− |λ|)|X| we get
|g(k)(λ)| = |EXk expλX| ≤ E |X|k exp |λ||X| =
= E
(|X|k exp(−(1− |λ|)|X|) exp |X|) ≤ 1
(1− |λ|)k
(k
e
)k
E exp |X| ;
also, g(λ) ≥ 1 (since exp(λX) ≥ 1 + λX); thus,
|f ′′′(λ)| ≤ |g′′′(λ)|+ 3|g′(λ)||g′′(λ)|+ 2|g′(λ)|3 ≤
≤ (E exp |X|)(( 3
e(1− |λ|)
)3
+3
( 1
e(1− |λ|)
)( 2
e(1− |λ|)
)2
+2
( 1
e(1− |λ|)
)3)
≤
≤ 3
3 + 3 · 22 + 2
e3(1− |λ|)3 E exp |X| =
41
e3
1
(1− |λ|)3E exp |X| .
Finally,∣∣∣f(λ)− 1
2
f ′′(0)λ2
∣∣∣ = ∣∣∣f(λ)− f(0)− f ′(0)λ− 1
2
f ′′(0)λ2
∣∣∣ ≤
≤ 1
3!
|f ′′′(θλ)||λ|3 ≤ 41
6e3
( |λ|
1− |λ|
)3
E exp |X|
for some θ ∈ [0, 1]; and exp |X| ≤ exp(−X) + expX.
We return to the functions fr(·) introduced in (2a4) for a process X that
satisfies Assumption 2a1.
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2d2 Proposition. There exist r1, ε ∈ (0,∞) such that fr(ελ) ≤ λ2 for all
r ∈ [r1, 2r1] and λ ∈ [−1, 1].
Proof. Def. 1.4 ensures existence of r1 such that f2r1(·) is bounded on some
[−δ, δ]. Given r ∈ [r1, 2r1], inequality 2a10(b) applied to r, s = 2r1 − r and
p = 2 gives
2fr
(
λ
2
√
r
2r1
)
≤ f2r1(λ) +
λ2
2r1
for |λ| ≤ √2r1. Thus, fr is bounded on [− δ2√2 , δ2√2 ], uniformly on r ∈ [r1, 2r1]
(assuming δ ≤ √2r1; otherwise use min(δ,
√
2r1)). And E exp |λSr| ≤
exp fr(−λ) + exp fr(λ) is bounded by some C for |λ| ≤ δ2√2 and r ∈ [r1, 2r1].
Using the inequality eεx − 1 ≤ ε(ex − 1) for ε ∈ [0, 1] (and all x) we get
E exp ε|λSr| ≤ 1 − ε + εE exp |λSr| ≤ 1 + (C − 1)ε. We take ε such that
1 + (C − 1)ε ≤ 2 and get E exp εδ
2
√
2
|Sr| ≤ 2 for r ∈ [r1, 2r1]. By Lemma 2a8,
fr
(
εδ
2
√
2
λ
) ≤ λ2 for |λ| ≤ 1.
2d3 Remark. (a) Using Prop. 2b5 we can serve all r ∈ [r1,∞) by a single
ε.
(b) On the other hand, [r1, 2r1] may be replaced with [θr1, 2r1] for arbi-
trary θ ∈ (0, 1] (but a small θ may require small ε).
(c) Combining (a) and (b) we can serve by a single ε all r ∈ [c,∞) for a
given c > 0.
(d) In particular, for every r the function fr(·) is finite on some neighbor-
hood of 0 (but a small r may require small neighborhood).
2d4 Proposition. For every r ∈ (0,∞) there exists (evidently unique) σr ∈
[0,∞) such that for every c ∈ (0,∞) and every λ ∈ (−c, c)∣∣∣fr(λ)− 1
2
σ2rλ
2
∣∣∣ ≤ A( |λ|
c− |λ|
)3(
exp fr(−c) + exp fr(c)
)
;
here A is an absolute constant.
Proof. Nothing to prove when the right-hand side is infinite. When it is
finite (which is ensured for small c by 2d3(d)) we apply Lemma 2d1 to the
random variable cSr and substitute λ/c for λ. (Of course, σ
2
r = ES2r , and
A = 41
6e3
≈ 0.3402 fits.)
3 The chain in action
3a Quadratic approximation
In this subsection we investigate an arbitrary family of functions fr : R →
[0,∞] for r ∈ (0,∞) that satisfy (2b1), (2c1) and Propositions 2d2, 2d4.
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(These assumptions are satisfied by the functions introduced by (2a4) for a
process X that satisfies Assumption 2a1.)
We denote Median(a, b, c) = a + b + c − min(a, b, c) − max(a, b, c) for
a, b, c ∈ R.
3a1 Theorem. Let ε ∈ (0,√2− 1), r ∈ (0,∞), and
fr(ελ
√
r) ≤ λ2 for |λ| ≤ 1 .
Then, for every n = 2, 3, . . . ,∣∣∣ 1
λ2
f2nr(ελ
√
r)− 1
2
rσ22nrε
2
∣∣∣ ≤ A ·Median(|λ|, (2−n/2nε|λ|)1/3, 2−n/2|λ|)
for all λ such that 0 < |λ| ≤ 2n/2 min( 1
3nε
, 1
9
); here A is some absolute con-
stant.
Remark 2b4 applies: Theorem 3a1 is scaling invariant.7
Note that
Median
(|λ|, (2−n/2nε|λ|)1/3, 2−n/2|λ|) =
=

|λ| if |λ| ≤ √nε · 2−n/4,
(2−n/2nε|λ|)1/3 if √nε · 2−n/4 ≤ |λ| ≤ √nε · 2n/2,
2−n/2|λ| if √nε · 2n/2 ≤ |λ|.
3a2 Lemma. Let ε ≤ √2− 1. If f1(ελ) ≤ λ2 for |λ| ≤ 1, then∣∣∣f2n(ελ)− 1
2
σ22nε
2λ2
∣∣∣ ≤ A( |λ|
1− |λ|
)3
for |λ| < 1 ;
here A is an absolute constant.
Proof. By Prop. 2b5 for a = 2, r = 1 and λ = ±1,
f2n(±ε) ≤ 2 exp
( √2√
2− 1ε
)
− 1 ≤ 2e
√
2 − 1 .
By Prop. 2d4,∣∣∣f2n(λ)− 1
2
σ22nλ
2
∣∣∣ ≤ A2d4( |λ|
ε− |λ|
)3
· 2 exp(2e
√
2 − 1) for |λ| < ε ,
that is, ∣∣∣f2n(ελ)− 1
2
σ22nε
2λ2
∣∣∣ ≤ A( ε|λ|
ε− ε|λ|
)3
for |λ| < 1 .
where A = 2 exp(2e
√
2 − 1)A2d4.
7Invariant are ε, λ, and rσ2.
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3a3 Lemma. |σ2r − σr| ≤ 1√r for all r ∈ (0,∞).
Proof. Taking into account that fr(λ) =
1
2
σ2rλ
2 + o(λ2), we get from (2b1)
1
2
σ22r ≤ p ·
1
2
σ2r +
p
p− 1 ·
1
2r
for all p ∈ (1,∞) .
Taking p = 1 + 1
σr
√
r
(the minimizer, in fact) we get p
p−1 = 1 + σr
√
r, σ22r ≤(
σr +
1√
r
)
2, thus, σ2r ≤ σr + 1√r . It remains to prove that σ2r ≥ σr − 1√r .
By (2c1),
1
2
σ22r ≥
1
p
· 1
2
σ2r −
1
p− 1 ·
1
2r
;
assuming σr >
1√
r
(otherwise we have nothing to prove), we take p = σr
√
r
σr
√
r−1
(the minimizer), get 1
p
= 1− 1
σr
√
r
, 1
p−1 = σr
√
r−1, and σ22r ≥
(
σr− 1√r
)
2.
3a4 Corollary. |σ2nr − σ2mr| ≤
√
2√
2−1
1√
2mr
whenever m ≤ n and r ∈ (0,∞).
3a5 Proposition. Let ε ∈ (0,√2− 1), and
f1(ελ) ≤ λ2 for |λ| ≤ 1 .
Then∣∣∣∣ 1λ2f2n(ελ)− 12σ22nε2
∣∣∣∣ ≤ 12ε2
((
σ2n +
√
2√
2− 12
−m/2
)2
− σ22n
)
+
+ Aδ + Aε
(
n2−n/2|λ|+ 2−m/2δ)δ−2
for all m ∈ {0, 1, . . . , n− 1}, δ ∈ (0, 1
2
] and λ such that
0 < |λ| ≤ 2
n/2δ
2nεδ + max(
√
2nδε, 2m/2)
;
here A is some absolute constant.
Proof. Using Lemma 3a2 we have for |λ| ≤ δ∣∣∣f2m(ελ)− 1
2
σ22mε
2λ2
∣∣∣ ≤ A3a2( |λ|
1− |λ|
)3
≤ A3a2 δ
(1− δ)3λ
2 ≤ 8A3a2δλ2 ,
thus,
(3a6) f2m(ελ) ≤
(1
2
σ22mε
2 + 8A3a2δ
)
λ2 for |λ| ≤ δ .
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Now we need Theorem 2b8 rescaled as follows (a will be chosen later):
ε2b8 = 2
−m/2δε , r2b8 = 2m , a2b8 = 2−ma , n2b8 = n−m, λ2b8 = 2m/2δ−1λ .
We note that
(ελ)2b8 = ελ , (aλ
2)2b8 = δ
−2aλ2 , (λ/
√
r)2b8 = δ
−1λ , (2nr)2b8 = 2n .
The assumptions of 2b8 become: 2−m/2δε <
√
2− 1 (holds evidently), and
f2m(ελ) ≤ δ−2aλ2 for |λ| ≤ δ ;
the latter holds by (3a6) provided that
(3a7) a =
(1
2
σ22mε
2 + 8A3a2δ
)
δ2 .
The conclusion of 2b8 becomes
(3a8) f2n(ελ) ≤
(
a+ C2b8 · 2−m/2δε(a+ 1) 1 + V
1− 2−m/2δεV
)
δ−2λ2
for |λ| ≤ 2
n/2δ
(n−m)εδ + max(√2(n−m)δε, 2m/2) (which holds evidently),
where a is given by (3a7), V = n−m
2(n−m)/2 δ
−1|λ|, and C2b8 ≤ 2(e1/
√
2−1)√
2−1 (since
ε2b8 ≤
√
2−1
2
).
We have to prove two bounds, upper and lower, on f2n(ελ). For the upper
bound, it is sufficient to prove that
1
2
σ22mε
2 + 8A3a2δ +
(
C2b8 · 2−m/2δε(a+ 1) 1 + V
1− 2−m/2δεV
)
δ−2 ≤
≤ 1
2
ε2
(
σ2n +
√
2√
2− 12
−m/2
)2
+ Aδ + Aε
(
n2−n/2|λ|+ 2−m/2δ)δ−2 .
By Corollary 3a4, σ2m ≤ σ2n+
√
2√
2−12
−m/2; the needed upper bound inequality
is reduced to
8A3a2δ +
(2(e1/√2 − 1)√
2− 1 · 2
−m/2δε(a+ 1)
1 + V
1− 2−m/2δεV
)
δ−2 ≤
≤ Aδ + Aε(n2−n/2|λ|+ 2−m/2δ)δ−2 ,
and further to8
(3a9) 2−m/2δ(a+ 1)
1 + V
1− 2−m/2δεV ≤ A
(
n2−n/2|λ|+ 2−m/2δ) .
8From now on, A denotes different absolute constants in different inequalities.
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We note that σ1 ≤
√
2/ε (since f1(ελ) ≤ λ2); 3a4 gives εσ2k ≤ ε
(√
2
ε
+
√
2√
2−1
) ≤
2
√
2 for all k. By (3a7), a ≤ 1 + A3a2 (since δ ≤ 12), which reduces 3a9 to
2−m/2δ
1 + V
1− 2−m/2δεV ≤ A
(
n2−n/2|λ|+ 2−m/2δ) .
Further, |λ| ≤ 2n/2
2nε
, thus
2−m/2δεV = 2−m/2δε
n−m
2(n−m)/2
δ−1|λ| = ε(n−m)2−n/2|λ| ≤ 1
2
,
which reduces 3a9 to
2−m/2δ(1 + V ) ≤ A(n2−n/2|λ|+ 2−m/2δ) ,
and further, to 2−m/2δV ≤ An2−n/2|λ|, which holds (for A = 1) by the
definition of V .
For the lower bound the proof is similar. First,
(3a10) f2m(ελ) ≥
(1
2
σ22mε
2 − 8A3a2δ
)
λ2 for |λ| ≤ δ
similarly to (3a6). Second, the rescaling that was applied to Th. 2b8 applies
now to Theorem 2c6. The assumptions of 2c6 become: 2−m/2δε <
√
2 (holds
evidently), and
f2m(ελ) ≥ δ−2aλ2 for |λ| ≤ δ ;
the latter holds by (3a10) provided that
(3a11) a =
(1
2
σ22mε
2 − 8A3a2δ
)
δ2 .
The conclusion of 2c6 becomes
(3a12) f2n(ελ) ≥
(
a− (
√
2 + 1)2−m/2δε(a+ 1)(1 + V )
)
δ−2λ2
for 2m/2|λ| ≤ 2n/2δ (which holds, since |λ| ≤ 2(n−m)/2δ), where a is given by
(3a11), and V = n−m
2(n−m)/2 δ
−1|λ| as before.
We replace
(
σ2n +
√
2√
2−12
−m/2
)2
− σ22n with σ22n −
(
σ2n −
√
2√
2−12
−m/2
)2
+
(the latter being smaller). It is sufficient to prove that
1
2
σ22mε
2 − 8A3a2δ − (
√
2 + 1)2−m/2δε(a+ 1)(1 + V )δ−2 ≥
≥ 1
2
ε2
(
σ2n −
√
2√
2− 12
−m/2
)2
+
− Aδ − Aε(n2−n/2|λ|+ 2−m/2δ)δ−2 .
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By Corollary 3a4, σ2m ≥ σ2n−
√
2√
2−12
−m/2; the needed lower bound inequality
is reduced to
8A3a2δ + (
√
2 + 1)2−m/2δε(a+ 1)(1 + V )δ−2 ≤
≤ Aδ + Aε(n2−n/2|λ|+ 2−m/2δ)δ−2 ,
and further to
2−m/2δ(a+ 1)(1 + V ) ≤ A(n2−n/2|λ|+ 2−m/2δ) ;
the latter holds by (3a9).
We start proving Theorem 3a1. According to Remark 2b4 we restrict
ourselves to the case r = 1.
The first case: |λ| ≤ √nε · 2−n/4.
We note that
√
nε · 2−n/4 ≤ ((√2 − 1) maxn n2−n/2)1/2 = ((√2 − 1) · 3 ·
2−3/2
)
1/2 < 2/3 and apply Lemma 3a2:
∣∣ 1
λ2
f2n(ελ)− 12σ22nε2
∣∣ ≤ A3a2 |λ|(1−|λ|)3 ≤
27A3a2|λ|.
The second case:
√
nε · 2−n/4 ≤ |λ| ≤ 2n/2 min(√nε, 1
3nε
, 1
9
)
.
Before applying Prop. 3a5 we choose m ∈ {0, 1, . . . , n− 1} and δ ∈ (0, 1
2
]
appropriately; namely, we want them to satisfy
δ
3
≤ (2−n/2nε|λ|)1/3 ≤ 3δ ,(3a13)
1√
2
δ ≤ 3 · 2−(n−m)/2|λ| ≤ δ .(3a14)
3a15 Lemma. Let 1 ≤ a < ∞, 0 < x < ∞, 0 < λ ≤ min(√x, 1/x, 1/a2).
Then there exists δ ∈ (0,∞) such that aδ ≤ 1, aλ ≤ δ, and
δ
a
≤ (xλ)1/3 ≤ aδ .
Proof. Existence of δ such that δ ≤ a−1, δ ≥ aλ, δ ≥ a−1(xλ)1/3, δ ≤ a(xλ)1/3
is equivalent to the inequality
max(aλ, a−1(xλ)1/3) ≤ min(a−1, a(xλ)1/3) ,
thus, to the three inequalities
aλ ≤ a−1 , that is, λ ≤ a−2 ;
aλ ≤ a(xλ)1/3 , that is, λ ≤ √x ;
a−1(xλ)1/3 ≤ a−1 , that is, λ ≤ x−1 .
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Lemma 3a15, applied to a = 3, x = nε and 2−n/2|λ| in place of λ, gives
δ such that 3δ ≤ 1 (and therefore δ < 1
2
, as required), 3 · 2−n/2|λ| ≤ δ, and
(3a13) holds.
By (3a13),
(
δ
3
)
3 ≤ 2−n/2nε|λ|; on the other hand, 2−n/2nε ≤ |λ|2; there-
fore
(
δ
3
)
3 ≤ |λ|3, that is, δ ≤ 3|λ|.
Having δ
3|λ| ∈ [2−n/2, 1] = ∪n−1m=0[2−(n−m)/2,
√
2 · 2−(n−m)/2], we take m such
that δ
3|λ| ∈ [2−(n−m)/2,
√
2 · 2−(n−m)/2], which ensures (3a14).
In order to apply Prop. 3a5 we have to check that
(3a16) |λ| ≤ 2
n/2δ
2nεδ + max(
√
2nδε, 2m/2)
.
We know that |λ| ≤ 2n/2
3nε
; also, |λ| ≤ 1
3
· 2(n−m)/2δ by (3a14); thus, (3a16) is
reduced to
min
( 1
3nε
,
1
3
· 2−m/2δ
)
·max(2nεδ +√2nεδ, 2nεδ + 2m/2) ≤ δ ,
that is,
min
( 1
3nε
,
1
3
· 2−m/2δ
)
·max
(
2n
(
1 + 1√
2n
)
ε, 2nε+ 2m/2δ−1
)
≤ 1 .
The left-hand side does not exceed9
max
( 1
3nε
(
1 + 1
2
) · 2nε, 1
3nε
· 2nε+ 1
3
· 2−m/2δ · 2m/2δ−1
)
= max(1, 1) = 1 .
So, (3a16) holds; Prop. 3a5 applies, and gives the upper bound
1
2
ε2
((
σ2n +
√
2√
2− 12
−m/2
)2
−σ22n
)
+A3a5δ+A3a5ε
(
n2−n/2|λ|+ 2−m/2δ)δ−2 ;
we want to majorize this by const ·(2−n/2nε|λ|)1/3 or, equivalently, by const ·δ
(see (3a13)).
Below, O(x) means something majorized by const ·x with some absolute
constant. We have
δ = O(1) since δ ≤ 1
2
;(3a17)
εσ2n = O(1) since εσ2n ≤ 2
√
2 , as noted after (3a9) ;(3a18)
2−n/2nε|λ| = O(δ3) by (3a13): 2−n/2nε|λ| ≤ (3δ)3 ;(3a19)
2−m/2 = O(2−n/2|λ|δ−1) by (3a14): 2−m/2 ≤
√
2 · 3 · 2−n/2|λ|δ−1 ;(3a20)
2−m/2ε = O(δ2) by (3a20) and (3a19) .(3a21)
9Since n ≥ 2, and min(x, y) ·max(u, v + w) ≤ max(xu, xv + yw) for u, v, w ≥ 0.
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Thus, by (3a21) and (3a18),
ε2
((
σ2n+
√
2√
2− 12
−m/2
)2
−σ22n
)
= O(2−m/2ε · εσ2n)︸ ︷︷ ︸
=O(δ2)
+O(2−mε2)︸ ︷︷ ︸
=O(δ4)
= O(δ2) = O(δ) ;
and finally, by (3a19) and (3a21),
ε
(
n2−n/2|λ|+ 2−m/2δ)δ−2 = (O(δ3) +O(δ2)δ)δ−2 = O(δ) .
The third case: 2n/2
√
nε ≤ |λ| ≤ 2n/2 min( 1
3nε
, 1
9
).
We want to apply Prop. 3a5 for m = 0 and δ = 3 · 2−n/2|λ| (as required,
δ < 1
2
). To this end we check that
|λ| ≤ 3|λ|
6nε · 2−n/2|λ|+ max(3√2n2−n/2|λ|ε, 1) ,
that is,
max
(
(2n+
√
2n)ε2−n/2|λ|, 2nε2−n/2|λ|+ 1
3
) ≤ 1 .
The left-hand side does not exceed
max
(
2n
(
1 + 1
2
)
ε · 1
3nε
, 2nε · 1
3nε
+
1
3
)
= max(1, 1) = 1 .
So, Prop. 3a5 applies, and gives the upper bound
1
2
ε2
((
σ2n +
√
2√
2− 1
)2
− σ22n
)
+
+ 3A3a52
−n/2|λ|+ A3a5ε
(
n2−n/2|λ|+ 3 · 2−n/2|λ|)(3 · 2−n/2|λ|)−2 =
= O(ε2σ2n) +O(ε2) +O(2−n/2|λ|) +O
(εn2n/2
|λ|
)
+O
(2n/2ε
|λ|
)
;
we want to majorize this by 2−n/2|λ|.
We have
2−n/2|λ| = O(1) since |λ| ≤ 2n/2 · 1
9
;(3a22)
ε ≤ nε = O((2−n/2|λ|)2) since 2n/2√nε ≤ |λ| ;(3a23)
ε = O(2−n/2|λ|) by (3a23) and (3a22) ;(3a24)
ε2σ2n = O(2−n/2|λ|) by (3a24) and (3a18);
ε2 = O(2−n/2|λ|) by (3a24) and (3a22);
and finally, εn2
n/2
|λ| ≤ (2
−n/2|λ|)2·2n/2
|λ| = 2
−n/2|λ|.
Theorem 3a1 is proved.
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3a25 Corollary. Under the assumptions of Theorem 3a1,∣∣∣ 1
λ2
f2nr(ελ
√
r)− 1
2
rσ22nrε
2
∣∣∣ ≤ A(2−n/2nε|λ|)1/3
for all λ such that 0 < |λ| ≤ 2n/2 min( 1
3nε
, 1
9
,
√
nε).
3b Main result: proof
We return to the numbers σr introduced by Prop. 2d4. For every r ∈ (0,∞)
the limit
σ2∞r = lim
n→∞
σ2nr
exists by 3a4.
3b1 Lemma. σ2∞r does not depend on r.
Proof. We’ll prove that the function r 7→ rσ22∞r is linear. It is sufficient to
prove that it is additive,
(3b2) (r + s)σ22∞(r+s) = rσ
2
2∞r + sσ
2
2∞s ,
and measurable.
For every λ the function r 7→ fr(λ) is measurable due to (1.2), which
implies measurability of the functions r 7→ σ2r = limλ→0 2λ2fr(λ) and r 7→
σ2∞r.
Multiplying by 2
λ2
the inequality 2a10(a) and taking the limit as λ → 0
we get
σ2r+s ≤
1
p
· p2 r
r + s
σ2r +
1
p
· p2 s
r + s
σ2s +
p
p− 1
2
r + s
;
applying it to 2nr, 2ns and taking the limit as n→∞ we get
σ22∞(r+s) ≤ p
r
r + s
σ22∞r + p
s
r + s
σ22∞s
for all p > 1 and therefore for p = 1. Similarly, the inequality
(r + s)σ22∞(r+s) ≥ rσ22∞r + sσ22∞s
follows from 2a10(b), and we get (3b2).
Now we have σ ∈ [0,∞) such that σ2nr → σ (as n→∞) for all r ∈ (0,∞);
applying 3a4 to m = 0 and n→∞ we get
(3b3) |σr − σ| ≤
√
2√
2− 1
1√
r
; σr → σ as r →∞ .
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Proof of Theorem 1.6. Assumption 2a1 applies without loss of generality.
Remark 2d3(c) gives ε such that
fr(ελ) ≤ λ2 for all λ ∈ [−1, 1] and r ∈ [12 , 1] ,
which ensures the condition of Th. 3a1: fr(ελ
√
r) ≤ λ2 for these λ and r (if
ε <
√
2 − 1; otherwise take a smaller ε). Corollary 3a25 applied to ε and
2−nr gives, whenever 2−nr ∈ [1
2
, 1],∣∣∣ 1
λ2
fr(ελ2
−n/2√r)− 1
2
· 2−nrσ2rε2
∣∣∣ ≤ A(2−n/2nε|λ|)1/3
for 0 < |λ| ≤ 2n/2 min( 1
3nε
, 1
9
,
√
nε). We replace λ with 2n/2λ/ε:∣∣∣ ε2
2nλ2
fr(λ
√
r)− 1
2
· 2−nrσ2rε2
∣∣∣ ≤ A(n|λ|)1/3
for 0 < |λ| ≤ min( 1
3n
, ε
9
, ε
√
nε). Thus,∣∣∣ 1
rλ2
fr(λ
√
r)− 1
2
σ2r
∣∣∣ ≤ A · 2n
ε2r
(n|λ|)1/3 ≤ 2A
ε2
(n|λ|)1/3 ≤ 2A
ε2
(
|λ| log 2r
log 2
)1/3
is small whenever r is large and |λ| log r is small. Also, σ2r is close to σ2 by
(3b3).
Proof of Corollary 1.7. Let rn → ∞, cn → ∞, (cn log rn)2/rn → 0; we have
to prove that
1
c2n
logP
( ∫ rn
0
Xt dt ≥ cnσ√rn
)
→ −1
2
as n→∞ .
Theorem 1.6 applied to rn and λn = λcn/
√
rn gives
1
c2n
logE exp
λcn√
rn
∫ rn
0
Xt dt→ σ
2
2
λ2 as n→∞
for all λ ∈ R. By the Ga¨rtner-Ellis theorem [2] (with the scale cn and speed
c2n), random variables
1
cn
√
rn
∫ rn
0
Xt dt satisfy MDP with the rate function
x 7→ x2
2σ2
.
Proof of Corollary 1.8. For every λ 6= 0 Theorem 1.6 applied to r and λ/√r
gives
1
r(λ/
√
r)2
logE exp
λ√
r
∫ r
0
Xt dt→ σ
2
2
as r →∞ ,
that is,
E expλ · 1√
r
∫ r
0
Xt dt→ exp
(1
2
σ2λ2
)
as t→∞ .
The weak convergence of distributions follows, see for example [1, Sect. 30,
p. 390].
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