Linear mixed effect models are powerful tools used to account for population structure in genome-wide association studies (GWASs) and estimate the genetic architecture of complex traits. However, fully-specified models are computationally demanding and common simplifications often lead to reduced power or biased inference. We describe Grid-LMM (https://github.com/deruncie/GridLMM), an extendable algorithm for repeatedly fitting complex linear models that account for multiple sources of heterogeneity, such as additive and non-additive genetic variance, spatial heterogeneity, and genotype-environment interactions. Grid-LMM can compute approximate (yet highly accurate) frequentist test statistics or Bayesian posterior summaries at a genome-wide scale in a fraction of the time compared to existing general-purpose methods. We apply Grid-LMM to two types of quantitative genetic analyses. The first is focused on accounting for spatial variability and non-additive genetic variance while scanning for QTL; and the second aims to identify gene expression traits affected by non-additive genetic variation. In both cases, modeling multiple sources of heterogeneity leads to new discoveries.
Introduction
. Performance and limitations of reference models for linear mixed model GWAS. The time complexity of each algorithm is approximate, assuming a model with only a single marker effect and no other fixed effects. Here, l is used to index full-rank random effects; σ 2 l are variance component parameters; n is the number of observations; and p is number of markers to test. Denote t 1 . . . t 7 to represent the number of iterations needed for convergence, which is expected to vary among methods (particularly for the iterations of grid search in Grid-LMM-fast), and may vary across markers. The terms g and g i are grid sizes for the Grid-LMM methods (i.e. the number of grid vertices that must be evaluated). Lastly, p i is the number of markers that need to be tested in iteration of i ∈ {1 . . . t 7 } of the Grid-LMM-fast method. The rate limiting terms in common GWAS applications (where p n) are in bold. "Method Type" describes the estimation of σ 2 l . "Exact" means effectively exact, up to machine precision and subject to possible convergence of algorithms to local maxima. "Null" means estimation of parameters under the null model with no marker effects. References list additional methods that are approximately equivalent to the given model classes. i=1 g i (n 3 + p i n 2 )) Present Work the highest ML (or REML) score for each marker to compute approximate likelihood 53 ratio and Wald tests [32, 38] , or analogously derive posterior distributions and Bayes 54 factors by summing appropriate statistics across the grid. The Grid-LMM approach 55 relies on a re-parameterization of the typical LMM framework from individual variance 56 components σ 2 l to variance component proportions h 2 l = σ 2 l /σ 2 , where σ 2 without the 57 subscript denotes the total sum of all variance components (including the residual). 58 Since the variance components must be non-negative, their proportions are restricted to 59 the unit interval [0, 1] and sum to 1, forming a simplex. Therefore, a finite grid can span 60 all valid parameter values. While the size of the grid increases rapidly with the number 61 of random effects, for a small number of random effects (∼1-8) and a moderate grid 62 resolution, the size of the grid remains tiny relative to the number of models in a typical 63 GWAS. As we show below, highly accurate test statistics are achieved even with a 64 coarse grid in most reasonable situations, and further improvements to efficiency are
Results
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As a first case-study, we used Grid-LMM to perform two types of genome-wide 83 association studies (GWAS) that benefit from modeling multiple random effects: (1) the 84 study of gene-environment interactions, and (2) detecting associations for phenotypes 85 driven by non-additive genetic variation or spatial variation. In both cases, there are 86 multiple sources of covariation among observations that can inflate test statistics and 87 bias estimates of heritability if not appropriately accounted for by using mixed models. 88 As an example of a GWAS with gene-environment interactions, we analyzed data on 89 flowering times for Arabidopsis thaliana [44] . First, we benchmarked results from 90 standard LMM methodologies to confirm that Grid-LMM association tests are accurate. 91 We ran Grid-LMM on both a fine-grained grid with a small step size of 0.01 h 2 -units, 92 and a larger step size of 0.1 h 2 -units, to test for associations between 216,130 single 93 nucleotide polymorphisms (SNPs) and flowering times of 194 accessions measured at 94 10C (i.e. in a constant environment). We compared the Wald-test p-values computed by 95 both Grid-LMM models to p-values computed using the exact method GEMMA [24] , and both environments. Nonetheless, it is expected to produce identical tests to the full 134 three-random-effect model and, therefore, serves as a viable benchmark for the 135 Grid-LMM results. We used the plasticity GWAS approach as a baseline to compare the 136 three models that use the raw data directly (Fig 1b) . As expected, ignoring the G×E 137 covariance leads to greatly inflated tests for the majority of markers. Grid-LMM 138 replicated GEMMA's plasticity p-values almost exactly when run with three random 139 effects; alternatively, a portion of the null-LMM-G×E's tests were deflated, implying 140 lower power. The full analysis using Grid-LMM with three random effects took 26 141 minutes. Fitting the same model for all 216,130 markers directly using an exact method 142 (e.g. LDAK [7] ) would take approximately 6 hours (about 14× longer). Note that LDAK is 143 not designed for re-estimating variance components for each SNP in 144 multiple-random-effect models and so, to conduct time comparisons, we simply ran the 145 program multiple times. This requires LDAK to re-load the covariance matrices for each 146 marker. However, by controlling the maximum number of iterations in the LDAK 147 optimization engine, we estimate that a maximum ≈ 33% of the running time for these 148 models is due to data import, with the remainder being due to the numerical 149 calculations. Results for days-to-flower (DTF) at 10C. Compared are EMMAX and Grid-LMM with grid sizes 0.1 and 0.01, respectively. The exact method GEMMA is treated as a baseline. Each method was applied to the same LMM with only the additive relationship matrix as a random effect, and p-values were computed using the Wald test. (b) GWAS for the gene-environment (G×E) interactions effects on DTF between the constant 10C and field conditions. GEMMA results are given for the plasticity of each accession (i.e. the difference DTF Field -DTF 10C ), and fit with a single random effect of the additive relationship matrix. The other three methods consider the full data with two observations per accession. Namely, Grid-LMM-A fit a "standard" GWAS with a grid step size 0.01, but with two random effects -the additive relationship matrix and an iid line effect. The other two models, null-LMM-G×E and Grid-LMM-G×E, fit three random effects -the additive relationship matrix, an iid line effect, and a G×E-additive relationship matrix representing the background covariation in gene-environment interactions among accessions.
Even when all individuals are measured in the same environment, the typical 151 additive relationship matrix may not account for all sources of covariation. In particular, 152 spatial variation and the sharing of non-additive alleles may also induce covariance, lead 153 to reduced power, and/or result in inflated tests in GWAS [45] . As an illustrative for Human Genetics (WTCHG) [46] . We first computed additive and pairwise-epistatic 157 relationship matrices, as well as a spatial-environmental covariance matrix based on the 158 523 different cages used in the experiment. Next, we compared p-values derived from an 159 LMM considering only the additive relationship matrix (as in a typical GWAS) to those 160 calculated by Grid-LMM using all three relationship matrices (Fig 2a-d ). Using the 161 three-random effect model, we identified associations on two chromosomes (numbers 4 162 and 11) that were not apparent when just using the additive relationship matrix as a 163 random effect. Both loci have been previously identified as size-associated QTL (see 164   Table S1 Table) [47, 48] . Genomic control values for the two models were both close to 165 one (A-only = 0.975, A+E+Cage = 0.974) (Fig 2b,d) . The three-random effect model 166 took 8.5 minutes to fit using Grid-LMM, while a full analysis on all 10,346 markers 167 would have taken approximately 10 hours with LDAK (more than 100× longer, of which 168 we estimate a maximum of ≈ 10% is spent on reading in data). Extrapolating to a 169 consortium sized genome-wide analysis with 1 million markers would take ≈ 14 hours 170 using Grid-LMM, as opposed to 40 days using LDAK. We see larger performance gains in 171 the mouse dataset compared to the Arabidopsis dataset because of the larger sample 172 size (n =1,814 vs. 350). LDAK (and other exact general-purpose REML methods) is 173 dominated by matrix inversions which scale with n 3 , while Grid-LMM is dominated by 174 matrix-vector multiplications which scale with n 2 (again see Table 1 ). The performance 175 advantage of Grid-LMM will increase even more for datasets with more individuals. Here, we used a uniform prior over the grid of variance component proportions and 180 assumed a standard normal prior for the marker effect sizes. In this setting, the Bayes 181 Factors were highly correlated with the frequentist p-values -they also highlight the same associations on chromosomes 4 and 11 (Fig 2e) . In general, Bayes Factors provide 183 additional flexibility for incorporating prior information on individual markers or even 184 combining results among multiple studies [49, 50] . The full Bayesian analysis for 185 Grid-LMM took 15.5 minutes, just 7 minutes longer than the frequentist analysis, 186 making it practical for genome-wide studies.
187
As a third case-study, we used Grid-LMM to estimate the additive and turn to the question of scalability. Specifically, we assess whether Grid-LMM is 217 sufficiently accurate for the much larger sample sizes commonly used in modern human 218 GWAS's. There are no conceptual hurdles to implementing Grid-LMM for studies with 219 tens-to-hundreds of thousands of samples and the improvement in time, relative to a 220 direct mixed modeling approach, should increase dramatically (see S1 Figa).
221
Unfortunately, total computational time and memory requirements will grow 222 significantly as well (see S1 Figb). For example, storing a single Cholesky decomposition 223 of the random effect covariance matrix for 100,000 samples would require approximately 224 80 Gb RAM and would take approximately two days to compute. This contrasts with 225 BOLT-LMM which can run a GWAS analysis of this size in less than an hour, while using 226 less than 10 Gb RAM [27] . However, BOLT-LMM is restricted to a single random effect 227 and uses a "null-LMM" approach for estimating variance component parameters as part 228 of a two-step analysis.
229
To test if Grid-LMM's accuracy changes with larger sample sizes, we artificially 230 increased and decreased the sample size of the WTCHG mouse dataset by a factor of 5, 231 simulated phenotypic data based on a randomly selected marker and a random effect 232 with an additive relationship matrix. We then compared the marker's p-values with two resolutions: 0.1 and 0.01 h 2 units. As a baseline, we also calculated p-values 235 with the two-step method that estimates variance components under the null 236 (null-LMM). See Methods for details on the simulations. We used a single random effect 237 for this experiment so that we could utilize the "diagonalization" trick [23, 24] to solve 238 for the variance components rapidly at large sample sizes. However, we expect the 239 results to be similar for other models. For the Grid-LMM tests, we assumed that the 240 nearest grid vertices were exactly centered around the variance component estimate 241 from the exact mixed model. This represented a "worse-case scenario" for Grid-LMM.
242
As a function of the variance contributed by the tested marker, the mean relative 243 difference in p-values among the four methods was approximately constant across the 244 three sample sizes (Fig 4a) . There were large differences when the marker effect was 245 large, diminishing to no difference for small effects. Grid-LMM(0.01) was barely 246 distinguishable from the Exact-LMM across all sample sizes and marker effect sizes.
247
Mean (-log 10 ) p-values from Grid-LMM(0.1) were similar to null-LMM for small effect 248 sizes, but closer to Exact-LMM for large effect sizes. This is expected because most 249 randomly selected markers are correlated with the dominant eigenvectors of the additive 250 relationship matrix; hence, large effect markers will affect the variance attributed to the 251 random effect, but small effect markers will not.
252
While the relative change in (-log 10 ) p-values is approximately constant, the range of 253 effect sizes where the approximate methods have a negative impact on power changes 254 across sample sizes. Assuming a genome-wide significance threshold of -log 10 (p) = 8 in 255 this dataset, even the null-LMM method will consistently declare any marker with an 256 effect size >≈ 0.02% of the total variance as significant for sample sizes ≈ 10, 000. If we 257 focus specifically on the range of effect sizes where the difference among methods may 258 have an impact on power, the rankings of the methods do change with sample size. At 259 the smallest sample size (i.e. n = 362), the mean -log 10 (p)-values of Grid-LMM(0.1) 260 cross the significance threshold at a smaller effect size than null-LMM. At the medium 261 and large sample sizes (n = 1814 and n = 9070), the mean -log 10 (p)-values for Grid-LMM is accurate but less important at larger sample sizes. We used a simulation study to assess the accuracy of the GridLMM approximations for GWAS at larger sample sizes. Data were simulated for three sample sizes (362, 1,814 and 9,070) samples, based off the WTCHG mice genotype data. Each simulation was parameterized such that a single randomly chosen marker explained a defined percentage of the total variance (0 − 0.15%) and 10% of the residual variation was explained by the additive relationship matrix between lines. Each simulation was run 1000 times with different causal markers. The -log 10 (p)-values were calculated with 4 methods: (i) Exact-LMM, an exact LMM implementation, (ii) null-LMM, a two-step method with the variance component percentage estimated under the null model, and (iii)-(iv) Grid-LMM with grid sizes of 0.1 and 0.01 h 2 units, respectively. For the Grid-LMM tests, we assumed that the grid was exactly centered around the variance component estimate from the exact mixed model -a "worse-case scenario" for Grid-LMM. (a) curves were fit using the geom smooth function from the ggplot2 package [54] . The horizontal line is at -log 10 (p) = 8, a typical genome-wide significance level. (b) The same curves as in (a), but zoomed in to the approximate range of marker effects with power 1 for each sample size. (c) Absolute differences in -log 10 (p) between each approximate method and Exact-LMM for the first 300 simulations (i.e. different causal markers) at each effect size. Note that the y-axes are different for each sample size in (a), and the x-axes are different for each sample size in (b).
Grid-LMM(0.1) cross the significance threshold at a larger effect size than null-LMM using the Grid-LMM-fast heuristic, Grid-LMM will never perform worse than null-LMM 268 because we peg the grid to the variance component estimate under the null model. We 269 repeated these tests for datasets with different variance components and sample sizes up 270 to n = 90, 700. These results were qualitatively similar; although, the difference between 271 Exact-LMM and null-LMM decreased when h 2 increased.
Discussion
273
Grid-LMM addresses a central obstacle to the practical use of linear mixed models: the 274 computational time needed to find optimal solutions for variance components. Our key 275 observation is that for many common quantitative genetics analyses, optimizing 276 variance component parameters to high precision is not necessary. When sample sizes 277 are large, statistical power will be sufficient to detect associations even under the 278 approximate null-LMM methods such as EMMAX [32] , pylmm [34] , or BOLT-LMM [27] . 279 However when sample sizes are more limited, as in the examples we have shown here, 280 the closer approximations achieved by Grid-LMM can increase power without greatly 281 increasing computational requirements. From a Bayesian perspective, the posterior 282 distribution of variance components tends to be broad even with large sample sizes, and 283 coarse approximations can be sufficient given the uncertainty in their true values [55] . 284 In GWAS applications, magnitudes of variance components are of less interest than the 285 accuracy of test statistics for the (fixed) SNP effects, and we show that these are 286 sufficiently accurate even with approximate variance component proportions.
287
The advantage to relaxing the need for perfect variance component solutions is a 288 vast reduction in both computational time and algorithmic complexity. This reduces the 289 time required for a typical GWAS sized dataset with two-or-more random effects from 290 days to hours, and provides a framework for applying LMMs to even more powerful 291 statistical tools [56] [57] [58] . We optimize variance component estimation with a grid search, 292 the simplest type of optimization algorithms. At each grid vertex, after conditioning on 293 (relative) variance component values, the LMM simplifies to a simple linear model; 294 therefore, general purpose solutions to normal linear models are available. This means 295 that the simple LMMs we explored in this paper can easily be generalized to more 296 complex methods used in other GWAS-type applications that currently cannot easily be 297 extended to experiments with heterogeneous samples (e.g. set-tests and multi-marker 298 regressions). 299 We demonstrated Grid-LMM using three examples that are broadly representative of 300 many experimental settings in quantitative genetics. The first was a study of 301 gene-environment interactions, while the second and third focused on the partitioning of 302 genetic variance among additive and non-additive components. Recent studies have 303 shown how neglecting gene-environment covariance when estimating heritability [8] or 304 testing genetic associations [34] can lead to biased estimates. There is little reason to 305 expect these results to be limited to controlled environmental settings, as we have 306 studied here. Previous work has found that incorporating spatial covariance through a 307 Gaussian radial basis function improved estimates of trait heritability within a sample 308 of individuals from Uganda [8] . Spatial variability also exists in agricultural field trials, 309 and two-step approaches are frequently used where spatial variation is removed first and 310 then genetic associations are tested on the residuals. This two-step procedure may be 311 underpowered when true effect sizes are large. Similarly, epistatic and other non-linear 312 genetic variation are known to be large for many traits [59] [60] [61] and accounting for this 313 variation may improve our ability to detect both the main effects of markers (as we 314 demonstrated above), as well as possibly interacting loci [17] . [20] . However, others have recommended uniform or half-t-family priors for 319 the standard-deviation parameters of hierarchical models [62] , which are easily 320 implemented in Stan [52] . We used a half-Student-t(3,0,10) distribution for each summaries like the posterior mean or estimates of the joint posterior density are highly 347 accurate (e.g. Fig 3) . Third, the Grid-LMM approach is limited to Gaussian linear mixed 348 models. Generalized linear mixed model algorithms rely on iteratively re-weighting the 349 observations, a function that changes the covariance matrix in a way that cannot be We consider the following parameterization of the standard linear mixed model:
where n is the number of observations, L is the number of random effect terms (not forming an L-dimensional simplex.
369
In GWAS applications, we assume that W is constant across markers and the value of α is not of central interest; meanwhile, X varies for each test and we aim to perform statistical inference on a subset of β. In heritability estimation applications, we focus on inferring the vector h 2 . In both cases, the vectors u l and e are nuisance parameters and we can integrate them out resulting in the following equivalent model:
If the matrix V is full-rank (which is guaranteed if h 2 e > 0), we can use the inverse of the Cholesky decomposition V = LL to transform Equation 2 to the following:
where y * = L −1 y, W * = L −1 W and X * = L −1 X. Equation 3 is a simple linear model for y * , with the likelihood function:
where efficient methods for inference of [α, β] and σ 2 are well known. We derive maximum-likelihood and restricted-maximum likelihood solutions for these parameters here, as well as posterior distributions under the conditional normal-inverse-gamma prior below. The log-likelihood and restricted-likelihood functions (respectively) for Equation 2 are:
and l R (y; α,β, σ 2 , h 2 ) = l F (y; α, β, σ 2 , h 2 ) + 1 2 (c + p)log(2πσ 2 ) + log | X X| − log| X * X * |
which are simple (and computationally inexpensive) updates to the likelihood function of Equation 3. Here, we denote | • | as the matrix determinant and let X = [W; X] and X * = [W * ; X * ], respectively. For ML and REML applications, we can calculate the profile likelihoods l F (y; h 2 ) and l R (y; h 2 ) as functions of the profile likelihood of the rotated data, which is formed by maximizing l F (y * ; α, β, σ 2 | h 2 ) with respect to α, β, and σ 2 . Namely:
where RSS y * = y * [I − P]y * is the residual sum of squares, and 370 P = X * ( X * X * ) −1 X * is a projection (hat) matrix.
Statistical inference by parallel grid search 372 We now outline the Grid-LMM approach for calculating approximate Wald-test statistics, 373 and then show extensions for computing Bayesian posterior distributions of variance 374 components and marker specific Bayes Factors.
375
A Wald test for the null hypothesis Mθ = 0 for θ = [α , β ] and an arbitrary q × (c + p) matrix M uses the general F-statistic:
with q and (n − c − p) degrees of freedom, where θ is the estimate of θ using the REML 376 estimate of V [63] . For Bayesian inference, rather than working with the profile likelihoods, we instead use a conditional normal-inverse-gamma prior ([α , β ] , σ 2 ) ∼ NIG(0, Ψ, a 0 , b 0 ), and then integrate over the prior to calculate the marginal likelihood of the data given h 2 . This results in the following:
where Γ(•) is the gamma function, Ψ * = (Ψ −1 + X V −1 X) −1 , a * = a 0 + n/2, and b * = b 0 + RSS y * ,Ψ /2 with RSS y * ,Ψ having the same form as RSS y * in Equation 6except with P = X * Ψ * X * X * Ψ * X * . See S1 Supplementary Methods for more detail on the specific derivations. We calculate the marginal likelihood p(y | h 2 ) at each vertex of the grid as described above. Assuming a discrete-valued prior p(h 2 ), we can then compute the posterior distribution of h 2 as:
where, for clarity, parameters that are a function of h 2 are denoted with a subscript.
404
Continuous target densities π(h 2 ) can be approximated as p(h 2 ) by assigning each grid 405 vertex a probability equal to the integral of π(h 2 ) over the L-dimensional rectangle 406 centered at the corresponding value h 2 . We assume a uniform prior over our grid for all 407 analyses presented in the main text. Bayes factors are computed by comparing models 408 under the alternative and null hypotheses as the ratios in Equation 9. All analytical 409 calculations -including the summation in Equation 9 -can be performed on the 410 log-scale to prevent numerical underflows. Terms common to both models drop out of 411 the ratio; therefore, limiting improper priors on α and σ 2 can be used, which results in 412 scale-independence [49] .
413
Accelerated grid searches 414 The full grid search described above is dramatically faster than the naive algorithm for mixed-model GWAS analyses, as long as the vertices of the grid is less than the number of genetic markers (i.e. g < p) and can easily be parallelized across multiple computers. However, g grows rapidly as the grid resolution and number of random effects increases:
for a grid with m divisions per h 2 l and, therefore, can still be slow. If we make two 415 assumptions which are commonly true, we can develop heuristics for both the 416 ML/REML and Bayesian algorithms that prevent the need to evaluate every grid vertex: 417
• The vast majority of markers have little association with the phenotype. This is a 418 common hypothesis in GWAS settings [64] [65] [66] [67] , and for our purposes, we merely 419 require that the percentage of variance explained individually by most markers is 420 smaller than the difference between grid vertices ≈ 1/m.
421
• The likelihood and/or posterior function is convex. This is not always true, since 422 both the likelihood and posterior functions can have > 1 maximum. However, the 423 conditions that cause these events are rare [68] , and most exact LMM algorithms 424 are also susceptible to converging to local maxima.
425
To search for the ML or REML solutions, we first find h 2 0 under the null model with no 426 marker effects. We calculate the profile (restricted)-likelihood scores for each test at h 2 0 , 427 and then form a grid centered at this value by adding or subtracting 1/m to each h 2 l in 428 all combinations. For two random effects, this grid will be a ring around h 2 0 with g 1 ≤ 8 429 vertices (depending on if h 2 0 is within 1/m of a boundary of the simplex). We calculate 430 the scores for each test at each vertex of the grid, and then compare the maximum 431 scores to the scores at h 2 0 . For every test, when no greater value is found, we choose h 2 0 432 as the maximum and skip the corresponding marker in all future calculations. For the 433 remaining p 2 markers, we select the set { h 2 0 , h 2 1 , . . . , h 2 j } of grid vertices that maximized 434 the scores for 1+ tests, and form a new grid of size g 2 around all of them, dropping 435 vertices already tested. This procedure is repeated t 7 times until the new grid no-longer 436 increases scores for any test and we are confident that all (approximate) maximums have been found. This accelerated search has total complexity 438 O(t 6 n 3 + pn 2 + t7 i=1 g i (n 3 + p i n 2 )), with t 6 the number of iterations needed to 439 optimize variance components under the null model, and p 1 = p (see Table 1 ). 440 Analogously, to accelerate evaluations of posterior distributions, we evaluate p(y | h 2 ) 441 over an initial grid of resolution 1/m 1 with discrete prior p m1 (h 2 ) and estimate the 442 posterior distribution as in Equation 9 . Summary statistics, such as the posterior mean 443 and variance, will be more accurate if the posterior mass is distributed across multiple 444 vertices of the grid. Therefore, we identify the set H = {h 2 l } of vertices that together 445 explain 99% of the posterior mass. If the size of this set is below a threshold (say 446 |H| = 10), we then form a new grid with double the resolution m 2 = 2m 1 and a new 447 prior p m2 (h 2 ). Vertices that overlap between the grids can be filled in directly. We then 448 begin filling in the new grid by evaluating vertices within 1/m 2 distance from any h 2 l 449 corresponding to the vertices in H. After each iteration, we re-calculate the set H, and 450 continue evaluating the neighboring vertices as long as H continues to grow. If the size 451 of H remains smaller than the threshold after whole grid is evaluated, or no new vertices 452 are added to H at the end of an iteration, we double the resolution again: m i+1 = 2m i 453 and repeat the grid-filling steps again. We note that this procedure is only appropriate 454 if the posterior is convex and, therefore, is limited to the case of uniform priors on h 2 . 455 A similar procedure was proposed for Bayesian inference in Gaussian process models in 456 the GPstuff toolbox, although it is not optimized for parallel inference in GWAS [55] . 457 To accelerate evaluations of GWAS Bayes Factors, we combine the two previously 458 described algorithms. In particular, we define a grid centered on h 2 0 with a resolution 459 1/m that is sufficiently fine such that we expect each posterior to be distributed across 460 multiple vertices. We then calculate p(y | h 2 ) for each test, starting from h 2 0 and moving 461 out in concentric rings on the grid. After each iteration, if the new ring contributes 462 < 0.01% to the total posterior mass (among evaluated vertices) for that test, we assume 463 the posterior is well characterized and stop evaluating p(y | h 2 ) for that marker. As for 464 the ML and REML solutions above, markers with little to no association with the 465 phenotype will lead to posteriors of h 2 that are concentrated close to h 2 0 ; hence, only 466 markers with large effects will shift p(h 2 | y) strongly to new regions of the grid.
467
Unless otherwise specified, we used accelerated grid searches for all Grid-LMM 468 analyses presented here with grid step sizes of 0.01 h 2 l units.
469
GWAS datasets 470
Genotype and phenotype data on 107 Arabidopsis thaliana traits and 216,130 genetic 471 markers were downloaded from 472 https://github.com/Gregor-Mendel-Institute/atpolydb/wiki. We follow 473 practices suggested by the original authors of these data and log-transformed a subset of 474 the phenotypes prior to analyses (except for traits that had values less-than or equal to 475 zero) [44] . For the analysis of gene-environment interactions in flowering time, we (1) 476 extracted the trait identifiers "7 FT10" (i.e. growth chamber at 10C) and "57 FT Field" 477 (i.e. field setting), (2) selected data from the 175 accessions that were measured in both 478 environments, and (3) concatenated the two datasets into a single vector of 350 479 observations. The two traits were individually standardized to have mean zero and 480 standard deviation one prior to analysis. We used the sommer package in R to calculate 481 an additive relationship matrix from all 216,130 markers [69] , and then created a G×E 482 kinship matrix as DZKZ D where K is the 175 × 175 additive genomic relationship 483 matrix, Z is a 350 × 175 incidence matrix linking observations to accessions, and D is a 484 350 × 350 diagonal matrix with elements equal to −1 or 1 corresponding to observations 485 measured under "7 FT10" and "57 FT Field", respectively. Plasticities for each 486 accession were calculated as the difference between "57 FT Field" and "7 FT10". We ran GEMMA (version 0.97) with the "-lmm1" option for Wald tests using the K matrix 488 described above. We emulated EMMAX and pylmm functionality by estimating variance 489 components using a null model with no marker effects, and either a single K matrix (for 490 single-trait analyses) or 3 random effects (for G×E analysis). Wald test statistics were 491 computed for each marker using our GridLMM R function with a grid consisting of only 492 a single vertex. For G×E analyses, we fit a model with a main effect of the environment, 493 a main effect for each marker of interest, and an interaction between the marker and the 494 environment -and then calculated the Wald-F statistic only for the interaction effect. 495 The heterogeneous stock of mice data from the Wellcome Trust Centre for Human 496 Genetics (http://mtweb.cs.ucl.ac.uk/mus/www/mouse/index.shtml) consists of 497 1,814 individuals from 85 families, all descending from eight inbred progenitor 498 strains [46] . We used the marker and phenotype data provided in the BGLR R 499 package [70] from which we extracted the "EndNormalBW" trait and information on 500 the gender and cage of each mouse. Gender was used as a covariate in all analyses, and 501 cage assignment was treated as a random effect in the three-random-effect models. Both sets of data were subsetted to an overlapping set of 665 accessions. K A was then 520 centered by projecting out the intercept and normalized to have mean diagonal elements 521 equal to one. The pairwise-epistasis genomic relationship matrix K E was calculated 522 with element-wise multiplication as K A K A , and then also normalized to have mean 523 diagonal elements equal to one. The gene expression matrix was normalized and 524 variance-stabilized using the varianceStabilizingTransformation function of the 525 DEseq2 package [71] . Grid-LMM REML estimates were compared to exact REML 526 estimates from the LDAK program with variance components constrained to be 527 non-negative. Grid-LMM posterior distributions estimates were compared to those 528 estimated using Stan [52] with the rstan R package [53] . To speed computation, we 529 diagonalized the K A covariance matrix by calculating the singular value decomposition 530 K A = USU , and pre-multiplying both sides of the LMM by U . We used a 
Power simulations 537
We compared the power of one and two-random effect models for detecting G×E 538 markers based on the Arabidopsis flowering time data. We calculated additive genetic 539 and G×E relationship matrices as described above using the actual genotypes. We then 540 simulated phenotypes by summing together a G×E effect of a particular marker, 541 (co)variance from the two random effects, and normally distributed error. For each 542 combination of marker effect sizes ({0, 0.025, 0.05, 0.1, 0.15, 0.2}% of the total 543 phenotypic variance), and random effect proportions (h 2 l ∈ {0, 0.4, 0.8} for each random 544 effect), we ran 10,000 simulations with different randomly selected markers from the 545 Arabidopsis genotype data. We then fit five models to each dataset and calculated 546 Wald-tests for marker G×E effects using each. The five methods consisted of three 547 two-random effect approaches including: (1) an exact two-random effect model fit with 548 LDAK, (2) the approximate two-random effect model fit with Grid-LMM with a grid size 549 of 0.1 h 2 -units, and (3) the approximate two-random effect model pylmm that conditions 550 on variance components estimated under the null model [34] . We also consider two 551 one-random effect models that could be fit with GEMMA: (4) a model that only included 552 the additive genetic relationships and ignored the G×E covariance, and (5) a model 553 that only included the G×E covariance and ignored the additive genetic relationships. 554 For each method and for each simulation scenario, we first calculated a genomic 555 control inflation factor [1] for the GxE marker tests as the ratio between the median 556 value of the the F -statistics returned by each model and the median value of a F 1,312 557 distribution since n = 316 and each model included p = 4 predictors (overall intercept, 558 environmental effect, the main effect of the marker, and the G× E interaction between 559 the environment and the marker). We then "corrected" all F -statistics by dividing by 560 the appropriate inflation factor, and calculated statistical power for each GWAS method 561 as the proportion of corrected Wald test p-values exceeding the genome-wide significance 562 level at the conventional Bonferroni corrected threshold P = 2 × 10 −7 (see S4 Fig) . 563 The results show that 
and the rotated model:
where K A = UD A U is a singular value decomposition of K A , and y * = U y, 583 X * = U X, g * = U g, and e * = U e. In model 12, both random effects have diagonal 584 covariance matrices, so V = h 2 D A + (1 − h 2 )I is also diagonal and can be trivially 585 inverted. We can find h 2 efficiently for any sample size n as a bounded one-dimensional 586 optimization problem where all operations have O(n) once U and D A are known.
587
However, computing K A = UD A U is O(n 3 ) and, thus, prohibitive for large samples.
588
To circumvent this, we simulated directly from model 12 by creating the eigenvalues D A 589 and the candidate markers X * directly. 590 We started with the genotypes of the 1,814 WTCHG heterogeneous stock mice 591 described above. We calculated K A as before and then calculated U and D A by 592 singular value decomposition. Next, we defined X * = U X for 1,000 randomly selected 593 autosomal markers from the original dataset. This initial procedure made up our 594 "medium" sized population. To create a "large" population, we simply repeated each 595 diagonal element of D A (i.e. the eigenvalues of K A ) five times, and correspondingly 596 repeated the n values of X * five times to create D A l and X * l with sample size 9,070.
597
While not completely realistic, this created a population similar to what we would 598 expect if the heterogeneous stock population was created five separate times from five 599 independent sets of progenitors; therefore, it has a similar level of structure relative to 600 its size as the original n = 1, 814 population. Lastly, we created a "small" population of 601 1/5 the original sample size by defining D As with the first 362 diagonal elements of D A , 602 and correspondingly the first 362 rows of X * . This small dataset had approximately the 603 same amount of genetic structure as the original dataset (and so more structure relative 604 to its size), but it represents a reasonable approximation to a highly structured small 605 dataset. As part of this exercise, we also created an "extra-large" dataset of size n = 606 90,700. However, those results were similar to the "large" dataset, and so we do not 607 present them here. The advantage of this simulation strategy is that we can create 608 simulated phenotypes with defined genetic and background effects without having to 609 repeatedly calculate large singular value decompositions.
610
With each set of 1,000 markers X * and random effect covariance matrix D A , we 611 created phenotype vectors y * such that the variance contributed by X * β was a defined 612 fraction between 0 and 0.15 in 16 steps, and then created residual vectors with h 2 = 0.1 613 by sampling from a multivariate normal distribution with covariance h 2 D A + (1 − h 2 )I. 614 We also experimented with h 2 = 0.5 and h 2 = 0.9 but results were similar except that datasets were created based on the Atwell genotype data and the G×E analysis. We 670 randomly selected 10,000 markers, generated simulated data with different proportions 671 of additive (G) and gene-environment interaction (G× E) variation for each marker, and 672 calculated Wald F -statistics for an interaction between the marker and the environment. 673 Bars show an estimate of genomic control inflation factors [1] for each of the following 674 five methods. exact-LMM-G+GxE is an exact LMM algorithm fit with LDAK. This model Figure 3 in the main 708 text are repeated, except the half-Student-t(3,0,10) prior on the standard deviation of 709 the variance components of K A and K E for the random effects was applied to each grid 710 vertex. The prior was approximated by simulating 1 × 10 4 independent draws for σ A , 711 σ E and σ e , converting these to prior draws for h 2 A and h 2 E , and then measuring the -log 10 (p) > 3 on chromosomes 4 and 11 are shown. Position information for each marker 730 is derived from [72] . Other studies that identified the same marker associations are 731 listed. WTC: Wellcome Trust Center Heterogeneous Stock Mice. LG,SM Advanced 732 Intercross: F 9 and F 10 generation mice from of an intercross between LG/J and SM/J 733 strains selected for differences in body size. 734 S1 Supplementary Methods Derivation of Bayesian posterior and Bayes Factors. 735
