1 Groups and subgroups (1.1) Definition and Remark. a) A set G together with a multiplication · : G × G → G : [g, h] → g · h fulfilling the following conditions is called a group: i) We have associativity (f g)h = f (gh), for all f, g, h ∈ G. ii) There is a right neutral element 1 ∈ G such that g = g · 1, for all g ∈ G.
iii) For any g ∈ G there is a right inverse g −1 ∈ G such that gg −1 = 1.
If additionally gh = hg holds, for all g, h ∈ G, then G is called commutative or abelian. If G is a finite set, the cardinality |G| ∈ N is called its order; if G is infinite we write |G| = ∞.
b) It is immediate that the product g 1 g 2 · · · g n ∈ G is well-defined independently from the bracketing, for all g 1 , . . . , g n ∈ G. If G is abelian, then it is also immediate that the product g 1 g 2 · · · g n ∈ G is independent from the order of the factors.
For g ∈ G we have 1
shows that g −1 is also a left inverse.
Now let 1 ∈ G be any right neutral element, then we have 1 = 1 · 1 = 1, hence the right neutral element is uniquely determined. Let g ∈ G be a right inverse of g ∈ G, then we have g −1 = g −1 · 1 = g −1 · gg = g , hence the right inverse of g ∈ G is uniquely determined.
For g ∈ G let g 0 := 1 and recursively g n+1 := g n · g and g −n := (g −1 ) n , for all n ∈ N 0 . Then it is immediate that g m g n = g m+n and (g m ) n = g mn , for all m, n ∈ Z. Moreover, if g, h ∈ G commute, i. e. we have gh = hg, then it is also immediate that we have (gh) n = g n h n = h n g n , for all n ∈ Z.
c) A subset U ⊆ G is called a subgroup, if 1 ∈ U and U is closed under taking products and inverses; then U again is a group. We write U ≤ G, and if U = G then U < G is called a proper subgroup. A proper subgroup U < G is called maximal, if U < V ≤ G implies V = G. E. g. the trivial group {1} and G are subgroups of G.
(1.2) Example. a) Let R be a ring. Then (R, +) is an abelian group. b) Let K be a field and K * := K \ {0}. Then (K * , ·) is an abelian group. c) For n ∈ N, the set of invertible matrices GL n (K) := {A ∈ K n×n ; det(A) = 0}, together with matrix multiplication, is called the general linear group in dimension n over K; it is abelian if and only if n = 1.
(1.3) Definition and Remark. a) Let X = ∅ be a set. Then S X := {π : X → X; π bijective}, together with concatenation of maps, is called the symmetric group on X; its elements are called permutations.
In particular, if X = {1, . . . , n} for some n ∈ N we write S n := S {1,...,n} ; for n = 0, i. e. X = ∅, we let S 0 := {1}.
b)
For n ∈ N we have |S n | = n!, as is seen by induction: For n = 1 we have S 1 = {id {1} }. For n ≥ 2 and π ∈ S n we have nπ = m for some m ∈ {1, . . . , n}, and hence π : {1, . . . , n − 1} → {1, . . . , n} \ {m} is bijective as well. Since there are n possibilities to choose m, there are n · |S n−1 | = n! possibilities for π. c) Any permutation in S n can be written uniquely, up to reordering the factors, as a product of disjoint cycles. Hence we use cycle notation, where often 1-cycles are left out: E. g. we have S 1 = {()}, and S 2 = {(), (1, 2)}, and S 3 = {(), (1, 2) , (1, 3) , (2, 3) , (1, 2, 3) , (1, 3, 2) }. While S 1 and S 2 are abelian, we from (1, 2, 3) · (1, 2) = (1, 3) = (2, 3) = (1, 2) · (1, 2, 3) deduce that for n ≥ 3 the group S n is not abelian.
(1.4) Example. Let O 2 (R) := {g ∈ GL 2 (R); g orthogonal} ≤ GL 2 (R) be the orthogonal group of rank 2 over R. We have O 2 (R) = {g ∈ O 2 (R); det(g) = 1}
. ∪ {g ∈ O 2 (R); det(g) = −1}, where SO 2 (R) := {g ∈ O 2 (R); det(g) = 1} ≤ O 2 (R) is the special orthogonal group consisting of rotations, and where {g ∈ O 2 (R); det(g) = −1} consists of reflections.
For n ≥ 3, let D ⊆ R 2 be a regular n-gon centred at the origin of the Euclidean plane, and let G := {g ∈ O 2 (R); Dg = D} ≤ O 2 (R) be its group of symmetries. The elements of G permute the vertices of D, and since the vertices contain an R-basis of R 2 the elements of G are uniquely described by these permutations. Thus assuming the vertices to be numbered 1, . . . , n counterclockwise, we may identify G with the dihedral group D 2n ≤ S n . We describe the elements of D 2n , showing that |D 2n | = 2n:
Since rotations in O 2 (R) are determined by their rotation angle, the rotations in D 2n are those with angle k · 2π n , for k ∈ {0, . . . , n − 1}. Thus D 2n contains precisely the n rotations τ k n , for k ∈ {0, . . . , n−1}, where τ n := (1, 2, . . . , n) ∈ S n . Since reflections in O 2 (R) are determined by their reflection axis, we have to distinguish the cases n odd and n even:
For n odd the reflection axis of an element of D 2n runs through one of the vertices of D and the edge opposite. Thus in this case D 2n contains precisely n reflections, one of them being σ n := (1)(2, n)(3, n − 1) · · · (
2 ) ∈ S n . For n even the reflection axis of an element of D 2n either runs through a pair of opposite vertices, or runs through a pair of opposite edges. Thus in this case D 2n also contains precisely n reflections, one of the former being σ n := (1)( n+2 2 )(2, n)(3, n − 1) · · · (
2 ) ∈ S n , and one of the latter being (1, 2)(3, n)(4, n − 1) · · · (
2 ) ∈ S n . E. g. for n = 3 we have D 6 = {(), (1, 2, 3) , (1, 3, 2) ; (2, 3) , (1, 3) , (1, 2)} = S 3 , and for n = 4 and n = 5 we have, respectively, (1.5) Definition and Remark. a) Let G be a group, and let {U i ≤ G; i ∈ I} where I = ∅ is an index set. Then i∈I U i ≤ G is a subgroup, while i∈I U i ⊆ G in general is not.
Let S ⊆ G. Then S := {U ≤ G; S ⊆ U } ≤ G is the smallest subgroup of G containing S. It is called the subgroup generated by S, where S called a generating set of S , and if S is finite then S is called finitely generated.
Letting S −1 := {g −1 ; g ∈ S}, it is immediate that S consists of all finite products of elements of S ∪ S −1 . We have ∅ = 1 = {1} and G = G, hence in particular any finite group is finitely generated.
b) A subgroup U ≤ G is called cyclic, if there is g ∈ U such that U = g . We have g = {g k ; k ∈ Z}, which implies that cyclic groups are abelian. Given g ∈ G, let |g| := | g | ∈ N . ∪ {∞} be its order.
E. g. we have (Z, +) = 1 = −1 , and for n ∈ Z we have (Z/nZ, +) = 1 .
(1.6) Theorem. Let C = g , and let I g := {k ∈ Z; g k = 1} Z. a) Then |g| is finite if and only if I g = {0}. In this case, we have I g = |g|Z Z and C = {g k ; k ∈ {0, . . . , |g| − 1}}. b) Any subgroup of C is cyclic as well. If |g| is finite, then there is a subgroup U ≤ C of order d ∈ N if and only if d | |g|; in this case U is uniquely determined.
Proof. a) If |g| is finite, then there are i = j such that g i = g j , hence g i−j = 1, thus 0 = i − j ∈ I g . If conversely I g = nZ = {0}, where n > 0, then for any i ∈ Z there are k, j ∈ Z such that 0 ≤ j < n and i = kn + j, implying g i = g j , thus g = {g k ; k ∈ {0, . . . , n − 1}} is finite. Finally, assume that there are 0 ≤ j < i < n such that g i = g j , then i − j ∈ I g such that 0 < i − j < n, a contradiction; hence the g k , where k ∈ {0, . . . , n − 1}, are pairwise distinct.
b) Let {1} = U ≤ C, and let I U := {k ∈ Z; g k ∈ U } = mZ Z, where m > 0. Hence we have g m ≤ U . Conversely, if g i ∈ U for some i ∈ Z, let k, j ∈ Z such that 0 ≤ j < m and i = km + j. This yields g j = g i−km = g i (g m ) −k ∈ U , thus j ∈ I U and hence j = 0, implying g i = (g m ) k ∈ g m . Thus we have U = g m .
Let n := |C| = |g| be finite, and let m ∈ Z. Then for k ∈ Z we have g mk = 1 if and only if n | mk, which holds if and only if (1.7) Example. We determine the subgroups of the symmetric group S 3 : It is immediate that any non-cyclic subgroup already coincides with S 3 . Hence the only non-trivial proper subgroups are the three cyclic subgroups (1, 2) , and (1, 3) , and (2, 3) of order 2, and the cyclic subgroup (1, 2, 3) = (1, 3, 2) of Table 1 .
(1.8) Definition and Remark. a) Let G be a group, and let U ≤ G. For g ∈ G let U g := {ug; u ∈ U } ⊆ G be the associated (right) coset, and let U \G := {U g; g ∈ G} be the set of all cosets of U in G. (1.9) Theorem: Lagrange. Let G be a group, let U ≤ G, and let T ⊆ G be a transversal of U in G. a) Then we have G = t∈T U t. b) If |G| is finite, then we have |G| = |U | · |T |.
Proof. a)
We have G = g∈G U g. Given g, h ∈ G we show that U g ∩ U h = ∅ implies U g = U h: Let vh ∈ U g ∩ U h for some v ∈ U , then for all u ∈ U we have uh = uv −1 vh ∈ U g, thus U h ⊆ U g, and similarly U g ⊆ U h. b) Since ug = u g implies u = u for all g ∈ G and u, u ∈ U , the map U → U g : u → ug is a bijection. Hence we have |U g| = |U | for all g ∈ G.
(1.10) Corollary. Let |G| be finite. Then for all g ∈ G we have |g| | |G|.
In particular we have g |G| = 1. Letting exp(G) := lcm{|g|; g ∈ G} ∈ N denote the exponent of G, we have exp(G) | |G|. If |G| is a prime, then G is cyclic.
(1.11) Theorem: Characterisation of cyclic groups. Let G be a finite group. Then G is cyclic if and only if G for any d ∈ N has at most one subgroup of order d.
Proof. For n ∈ N let (Z/nZ) * := {k ∈ Z/nZ; gcd(k, n) = 1} and ϕ(n) := |(Z/nZ) * | ∈ N be Euler's totient function. Hence for a cyclic group C of order n there are precisely ϕ(n) elements g ∈ C such that C = g . Thus the subgroup structure of cyclic groups implies d∈N,d | n ϕ(d) = n.
We only have to show the 'if' part: Let n = |G| > 1. For any d ∈ N there is an element of order d only if d | n, and in this case there at most ϕ(d) of them. Thus by d∈N,n =d | n ϕ(d) = n − ϕ(n) > 0 there is an element of order n.
2 Homomorphisms (2.1) Definition and Remark. a) Let G and H be groups. A map ϕ :
If ϕ is surjective it is called an epimorphism; if ϕ is injective it is called a monomorphism; if ϕ is bijective it is called an isomorphism, in this case we write G ∼ = H, and the inverse map ϕ −1 : H → G is an isomorphism as well. If G = H, then ϕ is called an endomorphism; if ϕ is a bijective endomorphism it is called an automorphism.
From this it is immediate that for U ≤ G we have U ϕ ≤ H, in particular im(ϕ) ≤ H, and for V ≤ H we have ϕ −1 (V ) ≤ G, in particular the kernel ker(ϕ) := ϕ −1 ({1}) = {g ∈ G; gϕ = 1} ≤ G is a subgroup.
in this case we write U G. If U G then inversion yields gU ⊆ U g for all g ∈ G, implying U g = gU and g −1 U g = U for all g ∈ G, hence in particular right and left cosets of U in G coincide. E. g. any subgroup of an abelian group is normal.
(2.2) Theorem: Homomorphism Theorem. Let G be a group. a) Let N G. Then the set G/N is a group with multiplication gN · hN := ghN for all g, h ∈ G, called the associated factor group. The natural map ν N : G → G/N : g → gN is an epimorphism such that ker(ν N ) = N .
Proof. a) We only have to show that multiplication is well defined: Let g ∈ gN and h ∈ hN . Then we have g = gm and h = hn for some m, n ∈ N , and thus g h = gm · hn = gh · h −1 mh · n ∈ ghN . Hence ν N is an epimorphism, and for g ∈ G we have g ∈ ker(ν N ) if and only if gN = N . b) Let g ∈ G and h := gϕ ∈ im(ϕ). Then we have ker(ϕ)g = ϕ −1 ({h}) = g ker(ϕ): We have (ker(ϕ)g) ϕ = {h} = (g ker(ϕ)) ϕ , and for
, hence g ∈ ker(ϕ)g∩g ker(ϕ). Thus ker(ϕ) G, and ϕ is injective if and only if ker(ϕ) = {1}.
Moreover, ϕ is well-defined and an epimorphism. We have (g ker(ϕ)) ϕ = 1 if and only if g ∈ ker(ϕ), hence ker(ϕ) = {1}, implying that ϕ is injective.
k is an epimorphism. If |g| = ∞ then we have ker(ϕ) = {0} Z and thus Z ∼ = C. If n := |g| ∈ N then we have ker(ϕ) = nZ Z and thus Z/nZ ∼ = C, where the natural epimorphism of additive groups is given as ν n : Z → Z/nZ : k → k. Hence for any n ∈ N . ∪ {∞} up to isomorphism there is precisely one cyclic group of order n; in multiplicative notation denoted by C n . c) Let K be a field. Then det : GL n (K) → K * is an epimorphism, and we have SL n (K) := ker(det) = {A ∈ GL n (K); det(A) = 1} GL n (K), being called the special linear group in dimension n over K. Thus we have
(2.4) Lemma. Let n ∈ N, and let π ∈ S n be a product of r ∈ N disjoint cycles. If π = τ 1 · · · τ s ∈ S n , where s ∈ N 0 and the τ i ∈ S n are transpositions, i. e. 2-cycles, then we have s ≡ n − r (mod 2).
Proof.
We proceed by induction on s ∈ N 0 : For s = 0 we have π = () and r = n. For s > 0 let τ s = (i, j) ∈ S n and σ := τ 1 · · · τ s−1 ∈ S n . Let σ be a product of r ∈ N disjoint cycles, by induction we have s − 1 ≡ n − r (mod 2).
. Hence π is a product of r = r + 1 disjoint cycles, and
. Hence π is a product of r = r − 1 disjoint cycles, and n − r ≡ n − r + 1 ≡ s (mod 2).
(2.5) Definition and Remark. a) For a k-cycle, where k ≥ 2, we have
, which is a product of k −1 transpositions. Hence any finite permutation can be written as a product of transpositions. This representation in general is not unique, not even the number of transpositions is: (1, 2, 3) = (1, 3)(1, 2) = (1, 2)(2, 3) = (1, 2)(1, 3)(2, 3)(1, 2) ∈ S 3 .
b) Thus the sign map sgn :
s , where n ∈ N and the τ i ∈ S n are transpositions, is a homomorphism. Its kernel A n := ker(sgn) ≤ S n is called the associated alternating group; the elements of A n and S n \ A n are called even and odd permutations, respectively.
For n = 1 we have im(ϕ) = {1}, hence A 1 = S 1 . For n ≥ 2, since sgn((1, 2)) = −1, the sign homomorphism is surjective, hence A n S n such that S n /A n ∼ = C 2 , in particular we have |A n | = n! 2 .
3 Actions (3.1) Definition and Remark. a) Let G be a group, and let X = ∅ be a set. Then G is called to act on X, and X is called a G-set, if there is an action map
If X and Y are G-sets, then a map α : X → Y such that (xg)α = (xα)g for all x ∈ X and g ∈ G is called a homomorphism of G-sets. Isomorphic G-sets are also called equivalent.
From ϕ g ϕ h = ϕ gh , for all g, h ∈ G, we get an action homomorphism ϕ : G → S X : g → ϕ g . If ϕ is injective, then the action is called faithful.
g defines an action of G on X: From ϕ 1 = id X we get x1 = x, and ϕ g ϕ h = ϕ gh implies x(gh) = (xg)h for all g, h ∈ G and x ∈ X.
c) The relation O := {[x, y] ∈ X × X; y = xg for some g ∈ G} is an equivalence relation on X: From x1 = x we infer that O is reflexive; from y = xg we get yg −1 = x, implying that O is symmetric; and from y = xg and z = yh we get z = xgh, implying that O is transitive. Given x ∈ X, its equivalence class xG := {xg ∈ X; g ∈ G} again is a G-set, called the G-orbit of x ; its cardinality |xG| is called its length, and a subset T ⊆ G such that T → xG : t → xt is a bijection is called a transversal of xG with respect to x; transversals exist by the Axiom of Choice. Let X/G := {xG ⊆ X; x ∈ X}; if |X/G| = 1, i. e. X consists of a single G-orbit, then X is called a transitive G-set.
(3.2) Example. a) Let G be a group, and let X = ∅. Then G → S X : g → id X induces the trivial action; its orbits are the singleton subsets of X, and hence Stab G (x) = G for all x ∈ X.
Using the identity map id Sn : S n → S n , any subgroup G ≤ S n acts naturally on {1, . . . , n}. The natural action of the full symmetric group S n is transitive, and we have Stab Sn (n) = S n−1 . b) Let G be a group, and let U ≤ G. Then U acts on G by left multiplication
Hence the U -orbit of g ∈ G is the right coset U g ⊆ G, and we have Stab U (g) = {1}.
c) The group G acts transitively on U \G by right multiplication ρ g : U \G → U \G : U x → U xg for all g ∈ G: We have (U x)1 = U x and (U x)gh = (U xg)h for all g, h, x ∈ G, as well as U g = (U 1)g. Moreover, we have Stab G (U ) = U . 
Proof. a) For g ∈ G and h ∈ Stab G (x) we have xhg = xg, hence β is welldefined, and since G acts transitively β is surjective. For g, g ∈ G such xg = xg we have g g 
Conversely, replacing x ∈ X by xg ∈ X, we may assume that Stab
(3.4) Corollary: Cayley's Theorem. Let G be a group. Then G is isomorphic to a subgroup of S G .
Proof. G acts transitively on {1}\G ∼ = G, called the regular action, and we have Stab G (1) = {1}. Hence for the associated action homomorphism ϕ : G → S G we have ker(ϕ) ≤ Stab G (1) = {1}, thus ϕ is injective.
The associated orbits are called the conjugacy classes of G; the action is transitive if and only if G = {1}.
Given x ∈ G, the stabiliser C G (x) := Stab G (x) = {g ∈ G; gx = xg} is called the centraliser of x in G. For the action homomorphism κ : G → S G we have Z(G) := ker(κ) = {x ∈ G; gx = xg for all g ∈ G} G, called the centre of G.
The associated orbits are called the conjugacy classes of subgroups of G; the action is transitive if and only if G = {1}. Let G be a finite group, and let X be a finite G-set. Then the number of orbits is given by |X/G| = 1 |G| · g∈G |Fix X (g)|, where Fix X (g) := {x ∈ X; xg = x} is the set of fixed points of g ∈ G.
Proof. Letting O := {[x, g] ∈ X × G; xg = x}, we use double counting: On the one hand we have |O| = g∈G |{x ∈ X; xg = x}| = g∈G |Fix X (g)|.
On the other hand we have |O| = x∈X |{g ∈ G; xg = x}| = x∈X |Stab G (x)|. For y ∈ xG we have |yG| = |xG|, and thus |Stab G (x)| = |Stab G (y)|. Letting T ⊆ X be a set of orbit representatives, we get
(3.7) Example. A necklace with n ≥ 3 pearls having k ∈ N colours is a map η : {1, . . . , n} → {1, . . . , k}. The set {1, . . . , n} may be considered as the set of vertices of a regular n-gon D, and necklaces are called equivalent if they arise from each other by a symmetry of D.
Let N n,k := {η : {1, . . . , n} → {1, . . . , k}}; hence we have
. The equivalence classes of necklaces are precisely the D 2n -orbits on N n,k , their number t n,k := |N n,k /D 2n | ∈ N can be determined using Burnside's Lemma: 
For π ∈ S n and η ∈ N n,k we have η π = η if and only if iπ −1 η = iη for all i ∈ {1, . . . , n}. This holds if and only if η is constant on the various disjoint cycles of π. Hence if π has r ∈ N disjoint cycles then we have |Fix N n,k (π)| = k r .
E. g. for n = 3 and n = 4 we from Table 2 get
(3.8) Lemma: Schreier. Let G = M be a group, let X be a G-set, and let T := {t y ∈ G; y ∈ X} be a transversal of xG ⊆ X with respect to x ∈ X, such that y = xt y for all y ∈ X and t x := 1. Then we have Stab
Proof.
y , implying S −1 ⊆ S and by symmetry S −1 = S , hence S = S, S ≤ Stab G (x).
Let 1 = h = g 1 ·· · ··g r ∈ Stab G (x) where r ∈ N and g i ∈ M ∪M −1 , let t 1 := 1 ∈ T as well as t i+1 := t xtigi ∈ T and
(3.9) Algorithm: Orbit-stabiliser. Let G = M be a group, where M ⊆ G is finite, let X be G-set, and let x ∈ X. If xG ⊆ X is finite, then xG is enumerated, and a transversal of xG and a generating set of Stab G (x) are found as follows:
At any time we have Y ⊆ xG ⊆ X, where the elements of Y are pairwise distinct. Since xG is finite the algorithm terminates. Letting ϕ : G → S xG : g → g be the associated action homomorphism, any g ∈ im(ϕ) can be written as g = g 1 ·· · ··g r where r ∈ N 0 and g i ∈ M . Induction on r shows that on termination we have xG ⊆ Y . At any time we for all i ≤ length(Y ) have xT
, and on termination we have S = Stab G (x).
4 Sylow's Theorem Let p be a prime, and let G be a finite group.
In particular, we have Syl p (G) = ∅, all Sylow p-subgroups are conjugate in G, all normalisers of Sylow p-subgroups are conjugate in G, and
i∈I X i be its decomposition into G-orbits, where I is an index set, let {M i ⊆ G; i ∈ I} be a set of orbit representatives, and let
Q acts by right multiplication on P \G, and the associated orbits P gQ ⊆ G, where g ∈ G, are called P -Q-double cosets. Let G = i∈I P g i Q, where I is an index set and g i ∈ G. For h ∈ Q we have P gh = P g if and only if ghg
(4.4) Corollary: Cauchy's Theorem. If p | |G| then G possesses an element of order p. Thus G is a p-group if and only if any element of G has p-power order.
(4.6) Theorem: Brodkey (1963). Let p be a prime, let G be a finite group, and let P ∈ Syl p (G) be abelian. Then there is P ∈ Syl p (G) such that
We proceed by induction on |G|, and hence we may assume that O p (G) = {1}. Moreover we may assume that p | |G|, and hence let r ∈ N minimal such that there are
By conjugacy of Sylow p-subgroups we have A = {1}. Since the P i are abelian we have A ≤ Z(H), hence A ≤ O p (H), and since . We consider the subgroups of G:
i) For any P 5 ∈ Syl 5 (G) we have P 5 ∼ = C 5 , thus P 5 contains 4 elements of order 5. Since has the trivial intersection property
, we have |Syl 5 (G)| = 6 and thus |N G (P 5 )| = 10. Conversely it is immediate that any subgroup U < G such that |U | = 10 is of the form N G (P 5 ) for some
ii) For any P 3 ∈ Syl 3 (G) we have P 3 ∼ = C 3 , thus P 3 contains 2 elements of order 3. Since
, we have |Syl 3 (G)| = 10 and thus |N G (P 3 )| = 6. Conversely it is immediate that any subgroup U < G such that |U | = 6 is of the form N G (P 3 ) for some P 3 ∈ Syl 3 (G). For
, and counting elements of order 2 yields
is a trivial intersection subgroup, U has 9 elements of order 2, and thus 2 elements of order 3, implying that |Syl 3 (U )| = 1, thus
iv) Assume there is U < G such that |U | = 15, and let
Assume there is U < G such that |U | = 20, and let
Assume there is U < G such that |U | = 30, then U G, and since G/U ∼ = C 2 we conclude that U contains all of the 24 elements of order 5 and all of the 20 elements of order 3, a contradiction.
We conclude that G does not have non-trivial proper normal subgroups, i. e. G = A 5 is simple. Moreover, a Sylow-type existence statement even for arbitrary divisors d | |G| such that ggT(d, 
Since S is abelian and Z(G) = {1} we conclude S < C G (T ) < G, and thus |C G (T )| = 12. If S ∩ S = {1} for all S = S , then assuming that N G (S) = S we get |Syl 2 (G)| = 15, and thus there are 45 elements having 2-power order, a contradiction. Hence we have S < N G (S) < G, and thus |N G (S)| = 12.
In any case there is a monomorphism ϕ : G → S 5 . Assume that im(ϕ) ≤ A 5 , then ϕ · sgn : G → C 2 is non-trivial, a contradiction. Thus we have ϕ : G → A 5 . c) We consider the truncated icosahedron (Buckminsterfullerene, soccer ball), centred at the origin of the Euclidean space R 3 : The icosahedron is one of the 5 regular platonic solids, next to the tetrahedron, the cube, the octahedron, and the dodecahedron. The icosahedron has 20 triangular faces, and 12 vertices at each of which 5 of the faces meet. Truncating at the 12 vertices yields a regular solid having 60 vertices, and 12 pentagonal and 20 hexagonal faces, where each pentagonal face is surrounded by hexagonal ones, and each hexagonal face is surrounded by hexagonal and pentagonal ones.
We consider its group of symmetries, i. e. the group G ≤ SO 3 (R) of rotations mapping the truncated icosahedron to itself. G acts on the 12 · 5 = 60 pairs of adjacent pentagon-hexagon pairs. It is immediate that G acts transitively, and that any element is uniquely determined by the image of a fixed adjacent pentagon-hexagon pair. Thus we have |G| = 60. There are 6 pairs of opposite pentagons, giving rise to 6 rotation axes of order 5, yielding 6 · 4 = 24 elements of order 5. There are 10 pairs of opposite hexagons, giving rise to 10 rotation axes of order 3, yielding 10 · 2 = 20 elements of order 3. Finally, there are 30 hexagon-hexagon edges, giving rise to 15 opposite pairs, yielding 15 rotation axes of order 2, hence 15 elements of order 2.
We show that G ∼ = A 5 : Fixing a rotation axis of order 2, there are precisely two other rotation axes of order 2 orthogonal to the given one. The associated rotations τ 1 , τ 2 ∈ G and τ 3 = τ 1 τ 2 ∈ G generate a non-cyclic abelian subgroup
, hence counting elements of order 2 yields |Syl 2 (G)| = 5 and |N G (V )| = 12. Thus the conjugation action of G on Syl 2 (G), which is isomorphic as a G-set to N G (V )\G acted on by G by right multiplication, yields a homomorphism ϕ : G → S 5 . We show that ϕ is injective such that im(ϕ) ≤ A 5 :
There is a rotation axis of order 3 such that conjugation with the associated rotation ρ ∈ G yields κ ρ :
is generated by elements of order 3. Joining an element of order 5 shows that G is generated by elements of odd order, thus im(ϕ) ≤ A 5 . We have ker(ϕ) =
, we conclude V ∩ ker(ϕ) = {1} and thus ker(ϕ) = {1}.
5 Primitivity (5.1) Definition. Let G be a group, and let X be a transitive G-set. A subset
The set X and the subsets {x} ⊆ X are called the trivial blocks; if these are the only blocks then X is called primitive, and imprimitive otherwise.
The transitive G-set B := {Bg ⊆ X; g ∈ G} is called the associated block system. It is immediate that B partitions X, and we have a natural homomorphism of G-sets X → B mapping each element of X to the block it is contained in. Using the block stabiliser
in particular if |X| is a prime then G acts primitively.
(5.2) Proposition. Let G be a group, let X be a transitive G-set, and let x ∈ X. Then the map β : {H ≤ G; Stab G (x) ≤ H} → {B ⊆ X block; x ∈ B} : H → xH is an inclusion-preserving bijection with inverse map β
In particular, any block B ⊆ X is a transitive Stab G (B)-set, and if |X| ≥ 2 then X is primitive if and only if Stab G (x) < G is a maximal subgroup.
Proof. Let y ∈ xH ∩ xHg for some g ∈ G.
Then there are h, h ∈ H such that y = xh = xh g, hence h gh −1 ∈ Stab G (x) ≤ H, implying g ∈ H and xH = xHg. Thus xH is a block, showing that β is well-defined. Conversely, from x ∈ B we get Stab G (x) ≤ Stab G (B), showing that β −1 is well-defined.
If for g ∈ G we have xHg = xH, then in particular there is h ∈ H such that gh
Since xHh = xH for all h ∈ H we conclude Stab G (xH) = H and thus ββ −1 = id. Conversely, for a block B ⊆ X and x, x ∈ B there is g ∈ G such that xg = x . Hence Bg ∩ B = ∅, implying Bg = B, thus g ∈ Stab G (B). Hence B = xStab G (B) ⊆ X, thus β −1 β = id.
(5.3) Proposition. Let G be a group, let N G, and let X be a transitive G-set. Then the N -orbits in X form a block system for G.
In particular, if X is a primitive faithful G-set and N = {1} then N is transitive.
(5.4) Definition and Remark. a) Let G be a group, let U ≤ G, and let X := U \G; hence G acts on X by right multiplication. Let T := {t x ∈ G; x ∈ X} ⊆ G be a transversal of U in G, and for g ∈ G and x ∈ X let u x,g := t x gt −1 xg ∈ U . Let H be a group, and let H X := {f : X → H}, which is a group by pointwise multiplication and called the X-fold direct product of H with itself. Let
, where the U -action on H is given by τ , but omitted from the notation: For all g, h ∈ G we have u xh
We have
X is called the associated twisted wreath product. If τ is trivial, then H X G is called the associated (ordinary) wreath product.
We show independence of the choice of the transversal T : Let T := {t x ∈ G; x ∈ X} be a transversal of U in G, hence we have t x := u x t x ∈ G where u x ∈ U . Then for all g ∈ G we have u x,g = u x t x gt
xg ∈ U , and γ := x∈X (u
From this it is immediate that the semidirect products afforded by T and T are isomorphic.
, where ϕ X : G → S X is the action homomorphism associated to X, and thus xgf = xf ∈ ker(ϕ Y ) = {1}
for all x ∈ X, where ϕ Y : H → S Y is the action homomorphism associated to Y , hence we have f = 1 as well.
(5.5) Proposition. Let G be a group, let X be a transitive G-set with associated action homomorphism ϕ X , let B be a block system, and let B ∈ B be a block. Then there is a homomorphism β : G → S B B S B , such that the G-actions ϕ X and β · ϕ B×B are isomorphic, where ϕ B×B is the action homomorphism associated to the standard action of S B B S B .
, where t ∈ T such that x ∈ Bt. Let ϕ B be the restriction of (ϕ X )| U to the transitive U -set B, and let ϕ B be the action homomorphism associated to the transitive G-set B, being induced by the natural map X → B. Then let β :
), the wreath product being formed with respect to T .
We show that ι induces an isomorphism between the G-actions ϕ X and β ·ϕ B×B ; it then follows from the injectivity of ϕ B×B that β indeed is a homomorphism: Let x ∈ X and g ∈ G, let t ∈ T such that x ∈ Bt, and let t ∈ T such that Btg = Bt , hence xg ∈ Bt . Then the standard action yields (xι)
(5.6) Definition and Remark. a) Let G be a group, let X be a G-set, and
Hence X is 1-fold transitive if and only if X is transitive.
It is immediate that X is k-fold transitive, where k ≥ 2, if and only if X is transitive and Stab G (x) acts (k − 1)-fold transitively on X \ {x}, for some and hence for all x ∈ X. In particular, if |G| and |X| are finite and X is k-fold transitive, where k ∈ N, then
If X is sharply (1-fold) transitive, then X is called regular; in this case the map G → X : g → xg is a bijection for any x ∈ X. c) If X is 2-fold transitive then X is primitive: Let B ⊆ X be a block, let x = x ∈ B, and let x ∈ X. Then there is g ∈ G such that xg = g and x g = x , implying that x ∈ B, and hence B = X.
(5.7) Lemma: Rudio (1888). Let G be a group, and let X be a finite transitive G-set. a) Let ∅ = Y ⊂ X and y ∈ Y as well as y = x ∈ X. If X is primitive, then there is g ∈ G such that y ∈ Y g and x ∈ Y g. b) Let H ≤ G, and let Y ⊆ X be a primitive H-set such that |Y | >
and B = X. Thus we may assume that |Bg ∩ Y | ≤ 1 for all g ∈ G, implying |{Bg; g ∈ G}| ≥ |Y | > |X| 2 , hence |{Bg; g ∈ G}| = |X| and |B| = 1. Proof. We first show that G acts 2-fold primitively on X, i. e. G acts 2-fold transitively where Stab G (x) acts primitively on X \ {x} for x ∈ X. We proceed by induction on |Z| ∈ N, where for Z = {z} the stabiliser H = Stab G (z) acts primitively on Y = X \ {z}. Letting |Z| ≥ 2 we distinguish two cases:
, and let y, z ∈ Z such that y = z. Hence by Rudio's Lemma there is g ∈ G such that z ∈ Zg and y ∈ Zg. We have
where since z ∈ Z ∩ Zg and y ∈ Z ∩ Zg we have 1 ≤ |Z ∩ Zg| < |Z|. Let 
This by induction shows the above assertion. We now proceed by induction on |Z| = |X|−|Y | ∈ N; for |Z| = 1 the group G acts 2-fold transitively by the above assertion. Let |Z| ≥ 2, and let z ∈ Z, hence we have X \ {z} = Y . ∪ (Z \ {z}). Since G acts 2-fold primitively we conclude that Stab G (z) acts primitively on X \ {z}, implying that Stab G (z) acts (|X| − |Y |)-fold transitively on X \ {z}. | |G|. It follows from (6.5), and by inspection for n ≤ 4, that A n S n for any n ≥ 2 is the only subgroup of index 2.
6 Multiple transitivity (6.1) Theorem. Let G be a group, and let X be a sharply 4-fold transitive faithful G-set. Then we have |X| ∈ {4, 5, 6, 11}.
Proof: Tits (1952). i) We may assume that {1, 2, 3, 4} ⊆ X, and let t ∈ G be the uniquely determined element such that t = (1, 2)(3)(4) · · · · ∈ S X . Hence we have
acts on Fix X (t), as well as on the set C := {{i, j} ⊆ X; i = it = j} of 2-cycles of t. Since H ≤ Stab G (1) we have 1 H = 1 and thus 2 H = 2, and since {3, 4} ⊆ Fix X (t) we conclude that H acts faithfully on Fix X (t), hence |H| ≤ 6.
Since {1, 2} H = {1, 2} we infer that H also acts on C := C \ {{1, 2}}, provided C = ∅. In this case let i, j, k, l ∈ X \ {1, 2} such that {i, j}, {k, l} ∈ C , i. e. we have t = (1, 2)(3)(4) · · · · · (i, j) · · · · · (k, l) · · · · , and let g ∈ G be the uniquely determined element such that 1g = 1 and 2g = 2 as well as ig = k and jg = l. Then we have t g = (1, 2) · · · · · (k, l) · · · · , implying that t g = t and thus g ∈ H, hence H acts transitively on C . Let h ∈ G be the uniquely determined element such that 1h = 1 and 2h = 2 as well as ih = j and jh = i. Then we have t h = (1, 2) · · · · · (i, j) · · · · , hence t h = t and h ∈ H. Since h 2 = 1 we infer 2 | |Stab H ({i, j})|. Thus we have |C | ≤ 3, implying that |X| = |Fix X (t)| + 2 · |C | + 2 ≤ 11. Moreover, if |X| is even then we have |Fix X (t)| = 2, implying that |H| = 2 and thus |C | ≤ 1 and |X| ≤ 6.
ii) Assume we have |X| ∈ {7, 9}, then |X| = p + 2 for some prime p ≥ 5. Let P ∈ Syl p (G). From |G| = (p + 2)(p + 1)p(p − 1) we infer P = s ∼ = C p , where we may assume X = {1, . . . , p + 2} and s := (1, . . . , p)(p + 1)(p + 2) ∈ S X . It is immediate that for any g ∈ C G (s) we have g = (1, . . . , p)
Assume there is 1 = n | 2(p − 1) such that n ≡ 1 (mod p), then we have n = p+1 = 2(p−1), implying p = 3, a contradiction. Hence from
, and thus |N G (P )| = 2p(p − 1). This implies 2 | 2p | |C G (P )|, thus C G (P ) (b) .
The sharply 3-fold transitive finite groups are as follows (Zassenhaus, 1936) :
where q is an odd prime power, PSL 2 (F q ) := SL 2 (F q )/Z(SL 2 (F q )) is the projective special linear group, where since q is odd we have Z(SL 2 (F q )) = {αE 2 ∈ SL 2 (F q ); α ∈ F * q , α 2 = 1} ∼ = C 2 , and the outer automorphism of PSL 2 (F q 2 ) induced by G is the product of the commuting automorphisms of order 2 induced by PSL 2 (F q 2 ) PGL 2 (F q ) and by the Galois automorphism of F q ⊆ F q 2 , respectively.
In both cases we have the natural action on the projective line P(F 2 q ) := { v ≤ F 2 q ; v = 0}. In particular, for q = 3 we have A 6 ∼ = PSL 2 (F 3 2 ) G ∼ = Stab M11 (1). The sharply 2-fold transitive finite groups are classified as well (Zassenhaus, 1936) . Finally, any finite group acts regularly on itself by right multiplication. b) Using the type classification of primitive groups in the O'Nan-Scott Theorem (1979) and the classification of finite simple groups (CFSG) (∼1981), it can be shown that all 4-fold transitive finite groups are given as follows: i) S n for n ≥ 4 is sharply n-fold transitive. ii) A n for n ≥ 6 is sharply (n − 2)-fold transitive.
iii) The sporadic simple Mathieu groups (1860/1873): M 11 < S 11 is sharply 4-fold transitive, M 12 < S 12 is sharply 5-fold transitive, M 23 < S 23 is (not sharply) 4-fold transitive, and M 24 < S 24 is (not sharply) 5-fold transitive.
The Mathieu group Stab M23 (1) ∼ = M 22 < S 22 is (not sharply) 3-fold transitive.
(6.3) Theorem. Let G be a finite group, let N G, let X be a k-fold transitive faithful G-set such that N acts regularly, let x ∈ X and H := Stab G (x) ≤ G. Proof. Since N acts regularly on X we have H ∩ N = {1}. For g ∈ G letting n ∈ N such that xn = xg shows gn −1 ∈ H, implying G = HN and thus G ∼ = H N . We have a bijection ϕ : N := N \ {1} → X \ {x} : n → xn. For all h ∈ H and n ∈ N we have (n h )ϕ = xh −1 nh = xnh = (nϕ)h, hence ϕ is an isomorphism of H-sets, where H acts faithfully on N by conjugation.
Let k ≥ 2. Then H acts transitively on N , and thus all elements of N have the same order, which by Cauchy's Theorem is a prime p. Thus N is a p-group, and since Z(N ) ∩ N = ∅ is H-invariant we conclude that N is abelian.
and H acts 2-fold transitively on N , there is h ∈ H such that x h = x and (x −1 ) h = y, which since (
Hence N is 2-elementary abelian. Assume that |N | > 4, then let x = y ∈ N , hence x, y = {1, x, y, xy} ∼ = C 2 2 , and z ∈ N \ {x, y, xy}. Since H acts 3-fold transitively on N there is h ∈ H such that x h = x and y h = y and (xy) h = z, which since (xy) h = x h y h = xy is a contradiction. Hence |N | = |X| = 4 and G ∼ = S 4 . 
, the affine linear group, which acts naturally on F n p by affine F p -linear maps [g, t] : F n p → F n p : x → xg + t for all g ∈ GL n (F p ) and t, x ∈ F n p . Moreover we have:
There is a unique conjugacy class of subgroups of GL 4 (F 2 ) isomorphic to A 7 , from which it is immediate that G ∼ = A 7 F 4 2 is unique up to isomorphism; moreover A 7 acts 2-fold transitively on F 4 2 \ {0}, hence G indeed is 3-fold transitive.
(6.5) Theorem. For n ≥ 5 the alternating group A n is simple.
We proceed by induction, the group A 5 being simple. Let n ≥ 6, hence A n acts 4-fold transitively, thus primitively, implying that Stab An (n) = A n−1 < A n is a non-normal maximal subgroup. Assume there is {1} = N A n , hence N acts transitively. Since A n−1 ≤ N and A n−1 is simple, we have N ∩A n−1 = {1}, thus N acts regularly. Hence (6.3) implies n = 4, a contradiction.
7 Soluble and nilpotent groups (7.1) Definition. Let G be a group. a) Let A be a group, and let α : A → Aut(G) be a homomorphism. Then A acts on G by g a := g (aα) , for a ∈ A and g ∈ G; the A-set G is called an A-group.
A subgroup H ≤ G such that H a ⊆ H, for all a ∈ A, is called A-invariant; in this case H also is an A-group and we write H ≤ A G. If N A G then G/N is an A-group by (N g) a := N g a , for a ∈ A and g ∈ G. The Inn(G)-invariant subgroups of G are its normal subgroups. An Aut(G)-invariant subgroup of G is called characteristic.
If G and H are A-groups, then a group homomorphism ϕ : G → H which also is a homomorphism of A-sets is called an A-homomorphism. It is immediate that in this case ker(ϕ) A G and im(ϕ) ≤ A H, and that the induced map ϕ : G/ ker(ϕ) → im(ϕ) is an A-isomorphism; we write G/ ker(ϕ) ∼ =A im(ϕ). If G is a {id G }-chain it is called a subnormal series; we write G i G. If G is an Inn(G)-chain, i. e. we have G i G for all i ∈ {0, . . . , l}, it is called a a normal series. If G is an Aut(G)-chain, i. e. G i G is characteristic for all i ∈ {0, . . . , l}, it is called a characteristic series. Any A-subnormal series can be refined by inserting A-invariant subnormal subgroups; hence if G is finite this after a finite number of steps yields an A-composition series of G. E. g. for G = S 4 we have a composition series {1} < (1, 2) < V 4 = (12)(34), (13)(24) < A 4 < S 4 , and a unique chief series {1} < V 4 < A 4 < S 4 , where the latter also is a characteristic series. Let G be an A-group, and let {1} = G 0 < · · · < G l = G and {1} = H 0 < · · · < H m = G be A-composition series of G where l, m ∈ N 0 . Then we have l = m and there is π ∈ S l such that for all i ∈ {1, . . . , l} we have
Proof. We may assume that G = {1}. Then N := H m−1 A G is a maximal A-invariant normal subgroup. For all i ∈ {0, . . . , l} we have either
there are h ∈ G i−1 and n ∈ N such that g = hn, which implies n ∈ G i ∩ N = G i = G i−1 and hence g ∈ G i−1 , a contradiction. Hence we have is characteristic, and [G, G] G is the smallest normal subgroup of G having an abelian factor group: Since gh = hg · [g, h] for all g, h ∈ G we conclude that G/[G, G] is abelian, and if conversely N G is a normal subgroup such that G/N is abelian, then we have [g, h] ∈ N for all g, h ∈ G, and thus [G, G] 
G is called soluble if there is l ∈ N 0 such that G (l) = {1}; if l is chosen minimal, then G is called to have derived length l. The group G has derived length 0 if and only if G = {1}; the groups of derived length ≤ 1 are the abelian groups; and groups of derived length 2 are called metabelian.
(7.4) Theorem. a) Let G be a group. If G is soluble, then so is any subgroup of G, and so is any factor group of G. If there is N G such that both N and G/N are soluble, then so is G. Moreover, the following are equivalent: i) G is soluble. ii) G has a normal series with abelian sections. b) Let G be a finite group. Then the following are equivalent: i) G is soluble. ii) G has a chief series with elementary abelian sections. iii) G has a composition series with cyclic sections of prime order.
Proof. a) For any U ≤ G and all i ∈ N 0 we have
Letting N G, we for all g, h ∈ G have [gN, hN ] = [g, h]N ∈ G/N , and hence for all i ∈ N 0 we have (G/N )
Let N G such that both N and G/N are soluble, then there is l ∈ N 0 such that
, for some k ∈ N 0 , be a normal series with abelian sections, then for all i ∈ {0, . . . , k} we have
We have G (0) = N 0 , and by induction we for i ≥ 1 have
, for some k ∈ N 0 , be a normal series with abelian sections. Hence for i ∈ {0, . . . , k−1} we have S :
where O p (S) S is characteristic. Thus G can be refined to a normal series with sections T consisting of abelian p-groups. Then Ω(T ) := g ∈ T ; g p = 1 = {g ∈ T ; g p = 1} T is a characteristic subgroup, hence G can be refined further to a normal series with elementary abelian sections.
, for some k ∈ N 0 , be a normal series with elementary abelian sections. Hence for i ∈ {0, . . . , k − 1} picking 1 = g ∈ S := N i /N i+1 we get C p ∼ = g S for some prime p, and hence G can be refined to a subnormal series with cyclic sections of prime order.
, for some k ∈ N 0 , be a subnormal series with cyclic sections of prime order. Since any abelian group is soluble, we for i ∈ {k, k − 1, . . . , 0} by induction infer that N i is soluble. A supersoluble group is soluble; e. g. S 4 is soluble but not supersoluble.
G is called nilpotent if it has a central series G = N 1 ≥ · · · ≥ N l = {1} for some l ∈ N; in this case the minimal length c = l − 1 ∈ N 0 of all central series
The group G has nilpotency class 0 if and only if G = {1}, and the groups of nilpotency class ≤ 1 are the abelian groups. Since for any group G all subgroups of Z(G) are normal subgroups of G, we by induction infer that a nilpotent group is supersoluble; e. g. S 3 is supersoluble but not nilpotent.
It is immediate that if
K i (G) = K i+1 (G) for some i ∈ N then we have K i (G) = K i+j (G) for all j ∈ N 0 . We let K ∞ (G) := i∈N K i (G) G characteristic. c) The upper central series {1} = Z 0 (G) ≤ Z 1 (G) ≤ · · · ≤ Z i (G) ≤ · · · of G is for i ∈ N successively defined by Z i (G)/Z i−1 (G) = Z(G/Z i−1 (G)); hence Z i (G) G is characteristic for all i ∈ N 0 .
(7.7) Theorem. a) Let G be a group. Then the following are equivalent:
for all i ∈ {1, . . . , l}. Thus if r and s are chosen minimal, we have r = c = s.
Hence, if G is nilpotent then so is any subgroup, and so is any factor group. b) Let G be a finite group. Then the following are equivalent:
In particular, if G has order p n , where p is a prime and n ∈ N 0 , then G is nilpotent of class c ≤ n; the number n − c ∈ N 0 is called the coclass of G.
Proof. a) (iii)⇒(i) and (ii)⇒(i) are trivial. (i)⇒(ii):
Let G = N 1 ≥ · · · ≥ N l = {1} be a central series for some l ∈ N. Then for all i ∈ {1, . . . , l} we have
Then for all i ∈ {1, . . . , l} we have
, and for i ∈ {2, . . . , l} we by induction get
We show that any P ∈ Syl p (G) is normal: Assume that N G (P ) < G, then there is U < G maximal such that N G (P ) ≤ U . By the Frattini argument we have N G (U ) = U , a contradiction.
(iv)⇒(i):
We may assume that G is a p-group. Since Z(G) = {1} whenever G = {1} we by induction on |G| infer that G is nilpotent.
(7.8) Theorem. Let p = q be primes, let a ∈ N, and let G be a group such that |G| = p a q. Then G is soluble.
Proof. Let P ∈ Syl p (G), hence we have [G : N G (P )] ∈ {1, q}. If N G (P ) = G then we have P G, and both P and G/P ∼ = C q are soluble, thus G is as well.
Hence we may assume that [G : N G (P )] = q. Letting P 1 = P 2 ∈ Syl p (G) be chosen such that S := P 1 ∩ P 2 has maximal order, we distinguish two cases:
elements of p-power order, implying that there is a unique Sylow q-subgroup Q G, where both Q and G/Q are soluble, and thus G is as well.
ii) Let S = {1}. Since P i is nilpotent we have S < N Pi (S) ≤ P i for i ∈ {1, 2}, and thus S N P1 (S),
Thus by the maximality of S we conclude P 1 = P = P 2 , a contradiction.
Hence we have |T | = p b q for some b ≤ a, and let Q ∈ Syl q (T ). Since P 1 ∩Q = {1} it is immediate that for the complex product QP 1 ⊆ G we have |QP 1 | = qp a = |G|, thus any g ∈ G can be written as g = g h where g ∈ Q and h ∈ P 1 . Letting
Hence by induction on a ∈ N both N and G/N are soluble, thus G is as well. Proof. Let G be a counterexample of minimal order. Assume there is {1} ≤ N G, then both N and G/N are soluble, hence G is soluble as well, a contradiction. Hence G is simple.
Hence any pair of maximal subgroups has trivial intersection. Moreover, since G is simple for any U < G maximal we have U = N G (U ) and thus |{U g < U ; g ∈ G}| = [G : U ]. Let {U j < G; j ∈ J } be a set of representatives of the conjugacy classes of maximal subgroups, where J = ∅ is a finite index set. Then we have ii) G has a normal Sylow p-subgroup P G, where Φ(P ) ≤ Z(G), for p = 2 we have exp(P ) ≤ 4 and for p > 2 we have exp(P ) = p; iii) the Sylow q-subgroups Q < G are cyclic such that Φ(Q) ≤ Z(G).
b) The simple groups all of whose maximal subgroups are soluble are given as follows (Thompson, 1968):
, where p ≥ 3 is a prime.
c)
We have the following characterisation of soluble finite groups (Bandman-
for n ∈ N. Then a finite group G is soluble if and only if for some n ∈ N the identity w n (g, h) = 1 holds for all g, h ∈ G.
If G is soluble then it is immediate that the identity w n is fulfilled for all n ≥ l+1, where l ∈ N 0 is the derived length of G. To prove the converse, it can be shown that the minimal non-soluble finite groups do not fulfill any of the identities. b) For g ∈ G we have g ∈ Φ(G) if and only if g can be discarded from any generating set of G, i. e. for any S ⊆ G such that S, g = G we have S = G:
Frattini and Fitting subgroups
Let g ∈ Φ(G) and assume there is S ⊆ G such that S, g = G and S ≤ U < G, for some U < G maximal, then since Φ(G) ≤ U this is a contradiction.
Conversely, let g be discardable from any generating set of G and assume that g ∈ Φ(G), then there is U < G maximal such that g ∈ U , hence we have G = U, g = U = U , a contradiction. 
H] = 5, hence H < G is maximal, and thus to show that Φ(G) = {1} it suffices to show that H ∩ H n = {1}: Assume that H n = H, then H G, and thus H ∩ N = {1} implies H ≤ C G (N ), a contradiction; assume that
Since we have Φ(N ) G, letting H := N yields Φ(N ) ≤ Φ(G). Proof. Let P ∈ Syl p (N ). Hence P M/M ∈ Syl p (N/M ), and since N/M is nilpotent we conclude that P M/M N/M is characteristic, and thus we have Proof. a) Let N := [G, G] ∩ Z(G) G, and assume that N ≤ Φ(G). Then there is U < G maximal such that N ≤ U , hence we have G = N U and any g ∈ G can be written as g = nu, where u ∈ U and n ∈ N . Since n ∈ N ≤ Z(G) Conversely, let N be nilpotent; we may assume that N = {1}. Since any maximal subgroup U < N is normal, we conclude that N/U ∼ = C p , for some prime p, and thus
(8.6) Theorem: Burnside's basis theorem (1912) . Let G be a p-group, where p is a prime.
Hence Φ(G) G is the smallest normal subgroup having p-elementary abelian factor group. Moreover, for H ≤ G we have Φ(H) ≤ Φ(G), and for N G we have Φ(G)N/N = Φ(G/N ).
Then any minimal generating set of G has cardinality d, and any element of G \ Φ(G) is in a minimal generating set.
Proof: Hall (1933). a) Let U < G be maximal. Since G is nilpotent, we have U G and thus
, and let S = {g 1 , . . . , g n } ⊆ G for some n ∈ N 0 , then we have S = G if and only if g 1 N, . . . , g n N = G/N . We have G/N ∼ = F 
G is characteristic, and is the largest nilpotent normal subgroup of G, being called its Fitting subgroup (1938).
Moreover, for any N G we have F (N ) ≤ F (G), implying F (N ) = N ∩ F (G) . Thus for any N G we have F (N ) ≤ F (G), again implying F (N ) = N ∩F (G), and we infer F (G) = N G nilpotent .
we infer that N is nilpotent, and thus N ≤ F (G).
, and if moreover N is abelian then we have
It is immediate that any minimal characteristic subgroup of a soluble group is elementary abelian. Thus using CF (G)/F (G) ∼ = C/(C∩F (G)) it suffices to show that O p (C/(C∩F (G))) = {1} for all primes p:
Let ν : C → C/(C ∩ F (G)) be the natural homomorphism, and let P :
then N is soluble and thus elementary abelian. In this case, since we have (F (G) ) G, and thus by minimality we get N ≤ Z(F (G)).
If N is non-abelian, then by the above we have N ≤ F (G), hence we have N ∩ F (G) = {1}, and thus it is immediate that
(8.9) Theorem: Gaschütz (1953). Let G be a finite group. Then F (G)/Φ(G) = F (G/Φ(G)) is the direct product of minimal abelian normal subgroups of G/Φ(G).
Proof. We may assume that Φ(G) = {1}. Since F (G) G is nilpotent we by (8.5) Since N ≤ F (G) abelian, and thus In this case G/Z(G) is perfect as well, and thus G/Z(G) is non-abelian simple. Moreover, for any proper subnormal subgroup N G we have N ≤ Z(G); in particular any non-trivial factor group of G is again quasi-simple:
Assume that N ≤ Z(G), then since a simple group has only the trivial subgroup as a proper subnormal subgroup, we have
here, being quasi-simple is a property of K alone, while being subnormal refers to the embedding of K as a subgroup of G.
It is immediate that using left normed commutators throughout we have the Witt identity (1938; Hall, 1934) 
is perfect we infer [K (1) , N ] = {1}, hence N ≤ Z(K (1) ).
( 9.3) Theorem. Let G be a finite group, let H G, and let
Proof. We may assume that H < G. If K = G then G is quasi-simple, and hence H ≤ Z(G), implying [H, G] = {1}. Hence we may assume that K < G as well, and there are normal subgroups such that K ≤ N G and H ≤ M G. 
Proof. a) Let {t 1 , . . . , t n } ⊆ G be a transversal of N G (K)\G, and let
on the order of the factors. Letting Hence M is non-abelian, and by induction on |G| there is a simple component
Since N G we conclude that K also is a component of G, and we have
(9.5) Definition and Remark. a) Let G be a finite group, and K 1 , . . . , K n ≤ G be the components of G, for some n ∈ N 0 ; for i = j ∈ {1, . . . , n} we have
Letting
, and if conversely g = g 1 · · · g n ∈ Z(E(G)), where g i ∈ K i , then we infer gg
, and since F (G)∩E(G) is nilpotent and E(G)/Z has only non-abelian composition factors we infer Z = F (G) ∩ E(G).
Then F * (G) contains any minimal subnormal subgroup N G; hence in particular for G = {1} we have F * (G) = {1}: If N is abelian then we have N ≤ F (G); and if N is non-abelian, then since N is simple we conclude that N is component of G, and thus N ≤ E(G).
Moreover, F * (G) contains any minimal normal subgroup N G: If N is abelian then we have N ≤ F (G), and if N is non-abelian then there is a component
. . , K m ≤ N be the components of N , for some m ∈ N 0 . Since the components of N also are components of G, the components of G are given as
(10.1) Aufgabe: Rechnen in Gruppen. Es sei G eine Gruppe. a) Man bestimme alle Elemente g ∈ G mit g 2 = g. b) Für alle f, g, h ∈ G zeige man die folgenden Kürzungsregeln: Es ist f h = gh genau dann, wenn f = g ist, und dies gilt genau dann, wenn hf = hg ist. c) Man zeige: G ist genau dann abelsch, wenn g 2 h 2 = (gh) 2 für alle g, h ∈ G.
(10.2) Aufgabe: Untergruppen. Es sei G eine Gruppe. Man zeige: a) Eine Teilmenge ∅ = U ⊆ G ist genau dann eine Untergruppe, wenn für alle g, h ∈ U auch gh −1 ∈ U ist. b) Eine endliche Teilmenge ∅ = U ⊆ G ist genau dann eine Untergruppe, wenn für alle g, h ∈ U auch gh ∈ U ist. Kann auf die Voraussetzung der Endlichkeit verzichtet werden? 
Es sei
(10.6) Aufgabe: Symmetrische Gruppen. Es seien n ≥ 2 und S n die zugehörige symmetrische Gruppe. Man zeige:
2 ) ∈ D 2n für ungerades n, und σ n := (1)(
2 ) ∈ D 2n für gerades n. a) Man zeige: Es ist D 2n = σ n , τ n , es gilt σ * := {k ∈ Z/nZ; ggT(k, n) = 1} ist eine multiplikative Gruppe; sie heißt Gruppe der primen Restklassen modulo n. Wann ist (Z/nZ) \ {0} eine multiplikative Gruppe? b) Für n ∈ N und k ∈ Z mit ggT(k, n) = 1 zeige man: Es gilt m ϕ(n) ≡ 1 (mod n); dabei sei ϕ die Euler-Funktion. c) Es seien p eine Primzahl und k ∈ Z. Man zeige: Es gilt k p ≡ k (mod p). Es sei F q der Körper mit q ∈ N Elementen. Für n ∈ N bestimme man die Ordnungen der linearen Gruppen GL n (F q ) und SL n (F q ). (10.27) Aufgabe: Konjugiertenklassen symmetrischer Gruppen. a) Es sei n ∈ N. Ist π ∈ S n ein Produkt von r ∈ N disjunkten Zykeln der Längen n 1 ≥ n 2 ≥ · · · ≥ n r ≥ 1, so heißt die nicht-aufsteigende Folge [n 1 , . . . , n r ] der Zykeltyp von π. Man zeige: Elemente von S n sind genau dann konjugiert in S n , wenn sie den gleichen Zykeltyp besitzen. b) Man zeige: A n ist eine Vereinigung von S n -Konjugiertenklassen, und eine S n -Konjugiertenklasse in A n besteht entweder aus einer A n -Konjugiertenklasse oder zwei A n -Konjugiertenklassen gleicher Länge. c) Man bestimme die Konjugiertenklassen in S n und A n für n ∈ {3, 4, 5}. Insbesondere folgere man, daß A 5 eine einfache Gruppe ist. Hinweis zu (a) . Man betrachte Fahnen {0} = V 0 < V 1 < . . . < V n = F n q von F q -Teilräumen.
(10.37) Aufgabe: Gruppenordnungen. Es seien p, q, r ∈ N paarweise verschieden Primzahlen, und G eine endliche Gruppe. Man zeige: a) Ist |G| = pq mit p < q, so besitzt G eine normale q-Sylow-Gruppe; ist zudem q ≡ 1 (mod p), so ist G zyklisch. Kann auf die Voraussetzung q ≡ 1 (mod p) verzichtet werden? b) Ist |G| = 2p, so ist G ∼ = C 2p oder G ∼ = D 2p . c) Ist |G| ∈ {p 2 q, p 2 q 2 , pqr}, so ist besitzt G einen Normalteiler {1} = N G. d) Ist |G| ∈ {2n, 8k}, für n > 1 ungerade und k ∈ {1, . . . , 8}, so ist besitzt G einen Normalteiler {1} = N G. 
