Abstract Let F(x)
Introduction
The k-th divisor function is a generalisation of the divisor function τ(m) = d|m 1 which counts the number of ways m can be written as a product of k positive integer numbers. It is defined as τ k (m) = #{(x 1 , x 2 , ..., x k ) ∈ Z k + : m = x 1 x 2 ...x k }, where we assume that τ k (0) = 0. For polynomials F(x) ∈ Z[x 1 , . . . , x n ] consider the sums Understanding the average order of τ k (m), as it ranges over sparse sequences of values taken by polynomials, i.e. of T k (F, X), is a problem that has received a lot of attention.
The most studied case is naturally k = 2. For F(x) = F(x 1 , x 2 ) a binary irreducible cubic form Greaves [8] showed that there exist real constants c 1 > 0 and c 2 depending only on F, such that T 2 (F(x), X) = c 1 X 2/3 log X + c 2 X 2/3 + O ε,F (X 9/14+ε ), holds for any ε > 0 as X → ∞. If F(x 1 , x 2 ) is an irreducible quartic form, Daniel [6] proved that T 2 (F(x), X) = c 1 X 1/2 log X + O F (X 1/2 log log X),
where c 1 > 0 is a constant depending only on F. It seems that deg F = 4 is the limit of the current available methods treating divisor sums over binary forms. More related works on the cases k = 2 and n = 2 are e.g. la Bretèche and Browning [3] , Browning [4] and Yu [17] . On the other hand, with their paper from 2012 Guo and Zhai [9] revived the interest toward estimating asymptotically T 2 (F(x), X) for forms in n ≥ 3 variables using the classical circle method. After many other papers extending [9] and dealing with diagonal forms, in a recent work Liu [11] obtained an asymptotic formula for T 2 (F(x), X) for any nonsingular quadratic form F in n ≥ 3 variables.
For the cases when k ≥ 3 there are only few results in the literature. Friedlander and Iwaniec [7] showed that 2 ) = cX 2/3 (log X) 2 + O X 2/3 (log X) 7/4 (log log X)
where c is a constant. Daniel [5, (4.5) ] described an asymptotic formula for T k (F(x), X) as X → ∞ for any k ≥ 2 for irreducible binary definite quadratic forms F and in [5, (4.7) ] he proved an asymptotic formula for T 3 (F(x), X) as X → ∞ for irreducible binary cubic forms F. Sun and Zhang [16] , with the help of the circle method, obtained where c 1 , c 2 , c 3 are constants and ε is any positive number. Finally Blomer [2] proved an asymptotic formula for the sum Σ k,F (X; B) defined in (1.2), for any k ≥ 2, where F(x) is a form of degree k in n = k − 1 variables, coming from incomplete norm form.
In this paper we investigate the average sum of the k-th divisor function over values of quadratic polynomials F(x), not necessarily homogenous, in n ≥ 3 variables for any k ≥ 2. Every n-variables quadratic polynomial can be written as
where Q ∈ Z n×n is a symmetric matrix, L ∈ Z n and N ∈ Z. Our only additional requirement is that Q is nonsingular. Let B ⊂ R n be an n-dimensional box (i.e. a certain product of intervals) such that min x∈XB F(x) ≥ 0 for all sufficiently large X, and for each integer k ≥ 2, consider the sum
as X tends to infinity. Let us also use the following notation for q ∈ Z +
Our main result is the following. Theorem 1.1. Let F(x) and Σ k,F (X; B) be defined as in (1.1) and (1.2), respectively, where Q is a nonsingular matrix. Then for any ε > 0 there exist real constants C k,0 (F), C k,1 (F),..., and C k,k−1 (F), such that for X tending to infinity we have the asymptotic formula
where the implied constant depends on F, k, B and ε, and
The function L(s; k, F) has the Euler product presentation
with τ k (x) := 0 for all x Z, and it is absolutely convergent for all ℜ(s) > 1/2. In particular, the main term has a positive leading coefficient:
First of all, we remark that since F(x) has a nonsingular quadratic part, the set of all zeros of F(x) = 0 has a Lebesgue measure 0, so that the logarithm function in the integrals in the terms is well defined. Note that we provide a formula with k terms, where one can easily see that the main term is of magnitude X n (log X) k−1 (when r = k − 1) and the last secondary term is of magnitude X n (when r = 0). Thus the error term is indeed of a smaller rate.
Using Theorem 1.1, one can get the asymptotic formula for Σ 2,F (X, B) in the most studied case of k = 2. This recreates and extends the main Theorem of Liu [11] also for non-homogenous quadratic polynomials, but also provides different expressions for the coefficients. Naturally, they can be also computed explicitly for specific polynomials, a goal we have not pursued in the current paper. Theorem 1.1 also extends the formula [5, (4.5) ] of Daniel to quadratic polynomials in more than 2 variables, further, it elucidates the form of the involved coefficients.
Notations. The symbols Z + , Z and R denote the positive integers, the integers and the real numbers, respectively. e(z) := e 2πiz , ζ(s) = n≥1 n −s is the Riemann zeta function, the letter p always denotes a prime. We make use of the ε-convention: whenever ε appears in a statement, it is asserted that the statement is true for all real ε. This allows us to write x ε log x ≪ x ε and x 2ε ≪ x ε , for example. Furthermore, if not specially specified, all the implied constants of this paper in O and ≪ depend on F, k, B and ε.
2 The proof of Theorem 1.1
Setting up the circle method
The primary technique used in the proof of the main theorem is the circle method and more precisely its treatment by Pleasants [13] . The recent work on quadratic forms in n ≥ 3 variables of Liu [11] uses the same circle method techniques, i.e. Weyl differencing, that were already used for general quadratic multivariable polynomials by Pleasants.
For the real X from the definition (1.2) let L ≪ X be a positive real parameter which we will choose later in a suitable way, let a, q ∈ Z, 0 ≤ a < q ≤ L and gcd(a, q) = 1. Then we define the intervals
The set of the major arcs is then the union 1) and the set of the minor arcs is the complement m(L)
We further define the following exponential sums for α ∈ R
Then, by the well-known identity for
we have
We shall prove in Section 2.2 that for the contribution from the minor arcs we have
as long as L ≪ X. Already here we see that we need to require that the number of variables satisfy n ≥ 3 in order to have an error term of a smaller magnitude than O(X n ). Further, in Section 2.3 we will show that
Here for r = 0, 1, . . . , k − 1,
where
, and the analytic function
In Subsection 4.2 we prove that it satisfies 
Contribution from the minor arcs
We further define
Then for a given positive number L < X/2,
where N is the smallest integer greater than or equal to (log(X/L))/ log 2. Clearly, the set of the small arcs then satisfy
To prove the estimate (2.2) over the minor arcs, we would use separate estimates of the two components S(α) and T(α, X) when α ∈ F (L). We first state the following result.
Proof. This estimate was done by Pleasants [13] even for the range L ≪ X(log X) 1/4 . In the first equation of p.138 [13] he proves that for α ∈ F (L) we have
where r ≥ 3 is the rank of Q, and in our case we have assumed that r = n.
We also need the following estimate.
Lemma 2.2. For all positive numbers L ≪ X,
Proof. By Cauchy's inequality, and using the definition of the major arcs (2.1), we have
where we also applied the well known bound τ k (n) ≪ k n ε and the trivial ϕ(q)/q ≤ 1. Now the estimate (2.2) over the minor arcs follow from (2.8), Lemma 2.1 and Lemma 2.2, namely
where we used that N ≪ log X.
Contribution from the major arcs
In this subsection we have α ∈ M a,q (L), and we shall write β = α − a/q for the coprime integers a and q, |β| ≤ L/(qX 2 ) and 1 ≤ q ≤ L. In order to prove the asymptotic formula (2.3), we need the following statements.
Proof. To prove this result we only need to adjust the last equation in the proof of [13, Lemma 8] with the upper bounds β ≤ L/(qX 2 ) and q ≤ L. Note that Pleasant does the analysis over a quadratic polynomial with linear coefficients which can depend on X. We are dealing with a quadratic F with fixed coefficients, which makes the proof even easier.
Lemma 2.4. Let S F (q, a) be defined as in Lemma 2.3. We have
S F (q, a) ≪ F q n/2+ε ,
where the implied constant is independent of a and q
Proof. This is [13, Lemma 10] .
We further need the following two statements. The first one gives a general asymptotic representation of T(α, Y) and the second one estimates the part of the singular integral coming from the major arcs. The proofs of Lemma 2.5 and Lemma 2.6 will be given in Section 3 and Section 4.1, respectively.
where for r = 0, 1, . . . , k − 1,
Lemma 2.6. We have
Divisor function over values of quadratic polynomials
We now prove the asymptotic formula (2.3). Using (2.1) we get
by Lemma 2.3. Further, by applying Lemma 2.4, Lemma 2.5 and Lemma 2.6, we get
Recall the notation (2.4) and note that
Then after summing over all 1 ≤ q ≤ L and 1 ≤ a < q, gcd(a, q) = 1, the major arcs 1) .
Note that at this step, and at few other places, in order to control the error terms we necessarily have n ≥ 3. This completes the proof of (2.3).
The estimates involving the k-th divisor function
The usual technique in estimating asymptotically through the circle method average sums similar to Σ k,F (X, B), is the application of non-trivial average estimates of the specific arithmetic function over arithmetic progressions ( e.g. [9] , [10] , [11] ). Thus in order to prove Lemma 2.5 we first need the following result. Proof. This lemma is essentially due to Smith [15] , and we only adjust it for our purposes. We will extend easily [15, Theorem 3] , which covers the case when h and q are coprime, to any h and q. First, equation (30) of [15] states that
Lemma 3.1. Let h, q be integers such that
and m is the multiplicative inverse of m modulo q. Then Theorem 3 of [15] states that
Here P k (log x, q) is a polynomial in log x of degree k − 1 and D k (s; h, q) is the Dirichlet series corresponding to the sum A k (x; h, q). By the definition of P k (log x, q), namely [15, (13)], and the analysis of D k (s; h, q) given in particular in [15, (21) ], it is easily seen that
Thus the main term is
where, as defined in the statement of the lemma, we have
Smith [15] conjectured the validity of the estimate
2 +ε for any (q, h) = 1. This was later affirmed by Matsumoto [12] . Therefore we have the bound
and τ k (δ) ≪ δ ε . This completes the proof of the lemma. holds for each integer r = 0, 1, ..., k − 1.
Proof. First, we have
where c δ (a) is the Ramanujan's sum and we use the fact that if (a, q/δ) = (a, q) = 1 then c δ (a) = µ(δ). Therefore F k,a (q, s) is independent on a. Suppose that the positive integers q 1 and q 2 are coprime, then
hence we just need to show that 
Let us assume that s lies on a circle with a centre s = 1, so we can write s = 1 + ρe(θ) with θ ∈ [0, 1) and ρ ∈ (0, 1). Then it is easy to see that
Here ω(n) is the number of distinct prime factors of n and we used the well known fact that ω(n) ≪ log n log log n as n → ∞. Thus we have
On the other hand, when σ ∈ (0, 2), we have
σ ∈ (1, 2).
Therefore for σ = ℜ(s), 0 < σ < 2, we get
It is obvious that Φ k (q, s) is analytic for every s ∈ C, and for every parameter q which we consider. Hence one can use Cauchy's integral formula:
where ρ ∈ (0, 1). Using (3.2) and choosing ρ ≪ ε, we obtain
as q → ∞, which completes the proof of the lemma.
Now we can deal with the representation of the sum T(α, Y).
Proof of Lemma 2.5 . First of all, we pick Y ≍ X 2 . Recall that by Lemma 3.1 for q ≤ X 2/(k+1) and β = α − a/q we have
Here we also used a summation formula described for example in [9, Lemma 3.7] . It is clear that
where δ = (q, h). This means that
The Riemann zeta function has a Laurent series about s = 1,
are the Stieltjes constants. Therefore there exist constants
and a holomorphic function h k (s) on C such that
Thus we obtain that
for any u > 0, where g k,u (s) is a holomorphic function on C about s. The Taylor series for
Therefore the residue of ζ(s)
Thus if we define
by Lemma 3.2 we obtain β k,r (q) ≪ q −1+ε . Furthermore, the error term in (3.3) is
k+1 ) , which completes the proof of Lemma 2.5.
The singular integral and series

The singular integral
In this subsection we deal with the singular integral and give a proof of Lemma 2.6. We first proof the following lemmas.
Lemma 4.1. Let β ∈ R \ {0} and Y ≥ 2. We have
Proof. We have
This completes the proof. Proof. First, we notice that from the fact that Q is nonsingular it follows that there exists a transformation, such that
for some b F ∈ R n . Here XB + b F is still a box, i.e. a factor of intervals, and we can consider that B + b F /X has a maximal side length smaller than 1. According to [ 
This completes the proof of the lemma.
Proof of Lemma 2.6. Using Lemma 4.1 and Lemma 4.2, we obtain that
This implies that
where we have used the fact: By integration by parts we have
Using (4.1) we get the proof of Lemma 2.6.
The singular series
In this subsection we deal with the singular series, i.e. with the series L(s; k, F) defined in (2.6), and their presentation stated in Theorem 1.1.
First of all, note that from Lemma 2.4 it follows that S F (q) ≪ q 1−n/2+ε and Lemma 3.2
as n ≥ 3. By their definition in Theorem 1.1 this ensures that C k,r (F), r = 0, . . . , k − 1, are convergent and indeed well-defined constants. It is easily seen that S F (q) defined in (2.5) is real and multiplicative. On the other hand, Lemma 3.
has an Euler product representation as follows:
By orthogonality of characters in Z/p m Z for integer m ≥ 1 it easily follows that
Then we have
By the estimate from Lemma 2.4 we get S F (p m ) ≪ F (p m ) 1−n/2+ε and after telescoping summation of (4.2) we obtain
where we again used that n ≥ 3. Then by partial summation, using (4.2) and the estimate (3.2), we have
where we set
From (3.1) and the definition of f k (q, δ, s) in Lemma 3.1, we see that
For the first expression above, denote
Then for m ≥ 1 and k = 2 we have
, from which it also follows that
we see that
(4.4)
We now aim to find the value of Φ k (p m , s) − Φ k (p m+1 , s) for each non-negative integer m. When m = 1 we have
If f (z) is a formal power series, we denote by [z n ] f (z) the coefficient of z n in f (z). Then for any |z| < 1 and m, v ∈ Z + we have 
and then for m ≥ 1 we get
From (4.4) it follows that when m ≥ 1 we have
Let σ := ℜ(s) > 0. Then according to (3.2) we have Φ k (p ℓ , s) → 0, as ℓ → 0 and s is fixed. Then after appropriate telescoping summation we can write
Let us further assume that σ > 1/2, so that we obtain L p (s; k, F) ≪ 1 + O p 1−n/2+ε−σ (1 + p σ−1 ) = 1 + O(p −n/2+ε + p 1−n/2−σ+ε ).
Therefore if σ > max(1/2, 2 − n/2) = 1/2, and setting τ k (p −1 ) := 0, we have that the Euler product
