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Abstract
Characterisations are provided of the Hermite normal form of certain integer
circulant and skew-circulant matrices. These matrices are associated with rank-
1 circulant and skew-circulant lattice rules. Previous computer searches for
lattice rules of specified trigonometric degree have indicated that there is some
merit in searches of such lattice rules.
We also consider the question of whether a Hermite normal form with the
characterisation for these rank-1 circulant lattice rules is actually associated to a
circulant lattice rule. Though the answer is negative in the general case, several
examples where the answer is positive will be given.
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1. Introduction
Here we provide characterisations of the Hermite normal form of certain
integer circulant and skew-circulant matrices. We recall:
Definition 1. An s × s integer matrix H is in Hermite normal form (HNF)
when H is upper triangular and
0 ≤ hij < hjj for 1 ≤ i < j ≤ s.
For a given integer matrix B with |det(B)| = n, there is a unique H in HNF
such that
H = UB with det(H) = n,
where U is some unimodular matrix (an integer matrix with determinant ±1).
We shall call H the HNF associated to B. Information about the HNF may
be found in [9], but note that the results there assume a lower triangular HNF
obtained by elementary column operations whereas here we assume an upper
triangular HNF obtained by elementary row operations. The results there may
be easily translated to the situation here.
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The integer circulant and skew-circulant matrices of interest here are those
associated with rank-1 circulant and skew-circulant lattice rules. Lattice rules
are used to approximate the s-dimensional integral∫
[0,1]s
f(x) dx
and make use of n points in [0, 1)s that belong to some integration lattice.
Definition 2. An s-dimensional lattice is an infinite set of points in Rs that is
closed under addition and subtraction and has no limit points. An integration
lattice Λ is a lattice that contains Zs as a sublattice.
Corresponding to any lattice is a generator matrix.
Definition 3. An s× s matrix A is termed a generator matrix of the s-dimen-





where λ = (λ1, . . . , λs) ∈ Zs and ai is the i-th row of A.
Note that in this paper, all points and vectors are written row-wise, so that,
for example, x = (x1, x2, . . . , xs−1, xs). More general information about lattice
rules may be found in [7] and [10]. Generator matrices for integration lattices
are considered in detail in [4].
Related to A is B = (AT )−1. The matrix B is a generator matrix for the
dual lattice Λ⊥. This dual lattice is conventionally defined by
p ∈ Λ⊥ ⇔ p · x ∈ Z ∀x ∈ Λ,
where · denotes the dot product. If A generates an integration lattice Λ, then
all elements of B are integers and |det(B)| = n, where n is the number of points
belonging to [0, 1)s ∩ Λ.
For choosing a ‘good’ lattice rule, some criterion needs to be chosen. Some
criteria, such as high trigonometric degree, result in computer searches using B.
Computer searches by Cools and Govaert [1], Cools and Lyness [2], and Lyness
and Sørevik [5] based on high trigonometric degree showed there was merit in
lattice rules for which the associated matrices B were integer circulant or skew-
circulant matrices. We refer to these lattice rules as circulant or skew-circulant
lattice rules.
For a circulant lattice rule, the associated B is of the form:
B =

b0 b1 b2 · · · bs−2 bs−1
bs−1 b0 b1 · · · bs−3 bs−2







b2 b3 b4 · · · b0 b1




where the b0, . . . , bs−1 ∈ Z. Skew-circulant matrices differ from circulant ma-
trices by a change of sign of the elements below the main diagonal. For a
skew-circulant lattice rule, B is of the form:
B =

b0 b1 b2 · · · bs−2 bs−1
−bs−1 b0 b1 · · · bs−3 bs−2







−b2 −b3 −b4 · · · b0 b1
−b1 −b2 −b3 · · · −bs−1 b0

.
For a given n, one may wish to do a computer search through the circulant
(or skew-circulant) matrices B with |det(B)| = n to find good matrices B.
The problem is that for a given lattice, there are many choices for B, even if
restricted to integer circulant matrices. If U is an s×s unimodular matrix, then
UB generates the same lattice as B. The matrix UB results from performing
elementary row operations on B.
For an efficient computer search, it would be useful to have information
about which HNFs are associated with circulant or skew-circulant lattice rules,
so that we can just search through these lattice rules. This has led to the
results in this paper which provide characterisations of the HNF associated to
integer circulant and skew-circulant matrices when the HNF is of the form given
below in (2). However, the results obtained are not entirely satisfactory. The
comments in the next paragraph and the contents of the final section mean that
a computer search among HNFs with such a characterisation may include lattice
rules which are not circulant and may omit some circulant lattice rules.
Here we restrict ourselves to HNFs which are of the form
H =

1 0 0 · · · 0 h1
0 1 0 · · · 0 h2







0 0 0 · · · 1 hs−1
0 0 0 · · · 0 n

, (2)
where 0 ≤ hk < n, 1 ≤ k ≤ s− 1, and n = |det(B)| is the number of points in
the associated lattice rule. Currently, it is not known which circulant and skew-
circulant lattice rules have an associated HNF of the form given in (2), though
a simple necessary condition for such a circulant or skew-circulant lattice rule is
that gcd(b0, b1, . . . , bs−2, bs−1) = 1. Moreover, lattice rules associated to such an
HNF have to be what are known as rank-1 lattice rules. When n is square-free,
all lattice rules with n points are rank 1 (see Section 9.2 of [10]). Lattice rules
of higher rank do not have a HNF of the form (2). We remark that though the
interest here is in numerical integration, lattices are of relevance in lattice-based
cryptography (for example, see [8] and [12]). In these two references, a HNF of
the form (2) is called an ‘optimal’ HNF.
3
In the next section, we provide relationships between the h1, . . . , hs−1 in
(2) when H is a Hermite normal form associated with a B for rank-1 circulant
and skew-circulant lattice rules. In the final section, we look at the question
of whether a Hermite normal form satisfying these relationships (as given in
Theorem 1 in the next section) is actually associated to a rank-1 circulant
lattice rule. Though the answer is a negative one in the general case, the final
section considers several examples where the answer is positive.
2. Main results
The first result we consider is the one for circulant lattice rules.
Theorem 1. Let H be of the form (2) and suppose it is the HNF associated
to a rank-1 circulant lattice rule having n points. Then the elements in the last
column of H satisfy the following:
hs1 ≡ (−1)s (mod n) (3)
and
hk ≡ (−1)k−1hk1 (mod n), 2 ≤ k ≤ s− 1. (4)
Remark 1. Since 0 ≤ hk < n, 1 ≤ k ≤ s − 1, then fixing h1 ∈ [1, n − 1] fixes
all the other values h2, . . . , hs−1.
Remark 2. When s is even, h1 = 1 is a solution of (3), while h1 = n − 1 is
always a solution since (n − 1)s ≡ (−1)s (mod n). When h1 = n − 1, then
(−1)k−1hk1 ≡ −1 (mod n) which shows that h1 = h2 = · · · = hs−1 = n− 1.
Remark 3. Bounds on the number of solutions of the equation
hs1 ≡ (−1)s (mod n)
are known. For example, if n is prime, Lagrange’s theorem shows there are at
most s solutions modulo n for h1 (see [11, Theorem 6.3]).
Before giving the proof, we state in Lemma 1 a property of circulant matrices
that is needed in the proof. Such a property may be found in the monograph
by Davis [3]. It is a simple consequence of the fact that any circulant matrix
may be written as a polynomial of the cyclic permutation matrix T introduced
in the proof below. As shown in [5], the Lemma below is also true if occurrences
of ‘circulant’ are replaced by ‘skew-circulant’.
Lemma 1. Let C and D be two circulant matrices of the same size. Then CD
is a circulant matrix and CD = DC.
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Proof. For the proof of Theorem 1, we introduce the cyclic permutation matrix
T =

0 1 0 · · · 0 0







0 0 0 · · · 0 1
1 0 0 · · · 0 0
 .
Clearly, T is a circulant matrix. Then Lemma 1 shows that the powers T k
for 1 ≤ k ≤ s − 1 are circulant as well. Being a permutation matrix, T is a
unimodular matrix and a cofactor expansion down the first column of T shows
that det(T ) = (−1)s−1. Hence the T k are also unimodular matrices.
Let B be an s× s integer circulant matrix and suppose its associated HNF
is of the form given in (2). So we can write H = UB for some unimodular
matrix U . Then for any k satisfying 1 ≤ k ≤ s− 1, we have
HT k = UBT k.
For circulant B, Lemma 1 shows that BT k = T kB. Hence
HT k = U(T kB) = (UT k)B.
Since UT k is unimodular, then HT k and B generate the same lattice. But since
H generates the same lattice as B, it then follows that HT k and H generate
the same lattice.
Now we have assumed that H is an HNF of the form given in (2), namely,
H =

1 0 0 · · · 0 h1
0 1 0 · · · 0 h2







0 0 0 · · · 1 hs−1
0 0 0 · · · 0 n

,
where 0 ≤ hk < n, 1 ≤ k ≤ s−1, and n = |det(B)|. Let ej be the j-th standard





















Then for 1 ≤ k ≤ s− 1, we have
HT k =
[
eTs−k+1 (mod s), e
T
s−k+2 (mod s), . . . , e
T
s−1,h





where hT is the k-th column of HT k, and for convenience of notation, we take
e0 = h.
Now consider the first row of HT k when 1 ≤ k ≤ s−2. This row is given by
r = [0, 0, . . . , 0, h1, 1, 0, . . . , 0],
where h1 is in the k-th position. As r (considered as a point of a lattice)
belongs to the lattice generated by HT k, it must belong to the lattice generated
by H. It then follows from Definition 3 with x = r and A = H that there exist
λ1, . . . , λs ∈ Z such that
r = λ1[1, 0, . . . , 0, h1] + λ2[0, 1, . . . , 0, h2] + · · ·+ λs−1[0, 0, . . . , 0, 1, hs−1]
+λs[0, 0, . . . , 0, 0, n]
=




Matching the first s− 1 components of r yields λk = h1, λk+1 = 1, and λj = 0
for 1 ≤ j < k and k+ 1 < j ≤ s− 1. Moreover, matching the last component of
r yields
0 = h1hk + hk+1 + λsn.
Hence
hk+1 = −λsn− h1hk
which leads to
hk+1 ≡ −h1hk (mod n).
By taking k = 1, 2, 3, . . . , s− 2 in turn, we then conclude that
hk+1 ≡ (−1)khk+11 (mod n)
for 1 ≤ k ≤ s− 2, which shows (4).
To show (3), we see from this last equation with k = s− 2 that











The (s − 1)-th row of this matrix is given by [hs−1, 0, . . . , 0, 0, 1]. This row
(considered as a point of a lattice) must belong to the lattice generated by H.
Hence, similar to the above, there exist λ1, . . . , λs ∈ Z such that
[hs−1, 0, . . . , 0, 0, 1] =





This then means that λ1 = hs−1 and λj = 0 for 2 ≤ j ≤ s − 1. The last
component of the point on each side of this last equation yields
1 = hs−1h1 + λsn.
Hence hs−1h1 = 1− λsn, which leads to
hs−1h1 ≡ 1 (mod n).
This together with (5) then shows that
(−1)shs1 ≡ 1 (mod n),
which then leads to (3). This completes the proof. 
Example 1. Let
B =
 5 33 88 5 33
33 8 5
 .
Then the HNF associated to this circulant B is
H =
 1 0 167890 1 12281
0 0 32614
 .
One may verify that
167893 ≡ −1 (mod 32614) and 12281 ≡ −167892 (mod 32614).
The result for skew-circulant lattice rules is similar.
Theorem 2. Let H be of the form (2) and suppose it is the HNF associated to
a rank-1 skew-circulant lattice rule having n points. Then the elements in the
last column of H satisfy the following:
hs1 ≡ −1 (mod n)
and
hk ≡ hk1 (mod n), 2 ≤ k ≤ s− 1.
Proof. For this proof, the circulant matrix T in the proof of the previous
theorem has to be replaced by the skew-circulant matrix
T̂ =

0 1 0 · · · 0 0







0 0 0 · · · 0 1
−1 0 0 · · · 0 0
 .
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As T̂ is a skew-circulant matrix, Lemma 1 shows that the powers T̂ k for
1 ≤ k ≤ s − 1 are as well. A cofactor expansion down the first column of T̂
shows that det(T̂ ) = (−1)s. Hence T̂ and the T̂ k are unimodular. As in the

















s−k+2 (mod s), . . . ,−e
T
s−1,−h





where e0 = h. The full details of the rest of the proof are then similar to those
given in the proof of the previous theorem and so are omitted. 
3. The sufficiency of the characterisation for circulant lattice rules
In this section, we look at the question of whether a Hermite normal form
of the form (2) and that satisfies the relationships (3) and (4) of Theorem 1 is
actually associated to a rank-1 circulant lattice rule. In other words, whether
such a HNF is the HNF of an integer circulant matrix.
Unfortunately, it is not difficult to see that the answer is negative in the















where b0, b1 ∈ Z. Since n = |det(B)| =
∣∣b20 − b21∣∣, n has to be expressible as a
difference of two squares. This means that n 6≡ 2 (mod 4); see [11, Problem 25
of Exercise 8.1]).
Even if n is the determinant of an integer circulant matrix, the answer is




0 b20 − b21
]
,
where b0, b1 ∈ Z with 0 < b1 < b0. Then this H satisfies the relationship (3) of
Theorem 1. If this H is associated to an integer circulant matrix B, there must









b0 −1/(b0 + b1)
b1 1/(b0 + b1)
] [
1 1




For this U−1, its inverse U does not have integer entries and hence is not a
unimodular matrix. So the given H cannot be the HNF associated to an integer
circulant matrix.
We now give some examples ofH of the form (2) that satisfy the relationships
(3) and (4) of Theorem 1 and which are associated to circulant matrices having
a known form. Here we shall make use of some of the matrices considered in
Newman [6]. As we saw above in the case s = 2, the determinant of an integer
circulant matrix can take on only certain values. The paper of Newman [6]
considers the possible values of the determinant of integer circulant matrices.
Suppose we have an H of the form (2) such that the relationships (3) and (4)
of the theorem (with detH = n) are satisfied. If we can find an integer circulant
matrix B with det(B) = n and an integer matrix W such that WH = B, then
H must be the HNF associated to B. To see this, we note that WH = B or
H = W−1B. Since W is an integer matrix with det(W ) = 1, then W−1 is a
unimodular matrix.
From the form of H, we see that the first s− 1 columns of W are identical
to those of B. So the first s − 1 columns of W are integers if B is a circulant
matrix of the form (1). More specifically, we have
wk,j = b(j−k) mod s, 1 ≤ k ≤ s, 1 ≤ j ≤ s− 1.
From (1) we see that the elements of B in the last column are given by
bk,s = bs−k, 1 ≤ k ≤ s.
Then by considering the last column of B = WH, we have for 1 ≤ k ≤ s,
bk,s = bs−k =
s−1∑
j=1
wk,jhj + wk,sn =
s−1∑
j=1
b(j−k) mod shj + wk,sn.














with the usual convention that empty sums have the value zero. If we have
wk,s ∈ Z for 1 ≤ k ≤ s, then W is an integer matrix. In this case, H is the HNF
associated to the integer circulant matrix B.
Example 2. Let q be a positive integer and let H be the s× s matrix given by
H =

1 0 0 · · · 0 qs(s− 1)− 1
0 1 0 · · · 0 qs(s− 2)− 1







0 0 0 · · · 1 qs− 1




The first s − 1 entries in the last column are given by hk = qs(s − k) − 1,
1 ≤ k ≤ s− 1. For positive integer m, we have


























With m = s and m = k, we obtain
hs1 ≡ (−1)s (mod qs2) and (−1)k−1hk1 ≡ (−1− kqs) (mod qs2).
Since hk = qs(s − k) − 1 ≡ (−qsk − 1) (mod qs2), we see that the hk satisfy
both (3) and (4) of Theorem 1 with n = qs2.
As we shall show below, the H given above is the HNF associated with the
integer circulant matrix B having
b0 = q + 1, b1 = q − 1, bj = q, 2 ≤ j ≤ s− 1,
when s is odd or both s and q are even. The matrix H has determinant n = qs2
as does the integer circulant matrix B. This latter result and this circulant
matrix may be found in the proof of Theorem 4 in [6].
To verify that this H is indeed the HNF associated to this B, we make use
of (6) and show that all the values of wk,s are integers. Because b0, b1, and the
other bj , 2 ≤ j ≤ s− 1, have differing values, we need to use (6) with the three
possible values of bs−k.

















One may verify that this last expression simplifies to 1 − q(s − 1)/2 which is
integer when s is odd or both s and q are even.
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j=1 bj+1hj − b0hs−1
qs2
=
q − 1− q
∑s−2
j=1 hj − (q + 1)hs−1
qs2
=
q − 1− q
∑s−2
j=1(qs(s− j)− 1)− (q + 1)(qs− 1)
qs2
.
This last expression simplifies to −q(s− 1)/2 which is integer when s is odd or
both s and q are even.


















j=1 (qs(s− j)− 1)− (q + 1)(qs(s− k)− 1)
qs2
−





This last expression also simplifies to −q(s− 1)/2. Hence the H given in (7) is
indeed the HNF associated to an integer circulant matrix when s is odd or both
s and q are even.
Example 3. The previous example requires that s be odd or that both s and q
are even for the H given in (7) to be the HNF associated to the integer circulant
matrix having
b0 = q + 1, b1 = q − 1, bj = q, 2 ≤ j ≤ s− 1.
In the case s = 2, we have[
q + 1 q − 1




q + 1 −q/2
q − 1 1− q/2
] [




So when q is even, this last matrix is the HNF associated to the integer circulant
matrix on the left-hand side of this last equation. However, when q is odd, we
have [
q + 1 q − 1




(q + 1)/2 (1− q)/2
(q − 1)/2 (3− q)/2
] [




This last matrix is the HNF of the generator matrix for what is called a rank-2
lattice rule. Since gcd(b0, b1) = gcd(q+1, q−1) = 2 when q is odd, the comments
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in Section 1 show why we do not have a HNF associated to a rank-1 circulant
lattice rule.
Numerical calculations for s = 6 show that the previous example cannot be
extended to the case of even s when q is odd.
For the case s = 4, we do find that the matrix product
q + 1 q − 1 q (1− 3q)/2
q q + 1 q − 1 (1− 3q)/2
q q q + 1 (−1− 3q)/2
q − 1 q q (1− 3q)/2


1 0 0 4q − 1
0 1 0 8q − 1
0 0 1 12q − 1
0 0 0 16q
 (8)
is given by 
q + 1 q − 1 q q
q q + 1 q − 1 q
q q q + 1 q − 1
q − 1 q q q + 1
 . (9)
When q is odd, then (±1− 3q)/2 is an integer. Moreover, one may verify that
(4q−1)4 ≡ 1 (mod 16q), 8q−1 ≡ −(4q−1)2 (mod 16q), and 12q−1 ≡ (4q−1)3
(mod 16q). In other words, the elements of the last column of the second matrix
in (8) satisfy the relationships (3) and (4) of Theorem 1. Then a matrix of this
form is the HNF associated to the integer circulant matrix given in (9) when q
is odd.
Example 4. For the final example, consider
H =

1 0 0 · · · 0 n− 1
0 1 0 · · · 0 n− 1







0 0 0 · · · 1 n− 1
0 0 0 · · · 0 n

.
As mentioned in the second Remark after Theorem 1, the values n−1 in the last
column of H satisfy the relationships (3) and (4) of Theorem 1. Now suppose
n is such that gcd(n, s) = 1. Then it is claimed that this H is the HNF of the
integer circulant matrix B given by
b0 = b1 = · · · = br−1 = q + 1, br = br+1 = · · · = bs−1 = q,
where n = qs+ r for integers q and r with 1 ≤ r ≤ s− 1.
To verify this claim, we again look at the elements in the last column of
W where WH = B and show they are all integers. We have hj = n − 1 for
1 ≤ j ≤ s− 1. Each row of B has r values of q + 1 and s− r values of q.
In the case when 1 ≤ k ≤ s − r, we have bs−k = q. This leaves r values of




q − r(q + 1)(n− 1)− (s− r − 1)q(n− 1)
n
=
−qsn+ qn− rn+ qs+ r
n
= −qs+ q − r + 1 ∈ Z,
where we have made use of n = qs+ r.
Similarly, when s − r + 1 ≤ k ≤ s, we have bs−k = q + 1. This leaves r − 1
values of q + 1 and s − r values of q in the k-th row of B. From (6), we then
obtain
wk,s =
q + 1− (r − 1)(q + 1)(n− 1)− (s− r)q(n− 1)
n
=
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