ABSTRACT
INTRODUCTION
Many imaging techniques are based on measurements of scattered waves and, typically, overall image resolution is proportional to the ratio of system aperture to signal wavelength. When the physical (real) aperture is small in comparison with wavelength, an extended "effective aperture" can sometimes be formed analytically: examples include ultrasound, radar, sonar, and seismic prospecting. For the most part, these synthetic-aperture methods rely on time-delay measurements of impulsive echo wavefronts and assume that the region to be imaged is stationary. 5, 13, 24 for monostatic (backscattering) radar shows that the accuracy to which one can measure the Doppler shift and time delay depends on the transmitted waveform. There is similar theory for the case when a single transmitter and receiver are at different locations. [22] [23] [24] Some recent work 3 develops a way to combine range and Doppler information measured at multiple receivers in order to maximize the probability of detection.
For an imaging region containing moving objects, on the other hand, it is well-known that measurements of the Doppler shift can be used to obtain information about velocities. This principle is the foundation of Doppler ultrasound, police radar systems, and some Moving Target Indicator (mti) radar systems. The classical "radar ambiguity" theory

In recent years a number of attempts to develop imaging techniques that can handle moving objects have been proposed. Space-Time Adaptive Processing (stap) 12 uses a moving multiple-element array together with a real-aperture imaging technique to produce Ground Moving Target Indicator (gmti) image information. Velocity Synthetic Aperture Radar (vsar)
10 also uses a moving multiple-element array to form a sar image from each element; then from a comparison of image phases, the system deduces target motion. Other work 17 uses a separate transmitter and reciever together with sequential pulses to estimate target motion from multiple looks. Another technique 18 uses backscattering data from a single sensor to identify rigid-body target motion, which is then used to form a three-dimensional image. Other work14 extracts target velocity innnation by exploiting the smearing that appears in SAR images when the a'ong-track target ve'ocity is incorrecfly identified. All of these techniques make use of the so-called "start-stop approximation," in which a target in motion is assumed to be momentarily stationary while it is being interrogated by a radar pulse. In other words, Doppkr measurements are not actually made by these systems.
Imaging techniques that rely on Doppler data are generally real-aperture systems, and provide spatia' information with very ow resdiution. An exception is Dopp'er SAR,2 a synthetic-aperture approach to imaging from a moving sensor and fixed target. Another approach that explicitly considers the Doppler shift is Tomography of Moving Targets (TMT),11 which uses multiple transmitters and receivers (together with matched-filter processing) to both form an image and find the ve'ocity.
Below we develop a theory that shows how to unify these different approaches. In the process, we will demonstrate how we can fuze the spatial, temporal, and spectral aspects of scattered-field-based imaging. For simplicity, we consider only the far-field case, the general case4 being published elsewhere. The present discussion dea's with the case of fixed distributed sensors, although our resuks indude monostatic configurations (in which a single transmitter and receiver are co-'ocated) as a special case. Methods for imaging stationary scenes in the case when the transmitters and receivers are 'ocated at different positions have been particularly well-developed in the geophysics literature1 and have a'so been exp'ored in the radar literature. 
MODEL FOR DATA
We model wave propagation and scattering by the scalar wave equation for the wavefied '(t, x) due to a source waveform s(t, x) transmitted at time -Tn from location y:
For simplicity, we consider on'y 'ocalized isotropic sources; the work can easily be extended to more realistic antenna models. 15 A singk scatterer moving at ve'ocity v corresponds to an index-of-refraction distribution n2(x -Vt):
where c0 denotes the speed in the stationary background medium (here assumed constant). For radar, c0 is the speed of light in vacuum. We write qv(x -Vt) = c2n2(x -Vt). To model multiple moving scatterers, we et q(x -Vt) d3x d3v be the corresponding quantity for the scatterers in the vdlume d3x d3v centered at (xv). In 
The Transmitted Field
We consider the transmitted field ψ in in the absence of any scatterers; ψ in satisifies the version of equation (1) in which c is simply the constant background speed c 0 , namely
Henceforth we drop the subscript on c. We use the Green's function g, which satisfies
and is given by
where we have used 2πδ(t) = exp(−iωt) dω. We use (6) to solve (5) , obtaining
The Scattered Field
We write ψ = ψ in +ψ sc , which converts (1) into
The map q →ψ sc can be linearized by replacing the full field ψ on the right side of (8) 
In equation (9), we make the change of variables x → x = x − vt , (i.e., change to the frame of reference in which the scatterer q v is fixed) to obtain
The physical interpretation of (10) 
To evaluate the t integral of (10), we denote by t = t x,v (t) the solution of
The time t x,v (t) is the time when the wave reaching the receiver at z at time t interacted with the target that, at time t = 0, was located at x. This target, at time t x,v (t), is actually located at x + vt x,v (t). 
With the far-field approximation (11), equation (12) reduces to
which can be solved explicitly to yield
The argument ofs equation (10) is then
We see that when |v|/c 1, the Doppler scale factor becomes
The scattered field is
IMAGING
We now address the question of extracting information from the scattered waveform described by equation (17 
The corresponding imaging operation is a filtered version of the formal adjoint of the "forward" operator F. Thus we form the phase-space image I(p, u) as
The specific choice of filter is dictated by various considerations; 1, 25 here we make choices that connect the resulting formulas with familiar theories. We take the filter to be
which leads (below) to the matched filter. Here the star denotes complex conjugation, and J is a geometrical factor that depends on the configuration of transmitters and receivers. Our image formation algorithm depends on the data we have available. In general, we form a (coherent) image as a filtered adjoint, but the variables we integrate over depend on whether we have multiple transmitters, multiple receivers, and/or multiple frequencies. The number of variables we integrate over, in turn, determines how many image dimensions we can hope to reconstruct. If our data depends on two variables, for example, then we can hope to reconstruct a two-dimensional scene; in this case the scene is commonly assumed to lie on a known surface. If, in addition, we want to reconstruct two-dimensional velocities, then we are seeking a four-dimensional image and thus we will require data depending on at least four variables. More generally, determining a distribution of positions in space and the corresponding three-dimensional velocities means that we seek to form an image in a six-dimensional phase space.
To determine the point spread function, we substitute (19) into (20) to obtain
For smooth S y , we can apply the method of stationary phase to the t and ω integrations in (22) . The critical conditions are (23) and the Hessian of the phase is α v . This converts the kernel of (22) into
where ∆τ f is defined by
where in the last line we have assumed that the transmitters are activated so that T y = |y|/c and where we have used (16) to write
The choice T y = |y|/c corresponds to activating the transmitters so that waves from different transmitters arrive at the origin at the same time.
To write (24) 
in terms of the ambiguity function, we assume thatJ = J/ω 2 is independent of ω and use the definition of the inverse Fourier transform
to obtain
If we use the the wideband radar ambiguity function 19 A y for the waveformṡ, defined by
then we can write (28) as 
This exhibits the wideband point-spread function for phase-space imaging in terms of a weighted, coherent sum of wideband bistatic ambiguity functions.
Many radar systems use a narrowband waveform, which is of the form
s y (t) =s y (t) e −iωytA y (σ, τ ) = −ω 2 y s * y (σt − τ )s y (t) e iωt e −iωyτ dt(32)whereω = ω y (σ − 1). Sinces y (t) is slowly varying, A y (σ, τ ) ≈ −ω 2 y A y (ω, τ ),
where A y is the narrowband ambiguity function
We note that our definition of the ambiguity function includes a phase.
In the narrowband case, (30) reduces to
where
with k y = ω y /c, β v = (ŷ +ẑ) ·v/c, and
The narrowband result (34) clearly exhibits the importance of the bistatic bisector vectorŷ +ẑ.
REDUCTION TO FAMILIAR SPECIAL CASES
Range-Doppler Imaging
Imaging with Ridge-like Ambiguity Functions
For an ambiguity function that is a narrow ridge along the line τ = mν, the ambiguity function is of the form
and equation (39) becomes
This leads to the Feig-Grunbaum imaging method, 9 in which ambiguity functions with different slopes provide different slices of a target, and the target is then reconstructed by backprojection.
High Range-Resolution Imaging
Many radar systems use high range-resolution (hrr) pulses, for which the ambiguity function is a narrow ridge extending along the ν axis. In these cases, we write
with A y (τ ) sharply peaked around τ = 0.
Inverse Synthetic-Aperture Radar (ISAR)
In spite of the confusion between range-Doppler imaging and isar, modern isar methods do not actually require Doppler-shift measurements. Rather, the technique depends on the target's rotational motion to establish a pseudo-array of distributed receivers. To show how isar follows from the results of this paper, we fix the coordinate system to the rotating target. Succeeding hrr pulses of a pulse train are transmitted from and received at positions z = y that rotate around the target asŷ =ŷ(θ). With this geometry and an ambiguity function of the form (42), equation (34) reduces to
where we have written ω y = ω 0 because the pulses typically have the same center frequency.
Note that the set of all points p such that (p − x)·ŷ(θ) = 0 forms a plane through x with normalŷ(θ). Consequently, since A y (τ ) is sharply peaked around τ = 0, the support of the integral in (43) is a collection of planes, one for each pulse in the pulse train, and isar imaging is seen to be based on backprojection.
Because knowledge ofŷ(θ) is needed, isar depends on knowledge of the rotational motion; it is typically assumed to be uniform, and the rotation rateω must be determined by other means.
Spotlight Synthetic-Aperture Radar (SAR)
Sar also uses hrr pulses, transmitted and received at locations along the flight path y = y(ζ), where ζ denotes the flight path parameter. For a stationary scene, u = v = 0, which implies that β u = β v = 0. In this case, (34) reduces to
where again we have used (42). (17) as
Diffraction Tomography
where the (Born-approximated) far-field pattern or scattering amplitude is
and where k 0 = ω 0 /c. We note that our incident-wave direction convention (from target to transmitter) is the opposite of that used in the classical scattering theory literature (which uses transmitter to target).
In this case the data is the far-field pattern (46). Our inversion formula is (20), where there is no integration over t. The resulting formula is
where Q k0 is the filter
which corrects for the Jacobian that is ultimately needed. Here the factor of k 3 0 corresponds to three-dimensional imaging. 
The associated point-spread function is obtained from substituting (46) into (47):
I k0 (p) = e ik0(ẑ+ŷ)·p Q k0 (ẑ,ŷ) e −ik0(ẑ+ŷ)·x q(x) d 3 x dŷ dẑ = k 3 0 (2π) 4 e ik0(ẑ+ŷ)·(p−x) |ẑ +ŷ| dŷ dẑ q(x) d 3 x = χ 2k (ξ)e iξ·(p−x) d 3 ξ q(x) d 3 x(49)
Moving Target Tomography.
Moving Target Tomography 11 models the signal using a simplified version of (17) . For this simplified model, our imaging formula (20) reduces to matched-filter processing 11 with a different filter for each location p and for each possible velocity u. 
CONCLUSIONS AND FUTURE WORK
