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We theoretically propose and experimentally implement a method of measuring a qubit by driving
it close to the frequency of a dispersively coupled bosonic mode. The separation of the bosonic states
corresponding to different qubit states begins essentially immediately at maximum rate, leading to
a speedup in the measurement protocol. Also the bosonic mode can be simultaneously driven to
optimize measurement speed and fidelity. We experimentally test this measurement protocol using
a superconducting qubit coupled to a resonator mode. For a certain measurement time, we observe
that the conventional dispersive readout yields close to 100 % higher average measurement error
than our protocol. Finally, we use an additional resonator drive to leave the resonator state to
vacuum if the qubit is in the ground state during the measurement protocol. This suggests that the
proposed measurement technique may become useful in unconditionally resetting the resonator to
a vacuum state after the measurement pulse.
Since the birth of quantum mechanics, quantum mea-
surements and the related collapse of the wavefunction
has puzzled scientists [1, 2], culminating in various inter-
pretations of quantum mechanics such as that of many
worlds [3]. With the recent rise of quantum technol-
ogy [4–6], the quantum measurement has become one
of the most important assets for practical applications.
For example, measurements of single qubits are the key
in reading out the results of quantum computations [7–
10] and parity measurements in multi-qubit systems are
frequently required in quantum error correction codes
such as the surface and color codes [11–15]. Furthermore,
single-qubit measurement and feedback can be used to re-
set qubits [16–18] or even solely provide the non-linearity
needed to implement multi-qubit gates [19–21].
One of the most widespread ways to measure qubits is
to couple them to one or several bosonic modes, such
as those of the electromagnetic field, and to measure
their effect on the radiation [22]. This method is cur-
rently used, for example, in quantum processors based
on superconducting circuits [23–28], quantum dots [29–
31], and trapped ions [32]. Especially with the rise of
circuit quantum electrodynamics [33, 34], this measure-
ment technique has become available to many different
hybrid systems such as mechanical oscillators [35, 36] and
magnons [37].
Theoretically, the interacting system of a qubit and
a bosonic mode is surprisingly well described by the
Jaynes–Cummings model [38, 39]. If the qubit frequency
is far detuned from the mode frequency, i.e., we oper-
ate in the dispersive regime, the interaction term renders
the mode frequency to depend on the qubit state. Con-
sequently, a straightforward way to implement a non-
demolition measurement on the qubit state is to drive
the mode at a certain frequency close to the resonance
and measure the phase shift of the output field with re-
spect to the driving field. This kind of dispersive mea-
surement has been extremely successful, for example, in
superconducting qubits [40] with increasing accuracy and
speed [24, 41–43] currently culminating in 99.2 % fidelity
in 88 ns [26].
In the dispersive measurement, one of the key issues
has been the ability to quickly populate the bosonic mode
in the beginning of the measurement protocol [24] with-
out surpassing the critical photon number, and to quickly
evacuate the excitations from the mode after the mea-
surement [17, 44]. These requirements point to the need
for a fast, low-quality readout mode. However, this poses
a trade-off on the qubit lifetime, which to some extent,
can be answered using Purcell filters [24, 26, 45] with the
cost of added circuit complexity. A simple and fast high-
fidelity measurement scheme is of great interest not only
to the field of superconducting qubits, but also to other
quantum technology platforms utilizing bosonic modes
as the measurement tool.
Inspired by our recent work [46] on quickly stabilizing
resonator states by a qubit drive, we propose in this let-
ter a qubit measurement protocol which is based on driv-
ing the qubit close to the frequency of the bosonic mode
through a non-resonant channel. Owing to the disper-
sive coupling, the initial vacuum state of the resonator
begins to rotate selectively on the qubit state about a
point controlled by the strength and phase of the qubit
drive. Importantly, this rotation begins immediately af-
ter the drive pulse arrives at the qubit with no bandwidth
limitation imposed by the resonator. We demonstrate
this non-demolition readout scheme in planar supercon-
ducting qubits and observe that it leads to a significant
speedup. Furthermore, we discuss how this method can
be used to unconditionally reset the resonator state into
vacuum after the readout without the need for feedback
control. We experimentally demonstrate a related effect
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FIG. 1. (a) Schematic presentation of the readout scheme
where the qubit is driven (blue color) at the frequency of
a dispersively coupled bosonic mode. A compensation tone
(brown color) on the resonator may be used to optimize the
result. We consider the case where the detuning ∆ =ωq−ωr
is much greater than the qubit–mode coupling strength g. (b)
Evolution of the mean of the resonator state in phase space
for the conventional dispersive readout starting from vacuum
(cross) provided that the qubit was prepared in |g〉 (blue) or
|e〉 (red). (c) As (b) but the readout pulse is applied directly
to the qubit. Thus, the resonator states start to rotate about
a new virtual origin αvo (circle) leading to a faster separation.
After measurement, we may reverse the sign of the virtual ori-
gin and wait for the resonator sates corresponding to different
qubit sates to fully overlap (faint colors). A subsequent shift
(brown color) finalizes an unconditional reset of the resonator.
where the resonator is left in the vacuum state provided
that the qubit was in the ground state.
Let us theoretically study a qubit coupled to a sin-
gle bosonic mode such as that of an electromagnetic res-
onator, as shown in Fig. 1(a). Instead of using the con-
ventional readout by populating the resonator with a co-
herent pulse [40, 41], we measure the qubit state by driv-
ing the qubit at the resonator frequency ωr. In addition,
we can apply a compensation pulse to the resonator to
eliminate cross-coupling effects with the qubit or oth-
erwise control the resonator state. The qubit and the
resonator couple to their respective driving fields with
different strengths, which together with the pulse en-
velopes constitute the effective Rabi angular frequencies
Ωq and Ωr, respectively. The qubit may be first excited
from the ground state |g〉 to the excited state |e〉 by a
separate drive tone at the transition angular frequency
ωq =ωr + ∆, where ∆ is the detuning.
In the frame rotating at ωr with respect to the bare
qubit and resonator Hamiltonians, ~ωqσˆ+σˆ− and ~ωraˆ†aˆ,
respectively, the system is described by the Jaynes–
Cummings Hamiltonian
Hˆ/~ = ∆σˆ+σˆ− + (gσˆ+aˆ+ Ωqσˆ+ + iΩraˆ† + H.c.), (1)
where g denotes the qubit–resonator coupling strength,
aˆ† and σˆ+ ≡ |e〉〈g| are the creation operators of the res-
onator mode and of the qubit, respectively. Above, we
have introduced the rotating-wave approximation justi-
fied by gωq, ωr.
To demonstrate the benefit of driving the qubit at the
frequency of the resonator, we employ the standard dis-
persive approximation [47] in the regime g |∆|. This
yields, up to constant energy terms, the Hamiltonian [48]
Hˆ ′′/~ ≈ (∆ + χ) σˆ+σˆ− +
[(
Ωq + iΩr
χ
g
)
σˆ+ + H.c.
]
−χσˆzaˆ†aˆ+
[(
iΩr − Ωqχ
g
σˆz
)
aˆ† + H.c.
]
, (2)
where χ= g2/∆ is the dispersive shift for a two-level sys-
tem and σˆz = |g〉〈g| − |e〉〈e|. The term proportional to aˆ†
is a generator of a displacement operator that depends on
the state of the qubit. Thus, driving the qubit effectively
realizes longitudinal coupling [49, 50] for the duration of
the readout, implying that the rate of state separation is
not limited by the rate at which the resonator is popu-
lated.
In our work, the resonator is accurately described by
a coherent state |α〉 such that aˆ|α〉=α|α〉, α∈C. The
drive amplitude Ωq may be turned on very fast, causing
the amplitudes αg/e corresponding to the eigenstates of
the qubit, |g〉 and |e〉, to separate in the complex plane
at least with the initial speed 2 Ωqχ/g. This minimum
speed is achieved with Ωr = 0 for an initial vacuum state
in the resonator.
As the resonator becomes populated, the trajecto-
ries begin to curve due to the dispersive term −χσˆzaˆ†aˆ
in Eq. (2) and, in fact, to rotate about the point
αvo≡−Ωq/g. This behavior is intuitively understood in
a frame displaced by αvo. Introducing a shifted annihi-
lation operator bˆ= aˆ−αvo, the last line of Eq. (2) yields
Hˆ ′′r /~ ≈ −χσˆz bˆ†bˆ+
(
iΩrbˆ
† + H.c.
)
. (3)
The first term in Eq. (3) corresponds to a rotation of
the amplitude α in the complex plane about the virtual
origin αvo with an angular frequency χ in a direction
determined by the qubit state. Thus driving the qubit at
the resonator frequency ωr effectively shifts the origin of
the resonator phase space to a point αvo in the rotating
frame.
The term (Ωq + iΩrχ/g) σˆ+ in Eq. (2) shows that the
drives slightly tilt the qubit Hamiltonian. The tilt of
the quantization axis determines the speed at which
the drives can be turned on while maintaining adia-
baticity, the lowest-order condition being approximately
Ω˙q∆2/
√
2. Since Ωq∆, the rise time of the qubit
drive pulse can be negligibly short compared with the
relevant dynamics of the resonator states. Thus the
qubit-state-dependent separation dynamics of the res-
3onator state starts to take place essentially instantly in
this readout protocol.
In contrast to the multichannel readout visualized in
Fig. 1(c), the usual dispersive readout relies solely on the
term −χσˆzaˆ†aˆ, which implies that one needs to use the
resonator drive to populate the resonator for the state
separation to take place, see Fig. 1(b). The characteris-
tic time scale for the population dynamics 1/κ is deter-
mined by the internal and external damping rates of the
resonator κi and κx, respectively, as κ = κi + κx.
In addition to the potentially faster readout, our
scheme offers more control over the evolution of the states
than the usual dispersive readout. For example, we may
continuously drive the resonator such that either αe or
αg end in any desired position at the end of the readout.
For example, choosing iΩr = Ωqχ/g in Eq. (2) causes αg
to remain in vacuum while αe is displaced. Interestingly,
we may also reset the resonator to the vacuum state un-
conditionally on the qubit state and without feedback
control. As illustrated in Fig. 1(c), one may shift the
phase of αvo by pi after the actual measurement pulse
and wait for both of the amplitudes αe and αg to rotate
on top of each other. Subsequently, both distributions
may be shifted to the vacuum state using a single pulse
on the resonator.
Note that due to the finite resonator bandwidth, the
resonator will slowly saturate towards a steady state. We
obtain the steady states by solving the standard Lindblad
master equation ˙ˆρ=−i[Hˆ, ρˆ]/~+κL[aˆ]ρˆ/2, where L[aˆ] is
the Lindblad superoperator and ρˆ is the density oper-
ator of the qubit–resonator system. Forcing the states
to remain coherent, the steady states |αsg/e〉 are given
by αsg/e = (iΩr∓Ωqχ/g)/(iκ/2±χ). Above, we have re-
stricted our theory to the case of a two-level system.
However, the scheme also works in the case of many non-
equidistant levels [48] such as those of a superconducting
transmon qubit [51] studied below. Here, the driving
frequency needs to be slightly offset from that of the res-
onator and an additional resonator drive is needed to
obtain essentially Eq. (2) for the transmon. Note that
qubit non-linearity is pivotal to obtain a non-vanishing
dispersive shift χ.
To implement our theoretical scheme we have
fabricated [48] a superconducting Xmon qubit [52]
shown in Fig. 2(a). It is coupled with strength
g= 2pi×130 MHz to a coplanar waveguide resonator of
frequency ωr/2pi= 6.02 GHz. The resonator has in-
ternal and external loss rates κi = 2pi×0.5 MHz and
κx = 2pi×1.5 MHz, respectively. We tune the qubit to the
point of optimal phase coherence [48], ωq/2pi= 7.86 GHz,
where it is characterized by the energy relaxation time
T1 = 3.0µs. This leads to a dispersive shift χ= −
2pi×1.6 MHz. We mount the sample to the base tem-
perature stage, T = 20 mK, of a dilution refrigerator
and extract the effective qubit temperature Teff = 73 mK
from histograms of single-shot measurements [48]. For
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FIG. 2. (a) Simplified measurement setup and scanning
electron micrographs of the experimental sample realizing the
theoretical scheme. We employ an Xmon qubit [52], the fre-
quency of which may be tuned by applying an external mag-
netic flux to the accompanying dc SQUID. The qubit is ca-
pacitively coupled to a voltage drive line and to a co-planar
waveguide resonator which is, in turn, coupled to a transmis-
sion line. After amplification, we measure the two quadra-
tures Re aˆ and Im aˆ of the resonator field. (b) Evolution of
the amplitudes of the coherent states corresponding to the
ground (blue line) and excited (red line) states of the qubit
during a 420-ns conventional dispersive readout. Correspond-
ing results of single-shot measurements are shown by dots (see
text for details). The dotted line indicates the threshold for
assigning the measurement outcome. (c) As (b), but the drive
tone is applied to both the qubit and the resonator with an
optimized relative phase. The single-shot measurement fideli-
ties are 96.4 % and 96.6 % for (b) and (c), respectively.
this purpose, we use a traveling-wave parametric ampli-
fier [53] and a heterodyne detection setup to measure the
two quadratures Re aˆ and Im aˆ of the resonator field.
Figures 2(b) and 2(c) present the experimentally mea-
sured temporal trajectories of ensemble-averaged expec-
tation values α(t) = 〈aˆ(t)〉 for the conventional readout
and our method, respectively. The trajectories show
qualitative agreement with our theory: In the conven-
tional readout, the states move in the general direction
of the drive and separate as the distance to the origin
increases. In our scheme, the states move to opposite
directions owing to precession about the virtual origin
lying on the negative real axis. The dominating differ-
ences between Figs.1(b,c) and 2(b,c) can be explained by
the higher levels of the transmon [48].
4integration time (ns)
100 400 450
av
er
ag
e 
m
ea
su
re
m
en
t e
rro
r
200150 250 300 350
0.1
0.3
0.03
resonator only
qubit only
multichannel
integration time (ns)
0er
ro
r i
nc
re
as
e 
(%
)
100
50
100 200 300 400
FIG. 3. Average measurement error total− prep as a func-
tion of integration time for the conventional readout (blue
markers), qubit driving (red markers), and multichannel driv-
ing (yellow markers). Each data point shows the average and
the standard deviation of 10 measurement runs consisting of
104 single-shot measurements. The stars indicate the time for
which the lowest error is obtained for each method. The inset
shows the relative increase in the measurement error when the
readout method is changed from the multichannel scheme to
the conventional readout. When we drive the resonator only,
the experimental parameters are identical to those in Fig. 2(b)
and with multichannel driving to those in Fig. 2(c). For the
multichannel readout, the drive powers to the resonator and
to the qubit are decreased by 2 dB and 1 dB compared with
single-channel driving, respectively.
To characterize the performance of our method, we
implement single-shot measurements S, of the observ-
able Sˆ=
∫ τ
0
[Wre(t)Re aˆ(t) + iWim(t)Im aˆ(t)] dt by tem-
poral integration of the readout signal. Here, the normal-
ized weight functions are determined from the previously
measured trajectories as Wre(t)∝ |Re[αe(t)−αg(t)]| and
Wim(t)∝ |Im[αe(t)−αg(t)]|. Thus the most weight is
given to the signal when the state separation is known
to be the largest. We also determine reference points
αrefj by averaging shots conditioned on the qubit being in
state j ∈{g, e}. For a single measurement shot S, we in-
fer that the qubit was in state |g〉 if |S−αrefg |< |S−αrefe |,
see Figs. 2(b) and 2(c).
The error probability of assigning an incorrect la-
bel for the intended qubit state is calculated as
total = [p(e | g) + p(g | e)]/2, where p(j | k) is the sampled
probability to assign the label j to a state supposedly
prepared in |k〉. To extract the error due to readout,
we independently measure the state preparation errors
caused by faulty gate operations, spontaneous decay, and
thermal excitation. We estimate that these sources ac-
count for prep = 2.6 % of the total error, mainly limited
by T1 decay of our sample (see [48] for details).
We benchmark the speed and fidelity of our readout
scheme against the conventional method in Fig. 3, which
demonstrates that driving the qubit directly, with or
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FIG. 4. (a) Measured means of the steady states corre-
sponding to |g〉 (αg) and |e〉 (αe) in the multichannel read-
out as functions of the phase φq of the qubit drive pulse, as
indicated by the different colors of the markers. The black
arrows denote phase-independent contributions to the steady
state owing to the resonator drive. With a particular choice of
φq, indicated by the gray arrows, one of the resonator states
returns to vacuum during the measurement. (b) Evolution
of the amplitude of the coherent state (solid lines) for qubit
ground (blue color) and excited (red color) states in the par-
tial reset scheme. The phase φq is chosen such that the steady
state for |g〉 lies at the origin.
without the compensation tone on the resonator, yields
considerably lower errors for integration times τ ≤ 350 ns.
Thus, measuring the qubit state by direct or multichan-
nel driving results in a noticeable speedup over driving
only the resonator. For each readout scheme, the drive
power is independently maximized with the condition
that the third level of the transmon is negligibly excited
during readout, to ensure that the readout realizes a non-
demolition measurement. For the multichannel readout,
the relative phase between the resonator and qubit drives
φr−φq is also optimized to achieve the fastest decrease
in error. We observe that for a given integration time,
the conventional readout bears close to 100 % larger mea-
surement error than the multichannel driving scheme.
Combining the two drive channels provides versatile
tools for controlling the state of the resonator. In
Fig. 4(a), we show that as a function of the phase φq,
the steady states draw circles in the complex plane, the
centers and radii of which depend on the qubit state.
This behavior is in agreement with the above result
αsg/e = (iΩr∓Ωqχ/g)/(iκ/2±χ). It appears possible to
choose the phase of Ωq such that the resonator state cor-
responding to one of the qubit states remains in the vac-
uum state (grey arrows), a situation inaccessible by driv-
ing only the resonator. In Fig. 4(b), we show that with
the multichannel method we can indeed leave αg near
the origin while significantly displacing αe. As discussed
above, a related mechanism may be utilized to uncondi-
tionally reset the resonator after the readout to further
reduce the duration of the overall measurement protocol.
In conclusion, we have proposed and experimentally
demonstrated a readout scheme for a qubit dispersively
5coupled to a bosonic mode. By driving both the qubit
and the mode close to the mode frequency, the readout
can be turned on much faster than any other relevant
time scale in the system and the resonator can be uncon-
ditionally brought back to the vacuum state without the
need for feedback control. Our experiments with a super-
conducting qubit demonstrate resonator control through
the qubit. For a given readout time in our sample, we ex-
perimentally observe that the conventional readout may
lead to more than 100% larger error than that of the
proposed scheme.
In the future, we aim to realize the unconditional re-
set protocol and to optimize the sample design such that
we improve on the present state-of-the-art readout [26].
Furthermore, our proposal could be implemented in a va-
riety of systems such as qubits coupled to nanomechan-
ical resonators [35, 36]. We expect that in addition to
qubit readout, an extension of our protocol may also be
beneficial for resonator state control such as the creation
of cat states [54].
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SAMPLE FABRICATION
We fabricate the sample shown in Fig. S1 on a high-resistivity (> 10 kΩ cm) silicon substrate. The substrate has
lateral dimensions of 10 mm× 10 mm and a thickness of 525µm. To reduce losses due to two-level fluctuators [1], we
remove the native oxide with argon ion milling before niobium metalization. By sputter deposition, we add 200 nm of
niobium, which we use for defining the co-planar waveguide structures. They are patterned with optical lithography
and reactive ion etching. We cover all relevant sample areas with circular 6 µm wide holes to trap flux vortices. In
a next step, we define the loops for the superconducting quantum interference devices (SQUIDs) and the Josephson
junctions for the transmon qubits [2]. A double-layer Polymethyl methacrylate (PMMA) resist is patterned with
electron beam lithography. The junctions have a size of 100 nm× 150 nm and are fabricated with aluminum shadow
evaporation [3]. To reduce the loss at the aluminum–niobium interfaces [4], we clean the niobium surface with argon
ion milling before we start the aluminum evaporation. The junctions have a resistance of 8 kΩ each, resulting in a
Josephson energy EJ =h× 34 GHz. The transmon qubit is made in the Xmon design [5] and has a charging energy
Ec =h× 264 MHz. We mount the sample chip in a gold plated sample box made from copper and connect the feedlines
to a printed circuit board (PCB) with aluminum wire bonds.
qubit
resonator
bonds test
pads
PCB
bond pads
readout
line
gate
line
1 mm
500 nm
Figure S1: Photograph of the sample that we connect to a printed circuit board (PCB) with aluminum bonds. The sample
contains six qubit-resonator systems and we use the highlighted qubit in our experiments. The meandering quarter-wavelength
resonators are coupled to the Xmon qubits through a horseshoe-shaped capacitor. The resonators operate at different frequencies
separated by 200 MHz to enable multiplexed readout from a common transmission line. There is a voltage gate line for each
qubit to control the qubit states individually. At the corner of the sample, we use test pads to characterize the resistance and
size of test Josephson junctions. The grey area in the center of the sample is covered with holes in the ground plane, whereas
the outer area is completely covered with niobium. The inset shows a typical Josephson junction used for the transmon qubits.
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Figure S2: Measurement setup: We use a heterodyne detection scheme (upper part of the figure) to characterize the qubit-
state-dependent shift of superconducting resonators mounted in a dilution refrigerator (lower part of the figure). Details are
described in the text. Up and down conversion is depicted in Fig. S3
3MEASUREMENT SETUP
Cryogenic setup—For our experiments, we mount the sample to the base temperature of 20 mK of a dilution
refrigerator (see Fig. S2). Our low-temperature setup employs multistage shielding against magnetic flux noise and
thermal radiation containing a µ-metal shield and an aluminum shield at the sample stage. In addition, we use a
µ-metal shield to protect a Josephson traveling-wave parametric amplifier (TWPA) [6] against stray magnetic fields.
This amplifier is required for the single-shot measurements and has been fabricated at MIT Lincoln Laboratory. We
operate the TWPA with a coherent drive that we optimize for a minimum noise temperature of the TWPA. Using an
automated optimization protocol, we find a TWPA noise temperature of approximately 380 mK for a gain of 21.4 dB
at 6.2 GHz. To obtain the TWPA noise temperature, we have used an in-situ power calibration based on the photon-
number-dependent frequency shift of the qubits. In addition to the TWPA, we use a high-electron-mobility transistor
(HEMT) amplifier at the 4-K stage of the cryostat. The readout and the qubit gate lines are heavily attenuated
and we mount microwave filters at the sample stage to reduce the influence of thermal noise [7]. To apply a static
magnetic flux to the SQUID loops of the qubits, we use a custom-made superconducting coil with approximately 200
windings.
Readout setup—The readout setup that we use for qubit measurements is depicted as the blue components in Fig. S2
and Fig. S3. Our measurements are carried out with a heterodyne microwave detection setup that is synchronized
with the qubit control hardware. We generate coherent readout pulses by up-conversion of a local oscillator signal
using a double-balanced IQ mixer. The temporal envelopes of the readout pulses are rectangular and additionally
bandpass filtered. They are generated by a field-programmable gate array (FPGA). The FPGA logic controls the
output of two digital-to-analog converters (DACs) running at 250 MS/s. They generate a 62.5 MHz intermediate
frequency superimposed to the temporal envelopes of the in-phase and quadrature components, I and Q, of the
readout signal. The pulses are sent through the cryostat, amplified, and down-converted using another IQ mixer.
Finally, we digitize the transmitted I and Q components using two analog-to-digital converters (ADCs). These ADCs
run at 500 MS/s and are controlled by the same FPGA board as the DACs. Our FPGA code allows us to either
analyze single measurement events or ensemble averages to reproduce the time traces in phase space. Currently, the
speed of our detection setup is limited by the 40 MHz bandwidth of the band-pass filters in the amplification chain.
In addition to the cryogenic amplifiers, this chain contains two room temperature RF amplifiers and a single amplifier
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Figure S3: Microwave setup for up and down conversion as well as filtering: We split the coherent signal of a microwave source
and feed it to two IQ-mixers for up- and down-conversion. The output of the down-converted signal is amplified before feeding
it to the ADCs. We optimize the mixer isolation using a dc voltage fed through bias-tees (green components).
4for each quadrature component after down-conversion.
Multi-channel readout—In our experiments, we can apply a readout pulse either to the resonator through the
common transmission line and simultaneously to the qubit through a voltage gate line. To ensure the required phase
coherence between the two drives, we use a single local oscillator and split the signal after it has passed the IQ mixer.
We obtain full control over the absolute amplitudes of each signal part by using tunable attenuators and digital phase
shifters. To optimize the readout performance, we carefully adjust the electrical delay in the different control lines to
ensure that the pulses arrive at the sample at identical times.
Qubit control—All components required for qubit control are depicted in pink in Fig. S2. We use a timing module to
synchronize the readout FPGA with another FPGA board that generates the qubit control pulses. All these boards
are PXI-based and installed in a common controller chassis. The FPGA board for qubit control feeds Gaussian
envelopes to the two outputs of a DAC operating at 1.25 GS/s. These envelopes have an intermediate frequency of
312.5 MHz and are upconverted to the qubit frequency using a local oscillator and an IQ mixer. To optimize the
spectral distribution of the qubit control and also of the readout pulses, they can be routed to a spectrum analyzer
through a microwave multiplexer. For our experiments we use typical pulse lengths of 100 ns to perform a pi rotation
of the qubit state on the Bloch sphere. The FPGA code for the qubit pulses can generate arbitrary waveforms, which
allows us to optimize the gate fidelities using randomized benchmarking.
SAMPLE CHARACTERIZATION
We use spectroscopy measurements to characterize the relevant sample parameters summarized in Table I. We obtain
the resonator frequency and the resonator loss rates from spectroscopy measurements as shown in Fig. S4(a). More
precisely, we fit an input-output model [8] to the complex transmission coefficient S21 after adjusting the magnetic
flux to a value corresponding to the maximum qubit frequency. We additionally extract the qubit–resonator coupling
strength g from the anticrossings shown in Fig. S4(a). We apply a two-tone measurement protocol to determine the
flux-dependent qubit transition frequency ωq(Φ) = (
√
8EJEc| cospiΦ/Φ0| −Ec)/h, where Φ0 denotes the flux quantum.
As shown in Fig. S4(b), the resonance experiences a frequency shift [2] χ/2pi≡ g2α/[∆(∆ +α)] =−1.5 MHz depending
on the qubit state. This predicted value fits nicely to our experimental result χ/2pi=−1.6 MHz, which we extract
from measuring the resonator frequency after preparing the qubit either in |g〉 or in |e〉. We use a high-power drive
in these characterization measurements to determine the qubit anharmonicity α≡−Ec/h. The enhanced drive power
also excites the two photon process of the |g〉↔ |f〉 transition, which is detuned from the |g〉↔ |e〉 transition by Ec/2h.
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Figure S4: (a) Resonator spectroscopy: Phase response of a readout tone as a function of the probe frequency and the magnetic
flux generated by a coil current. We observe clear anticrossings due to the strong coupling between the resonator mode and
the transmon qubit. (b) Two-tone qubit spectroscopy: The phase response of the readout tone as a function of the magnetic
flux and the frequency of a drive tone applied to the qubit. Due to the strong driving, we observe signatures of the two photon
process of the |g〉↔ |f〉 transition at frequencies slightly below the qubit |g〉↔ |e〉 transition.
5Table I: Overview of the most important sample parameters.
Qubit parameters
transition frequency ωq/2pi= 7.86 GHz
charging energy (anharmonicity) Ec =h× 264 MHz
Josephson energy EJ =h× 34 GHz
energy decay rate γ1 = 1/(3.5 µs)
Ramsey decay rate γ2,R = 1/(3.0 µs)
effective qubit temperature Teff = 73 mK
qubit–resonator coupling strength g/2pi= 130 MHz
Resonator parameters
resonance frequency ωr = 2pi × 6.02 GHz
external loss rate κx = 2pi × 1.5 MHz
internal loss rate κi = 2pi × 0.5 MHz
dispersive shift χ= − 2pi × 1.6 MHz
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Figure S5: (a) Randomized benchmarking of the gate error: We measure the probability to find the qubit in the ground state
after applying a randomized sequence of Clifford gates as a function of the sequence length. For each data point, 80 randomly
constructed sequences are applied and measured 4000 times. Repeating the process 3 times yields the averages and standard
deviations shown by the markers. (b) Thermal excitations of the qubit: Histogram of 5× 105 single-shot measurements,
integrated without weighting and projected to the imaginary axis. The red and blue circles correspond to qubit prepared in
the excited or ground state, repsectively. The latter histogram is a sum of two Gaussian distributions (dashed lines), where
the smaller Gaussian represents spontaneous thermal excitations from the qubit ground state. The probability of thermal
excitation is obtained by fitting Eq. (S1) to the ground-state data.
Gate error—We implement the randomized benchmarking protocol [9] to estimate the error caused by non-ideal
gate operations when preparing the qubit in the excited state. The protocol amounts to applying a series of quantum
gates to the qubit, followed by a standard dispersive readout. The sequence of L gates is built from randomly selected
Clifford gates and is terminated with a single gate such that the total operator corresponding to the whole sequence is
the identity operator. To estimate the error of a particular gate, in our case the pi pulse, the selected gate is inserted
to the sequence after each random gate. The benchmarking results are shown in Fig. S5. We fit a function of the
form ApL + B to the decaying curves of non-interleaved and pi-interleaved sequences to extract the parameters pref
and ppi, respectively. The gate error of the pi pulse is found to be gate = (1 − ppi/pref)/2 = (2.0 ± 0.3)%. Following
Ref. [10], we further estimate that spontaneous decay during the 100 ns gate time contributes with 1.1 % to gate.
Thermal excitations—Another source of state preparation error is the thermal excitation of the qubit, the proba-
6bility of which we extract from the single-shot histogram shown in Fig. S5(b). We model the single-shot distribution
corresponding to the qubit ground state as sum of two Gaussians,
Qg(z) = (1− th) exp− (z − αg)
2
2σ2th
+ th exp− (z − αe)
2
2σ2th
, (S1)
where th denotes the excitation probability and σ
2
th is the variance. By fitting this model to the data, we obtain
th = 0.6 %, which is used to calculate the effective qubit temperature as Teff = ~ωq/[kB log(1/th)] = 73 mK. Thus the
overall state preparation error is prep = gate + th = 2.6%, as stated in the main text. We also use the fitted variance
σ2th to obtain a conversion factor from Volts to units of photons for the readout signal. This follows from the fact
that the vacuum state is a Husimi distribution with a variance of 1/2 photons after accounting for the noise of the
amplifier.
SYSTEM HAMILTONIAN
Here, we mathematically derive the complete dispersive system Hamiltonian, starting from the system Hamiltonian
in the lab frame, we first switch to a rotating frame, in which the results above were simulated. Second, we make
make the dispersive approximation, which gives a more intuitive understanding of the system and allows for solving
the trajectories analytically.
Laboratory frame—We treat the qubit as an anharmonic oscillator with eigenfrequencies ωk = kωr + ∆k, where ∆k
denotes the detuning between the kth energy level of the qubit from the resonator angular frequency ωr. Namely, we
define ∆0 = 0 for the ground state, ∆1 = ∆ for the first excited state, and ∆2 = 2∆ +α, where α is the anharmonicity,
for the second excited state. In the dispersive regime, the detuning is larger than the qubit–resonator coupling strength
g, i.e., |∆| g. The Hamiltonian that describes the system can be written as
Hˆtotal = Hˆ0 + Hˆint + HˆQD + HˆRD, (S2)
where the free, interaction, qubit-driving, and resonator-driving Hamiltonians are, respectively, given by
Hˆ0/~ = ωraˆ†aˆ+
∑
k=0
ωk |k〉 〈k| , (S3)
Hˆint/~ =
∑
k=0
gk
(
aˆ† + aˆ
)
(|k〉 〈k + 1|+ |k + 1〉 〈k|) , (S4)
HˆQD/~ = 2Ω˜q(t)
∑
k=0
λk (|k〉 〈k + 1|+ |k + 1〉 〈k|) , (S5)
HˆRD/~ = 2iΩ˜r(t)
(
aˆ† − aˆ) . (S6)
Here, aˆ denotes the annihilation operator of the resonator mode, and |k〉 refers to the kth eigenstate of the qubit.
For a transmon qubit, the coupling constants for different transmon levels are typically assumed to be of the form
gk = g
√
k + 1, λk =
√
k+ 1. The real-valued driving waveforms Ω˜r/q(t) at drive frequency ωd are constructed from the
real and imaginary parts (i.e., I and Q quadratures) of the complex amplitudes as
Ω˜r/q(t) = Re
(
Ωr/q
)
cos (ωdt) + Im
(
Ωr/q
)
sin (ωdt) . (S7)
Rotating frame—We transform Hˆtotal into the frame rotating at the angular frequency ωd. Applying the unitary
operator
Uˆ1 = exp
[
it
(
ωdaˆ
†aˆ+
∑
k
kωd |k〉 〈k|
)]
= eitωdaˆ
†aˆ
∑
k
eitωdk |k〉 〈k| , (S8)
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Figure S6: Simulated expectation values αg/e = 〈aˆ〉g/e of the resonator states during a 280-ns-long measurement of the state
of a transmon qubit in different readout schemes. We simulate the resonator mode and the qubit as 30 linear and 4 nonlinear
energy levels, respectively, with numerical parameters corresponding to those of the experimental sample given in Table I. The
drive Ωr applied to the resonator is indicated by the brown arrow and the virtual origin αvo = −Ωq/g due to qubit driving
by the green circle. The markers are spaced every 30 ns. (a) Typical dispersive readout where driving is only applied to the
resonator. (b) Multichannel readout where driving is simultaneously applied to both the qubit and the resonator. The relative
phase of the drives is chosen as indicated in the figure to maximize the initial rate of separation. (c) Multichannel readout
where the amplitude of Ωr is increased to lock αg to the origin. (d) As (b), but the phase of Ωr is changed by 0.1 rad to show
the effect of possibly imprecise phase matching.
and employing the rotating-wave approximations, justified by g |2ωr| and |ωr−ωd|  |ωr +ωd|, yields
Hˆ ′0/~ = Uˆ1Hˆ0Uˆ
†
1/~ + i
˙ˆ
U1Uˆ
†
1 = (ωr − ωd) aˆ†aˆ+
∑
k
∆˜k |k〉 〈k| , (S9)
Hˆ ′int/~ = Uˆ1HˆintUˆ
†
1/~ ≈
∑
k
gkaˆ
† |k〉 〈k + 1|+ H.c., (S10)
Hˆ ′QD/~ = Uˆ1HˆQDUˆ
†
1/~ ≈ Ωq
∑
k
λk |k + 1〉 〈k|+ H.c., (S11)
Hˆ ′RD/~ = Uˆ1HˆRDUˆ
†
1/~ ≈ iΩraˆ† + H.c., (S12)
where ∆˜k = ∆k + k(ωr−ωd) = ωk − kωd denotes the shifted detunings. The total transformed Hamiltonian is given
8by
Hˆ ′total ≈ (ωr − ωd) aˆ†aˆ+
∑
k
∆˜k |k〉 〈k|+
{
iΩraˆ
† +
∑
k
[
gkaˆ
† + Ωqλk
] |k + 1〉 〈k|+ H.c.} . (S13)
To account for the decay of the resonator state, we use the Lindblad master equation
ρ˙ = −i[Hˆ ′total, ρ]/~ +
κ
2
L[aˆ]ρ, (S14)
where ρ is the reduced density operator of the resonator, κ denotes the resonator energy decay rate, and L[aˆ]ρ =
aˆρaˆ† − 12
(
aˆ†aˆρ+ ρaˆ†aˆ
)
.
We simulate single- and multi-channel readout processes based on driving the resonator and/or the qubit by nu-
merically solving the the master equation with the experimentally obtained parameter values listed in Table I. The
results are shown in Fig. S6. Notably, the figure showcases the different rates at which the states separate in the
two readout schemes before saturating towards steady states due to the dissipation. Figure S6 demonstrates that
given the experimental parameters and proper calibration of the delays, frequencies, powers, and phases of the drive
tones, it is possible to obtain trajectories closer to the ideal case of Figs. 1(b) and 1(c) of the main article than we
demonstrate in Figs. 2(b) and 2(c) of the main article. Such fine calibrations are left for future work since the aim of
this work was to propose the readout scheme and to experimentally demonstrate its main working principles.
Dispersive approximation—To make this observation more evident, we introduce the standard dispersive approx-
imation. We begin by applying another transformation using
Uˆ2 = exp
[∑
k
gk
∆˜k+1 − ∆˜k
(
aˆ |k + 1〉 〈k| − aˆ† |k〉 〈k + 1|)] . (S15)
We compute Hˆ ′′i = Uˆ2Hˆ
′
iUˆ
†
2 up to second order in gk/∆˜k+1 under the assumption gk  ∆˜k+1,∀k. For clarity, we
restrict the following equations to only the first three levels of the transmon ({|g〉 , |e〉 , |f〉} ≡ {|0〉 , |1〉 , |2〉}). The
Hamiltonians become(
Hˆ ′′0 + Hˆ
′′
int
)
/~ ≈
(
∆˜1 + χ0
)
|e〉 〈e|+
(
∆˜2 + χ1
)
|f〉 〈f|
+ [ωr − ωd − χ0 |g〉 〈g|+ (χ0 − χ1) |e〉 〈e|+ χ1 |f〉 〈f|] aˆ†aˆ, (S16)
Hˆ ′′QD/~ ≈ +Ωq |e〉 〈g|+ Ωq |f〉 〈e|
−Ωqχ0
g0
aˆ† |g〉 〈g|+ χ0 − χ1
g0
Ωqaˆ
† |e〉 〈e|+ Ωqχ1
g0
aˆ† |f〉 〈f|+ H.c., (S17)
Hˆ ′′RD/~ ≈ iΩr
(
aˆ† +
χ0
g0
|e〉 〈g|+ χ1
g1
|f〉 〈e|
)
+ H.c., (S18)
where we have defined the dispersive constants χ0 = g
2
0/∆˜1 and χ1 = g
2
1/(∆˜2 − ∆˜1).
Finally, introducing the displaced operator bˆ = aˆ− αvo where αvo ≡ −Ωq/g, the total Hamiltonian reads
Hˆ ′′total/~ ≈ χ0 |αvo|2 |g〉 〈g|+
[
∆˜1 + χ0 − |αvo|2 (χ0 − χ1)
]
|e〉 〈e|+
[
∆˜2 + χ1
(
1− |αvo|2
)]
|f〉 〈f| (S19)
+
[(
−αvog0 + Ωrχ0
g0
)
|e〉 〈g|+
(
−αvog1 + Ωrχ1
g1
)
|f〉 〈e|+ H.c.
]
(S20)
+ [ωr − ωd − χ0 |g〉 〈g|+ (χ0 − χ1) |e〉 〈e|+ χ1 |f〉 〈f|] bˆ†bˆ (S21)
+ [iΩr + αvo(ωr − ωd)] bˆ† + H.c. (S22)
Line (S19) describes the constant frequency shifts caused by the coupling and the driving. Line (S20) shows that
driving from the qubit side tilts the qubit Hamiltonian. Importantly, line (S21) predicts that any coherent state will
rotate about point αvo. The angular frequencies of these rotations may be set to be equal to +χ ≡ χ0−χ1/2 and −χ
for αe and αg, respectively, by choosing ωr−ωd =χ1/2. Note that non-linearity is important here. Line (S22) shows
that the transformation has an effect on the amplitude of the resonator drive that may be compensated by changing
Ωr. Note that the Hamiltonian of a conventional dispersive system is obtained by setting αvo = 0.
9The two-level Hamiltonian given by Eq. (2) in the manuscript is produced from Eqs. (S16)–(S18) by assuming that the
third level of the transmon is never populated, setting the corresponding couplings to zero, g1 =χ1 = 0, and making
the above-discussed choice for ωd. For Eq. (2), we have re-labeled g0 → g.
Trajectories and steady states—Using Eq. (S14) with the approximate Hamiltonian Hˆ ′′total, we obtain an analytical
equation for the expectation value αj = 〈αj |aˆ|αj〉, j ∈ {g,e}, as
∂αg/e(t)
∂t
= Ωr ± iχ
[
αg/e(t)− αvo
]− κ
2
αg/e(t), (S23)
Choosing constant control pulses, ∂αvo/∂t= 0, and assuming that the resonator is initially in the vacuum state, the
solution is given by
αg/e(t) =
iΩr ∓ Ωrχ/g
iκ/2± χ
[
1− exp
(
±itχ− κt
2
)]
. (S24)
Setting t→∞ results in the steady state formulae given in the manuscript.
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