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The paper proposes a general optimization model with separable strictly convex objective function to obtain the con-
sistent OWA (ordered weighted averaging) operator family. The consistency means that the aggregation value of the oper-
ator monotonically changes with the given orness level. Some properties of the problem are discussed with its analytical
solution. The model includes the two most commonly used maximum entropy OWA operator and minimum variance
OWA operator determination methods as its special cases. The solution equivalence to the general minimax problem is
proved. Then, with the conclusion that the RIM (regular increasing monotone quantiﬁer) can be seen as the continuous
case of OWA operator with inﬁnite dimension, the paper further proposes a general RIM quantiﬁer determination model,
and analytically solves it with the optimal control technique. Some properties of the optimal solution and the solution
equivalence to the minimax problem for RIM quantiﬁer are also proved. Comparing with that of the OWA operator prob-
lem, the RIM quantiﬁer solutions are usually more simple, intuitive, dimension free and can be connected to the linguistic
terms in natural language. With the solutions of these general problems, we not only can use the OWA operator or RIM
quantiﬁer to obtain aggregation value that monotonically changes with the orness level for any aggregated set, but also can
obtain the parameterized OWA or RIM quantiﬁer families in some speciﬁc function forms, which can incorporate the
background knowledge or the required characteristic of the aggregation problems.
 2007 Elsevier Inc. All rights reserved.
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The ordered weighted averaging (OWA) operator, which was introduced by Yager [45], has attracted much
interest among researchers. It provides a general class of parameterized aggregation operators that include the
min, max, average. Many applications in the areas of decision making, expert systems, data mining, approx-
imate reasoning, fuzzy system and control have been proposed [20,21,29,37,53,57,60].0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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andlike or orlike aggregation result of an OWA operator, which is very important both in theory and appli-
cations [13,15,50–52]. The orness of OWA operator, also called ‘‘attitudinal-character”, can be used to repre-
sent the preference information in aggregation problems [53,54]. It is clear that the actual type of aggregation
performed by an OWA operator depends upon the form of the weight vector [8,12–15,49–52]. The weight vec-
tor determination is usually a prerequisite step in many OWA related applications, and it has become an active
topic in recent years [1,26,31,39,42]. A number of approaches were suggested for obtaining the required OWA
operator, i.e., quantiﬁer guided aggregation [45,47], exponential smoothing [13], sample learning [37,56], the
weights function method [1], argument dependent methods [41,43] and the preference relation method [2]. The
most commonly used method is to obtain the desired OWA operator under a given orness level [12–
15,31,35,55], which is usually formulated as a constrained optimization problem. The objective to be opti-
mized can be the (Shannon) entropy [12,14,31,35], the variance [15,26], the maximum dispersion [4,39], the
(generalized) Re´nyi entropy [33] or even the preemptive goal programming [3,40]. O’Hagan [35] suggested
the problem of constraint nonlinear programming with a maximum entropy procedure, the solution is called
a MEOWA (Maximum Entropy OWA) operator. Filev and Yager [12] further proposed a method to generate
MEOWA weight vector by an immediate parameter. Fulle´r and Majlender [14] transformed the maximum
entropy model into a polynomial equation, which can be solved analytically. Liu and Chen [31] proposed gen-
eral forms of the MEOWA operator with a parametric geometric approach, and discussed its aggregation
properties. Apart from maximum entropy OWA operator, Fulle´r and Majlender [15] suggested the minimal
variability OWA operator problem in quadratic programming, and proposed an analytical method for solving
it. Liu [26] gave this OWA operator generating method with the equidiﬀerent OWA operator, which seems
being a reformulation of [15], but actually is an extension with a more simple and intuitive process [28,34].
A closely related work is that of Wang and Parkan [39]. They proposed a linear programming model with
minimax disparity approach to get the OWA operator under the desired orness level. The solution equivalence
of the minimum variance problem and the minimax disparity problem was proved by Liu recently [30]. Maj-
lender [33] proposed a maximum Re´nyi entropy OWA operator problem with exponential objective function,
which can include the maximum entropy and minimum variance problem as special cases, and an analytical
solution was proposed.
Another important closely related topic is OWA aggregation with Regular Increasing Monotone (RIM)
quantiﬁer, which was also proposed by Yager [48]. The linguistic quantiﬁers were proposed by Zadeh [59],
who also classiﬁed them with absolute quantiﬁers, such as ‘‘much more than 10”, and relative quantiﬁers, such
as ‘‘a half”. Flexibility can be obtained by introducing fuzzy quantiﬁers which permit a closer representation in
the language of daily life. Yager [46,48] further distinguished the relative quantiﬁers into three classes. They
are called Regular Increasing Monotone (RIM) quantiﬁer, Regular Decreasing Monotone (RDM) quantiﬁer
and Regular UniModal (RUM) quantiﬁer, where the RIM quantiﬁer is the basis of all kinds of relative quan-
tiﬁers [46,48]. Some RIM quantiﬁers in natural language are most, many, at least half, some [6,7,11,16,21,
19,38]. This RIM quantiﬁer guided aggregation method with OWA operator in natural language [48] has been
applied in many areas such as decision analysis, database querying, and computing with words theory
[5,6,9,17,18,20,21,44]. Based on this method, Liu [24,29] further analyzed the relationship between the
OWA operator and the RIM quantiﬁer with the generating function technique. With the generating function
in RIM quantiﬁer playing the role of weight vector in OWA operator, the RIM quantiﬁer can be seen as a
dimension free continuous OWA aggregation. The maximum entropy RIM quantiﬁer and minimum variance
RIM quantiﬁer were proposed, and some properties of them were discussed [24,27]. A summarization of the
OWA operator and the corresponding RIM quantiﬁer determination methods was given in [32].
In the present paper, a general optimization model with strictly convex objective function to obtain the
OWA operator under given orness level is proposed. This approach includes the maximum entropy and the
minimum variance problems as special cases. The problem is also more general than the Re´nyi entropy objec-
tive function case. The solution methods and the properties of maximum entropy and minimum variance
problems were studied separately, but they can be included into this general model now. The consistent prop-
erty that the aggregation value for any aggregated set monotonically increases with the given orness value is
still kept, which gives more alternatives to represent the preference information in the aggregation of decision
making. Furthermore, the equivalence to the minimax problem is proved, which is the generalization of the
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pliﬁed. With the generating function in the RIM quantiﬁer playing the role of the weight vector in the OWA
operator, a general model that can include the maximum entropy and minimum variance RIM problems is
proposed. Some properties are discussed and the solution equivalence to the minimax problem for RIM quan-
tiﬁer is proved. The RIM quantiﬁer has the advantages of being dimension free, having a simple solution, and
having the ability to be connected with natural language terms. When we face the problem that the number of
arguments changes in diﬀerent cases, the RIM quantiﬁer based aggregation method can provide a uniform
formula with its membership function. With the analytical solution of these general models, we can make
the OWA operator become the interpolation series of a given monotonic function or make the RIM quantiﬁer
function obey some speciﬁc function shapes, which gives more possible alternatives for the OWA operator and
RIM quantiﬁer determination. We can also incorporate some prerequisite information such as the back-
ground or the characteristic requirements of the aggregation problem into the aggregation process.
The remainder of this paper is organized as follows. Section 2 gives some preliminaries of OWA operators,
the RIM quantiﬁer guided OWA aggregation method, and the generating function representation method of
RIM quantiﬁer. Section 3 proposes a general model to obtain OWA operator under given orness level. Some
properties of the optimal solution are discussed. The solution equivalence of the general model and the cor-
responding minimax problem is proved. Section 4 can be seen as the continuous extension of Section 3 with
RIM quantiﬁer. As both OWA operators and RIM quantiﬁers have some common characteristics in both the
solution process and in their applications, the conclusions are organized in parallel for easy comparison. This
similarity proposes a general model to obtain the RIM quantiﬁer under given orness level. Some properties of
the optimal solution are discussed and the solution equivalence to the corresponding minimax problem is
proved. As the general models of Sections 3 and 4 are improvements and extensions of the minimum variance
problems and the minimax disparity problems for OWA operators and RIM quantiﬁers, respectively, Section
5 summarizes the solutions and properties of these two kinds of problems in this general framework, so that
the similarity between these two kinds of problems can be connected and some existing results are extended.
Section 6 considers the problems’ solutions from another viewpoint, which can make the OWA operator or
the RIM quantiﬁer generating function have a speciﬁc function shape. Some special function forms for the
OWA operator and RIM quantiﬁer solutions are provided, which gives more alternatives for their determina-
tion. Section 7 summarizes the main results and draws conclusions.
2. Preliminaries
An OWA operator of dimension n is a mapping F : Rn ! R that has an associated weight vector
W ¼ ðw1;w2; . . . ;wnÞ having the propertiesw1 þ w2 þ    þ wn ¼ 1; 0 6 wi 6 1; i ¼ 1; 2; . . . ; n
and such thatF W ðX Þ ¼ F W ðx1; x2; . . . ; xnÞ ¼
Xn
i¼1
wiyi ð1Þwith yi being the ith largest of the xi.
The degree of ‘‘orness” associated with this operator is deﬁned asornessðW Þ ¼
Xn
i¼1
n i
n 1wi ð2ÞThe max, min and average correspond to W , W  and W A, respectively, where W  ¼ ð1; 0; . . . ; 0Þ,
W  ¼ ð0; 0; . . . ; 1Þ and W A ¼ 1n ; 1n ; . . . ; 1n
 
, that is F W  ðX Þ ¼ min16i6nfxig, F W  ðX Þ ¼ max16i6nfxig and
F W AðX Þ ¼ 1n
Pn
i¼1xi. Obviously, ornessðW Þ ¼ 1, ornessðW Þ ¼ 0 and ornessðW AÞ ¼ 12.
In [48], Yager proposed a method for obtaining the OWA weight vectors via fuzzy linguistic quantiﬁers,
especially the RIM quantiﬁers, which can provide information aggregation procedures guided by verbally
expressed concepts and a dimension independent description of the desired aggregation.
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Qð0Þ ¼ 0, Qð1Þ ¼ 1, and QðxÞP QðyÞ for x > y.
Examples of this kind of quantiﬁer are all, most, many, there exists [48].
The quantiﬁer all and there exists is represented by Q and Q
, respectively,QðxÞ ¼
1 if x ¼ 1
0 if x 6¼ 1

QðxÞ ¼ 0 if x ¼ 0
1 if x 6¼ 0

With a RIM quantiﬁer Q, the quantiﬁer guided aggregation with OWA operator is [48]F QðX Þ ¼ F W ðX Þ ¼
Xn
i¼1
Q
i
n
 
 Q i 1
n
  
yi ð3Þwhere the OWA weight vector W ¼ ðw1;w2; . . . ;wnÞ iswi ¼ Q in
 
 Q i 1
n
 
ð4ÞYager also extended the orness measure of OWA operator, and deﬁned the orness of a RIM quantiﬁer [48].
Given a RIM quantiﬁer Q, we can generate the OWA operator with (4). Letting n !1, the orness measure of
a RIM quantiﬁer can be obtainedornessðQÞ ¼ lim
n!1
Xn
i¼1
n i
n 1 Q
i
n
 
 Q i 1
n
  
¼ lim
n!1
Xn1
i¼1
Q in
 
n 1 ¼
Z 1
0
QðxÞdx ð5ÞThus, the orness degree of a RIM quantiﬁer is equal to the area under it.
To analyze the relationship between OWA operators and RIM quantiﬁers, a generating function represen-
tation of RIM quantiﬁers was proposed.
Deﬁnition 2 [24]. For f ðtÞ on [0, 1] and a RIM quantiﬁer QðxÞ, f ðtÞ is called generating function of QðxÞ, if it
satisﬁesQðxÞ ¼
Z x
0
f ðtÞdt ð6Þwhere f ðtÞP 0 and R 10 f ðtÞdt ¼ 1.
Obviously, for any diﬀerentiable RIM quantiﬁer QðxÞ, its generating function f ðtÞ is equal to its ﬁrst-order
diﬀerential function Q0ðxÞ.
Using the generating function, the orness of QðxÞ can be represented asornessðQÞ ¼
Z 1
0
QðxÞdx ¼
Z 1
0
Z x
0
f ðtÞdtdx ¼
Z 1
0
Z 1
t
f ðtÞdxdt ¼
Z 1
0
ð1 tÞf ðtÞdt ð7ÞComparing (2) and (7), these two orness measures are similar in their expressions. The generating function
f ðxÞ in the RIM fuzzy quantiﬁer plays the role of weights vectorW in OWA operator, that the RIM quantiﬁer
can be seen as the continuous form of OWA operator with generating function [24,29]. Furthermore, it can be
easily seen that Q leads to the weight vector W , Q
 leads to the weight vector W , and the ordinary average
RIM quantiﬁer QAðxÞ ¼ x leads to the weight vector W A. Furthermore, we also have ornessðQÞ ¼ 0,
ornessðQÞ ¼ 1, and ornessðQAÞ ¼ 12. Similarly, as the class of RIM quantiﬁers is bounded by the quantiﬁers
Q (quantiﬁer ‘‘all”) and Q
 (quantiﬁer ‘‘there exists”), thus for any RIM quantiﬁer QðxÞ, QðxÞ 6
QðxÞ 6 QðxÞ, and for any X ¼ ðx1; x2; . . . ; xnÞ, F Q ðX Þ ¼ max16i6nfxig; F Q ðX Þ ¼ min16i6nfxig; F QAðX Þ ¼
1
n
Pn
i¼1xi.
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3.1. Problem formulation and its analytical solution properties
Consider the following OWA operator optimization problem with given orness level:min V OWA ¼
Xn
i¼1
F ðwiÞ
s:t:
Xn
i¼1
n i
n 1wi ¼ a; 0 < a < 1Xn
i¼1
wi ¼ 1
wi P 0 i ¼ 1; 2; . . . ; n
ð8Þwhere F is a strictly convex function on [0, 1], and it is at least two order diﬀerentiable.
As a ¼ 0 and a ¼ 1 correspond to the unique OWA weight vector W  and W , respectively, they will not be
included into the problem.
Problem (8) can be seen as a general model to obtain OWA weights with optimization method. When
F ðxÞ ¼ x lnðxÞ, (8) becomes the maximum entropy OWA operator problem that was extensively discussed
in the literature [12,14,31,35]. And F ðxÞ ¼ x2 in (8) corresponds to another commonly discussed minimum var-
iance OWA operator problem [15,26]. More generally, when F ðxÞ ¼ xa ða > 1Þ, (8) becomes the OWA prob-
lem of Re´nyi entropy [33], which includes the maximum entropy and the minimum variance OWA problem as
special cases. Some more details of them are discussed in Section 5.
Remark 1. The feasible domain of F ðxÞ becomes (0, 1) if F is meaningless at 0 as in the case of F ðxÞ ¼ x lnðxÞ.
This requires an implicit constraint wi > 0 ði ¼ 1; 2; . . . ; n:Þ in the problem.
Next, we will discuss some properties of the optimal solution (10) and (11) for problem (8). These properties
can be seen as the extensions of the two special cases of the maximum entropy OWA operator [31] and the
minimum variance OWA operator [26], with F ðxÞ ¼ x lnðxÞ and F ðxÞ ¼ x2, respectively.
Theorem 1. If W ¼ ðw1;w2; . . . ;wnÞ is the optimal solution of (8) with given orness level a, then the reversed
elements order of W, eW ¼ ðwn;wn1; . . . ;w1Þ is the optimal solution of (8) with orness value 1 a.
Proof. With given orness level a, suppose the optimal solution of (8) is W ¼ ðw1;w2; . . . ;wnÞ, thenPn
i¼1
ni
ni wi ¼ aPn
i¼1
wi ¼ 1
8><>: ð9Þ
We will show that the reversed elements order of W, eW ¼ ðwn;wn1; . . . ;w1Þ is the optimal solution of (8)
with orness value 1 a. From the conclusions in [47, p. 127] or (2), it can be veriﬁed that ornessð eW Þ ¼ 1 a.
If eW is not the optimal solution of (8) with 1 a, then there must exist an OWA operator
W  ¼ ðw1;w2; . . . ;wnÞ with ornessðW Þ ¼ 1 a, which makes
Pn
i¼1F ðwi Þ <
Pn
i¼1F ðwiÞ. It is obvious thatgW  ¼ ðwn;wn1; . . . ;w1Þ with ornessðgW Þ ¼ a, the objective value is the same as W  withPni¼1F ðwi Þ, which is
smaller than that of W with
Pn
i¼1F ðwiÞ. This contradicts the assumption that W is the optimal solution of (8)
with orness level a. So eW is the optimal solution of (8) with 1 a. h
Next, we will give an analytical solution of (8), and some properties will be discussed.
Theorem 2. The optimal solution of (8) is unique, and it can be expressed as W ¼ ðw1;w2; . . . ;wnÞ thatwi ¼
gðnin1 k1 þ k2Þ if i 2 T
0 otherwise

ð10Þ
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i2T
ni
n1 g
ni
n1 k1 þ k2
  ¼ aP
i2T
g nin1 k1 þ k2
  ¼ 1
8><>: ð11Þ
and T ¼ ij1 6 i 6 n; g nin1 k1 þ k2
 
> 0
 
with gðxÞ ¼ ðF 0Þ1ðxÞ.
Proof. With the Kuhn–Tucker second-order suﬃciency conditions for optimality [10, p. 58], the Lagrange
function of the constrained optimization problem (8) givesLðW ; k; lÞ ¼
Xn
i¼1
F ðwiÞ þ k1
Xn
i¼1
n i
n 1wi  a
 !
þ k2
Xn
i¼1
wi  1
 !

Xn
i¼1
liwi ð12Þwhere k1; k2 2 R, and li P 0 ði ¼ 1; 2; . . . ; nÞ.
The optimal solution satisﬁes thatoL
owi
¼ F 0ðwiÞ þ n in 1 k1 þ k2  li ¼ 0 i ¼ 1; . . . ; n
oL
ok1
¼
Xn
i¼1
n i
n 1wi  a ¼ 0
oL
ok2
¼
Xn
i¼1
wi  1 ¼ 0
ð13Þandliwi ¼ 0; i ¼ 1; 2; . . . ; n ð14Þ
where li P 0 and wi P 0 ði ¼ 1; 2; . . . ; nÞ.
Because F is strictly convex, that F 0 is strictly increasing, ðF 0Þ1 exists and is an increasing function.
Observing that if li 6¼ 0, then wi ¼ 0 and if wi 6¼ 0, then li ¼ 0, with (13),wi ¼ ðF 0Þ1  n in 1 k1  k2
 
ð15ÞIt can be noticed that wi should be 0 or as (15) if nonzero. An OWA operator weight vector
W ¼ ðw1;w2; . . . ;wnÞ can be proposed aswi ¼ ðF
0Þ1  nin1 k1  k2
 
if ðF 0Þ1  nin1 k1  k2
 
> 0
0 otherwise
(
ð16Þwhere k1; k2 are determined byPn
i¼1
ni
n1wi  a ¼ 0Pn
i¼1
wi  1 ¼ 0
8>><>: ð17Þ
Considering that (8) is a problem of separable strictly convex objective function with linear constraints, the
Hessian matrix of the Lagrange function is diagonal and positive deﬁnite everywhere. There is an unique glo-
bal optimal minimum solution [10]. This optimal solution is determined by (16) and (17) which is the station-
ary point of the Lagrangian function (12) that satisﬁes (13) and (14) with li ¼ F 0ðwiÞ þ nin1 k1 þ k2,
i ¼ 1; 2; . . . ; n. Thus, we have proved that the OWA operator W ¼ ðw1;w2; . . . ;wnÞ with (16) and (17) is the
unique optimal solution of (8).
Let ðF 0Þ1ðxÞ ¼ gðxÞ, and replace k1;k2 with k1; k2 for a simple expression, the optimal solution (16) and
(17) can be expressed in the following form,
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gðnin1 k1 þ k2Þ if i 2 T
0 otherwise

ð18Þwhere k1, k2 are determined byP
i2T
ni
n1 g
ni
n1 k1 þ k2
  ¼ aP
i2T
g nin1 k1 þ k2
  ¼ 1
8><>: ð19Þ
where T ¼ fij1 6 i 6 n; g nin1 k1 þ k2
 
> 0g. h
As the unique optimal solution of (8) depends on the given orness level a, the objective function of (8)
V OWA ¼
Pn
i¼1F ðwiÞ can be seen as the function of the given orness level a, V OWAðaÞ. Considering that
W ¼ ðw1;w2; . . . ;wnÞ and eW ¼ ðwn;wn1; . . . ;w1Þ have the same objective value for (8), from Theorems 1
and 2, we have
Corollary 1. Let V OWAðaÞ ¼
Pn
i¼1F ðwiÞ be the objective function of (8) with orness level a, then
V OWAðaÞ ¼ V OWAð1 aÞ, which means V OWAðaÞ is symmetrical for a at a ¼ 12.
Theorem 3. k1; k2 in (10) and (11) can be seen as the functions of the orness level a with k1ðaÞ and k2ðaÞ, k1ðaÞ
monotonically increases with a and k2ðaÞ monotonically decreases with a. And furthermore, the objective value of
(8), V OWAðaÞ ¼
Pn
i¼1F ðwiÞ is a convex function of orness level a.
Proof. With Theorem 2, the parameters k1; k2 in (10) and (11) can be uniquely determined by the orness level
a. Let us make a diﬀerential operation for a on the both sides of (11),P
i2T
ni
n1 g
0 ni
n1 k1 þ k2
 
ni
n1 k
0
1 þ k02
  ¼ 1P
i2T
g0 nin1 k1 þ k2
 
ni
n1 k
0
1 þ k02
  ¼ 0
8><>: ð20Þthat isk01
P
i2T
ni
n1
 2
g0 nin1 k1 þ k2
 þ k02P
i2T
ni
n1 g
0 ni
n1 k1 þ k2
  ¼ 1
k01
P
i2T
ni
n1 g
0 ni
n1 k1 þ k2
 þ k02P
i2T
g0 nin1 k1 þ k2
  ¼ 0
8><>: ð21Þ
Solving these linear equations,k01 ¼
P
i2T g
0 ni
n1k1þk2ð ÞP
i2T
ni
n1ð Þ2g0 nin1k1þk2ð Þ
P
i2T g
0 ni
n1k1þk2ð Þ
P
i2T
ni
n1g
0 ni
n1k1þk2ð Þ
 2
k02 ¼ 
P
i2T
ni
n1g
0 ni
n1k1þk2ð ÞP
i2T
ni
n1ð Þ2g0 nin1k1þk2ð Þ
P
i2T g
0 ni
n1k1þk2ð Þ
P
i2T
ni
n1g
0 ni
n1k1þk2ð Þ
 2
8>><>>: ð22ÞConsidering thatX
i2T
n i
n 1
 2
g0
n i
n 1 k1 þ k2
 X
i2T
g0
n i
n 1 k1 þ k2
 

X
i2T
n i
n 1 g
0 n i
n 1 k1 þ k2
  !2
¼ 1
2
X
i2T
n i
n 1
 2
g0
n i
n 1 k1 þ k2
 X
j2T
g0
n j
n 1 k1 þ k2
  
þ
X
j2T
n j
n 1
 2
g0
n j
n 1 k1 þ k2
 X
i2T
g0
n i
n 1 k1 þ k2
 
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X
i2T
n i
n 1 g
0 n i
n 1 k1 þ k2
 X
j2T
n j
n 1 g
0 n j
n 1 k1 þ k2
 !
¼ 1
2
X
i2T
X
j2T
i j
n 1
 2
g0
n i
n 1 k1 þ k2
 
g0
n j
n 1 k1 þ k2
 where T ¼ ij1 6 i 6 n; g nin1 k1 þ k2
 
> 0
 
or T ¼ jj1 6 j 6 n; g njn1 k1 þ k2
 
> 0
 
depends on the variable
name of the sum computation.
Then, (22) becomesk01 ¼
2
P
i2T g
0 ni
n1 k1 þ k2
 P
i2T
P
j2T
ij
n1
 2
g0 nin1 k1 þ k2
 
g0 njn1 k1 þ k2
 
k02 ¼ 
2
P
i2T
ni
n1 g
0 ni
n1 k1 þ k2
 P
i2T
P
j2T
ij
n1
 2
g0 nin1 k1 þ k2
 
g0 njn1 k1 þ k2
 
8>><>>>: ð23Þ
As g ¼ ðF 0Þ1 is an strictly increasing function, g0 P 0, it can be obtained that k01 P 0 and k02 6 0, so k1 in-
creases with a and k2 decreases with a.
With (10) and g ¼ ðF 0Þ1, it can be obtained thatV 0OWAðaÞ ¼
X
i2T
F 0 g
n i
n 1 k1 þ k2
  
og nin1 k1 þ k2
 
oa
¼
X
i2T
F 0 g
n i
n 1 k1 þ k2
  
g0
n i
n 1 k1 þ k2
 
n i
n 1 k
0
1 þ k02
 
¼
X
i2T
n i
n 1 k1 þ k2
 
g0
n i
n 1 k1 þ k2
 
n i
n 1 k
0
1 þ k02
 
¼ k1
X
i2T
n i
n 1 g
0 n i
n 1 k1 þ k2
 
n i
n 1 k
0
1 þ k02
 
þ k2
X
i2T
g0
n i
n 1 k1 þ k2
 
n i
n 1 k
0
1 þ k02
 
where T ¼ ij1 6 i 6 n; g nin1 k1 þ k2
 
> 0
 
.
Considering (20), then V 0OWAðaÞ ¼ k1, with k1 increasing with a. Thus, V OWAðaÞ is a convex function for
a. h
With Corollary 1 and Theorem 3, it can be obtained that
Corollary 2. The objective function of orness level a for (8), V OWAðaÞ ¼
Pn
i¼1F ðwiÞ decreases for a 2 ð0; 12, and
increases for a 2 ½12 ; 1Þ. V OWAðaÞ reaches its minimum value at a ¼ 12.
As W ¼ ðw1;w2; . . . ;wnÞ is determined by the orness level a, it can be obtained that
Theorem 4. For the OWA operator F W with a weight vector W ¼ ðw1;w2; . . . ;wnÞ determined by (10) of orness
level a,
Pk
i¼1wi monotonically increases with a for any kð1 6 k 6 nÞ, and furthermore 8X ¼ ðx1; x2; . . . ; xnÞ, the
aggregation value F W ðX Þ also monotonically increases with a.
Proof. With (10) and (23),o
Pk
i¼1wi
oa ¼
P
i2D
g0 nin1k1þk2ð Þ nin1k01þk02ð Þ
¼k01
P
i2D
ni
n1g
0 ni
n1k1þk2ð Þþk02
P
i2D
g0 nin1k1þk2ð Þ
¼ 2
P
i2T g
0 ni
n1 k1 þ k2
 P
i2D
ni
n1 g
0 ni
n1 k1 þ k2
 P
i2T
P
j2T
ij
n1
 2
g0 nin1 k1 þ k2
 
g0 njn1 k1 þ k2
  2Pi2T nin1 g0 nin1 k1 þ k2 Pi2Dg0 nin1 k1 þ k2 P
i2T
P
j2T
ij
n1
 2
g0 nin1 k1 þ k2
 
g0 njn1 k1 þ k2
 where D ¼ ij1 6 i 6 k; g nin1 k1 þ k2
 
> 0
 
.
606 X. Liu / Internat. J. Approx. Reason. 48 (2008) 598–627As k 6 n, D is a subset of T ¼ ij1 6 i 6 n; g nin1 k1 þ k2
 
> 0
 
, such that T  D ¼ ijk þ 1 6 i 6f
n; g nin1 k1 þ k2
 
> 0g, soo
Pk
i¼1wi
oa
¼
2
P
i2TD
g0 nin1 k1 þ k2
 P
i2D
ni
n1 g
0 ni
n1 k1 þ k2
 
P
i2T
P
j2T
ij
n1
 2
g0 nin1 k1 þ k2
 
g0 njn1 k1 þ k2
  2
P
i2TD
ni
n1 g
0 ni
n1 k1 þ k2
 P
i2Dg
0 ni
n1 k1 þ k2
 
P
i2T
P
j2T
ij
n1
 2
g0 nin1 k1 þ k2
 
g0 njn1 k1 þ k2
 
¼
2
P
i2TD
P
j2D
ij
n1 g
0 ni
n1 k1 þ k2
 
g0 njn1 k1 þ k2
 
P
i2T
P
j2T
ij
n1
 2
g0 nin1 k1 þ k2
 
g0 njn1 k1 þ k2
 For i 2 T  D, j 2 D, it holds that iP k þ 1 > k P j, and g is an increasing function, g0 P 0, so o
Pk
i¼1wi
oa P 0,
which means
Pk
i¼1wi monotonically increase with orness level a for any kð1 6 k 6 nÞ.
Let si ¼
Pi
k¼1wi; i ¼ 1; 2; . . . ; n, and s0 ¼ 0, then sn ¼ 1. Let us suppose that x1 P x2 P   P xn, with (1),
F W ðX Þ ¼
Pn
i¼1wixi ¼
Pn
i¼1ðsi  si1Þxi ¼ snxn þ
Pn1
i¼1 siðxi  xiþ1Þ ¼ xn þ
Pn1
i¼1 siðxi  xiþ1Þ. As si monotoni-
cally increases with orness level a, so F W ðX Þ also monotonically increases with a. h
Furthermore, we can observe the OWA operator weight vector changes with orness level a.
Corollary 3. For the OWA operator weight vector W determined by the optimal solution (8) with orness level a, if
a ¼ 12, then k1 ¼ 0, W ¼ 1n ; 1n ; . . . ; 1n
  ¼ W A, and F W ðX Þ ¼ F W AðX Þ ¼ 1nPni¼1xi. If a < 12, then k1 < 0, wis have the
following form w1 ¼ w2 ¼    ¼ wnr ¼ 0 < wnrþ1 < wnrþ2 <    < wn, and 8X , F W ðX Þ < F W AðX Þ ¼
1
n
Pn
i¼1xi. If a >
1
2, then k1 > 0, W ¼ ðw1;w2; . . . ;wnÞ has the following form w1 > w2 >    > wr > wrþ1 ¼
wrþ2 ¼    ¼ wn, and 8X , F QðX Þ > F W AðX Þ ¼ 1n
Pn
i¼1xi.
Proof. With (10), since g ¼ ðF 0Þ1 is increasing, the relationships among the OWA operator weight elements
of wi also monotonically change with i. Whether it is increasing or decreasing depends on the sign of k1.
When k1 ¼ 0, from (10), wi becomes a constant, so w1 ¼ w2 ¼   wn ¼ 1n, then a ¼ 12. From Theorem 3, k1
monotonically increases with orness level a, so if a ¼ 12, then k1 ¼ 0, W ¼ ð1n ; 1n ;    ; 1nÞ ¼ W A, and
F W ðX Þ ¼ F W AðX Þ ¼ 1n
Pn
i¼1xi.
With the increasing property of k1 for orness level a, when a > 12, k1 > 0, from (10), W ¼ ðw1;w2; . . . ;wnÞ
has the following form w1 > w2 >    > wr > wrþ1 ¼ wrþ2 ¼    ¼ wn, and from Theorem 4, 8X , F W ðX Þ >
F W AðX Þ ¼ 1n
Pn
i¼1xi. When a <
1
2, k1 < 0, then W ¼ ðw1;w2; . . . ;wnÞ has the following form w1 ¼ w2 ¼    ¼
wnr ¼ 0 < wnrþ1 < wnrþ2 <    < wn, and 8X , F W ðX Þ < F W AðX Þ ¼ 1n
Pn
i¼1xi. h
From these properties, it can be seen that the optimal solutions of (8) with diﬀerent orness level compose a
parameterized OWA operator family, which always includes the ordinary arithmetic mean (average operator)
F W AðX Þ ¼ 1n
Pn
i¼1xi as a special case with orness being
1
2
. In addition, the aggregation values always monoton-
ically change with the orness level, which make it possible to use the orness level as the control parameter to
obtain consistent aggregation results. This is especially useful in real OWA based aggregation problems when
the orness level is used as the index of OWA determination or to reﬂect the preference information [23,25,60].
Note that this consistency property does not hold for ordinary OWA operators, Liu [31, p. 172] once gave a
negative example.
3.2. The solution equivalence to the minimax problem
The ﬁrst minimax problem for OWA operator, called minimax disparity problem, was proposed by Wang
and Parkan [39]. The objective is to minimize the maximum disparity, where the disparities between two adja-
cent weights are made as small as possible:minimize max
16i6n1
jwi  wiþ1j
 	
s:t:
Xn
i¼1
n i
n 1wi ¼ a; 0 < a < 1
X. Liu / Internat. J. Approx. Reason. 48 (2008) 598–627 607Xn
i¼1
wi ¼ 1
wi P 0; i ¼ 1; 2; . . . ; n ð24Þ
The solution equivalence to the minimum variance problem of Fulle´r and Majlender [15] was veriﬁed theoret-
ically by Liu [30] with the dual theory of linear programming.
The general minimax problem for OWA operators tries to obtain the desired OWA weight vector under
given orness level to minimize the maximum diﬀerence between the adjacent elements after a monotonic func-
tion transformation, which includes the minimax disparity problem as special case. The general minimax prob-
lem corresponding to (8) ismin MOWA ¼ max
16i6n1
jF 0ðwiÞ  F 0ðwiþ1Þj
 	
s:t:
Xn
i¼1
n i
n 1wi ¼ a; 0 < a < 1Xn
i¼1
wi ¼ 1
wi P 0; i ¼ 1; 2; . . . ; n
ð25ÞProblem (24) becomes a special case of (25) by setting F ðxÞ ¼ x2 with coeﬃcient 2 being omitted. Comparing
the objective functions of the original optimization problem (8) and that of the minimax problem (25), the
former minimizes the sum of F ðwiÞ and the latter tries to minimize the maximum diﬀerences between the adja-
cent F 0ðwiÞs.
Theorem 5. If W ¼ ðw1;w2; . . . ;wnÞ is the optimal solution of the minimax problem (25) with given orness level a,
then the reversed elements order of W, eW ¼ ðwn;wn1; . . . ;w1Þ is the optimal solution of (25) with orness value
1 a.
Proof. Similar to Theorem 1, omitted. h
Next, we will prove that problems (8) and (25) have the same optimal solution, which include the results of
[30] as a special case and with much more simpliﬁed proofs.
Theorem 6. There is an unique optimal solution for (25), and the optimal solutions of problems (8) and (25) are the
same. That is they both have the following form (10), (11) with W opt ¼ ðwopt1 ;wopt2 ; . . . ;woptn Þ:wopti ¼
g nin1 k1 þ k2
 
if i 2 T
0 otherwise

ð26Þwhere g ¼ ðF 0Þ1, k1; k2 is determined by the constraints of (8):P
i2T
ni
n1 g
ni
n1 k1 þ k2
  ¼ aP
i2T
g nin1 k1 þ k2
  ¼ 1
8><>: ð27Þ
with T ¼ ij1 6 i 6 n; g nin1 k1 þ k2
 
> 0
 
.
Proof. It is obvious that W opt is a feasible solution of (25), as both (25) and (8) have the same constraints. We
only need to prove that W opt is the optimal solution of (25). Suppose that there exists another OWA operator
W ¼ ðw1;w2; . . . ;wnÞ such that W 6W opt, andmax
16i6n1
jF 0ðwiÞ  F 0ðwiþ1Þj 6 max
16i6n1
F 0ðwopti Þ  F 0ðwoptiþ1Þ


 

 ð28Þwith
Pn
i¼1wi ¼ 1. We will prove that W does not satisfy the constraint
Pn
i¼1
ni
n1wi ¼ a.
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16i6n1
F 0ðwopti Þ  F 0ðwoptiþ1Þ


 

 ¼ k1
n 1




 



 ð29ÞIt can be veriﬁed in the following three cases.
Case 1: If both i; iþ 1 2 T .From (26),jF 0ðwopti Þ  F 0ðwoptiþ1Þj ¼ F 0 g
n i
n 1 k1 þ k2
  
 F 0 g n i 1
n 1 k1 þ k2
  



 




¼ F 0 ðF 0Þ1 n i
n 1 k1 þ k2
  
 F 0 ðF 0Þ1 n i 1
n 1 k1 þ k2
  



 




¼ n i
n 1 k1 þ k2
 
 n i 1
n 1 k1 þ k2
 



 



 ¼ k1n 1




 



Case 2: If only one of the i and iþ 1 belongs to T.
Let us assume that i 62 T ; iþ 1 2 T , then g nin1 k1 þ k2
 
6 0 and g ni1n1 k1 þ k2
 
> 0 that wopti ¼ 0, so
g nin1 k1 þ k2
 
is an decreasing function for i. Considering that g is increasing, we must have k1 < 0.
Then there exists n with nin1 k1 þ k2 6 n < ni1n1 k1 þ k2, that makes gðnÞ ¼ 0. Similar with Case 1,
by considering g ¼ ðF 0Þ1, it can be obtained thatF 0ðwopti Þ  F 0ðwoptiþ1Þ


 

 ¼ n n i 1
n 1 k1 þ k2
 



 



 6 k1n 1




 




Case 3: If both i; iþ 1 62 T , then wopti ¼ woptiþ1 ¼ 0, jF 0ðwopti Þ  F 0ðwoptiþ1Þj ¼ 0.
Consider these three cases together, it can be obtained thatmax
16i6n1
F 0ðwopti Þ  F 0ðwoptiþ1Þ


 

 ¼ k1
n 1




 



 ð30Þ
F 0ðwopti Þ  F 0ðwoptiþ1Þ


 

 ¼ k1
n 1




 



 if i; iþ 1 2 T ð31ÞOur next step is proving the optimal solution violation of W for (25). The proof will be presented in the
following two cases.
Case 1: If a ¼ 1
2
. From Corollary 3, k1 ¼ 0. In this case, wopti ¼ 1n becomes a constant, the objective value
reaches its lower bound 0. With (28), it must have max16i6n1jF 0ðwiÞ  F 0ðwiþ1Þj ¼ 0. As F 0 is strictly
monotonic increasing, all the wis become a constant, that wi ¼ 1n, so wi becomes the same as wopti , this is
a contradiction.
Case 2: If a 6¼ 1
2
. For simpliﬁcation, we will only prove the case of a > 1
2
, the condition of a < 1
2
can be obtained
directly with the symmetrical property of Theorems 1 and 5.
From Corollary 3, when a > 12, k1 > 0. As g is a continuous and strictly monotonic increasing function,
g nin1 k1 þ k2
 
monotonically decreases with i, T ¼ ij1 6 i 6 n; g nin1 k1 þ k2
 
> 0
 
has the following form
f1; 2; . . . ; rg. wopti also has the following form wopt1 > wopt2 > . . . > woptr > 0 ¼ woptrþ1 ¼ woptrþ2 ¼    ¼ woptn ¼ 0,
that F 0ðwopt1 Þ > F 0ðwopt2 Þ > . . . > F 0ðwoptr Þ > 0 ¼ F 0ðwoptrþ1Þ ¼ F 0ðwoptrþ2Þ ¼    ¼ F 0ðwoptn Þ ¼ F 0ð0Þ. From (28),
(30), (31),max
16i6n1
ðF 0ðwiÞ  F 0ðwiþ1ÞÞ 6 max
16i6n1
F 0ðwopti Þ  F 0ðwoptiþ1Þ
  ¼ k1
n 1 ð32Þ
F 0ðwiÞ  F 0ðwiþ1Þ 6 F 0ðwopti Þ  F 0ðwoptiþ1Þ ¼
k1
n 1 ; 1 6 i 6 r  1 ð33Þ
X. Liu / Internat. J. Approx. Reason. 48 (2008) 598–627 609We can claim that F 0ðw1Þ < F 0ðwopt1 Þ, otherwise, F 0ðw1ÞP F 0ðwopt1 Þ. Considering thatF 0ðwiÞ ¼ F 0ðw1Þ 
Xi1
k¼1
ðF 0ðwkÞ  F 0ðwkþ1ÞÞ
F 0ðwopti Þ ¼ F 0ðwopt1 Þ 
Xi1
k¼1
ðF 0ðwoptk Þ  F 0ðwoptkþ1ÞÞ
ð34Þcombining (33) and (34), we will have F 0ðwiÞP F 0ðwopti Þ for 1 6 i 6 r, so wi P wiopt,
Pr
i¼1wi P
Pr
i¼1w
opt
i . Con-
sidering that
Pr
i¼1w
opt
i ¼ 1, and
Pn
i¼1wi ¼ 1, wi P 0, we must have wi P wopti for 1 6 i 6 r and wi ¼ 0 for
r þ 1 6 i 6 n, which imply that wi ¼ wopti for i ¼ 1; 2; . . . ; n. This is a contradiction. So we must have
F 0ðw1Þ < F 0ðwopt1 Þ,
Next, we will show that there exists a m; 1 6 m < n, that makesF 0ðwiÞ < F 0ðwopti Þ 1 6 i 6 m
F 0ðwiÞP F 0ðwopti Þ mþ 1 6 i 6 n
(
ð35ÞIt will be proved in two cases of r < n and r ¼ n, respectively.
If r < n, considering that wi P 0 ¼ wopti for r þ 1 6 i 6 n, then F 0ðwiÞP F 0ð0Þ ¼ F 0ðwopti Þ for r þ 1 6 i 6 n.
If 8i ¼ 1; 2; . . . ; r; F 0ðwiÞ < F 0ðwopti Þ, just by setting m ¼ r, then (35) stands. Otherwise, there exists a k,
1 < k 6 r, that makes F 0ðwkÞP F 0ðwoptk Þ. Combining with (33), (34) and F 0ðw1Þ < F 0ðwopt1 Þ, there has to exist a
m; 1 6 m < k, that makesF 0ðwiÞ < F 0ðwopti Þ 1 6 i 6 m
F 0ðwiÞP F 0ðwopti Þ mþ 1 6 i 6 k
(
ð36Þand furthermore F 0ðwiÞP F 0ðwopti Þ for k 6 i 6 r, with F 0ðwiÞP F 0ð0Þ ¼ F 0ðwopti Þ for r þ 1 6 i 6 n, thenF 0ðwiÞ < F 0ðwopti Þ 1 6 i 6 m
F 0ðwiÞP F 0ðwopti Þ mþ 1 6 i 6 n
(
ð37ÞOn the other hand, if r ¼ n, we will show that F 0ðwnÞP F 0ðwoptn Þ. Otherwise, F 0ðwnÞ < F 0ðwoptn Þ. AsF 0ðwiÞ ¼ F 0ðwnÞ þ
Xn1
k¼i
ðF 0ðwkÞ  F 0ðwkþ1ÞÞ
F 0ðwopti Þ ¼ F 0ðwoptn Þ þ
Xn1
k¼i
ðF 0ðwoptk Þ  F 0ðwoptkþ1ÞÞ
ð38Þconsidering (33), we will have that F 0ðwiÞ < F 0ðwopti Þ, i ¼ 1; 2; . . . ; n, then wi < wopti , thus
Pn
i¼1wi <
Pn
i¼1w
opt
i ,
this contradicts the condition that
Pn
i¼1wi ¼
Pn
i¼1w
opt
i ¼ 1. With F 0ðw1Þ < F 0ðwopt1 Þ, F 0ðwnÞP F 0ðwoptn Þ and
(33), (38), we can also obtain that there exists a m; 1 6 m < n, that makesF 0ðwiÞ < F 0ðwopti Þ 1 6 i 6 m
F 0ðwiÞP F 0ðwopti Þ mþ 1 6 i 6 n
(
ð39ÞCombine these two cases of r together, and with F 0 being strictly increasing, there always exists a
m; 1 6 m < n, that makeswi < w
opt
i 1 6 i 6 m
wi P w
opt
i mþ 1 6 i 6 n
(
ð40Þ
610 X. Liu / Internat. J. Approx. Reason. 48 (2008) 598–627With
Pn
i¼1wi ¼
Pn
i¼1w
opt
i ¼ 1,1 Sim
meansXn
i¼1
n i
n 1wi 
Xn
i¼1
n i
n 1w
opt
i ¼
Xm
i¼1
n i
n 1 ðwi  w
opt
i Þ þ
Xn
i¼mþ1
n i
n 1 ðwi  w
opt
i Þ
<
Xm
i¼1
n m
n 1 ðwi  w
opt
i Þ þ
Xn
i¼mþ1
n m
n 1 ðwi  w
opt
i Þ ¼
n m
n 1
Xn
i¼1
ðwi  wopti Þ
¼ 0
That is
Pn
i¼1
ni
n1wi <
Pn
i¼1
ni
n1w
opt
i ¼ a. This contradicts the constraint
Pn
i¼1
ni
n1wi ¼ a. Therefore, W opt is the
optimal solution of (25), and this optimal solution is unique. h
Similar to (8), the optimal solution of (25) also depends on the orness level a, from Theorems 5 and 6, we
also have
Corollary 4. Let MOWAðaÞ ¼ max16i6n1jF 0ðwiÞ  F 0ðwiþ1Þj be the objective function value of (25) with orness
level a, then MOWAðaÞ ¼ MOWAð1 aÞ, which means MOWAðaÞ is symmetrical for a at a ¼ 12.
Theorem 7. The objective value of the minimax problem (25), MOWAðaÞ ¼ max16i6n1jF 0ðwiÞ  F 0ðwiþ1Þj
decreases for a 2 ð0; 1
2
, and increases for a 2 ½1
2
; 1Þ. MOWAðaÞ reaches its possible minimum value 0 at a ¼ 12.
Proof. From (30), with the optimal solution (26) and (27), the objective function value of the minimax prob-
lem (25) isMOWAðaÞ ¼ max
16i6n1
jF 0ðwiÞ  F 0ðwiþ1Þj ¼ k1n 1




 



 ð41ÞFrom Corollary 3, when a ¼ 1
2
, k1 ¼ 0, MOWAðaÞ ¼ 0. From Theorem 3, k1 increases with orness level a, so
k1 < 0 for a 2 0; 12
 
and k1 > 0 for a 2 12 ; 1
 
, that MOWAðaÞ ¼ jk1j decreases for a 2 0; 12
 
, and it increases for
a 2 1
2
; 1
 
, MðaÞ reaches its possible minimum value 0 at a ¼ 1
2
. h4. A general model to obtain RIM quantiﬁer with given orness level
Compared with the various OWA operator determination methods [42,57], the research on quantiﬁer based
aggregation and its applications is relatively rare. As the RIM quantiﬁer can be seen as the continuous form of
OWA operator with generating function [24,29], all the conclusions in Section 3 can be extended to the RIM
quantiﬁer case, which are the extensions of the minimum variance and maximum entropy RIM quantiﬁers
[24,27]. The problem and conclusions are given in parallel to that of the OWA case for comparison.
4.1. Problem formulation and analytical solution properties
The general model for RIM quantiﬁer determination under given orness level can be formulated asmin V RIM ¼
Z 1
0
F ðf ðxÞÞdx
s:t:
Z 1
0
ð1 xÞf ðxÞdx ¼ a; 0 < a < 1Z 1
0
f ðxÞdx ¼ 1
f ðxÞP 0
ð42Þwhere F is a strictly convex function in ½0;þ1Þ,1 and it is at least two order diﬀerentiable.ilar to the OWA operator case, the feasible domain can be ð0;þ1Þ if F is meaningless at 0 as in the case of F ðxÞ ¼ x lnðxÞ. This
an implicit constraint f ðxÞ > 0 in the problem.
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respectively, we will not include these two special cases into the problem.
Theorem 8. If f ðxÞ is the optimal solution of (42) with given orness level a, then f ð1 xÞ is the optimal solution of
(42) with 1 a.
Proof. With given orness level a, suppose the optimal solution of (42) is f ðxÞ, thenR 1
0 ð1 xÞf ðxÞdx ¼ aR 1
0
f ðxÞdx ¼ 1
(
We will show that hðxÞ ¼ f ð1 xÞ is the optimal solution of (42) with 1 a. It can be veriﬁed thatR 1
0 ð1 xÞhðxÞdx ¼
R 1
0 ð1 xÞf ð1 xÞdx ¼
R 1
0 tf ðtÞdt ¼ 1 aR 1
0
hðxÞdx ¼ R 1
0
f ð1 xÞdx ¼ R 1
0
f ðtÞdt ¼ 1
(
If hðxÞ ¼ f ð1 xÞ is not the optimal solution of (42) with 1 a, then there exists rðxÞ, rðxÞ 6¼ hðxÞ andR 1
0 ð1 xÞrðxÞdx ¼ 1 aR 1
0
rðxÞdx ¼ 1
(
which makes
R 1
0
F ðrðxÞÞdx < R 1
0
F ðhðxÞÞdx ¼ R 1
0
F ðf ð1 xÞÞdx. It can veriﬁed that rð1 xÞ satisﬁesR 1
0 ð1 xÞrð1 xÞdx ¼ aR 1
0
rð1 xÞdx ¼ 1
(
and Z 1
0
F ðrð1 xÞÞdx ¼
Z 1
0
F ðrðtÞÞdt <
Z 1
0
F ðhðxÞÞdx ¼
Z 1
0
F ðf ð1 xÞÞdxThis contradicts the assumption that f ðxÞ is the optimal solution of (42) with orness level a. So f ð1 xÞ is
the optimal solution of (42) with 1 a. h
Theorem 9. The optimal solution of (42) is unique, and it can be expressed asf ðxÞ ¼ gðk1xþ k2Þ if x 2 E
0 otherwise

ð43Þwhere k1; k2 is determined by the constraints of (45):R
E xgðk1xþ k2Þdx ¼ 1 aR
E gðk1xþ k2Þdx ¼ 1
(
ð44Þand E ¼ fxj0 6 x 6 1; gðk1xþ k2ÞP 0g with gðxÞ ¼ ðF 0Þ1ðxÞ.
Proof. An alternative form of Problem (42) ismin
Z 1
0
F ðf ðxÞÞdx
s:t:
Z 1
0
xf ðxÞdx ¼ 1 a; 0 < a < 1Z 1
0
f ðxÞdx ¼ 1
f ðxÞP 0
ð45ÞSimilar to the transformation in [24], (45) can be transformed into an equivalent optimal control problem
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Z 1
0
F ðf ðxÞÞdx
s:t:
dw
dx
¼ xf ðxÞ
f ðxÞ
 
x 2 ½0; 1
wð0Þ ¼ 0
0
 
; wð1Þ ¼ 1 a
1
  ð46Þand the control constraint f ðxÞP 0.
As F is strictly convex, with the optimal control theory [36], there exist an unique optimal solution f ðxÞ for
(46).
The Hamiltonian isH ¼ F ðf ðxÞÞ þ k1xf ðxÞ þ k2f ðxÞ ð47ÞSince F is convex that F 0 is increasing, ðF 0Þ1 exists. The optimal solution has the following form:f ðxÞ ¼ ðF
0Þ1ðk1x k2Þ if F 01ðk1x k2ÞP 0
0 otherwise
(
ð48ÞLet ðF 0Þ1ðxÞ ¼ gðxÞ, and replace k1;k2 with k1; k2 for simple expression, (48) becomesf ðxÞ ¼ gðk1xþ k2Þ if x 2 E
0 otherwise

ð49Þwhere k1; k2 is determined by the constraints of (45):R
E xgðk1xþ k2Þdx ¼ 1 aR
E gðk1xþ k2Þdx ¼ 1
(
ð50Þand E ¼ fxj0 6 x 6 1; gðk1xþ k2ÞP 0g. h
As
R 1
0 F ðf ð1 xÞÞdx=
R 1
0 F ðf ðxÞÞdx, from Theorems 8 and 9, we can get that
Corollary 5. Let V RIMðaÞ ¼
R 1
0 F ðf ðxÞÞdx be the objective function of orness level a for (42), then
V RIMðaÞ ¼ V RIMð1 aÞ, which means V RIMðaÞ is symmetrical for a at a ¼ 12.
Theorem 10. k1; k2 in (43) and (44) can be seen as the functions the orness level a with k1ðaÞ; k2ðaÞ. k1ðaÞ mono-
tonically decreases with a and k2ðaÞ monotonically increases with a. The objective value of (42),
V RIMðaÞ ¼
R 1
0
F ðf ðx; aÞÞdx is a convex function of orness level a.
Proof. With Theorem 9, the parameters k1; k2 in (43) and (44) can be uniquely determined by the orness level
a. Let us make a diﬀerential operation for a on the both sides of (44),R
E xg
0ðk1xþ k2Þðk01xþ k02Þdx ¼ 1R
E g
0ðk1xþ k2Þðk01xþ k02Þdx ¼ 0
(
ð51Þthat isk01
R
E x
2g0ðk1xþ k2Þdxþ k02
R
E xg
0ðk1xþ k2Þdx ¼ 1
k01
R
E xg
0ðk1xþ k2Þxþ k02
R
E g
0ðk1xþ k2Þdx ¼ 0
(
ð52Þ
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R
E
g0ðk1xþk2ÞdxR
E
x2g0ðk1xþk2Þdx
R
E
g0ðk1xþk2Þdx
R
E
xg0ðk1xþk2Þdx
 2
k02 ¼
R
E
xg0ðk1xþk2ÞdxR
E
x2g0ðk1xþk2Þdx
R
E
g0ðk1xþk2Þdx
R
E
xg0ðk1xþk2Þdx
 2
8>>><>>>:
ð53ÞConsidering thatZ
E
x2g0ðk1xþ k2Þdx
Z
E
g0ðk1xþ k2Þdx
Z
E
xg0ðk1xþ k2Þdx
 2
¼ 1
2
Z
E
x2g0ðk1xþ k2Þdx
Z
E
g0ðk1y þ k2Þdy þ
Z
E
y2g0ðk1y þ k2Þdx
Z
E
g0ðk1xþ k2Þdx

2
Z
E
xg0ðk1xþ k2Þdx
Z
E
yg0ðk1y þ k2Þdy

¼ 1
2
Eðx2  2xy þ y2Þg0ðk1xþ k2Þg0ðk1y þ k2Þdxdy ¼ 1
2
Eðx yÞ2g0ðk1xþ k2Þg0ðk1y þ k2Þdxdywhere E ¼ fxj0 6 x 6 1; gðk1xþ k2ÞP 0g or E ¼ fyj0 6 y 6 1; gðk1y þ k2ÞP 0g depends on the variable
name of the integrand function, and E ¼ fðx; yÞj0 6 x 6 1; 0 6 y 6 1; gðk1xþ k2ÞP 0; gðk1y þ k2ÞP 0g.
Then (53) becomesk01 ¼ 
2
R
E
g0ðk1xþk2Þdx
EðxyÞ2g0ðk1xþk2Þg0ðk1yþk2Þdx dy
k02 ¼
2
R
E
xg0ðk1xþk2Þdx
EðxyÞ2g0ðk1xþk2Þg0ðk1yþk2Þdx dy
8><>: ð54Þ
Since g is an increasing function, g0 P 0 and E is not empty, it follows that k01 < 0, k
0
2 > 0, so k1 decreases with
a and k2 increases with a.
With (43) and g ¼ ðF 0Þ1,V 0RIMðaÞ ¼
Z
E
F 0ðf ðx; aÞÞ ogðk1xþ k2Þ
oa
dx ¼
Z
E
F 0ðgðk1xþ k2ÞÞg0ðk1xþ k2Þðk01xþ k02Þdx
¼
Z
E
ðk1xþ k2Þg0ðk1xþ k2Þðk01xþ k02Þdx
¼ k1
Z
E
xg0ðk1xþ k2Þðk01xþ k02Þdxþ k2
Z
E
g0ðk1xþ k2Þðk01xþ k02ÞdxConsidering (51), V 0RIMðaÞ ¼ k1, with k1 decreasing with a, so V RIMðaÞ is a convex function for a. h
From Corollary 5 and Theorem 10, it can be obtained that
Corollary 6. The objective function of orness level a for (42), V RIMðaÞ ¼
R 1
0 F ðf ðx; aÞÞdx decreases for a 2 ð0; 12,
and increases in a 2 ½12 ; 1Þ. V RIMðaÞÞ reaches its minimum value at a ¼ 12.
With QðxÞ ¼ R x
0
f ðtÞdt,QðxÞ ¼
Z
D
gðk1t þ k2Þdt; D ¼ ftj0 6 t 6 x; gðk1t þ k2ÞP 0g ð55ÞIt is obvious that the shape of f ðxÞ and QðxÞ is determined by the orness level a. If QðxÞ is regarded as a
parameterized function family of Qðx; aÞ, it holds that
Theorem 11. For the RIM quantifier function Qðx; aÞ with orness level a, it holds that 8x 2 ½0; 1, Qðx; aÞ
monotonically increases with a, and furthermore, 8X ¼ ðx1; x2; . . . ; xnÞ, the aggregation value F QðX Þ also
monotonically increases with orness level a.
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oa
¼
Z
D
g0ðk1t þ k2Þðk01t þ k02Þdt ¼ k01
Z
D
tg0ðk1t þ k2Þdt þ k02
Z
D
g0ðk1t þ k2ÞdtWith (54), and replacing the integrand variable x; y in k01; k
0
2 with t; s, E ¼ fxj0 6 x 6 1; gðk1xþ k2ÞP 0g be-
comes E ¼ ftj0 6 t 6 1; gðk1t þ k2ÞP 0g, then
oQðx; aÞ
oa
¼ 2
R
D tg
0ðk1t þ k2Þdt
R
E g
0ðk1t þ k2Þdt
Eðt  sÞ2g0ðk1sþ k2Þg0ðk1t þ k2Þdsdt
þ 2
R
D g
0ðk1t þ k2Þdt
R
E tg
0ðk1t þ k2Þdt
Eðt  sÞ2g0ðk1sþ k2Þg0ðk1t þ k2ÞdsdtAs D ¼ ftj0 6 t 6 x; gðk1t þ k2ÞP 0g is a subset of E, E  D ¼ ftjx 6 t 6 1; gðk1t þ k2ÞP 0g,
oQðx; aÞ
oa
¼ 2
R
D tg
0ðk1t þ k2Þdt
R
ED g
0ðk1t þ k2Þdt
Eðt  sÞ2g0ðk1sþ k2Þg0ðk1t þ k2Þdsdt
þ 2
R
D g
0ðk1t þ k2Þdt
R
ED tg
0ðk1t þ k2Þdt
Eðt  sÞ2g0ðk1sþ k2Þg0ðk1t þ k2Þdsdt
¼ 2Dðs tÞg
0ðk1sþ k2Þg0ðk1t þ k2Þdsdt
Eðs tÞ2g0ðk1sþ k2Þg0ðk1t þ k2Þdsdt
where D ¼ fðs; tÞjx 6 s 6 1; 0 6 t 6 x; gðk1sþ k2ÞP 0; gðk1t þ k2ÞP 0g, E ¼ fðs; tÞj0 6 s 6 1; 0 6 t 6 1;
gðk1sþ k2ÞP 0; gðk1t þ k2ÞP 0g.
Since g is an increasing function, g0 P 0, and sP t on D, oQðx;aÞoa P 0, and Qðx; aÞ increases with a.
From (3), let us suppose that x1 P x2 P   P xn, then F QðX Þ ¼
Pn
i¼1xi Q
i
n
  Q i1n   ¼ xnQð1ÞþPn1
i¼1 ðxi  xiþ1ÞQ in
  ¼ xn þPn1i¼1 ðxi  xiþ1ÞQ in . As 8i; i ¼ 1; 2; . . . ; n 1, xi  xiþ1 P 0 and 8x 2 ½0; 1,
Qðx; aÞ increases with a, so F QðX Þ increases with orness level a. h
As g ¼ ðF 0Þ1 is an strictly increasing function, from (43), f ðxÞ is also is a monotonic function. Whether it is
increasing or decreasing depends on the sign of k1. Furthermore, it can be obtained that
Corollary 7. For the RIM quantifier QðxÞ and its generating function f ðxÞ determined by the optimal solution (42)
with orness level a, if a ¼ 12, then k1 ¼ 0, f ðxÞ ¼ 1, QðxÞ ¼ x, and F QðX Þ ¼ F QAðX Þ ¼ 1n
Pn
i¼1xi. If a <
1
2, then
k1 > 0, f ðxÞ is increasing, QðxÞ is convex and 8X , F QðX Þ < F QAðX Þ ¼ 1n
Pn
i¼1xi. If a >
1
2, then k1 < 0, f ðxÞ is
decreasing, QðxÞ is concave and 8X , F QðX Þ > F QAðX Þ ¼ 1n
Pn
i¼1xi.
Proof. When k1 ¼ 0, from (43), f ðxÞ becomes a constant, with Deﬁnition 2 and (7), f ðxÞ ¼ 1, and a ¼ 12. From
Theorem 10, k1 decreases with orness level a. So if a ¼ 12, then k1 ¼ 0, f ðxÞ ¼ 1, QðxÞ ¼ x, and F QðX Þ ¼
F QAðX Þ ¼ 1n
Pn
i¼1xi.
Considering the decreasing property of k1 with orness level a, when a > 12, k1 < 0, then f ðxÞ is decreasing,
QðxÞ is concave, from Theorem 11, 8X , F QðX Þ > F QAðX Þ ¼ 1n
Pn
i¼1xi. When a <
1
2, k1 > 0, then f ðxÞ is
increasing, QðxÞ is convex and 8X , F QðX Þ < F QAðX Þ ¼ 1n
Pn
i¼1xi. h4.2. The solution equivalence to the minimax problem
Corresponding to (42), consider the minimax problem for RIM quantiﬁer:min MRIM ¼ max
06x61
jF 00ðf ðxÞÞf 0ðxÞj
 	
s:t:
Z 1
0
ð1 xÞf ðxÞdx ¼ a; 0 < a < 1Z 1
0
f ðxÞdx ¼ 1
f ðxÞP 0
ð56ÞProblem (42) minimizes the overall integral of F ðf ðxÞÞ, while (56) tries to minimize the absolute maximum
local diﬀerential value of F 0ðf ðxÞÞ, that is jF 00ðf ðxÞÞf 0ðxÞj.
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of (56) with 1 a.
Proof. Similar to Theorem 8, omitted. h
Theorem 13. There is an unique optimal solution for (56), and the optimal solutions of the two kinds problems (42)
and (56) are the same. That is, they both have the form of (43) asfoptðxÞ ¼
gðk1xþ k2Þ if gðk1xþ k2ÞP 0
0 otherwise

ð57Þwhere g ¼ ðF 0Þ1, k1; k2 is determined by the constraints:R 1
0
xfoptðxÞdx ¼ 1 aR 1
0
foptðxÞdx ¼ 1
(
ð58ÞProof. We only need to prove that fopt is the optimal solution of (56). Assume that there exists a function f ðxÞ
such thatf ðxÞ 6 foptðxÞ; f ðxÞP 0;
max
06x61
jF 00ðf ðxÞÞf 0ðxÞj 6 max
06x61
F 00ðfoptðxÞÞf 0optðxÞ



 


 ð59Þand the constraint
R 1
0 f ðxÞ ¼ 1. We will prove that f ðxÞ does not satisfy the constraint
R 1
0 ð1 xÞf ðxÞ ¼ a.
From (57),F 00ðfoptðxÞÞf 0optðxÞ ¼ ðF 0ðfoptðxÞÞ0 ¼
oF 0ðgðk1xþk2ÞÞ
ox x 2 E
0 otherwise
(
ð60Þwhere E ¼ fxj0 6 x 6 1; gðk1xþ k2ÞP 0g. With g ¼ ðF 0Þ1, oF 0ðgðk1xþk2ÞÞox ¼ oðk1xþk2Þox ¼ k1, thusF 00ðfoptðxÞÞf 0optðxÞ ¼
k1 x 2 E
0 otherwise

ð61ÞSo max06x61jF 00ðfoptðxÞÞf 0optðxÞj ¼ jk1j. As F 00ðf ðxÞÞf 0ðxÞ ¼ ðF 0ðf ðxÞÞ0 and F 00ðfoptðxÞÞf 0optðxÞ ¼ ðF 0ðfoptðxÞÞ0, let
RðxÞ ¼ F 0ðf ðxÞÞ and RoptðxÞ ¼ F 0ðfoptðxÞÞ, from (59),max jR0ðxÞj 6 jR0optðxÞj ¼ jk1j x 2 E ð62Þ
With Theorems 8 and 12, we will discuss in the following two cases.
Case 1: If a ¼ 1
2
, from Corollary 7, k1 ¼ 0.foptðxÞ becomes a constant, E ¼ ½0; 1, fopt ¼ 1. We also have
maxx2½0;1jR0ðxÞj ¼ 0, then R0ðxÞ ¼ ðF 0ðf ðxÞÞÞ0 ¼ 0 for x 2 ½0; 1, F 0ðf ðxÞÞ is a constant. As F is convex,
F 0 is increasing, f ðxÞ is also a constant. With R 1
0
f ðxÞdx ¼ 1, f ðxÞ ¼ 1, thus f ðxÞ  foptðxÞ on [0, 1], this
is a contradiction.
Case 2: If a 6¼ 1
2
. For simpliﬁcation, we will only prove the case of a < 1
2
, the condition of a > 1
2
can be obtained
directly with the symmetrical property of Theorems 8 and 12.
From Corollary 7, if a < 12, then k1 > 0. As g is a continuous and monotonic increasing function,
gðk1xþ k2Þ is also continuous and monotonic increasing, E ¼ fxj0 6 x 6 1; gðk1xþ k2ÞP 0g is a continuous
and compact subset of [0, 1]. Let inffEg ¼ a, and supfEg ¼ b, then E ¼ ½a; b and it has b ¼ 1 and
f ðaÞ ¼ gðk1aþ k2Þ ¼ 0 if a 6¼ 0. From (62),R0ðxÞ 6 R0optðxÞ ¼ k1 x 2 ½a; 1 ð63Þ
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Z 1
x
R0ðtÞdt
RoptðxÞ ¼ Roptð1Þ 
Z 1
x
R0optðtÞdt
ð64ÞCombining (63) and (64), we will have RðxÞP RoptðxÞ on ½a; 1, that is F 0ðf ðxÞÞP F 0ðfoptðxÞÞ, so
f ðxÞP foptðxÞ, and
R 1
a f ðxÞdxP
R 1
a foptðxÞdx. Considering that
R 1
0 foptðxÞdx ¼
R 1
a foptðxÞdx ¼ 1, andR 1
0
f ðxÞ ¼ 1, f ðxÞP 0, we must have f ðxÞ ¼ foptðxÞ on ½a; 1 and f ðxÞ ¼ 0 on ½0; a, which imply that
f ðxÞ  foptðxÞ on [0, 1]. This is a contradiction. So we must have Rð1Þ < Roptð1Þ.
Next, we will show that there exists x0 that makesRðxÞP RoptðxÞ 8x 2 ½0; x0
RðxÞ < RoptðxÞ 8x 2 ðx0; 1

ð65ÞIt will be proved with the two cases a > 0 and a ¼ 0 respectively.
If a > 0, then foptðaÞ ¼ 0, with f ðaÞP 0, then f ðaÞP foptðaÞ ¼ 0, thus RðaÞP RoptðaÞ, considering (63),
(64) and Rð1Þ < Roptð1Þ, there exists a x0 2 ½a; 1Þ, that makes
RðxÞP RoptðxÞ 8x 2 ½a; x0
RðxÞ < RoptðxÞ 8x 2 ðx0; 1

ð66ÞFor x 2 ½0; a, with f ðxÞP 0 ¼ foptðxÞ, then RðxÞP RoptðxÞ. Combining with (66),
RðxÞP RoptðxÞ 8x 2 ½0; x0
RðxÞ < RoptðxÞ 8x 2 ðx0; 1

ð67ÞIf a ¼ 0, we will show that Rð0ÞP Roptð0Þ, otherwise Rð0Þ < Roptð0Þ. Considering thatRðxÞ ¼ Rð0Þ þ
Z x
0
R0ðtÞdt
RoptðxÞ ¼ Roptð0Þ þ
Z x
0
R0optðtÞdt
ð68Þcombining (63), we will have RðxÞ < RoptðxÞ on [0, 1], that is F 0ðf ðxÞÞ < F 0ðfoptðxÞÞ, so f ðxÞ < foptðxÞ, andR 1
0
f ðxÞdx < R 1
0
foptðxÞdx. This contradicts with the condition that
R 1
0
f ðxÞdx ¼ R 1
0
foptðxÞdx ¼ 1. With
Rð0ÞP Roptð0Þ and Rð1Þ < Roptð1Þ and (63), it can also be obtained that there exists a x0 2 ½0; 1Þ, that makes
RðxÞP RoptðxÞ 8x 2 ½0; x0
RðxÞ < RoptðxÞ 8x 2 ðx0; 1

ð69ÞAs RðxÞ ¼ F 0ðf ðxÞÞ and RoptðxÞ ¼ F 0ðfoptðxÞÞ, and F 0 is strictly increasing, thus
f ðxÞP foptðxÞ 8x 2 ½0; x0
f ðxÞ < foptðxÞ 8x 2 ðx0; 1

ð70ÞWith
R 1
0
foptðxÞdx ¼
R 1
0
f ðxÞdx ¼ 1,Z 1
0
ð1 xÞfoptðxÞdx
Z 1
0
ð1 xÞf ðxÞdx ¼
Z x0
0
x½f ðxÞ  foptðxÞdxþ
Z 1
x0
x½f ðxÞ  foptðxÞdx
<
Z x0
0
x0½f ðxÞ  foptðxÞdxþ
Z 1
x0
x0½f ðxÞ  foptðxÞdx
¼ x0
Z 1
0
½f ðxÞ  foptðxÞdx ¼ 0
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R 1
0
ð1 xÞf ðxÞdx > R 1
0
ð1 xÞfoptðxÞdx ¼ a, this contradicts the constraint
R 1
0
ð1 xÞf ðxÞdx ¼ a.
Therefore, foptðxÞ is the optimal solution of (56), and the optimal solution is unique. h
From Theorems 12 and 13, we can get that
Corollary 8. Let MRIMðaÞ ¼ max06x61jF 00ðf ðxÞÞf 0ðxÞj is the objective function of orness level a for (56), then
MRIMðaÞ ¼ MRIMð1 aÞ, which means V RIMðaÞ is symmetrical for a at a ¼ 12.
Theorem 14. The objective value of the minimax problem (56), MRIMðaÞ ¼ max06x61jF 00ðf ðxÞÞf 0ðxÞj decreases for
a 2 ð0; 1
2
, and decreases for a 2 ½1
2
; 1Þ. MRIMðaÞ reaches its possible minimum value 0 at a ¼ 12.
Proof. From (61), with the unique optimal solution of (57) and (58), the objective function value of the mini-
max problem (56) isMRIMðaÞ ¼ max
06x61
F 00ðfoptðxÞÞf 0optðxÞ



 


 ¼ jk1j ð71ÞFrom Corollary 7, when a ¼ 1
2
, k1 ¼ 0, MRIMðaÞ ¼ 0. From Theorem 10, k1 decreases with orness level a, so
k1 > 0 for a 2 0; 12
 
, k1 < 0 for a 2 12 ; 1
 
, that MRIMðaÞ ¼ jk1j decreases for a 2 0; 12
 
, and it increases for
a 2 1
2
; 1
 
, MRIMðaÞ reaches its possible minimum value 0 at a ¼ 12. h5. The solutions of two special cases
Here we will discuss the solution expression of two special cases of (8) and (42) with F ðxÞ ¼ x lnðxÞ and
F ðxÞ ¼ x2, which correspond to the maximum entropy problem and the minimum variance problem respec-
tively. The solutions of these two problems in OWA operator case were discussed separately
[12,14,15,26,31,35]. The results of this paper can be seen as an extension of them and an eﬀort of trying to
connect these two problems together [33]. Most properties of these two kinds problems for OWA operator
and RIM quantiﬁer [24,26,27,31] can be deduced directly from the conclusions of this general model. Similar
to the conclusions in Sections 3 and 4, the relationship between OWA operator and RIM quantiﬁer can also
be observed and compared.
For the optimization problems (8), with
Pn
i¼1wi ¼ 1,
Pn
i¼1ðaF ðwiÞ þ bwiÞ ¼ a
Pn
i¼1F ðwiÞ þ b, similarly, for
(42), with
R 1
0 f ðxÞdx ¼ 1,
R 1
0 ðaF ðf ðxÞÞ þ bf ðxÞÞdx ¼ a
R 1
0 F ðf ðxÞÞdxþ b, F ðxÞ and aF ðxÞ þ bxða > 0Þ have the
same optimal solutions for (8) and (42), so the parameters aða > 0Þ; b in aF ðxÞ þ bx of (8) and (42) can be
neglected in some way. Please also note that the case of F ðxÞ ¼ x lnðxÞ is a maximum problem with an addi-
tional negative sign in the objective function.
5.1. Case 1: F ðxÞ ¼ x lnðxÞ
Problem (8) becomes the maximum entropy OWA (MEOWA) operator problem (72).max 
Xn
i¼1
wi lnwi
s:t:
Xn
i¼1
n i
n 1wi ¼ a; 0 < a < 1Xn
i¼1
wi ¼ 1
ð72ÞAs F 0ðxÞ ¼ 1þ lnðxÞ, gðxÞ ¼ ðF 0Þ1ðxÞ ¼ ex1, from (10) and (11), the optimal solution iswi ¼ enin1k1þk21 i ¼ 1; 2; . . . ; n:
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1
n1k1 ¼ 1q, the solution can be expressed in geometric form as [8,31]wi ¼ q
i1Pn1
j¼0
qj
ð73Þwhere q is the unique positive real root of the following equation:ðn 1Þaqn1 þ
Xn
i¼2
ððn 1Þa iþ 1Þqni ¼ 0With the relationship between k1 and q, from the conclusions of Section 3.1, we can also get the same con-
clusions about the MEOWA operator that were once obtained in [31].
Corresponding to (25), the solution equivalence minimax problem of (72) ismin max
16i6n1
j lnðwiÞ  lnðwiþ1Þj
 	
s:t:
Xn
i¼1
n i
n 1wi ¼ a; 0 < a < 1Xn
i¼1
wi ¼ 1:
ð74ÞFurthermore, the solution equivalence minimax problem (74) can be replaced with a more simple minimax
ratio problem (75) without the absolute value operator. Similar to the minimax disparity problem (24), we can
call (75) as minimax ratio problem, which minimizes the maximum of the ratios between two adjacent weight
elements.
Theorem 15. The solution of the maximum entropy problem (72) is also equivalent to the following minimax
problem solution:min max
16i6n1
wi
wiþ1
 	
s:t:
Xn
i¼1
n i
n 1wi ¼ a; 0 < a < 1Xn
i¼1
wi ¼ 1
wi P 0; i ¼ 1; 2; . . . ; n
ð75ÞProof. We will show that the optimal solution of maximum entropy OWA operator problem (72) with
W opt ¼ ðwopt1 ;wopt2 ; . . . ;woptn Þ in (73) is also the unique optimal solution of (75).
Let W ¼ ðw1;w2; . . . ;wnÞ be a OWA weight vector such that W 6W opt, andmax
16i6n1
wi
wiþ1
6 max
16i6n1
wopti
woptiþ1
¼ 1
q
ð76Þand the constraint
Pn
i¼1wi ¼ 1. We will prove that wi does not satisfy the constraint
Pn
i¼1
ni
n1wi ¼ a.
We claim that wn > woptn , otherwise, wn 6 woptn . Aswi ¼ wn
Yn1
k¼i
wk
wkþ1
; wopti ¼
woptn
qni
for i ¼ 1; 2; . . . ; n ð77Þconsidering (76), we have
Qn1
k¼i
wk
wkþ1
6 1qni, so wi 6 w
opt
i ; i ¼ 1; 2; . . . ; n. Since
Pn
i¼1wi ¼
Pn
i¼1w
opt
i ¼ 1, we must
have wi ¼ wopti ði ¼ 1; 2; . . . ; nÞ. This contradicts to W 6W opt. Thus, we have proved that wn > woptn .
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Yi1
k¼1
wk
wkþ1
,
; wopti ¼ wopt1 qi1; i ¼ 1; 2; . . . ; n ð78Þwe can also prove that w1 < w
opt
1 . Combining these with (77) and (76), we can ﬁnd k, 1 < k 6 n, such thatwi 6 wopti i ¼ 1; 2; . . . ; k  1
wi > w
opt
i i ¼ k; k þ 1; . . . ; n
(With the same proof method as Theorem 6 after (40), we can obtain that
Pn
i¼1
ni
n1wi <
Pn
i¼1
ni
n1w
opt
i ¼ a.
Therefore, W opt ¼ ðwopt1 ;woptw ; . . . ;woptn Þ is the unique optimal solution of (75). h
Remark 2. Similarly, the objective function in (75) can also be replaced with min max16i6n1
wiþ1
wi
n o
.
For Problem (42), when F ðxÞ ¼ x lnðxÞ, it becomes the maximum entropy RIM quantiﬁer problem (79).max 
Z 1
0
f ðxÞ ln f ðxÞdx
s:t:
Z 1
0
ð1 xÞf ðxÞdx ¼ a; 0 < a < 1Z 1
0
f ðxÞdx ¼ 1:
ð79ÞThe solution and its properties were discussed in [27].
With F 0ðxÞ ¼ 1þ lnðxÞ, ðF 0Þ1ðxÞ ¼ ex1, as ex1 > 0, from (43) and (44), the optimal solution is:f ðxÞ ¼ ek1xþk21With the constraints of (79), the optimal solution can be expressed asf ðxÞ ¼ k1e
k1x
ek1  1
where k1 is the root of the equation
ek1k11
k1ðek11Þ ¼ a.
Remark 3. In [27], the solution of the maximum entropy RIM quantiﬁer is expressed as f ðxÞ ¼ kekð1xÞ
ek1 , where k
is the root of the equation ke
kekþ1
kðek1Þ ¼ a. It can be easily veriﬁed that these two solution forms are equivalent
with k ¼ k1.
As F 00ðxÞ ¼ 1x, corresponding to (56), the solution equivalence minimax problem of (79) is:min max
06x61
j f
0ðxÞ
f ðxÞ j
 	
s:t:
Z 1
0
ð1 xÞf ðxÞdx ¼ a; 0 < a < 1Z 1
0
f ðxÞdx ¼ 1
f ðtÞ > 0
ð80ÞFurthermore, as in the discrete case of OWA operator, (80) can be replaced with a problem without abso-
lute value operator.
Theorem 16. The solution of the maximum entropy problem (79) is also equivalent to the following minimax
problem solution without the absolute value operator.
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06x61
f 0ðxÞ
f ðxÞ
 	
s:t:
Z 1
0
ð1 xÞf ðxÞdx ¼ a; 0 < a < 1Z 1
0
f ðxÞdx ¼ 1
f ðtÞ > 0
ð81ÞProof. We will show that the optimal solution of maximum entropy OWA operator problem (79), foptðxÞ is
also the unique optimal solution of (81).
Let f ðxÞ be a RIM quantiﬁer such that f ðxÞ 6 fopt, andmax
06x61
f 0ðxÞ
f ðxÞ 6 max06x61
f 0optðxÞ
foptðxÞ ¼ k1 ð82Þand the constraint
R 1
0
f ðxÞ ¼ 1. We will prove that f ðxÞ does not satisfy the constraint R 1
0
ð1 xÞf ðxÞdx ¼ a.
We claim that f ð0Þ > foptð0Þ, otherwise, f ð0Þ 6 foptð0Þ.
Let RðxÞ ¼ lnðf ðxÞÞ, RoptðxÞ ¼ lnðfoptðxÞÞ, then Rð0Þ 6 Roptð0Þ, and R0ðxÞ ¼ f
0ðxÞ
f ðxÞ , furthermore, for x 2 ½0; 1,
R0optðxÞ ¼
f 0optðxÞ
foptðxÞ ¼ k1. Considering (82),R0ðxÞ 6 R0optðxÞ ¼ k1 8x 2 ½0; 1 ð83Þ
As in Case 2 of the Theorem 13 proof, it can be proved that there exists x0, which makesRðxÞ 6 RoptðxÞ 8t 2 ½0; x0
RðxÞ > RoptðxÞ 8t 2 ðx0; 1

ð84Þthusf ðxÞ 6 foptðxÞ 8t 2 ½0; x0
f ðxÞ > foptðxÞ 8t 2 ðx0; 1

ð85Þand
R 1
0
ð1 xÞf ðxÞdx < R 1
0
ð1 xÞfoptðxÞdx ¼ a at last, which contradicts the constraint
R 1
0
ð1 xÞf ðxÞdx ¼ a.
Therefore, foptðxÞ is the unique optimal solution of (81). h5.2. Case 2: F ðxÞ ¼ x2
Problem (8) becomes the alternative form of the minimum variance problems for OWA operator [15]:min D2ðW Þ ¼ 1
n
Xn
i¼1
w2i 
1
n2
s:t:
Xn
i¼1
n i
n 1wi ¼ a; 0 < a < 1Xn
i¼1
wi ¼ 1;
wi P 0; i ¼ 1; 2; . . . ; n:
ð86ÞAs F 0ðxÞ ¼ 2x, ðF 0Þ1ðxÞ ¼ x
2
, the optimal solution is:wi ¼
ni
n1k1þk2
2
if
ni
n1k1þk2
2
> 0
0 otherwise
(
ð87Þ
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i¼1
ni
n1wi  a ¼ 0Pn
i¼1
wi  1 ¼ 0
8><>: ð88Þ
We will discuss the determination of W ¼ ðw1;w2; . . . ;wnÞ in diﬀerent cases.
Case 1: If aP 1
2
. The OWA operator weight vector has the form W ¼ ðw1;w2; . . . ;wm; 0; 0; . . . ; 0Þ, where m is
the nonzero elements ofW. Observing that m ¼ 1 corresponds to the unique case W  ¼ ð1; 0; . . . ; 0Þ of
a ¼ 1, we will assume mP 2 in the following. From (88), it can be obtained thatk1 ¼ 12ðn1Þð2nþ2anþ12aþmÞmðm1Þðmþ1Þ
k2 ¼ 4ð6n2þ6an29anþ6nþ6mn3man1þ3maþ3a2m23mÞmðm1Þðmþ1Þ
8<: ð89Þ
With wm ¼ nmn1 k1 þ k2 > 0 and nðmþ1Þn1 k1 þ k2 6 0 ðmP 2Þ, we can get that
3n m 1
3ðn 1Þ > aP
3n m 2
3ðn 1Þ ð90ÞThis is the orness interval a lies in when W has m nonzero elements for aP 1
2
. Observing that when
m ¼ 2; 3; . . . ; n, a only changes in ½2
3
; 1Þ, we can get a division of ½2
3
; 1Þ for m ¼ 1; 2; . . . ; n.. It is obvious
that when all the wis are nonzero, we have m ¼ n. From (90), for a 2 12 ; 23
 
, it certainly has m ¼ n. Thus,
with given orness level a 2 ½1
2
; 1Þ, m can be determined asm ¼ ½3n 3ðn 1Þa 1 a 2
2
3
; 1
 
n a 2 1
2
; 2
3
 ( ð91Þ
Case 2: If a < 1
2
. The OWA operator weight vector has the form W ¼ ð0; 0; . . . ; 0;wnmþ1;wnmþ2; . . . ;wnÞ. m
can be determined in a similar waym ¼ ½3ðn 1Þaþ 2 a 2 0;
1
3
 
n a 2 ½1
3
; 1
2
Þ
(
ð92ÞCombining (87), (91) and (92), the solution is the maximum spread equidiﬀerent OWA operator exactly
[26]:
Algorithm 1
Step 1: Determine m with (93).m ¼
½3aðn 1Þ þ 2 if 0 < a < 1
3
n if 1
3
6 a 6 2
3
½3n 3aðn 1Þ  1 if 2
3
< a < 1:
8><>: ð93Þ
Step 2: Determine d with (94).d ¼
6ð2a2naþm1Þ
mðm21Þ if 0 < a <
1
3
6ð12aÞ
nðnþ1Þ if
1
3
6 a 6 2
3
6ð2a2naþ2nm1Þ
mðm21Þ if
2
3
< a < 1
8>><>>: ð94Þ
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1
3
; wi ¼
0 if 1 6 i 6 n m
dm2þdmþ2
2m þ ði nþ m 1Þd if n mþ 1 6 i 6 n
(
Case 2:
1
3
6 a 6 2
3
; wi ¼ dn
2 þ dnþ 2
2n
þ ði 1Þd; i ¼ 1; 2; . . . ; n
Case 3:
2
3
< a < 1; wi ¼
dm2þdmþ2
2m þ ði 1Þd if 1 6 i 6 m
0 if n mþ 1 6 i 6 n
( ð95ÞSimilar to the maximum entropy problem, the properties of minimum variance problem that was proposed
in [26] can also be obtained from the discussion of Section 3.1. The similarities between the maximum entropy
and the minimum variance problems can be understood naturally as they are just two special cases of the gen-
eral problem (8).
With Theorem 6 and F ðxÞ ¼ x2, the solution equivalence minimax problem of (86) and the minimax dispar-
ity problem (24) can be veriﬁed with an additional constant 2 in (24)’s objective function, which improves the
complicated process of the dual linear programming method [30].
For the RIM quantiﬁer case, when F ðxÞ ¼ x2, problem (42) becomes the minimum variance RIM operator
problem [24]:min D2ðf ðxÞÞ ¼
Z 1
0
f 2ðxÞdx
Z 1
0
f ðxÞdx
 2
s:t:
Z 1
0
ð1 xÞf ðxÞdx ¼ a 0 < a < 1Z 1
0
f ðxÞ ¼ 1
f ðxÞP 0
ð96ÞProblem (96) can be solved with the optimal control technique. The solution is expressed as an equidiﬀerent
RIM quantiﬁer. Some properties of it were discussed [24].
As F 0ðxÞ ¼ 2x, ðF 0Þ1ðxÞ ¼ x
2
, the optimal solution is:f ðxÞ ¼
k1xþk2
2
if k1xþk2
2
P 0
0 otherwise
(
with R 1
0
xf ðxÞdx ¼ 1 aR 1
0
f ðxÞdx ¼ 1
(
This is just the equidiﬀerent RIM quantiﬁer [24]. The optimal solution isCase 1: If 0 < a 6 1
3
; f ðxÞ ¼
0 0 6 x 6 1 3a
2ðx1þ3aÞ
9a2 1 3a < x 6 1
(
Case 2: If
1
3
< a 6 2
3
; f ðxÞ ¼ ð6 12aÞxþ ð6a 2Þ; 0 6 x 6 1
Case 3: If
2
3
< a < 1f ðxÞ ¼
2ð33axÞ
9ð1aÞ2 0 6 x 6 3 3a
0 3 3a < x 6 1
( ð97ÞAs F 00ðxÞ ¼ 2, corresponding to (56), the solution equivalence minimax problem of (96) is formulated with
the constant 2 being omitted:
2 ww
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06x61
jf 0ðxÞj
 	
s:t:
Z 1
0
ð1 xÞf ðxÞdx ¼ a; 0 < a < 1Z 1
0
f ðxÞ ¼ 1
f ðxÞP 0
ð98ÞRemark 4. Similar to the conclusion of Theorem 15 and Remark 2 for the maximum entropy OWA operator
case, the solution equivalence can be kept without the absolute value operates in the minimax problems (24)
and (98) when the orness level a 2 13 ; 23
 
.
For these two cases, the RIM quantiﬁer membership function can be obtained with QðxÞ ¼ R x
0
f ðtÞdt
directly.
6. Another view of the problems solutions and some discussions
From above, we can see that with given a strictly convex function F ðxÞ, a parameterized OWA operator or
RIM quantiﬁer family with orness level as its control parameter can always be obtained, which is the unique
optimal solution of (8) or (42). The OWA weight vector or the RIM quantiﬁer generating function is deter-
mined by the increasing function gðxÞ ¼ ðF 0Þ1ðxÞ. On the other hand, with an increasing function gðxÞ, there
also exists a strictly convex function F ðxÞ, that makes gðxÞ ¼ ðF 0Þ1ðxÞ. The OWA operator generated with
(10), (11) is the unique optimal solutions of (8), and the RIM quantiﬁer generating function determined by
(43) and (44) is the unique optimal solutions of (42). This gives us a very broad way to obtain the parameter-
ized OWA operator or RIM quantiﬁer families with diﬀerent orness levels. The aggregation values of these
OWA operator or RIM quantiﬁers for any aggregated set are also consistently (monotonically) changes with
the orness level. Furthermore, we can control the relationships between the adjacent elements of OWA oper-
ator weight vector or the shape of the RIM quantiﬁer function by selecting gðxÞ appropriately. This means we
can not only make the OWA operator or RIM quantiﬁer based aggregation represent the preference informa-
tion, but also can incorporate the background or problem structure information with gðxÞ.
With ðF 0Þ1ðxÞ ¼ gðxÞ, the expression of F ðxÞ can be easily obtained. We can observe how the form of gðxÞ
aﬀects the OWA operator or the RIM quantiﬁer under given orness level. As discussed at the beginning of
Section 5, for the OWA operator problems (8) and (42), F ðxÞ and aF ðxÞ þ bxða > 0Þ have the same optimal
solution. Similarly, for the RIM quantiﬁer problems (42) and (56), F ðxÞ and aF ðxÞ þ bxða > 0Þ also have
the same optimal solution. Both of these two cases imply that for the optimal solutions determined by (10),
(11), or (43), (44), ak1 þ b or ak2 þ bða > 0Þ can be replaced with k1 and k2, which means the constants a; b
can be neglected in some way.
Table 1 gives some examples of commonly used function forms for gðxÞ and F ðxÞ respectively. Example I
corresponds to the maximum entropy OWA operator (RIM quantiﬁer) problem, and Example II corresponds
to the minimum variance OWA operator (RIM quantiﬁer) problem that were discussed previously. Example
III and IV can be solved analytically with the method similar to that of Example II. Example II, III, IV are the
special cases of Example V. An alternative analytic solution of Example V was proposed by Majlender [33] for
OWA operator. For simpliﬁcation, their analytical solutions forms are omitted. For OWA operator, except
the proposed analytical solution method with gðxÞ in (10) and (11), considering F ðxÞ in the objective function
of (8), these problems can also be solved with the optimization software such as Lingo or Maple.2 Fig. 1 shows
the OWA operator solution under orness levels a ¼ 0:2; 0:5; 0:8 for these ﬁve cases with n ¼ 20 respectively.
Unlike the OWA operator case of (8), the analytical solutions is complicated sometimes. For any strictly
convex function F ðxÞ or monotonic increasing function gðxÞ, the analytical solutions of (43) or (42) is usuallyw.lindo.com, www.maplesoft.com.
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Fig. 1. The OWA operators for diﬀerent forms of gðxÞ with n ¼ 20.
Table 1
Some examples of gðxÞ and the possible corresponding F ðxÞ
gðxÞ in (10) and (43) F ðxÞ in (8) and (42)
I gðxÞ ¼ ex F ðxÞ ¼ x lnðxÞ
II gðxÞ ¼ x F ðxÞ ¼ x2
III gðxÞ ¼ ﬃﬃxp F ðxÞ ¼ x3
IV gðxÞ ¼ x2 F ðxÞ ¼ x32
V gðxÞ ¼ xaða > 0Þ F ðxÞ ¼ x1þ1a
VI gðxÞ ¼ lnðxÞ F ðxÞ ¼ ex
624 X. Liu / Internat. J. Approx. Reason. 48 (2008) 598–627a continuous function. Table 2 shows the RIM quantiﬁer generating functions under orness levels
a ¼ 0:2; 0:5; 0:8 for these ﬁve cases, with their plots shown in Fig. 2.
From Figs. 1, 2 and Corollary 3, 7, for the optimal solution of (8) or (42), when orness level a ¼ 1
2
, we will
always have W ¼ W A ¼ 1n ; 1n ; . . . ; 1n
 
, or f ðxÞ ¼ 1(which means QðxÞ ¼ QAðxÞ ¼ x). And for anyTable 2
The RIM quantiﬁer generating functions for diﬀerent forms of gðxÞ
a ¼ 0:8 a ¼ 0:5 a ¼ 0:2
gðxÞ ¼ ex f ðxÞ ¼ 4:841e4:801x f ðxÞ ¼ 1 f ðxÞ ¼ 0:398e4:801x
gðxÞ ¼ x2 f ðxÞ ¼
15ð5x4Þ2
64 x 2 ½0; 45Þ
0 x 2 45 ; 1
 ( f ðxÞ ¼ 1 f ðxÞ ¼ 0 x 2 ½0; 15Þ15ð5x1Þ2
64 x 2 15 ; 1
 (
gðxÞ ¼ x f ðxÞ ¼ 
50
9 xþ 103 x 2 ½0; 35Þ
0 x 2 35 ; 1
  f ðxÞ ¼ 1 f ðxÞ ¼ 0 x 2 ½0; 25Þ50
9 x 209 x 2 25 ; 1
 
gðxÞ ¼ ln xa f ðxÞ ¼ lnð33:71xþ 17:54Þ x 2 ½0; 0:49Þ
0 x 2 ½0:49; 1

f ðxÞ ¼ 1 f ðxÞ ¼ 0 x 2 ½0; 0:51Þ
lnð33:71x 16:16Þ x 2 ½0:51; 1

gðxÞ ¼ ﬃﬃxp f ðxÞ ¼ 3 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 2xp x 2 ½0; 12Þ
0 x 2 12 ; 1
  f ðxÞ ¼ 1 f ðxÞ ¼ 0 x 2 ½0; 12Þ
3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2x 1p x 2 12 ; 1
 
a The coeﬃcients of f ðxÞ for gðxÞ ¼ ln x are given numerically with the solution of nonlinear equations.
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Fig. 2. The RIM quantiﬁers for diﬀerent forms of gðxÞ.
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Pn
i¼1xi. The aggregation becomes the ordinary arithmetic mean (aver-
age operator). When a ! 0, W ! W , F W ðX Þ ! min16i6nfxig, or Q ! Q, F QðX Þ ! min16i6nfxig. When
a ! 1, W ! W , F W ðX Þ ! max16i6nfxig or Q ! Q, F QðX Þ ! max16i6nfxig. So the solution of (8) or (42)
can be seen as a parameterized extension of the ordinary arithmetic mean ranging between maximum and min-
imum in OWA operator and RIM quantiﬁer forms respectively. The forms of the solutions for (8) or (42) are
determined by the strictly convex function F ðxÞ. The relationships between the elements of OWA operator or
the shape of the RIM quantiﬁer generating function (which determines the membership function) can be
observed from the shape of gðxÞ ¼ ðF 0Þ1ðxÞ intuitively.
Comparing the solutions of these problems for OWA operator and RIM quantiﬁer respectively, the optimal
solutions for RIM quantiﬁer are usually more simple and intuitive than that of the OWA operator. The RIM
quantiﬁer solutions are also dimension independent in the aggregation process. They can be interpreted with
natural language terms, and can be connected with the computing with words (CW) paradigm potentially
[21,22,44,58]. However, if they are used to generate the OWA weight vector, the weight elements usually
are not as accurate as that of the direct OWA generating methods unless the elements number approaches
inﬁnity.
7. Conclusions
The paper proposes a general model to obtain the OWA operator with orness as its control parameter. This
general model includes the maximum entropy OWA operator and minimum variance OWA operator as spe-
cial cases. Some properties of its solution are discussed. The solution equivalence to the minimax problem are
proved, which is also a generalization of the solution equivalence for the minimum variance and minimax dis-
parity problems. Then, these results are extended to the RIM quantiﬁer case, which corresponds to the OWA
operator in continuous form. A general model to obtain the parameterized RIM quantiﬁers of given orness
level is proposed, with the property discussions and the solution equivalence proof to the corresponding mini-
max problem. With the analytical optimal solution expression of these two kinds problems, the relationship
between the OWA operator vector elements or the shape of the RIM quantiﬁer membership function can be
observed intuitively. We can not only use the OWA operator or RIM quantiﬁer to get aggregation results con-
sistent to the preference information (orness level), but also can make the obtained optimal OWA operator or
626 X. Liu / Internat. J. Approx. Reason. 48 (2008) 598–627RIM quantiﬁer obey some speciﬁc function forms by considering the structure or the background information
of the aggregation problem. The parameterized OWA operator and RIM quantiﬁer families of some com-
monly used function forms are provided for possible applications. Whatever the forms of these optimal solu-
tions, they can always be seen as a parameterized extension of the arithmetic mean between the maximum and
minimum. Comparing with the case of the OWA operators, the parameterized RIM quantiﬁer families are
dimension free in aggregation and can be connected with natural language interpretation.
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