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1 Motivation
In der Geoinformatik werden seit einiger Zeit geeignete Modellierungen
von Ort diskutiert, über die sich räumliches Wissen aus Assistenzsyste-
menmöglichst nahtlos in Alltagskommunikation einbinden lässt (Winter,
Kuhn und Krüger 2009; Winter und Freksa 2012). Ort dient dabei durch
die körperliche Gebundenheit menschlichen Handelns als wichtiger Be-
zugsrahmen sowohl für die kognitive Verarbeitung als auch für die sozia-
le Kommunikation von räumlicher Information (Agarwal 2005b). Übliche
Repräsentationen von Ort als Punktkoordinate in einem Georeferenzsys-
tem reichen für die Modellierung der inneren Struktur alltäglicher, sub-
jektiver Umwelterfahrung bei weitem nicht aus (Jones, Purves u. a. 2008).
Die Bemühungen zur Bereitstellung eines standardisierten Funktionsum-
fangs in Form ortsbezogener Geoinformationssysteme (engl. place based
ǝǟǩ) stehen allerdings noch immer am Anfang (Gao u. a. 2013). Erste Er-
folge gibt es bei derModellierung ortsbezogenenWissens (Kim, Vasardani
undWinter 2015b) und bei der Beschreibung der Anforderungen an ihren
Funktionsumfang (Gao u. a. 2013; Vasardani, Winter und Richter 2013).
Ortsbezogenes Wissen ist vor allem in Form sprachlicher Äußerungen
über Orte und als ortsgebundenes Handeln empirisch fassbar (Löw 2001;
Vasardani, Winter und Richter 2013). Sozialwissenschaftliche Mehrebe-
nenansätze, die beide Ebenen berücksichtigen (Christmann und Büttner
2011), beruhen bislang aber noch vollständig auf hermeneutisch-qualita-
tiven Analysen und generalisieren kaum. In der Geoinformatik wieder-
um gibt es zwar mittlerweile, z. B. durch GeoǝǚǋǜǛǖ, sehr mächtige Werk-
zeuge zumModellieren raumbezogenenWissens (Battle und Kolas 2012),
aber kaum Datenquellen nennenswerten Umfangs. Mustersuche auf ein-
fachen raumzeitlichen Verhaltensdaten, die nach dem Aufkommen von
Social Media und Smartphones in großem Umfang (big spatial data) zur
Verfügung stehen, beruhen dagegen allein aus Laufzeiterwägungen zu-
meist auf gut verstandenen Standardverfahren (Vatsavai u. a. 2012) und
können Besonderheiten des Einzelfalls nicht würdigen.
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Ziel der vorliegenden Arbeit ist es, zur Lösung von Desideraten im Kon-
text der Forschung zu ortsbezogenen Geoinformationssystemen
1. eine geeignete Modellierung von Ort vorzulegen, mittels derer
Raumsprechen und Raumhandeln gleichermaßen repräsentiert
werden können und
2. ein geeignetes Verfahren vorzulegen, um die Ähnlichkeit (z. B. bei
intersubjektiv abweichenden Sichtweisen) zwischen solchen Orten
abschätzen zu können,
3. durch die Referenz-Implementierung einer bislang nicht diskutier-
ten Funktion (Ähnlichkeit zwischen Orten) einen Beitrag zur Dis-
kussion essentieller Funktionen eines ortsbezogenen ǑǓǝ zu leisten
und
4. dadurch die Kluft zwischen Anwendungsfällen in den Sozialwis-
senschaften und standardisierten Lösungen durch Assistenzsyste-
me weiter zu verkleinern.
Dadurch ergeben sich folgende Einzelfragen:
1. Welche Eigenschaften von Ort sollen geoinformatisch modelliert
werden?
2. In welcher Umweltrepräsentation (als Möglichkeitsraum von Ort)
wird Ort dargestellt?
3. Wie lassen sich Raumsprechen und Raumhandeln integriert (bezo-
gen auf die Sichtweise desselben Probanden) empirisch erheben?
4. Welche Muster in den erhobenen Daten lassen auf Ort schließen?
5. Wie können die extrahierten Muster in der Umweltrepräsentation
verortet werden?
6. Wie kann in der gewählten Umweltrepräsentation Ähnlichkeit zwi-
schen Orten berechnet werden?
Dazu wird in einem ersten Schritt der Forschungsstand aufgearbeitet
(Kap. 2). Es werden Anforderungen an geeignete Umweltrepräsentatio-
nen beschrieben (Kap. 2.1), die Anforderungen in bestehende Ontologien
von Raum eingeordnet sowie passende Umweltrepräsentationen vorge-
stellt und bezüglich der Anforderungen bewertet (Kap. 2.1.1–2.1.4). Im
Anschluss werden in der Zusammenschau sozialwissenschaftlicher und
geoinformatischer Sichtweisen die für Menschen in ihrem Alltag rele-
vanten Eigenschaften von Ort herausgearbeitet (Kap. 2.2), theoretische
Ansätze (Kap. 2.2.2) und bereits etablierte Ansätze zu ihrer Modellierung
(Kap. 2.2.3) wie auch zur Berechnung von Ähnlichkeit zwischen Orten
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(Kap. 2.2.4) vorgestellt. Zunächst separat voneinander werden für Sprach-
und Bewegungsdaten die bestehende Analysemethodik zur Extraktion
ortsbezogener Information präsentiert und Zusatzanforderungen für die
Modellierung von Ort benannt (Kap. 2.3 bzw. 2.4). Anschließend werden
disziplinübergreifend Beispiele zu ihrer integrierten Analyse vorgestellt
(Kap. 3).
Der Forschungsüberblick schließt mit der begründeten Wahl einer
zu den aggregierten Anforderungen passenden Umweltrepräsentation
(Kap. 2.7). Anschließend werden die Ergebnisse empirischer Vorarbeiten
zur Erhebung geeigneterDaten beschrieben undmit CloseMonitoring ein
integriertes Forschungsdesign zu ihrer kombinierten Erhebung (Kap. 3)
sowie ein entsprechender Beispieldatensatz für die Evaluation des eigenen
Ansatzes dargelegt.
Der eigene Ansatz beginnt mit der Vorstellung der gewählten Modellie-
rung vonOrt (Kap. 4.1). Es wird beschrieben, wie durch einmanuelles Vor-
gehen individuelles Ortswissen aus den Sprachdaten extrahiert und zu ei-
nem graphbasierten Ortsmodell aufgearbeitet wird (Kap. 4.2), das sich auf
die gewählte Umweltrepräsentation abbilden lässt. Es wird ein automati-
sches Verfahren vorgestellt, mittels dessen auf Bewegungsdaten interes-
sante Orte ermittelt werden (Kap. 4.3). Es wird ausgeführt, wie sich Orts-
muster zu Ortskonzepten generalisieren lassen und welche Möglichkei-
ten der Inferenz auf diesen generalisierten Konzepten bestehen (Kap. 4.4).
Der Aufbau eines räumlichen Assoziationsgraphen erlaubt eine Antwort
auf die Frage nach der Ähnlichkeit von Orten und Schlüsse über die rela-
tive Lage von Orten zueinander (Kap. 4.5).
Es wird eine Referenz-Implementierung des Ansatzes in Form einer
Softwarebibliothek vorgestellt (Kap. 5), die Kernfunktionen eines ortsbe-
zogenen Geoinformationssystems bereitstellt. Die Wirksamkeit des An-
satzes wirdmittels des empirisch erhobenen Beispieldatensatzes evaluiert
(Kap. 6) und abschließend die Erweiterbarkeit und Anschlussfähigkeit des
eigenen Ansatzes im Rahmen zukünftiger Forschung diskutiert (Kap. 7).
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2 Forschungsüberblick
Im Folgenden wird die für die aufgeworfenen Fragestellungen relevan-
te Forschungsliteratur vorgestellt. Durch den Zuschnitt der Fragestellung
als Assistenzlösung für sozialwissenschaftliche Anwendungsfälle soll da-
bei immer auch der Vergleich zum Forschungsstand in diesem Bereich
gezogen werden, um die Anschlussfähigkeit der entwickelten Lösung si-
cherzustellen.
Vor der Betrachtung geeigneter Umweltrepräsentationen (Kap. 2.1.3)
wird zunächst von konzeptioneller Seite geklärt, welche ontologischen An-
sätze einen explizit handlungszentrierten und subjektbasiertenZugang zu
Raum ermöglichen (Kap. 2.1.1 bzw. Kap. 2.1.2). Geeignete Umweltreprä-
sentationen (Kap. 2.1) sind bezüglich folgender Anforderungen zu bewer-
ten:
• Repräsentation visueller Aufmerksamkeit als Indikator für Interesse
• Repräsentation von Ortsbewegung als Indikator für Raumhandeln.
Zumindest Topologie und ggf. Partonomie der Handlungssequenz
sind abbildbar.
• Abbildbarkeit des Sprechens über Orte (Verortung)
• Darstellbarkeit individuell interessanter Handlungsmuster
• Vorhandensein einer qualitativ homogenen, standardisiert zugreif-
baren Datenquelle für die Umweltrepräsentation
Anschließend wird ebenso der für die Fragestellung zentrale Ortsbe-
griﬀ (engl: place, vgl. Kap. 2.2) eingeführt, Möglichkeiten seiner Modellie-
rung werden geprüft und zentrale Eigenschaften (Kap. 2.2) benannt, die in
jedem Fall zu implementieren sind. Es wird am Beispiel bestehender Mo-
delle (Kap. 2.2.3) gezeigt, dass sich diese Ansätze sehr gut zur aggregier-
ten Analyse großer Datenmengen, nicht aber zum fallbasierten Abgleich
ortsbasierter Handlungsstrukturen eignen. Zentrale Anforderung an ein
Ortsmodell ist hier, alle Eigenschaften von Ort zu berücksichtigen, die nö-
tig sind, um Ergebnisse des eigenen Ansatzes in Alltagskommunikation
einbinden zu können. Die vorgestellten Umweltrepräsentationen werden
vor diesen Anforderungen erneut bewertet (Kap. 2.2.5).
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Hinsichtlich der gewählten Problemstellung wird anschließend jeweils
für Raumsprechen (Kap. 2.3) und Raumhandeln (Kap. 2.4) ein Überblick
über die zur Verfügung stehende Analysemethodik und ihre Einsatz-
möglichkeiten gegeben und jeweils mit der Benennung von Zusatzan-
forderungen geschlossen. Im Anschluss wird auf Ansätze einer verglei-
chenden, integrativen Analyse von Raumsprechen und Raumhandeln
(Kap. 2.5) eingegangen. Vor diesemHintergrund kann gemäß der erarbei-
teten Anforderungen eine Umweltrepräsentation für den eigenen Ansatz
gewählt werden (Kap. 2.7).
2.1 Geeignete Umweltrepräsentationen
Strukturanalysen machen einen großen Anteil angewandter geographi-
scher Forschung aus. Erst seit Hägerstraand (1970) richtet sich der Blick
verstärkt auf das Raumhandeln einzelner Personen. Für detaillierte Ana-
lysen fehlten hier jedoch zunächst entsprechend fein aufgelöste Daten,
für umfassende Analysen die Fallzahlen (Roche 2015). Erst durch die star-
ke Verbreitung der Nutzung von Social Media und Smartphones und das
Vorliegen personenbezogener Geoinformation in großemUmfang hat die
Methodik zu ihrer Analyse anDynamik gewonnen (Goodchild 2007; Vatsa-
vai u. a. 2012). In diesem Zusammenhang muss zunächst geklärt werden,
in welcher Umweltrepräsentation entsprechendeDaten betrachtet werden
können.
Vorbereitend dazu werden Eigenschaften von Raum-Ontologien be-
schrieben, die sich für den Einsatz in einem ortsbezogenen Geoinfor-
mationssystem eignen.
2.1.1 Raum-Ontologien für ƢƤƮ
Analysen in den Geowissenschaften nutzen Raum häuﬁg nicht als Attri-
but von Gegenständen, sondern als eigenständige Entität. Raum ist da-
mit in Abhängigkeit vom gewählten Analyseansatz mehrdeutig. Weich-
hart (2006) unterscheidet wenigstens sieben Raumbegriﬀe (vgl. Tab. 2.1).
Weichhart (2006) selbst führt dabei den konstituierenden Einﬂuss von
sozialen Konstruktionsprozessen auf den Landschaftsraum, den individu-
ell erlebten Raum und die physisch-materielle Räumlichkeit an. Raum als
Wahrnehmungsmodalität, Raum als Ordnungsstruktur und der Contai-
nerraum lassen sich daneben als kognitive Verarbeitungsstrategien vom
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Geographischer
Raumbegriﬀ
Systematik
bei Weichhart
Informatische Adaption
Erdraumausschnitt Raum1 Musterbasierte Segmentierung der
Erdoberﬂäche
Erlebter Raum Raum1e Individuelles ortsabhängige Mindset
Eigenständige
ontologische Struktur
Raum2 Kognitive Heuristik: räumliche
Partitionierung von Welt
Ordnungsstruktur Raum3 Projektionsﬂäche für mehrdimensionale
Probleme, häuﬁg kartographisch
visualisiert
Räumlichkeit als
Attribut der Dinge
Raum4 Topologische Relationen zwischen
Entitäten
A priori der Wahrnehmung Raum5 Kognitiver Bias: Unmöglichkeit nicht
räumlich zu denken
Sozial konstituierter/
konstruierter Raum
Raum6s Aggregation/Clusterung von Raum1e
Tabelle 2.1: Übersicht über mögliche Raumbegriﬀe (Weichhart 2006).
Umwelt zusammenfassen. Raum ist also kein Ding an sich, sondern eine
Perspektive auf Welt.
Für Geoinformatik bedeutet dies, dass es stark vom jeweiligen Verar-
beitungskontext abhängt, was ein gutes Modell von Raum ist. Schlieder
(2003) spricht Räumen nur eine virtuelle Geltung zu, insofern sie für die
Verarbeitung bestimmter Fragestellungen, für die sie optimiert sind, vali-
de Resultate erzeugen, die vom Nutzer entsprechend interpretiert werden
können.
Vor diesem Hintergrund ist zu klären, welche Repräsentation von Um-
welt für die vorliegende Fragestellung passend ist. Dazu sind Ontologien
im Bereich ǑǓǝ als Ansatzpunkt gut geeignet, da sie einen abstract, simpli-
ﬁed view of the world that we wish to represent for some purpose (Timpf 2002)
anbieten. Insbesondere wird die Subjekt-Umwelt-Beziehung in einerWei-
se zu fassen sein, die ortsbezogene Fragestellungen bearbeitbar macht.
In der Informatik ist eine Ontologie eine konsensfähige, meist formal
speziﬁzierte Grundlage für die (technische) Zusammenarbeit in einem
Bereich, wobei individuell abweichende Sichtweisen berücksichtigt sind
(Agarwal 2005a; Uschold und Gruninger 1996). Ontologien können ge-
nerisch, normativ oder deskriptiv sein, formalisiert oder informell;1 Sie
unterscheiden sich in ihrer Ausdrucksmächtigkeit und den Möglichkei-
ten zumAbleiten neuer Information. Einen ausführlichen Überblick über
1 Eine soziologische Theorie wie z. B. die Praxistheorie (Schatzki 2002) kann als
informelle Ontologie ohne Möglichkeit zur Inferenz verstanden werden.
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Ontologien im Bereich ǑǓǝ gibt Agarwal (2005a).
Generische Ontologien von Raum legen einen allgemeinen Bezugs-
rahmen für die Beschreibung raumzeitlicher Phänomene und Prozesse
fest. Ein Beispiel ist ǝǘǋǚ-ǝǚǋǘ (Bittner und Smith 2003a; Grenon und
Smith 2004). Domänenspeziﬁsche Ontologien setzen den Bezugsrahmen
für einen bestimmten Anwendungsbereich. Der Bezug aufWelt kann hier
auf unterschiedliche Arten hergestellt werden, z. B. über kognitive Anker,
Text, Handlungen, Sprache oder Semantik (Agarwal 2005a). Handlungs-
orientierte Ontologien im Bereich ǑǓǝ wählen häuﬁg den Zugang über Af-
fordanzen (Handlungsangebote, vgl. Gibson 1982) oder Image-Schemata
(Struktur und Sequenz von Ansichten, vgl. Johnson 1987, vgl. für detallier-
te Beschreibung beider Ansätze Kap. 2.1.3).
Cohn und Renz (2007) erläutern Ansätze zur qualitativen Repräsen-
tation räumlicher Information (engl. qualitative spatial representation,
vgl. auch Freksa 1991). Die Abstraktion von einer auf detaillierten Mes-
sungen beruhenden Repräsentation räumlicher Information dient da-
bei zum einen der Reduktion der zu verarbeitenden Datenmenge und
der Möglichkeit, qualitative Anfragen an die Informationsbasis stellen
zu können. Qualitative räumliche Repräsentationen sind ontologisch auf
ein bestimmtes Inventar an Simplizes (z. B. Punkt, Linie und Region)
sowie durch Eigenschaften des Universums (z. B. diskret, endlich) festge-
legt. Qualitative räumliche Repräsentationen sind in ihrer Anwendbarkeit
nicht auf geographische Umwelten beschränkt.
Wesentliches Element sind Aussagen über die Art der Verbundenheit
von Simplizes (Topologie), die in Form von paarweise jeweils verschie-
denen, aber den Problemraum vollständig beschreibenden Relationen
(engl. jointly exhaustive, pairwise disjoint) angegeben werden (z. B. ǜǍǍ8,
vgl. Randell, Cui und Cohn 1992). Unter Unterscheidung von Innerem,
Grenze und Äußerem lassen sich die topologischen Relationen zwischen
je zwei Simplizes in Form einer 9-Felder-Tafel (engl. 9 intersection mo-
del) angeben. Alternative Ansätze unterscheiden nicht zwischen Innerem
und Grenze (z. B. ǜǍǍ5). Beim Qualitativen Räumlichen Schließen (engl.
qualitative spatial reasoning) lassen sich Aussagen über transitive topolo-
gische Relationen (z. B. mittels Kompositionstabellen) ableiten. Qualitati-
ve räumliche Repräsentationen lassen sich schrittweise mit zusätzlicher
Ausdrucksmächtigkeit anreichern. Es existieren qualitative Repräsenta-
tionen und Kalküle für Richtung und Orientierung (Schlieder 1995), Dis-
tanz und Größe sowie einschränkende Bedingungen für Form (Schlieder
1996). Insofern Qualitative Räumliche Repräsentationen von der vollstän-
digen räumlichen Information abstrahieren (d. h. unterspeziﬁziert sind),
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kann ihre Instanziierung in der Ebene als Constraint-Satisfaction-Problem
(Ǎǝǚ) verstanden werden (Cohn und Renz 2007, zum Problem der Vagheit
räumlicher Information vgl. 2.2.2).
Linguistische Ontologien (z.B. ǑǟǗ,2 vgl. Bateman u. a. 2010) helfen da-
bei, die formalisiertenKonzepte einerOntologiemittels kognitionswissen-
schaftlicher Experimente in natürlicher Sprache zu verankern (Agarwal
2005a). So können Klippel und Montello (2007) durch Studien nachwei-
sen, dass nicht alle durch ǜǍǍ8 beschreibbaren topologischen Lagerela-
tionen zwischen Objekten kognitiv überhaupt relevant sind. Am besten
wird das kognitive Modell des Menschen bezüglich Topologie durch Ver-
zicht auf die Trennung zwischen Innerem und Rand angenähert (ǜǍǍ5,
vgl. Klippel und Montello 2007). Stock und Cialone (2011) schlagen auf-
grund linguistischer Betrachtungen eine Generalisierung von ǜǍǍ8 vor,
in der alle in natürlicher Sprache unterscheidbaren Lagerelationen abge-
bildet werden können.
Die einfachste Form einer Ontologie ist die Erstellung eines Daten-
modells3 für einen technischen Verarbeitungszusammenhang (Agarwal
2005a). ÜblicheDatenmodelle für ǑǓǝ arbeiten Feature-basiert. Ein Feature
ist dabei ein klar abgrenzbares physisches Element in der Umwelt mit be-
stimmten Eigenschaften und einer genauen räumlichen Lage (Battle und
Kolas 2012; Goodchild und Hill 2008). Golledge (1995) beschreibt allge-
mein beobachtbare Dimensionen räumlicher Objekte wie Position, Ent-
fernung, Richtung, Anordnung und Verknüpfung als wichtige Elemente
eines Datenmodells. Howald und Katz (2011) stellen ein Begriﬀsinventar
für individuelle Raumerfahrung bereit, mittels dessen Geo-Objekte nicht
in einem Referenzsystem, sondern mittels sprachlicher Mittel auf einer
bestimmtenMaßstabsebene und einem bestimmten rhetorischen und dy-
namischen zeitlichen Bezugsrahmen erfasst werden können. Fabrikant
und Skupin (2005) regen an, die Tatsache individueller, körpergebunde-
ner Erfahrungen auch für Konzeptualisierung nicht-geographischer Pro-
blemräume zu nutzen, und legen ein generalisiertes Modell vor, das nur
mit Ort (engl. locus), Bewegungsverlauf (engl. trajectory), Grenze und Ag-
gregat auskommt. Abstrahiert vom räumlichen Kontext sind diese z. B. als
Fundstelle, Relation, Diﬀerenz undMenge nutzbar (Fabrikant und Skupin
2005).4
2 Für den Vergleich von ǑǟǗ mit qualitativen räumlichen Repräsentationen vgl.Hois
und Kutz (2008a) und Hois und Kutz (2008b).
3 Ein elaboriertes Beispiel für Geodaten ist das ǋǐǓǝ-ǋǖǕǓǝ-ǋǞǕǓǝ-Modell
(http://www.adv-online.de/AAA-Modell/, 23.09.2015).
4 Für die Rolle räumlicher Wahrnehmung für die Begriﬀsbildung bei sozialen
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Kollaborativ erstellte, nicht standardisierte Modelle von Alltagswissen
werden auch Folksonomien (engl. folk: Volk) genannt (Ballatore, Bertolot-
to und Wilson 2013). Ein Beispiel für eine Folksonomie, die mittlerweile
auch durch Assistenzsyste wie Google Now5 genutzt wird, ist die Wiki-
pedia.6 Eine semiformale Ontologie von Alltagssprache ist z. B. WordNet
(Agarwal 2005a).7 Die bedeutendste Feature-basierte Folksonomie im ǑǓǝ-
Bereich ist Open Street Map8 (Ballatore, Bertolotto und Wilson 2013).
Agarwal (2005a) gibt dem Leser eine Checkliste an die Hand, mit de-
ren Hilfe die Suche nach einer geeigneten Basisrepräsentation für eine
bestimmte Fragestellung eingegrenzt werden kann.
Im Rahmen dieser Arbeit soll Umwelt nicht eigens ontologisch model-
liert werden. Vielmehr soll ein (1) bereits vorhandenes, (2) von seiner Ab-
deckungweltweitmöglichst gleichwertig zur Verfügung stehendes und (3)
möglichst standardisiert zugreifbares (ǋǚǓ) domänenspeziﬁsches Daten-
modell genutzt werden, innerhalb dessen geeignete Operationalisierun-
gen von Sprache und Raumhandeln als Ort repräsentiert werden können.
Vor einer genaueren Anforderungsbeschreibung sollen nun in Zusam-
menschau sozialwissenschaftlicher und kognitiver Sichtweisen für den
Fokus dieser Arbeit wichtige Eigenschaften von Umwelt unter Berück-
sichtigung der intersubjektiven Unterschiede von Raumerfahrung in der
Subjekt-Umwelt-Beziehung beschrieben werden.
2.1.2 Körpergebundene Kognition
Viele performanzorientierte Sozialtheorien beschreiben Alltagserfahrung
als körperlich, emotional aufgeladen und kontextualisiert. Die Ausein-
andersetzung mit der Umwelt wird dabei nicht als bewusste Konzept-
bildung, sondern als ungeplantes Ergebnis verlustbehafteter Abbildung
beschrieben. Nicht-repräsentationale Theorien (vgl. Thrift und Dewsbu-
ry 2000) fordern daher die Beschreibung des Stroms an Alltagserfahrun-
gen als unmittelbaren und einzig legitimen wissenschaftlichen Zugang
(vgl. z. B. Crouch 2003).
Luckmann und Schütz (2003) bezeichnen den Ort, an dem ein Mensch
durch Raumhandeln auf die Welt einwirken kann, als Wirkzone und als
Phänomenen vgl. auch Tversky (2011).
5 https://www.google.com/landing/now/, 01.09.2015
6 https://www.wikipedia.org/, 01.09.2015
7 https://wordnet.princeton.edu/, 25.08.2015
8 http://openstreetmap.de/; im Folgenden ǙǝǗ, 01.09.2015, mit einem Umfang
von z. Zt. über 3 Mrd. Geoobjekten in über 50000 semantischen Kategorien.
2.1 Geeignete Umweltrepräsentationen 21
Welt in aktueller Reichweite den Bereich, innerhalb dessen mittels der
Angabe von Lagerelationen zum eigenen Körper (vorne – hinten, links –
rechts, oben – unten, innen – außen, nah – fern, vgl. auch Lakoﬀ und John-
son 2008) multimodal unmittelbare Wahrnehmungen angegeben wer-
den können. Für die Verarbeitung von Informationen, die zwar bekannt,
aber außerhalb der aktuellen Reichweite liegen (Welt in wiedererlangba-
rer Reichweite, vgl. Luckmann und Schütz 2003) sindMenschen daher auf
Begriﬀsbildung (Bedeutungszusammenhänge) angewiesen. Diemomentan
nicht sinnlich erfahrbare Umwelt wird dabei auch bei großem zeitlichen
Abstand gegenüber der letzten unmittelbaren Interaktion als unverändert
angenommen. Ausschnitte der Umwelt ermöglichen bestimmte Hand-
lungen. Mitberücksichtigt ist dabei immer der regulierende soziale Kon-
text, also die Frage danach, wie leicht (unter welchen Kosten) in einem
bestimmten räumlichen Kontext eine bestimmte Handlung durchgeführt
werden kann. Lakoﬀ und Johnson (2008) betonen, dass Begriﬀsbildung
kein der Wahrnehmung nachgeordneter Prozess ist, der beliebig unter-
drückt oder ersetzt werden kann, sondern vermittels der körperlichen
Erfahrungen und sozialen Strukturen unmittelbar erfolgt. Kognitions-
wissenschaftliche Befunde stützen dies: Welche Sinneswahrnehmungen
überhaupt verarbeitet werden (Aufmerksamkeit), hängt stark von der ak-
tuellen Aktivierung durch vorherige Sinneswahrnehmungen und dem
aktuell aktivierten Wissen ab (Solso 2011).
Durch die wechselseitige Bezogenheit von Begriﬀsbildung und Körper-
lichkeit können Inferenzen in körperlicher Metaphorik sehr leicht durch-
geführt und anschließend wieder auf das Ausgangsproblem übertragen
werden. Lakoﬀ und Johnson (2008) illustrieren dies an folgendem Bei-
spiel: „France fell into a recession and Germany pulled it out.“
Durch die Verwendung der körperbezogenen Metaphern fell und pulled
out werden abstrakte Entwicklungen dabei körperlich spürbar und ihre
(wechselseitigen) Auswirkungen abschätzbar. Für die kognitive Verarbei-
tung von Information zu neuen Wissen spielt die Möglichkeit zur kör-
perlichen Auﬀührung (engl. enaction) also eine entscheidende Rolle. Aus
Sicht der körpergebundenen Kognition (engl. embodied cognition) erfüllt
Körperlichkeit verschiedene Funktionen (vgl.Wilson und Foglia 2011):
• Körper als Einschränkung:
ﬁltert Art und Inhalt der verarbeitbaren Information.
• Körper als Simulator:
Informationsverarbeitung mittels nicht-neuronaler Bestandteile
• Körper als Regulator:
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koordiniert Informationsverarbeitung und Handeln.
• Körper als Mittel zur Begriﬀsbildung:
Handlungsermöglichende räumliche Konﬁgurationen (Aﬀordan-
zen, vgl. Gibson 1982) beeinﬂussen dieWahl der Begriﬀe,mit denen
diese Konﬁgurationen üblicherweise bezeichnet werden.
Die Bezugsgröße des menschlichen Körpers gibt auch den Rahmen für
dieMaßstabsebene vor, auf derMenschenUmwelterfahrungen einordnen
können. Werlen (1997) beschreibt z. B. den privaten Raum in Kommu-
nikationssituationen, der sich bezüglich des eigenen Körpers in intime,
persönliche, soziale und öﬀentliche Distanz einteilen lässt.
Montello (1993) benennt körperbezogene Maßstabsebenen, die nach
den beteiligten Sinnen und der nötigen Abstraktionsleistung unterschei-
den.
• Figurenraum: alle Gegenstände kleiner als der menschliche Körper,
aber auch Symbole und Signaturen, die haptischer Interaktion zu-
gänglich sind
• Sichtraum: alle Gegenstände, die von einem Standpunkt aus im
Blickfeld liegen
• Umgebungsraum: alle Gegenstände, die durchOrtsbewegung zu ei-
nem Gesamteindruck integriert werden können
• Geographischer Raum: alle Gegenstände, die zu groß sind, um sie
durch Ortsbewegung zu integrieren. Bemerkenswert ist, dass diese
Gegenstände häuﬁg, reduziert und symbolisiert, im Figurenraum
verhandelt werden (z. B. als Karte).
Konsistent dazu unterscheidet Tversky (2003) den Körperraum, den Nah-
raum um den Körper, den Navigationsraum und den geographischen
Raum sowie multiple Räume innerhalb derer die zur Inferenz nötigen
Querbezüge zwischen den Räumen hergestellt werden können:
Mark und Freundschuh (1995) liefern eine Übersicht über alle bekann-
ten ähnlichen Ansätze zum damaligen Zeitpunkt (vgl. Abb. 2.1) und gene-
ralisieren sie zu folgender Hierarchie:
• Mikroskopische Räume
• Räume kleiner als der menschliche Körper
• Räume größer als der menschliche Körper, aber kleiner als
in etwa Hausgröße
• Räume, die ohne nennenswerte Ortsbewegung
wahrnehmbar sind
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Abbildung 2.1: Vergleichende Übersicht von Ansätzen für körperbezogene Maßstabsebenen
(Mark und Freundschuh 1995).
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• Räume, die von unterschiedlichen Standpunkten aus wahrnehmbar
sind
• Wahrnehmung durch Ortsbewegung nicht mehr möglich
Insbesondere für die Integration von standortbezogenem Wissen zu ei-
nem Gesamtbild ist Ortsbewegung also essentiell. Das dabei erworbe-
ne Wissen ist nicht mit dem Überblickswissen, das z. B. aus Karten er-
worben werden kann, zu vergleichen, sondern pfad- oder routenbasiert
(vgl. Franklin, Tversky und Coon 1992). Das auf diese Weise erworbene
räumliche Wissen hat also eher den Charakter einer kognitiven Collage
mit Querbezügen zwischen kognitiven Referenzpunkten (Tversky 1993).
Metrische Distanzmaße und räumliche Orientierung sind auf sie nicht
anwendbar. So werden Abzweigungen häuﬁg zu rechten Winkeln norma-
lisiert, die genaue Lage von Objekten durch Rotation und Ausrichtung auf
eine Anordnung aus einfachen Geometrien (z. B. Rechtecken) zurückge-
führt. Routen scheinen unabhängig von ihrer tatsächlichen Wegstrecke
länger, wenn auf ihnen eine größere Anzahl an Abzweigungen, Barrieren
oder Abweichungen vom direkten Weg liegt (Tversky 1993). Darüber hin-
aus ist das Umweltwissen partonomisch strukturiert, d. h. bestimmte Orte
werden nur vermittels ihrer Zugehörigkeit zu allgemeineren Ortskonzep-
ten zueinander in Beziehung gesetzt (Hirtle und Jonides 1985).
Ausgehend von der unmittelbaren körperbezogenen Wahrnehmung
unterliegt Wissen über die Umwelt also etlichen Abstraktionsschritten,
bevor es zur Urteilsﬁndung genutzt wird. Freksa (1991) stellt im Kon-
text qualitativen räumlichen Schließens (vgl. Kap. 2.1.1) eine Abstrakti-
onshierarchie vor, mittels derer geometrische Information schrittweise
generalisiert wird, bis eine Verhandlung in Alltagssprache möglich ist
(vgl. Abb. 2.2). Umgekehrt wird sprachliche Information zu räumlichen
Konﬁgurationen aufbereitet, um, wie bereits ausgeführt, die Möglichkeit
zur körpergebundenen Inferenz (engl. enacting) nutzen zu können.
Freksa (1991) benennt eindeutige Identiﬁzierbarkeit von Objekten, Ver-
bindungen zwischen benachbarten Objekten (Topologie) und konzeptu-
elle Nachbarschaft zwischen räumlichen Lagerelationen als minimale Ei-
genschaften, die für Inferenz auf unvollständiger (z. B. natürlichsprach-
licher) räumlicher Information nötig sind.9 Schlieder (1995) deﬁniert ei-
ne Zwischenebene zwischen geometrischer und topologischer Informa-
tion, bei der sich zusätzlich durch die Angabe der räumlichen Orientie-
9 Ergebnisse aus den Kognitionswissenschaften (Strube 2003; Rauh, Schlieder und
Knauﬀ 1996) zeigen, dass Menschen bei unterspeziﬁzierten räumlichen
Konﬁgurationen bestimmte Lösungen intersubjektiv einheitlich bevorzugen.
2.1 Geeignete Umweltrepräsentationen 25
Abbildung 2.2: Abstraktion von der geometrischen Ausgangsinformation und körpergebunde-
ne Inferenz (Freksa 1991).
Abbildung 2.3: Nur durch die räumlicheOrientierung der Punkte A, B, C undD ist diemögliche
Lage von D auf den grauen Bereich beschränkt (Schlieder 1995).
rung von Objekten zueinander räumliche Konﬁgurationen unterscheiden
lassen. Auf zwei Liniensegmenten in allgemeiner Lage lassen sich so 14
Anordnungen unterscheiden (vgl. Abb. 2.3).
Tab. 2.2 stellt die vier unterschiedenen Abstraktionsebenen zusammen
und gibt Beispiele für ihre Repräsentation sowie mögliche Analysen.
Vor diesem Hintergrund lassen sich folgende weitere Anforderungen
benennen, die eine geeignete Umweltrepräsentation erfüllenmuss, in der
sich Ausprägungen von Raumhandeln ﬁnden. Es muss möglich sein, (1)
Ortsbewegung als routenbezogenes Mittel zur Integration von Einzelein-
drücken zu einem Umgebungsraum abzubilden, d. h. zumindest die to-
pologische Verbindung zwischen Sichträumen und ggf. auch das partono-
mische Verhältnis von Sicht- und Umgebungsräumen muss ausgedrückt
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Ebene Repräsentation Analysen
Sprachliche Assoziation Wissensgraph z. B. Bestimmung kognitiver Anker
Topologie Mobilitätsnetzwerke z. B. Überlappung
Anordnung Punktorientierung z. B. Sichtbarkeit
Geometrie Geo-Features z. B. Flächenanteile
Tabelle 2.2: Abstraktionshierarchie räumlicher Information.
werden können. Darüber hinaus sollen (2) individuelle Besonderheiten im
Raumhandeln in ihnen sichtbar werden, (3) diese Besonderheiten topolo-
gisch zueinander in Beziehung gesetzt und ggf. ergänzende Information
inferiert werden können. Individuelle Besonderheiten im Raumhandeln
sollen sich (4) zu den sprachlichen Äußerungen über Raum in Beziehung
setzen lassen.
2.1.3 Subjektzentrierte Umweltmodelle
Daran anschließend werden nun verschiedene einfache subjektzentrier-
te Umweltmodelle diskutiert, die eine Repräsentation individueller, kör-
pergebundener Raumerfahrung ermöglichen. Dabei sind Ansätze inter-
essant, die in einer handlungs- bzw. aﬀordanzbezogenen Ontologie be-
gründet liegen (vgl. Kap. 2.1.1) und dies mit Mobilität verbinden. Klassi-
sche ﬂächenbezogene, intersubjektiv objektivierende Ansätze10 scheiden
dabei von vornherein aus (Roche 2015).
Als frühestes Beispiel für ein geeignetes Modell kann das Inventar von
Lynch (1960) gelten, dessen Modell der Kartierung von Stadträumen zum
Zweck der Sicherstellung einer klaren und einfachen Nutzung dient. Bei-
spiele für optimierende Designkriterien sind die Ermöglichung reibungs-
loser Ortsbewegung, die aktive Gestaltung der Dominanz und Reichweite
von Landmarken sowie die Setzung geeigneter Namen und Bedeutungen
von Orten. Insgesamt unterscheidet Lynch (1960) folgende Strukturele-
mente:
• Pfade (engl. paths), die Mobilität durch einen Stadtraum ermögli-
chen
• Ränder (engl. edges), die Wege segmentieren (z. B. markante Bruch-
linien wie Bahnstrecken, die ihrerseits auf einer höheren Maßstabs-
ebene wieder Pfade sind)
10 Häuﬁg für automatische Extraktion von Strukturregularitäten genutzt,
vgl. z. B. Schwering und Kuhn (2009).
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• Distrikte (engl. districts), bei denen an jedem Punkt einer Stadt ei-
ne Konzeptzugehörigkeit angegebenwerden kann (innerhalb vs. au-
ßerhalb)
• Verbindungsknoten (engl. nodes), die Pfademiteinander verknüpfen
• Landmarken (engl. landmarks oder point references), die zur Orien-
tierung dienen
• Muster (engl. patterns oder complexes): Aggregat der o. g. Simplizes
Dazu beschreibt Lynch (1960) Gruppen gleichartiger Elemente (z. B. Netz-
werke von Pfaden, Cluster von Landmarken und Mosaike,11 d. h. es kön-
nen Lücken auftreten) genauso wie Verknüpfungen unterschiedlicher
Elementarten, die z. B. die verstärkende oder hemmende Wirkung der
Platzierung von Landmarken für umgebende Stadtviertel symbolisieren.
Insgesamt modellieren die Lynch’schen Strukturelemente also tatsäch-
lich Mobilitätspfade und Mobilitätshindernisse zwischen Sichträumen in
einer urbanen Gesamtstruktur (vgl. Abb. 2.4). Hauptzweck ist allerdings
die Kartierung intersubjektiv empfundener visueller Brüche bzw. Ansät-
ze zu deren Behebung und gerade nicht die Erhebung einer individuellen
Ortstruktur. Großer Nachteil ist zudem, dass Lynch zwar Designkriteri-
en, aber keine geeigneten Operationalisierungen zu ihrer Bestimmung
angibt. Eine geeignete Datenbasis für die entsprechende Repräsentation
einer Umwelt gibt es nicht.
Einsicht in individuelle Sichten auf Raum liefern kognitive Karten
(Downs und Stea 1973). Es gibt Beispiele für Analysen kognitiver Kar-
ten durch aggregierte Überlagerung (Kremer, Lehmeier und Stein 2011;
Montello u. a. 2003; Weichhart 1987). Die Methode lässt Probanden frei
zeichnen und gibt kein Inventar an Strukturelementen zur Gliederung
der Umwelt vor, sodass sie im Folgenden nicht weiter betrachtet werden
soll.
Explizit auf die empirische Beobachtung von Mobilität zwischen sym-
bolreichen Sichträumen (vgl. Abb. 2.5) ausgelegt und in der Informatik
wohl rezipiert sind Image-Schemata (Johnson 1987, vgl. für die Informatik
auch Raubal, Egenhofer u. a. 1997). Während Lynch (1960) mit kartogra-
phischen Elementen, also der Metapher des Überblickswissens, arbeitet,
strukturieren Image-Schemata eine Abfolge von Sichträumen (engl. topo-
logical reasoning, vgl. Raubal, Egenhofer u. a. 1997), die Situationen in Ent-
scheidungssituationen, aber auch Routenwissen repräsentieren können.
Zu diesem Zweck werden verschiedene Grundformen benannt:
11 Eigenschaften einer Tesselierung (vgl. z. B. Schlieder, Vögele und Visser 2001) sind
nicht gefordert.
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Abbildung 2.4: Mittels verschiedener Erhebungsmethoden erzeugte Image-Karten von Boston
(Lynch 1960).
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Abbildung 2.5: Abﬂughalle eines Flughafens als Beispiel für einen symbolreichen Sichtraum
bei Raubal, Egenhofer u. a. (1997).
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• Objekt: jeder Gegenstand, auf den Bezug genommen wird
• Container: Gegenstand, der andere Gegenstände beinhalten kann
(testbar mittels des Prädikats in)
• Oberﬂäche: Außenﬂäche eines Gegenstandes, über die mit dem
Gegenstand interagiert werden kann
• Pfad: Bewegungsmöglichkeit in Richtung eines Objekts
Dazu kommt ein elaboriertes ontologisches Inventar an Relationen, mit-
tels derer das Verhältnis der Grundformen zueinander beschrieben wer-
den kann, wie z. B. Ermöglichung, Blockierung, Fixiertheit, Anziehungs-
kraft, Teil –Ganzes, Gegenstück, Übereinstimmung, Verknüpfung, Über-
lappung, Kontakt oder Teilung, womit sich imWesentlichen die räumliche
Topologie (ähnlich zu topologischen Lagerelationen) in einem Sichtfeld
ausdrücken lässt. Daneben ﬁnden sich auch raumzeitliche Konzepte, die
Abläufe repräsentieren, wie z. B. Prozess, Zyklus oder Wiederholung.
Image-Schemata haben eine interne Struktur und können beliebig
kombiniert und verschachtelt werden, wodurch sie helfen können, Re-
gularitäten in Handlungsabläufen und Prozessen zu beschreiben. Image-
Schemata können als Übersetzungsrepräsentation zwischen domänenbe-
zogenen Ontologien dienen oder um Ontologien in sensorisch-motori-
scher Raumerfahrung zu verankern (vgl. Kuhn 2007). Raubal, Egenhofer
u. a. (1997) nutzen sie als Analysewerkzeug, um am Beispiel von Wayﬁn-
ding auf einem Flughafen empirisch zu erheben, welche Kombinationen
von Schemata häuﬁg auftreten (z. B. Pfad, Verknüpfung und Oberﬂäche
für eine zielgerichtete Bewegung).
Image-Schemata kombinieren eine ausgereifte Ontologie für Sicht-
räume mit Möglichkeiten zur Mobilitäts- und Prozessanalyse. Topologi-
sche Information kann allerdings nur implizit über Relationen zwischen
Image-Schemata angegeben werden. Eine Unterscheidung individueller
Sichtweisen ist möglich (vgl. Kazig und Popp 2011). Allerdings gibt es
kaum standardisiert zugreifbare Datenquellen. Kazig und Popp (2011) so-
wie Raubal, Egenhofer u. a. (1997) transkribieren vor der Analyse Sprach-
daten, die während des Aufenthalts der Probanden vor Ort aufgezeichnet
wurden. Dadurch ist allerdings eine gute Anschlussfähigkeit an Alltags-
sprache eröﬀnet.
Explizit inspiriert durch die Theorie der Angebote (Aﬀordanzen) von
Gibson (1982) ist die Idee der Space-Syntax (Hillier 2007, vgl. dazu auch
Marcus 2015). Ziel dieser Forschungsrichtung ist neben der Beschreibung
der räumlichen Konﬁguration von Siedlungsgebieten ausdrücklich die
Möglichkeit zur Prädiktion von Bewegungsverhalten (Bafna 2003). Aus-
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gangspunkt ist hierbei die Beobachtung, dass Gesellschaft und räumlich-
materielle Umwelt sich wechselseitig beeinﬂussen. Umwelt wird in die-
sem Zusammenhang als topologischer Graph modelliert, auf dem sich
mittels geeigneter Metriken für Zugänglichkeit oder Erreichbarkeit räum-
liche Anordnungen, in denen es häuﬁg zu zwischenmenschlichen Inter-
aktionen kommen wird, von eher privaten Räumen unterscheiden lassen.
Übliche Repräsentationen bilden Überblickswissen ab. Bafna (2003)
gibt eine Übersicht über Verfahren zur Erzeugung solcher Abbildungen.
• Konvexe Karten: Hierbei wird ein Bereich schrittweise partitioniert.
Zunächst werden beginnend mit den größten Flächen alle Flächen,
die unter dem Aspekt Zugänglichkeit relevant sind, abgegrenzt. An-
schließend werden die Flächen verbunden, die einen unmittelbaren
Zugang zueinander aufweisen.
• Achsenkarte: Wiederum werden zunächst alle längstmöglichen
Sichtlinien eingezeichnet, die sich vom Blick aus einer Teilﬂäche
durch zumindest einen Zugang ergeben. Diese Linien sind die Kno-
ten, ihre Schnittpunkte Kanten eines Graphen12 (vgl. Abb. 2.6).
• Isovisten: Dies ist die Abbildung eines Sichtfeldes von einem be-
stimmten Standort aus auf ein Polygon in einer Überblicksdarstel-
lung. Grenzen des Polygons sind Gebäudeumrisse und andere Hin-
dernisse sowie Sichtlinien (Meilinger, Franz und Bülthoﬀ 2012).
Auch Isovisten können zur Deﬁnition eines topologischen Graphen
genutzt werden (Franz und Wiener 2008): Knoten sind die Segmen-
te der Außenlinie des Isovisten-Polygons. Zwei Knoten sind verbun-
den, wenn sie baulich verbunden sind (also nicht durch eine verde-
ckende Kante getrennt, vgl. Abb. 2.7).
Haupteinsatzgebiet der Space-Syntax ist die Analyse der Verständlich-
keit räumlicher Konﬁgurationen. Eine Route mit wenigen Entscheidungs-
punkten ist kognitiv einfacher als einemit vielen (vgl. Tversky 1993). Franz
und Wiener (2008) geben ein einfaches Verfahren an, mit dem der Mittel-
punkt von Freiﬂächen errechnet werden kann und evaluieren dies in einer
Nutzerstudie. Space-Syntax liefert also eine topologische Struktur einer
Umwelt nach Sichtbarkeitserwägungen (Bafna 2003) und kann dadurch
Bewegungsverhalten vorhersagen (Montello 2007).
Space-Syntax ist grundsätzlich subjektorientiert, indem standortbezo-
gene Sichtlinien im Raum berücksichtigt werden. Durch den Rückgriﬀ
12 Diese Deﬁnition von Sichtachsen macht sich die von Gibson (1982) postulierte
verdeckende Kante zunutze, die bei Navigationsaufgaben auf kürzestem Weg
angesteuert wird.
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Abbildung 2.6: Resultierende Abbildung eines Gebäudeplans als konvexe Karte (b) und als
Achsenkarte (c) (Bafna 2003).
Abbildung 2.7: Abbildung eines Sichtfeldes auf ein Isovisten-Polygon (Franz und Wiener
2008).
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auf kognitive Universalien können allerdings individuelle Unterschiede
bei der Lösung einer Aufgabe nicht erklärt werden (Montello 2007). Stan-
dardisiert zugreifbare Daten sind nicht vorhanden; Isovisten beispielswei-
se werden aus 2D-Modellen anhand der Gebäudegrenzen oder unter Be-
rücksichtigung der Topographie aus 3D-Stadtmodellen errechnet.
Zur Lösung und Visualisierung von Navigationsaufgaben werden Stra-
ßennetzwerke eingesetzt (Miller und Shaw 2001). Diese abstrahieren
Umwelt auf die reine topologische Information von öﬀentlichen Wegen.
Sie werden als Graph repräsentiert, dessen Knoten Verknüpfungspunk-
te von Wegsegmenten sind, die die Kanten darstellen. Für den Einsatz
in Assistenzsystemen ist an die Kante häuﬁg neben einer allgemeinen
Kostenfunktion (z. B. Distanz oder Staugefahr) häuﬁg auch die genaue
Weggeometrie annotiert. Kanten sind gerichtet, um etwa Einbahnstraßen
abbilden zu können. Speziﬁsche Netzwerke je Fortbewegungsart (z. B. zu
Fuß, Fahrrad, ȀǚǘǠ, Auto) können untereinander verknüpft sein. AnNetz-
werksegmente können andere, nicht netzwerkbezogene Daten (z. B. über
umliegende Aktivitätsmöglichkeiten) annotiert sein.
Durch die Repräsentation als Graph können beliebige Graphmetriken
(vgl. z. B. Bandelt und Chepoi 2008) auf sie angewendet werden. Dies
kann genutzt werden, um konvexe Subgraphen zu ermitteln, die Ereignis-
punkte generalisieren (vgl. Schlieder und Kremer 2011). Maße aus der
Analyse von sozialen Netzwerken (social network analysis) können verwen-
det werden, um z. B. mittels der Betweenness-Zentralität häuﬁg frequen-
tierte Entscheidungspunkte vorherzusagen (Park und Yilmaz 2010). Zu-
sätzlich zur rein topologischen Information lassen sich bei Vorliegen der
genauen Weggeometrien entlang der Kanten im Bedarfsfall durch Extrak-
tion der räumlichen Orientierung (vgl. Schlieder 1995) räumliche Anord-
nungen berücksichtigen.
Straßennetzwerke sind damit dezidiert für die Unterstützung von Orts-
bewegung optimierte, sehr einfache und gut verstandene topologische Re-
präsentationen von Umwelt (Miller und Shaw 2001), bei denen nutzer-
speziﬁsche Sichtweisen durch Auszeichnung einzelner Elemente berück-
sichtigt werden können (Gartner 2012). Sichträume werden nicht erfasst,
allerdings können Aﬀordanzbereiche an den Graphen annotiert werden.
Großer Vorteil ist, dass geometrische und semantische Daten über stan-
dardisierte Schnittstellen wie Google Maps13 bzw. Google Places14 oder
Folksonomien wie ǙǝǗ global in hinreichender Qualität zur Verfügung
13 https://www.google.de/maps, 04.09.2015
14 https://developers.google.com/places/, 04.09.2015
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stehen. Eine Anbindung an Alltagssprache ist nur über Ortsnamen mög-
lich.
2.1.4 Vergleich möglicher Umweltrepräsentationen
Es lässt sich nun die Eignung der vorgestellten Repräsentationen vonUm-
welt bezüglich der eingangs in Kap. 2 beschriebenen Anforderungen be-
werten (vgl. Tab. 2.3).
Die vorgestellten Basisrepräsentationen lassen sich in erster Instanz
nach dem gewählten Forschungsansatz einteilen. Während City-Images
und Image-Schemata auf empirischen Erhebungen beruhen, bei denen
(auch) Interviews mit Probanden geführt werden, aus denen die raum-
bezogene Information extrahiert wird, lassen sich die Primärkonstrukte
von Space-Syntax (z. B. Achsenkarte + Isovisten) und Straßennetzwerken
automatisch aus Feature-basierten Geodatenbanken (z. B. Folksonomien)
ableiten. Elemente können dann nachträglich vom Nutzer angepasst wer-
den.
Bezüglich der Integration von Sichträumen zu Umgebungsräumen
durch Bewegung wählen die vier Beispiele unterschiedliche Ansätze. So
fokussieren Image-Schemata auf die Repräsentation der Ansicht und er-
lauben Modellierung von Ortsbewegung nur implizit über Verknüpfun-
gen. Die übrigen Ansätze arbeiten mit Kartendarstellungen. City-Images
modellieren mit Landmarken zwar visuelle Orientierungspunkte für Pfa-
de, gehen aber auf lokale Sichträume vor Ort nicht ein. Space-Syntax nutzt
Sichtbeziehungen lediglich zur Generierung möglicher Bewegungspfa-
de; Straßennetzwerke abstrahieren völlig von Ansichtsinformation. Beide
letztgenannten Ansätze repräsentieren allgemeine Aufenthaltsorte (im
Sinne von Scheider und Janowicz 2010);15 Zielbereiche16 von Ortsbewe-
gung können nur indirekt über Zuordnung eines Teilgraphen (z. B. einer
Kante) erfasst werden.
Topologische Inferenz ist bei City-Images nicht vorgesehen. Bei ent-
sprechender Formalisierung ist wie bei Image-Schemata ontologische In-
ferenz über den verknüpfenden Relationen möglich. Space-Syntax und
Straßennetzwerke erlauben den direkten Vergleich von Netzwerkpfaden.
15 Turner (2007) zeigt, dass sich durch Generalisierung Maße, die auf Achsenkarten
deﬁniert sind, auch auf Straßennetzwerken berechnen lassen.
16 Folksonomien mit standardisierten Datenschnittstellen wie ǙǝǗ lassen sich nutzen,
um Netzwerke mit semantischen Attributen, z. B. Aﬀordanzen (Codescu u. a. 2011)
und Ortsnamen, zu annotieren.
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Auf dieWeggeometrien lassen sich daneben Kalküle wie ǜǍǍ (vgl. Randell,
Cui und Cohn 1992) anwenden.
2.2 Modellierung von Ort
Auf der Grundlage der genannten Anforderungen an eine geeignete
Umweltrepräsentation kann nun der für die Arbeit essentielle Ortsbe-
griﬀ eingeführt werden. Zunächst werden zentrale Aspekte des Begriﬀs
zusammengetragen (vgl. Kap. 2.2.1). Dazu werden auch sozialwissen-
schaftliche Quellen als Bezugsrahmen gesichtet, insofern diese im Rah-
men geoinformatischer Anforderungsanalysen ebenfalls gelesen werden.
Winter und Freksa (2012) rezipieren z. B. die reichhaltige Tradition der
Place Research von Tuan (1977) bis Cresswell (2013). Die Berücksichti-
gung sozialwissenschaftlicher Literatur zum Thema Ort ist an dieser Stel-
le daher konsequent. Nach Benennung der wesentlichen Eigenschaften
werden mögliche Operationalisierungen von Ort (Kap. 2.2.2) und Ansät-
ze zur Extraktion von Ortsmodellen aus geeigneten Daten beschrieben
(Kap. 2.2.3). Unter Berücksichtigung der gestellten Forschungsfrage wird
auf bestehende Ansätze zur Messung von Ähnlichkeit zwischen Orten
eingegangen (Kap. 2.2.4). Als Ergebnis wird eine Anforderungsanalyse
für die Wahl einer eigenen Ortsmodellierung vorgelegt.
2.2.1 Beobachtete Aspekte von Ort
Bennett und Agarwal (2007) benennen es als die vorrangige Funktion ei-
nes Ortes (engl. place), eine Position (engl. location) anzugeben. Als Be-
zugspunkt für eine solche Ortsangabe dient dabei die Extension von phy-
sisch-materiellen Gegenständen (Scheider und Janowicz 2010), die inner-
halb eines bestimmten Bezugsrahmens weitgehend lagestabil sind (Win-
ter und Freksa 2012). Die Bezugnahme erfolgt dabei üblicherweise durch
die Angabe geometrischer oder topologischer Relationen, evtl. auch zu
bestimmten Konﬁgurationen oder Oberﬂächen dieser Gegenstände (Ben-
nett undAgarwal 2007). Erst durch diese relationale Anordnung vonOrten
zueinander wird für Cresswell (2013) Raum deﬁniert.
Für Tuan (1977) ist Ort jeder lagestabile Gegenstand, auf den wir auf-
merksam werden. Das können genauso naturräumliche Elemente sein
wie mit einer bestimmten Absicht konstruierte Symbole. Agnew (1987)
unterscheidet daher neben der Position und der physisch-materiellen
Struktur (engl. locale) die Bedeutung eines Ortes (engl. sense of place,
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vgl. auch Cresswell 2013). Bedeutung und Symbolik sind neben Position
und materieller Struktur konstitutiv für soziale, also intersubjektiv kom-
munizierte Anordnungen im Sozialraum (Schatzki 2002). Nach Relph
(1976) sind es also neben der physisch-materiellen Ausstattung eines Or-
tes und seiner Bedeutung bzw. Symbolik Ausprägungen menschlicher
Aktivitäten im Umgang mit ihnen, die sich beobachten lassen. Mensch-
liche Aktivität und Orte verweisen dabei gegenseitig aufeinander: Orte
ermöglichen Aktivitäten und Aktivitäten schaﬀen Orte (Roche 2015). Löw
(2001) betont dabei die hohe emotionale Suggestivkraft von Orten (z. B.
Hier gefällt es mir nicht!).
Individuelle Raumerfahrung
Ort wird zunächst durch die individuelle Raumerfahrung wahrnehmbar
(Scheider und Janowicz 2010; Relph 1976).17 Die Ortswahrnehmung ge-
nauso wie die Zuweisung einer Bedeutung können dabei intersubjektiv
abweichen; nicht alle Menschen interpretieren einen Ort auf dieselbeWei-
se (Löw 2001). Zudem gibt es individuelle Präferenzen für bestimmte Or-
te (Winter und Freksa 2012). Die Funktion eines Ortes bewegt sich dabei
auf einer Skala zwischen oﬀener sozialer Interaktion (vorderseitig) und
Rückzugsräumen (hinterseitig, vgl. Giddens 1988). Das individuelle Orts-
verständnis beruht also neben der Wahrnehmung auf Bewertung durch
Kognition (Jordan u. a. 1998) und äußert sich vor allem durch sprachli-
che Bezugnahme (Roche 2015). Giddens (1988) und Relph (1976) weisen
darauf hin, dass Ortsangaben (Ich bin gerade in …) dabei auf unterschied-
lichen Maßstabsebenen erfolgen können (vgl. hierzu Kap. 2.1.2).
Unbestimmtheit
Ortsangaben sind zumeist vage, unbestimmt und häuﬁg alltagssprach-
lich formuliert (Vasardani, Winter und Richter 2013; Winter und Frek-
sa 2012).18 Absolute Distanzmaße sind auf sie nicht anwendbar (Roche
2015). Selbst ohne die Angabe einer genauen Begrenzung können aber
Aussagen über die Ähnlichkeit und innere Homogenität von Orten ge-
macht werden (z. B. Das ist ja wie in …; vgl. Bennett und Agarwal 2007).
17 Einen Überblick über die Beteiligung der unterschiedlichen Sinne bei der
Raumwahrnehmung gibt Rodaway (2002) aus humangeographischer Sicht.
18 Dadurch sind viele Ortsangaben in Ortsverzeichnissen (engl. gazetteers) nicht
auﬃndbar, da diese zumeist nur oﬃzielle Ortsnamen beinhalten (Vasardani, Winter
und Richter 2013).
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Soziale Aushandlung
Orte sind nach Roche (2015) die kleinsten zusammengesetzten Einheiten
von Gesellschaft, die über die individuelle Bedeutung hinaus soziale Pra-
xis und intersubjektive Repräsentationen tragen können. Lefebvre (1991)
bezeichnet sie als ﬁrst foci bzw. nexuses, die den Kontext für soziale Inter-
aktion bereitstellen (Werlen 1997). Ein Ort ist immer zugleich das Ergeb-
nis menschlicher Handlungen auf mehreren Ebenen (z. B. ein Haus bau-
en, sich mit anderen treﬀen, ein Grundstück umzäunen) als auch ihr Me-
dium bezüglich einer Aktivität (z. B. schwimmen gehen, lesen, einkaufen;
vgl. Löw 2001; Schatzki 2002; Scheider und Janowicz 2010; Werlen 1997).
Insofern die Raumerfahrung intersubjektiv zwar unterschiedlich bewer-
tet wird, aber auf sensorischer Ebene als solche als abgrenzbare Einheit
erlebt wird, kann ein Ort in Sprache verhandelt werden (Lefebvre 1991).
Dazu muss ein geeigneter Ortsname gewählt werden (Roche 2015). Dabei
haben Orte, die sich auf eine deutlich erkennbare Landmarke beziehen,
auch einheitlichere, besser bekannte Namen (Winter und Freksa 2012).
Orte können einander überlappen (Lefebvre 1991; Tuan 1977), d. h. selbst
vom selben Sprecher kann derselbe Standort als zu verschiedenen Orten
gehörend beschrieben werden. Ein Ort auf der Maßstabsebene des Umge-
bungsraums (z. B. ein Stadtteil, vgl. Kap. 2.1.2) wird sprachlich häuﬁg als
Menge von Orten niedrigerer Maßstabsebene (z. B. aus dem Sichtraum)
instantiiert (vgl. Löw 2001), die für ihn typisch sind.
Aﬀordanz und Kontrolle
Insofern Orte Medium für menschliches Handeln sind, können sie be-
stimmte Handlungen ermöglichen oder erleichtern und andere erschwe-
ren oder verhindern (Lefebvre 1991; Löw 2001; Schatzki 2002). Für die
Nutzungsansprüche (Schatzki 2002) des Einzelnen bietet ein Ort idealer-
weise ein homogenes Aﬀordanzfeld (Gibson 1982; Tanasescu undDomin-
gue 2008; Tanasescu 2007): Er kann imAlltag immerwieder auf die gleiche
Weise genutzt werden und stabilisiert dadurch individuelle Routinen (Gid-
dens 1988; Löw 2001; Scheider und Janowicz 2010). So bietet ein Markt
zuverlässig am selben Ort die Möglichkeit zum Einkaufen, ohne dass sein
Standort täglich neu ausgehandelt wird und ein potentieller Käufer immer
wieder neu nach möglichen Angeboten suchen muss (vgl. Relph 1976).
Auch wenn Orte innerhalb bestimmter sozialer Regeln (z. B. adminis-
trativ, rechtlich oder ökonomisch) gestaltet werden, entscheidet die fakti-
sche Kontrolle über einen Ort, welche Handlungen unterstützt oder tole-
riert werden und welche nicht erwünscht sind (Löw 2001). Orte können
also danach unterschieden werden, wessen Eigentum sie sind und wel-
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cher Jurisdiktion sie unterliegen (Bennett und Agarwal 2007). Die Kör-
perlichkeit des Menschen (vgl. Kap. 2.1.2) spielt dabei insofern eine wich-
tige Rolle, als eine bestimmte physisch-materielle Anordnung bestimm-
te Handlungen eﬀektiv unterbinden kann (Bourdieu 1991; Giddens 1988;
Löw 2001). So ermöglicht ein Gefängnis durch seine physisch-materielle
Anordnung (z. B. Mauern) und die soziale Kontrolle (z. B. durch unun-
terbrochene Überwachung) disziplinierenden Freiheitsentzug (Giddens
1988).
Wie aus der Gestaltung eines Ortes abzulesen ist, welche Handlungen
dortmöglich sind, ist soziokulturell erlernt (Löw 2001; Schlottmann 2007).
Dies führt dazu, dass die physisch (d. h. über Sinneswahrnehmung) erleb-
bare Komponente von Ort häuﬁg den Anschein des Natürlichen erweckt
(Bourdieu 1991) und als unzweifelhafter Beleg für ein Argument verwen-
det wird (vgl. Kremer 2013). Durch die physisch-materielle Anordnung
und die sozialen Regeln können soziale Gruppen mit einem bestimmten
Nutzungsanspruch an einen bestimmten Ort dauerhaft benachteiligt sein
(Löw 2001).19
Zeitaspekt I: Veränderung
Widerspricht die gegenwärtige physisch-materielle und soziale Struktur
eines Ortes dem Nutzungsanspruch bestimmter Menschen, können An-
strengungen unternommen werden, den Ort entsprechend umzugestal-
ten. Für den Einzelnen dient diese Veränderung der räumlichen Struktur
dazu, Erwünschtes schnell erreichen zu können und Unerwünschtes auf
Distanz zu halten (Bourdieu 1991). Dies kann implizit (nachfragegetrie-
ben) durch einzelne Handlungen geschehen, die die bestehende Ange-
botsstruktur eines Orts neu nutzen (Schatzki 2002). In diesem Fall werden
Orte mit der Zeit kontinuierlich transformiert (Roche 2015), ohne dass
zwingend die physisch-materielle Anordnung umgestaltet werden muss
(Lefebvre 1991), etwa wenn Kirchenbauten anstelle spiritueller nun einer
kulturellen Nutzung unterliegen (Bauer 2011). Es kann aber auch zu ei-
nem harten Bruch mit der Vornutzung kommen (vgl. Crouch 2003), in-
dem (angebotsgetrieben) beispielsweise eine vormalige Durchgangsstra-
ße für den Verkehr gesperrt wird. Die Veränderung der physisch-materi-
ellen Anordnung (z. B. durch Gebäudeabbrüche oder Straßenbau) ist im
Vergleich zur Veränderung der sozialen Regeln mit höheren Kosten ver-
bunden (vgl. Bourdieu 1991), was die Persistenz bestehender Strukturen
bedingt.
19 Ein Beispiel ist die Raumaneignung Jugendlicher, die sich oft der Regulierung zu
entziehen versucht (vgl. hierzu Landolt 2010).
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Bei der Wahl eines Ortsnamens fällt auf, dass Sprecher Orte mitunter
anhand ihnenwohl bekannter früherer Nutzungen bezeichnen (Löw 2001;
Kremer 2013), die die aktuelle Ortsstruktur nicht mehr zwingend erlaubt.
Insofern auch diese Erinnerung an Orte zwischen Sprechern geteilt wer-
den kann, spricht Hebbert (2005) im Sinne von Nora u. a. (1997) von den
Straßen als Erinnerungsorten.20
Zeitaspekt II: Bewegung
Für Handlungssequenzen in einem kürzeren zeitlichen Rahmen werden
Orte durch körperliche Bewegung integriert (Agnew 1987; Curry 2002).
So kann zunächst auf der Bank Geld abgehoben werden, um anschlie-
ßend Einkäufe zu tätigen und dann nach Hause zurückzukehren. Neben
Alltagsmobilität umfasst dies auch die Raumaneignung unbekannter Orte
(vgl. detailliert Kap. 2.4). Ein allgemeiner Ort (engl. place medium) ist nach
Scheider und Janowicz (2010) die Gesamtheit aller Positionen, die durch
körperliche Bewegung erreicht werden können. Auch routinierte Bewe-
gungssequenzen können sich über die Zeit verändern, etwa indem Rou-
tinen geändert werden oder der Aktionsraum vergrößert oder verkleinert
wird (Löw 2001).
Orte als Kontext
In der Summe der bislang beschriebenen Eigenschaften kannOrt als Kon-
text verstanden werden (Goodchild 2011; Roche 2015; Tanasescu und Do-
mingue 2008), der von den tatsächlichen materiellen und sozialen Struk-
turen abstrahiert und damit die Komplexität für die Abschätzung derNutz-
barkeit eines Ortes für bestimmte Handlungsabsichten reduziert (Löw
2001). Dies betriﬀt insbesondere Abschätzungen der Konzeptzugehörig-
keit (Ist das ein Ort zum …) und qualitative Distanzschätzungen (Von hier
ist es nicht mehr weit nach …; vgl. Agarwal 2005b). Durch die Verankerung
vonOrten an gut erkennbarenGegenständen (Couclelis u. a. 1987) und die
Abstraktion von absoluten Distanzmaßen setzt sich z. B. ein Stadtraum
für die individuelle Wahrnehmung eher aus einem Netzwerk verbunde-
ner Orte als aus ﬂächenhaften Gebieten zusammen (Roche 2015, vgl. auch
Escobar 2001). Dieses Netzwerk an Orten in einem Stadtraum für seine
Zwecke deuten zu können, nennt Roche (2015) urban intelligence, eine Fä-
higkeit, die nur in Abhängigkeit von dem oben beschriebenen soziokultu-
rellen Hintergrund für eine Person als leicht oder schwer zu beschreiben
ist.
20 Für die Chronologie einer Veränderung auf Ebene geographischer Räume vgl. Dix
(2002).
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Insofern Aussagen über Ähnlichkeit zwischen Orten gemacht wer-
den, ist der Bedeutungsüberschuss eines bestimmten Ortes für einen
bestimmten Zweck immer im Kontrast zu anderen Vergleichsorten zu se-
hen (Winter und Freksa 2012), die diese Bedeutung in geringerem Maß
oder auch gar nicht haben. Dies betriﬀt insbesondere auch die Wahl von
Ortsnamen: Eswird die Bezeichnung gewählt, die den bezeichnetenOrt in
der Umweltwahrnehmung vor Ort, aber auch im sprachlichen Kontext am
deutlichsten (salientesten) vom Hintergrund abhebt (Winter und Freksa
2012).Wir treﬀen uns vorne am Brunnen! setzt z. B. voraus, dass vorne und
hinten bezüglich des gegenwärtigen Aufenthaltsortes klar ersichtlich sind
und dass am Zielort der Brunnen im Kontext der umgebenden Szenerie
klar als solcher zu erkennen ist.
2.2.2 Operationalisierung verschiedener Aspekte von Ort
Abgesehen von konzeptionellen Vorarbeiten (z. B. Jordan u. a. 1998; Ben-
nett undAgarwal 2007) wird die Frage nach einer geeignetenModellierung
von Ort für die bessere nutzerbezogene Verarbeitung individueller orts-
bezogener Information erst seit relativ kurzer Zeit gestellt (Winter, Kuhn
und Krüger 2009). Ausgangspunkt ist die Beobachtung, dass menschliche
Entscheidungen auf der Grundlage des komplexitätsreduzierenden Orts-
konzeptes schnell und sicher getroﬀen und kommuniziert werden kön-
nen. Dies macht die Implementierung in Assistenzsystemen, in denen
zeitkritisch ortsbezogene Information übermittelt werden muss (z. B. in
Notfällen), aber auch für eine bessere automatische Verarbeitung von All-
tagssprache interessant (Winter und Freksa 2012). Eine Operationalisie-
rung von Ort umfasst sprachliche und räumliche Ausprägungen von Ort
sowie ihre Einordnung in eine Typologie (Goodchild und Hill 2008; Vasar-
dani, Winter und Richter 2013; vgl. Abb. 2.8, siehe dazu auch Kap. 1). Ro-
che (2015) ergänzt funktionale Kategorien (Aﬀordanzbereiche) wie Woh-
nen, Arbeiten und Einkaufen,21 mittels derer sich Orte klassiﬁzieren und
bezeichnen lassen. Im Folgenden werden Ansätze vorgestellt, die diese
drei Informationsarten für eine Operationalisierung von Ort nutzbar ma-
chen.
Sprache
Umfassende empirische Strukturanalysen zur Repräsentation der sprach-
lichen Ausprägungen von Ort geben Richter, Winter u. a. (2012) und Win-
21 Zu den Grunddaseinsfunktionen vgl.Maier u. a. 1977.
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Place
Place name Spatial extension Place type
Abbildung 2.8: Ausprägungen von Ort (Vasardani, Winter und Richter 2013). Räumliche Ex-
tensionen werden im Folgenden als Geo-Extensionen bezeichnet.
ter, Kealy u. a. (2011).22 Ziel ist dabei die weitgehend automatische Inter-
pretation auch komplexer natürlichsprachlicher Informationen über Orte
im jeweiligen Kontext. Die Ortsbeschreibungen wurdenmanuell nach fol-
genden Kriterien kategorisiert:
• Typ: Position, Bewegungrichtung, Route, nicht bezeichnet
• Bezugspunkt: Adresse, Geo-Feature, Ortsname, Funktion, individu-
eller Bezug
• Granularität, orientiert an den vier Maßstabsebenen nach Montello
(1993), vgl. auch Kap. 2.1.2
• Innen- vs. Außenbereich
• Relationstyp: qualitative vs. quantitative Entfernung, Orientierung,
Topologie, relativer vs. absoluter Bezug, Bezug auf eine Landmarke
Allgemein bestehen Ortsbeschreibungen aus benannten oder unbenann-
ten Orten und räumlichen Lagerelationen zwischen ihnen. In 45% der
Fälle beinhalten sie hierarchische Strukturen (Ich bin in…).Bezugspunkte
in Ortsbeschreibungen beinhalten zu 55% Adressangaben, weitere 20%
verweisen auf Landmarken, 13% nennen Funktionen von Orten und 7%
Beschreibungen einer Ortsbewegung. Bezüglich der Maßstabsebene wer-
den Bezugspunkte zu 46% auf Straßenebene, zu 26% auf Gebäudeebene
und nur zu 8% auf Stadtteilebene gesetzt.
Die gewählte Ortsbeschreibung hängt stark vom Kontext ab (Richter,
Winter u. a. 2012; Winter und Freksa 2012). Unter anderen Voraussetzun-
gen (z. B. der Kommunikationssituation: anderer Zweck des Gesprächs,
anderer Gesprächspartner, …) bezeichnen nicht nur verschiedene Perso-
nen, sondern auch dieselbe Person denselben Ort mitunter völlig anders
22 Einen Überblick über die bisher in dieser Forschungsgruppe geleistete Arbeit gibt die
Seite http://telluswhere.net/ (31.08.2015).
2.2 Modellierung von Ort 43
(Davies 2009). Ebenso können andere Voraussetzungen dazu führen, dass
dieselbe Position in einem Fall als zu einem Ort zugehörig und in einem
anderen Fall als nicht zugehörig betrachtet wird. Dies erschwert die Aggre-
gation von Ortsangaben verschiedener Sprecher. Soziale Aushandlungs-
prozesse wirken dabei normierend, d. h. auch wenn dies nicht die persön-
lich bevorzugte Bezeichnung ist, gibt es Ortsbezeichnungen, die intersub-
jektiv gut verstanden werden. Schmid und Kuntzsch (2009) können daher
prinzipiell eine hohe intersubjektive Kongruenz der Ortsbeschreibungen
in Abhängigkeit vom Standort und der persönlichen Bekanntheit der Um-
gebung belegen.
Bennett und Agarwal (2007) unterscheiden vier linguistische Kategori-
en, die bei einer Extraktion vonOrtsinformation aus Texten zu berücksich-
tigen sind:
• Ortsnamen (Bamberg)
• zählbare, klassiﬁzierende Substantive (Wald, Stadt)
• verortende Präpositionalphrasen, durch die eine Positionmit einem
oder mehreren Ortsnamen in Bezug gesetzt wird (das Haus links
vom Rathaus)
• Nominalphrasen, die denOrt über ein Zielprädikat, z. B. seine Funk-
tion, genauer bezeichnen (das Haus am Ende der Straße)
Dazu kommen fünf Prinzipien für eine Begriﬀsbildung:
• Homogenität:23 Abgrenzung über den größten zusammenhängen-
den Bereich, innerhalb dessen ein bestimmtes Prädikat erfüllt ist
• Kontrolle: Abgrenzung über rechtliche Eigentumsverhältnisse
• Nähe: Abgrenzung über ein bestimmtes Distanzmaß zu einer proto-
typischen Ausprägung (vgl. auch Davies 2009)
• Aggregat: Abgrenzung über eine Gruppe gleichartiger, unterscheid-
barer Objekte (z. B.Wald statt dicht stehende Gruppe von Bäumen)
• Systemische Gruppe: Abgrenzung über einen Funktionszusam-
menhang zunächst völlig unterschiedlicher Einzelorte (Flughafen)
Bennett und Agarwal (2007) weisen darauf hin, dass die räumliche Rela-
tion in auf Orten je nach begriﬄicher Abgrenzung unterschiedlich deﬁ-
niert sein kann. So ist im Haus (durch die bauliche Anordnung) klar ab-
gegrenzt, während im Wald als Aggregat bezogen auf seine Einzelobjekte
unter/zwischen Bäumen bedeutet.
23 Zu den Gefahren dieses produktiven Prinzips im alltäglichen Sprachgebrauch
vgl. Lippuner und Lossau 2004; Schlottmann 2005 und Kap. 2.3.2.
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Geographische Argumentationsanalyse untersucht die Struktur raum-
bezogener Argumente und Schlussmuster in der Alltagssprache (Fel-
genhauer 2009; Kremer 2013; Pott 2007). Die Grundannahmen sind
dabei an die bislang benannten Eigenschaften von Ort anschlussfähig
(vgl. Kap. 2.2.1): Raum wird als begriﬄiche Kategorie betrachtet, die dazu
dient, ein individuelles Weltverständnis in vereinfachter Form (Lippuner
und Lossau 2004; Löw 2001) auf Basis eines körpergebundenen Inventars
an Metaphern (Lakoﬀ und Johnson 2008; Luckmann und Schütz 2003)
zu kommunizieren.24 Zur Beschreibung von Disparitäten wird Raum von
Sprechern ähnlich zu Bennett und Agarwal (2007) als endlich und partitio-
nierbar gedacht, seine Einheiten in ihren Eigenschaften als homogen und
zeitlich konstant (Schlottmann 2007). Der Fokus liegt dabei meist auf der
Untersuchung symbolisch verhandelter geographischer Räume, seltener
auf Umgebungs- oder Sichträumen (für ein Beispiel siehe Kremer 2013).
Bei der Analyse lassen sich häuﬁge, wiederholt auftretende Muster be-
obachten:
• territoriale Domestizierung: Körperlich erfahrbare Orte (Werlen
2008) dienen als unmittelbarer Beweis für eine Behauptung (Kre-
mer 2013).
• homogener Container: Bestimmte Eigenschaften einer Person oder
Sache werden aus deren räumlicher Herkunft gefolgert (Schlott-
mann 2005).
• Anthropomorphismus: Akteure in geopolitischen Konﬂikten wer-
den personalisiert, was Aussagen über sie mittels Körpermetaphern
erlaubt (Lakoﬀ und Johnson 2008; Montello 1993).
• Zentrum-Peripherie-Metapher: Vertrautes oder Erwünschtes wird
imNahbereich und Fremdes oderUnerwünschtes imAußenbereich
verortet (Schlottmann 2005).
Felgenhauer (2009) beobachtet anhand eines generalisierten Modells (vgl.
Abb. 2.9), dass in vielen Fällen weder die Schlussregel, nach der eine Aus-
sage über Orte zustande kommt, noch das Hintergrundwissen (der Kon-
text, z. B. vereinfachende Prinzipien nach Bennett und Agarwal 2007), auf
deren Grundlage Schlüsse gezogen werden, sprachlich expliziert werden.
Für eine automatisierte Verarbeitung natürlicher Sprache ist also davon
auszugehen, dass Kontextinformationen in vielen Fällen fehlen können.
24 Dies steht in starkem Gegensatz zur Beobachtung objektiv messbarer Räumlichkeit in
der geographischen Strukturanalyse.
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Abbildung 2.9: Zustandekommen systematischer Fehler beim Aufbau raumbezogener Argu-
mente (Felgenhauer 2009).
Ein genauer Überblick über die Methoden und Verfahren zur automa-
tischen Extraktion ortsbezogener Informationen aus Sprachdaten ﬁndet
sich in Kap. 2.3.
Aﬀordanzbasierte Ansätze
Aﬀordanzbasierte Ansätze (vgl. Kap. 2.1.3) knüpfen unmittelbar an die Be-
obachtung an, dass die Einschätzung der Nützlichkeit eines Ortes unter
einem bestimmten Aspekt, z. B. in einem bestimmten Handlungskon-
text, dazu führt, dass Menschen sicherer und schneller über Orte urteilen
(Winter und Freksa 2012). Es wird daher vielfach versucht, eine Ortsbe-
zeichnung durch eine explizite Modellierung des Handlungsziels, in des-
sen Kontext sie genannt wird, besser zu verstehen. Dazu müssen neben
dem Sprecher und dem zu bezeichnenden Ort auch sein gegenwärtiger
Aufenthaltsort und sein aktuelles Handlungsziel bekannt sein (z. B. Finde
den Weg von A nach B! oder Suche eine Gelegenheit zum Einkaufen!, vgl. Cai
2007; Jordan u. a. 1998; Winter und Freksa 2012).
Jordan u. a. (1998) unterscheiden verschiedene Arten von Kontexten, die
die Bezeichnungssituation beeinﬂussen:
• Handlungen: vor Ort vollzogene konforme bzw. abweichendeHand-
lungen unterschiedlicher anwesender Personen25
• Narrative: Reduktion einer standardisierten Erzählung auf einen
Ortsnamen (Tschernobyl)
• Symbol: Reduktion eines Ortes auf eine Metapher (Big Apple)
25 Die Eignung ist graduell und sicher ist auch die Toleranzschwelle je Mensch anders,
ob er eine als ungewöhnlich erkannte Handlung trotzdem ausführt oder nicht (z. B.
Skaten, Parcours).
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• Kategoriebildung: Reduktion eines Ortes auf einen Typ (Wald)
• sozioökonomische Faktoren: mögliche sozial normierte Aktivitäten
an einem Ort
Für die Nutzung in einem Assistenzsystem schlagen Winter und Freksa
(2012) ein Ortsmodell vor, das durch Verfahren des maschinellen Lernens
(vgl. Kap. 2.3.1) kontinuierlich an neue Daten angepasst werden kann. Da-
zu werden aus dem Kontext zunächst der thematische Handlungsrahmen
sowie die Maßstabsebene bestimmt. Anschließend können Ortsbeschrei-
bungen im thematischen und maßstäblichen Kontext desambiguiert wer-
den. Reicht die Ortsbeschreibung nicht aus, um einen Ort zweifelsfrei zu
bestimmen, kann versucht werden, eine Lösung auf einer benachbarten
Maßstabsebene zu suchen (Zoomen).
Geo-Extensionen
Vasardani, Winter und Richter (2013) sowie Winter und Freksa (2012) ge-
ben eine Übersicht über mögliche Repräsentationen der Geo-Extensionen
von Orten. Diese können relativ oder absolut angegeben werden.
• klassische geometriebasierte Ansätze
• graduelle Zugehörigkeit (engl. fuzzy)
• unscharfe Grenzen
• Ortsangabe relativ zu einem deﬁnierten Ankerpunkt
Klassische geometriebasierte Ansätze
Der Einfachheit halber werden Orte (z. B. bei punktförmigen Messdaten)
als Punktkoordinate oder Polygon (im Aggregat die entsprechend Multi-
geometrie) in einem bestimmten Georeferenzsystem angegeben. Zur In-
terpolation zwischen Messpunkten können Voronoi-Diagramme genutzt
werden (Arampatzis u. a. 2006). Keine der bisher genannten Repräsen-
tationen berücksichtigt allerdings die Unbestimmtheit des Ortsbegriﬀs
(vgl. Kap. 2.2.1). Generalisierte Bereiche (etwa wenn eine Suchanfrage
nicht eindeutig aufgelöst werden kann) können durch umschreibende
Rechtecke (engl. bounding box) angegeben werden, die die Koordinaten
möglicher Orte beinhalten. Inferenz auf Lagerelationen (beispielsweise
ǜǍǍ8, vgl. Randell, Cui und Cohn 1992) wird unterstützt.
Teilweise Zugehörigkeit
Besser angenähert wird die Vagheit desOrtsbegriﬀs durchAnsätze teilwei-
ser Zugehörigkeit. Repräsentationen sind meist grid-basiert (Weichhart
1987; Montello u. a. 2003; Kremer, Lehmeier und Stein 2011; Schockaert,
De Cock und Kerre 2005): Für jedes Pixel kann in einem Bereich von 0 bis
1 der Grad der Konzeptzugehörigkeit angegeben werden (vgl. Abb. 2.10).
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Abbildung 2.10: Graduelle Zugehörigkeit (Graustufen) zum Welterbekonzept am Beispiel der
Stadt Bamberg, errechnet als Aggregat von Einzelzeichnungen im Stadtplan
(engl. sketchmap). Grün zumVergleich die von der ƵƮeƳcƯ anerkanntenWelt-
erbegrenzen, vgl. Kremer, Lehmeier und Stein (2011).
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Inneres
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Abbildung 2.11: Ein Beispiel für unscharfe Grenzen sind breite Grenzen (Clementini und Di
Felice 1996).
Unscharfe Grenzen
Die Grundidee von Repräsentationen mit unscharfen Grenzen ist immer,
dass es eine innere Grenze gibt, die nach innen alle Bereiche abtrennt, die
auf jeden Fall zum Ort gehören, und eine äußere Grenze, die alle Berei-
che ausschließt, die deﬁnitiv nicht zumOrt gehören. Beispiele sind Rough
Sets (Pawlak 1982), Supervaluation (Kulik 2001) und breite Grenzen (Ei-
gelb, vgl. Abb. 2.11). Cohn und Gotts (1996) zeigen, dass Inferenz auf Lage-
relationen möglich ist.26 Bittner und Smith (2003b) abstrahieren von die-
ser Idee, insofern es einen Kern und eine äußere Grenze, dazwischen aber
mehrere Projektionen gibt, die alternativeMöglichkeiten zur Bestimmung
der Grenze realisieren, die sich aber nicht bezüglich der Stärke ihrer Gene-
ralisierung ordnen lassen. In der Summe lässt sich für den Grenzbereich
eine graduelle Zugehörigkeit in Abhängigkeit von der Zahl der Projektio-
nen bestimmen, in denen ein bestimmter Punkt liegt.
Ortsangabe relativ zu einem Ankerpunkt27
Für viele Anwendungsfälle ist es gar nicht nötig, eine genaue Lage des Or-
tes geometrisch angeben zumüssen (Winter und Freksa 2012). DieGrund-
idee bei diesem Verfahren ist es, Ortsangaben, die relativ zu bekannten
Geo-Features gemacht werden, nicht aufzulösen, sondern nur die Lage-
relation explizit anzugeben (Galton und Hood 2005). Kim, Vasardani und
Winter (2015b) deﬁnieren dazu denOrtsgraphen, bei dem zwei Orte durch
eine gerichtete Kante verbunden sind, die die Art der Lagerelation angibt
(vgl. Abb. 2.12).
Schlieder, Vögele und Visser (2001) abstrahieren mittels des Verbin-
26 Bereits bei nur zwei Grenzen gibt es allerdings 46 unterschiedliche Lagerelationen,
die sich zu 13 Gruppen clustern lassen (Cohn und Gotts 1996).
27 Zur Ankerpunkt-Hypothese vgl. Couclelis u. a. (1987).
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Abbildung 2.12: Einfaches Beispiel für einen Ortsgraphen (Kim, Vasardani undWinter 2015b).
dungsgraphen (engl. connection graph) von geometrischer Information.
Benachbarte Orte werden durch eine gemeinsame Kante verbunden.
Durch Enkodierung der Reihenfolge und Anzahl, in der sich die Kanten
um einen Knoten anordnen, werden räumliche Konﬁgurationen deﬁniert,
die die mögliche Lage einzelner Orte zueinander einschränken.
2.2.3 Einfache Ortsmodelle
Für einfache, datengetriebene Ortsmodelle werden häuﬁg informelle
Ortsbeschreibungen mit Geo-Tags aus kollaborativen Diensten wie Twit-
ter, Flickr oder Wikipedia (vgl. Goodchild und Hill 2008) genutzt. Ortsbe-
wegung vor Ort wird dabei nicht berücksichtigt. Für eine gezielte, stan-
dardisierte Datenerhebung können diese Daten auch mittels Autofotogra-
ﬁe oder Reﬂexiver Fotograﬁe (Dirksmeier 2013) zum Einsatz kommen
(vgl. Balomenou und Garrod 2014 oder Schlieder und Kremer 2011). Af-
fordanzbereiche für bestimmte Aktivitäten, die in Tags zum Ausdruck
kommen können (z. B. Sport) können mit den semantischen Attributen
einer geeigneten Folksonomie abgeglichen werden (z. B. Tags in ǙǝǗ,
vgl. Codescu u. a. 2011).
Häuﬁg werden Tags (z. B. Ortsnamen) selektiert und die assoziierten
Geo-Tags mittels raumzeitlicher Clusterverfahren aggregiert (Vasardani,
Winter und Richter 2013). Girardin, Calabrese u. a. (2008) verwenden grid-
50 2 Forschungsüberblick
basiertes Clustering, Crandall und Snavely (2012) sowie Schlieder undMa-
tyas (2009) distanzbasierte Cluster zur Berechnung von Dichtekarten der
Nutzeraktivität. Bezogen auf Straßennetzwerke allgemein ist die Genera-
lisierung der ermittelten Punktemengen durch die konvexe Netzwerkhül-
le möglich (Schlieder und Kremer 2011, vgl. hierzu Bandelt und Chepoi
2008).
Rein räumliche Clusteransätze sind ungenau, da nur anhand des Stand-
ortsMotivgleichheit unterstellt wird (vgl.Hollenstein und Purves 2010). So
werden ggf. Bilder von unterschiedlichen Motiven zusammengefasst und
Bilder desselben Motivs liegen in unterschiedlichen Clustern. Dies kann
verhindert werden, indem Motive ggf. manuell annotiert (Schlieder und
Kremer 2011) und anschließend alle Fotos eines Motivs aggregiert wer-
den. Schlieder und Matyas (2009) abstrahieren von der Bildinformation
und interpretieren ein Foto als Indikator für Interesse oder Aufmerksam-
keit an einem bestimmten Standort (spatial choice). Crandall und Snavely
(2012) nutzen Verfahren der automatischen Bildverarbeitung, um nicht
nur Bilder mittels visueller Ähnlichkeit zu clustern, sondern auch um ei-
ne aggregierte 3D-Repräsentation der Motive aus den Daten abzuleiten.
Girardin, Calabrese u. a. (2008) zeigen, dass die Positionsdaten von Fo-
tos mit gemeinsamen Tags aggregiert häuﬁg in zusammenhängende Re-
gionen liegen. Auf Flickr28 werden Alpha Shapes (Edelsbrunner, Kirkpa-
trick und Seidel 1983) zur formtreuen Generalisierung von Punktemen-
gen verwendet29 (vgl.Hollenstein und Purves 2010). Schockaert, De Cock
und Kerre (2005) geben zusätzlich für alle zum Cluster gehörenden Punk-
te den Grad ihrer Zugehörigkeit zum jeweiligen Ort an. Hollenstein und
Purves (2010) nutzen geeignete volumenbasierte Schwellwerte von Dich-
te-Oberfächen (engl. density surface), um anhand der Tags in Fotosamm-
lungen auch für vageAnfrageterme (z. B. Stadtzentrum) sinnvolle Grenzen
zu bestimmen. Dalton (2006) verwendet für die Prädiktion von Nachbar-
schaften30 einen Ansatz auf (topologisch strukturierten) Straßennetzwer-
ken, indem er das Verständlichkeitsmaß aus der Space-Syntax (vgl.Hillier
2007) auf Achsenkarten anwendet.
Girardin, Calabrese u. a. (2008) nutzen zusätzlich den Zeitstempel der
Fotos, um einen probabilistischen Transitionsgraphen zwischen Clus-
tern zu erstellen (für die Extraktion von Orten aus Bewegungsdaten
vgl. Kap. 2.4.3). El-Geneidy und Levinson (2011) nutzen diesen Graphen,
28 https://www.flickr.com/, 13.09.2015
29 http://code.flickr.net/2008/10/30/the-shape-of-alpha/, 13.09.2015
30 Dies ist vergleichbar zur Vorhersage von Distrikten im Sinne von Lynch (1960).
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um den Place Rank (analog zum Page Rank, vgl. Brin und Page 1998) von
Orten zu berechnen. Ortsbezogene Soziale Netzwerke (engl. location-based
social network) nutzen die individuellen raumzeitlichen Pfade der Nutzer,
um Aussagen über Nutzerähnlichkeit zu machen (Zheng 2011; Zheng
und Xie 2011). Nutzerpräferenzen für bestimmte Orte können auf Grund-
lage anderer Nutzereigenschaften erklärt werden (z. B. Stefanidis, Crooks
und Radzikowski 2013). Wiederholte Kopräsenz, also die Anwesenheit
unterschiedlicher Nutzer zur selben Zeit am selben Ort, kann genutzt
werden, um Freundschaft oder zumindest Bekanntschaft der Nutzer mit
hoher Genauigkeit vorherzusagen (Crandall, Backstrom u. a. 2010; Crans-
haw u. a. 2010). Crandall und Snavely (2012) berichten, dass fünf Orte mit
Kopräsenz für eine Genauigkeit der Prädiktion von 60% ausreichen.
Assoziationsregeln (Hipp, Güntzer und Nakhaeizadeh 2000) stellen ein
einfaches Mittel zur Extraktion von regelbasiertem Wissen aus Daten-
beständen dar (vgl. Fayyad, Piatetsky-Shapiro und Smyth 1996) und las-
sen sich auch auf räumliche Datenbanken anwenden (Koperski und Han
1995). Aus der Gültigkeit bestimmter räumlicher Lagerelationen zwischen
Geo-Features lassen sich dabei weitere inferieren. Tan, Kumar und Sriva-
stava 2004 untersuchen die Aussagekraft verschiedener Gütekriterien für
die inferierten Regeln.
Die vorgestellten Modelle nutzen allesamt in großem Umfang Stan-
dard-ǋǚǓs vorhandener Datenquellen und zeigen, wie aus ihnen ortsbezo-
genes Wissen abgeleitet werden kann. Ein entgegengesetzter Ansatz wird
in der Debatte um ortsbezogene ǑǓǝ verfolgt, wo die Standardisierung ei-
nes bestimmten Funktionsumfangs ortsbezogener Operatoren unabhän-
gig von konkreten Datenquellen vorangetrieben wird (vgl. Kap. 2.3.4).
2.2.4 Ähnlichkeitsmaße auf Orten
Vagheit und individuelle Sichtweisen (vgl. Kap. 2.2.1 und 2.2.2) machen
geeignete Ähnlichkeitsmaße auf Orten zur Bestimmung von Referenz-
gleichheit erforderlich. Ein weiterer Anwendungsfall ist die Suche nach
strukturgleichen räumlichen Konﬁgurationen in einer anderen räumli-
chen Umgebung (engl. place cloning, vgl. Castello 2010 sowie Kiefer, Ma-
tyas und Schlieder 2007). Durch den Charakter als Kommunikationsob-
jekte mit Geo-Extension kommen sowohl semantische als auch räumli-
che Ähnlichkeitsmaße in Frage. Jones, Alani und Tudhope (2001) berech-
nen semantische Nähe in einem ontologischen Modell. Schlieder, Vöge-
le und Visser (2001) können Nähe im partonomischen Nachbarschafts-
graphen (engl. connectivity graph) als Pfaddistanz zwischen räumlichen
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Bezugseinheiten angeben. Einen Ansatz für ein kombiniertes Ähnlich-
keitsmaß, bestehend aus semantischer Ähnlichkeit über Merkmalsvekto-
ren und (räumliche) Relationen von Objekten zueinander, nutzen Schwe-
ring und Kuhn (2009). Einen Vergleich von Orten auf Basis ihres Image-
Schema-Modells im Sinne einer (funktional) bedeutungstragenden räum-
lichen Konﬁguration verwenden Rüetschi und Timpf (2005).
2.2.5 Anforderungsanalyse für das Ortsmodell
Für die Unterstützung einer gemeinsamen ortsbezogenen Verarbeitung
von Sprach- und Bewegungsdaten wird ein Ortsmodell auf Basis einer
der vorgestellten Umweltrepräsentationen (vgl. Kap. 2.1.4) benötigt. Orte
sind dabei nicht ein physisch-materieller Umweltausschnitt, sondern ei-
ne individuelle, soziokulturell und handlungszielorientiert (aufgabenbe-
zogen) eingeschränkte Sichtweise auf räumliche Umwelt und umfassen
einen oder mehrere Ortsnamen und genau eine Geo-Extension. Für die
vollständige Modellierung der individuellen Sichtweise eines Ortes sind
folgende Eigenschaften zu berücksichtigen:
• Unbestimmtheit: Eine Geo-Extension kann für jeden in ihr gelege-
nen Punkt den Grad der Zugehörigkeit zum Ort angeben.
• Ortsbeschreibungen: Auf Orte kann außer über Ortsnamen auch
indirekt Bezug genommen werden, z. B. über die relative Lage des
Ortes zu gut identiﬁzierbaren (salienten) Landmarken.
• Typen: Bezogen auf Handlungskontexte stellen Orte Funktionen
oder Aﬀordanzbereiche bereit.
• Dynamik: Beim Wechsel eines Handlungskontextes kann sich die
Ortsdeﬁnition auch für dieselbe Person ändern.
• PartonomischeGliederung: Orte höhererMaßstabsebene (z. B. Um-
gebungsraum) umfassen Orte niedrigerer Maßstabsebene (z. B.
Sichtraum) und können durch diese deﬁniert werden.
• Ähnlichkeit: Orte können jederzeit miteinander verglichen werden.
• Topologie: Verknüpfbarkeit vonOrten zu einemNetzwerk; Orte sind
verbunden, wenn sie ohne einen Umweg über andere Orte unmit-
telbar benachbart sind.
• Veränderung: Änderung der Lage und Bedeutung von Orten über
die Zeit
Für die vorgestelltenUmweltrepräsentationen lässt sich nun ihre Eignung
zur Repräsentation einer Sichtweise auf einen Ort angeben. Besonderer
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Fokus soll dabei auf den für das Erleben von Stadträumen wichtigen Geo-
Extensionen in Sicht- und Umgebungsräume liegen (vgl. Kap. 2.4.3). Geo-
Extensionen lassen sich für alle vier Modelle angeben. Damit können sie
in einem nächsten Schritt auf ihre unmittelbare Unterstützung der An-
forderungen hin bewertet werden. Aﬀordanzbereiche können über Eigen-
schaften der in der jeweiligen Repräsentation vorhandenen Strukturele-
mente abgebildet werden (u. a. explizit über die Relation Ermöglichung bei
Image-Schemata). Dynamik lässt sich als handlungsbezogene Filterung
bestimmter Aﬀordanzen verstehen. Veränderung kann jeweils als iterati-
ve Modiﬁkation des entsprechenden zustandsbasierten Modells realisiert
werden. Tab. 2.4 gibt eine Einschätzung für die verbleibenden Charakte-
ristika. City-Images eignen sich für die Repräsentation von Orten nur be-
dingt. Image-Schemata haben Stärken bei der aﬀordanzbezogenen Mo-
dellierung komplex strukturierter Räume, können aber Bewegungsabläu-
fe nur teilweise unterstützen. Ortsähnlichkeit kann bei Image-Schemata
semantisch oder als topologische Graphähnlichkeit der beteiligten Struk-
turelemente errechnet werden. Space-Syntax hat Stärken bei der Reprä-
sentation gradueller Zugehörigkeit, falls Orte über bestimmte Sichtbezie-
hungen deﬁniert sind. Es kann angegeben werden, welcher Prozentsatz
einer prototypischen Zielisoviste von einem bestimmten Standort aus ein-
gesehen werden kann. Isovisten unterstützen nur Bewegung entlang von
Sichtachsen, was vom tatsächlichen Layout des öﬀentlichen Raums abs-
trahiert. Ortsähnlichkeit kann semantisch und durch Überlagerung von
Isovisten berechnet werden. Straßennetzwerke müssen zwar umgekehrt
für die Modellierung von Sichtbeziehungen auf Zusatzdaten wie Fotos
zurückgreifen, bieten aber durch exakte Weggeometrien eine gute Re-
präsentation des Straßenraums und durch redundante Weggeometrien
(z. B. Gehsteig vs. Straße) Ankerpunkte für verschiedene Bewegungsar-
ten. Ortsähnlichkeit kann semantisch und durch die Überlagerung der
Weggeometrien entsprechender Subgraphen realisiert werden.
2.3 Sprechen über Orte
Vor einer Analyse von in natürlicher Sprache enthaltenen Ortsinformatio-
nen sind folgende Aufgaben zu lösen:
1. Akustische Spracherkennung31
31 In der vorliegenden Arbeit wird davon ausgegangen, dass bereits Textdaten vorliegen.
Für einen Überblick über Verfahren der automatischen Spracherkennung vgl. z. B.
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2. Erkennung von Georeferenzen (engl. geoparsing)
3. Extraktion von räumlichen Relationen zwischen Georeferenzen
4. Errechnen einer geeigneten Geo-Extension (engl. Grounding)
Diese Aufgaben können weitgehend automatisch (Kap. 2.3.1) oder manu-
ell (Kap. 2.3.2) gelöst werden. Eine entsprechende Repräsentation ortsbe-
zogenenWissens vorausgesetzt, können der derzeit diskutierte Funktions-
umfang ortsbezogener ǑǓǝ (Kap. 2.3.4) und entsprechende Forschungsde-
siderate (Kap. 2.3.5) beschrieben werden.
2.3.1 Automatische Extraktion ortsbezogener Information
Bei Extraktion der ortsbezogenen Information sind zwei Teilaufgaben zu
unterscheiden:
1. eine linguistische, bei der aus natürlicher Sprache mithilfe von
Schlüsselwörtern und zugeordneten Satzgliedteilen (z. B. das letz-
te Haus vor der Brücke) räumliche Information extrahiert wird
2. eine formale, bei der die extrahierten Informationen zu Inferenz-
zwecken auf ein geeignetes Modell (engl. spatial calculus model) ab-
gebildet werden, das das Ableiten von Wissen auf Basis geeigneter
räumlicher Kalküle erlaubt (Kordjamshidi u. a. 2012).
Geoparsing bezeichnet das Erkennen von Ortsnamen und anderen Geo-
referenzen in Texten, sowie ihre formale Repräsentation (Goodchild 2011;
Jones, Purves u. a. 2008). Dies ist mithilfe von standardisierten Ortsna-
menverzeichnissen (engl. gazetteers, vgl. Goodchild und Hill 2008) mög-
lich. Regelbasierte, linguistisch motivierte Heuristiken helfen dabei, Orts-
namen von anderen Eigennamen zu unterscheiden (Jones, Purves u. a.
2008). Einfache Analysen basieren auf Bildung vonWortmengen auf Satz-
ebene (engl. word bag, vgl. Ballatore und Adams 2015) und darauf auf-
bauenden Kookkurrenzanalysen (Jones, Purves u. a. 2008). Ballatore und
Adams (2015) können so mittels Abgleich der gemeinsam mit bestimm-
ten Ortsnamen auftretenden Begriﬀe mit der Ontologie WordNet-Aﬀect32
ein Stimmungsbild extrahieren, das mit den Orten assoziiert wird.
Für eine automatische Erkennung von Ortbeschreibungen, bei denen
die Lage von Orten relativ zu einem kognitiven Anker benannt wird (sie-
he Kap. 2.2.2), sind ein tiefer gehendes linguistisches Verständnis für die
Juang und Rabiner (2005).
32 http://wndomains.fbk.eu/wnaffect.html, 16.09.2015
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Struktur der sprachlichen Information, ein geeignetes Modell undMetho-
den zu ihrer Extraktion nötig. Ein wesentlicher Träger von Ortsbeschrei-
bungen sind dabei Präpositionalphrasen, die als Lokalangaben fungieren
(Vasardani, Winter und Richter 2013).
Linguistische Struktur
Hois und Kutz (2008a) sowie Kordjamshidi u. a. (2012) beschreiben ein
geeignetes Modell zur Repräsentation der in Ortsbeschreibungen enthal-
tenen Information (Abb. 2.14):
• locatum: das Element, dessen Lage beschriebenwird (auch Trajektor)
• relatum: das Element, das als kognitiver Anker verwendet wird, um
die Lage des locati zu beschreiben (auch Landmarke oder Referenz-
punkt)
• räumliche Modalität: das Verhältnis, in dem locatum und relatum
stehen (auch räumlicher Indikator)
Eine räumliche Modalität kann von verschiedenen Wortarten indiziert
werden, darunter Präpositionen, Adverbien, Adjektive oder durch be-
stimmte Verbmodiﬁkatoren. Inhaltlich können durch sie (qualitative) Ent-
fernungsangaben, funktionale Abhängigkeiten oder relative Positionen
bezeichnet sein. Relatum und räumliche Modalität realisieren zusammen
das Platzierungselement (engl. placement) eines locati. Linguistisch kön-
nen locata durch beliebig viele Platzierungselemente bestimmt werden,
wobei sich diese wechselseitig genauer beschreiben oder redundant para-
phrasieren können (Hois und Kutz 2008a). Für eine exakte automatische
Dereferenzierung des bezeichneten Ortes sind häuﬁg Kontextinformatio-
nen nötig, die nicht immer unmittelbar aus den sprachlichen Äußerun-
gen hervorgehen (vgl. Kap. 2.2.2). Hois und Kutz (2008a) sowie Howald
und Katz (2011) benennen:
• Sprecher und Gesprächspartner: die genaue Position, Orientierung
(Perspektive) im Raum
• Art der Bezugnahme: z. B. deiktisch, relativ, absolut oder durchOrts-
namen
• Art des beschriebenen Vorgangs: z. B. Zustand oder Bewegung
• Granularität der Aussage: Figuren-, Sicht-, Umgebungs- oder geo-
graphischer Raum (vgl.Montello 1993)
• Zusatzwissen über inneren Aufbau und Anordenbarkeit von Objek-
ten im Raum
• Art des dargestellten Ereignisses: z. B. Wahrnehmung oder Bericht
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Abbildung 2.13: Beispiel für diemusterbasierte Erkennung vonOrtsinformation auf Satzebene
anhand der auftretenden Wortarten (Kordjamshidi u. a. 2012).
• Art des pragmatischen Rahmens: z. B. Erläuterung oder Hinter-
grundinformation
Ausgehend von der Perspektive des Sprechers kann das relatummit seiner
Position zusammenfallen oder gänzlich unbestimmt sein (Hois und Kutz
2008a). Einmal sprachlich gesetzte räumliche Kontextinformationen fun-
gieren in vielen Fällen für nachfolgende Äußerungen als Bezugsrahmen
(Persistenz, vgl.Howald und Katz 2011). Dadurch kann die Reihenfolge,
in der Aussagen gemacht werden, für die Inferenz des Kontexts genutzt
werden (Hois und Kutz 2008a). Auch präferierte mentale Modelle können
zur Prädiktion des Kontexts bei unterbestimmten Äußerungen verwendet
werden (vgl. Rauh, Schlieder und Knauﬀ 1996).
Erkennung
Im einfachsten Fall können Ortsbeschreibungen direkt manuell aus Tex-
ten extrahiert werden (Richter, Winter u. a. 2012; Vasardani, Timpf u. a.
2013; Winter, Kealy u. a. 2011). Die automatische Erkennung von Orts-
information in natürlichsprachlichen Texten (engl. natural language proces-
sing) fällt als Methode der Wissensgewinnung (Fayyad, Piatetsky-Shapiro
und Smyth 1996) in den Bereich des maschinellen Lernens (Howald und
Katz 2011). Das Gebiet des Text Mining beschäftigt sich dabei allgemein
mit der Extraktion von Inhalten aus Texten (Feldman und Sanger 2007;
Witten und Frank 2005). Die Extraktion der raumbezogenen Information
aus natürlicher Sprache wird von Kordjamshidi u. a. (2012) als relationales
Lernproblem formalisiert. Vorbedingung ist, dass auf den Texten eine au-
tomatische Wortarterkennung (engl. part of speech tagging) durchgeführt
wurde. Eine Ortsbeschreibung kann dann als Muster deﬁniert werden,
für das auf Wortebene in einem Satz nach geeigneten Instanziierungen
gesucht wird (vgl. Abb. 2.13). Prinzipiell kommen vorwiegend probabilis-
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utterance locatum spatialModality relatum
the armchair is almost
directly to my right
armchair RightProjectionExternal me
with the table just in front of
it
table FrontProjectionExternal it
further to the right a little bit
in front is alliving room
living room RightProjection + FrontProjection —
Tabelle 2.5: Aus Beispieldaten generierte Datentripel (Hois und Kutz 2008a).
Abbildung 2.14: Modellierung räumlicher Information als Datentripel (Hois und Kutz 2008a).
tische Verfahren aus dem Kanon maschinellen Lernens in Frage, mit de-
nen sich sprachliche Pfadabhängigkeiten berücksichtigen lassen (z. B.Hi-
dden Markov Models, vgl.Howald und Katz 2011; Witten und Frank 2005).
Das Ergebnis der Extraktion wird als Menge von Datentripeln dargestellt
(vgl. Tab. 2.5 bzw. Abb. 2.14). Kordjamshidi u. a. (2012) berichten von einer
hohen Rate an zu Unrecht als Ortsinformation erkannten Tripeln. Durch
sekundäre Auswahlregeln auf der Kandidatenmenge lassen sich einige
dieser Fälle ausschließen.
Zielrepräsentation und Inferenz
Um zusätzliches Wissen aus der Ortsinformation ableiten zu können,
müssen die erkannten Muster in eine geeignete Zielrepräsentation über-
führt werden. Das Ableiten zusätzlicher Information durch Qualitatives
Räumliches Schließen (vgl. Kap. 2.1.1) erfordert allerdings je nach Art der
verarbeiteten Information unterschiedliche Kalküle wie z. B. für Topologie
(Randell, Cui und Cohn 1992), Orientierung (relativ: Freksa 1992, abso-
lut: Stein 2003) und Anordnung (Schlieder 1995). Hois und Kutz (2008a)
schlagen daher ein Framework zur Unterstützung multiperspektivischer
Logik auf Basis eines gemeinsamen Begriﬀsinventars vor. Als Ontologie
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für die Wissensbasis wird ǑǟǗ33 genutzt, das Stärken bei der Ausdrucks-
mächtigkeit bezüglich der beschriebenen Kontextelemente (z. B. Mobili-
tät, vgl.Hois und Kutz 2008b) hat und sich in Beschreibungslogik formu-
lieren lässt. Vor der Nutzung eines geeigneten Kalküls zur Inferenz wird
dasWissen in die entsprechendeRepräsentation überführt (Hois undKutz
2008b).
Allgemein deﬁnieren die extrahierten Datentripel einen Place-Graphen
mit Orten (locatum bzw. relatum) als Knoten und räumlichen Relationen
als gerichteten Kanten (Kim, Vasardani und Winter 2015b). Formal ist ein
Place-Graph die räumliche Variante eines Eigenschaftsgraphen (engl. pro-
perty graph), eines gerichteten, beschrifteten Multigraphen, bei dem Kno-
ten und Kanten mit Zusatzinformation attribuiert sein können (Vasar-
dani, Timpf u. a. 2013). Inferenz ist auch direkt auf dem Graphen mög-
lich, insbesondere ein knotenbasiertes Zusammenführen verschiedener
Place-Graphen unter Nutzung geeigneter Ähnlichkeitsmaße (z. B. Simila-
rity Flooding, vgl.Melnik, Garcia-Molina und Rahm 2002). Mittels Graph-
Kernen (engl. graph kernels, vgl. Vishwanathan u. a. 2010) können durch
Aufsummieren über die Ähnlichkeit zwischen Zufallspfaden (engl. ran-
dom walks) bestimmter Länge ganze Graphen global auf den Grad ihrer
Übereinstimmung geprüft werden.
Kim, Vasardani und Winter (2015a) stellen ein Verfahren zur Generie-
rung großer Place-Graphen aus im Web verfügbaren Datenquellen vor.
Place-Graphen können jederzeit in ein geeignetes Ontologieformat über-
führt werden. In Frage kommen neben ǜǎǐ34 oder Topic Maps35 auch
ǎǋǗǖ36 oder ǎǙǖǍǏ37 (Agarwal 2005a).
2.3.2 Qualitative Inhaltsanalyse
Für eine vollständig manuelle Extraktion der Ortsinformation gibt es in
den Sozialwissenschaften einen standardisierten Methodenfundus. Häu-
ﬁg eingesetzt wird die qualitative Inhaltsanalyse (Krippendorﬀ 2012; May-
ring 2010, für eine explizit linguistischmotivierte Variante vgl. Jäger 2004).
Grundprinzip ist die schrittweise, entweder theoriegeleitete oder streng in-
duktive (Glaser und Strauss 2009) qualitativ-typisierende Kategorisierung
von zunächstmanuell zu Text transkribierten Sprachdaten (vgl. Abb. 2.15).
33 http://www.ontospace.uni-bremen.de/ontology/gum.html, 16.09.2015
34 vgl. https://www.w3.org/RDF/, 23.02.2016
35 vgl. http://www.topicmaps.org/, 23.02.2016
36 vgl. http://www.daml.org/, 23.02.2016
37 vgl. http://www.loa.istc.cnr.it/old/DOLCE.html, 23.02.2016
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Abbildung 2.15: Allgemeines Vorgehen bei der qualitativ-typisierenden Kategorisierung von In-
halten (Mayring 2010).
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Bei Videodaten können auch Kontextinformationen wie Mimik und Ges-
tik berücksichtigt werden (vgl.Weihe u. a. 2008). Zur Kategorisierung wer-
den in einem iterativen Prozess expandierende, reduzierende und struk-
turierende Phasen durchlaufen. Eine Kategorie repräsentiert dabei einen
Auswertungsaspekt, für den es Vorkommen in den Daten geben muss,
die einer bestimmten für diese Kategorie deﬁnierten Kodierregel entspre-
chen. Kategorien gruppieren sich zu einem Kategoriensystem, sind also
hierarchisch strukturiert.
Graphbasierte Ansätze (d. h. beliebige Assoziationen zwischen Katego-
rien) sind trotz der hohen Kongruenz der genannten Strukturelemente
(Kategorien, Kategorienhierarchie und Vorkommen) z. B. zu Topic Maps
(Themen, Assoziationen und Vorkommen) in dieser Forschungsrichtung
noch wenig verbreitet. Böhm u. a. (2002) nutzen etwa Topic Maps, um aus
Texten einfache Kollokationsgraphen signiﬁkant häuﬁg gemeinsam auf-
tretender Begriﬀe zu extrahieren. Ein Verfahren zur semiautomatischen
Konstruktion von ortsbezogenen Begriﬀsnetzen explizit im Sinne der qua-
litativen Inhaltsanalyse legt Kremer (2007) auf der Basis von Assoziations-
regeln (Hipp, Güntzer und Nakhaeizadeh 2000) vor.
Die Methode der qualitativen Inhaltsanalyse wird in der Geographie
auf orts- und raumbezogene Fragestellungen angewendet (Felgenhauer
2009; Kremer 2013; Pott 2007; Schlottmann 2007). Inspiriert durch die
Sprechakttheorie (Hindelang 2010; Searle 1982) steht dabei die Argumen-
tationsanalyse der Aussagen eines Sprechers unter Rückgriﬀ auf Seman-
tik und Pragmatik38 im Mittelpunkt. Davon inhaltlich zu unterscheiden
ist die Diskursanalyse (Foucault 1991), die aus Kommunikationsakten die
Strukturen und Regeln abzuleiten versucht, nach denen eine Gesellschaft
(raumbezogenes) Wissen produziert (Glasze und Mattissek 2009; Schlott-
mann 2007), auch wenn das methodische Vorgehen in der Textarbeit häu-
ﬁg sehr ähnlich ist.
2.3.3 Automatische Verortung von Ortsbezeichnungen
Verortung von ortsbezogener Information ist die Abbildung und ggf. Vi-
sualisierung dieser Information auf einen Ausschnitt einer geeigneten
Umweltrepräsentation, die in einem wohl deﬁnierten Georeferenzsystem
oder kartographischen Bezugssystem vorliegen. Automatisiert wird die-
ser Vorgang vor allem im Kontext geographischer Informationsrückge-
38 Für ein Basisinventar pragmatischer Kontexte, in denen raumbezogene Information
verwendet werden kann (vgl.Howald und Katz 2011).
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winnung (engl. geographic information retrieval) Grounding genannt (Jo-
nes, Purves u. a. 2008). Einfachste Möglichkeit ist das Nachschlagen ei-
nes Ortsnamens in einem digitalen Ortsnamenverzeichnis (engl. gazet-
teer, vgl. Goodchild und Hill 2008). Neben Kontextinformationen wie Typ
und Bedeutung des Ortes ﬁnden sich dort auch geographische Koordina-
ten, die häuﬁg aber nur als Punktkoordinate oder umschreibendes Recht-
eck (engl. minimum bounding rectangle) ausgeprägt sind. Digitale Ortsna-
menverzeichnisse umfassen nur standardisierte, meist administrativ ge-
brauchte Ortsnamen. Daneben ist die Angabe einer prototypischen Punkt-
koordinate für ausgedehnte Ortslagen ebenso unbefriedigend wie die An-
gabe einer oberen Grenze für die ungefähre Lage eines Ortes.
Umgangssprachliche Ortsnamen oder Namen administrativ nicht ab-
gegrenzter Regionen müssen indirekt, z. B. durch den thematischen Kon-
text, in dem sie auftreten, verortet werden. Neben den bereits vorgestellten
Aggregationsverfahren auf Geo-Tags (vgl. Kap. 2.2.3) kommen vorrangig
Modelle gradueller Zugehörigkeit (engl. fuzzy membership, vgl. Kap. 2.2.2)
in Frage. Jones, Purves u. a. (2008) stellen einen Ansatz vor, bei dem Orts-
namen, die in den von einer Suchmaschine für einen bestimmten An-
frageterm (z. B. den Namen einer unscharfen Region) zurückgegebenen
Dokumenten auftreten, einzeln in einem Ortsnamenverzeichnis nachge-
schlagen und durch Kerndichteschätzungen (engl. kernel density estimati-
on) zu einer Fuzzy-Oberﬂäche aggregiert werden. Dabei werden zunächst
die den jeweiligen Orten zugeordneten Punktkoordinaten mit der Anzahl
ihres Auftretens gewichtet. Dabei ist das Problem der Mehrdeutigkeit von
Ortsnamen auf verschiedenen Ebenen zu lösen (Jones, Purves u. a. 2008):
• Mehrdeutigkeit des Referenten:
Verschiedene Orte haben denselben Namen.
• Mehrdeutigkeit der Referenz:
Verschiedene Namen verweisen auf denselben Ort.
• Mehrdeutigkeit des Referententyps:
Namen können Eigennamen oder Ortsnamen sein.
Anschließend werden durch Wahl eines geeigneten Entfernungsmaßes
(z. B. Radius) und eines geeigneten Kerndistanzmaßes (z. B. quadrati-
sche Abnahme mit der Entfernung) alle innerhalb dieses Entfernungs-
maßes liegenden Punkte in die Fläche extrapoliert. Mittels eines geeig-
neten Schwellwerts kann die graduelle Zugehörigkeit zu einem Polygon
dichotomisiert werden. Durch das Hinzunehmen von nicht-räumlichen
Begriﬀen zur Anfrage lassen sich Ausprägungen desselbenOrtes in unter-
schiedlichen thematischen Kontexten ermitteln (Jones, Purves u. a. 2008).
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Adams und Janowicz (2012) nutzen ein ähnliches Vorgehen zum Erstel-
len thematischer Fingerabdrücke für Orte. Dazu wird zunächst mittels
Extrapolation durch Kerndichteschätzung für verschiedene nicht-räumli-
che Begriﬀe anhand der in ihrem Kontext auftretenden Ortsnamen eine
globale Wahrscheinlichkeitsoberﬂäche ihres Auftretens errechnet. Es ist
also bekannt, wie wahrscheinlich Topic A an Ort X ist. Anschließend kön-
nen aus beliebigen Textdokumenten ihre bedeutungstragenden Begriﬀe
extrahiert und durch Überlagerung der zugehörigen, zuvor errechneten
Wahrscheinlichkeitsoberﬂächen Orte errechnet werden, die ähnliche The-
menschwerpunkte wie die in den Texten genannten auf sich vereinen.
Für die Verortung von Ortsangaben, die sich (wie beim Place-Graphen)
in ihrer Lage durch die Angabe räumlicher Relationen wechselseitig ein-
schränken, stellen Vasardani, Timpf u. a. (2013) ein manuelles Verfah-
ren zur Konstruktion einer (von ggf. mehreren möglichen) konsistenten
räumlichenKonﬁguration ausOrtsbeschreibungen in natürlicher Sprache
vor.39 Dabei wird wie folgt vorgegangen:
1. Platziere zunächst das relatum, das vermutlich die Anfrageregion
beschreibt.
2. Platziere anschließend jeweils das nächste relatum, für das eine Po-
sition bekannt ist. Finde für alle locata, die mit diesem relatum über
eine räumliche Relation verbunden sind, eine Lage, die die Relation
erfüllt.
3. Wiederhole den Vorgang für alle relata. Falls ein locatum schon in
einer früheren Iteration platziert wurde, überprüfe die Lage auf Kon-
sistenz mit den neu hinzukommenden Relationen. Finde im Kon-
ﬂiktfall eine neue Lage, die alle Relationen des locatum erfüllt.
4. Alle getroﬀenen Entscheidungen werden in einem Entscheidungs-
baum festgehalten, in dem im Fall nicht unmittelbar auﬂösbarer
Konﬂikte nach alternativen Lösungen für früher getroﬀene Ent-
scheidungen gesucht werden kann.
Alle Orte werden als Rechteck passender Lage repräsentiert. Abb. 2.16
zeigt ein Beispiel für die Verortung eines Place-Graphen.
Approximativ kann eine Verortung in Form einer räumlichen Kon-
ﬁguration auch automatisch errechnet werden. Schockaert, Smart und
Twaroch (2011) geben ein Verfahren an, das für locata aus den bekannten
Lagerelationen zu bekannten relata eine mögliche geometrische Lage ih-
rer Geo-Extensionen generiert. Durch iterative, zufällige Rekombination
39 Falls es eine konsistente Lösung gibt; vgl. das ǘǚ-vollständige Problem der planaren
Realisierbarkeit (Cohn und Renz 2007).
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Abbildung 2.16: Place-Graph und konstruierte mögliche Verortung (Vasardani, Timpf u. a.
2013).
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der gefundenen Lösung wird dabei der Lösungsraum so weit exploriert,
dass nach Abschluss des Verfahrens wiederum für jeden Punkt der Flä-
che eine graduelle Zugehörigkeit zum locatum und damit eine Fuzzy-
Oberﬂäche angegeben werden kann.
2.3.4 Ortsbezogene ƢƤƮ
Derzeit nehmen Ansätze zur Implementierung erster Funktionen ei-
nes ortsbezogenen Geoinformationssystems konkrete Formen an (Roche
2015), das Forschungsgebiet als solches steht aber noch am Anfang (Gao
u. a. 2013). Elwood, Goodchild und Sui (2013) benennen sechs Aufgaben
eines ortsbezogenen ǑǓǝ:
1. Unterstützung der Verknüpfung von Information auf der Basis von
Ortsnamen anstelle von Positionsangaben
2. Klären des Funktionsumfangs
3. Welche Arten von ǠǑǓ40 können die Datenbasis für ein ortsbezoge-
nes ǑǓǝ bilden?
4. Welche Forschung im Bereich der Kognitionswissenschaften ist nö-
tig, um die Funktionen eines ortsbezogenen ǑǓǝ bereitzustellen?
5. Was ist ein geeignetes Datenmodell?
6. Wie soll mit (räumlicher) Unschärfe umgegangen werden?
Nach Vasardani, Winter und Richter (2013) sind im Wesentlichen zwei
Fragen aus Nutzersicht besonders wichtig:
• Zu einem bestimmten Begriﬀ (nicht zwingend ein Ortsname) ist
eine geeignete Position (engl. location) zu ermitteln, an der er anzu-
treﬀen ist (vgl. hierzu auch Quesnot und Roche 2015).
• Ausgehend von einer bestimmten Position ist ein passender Orts-
name zu ermitteln.
Inbesondere müssen nach Vasardani, Winter und Richter (2013) solche
Systeme dazu zunächst ihre Fähigkeit unter Beweis stellen, sprachliche
Ortsbeschreibungen adäquat verarbeiten zu können. Gao u. a. (2013) be-
klagen insbesondere die mangelnde Möglichkeit zur semantisch infor-
mierten Inferenz auf ortsbezogenen Daten und betonen ebenfalls die Be-
deutung der Verarbeitung von Sprachdaten für die Erweiterung klassi-
scher ǑǓǝ um ortsbezogene Funktionen. Sie schlagen weitere Funktionen
vor, die ein solches System anbieten müsste:
40 Engl. volunteered geographic information, also von Freiwilligen, häuﬁg Laien, erhobene
Geodaten.
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• Ortsbezogene Verbundoperation: Aggregatfunktionen (z. B. Sum-
me oder Durchschnitt) auf räumlichen Datenbanken über Attribute
mehrerer Orte, die durch ein topologisches Prädikat (z. B. Teil von
oder gelegen bei) verbunden sind
• Ortsbezogener Puﬀer: topologische Puﬀerfunktion, die anstelle ei-
nes metrischen Bereichs benachbarte Netzwerkknoten oder parto-
nomische Relationen nutzt
• teilweise/graduelle Überlappung vonOrten anstelle eindeutiger par-
tonomischer Hierarchien
Ob zwei Orte als benachbart aufeinander bezogen werden, hängt da-
bei von der Fortbewegungsart und der gewählten Betrachtungsebene ab
(vgl.Montello 1993); Nähe kann auch durch rein semantische Ähnlich-
keit der Orte (z. B. auf Basis von Kookkurrenzanalysen) deﬁniert sein. Für
den ortsbezogenen Join und den ortsbezogenen Puﬀer nennen Gao u. a.
(2013) Beispiel-Implementierungen, die teilweise Überlappung von Orten
wird als Desiderat beschrieben.
Eine automatische Verarbeitung und Nutzung ortsbezogener Informa-
tion sind durch den Forschungsansatz von Kim, Vasardani und Winter
(2015b), Vasardani, Winter und Richter (2013), Vasardani, Timpf u. a.
(2013) und Winter, Kealy u. a. (2011) bereits folgende Aufgaben realisiert:
1. Theoretische Fundierung des Ortsbegriﬀs durch Analyse der Vorar-
beiten
2. Eigene empirische Vorarbeiten zur Schärfung des Problemverständ-
nisses
3. Automatische Extraktion ortsbezogener Information aus Sprachda-
ten
4. Aufbau eines Place-Graphen unter Nutzung von Relationen aus den
Bereichen Richtung, Topologie, Anordnung und Entfernung
5. Fähigkeit zur Inferenz transitiver Relationen durch Kompositions-
tabellen für Topologie und Richtung
6. Repräsentation intersubjektiv unterschiedlicher Sichtweisen und
Verfahren zum automatisierten Abgleich (engl. matching) und zur
Zusammenführung (engl. merging)
7. Verfahren zur Verortung indirekt georeferenzierter Orte (locata)
Der automatisierte Abgleich erweitert dabei die bislang vorgestellten Ähn-
lichkeitsmaße auf Orten (vgl. Abb. 2.2.4). Der Abgleich unterschiedlicher
Place-Graphen kann dabei auf verschiedene Weisen erfolgen:
• Übereinstimmung zwischen Knoten durch String-Matching
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• Berücksichtigung von Synonymen bzw. paarweise Ähnlichkeit der
semantischen Färbung (engl. gloss vectors, vgl. Patwardhan und Pe-
dersen 2006) aller in den Ortsbeschreibungen auftretenden Begrif-
fe; berücksichtigt wird die maximale beobachtete Ähnlichkeit.
• Berücksichtigung der Strukturähnlichkeit zwischen Knoten (Mel-
nik, Garcia-Molina und Rahm 2002); Knoten sind umso ähnlicher,
je mehr gleichlautend typisierte Kanten zu anderen Knoten sie be-
sitzen; mehrdeutige Kanten verringern die Ähnlichkeit.
Das Zusammenführen der Graphen auf Grundlage der erkannten Über-
einstimmung wird als Desiderat beschrieben, da entsprechende Regeln
für das Zusammenführen der Knotenattribute und Kanten, an denen die
Knoten beteiligt sind, zu entwickeln sind (vgl. Abb. 2.17).
Daneben gibt es Ansätze, Funktionen eines ortsbezogenen ǑǓǝ in Wikis
zu implementieren. Roche und Feick (2012) benennen die Anforderungen
für einen solchen Ansatz, die übliche Wiki-Funktionen an den ortsbezo-
genen Fall anpassen:
• Für jeden Ort gibt es eine unbeschränkte Zahl an Geo-Features, die
jeder Nutzer anlegen oder ändern kann.
• Der Aushandlungsprozess der Datengenerierung und -änderung ist
oﬀen nachvollziehbar (history).
• Entwicklungsschritte (diﬀs)müssen in geeigneter Weise visualisiert
werden können, insbesondere bezüglich der Übereinstimmung
bzw. Abweichung verschiedener Nutzer hinsichtlich ihrer getrof-
fenen Setzungen eines Ortes.
Eine Implementierung ﬁndet sich z. B. in Priedhorsky (2010). Stein und
Schlieder (2013) erweitern den Ansatz um eine Alterungsfunktion für Fea-
tures, die kurzzeitig relevanteHindernisse für die Alltagsmobilität darstel-
len können (z. B. Baustellen oder Schneeverwehungen). Solche Features
können von denNutzern kartiert werden undwerden nach einer bestimm-
ten Zeitspanne automatisch inaktiv.
2.3.5 Auswirkungen der Verarbeitung von Sprachdaten auf
das Ortsmodell
Unabhängig davon, ob das Ortswissen manuell oder automatisch aus
Sprachdaten extrahiert wird, bieten sich graphbasierte Ansätze zur Mo-
dellierung dieses Wissens an. Der Place-Graph tritt als fünfte Variante
(vgl. Kap. 2.2.5) neben die zuvor bereits benannten Repräsentationen, bei
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Abbildung 2.17: Zwei Place-Graphen und der aus ihrer Zusammenführung resultierende
Graph (Kim, Vasardani und Winter 2015b).
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der auf eineModellierung einer Geo-Extension und damit auf das Feststel-
len einer Ausprägung in einer Umweltrepräsentation ausdrücklich ver-
zichtet werden kann. Modelliert werden ausschließlich die sprachlichen
Bezugnahmen aufOrte. Beziehungen zwischenOrten können ausOrtsbe-
schreibungen extrahiert und auf standardisierte Inventare von Relationen
abgebildet werden, auf denen Kalküle zur Inferenz transitiver Relationen
unterstützt werden.
2.4 Raumhandeln
Raumhandeln umfasst das Verfolgen eines Handlungsziels in einer Um-
welt. Dabei werden Orte durch Ortsbewegung zu einer Handlungsse-
quenz integriert (Amin und Thrift 2002; Cresswell 2010; Curry 2002,
vgl. Kap. 2.2.1). Beobachtbare Aspekte sind neben dem durch sprachli-
che Äußerungen vermittelten Raumwissen (vgl. Kap.2.3) Bewegungsver-
halten und räumliche Entscheidungen. Cresswell (2010) unterscheidet
konsistent zur Beobachtung von physischem, sozialen und angeeignetem
Raum bei Bourdieu (1991) bezüglich des Bewegungsverhaltens körperli-
che Bewegung, die Funktion einer Bewegung (Repräsentation) und die
tatsächliche individuelle Ausführung (Praxis). Dabei lassen sich verschie-
dene Dimensionen von Bewegung hinterfragen (Cresswell 2010; Laube
2009):
• Wie schnell ist die Bewegung?
• Welchen Pfaden folgt die Bewegung?
• Welche wiederholten Sequenzen weist eine Bewegung auf
(Anordnung)?
• An welchen anderen bewegten Personen oder Objekten orientiert
sich die Bewegung (Schwarmverhalten)?
• Welche äußeren Ereignisse wirken auf die Bewegung ein?
• Warum bewegt sich jemand oder etwas?
• Von welcher Stimmung ist die Bewegung getragen?
• Welche Pfade werden bewusst wahrgenommen (Tunneleﬀekt)?
• Wie kommt eine Bewegung zum Abschluss
(freiwillig, abrupt oder erzwungen)?
Die ersten vier Fragen lassen sich direkt aus Daten zum Bewegungsver-
halten beantworten, wenn Daten in hinreichender zeitlicher Auﬂösung
für mehrere Personen zur Verfügung stehen. Das Routenwissen über
die Umwelt kann dabei gut durch Straßennetzwerke beschrieben werden
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(vgl. Kap. 2.1.3). Äußere Ereignisse können von Sensoren stammen. Die
übrigen Fragen können nur indirekt aus der sprachlichen Bezugnahme
der Handelnden abgeleitet werden.
Im Folgenden werden zunächst Unterschiede im routinierten Umgang
mit einer bekannten und der Neuaneignung einer bislang unbekannten
Umwelt beschrieben (Kap. 2.4.1 und Kap. 2.4.2). Anschließend wird die
verfügbare Methodik zur Analyse von Bewegungsverhalten (Kap. 2.4.3)
und zur automatischen Benennung interessanter Muster beschrieben.
Zum Abschluss werden die für die Fragestellung der vorliegenden Arbeit
nötigen Anforderungen benannt (Kap. 2.4.5).
2.4.1 Im Alltag
Routinierte Alltagsmobilität deﬁniert den Aktionsraum (Friedrichs 1990)
einzelner Menschen. Im Wesentlichen dient das Bewegungsverhalten
dem eﬃzienten Ortswechsel zwischen Standorten, an denen die ei-
genen Grunddaseinsfunktionen (darunter Wohnen, Arbeiten, Freizeit,
Sich-Versorgen, Sich-Bilden, vgl.Maier u. a. 1977) vollzogen werden. Die
Notwendigkeit zur Ortsbewegung (Am-Verkehr-Teilnehmen) kann als
Grunddaseinsfunktion zweiter Ordnung beschrieben werden (Maier u. a.
1977).
Lange Zeit war es technisch nicht möglich, die alltäglichen Routinen
einzelner Personen detalliert nachzuvollziehen. Heute bieten beispiels-
weise Daten, die in sozialen Netzwerken freiwillig zur Verfügung gestellt
werden, Einblick in das individuelle alltägliche Bewegungsverhalten (Ro-
che 2015). Durch die Nutzung von Smartphones haben die Anbieter von
mobilen Funkzellen auch ohne Zustimmung der Nutzer Einblick in alltäg-
liche Routinen. Daraus lassen sich zumindest Wohnort und Arbeitsstät-
te zuverlässig ableiten (Isaacman u. a. 2011; Millonig, Brändle u. a. 2009;
Zhu, Zheng und Yang 2011).
ǑǓǝ-gestützte Analysen versuchen, die sprachliche Schilderung der All-
tagserfahrungen mit Aktionsräumen in Verbindung zu setzen (Mennis,
Mason und Cao 2013; Orlowski 2011). Mennis, Mason und Cao (2013)
verbinden damit eine Analyse der emotionalen Bewertung von Standor-
ten (vgl. Abb. 2.18); Orlowski (2011) versucht zu ermitteln, welche Fak-
toren bei Arbeitslosen zu einer erheblichen Einschränkung ihres Akti-
onsraums führen. Beide Ansätze abstrahieren bzw. anonymisieren, da
bei hinreichender raumzeitlicher Auﬂösung der eigene Aktionsraum eine
Person identiﬁzierbar macht. Aufenthaltsschwerpunkte über den Alltag
hinaus (Aktionsreichweite) lassen sich z. B. mittels der Bewegungsspuren
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Abbildung 2.18: Durch sprachliche Äußerungen benannter, aus Bewegungsdaten abgeleiteter
Aktionsraum eines Probanden (Mennis, Mason und Cao 2013).
einer Person über einen längerenZeitraumbestimmen (Kremer und Stein
2014).
2.4.2 Als Tourist
Vorrangiges Kennzeichen von Tourismus ist der Wunsch, die Routinen
des Alltags für eine bestimmte Zeit hinter sich zu lassen (Enzensber-
ger 1958). An der Tourismusdestination haben die Touristen noch keine
Raumbindung, was mit dem Gefühl von Freiheit verbunden wird. Touris-
tische Werbung ist daher besonders dann erfolgreich, wenn sie mit Fotos
von menschenleeren, einladenden Orten wirbt (Wöhler 2011). Unabhän-
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gig von einer konkreten Ortskenntnis wenden Touristen ihre soziokultu-
rell erlernten Deutungsmuster (Löfgren 1999, vgl. Kap. 2.2.1) auf die un-
bekannte Umwelt an und eignen sich diese rasch an.
Elemente touristischer Erfahrung
Die touristische Erfahrung der unbekannten Umwelt ist dabei durch Orts-
bewegung moderiert. Löfgren (1999) betont die Bedeutung der Bewe-
gungsart (z. B. zu Fuß oder mit dem Auto) für die Qualität und Inten-
sität der Wahrnehmung. Er charakterisiert die touristische Erfahrung als
ein räumlich und zeitlich beschränktes Erlebnis, das vorab in Form einer
bestimmten Erwartungshaltung antizipiert wird, die sich erfüllen kann,
aber auch enttäuscht werden kann (Tussyadiah 2010). Urry (1999) betont
die besondere Bedeutung des Visuellen für die touristische Erfahrung.
Aussichten und Sehenswürdigkeiten stellen die Schwerpunkte touristi-
scher Aktivitäten dar (Löfgren 1999). Die Dokumentation der visuellen
Erlebnisse durch Fotos dient zum einen als Beweis der eigenen Teilhabe
(Moir 2010; Schurian-Bremecker und Köck 2001) als auch als Anker für
Reiseerzählungen (Löfgren 1999). Die Suche nach dem Malerischen bzw.
Abbildenswerten (engl. picturesque), das sich in ästhetisch wertvollen Fo-
tos abbilden lässt, kann dabei verschiedenen Strategien folgen (Urry und
Larsen 2011):
• romantisch: Aura eines Ortes
• gemeinschaftlich: geteilte Erinnerungen
• spektakulär: kurze Ereignisse oder Episoden
• systematisch: dokumentarische Sammlung
• anthropologisch: Beobachtung und Interpretation
Unabhängig von der verwendeten Strategie kann das Fotograﬁeren als
Tätigkeit verstanden werden, durch die der Fotograf Kontrolle über eine
neue, bislang unbekannte Umwelt ausübt, insofern er sie als Bildinhalt in
Szene setzt (Urry 1999).
Analysen touristischen Bewegungsverhaltens
Die Analyse touristischen Bewegungsverhaltens erlaubt ein besseres Ver-
ständnis touristischer Entscheidungen. Entsprechende Hintergrundtheo-
rien sind entscheidungs- und aktivitätsbezogen (Barten u. a. 2010) oder
leiten Verhaltensvorhersagen aus den Einschränkungen der Umwelt ab
(Dietvorst 1994). Da ein routiniertes Bewegungsverhalten bei Touristen
nicht gegeben ist, entscheidet sich die nächste Aktivität abhängig von
• den Angeboten der Umwelt (z. B. Sehenswürdigkeiten in der Nähe),
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• den Motiven des Touristen,
• den soziokulturellen und individuellen Vorstellungen und Präferen-
zen des Touristen,
• der Erwartungshaltung des Touristen (z. B. anhand von Reisebro-
schüren) sowie
• sozialen Verpﬂichtungen (z. B. bei Gruppenreisenden)
kontinuierlich neu (Barten u. a. 2010; Dietvorst 1994; Lew und McKercher
2006; McKercher und Lau 2008). Besuchspläne ändern sich also während
eines Aufenthalts (Barten u. a. 2010).
Bewegungsverhalten wird in der traditionellen Tourismusforschung
aus Reisetagebüchern abgeleitet (McKercher und Lau 2008). Dazu kommt
die Analyse touristischer Fotos (Haldrup 2004) und die Erhebung des ver-
fügbaren Zeitbudgets (Barten u. a. 2010; Hall und Page 2014). Shoval und
Isaacson (2009) beschreiben die Nutzung von Ǒǚǝ-Daten.
Haldrup (2004) ermittelt unterschiedliche Bewegungsstile:
• Wohnen: stark auf einen Standort (z. B. Hotel) bezogene Erfahrung
• Navigieren: auf den eﬃzienten Besuch einer vorab geplanten Zahl
von Sehenswürdigkeiten fokussierte Erfahrung
• Driften: auf die Aﬀordanzen der Umwelt eingehende Erfahrung
Durch einfache Aggregation der Bewegungsspuren lassen sich touristi-
scheHauptaufenthaltsorte bestimmen (Dietvorst 1994; Freytag 2010). Lew
und McKercher (2006) und McKercher und Lau (2008) extrahieren qua-
litative Typologie von Bewegungsmustern (vgl. Abb. 2.19). Die Besuchs-
sequenz von Orten an der Destination deﬁniert topologische Pfade, die
sich netzwerkbasiert analysieren lassen (Barten u. a. 2010; Dietvorst 1994;
Girardin, Vaccari u. a. 2009). Aggregiert ergibt sich ein probabilistischer
Übergangsgraph mit touristisch interessanten Orten als Knoten, dessen
gerichtete Kanten mit der Frequenz ihrer Transition gewichtet sind (Gi-
rardin, Calabrese u. a. 2008). Die Bedeutung der Orte lässt sich messen,
indem der Place Rank (El-Geneidy und Levinson 2011, analog zum Pa-
ge Rank, vgl. Brin und Page 1998) der Netzwerkknoten berechnet wird
(vgl. Abb. 2.20). Durch Beobachtung über einen längeren Zeitraum lässt
sich eine Veränderung der Bedeutung einzelner Orte feststellen (Girardin,
Vaccari u. a. 2009). Auf der Grundlage desGraphen lässt sich das raumzeit-
liche Verhalten von Touristen mit erwartetem (häuﬁgem) Verhalten kon-
trastieren und mit bestimmten soziodemographischen Eigenschaften des
Touristen erklären (Barten u. a. 2010). So lassen sich unterschiedliche Be-
suchstypen ableiten: Einheimische Touristen wenden z. B. den gesamten
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Abbildung 2.19: Beispiele für Typen touristischer Exploration an der Destination ausgehend
von der Unterkunft (Lew und McKercher 2006).
Besuch gezielt für eine Attraktion auf, während Tagestouristen eine ganze
Reihe verschiedener Attraktionen zu einer Route kombinieren (Dietvorst
1994).
2.4.3 Analyse von Bewegungsspuren
Zur Analyse von Bewegungsspuren gibt es ein Standardrepertoire an aus-
gereiften Ansätzen (Buchin u. a. 2011; Laube 2009; Millonig und Gartner
2011), anhand derer im Folgenden die wesentlichen Methoden vorgestellt
werden. Ausgereifte technische Werkzeuge zur Visualisierung und Ana-
lyse stellen u. a. Andrienko u. a. (2013), Kraak und Huisman (2009) sowie
Prelipcean, Gidófalvi und Susilo (2014) bereit.
Allgemein setzt sich eine Bewegungsspur aus einer Sequenz von raum-
zeitlichen Messpunkten zusammen, bestehend aus geographischer Län-
ge, Breite, ggf. Höhe und dem Zeitstempel. Durch lineare Interpolation
werden die Messpunkte zu einer Bewegungsspur integriert.41 Zwischen
zwei Messpunkten lassen sich mit der Richtung der Bewegung und der
Geschwindigkeit zwei weitere Attribute berechnen. Mit der Analyse von
Bewegungsspuren können häuﬁg verwendete Routen, die Art der Fortbe-
wegung (zu Fuß, Auto, Bus, …) und bestimmte Bewegungsmuster erkannt
41 Terminologisch kann zwischen der reinen Verhaltenssequenz und der um
semantische Information angereicherten eigentlichen Bewegungsspur unterschieden
werden. Mit Bewegungsspur wird im Folgenden abweichend davon auch die
Verhaltenssequenz bezeichnet.
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Abbildung 2.20: Beispiel für einen Graphen der Besuchssequenzen für bestimmte Orte (Girar-
din, Vaccari u. a. 2009).
werden. Entsprechende Zusatzdaten aus Befragungen vorausgesetzt, kön-
nen auch die mit der Bewegung verbundenen Handlungsziele rekonstru-
iert werden. Obwohl verschiedene andere Umweltmodelle in Frage kom-
men (vgl. Laube 2009), werden Bewegungsspuren häuﬁg in Bezug auf
Straßennetzwerke analysiert. Die entsprechenden Messdaten können auf
unterschiedliche Weise gewonnen werden:
• direkt: Ǒǚǝ, ǡǖǋǘ, ǜǐǓǎ oder Funkzelle
• inferiert: z. B. aus Überwachungsvideos
• rekonstruiert: Reisetagebücher (McKercher und Lau 2008), Beob-
achtung oder Befragung
Auch anonymisiert können die Daten häuﬁg sehr gut auf Einzelperso-
nen bezogen werden. Daher bestehen datenschutzrechtliche Bedenken
für ihre Verwendung. Für eine Zusammenfassung der aktuellen Debat-
te vgl. z. B. Kremer und Stein (2014).
Vorverarbeitung
Vor einer weiteren Analyse lassen sich Bewegungsspuren auf die Daten-
qualität untersuchen. Insbesondere kann eine Verbesserung durch folgen-
de Schritte erreicht werden (Lee und Krumm 2011):
• Erkennung von Ausreißern
• Erkennung von Signalverlust
• Glättung der Bewegungsspur
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Die Glättung der Bewegungsspur kann statistisch durch Kalman-Filter
(vgl.Wendel 2011), geometrisch (vgl. Stein 2003) oder durch Abgleich mit
Umweltwissen (map matching, vgl. Zhu, Zheng und Yang 2011) erfolgen.
Berechnung von Indikatoren
Für die Berechnung weiterer Indikatoren lassen sich raumzeitliche Kon-
textoperatoren deﬁnieren:
• lokal: nur ein Messpunkt
• intervallbasiert: ein festes Zeitintervall oder eine durch einen festen
Radius deﬁnierte Distanz, z. B. eine gleitende Nachbarschaft um ei-
nen Messpunkt
• episodal: Segmente der Bewegungsspur mit ähnlichem Verhalten
• global: die gesamte Bewegungsspur
Innerhalb eines Kontextoperators lassen sich folgende Indikatoren für ei-
ne Verhaltensänderung berechnen:
• Änderungsrate der Bewegungsrichtung (Winkel/Zeit)
• Geschwindigkeitsverhältnis (maximale/minimaleGeschwindigkeit)
• Umweg (tatsächliche Pfadlänge/kürzester Weg)
• Gewundenheit (Winkelamplitude/Pfadlänge)
• Kurvigkeit (kumulierter Winkelbetrag/Pfadlänge)
• Abweichung der aktuellen Bewegungsrichtung von der Richtung, in
der das Ziel liegt
• Annäherungsrate (Weggewinn zum Ziel/Zeit)
Mustererkennung
Auf der Bewegungsspur lassen sich im Sinne von Fayyad, Piatetsky-
Shapiro und Smyth (1996) Muster deﬁnieren, die bestimmte Verhaltens-
sequenzen operationalisieren. Begriﬄich sindMuster erster Ordnung, die
statisch auf die Umwelt bezogen sind, von Mustern zweiter Ordnung von
bewegten Objekten zueinander zu unterscheiden. Ein einfaches Beispiel
für ein Muster erster Art ist ein Stopp der Bewegung, Beispiele für Mus-
ter zweiter Ordnung sind konforme Bewegung, Begegnung oder Vorbild
(Jeung, Yiu und Jensen 2011). Muster können auf verschiedene Weise
bestimmt werden:
• manuell
• umweltbezogen: Deﬁnition bestimmter Zielbereiche in einer Um-
weltrepräsentation
• zeitgeographisch: durch Angabe bestimmter Zielzeiträume
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• probabilistisch42 (z. B. Hidden Markov Model, Zhou u. a. 2007)
• grammatikalisch (z. B. tree-adjoining grammar, Kiefer 2012)
Eine Mustererkennung ist insofern schwierig, da die konkrete Ausprä-
gung eines Musters von den räumlichen Einschränkungen vor Ort und
von der Maßstabsebene abhängt, auf der das Muster realisiert ist. Hand-
lungsziele (Intentionen) und damit das Relevant-Werden anderer Mus-
ter zur Realisierung des neuen Ziels im Ortsnetzwerk lassen sich hin-
reichend schnell erkennen, um in Echtzeit darauf reagieren zu können
(Kiefer 2012). Die Verhaltenssequenz einer bestimmten Person, die unter
einem bestimmten Handlungsziel vollzogen wird, kann sich allerdings
mit der Zeit ändern. Dies kann z. B. durch probabilistische Methoden des
maschinellen Lernens kompensiert werden (z. B. Zhou u. a. 2007).
Extraktion interessanter Orte
Ein wichtiger Einsatzzweck der Mustererkennung ist die Extraktion inter-
essanter Orte (im einfachsten Fall durch Stopperkennung, vgl.Millonig,
Brändle u. a. 2009). Zheng und Xie (2011) schlagen einen für Empfeh-
lungssysteme geeigneten Ansatz vor:
1. Alle Stützpunkte der Tracks aller Nutzer werden mittels eines Dis-
tanzmaßes zu Knoten geclustert.
2. Orte und ihre Extension ergeben sich durch kombinierte Anwen-
dung geeigneter Dichte- und Distanzmaße (vgl. Zhou u. a. 2007).
3. Für jeden Nutzer ergibt sich wiederum ein Graph der Besuchsse-
quenz.
4. Orte und dazwischen liegende Kanten (Pfade außerhalb von Orten)
werden durch Anzahl der Nutzer gewichtet, die sie besucht haben.
Aus diesem Ortsnetzwerk lassen sich sowohl individuelle Bewegungs-
muster als auch häuﬁg benutzte Pfade ablesen. Bei einer Verwendung in
Empfehlungssystemen können die Orte anhand neu hinzukommender
Daten dynamisch gelernt und aktualisiert werden (Millonig, Brändle u. a.
2009).
Das nachträgliche Berechnen von passenden Ortsnamen sowie weite-
ren Attributen (z. B. Aﬀordanz- bzw. Aktivitätsbereichen) zu den extrahier-
ten interessanten Orten kann anhand von Ortsnamenverzeichnissen oder
Folksonomien erfolgen, in denen das nötige Umweltwissen und ein geeig-
netes (z. B. geometrisches oder topologisches) Prädikat für Nähe vorhan-
42 Genauso wie beim Sprachhandeln (vgl. Kap. 2.3.1) kommt es auch bei räumlicher
Bewegung zu Pfadabhängigkeiten.
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den sind (Zhou u. a. 2007).43 Für umgangssprachliche Ortsbeschreibun-
gen wird in Assistenzsystemen vielfach eine Benennung unmittelbar vor
Ort von Nutzern erfragt (Richter, Winter u. a. 2012; Schmid und Kuntzsch
2009; Winter, Kealy u. a. 2011; Zhou u. a. 2007).
Für die Analyse von Bewegungsspuren stehen Standarddatensätze wie
z. B. die Microsoft GeoLife Trajectories (Zheng, Zhang u. a. 2009) zur Ver-
fügung. Diese verfügen jedoch über die Bewegungsart (Bus, zu Fuß, U-
Bahn, Auto, Taxi, Bahn) hinaus über keinerlei semantische Zusatzinfor-
mationen.
2.4.4 Zeitgeographische Mobilitätsanalyse
Durch zeitliche Dynamisierung wird aus Orten integrierendes Bewe-
gungsverhalten (Curry 2002). Ausgehend von der Bewegung ist Ort nur
noch ein Aspekt an der Bewegung, aber keine eigenständige Analyseein-
heit (Miller 2007). Für die Analyse der zeitlichen Dimension von Bewe-
gungsspuren ist die Zeitgeographie gut geeignet (Hägerstraand 1970).
Allgemein unterstützt Zeitgeographie die Analyse der raumzeitlichen Ein-
schränkungen, denen Raumhandeln bezüglichmöglicher Aufenthaltsorte
einer bestimmten Menge an fest geplanten Aktivitäten unterliegt (Rau-
bal, Miller und Bridwell 2004). Eine geeignete Formalisierung gibt Miller
(2005).
Ein Raum-Zeit-Diagramm visualisiert das Bewegungsverhalten einer
Person durch einen raumzeitlichen Pfad in einem dreidimensionalen Ko-
ordinatensystem bezüglich geographischer Länge und Breite und dem
Zeitverlauf. Unter der Annahme eines bestimmten Zeitlimits und einer
maximalen Geschwindigkeit des Reisenden, dem Fehlen geplanter Akti-
vitäten und räumlicher Einschränkungen in der Umwelt limitiert das Zeit-
budget den in dieser Zeit maximal möglichen Aufenthaltsort in Form ei-
nes Entfernungsradius. Im Zeitverlauf ergibt sich ein zeitgeographischer
Trichter, der sich ausgehend von der Startposition bis zum Zeitlimit öﬀ-
net. Der Trichter stellt eine obere Grenze dar: Alle in dieser Zeit möglichen
raumzeitlichen Pfade liegen innerhalb dieses Trichters, dem möglichen
Pfadraum (Miller 2005). Unter der zusätzlichen Annahme, dass Start- und
Zielpunkt identisch sein sollen (z. B. der Wohnort am Anfang und Ende
des Tages) öﬀnet sich der Trichter nur bis zum in der Hälfte der Zeit mög-
43 z. B. Google Maps Geocoding ǋǚǓ
(https://developers.google.com/maps/documentation/geocoding/intro,
21.07.2015)
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Abbildung 2.21: Zeitgeographische Analyse möglicher Aufenthaltsorte durch ein Raum-Zeit-
Prisma (Kremer und Schlieder 2014).
lichen Radius, um anschließend wieder gegen den Zielort zu konvergie-
ren. Die Kombination aus unterem und oberem Trichter wird Raum-Zeit-
Prisma genannt (Miller 2005, vgl. Abb. 2.21).
Die Projektion des möglichen Pfadraums auf den geographischen
Raum ergibt die mögliche Pfadﬂäche. Kommt als Umweltrepräsentati-
on ein Straßennetzwerk zum Einsatz (Kuijpers u. a. 2010), können Auf-
enthaltsorte außerhalb des Netzwerks ausgeschlossen werden. Abb. 2.22
veranschaulicht die schrumpfende mögliche Pfadﬂäche für bestimmte
Zeitpunkte.
Raubal, Miller und Bridwell (2004) beschreiben auf Basis der Zeitgeo-
graphie einen ortsbezogenen Dienst für Geschäftsreisende. Der Funkti-
onsumfang umfasst
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Abbildung 2.22: Mit der Zeit schrumpfendemögliche Pfadﬂäche (Kremer und Schlieder 2014).
• raumzeitliche Freiheitsgrade für bestimmteAktivitäten (d. h. das Vo-
lumen des Prismas),
• Erreichbarkeitsanalysen für bestimmte Aktivitäten und
• mögliche Treﬀpunkte für Personen mit unterschiedlichen terminli-
chen Einschränkungen.
Annahme in diesem Szenario ist jeweils, dass nur kleine Zeitintervalle zur
Verfügung stehen und ein geringer Handlungsspielraum optimal genutzt
werden soll.
2.4.5 Auswirkungen der Verarbeitung von Bewegungsdaten
auf das Ortsmodell
Auf Bewegungsspuren sind Orte Muster, die auf verschiedene Weise aus
Bewegungsdaten extrahiert werden können. Die raumzeitlichen Mess-
punkte von Tracks können daneben zur Analyse der zeitlichen Rhythmi-
sierung der Tracks verwendet werden, z. B. über zeitgeographische Ana-
lysen. Dynamische Ortsnetzwerke, deren Kanten mit frequenzbasierten
Übergangswahrscheinlichkeiten annotiert sind, lassen sich durch Aggre-
gation einzelner Bewegungsspuren errechnen. Für Handlungsziele, die
Ortsbewegung zwischen Orten erfordern, stellen Umweltrepräsentatio-
nen wie Achsenkarten oder Straßennetzwerke, kombiniert z. B. mit aus
Folksonomien extrahierten Aﬀordanzbereichen, optimale Unterstützung
bereit.
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Forschungsinteresse Strukturmuster Einzelfall
akzidentielle Nutzung big spatial data (Vatsavai u. a.
2012)
ƶgƩ (Goodchild 2007)
gezielte Erhebung collective sensing, z. B.
Erdfernbeobachtung (Blaschke
u. a. 2011)
close monitoring (Schlieder
und Kremer 2011)
Tabelle 2.6: Bewertung der vorgestellten Umweltrepräsentationen bezüglich der genannten
Anforderungen.
2.5 Ansätze zur integrierten Analyse von Sprache
und Mobilität
Mit der Metapher des nahen und fernen Lesens (engl. close vs. distant rea-
ding, vgl.Moretti 2013) lassen sich Forschungsansätze, die den Einzelfall
würdigen, von solchen unterscheiden, bei denen auf großen Datenmen-
gen nach Strukturähnlichkeiten gesucht wird. Zusätzlich lassen sich An-
sätze danach unterscheiden, ob Daten gesteuert durch den Forscher er-
hoben werden. Tabelle 2.6 nennt Beispiele für die möglichen Erhebungs-
arten: Die Qualität der Daten liegt bei einer gezielten Erhebung höher
als bei einer akzidentiellen Nutzung. Zudem gibt die Auswahl einer klei-
nen Stichprobe mehr Kontrolle über die Einzelfälle (Kitchin und Lauriault
2014). Einen besonderen Schub für die Digital Humanities und die Com-
putational Social Science versprechen sich Kitchin und Lauriault (2014) al-
lerdings, wenn diese kleinen, hoch auﬂösenden Samples mit großen stan-
dardisierten Datenbeständen verknüpft werden.
Die Kombination von Methoden zum Ausgleich wechselseitiger Deﬁ-
zite wird als Triangulation bezeichnet (Flick 2011). Wie erwähnt kann so
z. B. Bewegungsverhalten (vgl. Kap. 2.4.3) durch Informationen über die
zugrunde liegendenMotive angereichert werden (Laube 2009). Im Folgen-
den sollen bestehende Forschungsansätze für Close-Monitoring-Analysen
im Sinne dieser Arbeit ortsbezogene Sprachdaten zu Bewegungsverhalten
in Beziehung setzen.
Psenner (2004) kombiniert manuell Fotos und verbale Beschreibung
mehrerer Probanden, die während einer vorgegebenen Navigationsauf-
gabe aufgenommen wurden. Fotos sind hierbei mit einem Standort und
verbalen Beschreibungen assoziiert. Sie werden aufsteigend in zeitlicher
Folge sortiert, sodass sie durch einfaches Verschieben der Folge manuell
auf den nächsten Standort synchronisiert werden können. Durch die An-
merkungen der Probanden zu einem Foto können so die Blickwinkel und
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Abbildung 2.23: Vergleichende Auswertung der Fotos und Aussagen zu einem Wegabschnitt
(Psenner 2004).
zugehörigen Aussagen der Probanden während der Navigationsaufgaben
Schritt für Schritt vergleichend ausgewertet werden (Abb. 2.23).
Kazig und Popp (2011) stellen mit dem kommentierten Parcours ei-
ne Methode vor, mithilfe derer der Einﬂuss des soziokulturellen Hinter-
grunds auf Navigationsaufgaben ermittelt werden soll. Die Probanden be-
schreiben dabei die während der Lösung einer Navigationsaufgabe wahr-
genommenen Umweltelemente und reﬂektieren ihren Lösungsansatz in
einer Nachbesprechung (vgl. Abb. 2.24). Die Daten werden genutzt, um
das durch körperliche Erfahrung vor Ort gewonnene praktische Wissen
(vgl. Schatzki 2002) der Probanden zu extrahieren.
Degen und Rose (2012) regen Einwohner verschiedener Städte wäh-
rend eines begleiteten Stadtspaziergangs dazu an, möglichst frei über ih-
re Empﬁndungen und Bewertungen vor Ort zu sprechen. Hintergrund ist
die Bestrebung, Daten möglichst nahe an der körpergebundenen Erfah-
rung bei der Bewegung vor Ort zu gewinnen. Paradoxerweise berichten
vor Ort viele Probanden ausführlich von ihren Erinnerungen zu einem
Ort, ohne ihn näher zu betrachten. Nachträgliche Interviews, bei denen
mittels Fotoelizitation (Dirksmeier 2013) Erzählanreize gesetzt werden, er-
gänzen den Datenbestand. Beide Methoden kommen ohne automatische
Analysen aus.
Kwan und Ding (2008) bereiten biographische Narrative über bestimm-
te Tagesabläufe in der Vergangenheit der Probanden (am Beispiel von
9/11) aus Sprachdaten, Fotos und Videos zu aktivitätsbezogenen Tagebü-
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Abbildung 2.24: Beispiel für einen intersubjektiv als unattraktiv bezeichneten Straßenabschnitt
(Kazig und Popp 2011).
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chern computergestützt zu zeitgeographischen Pfaden auf, um diese mit-
tels Analyse in einem ǑǓǝ auf Übereinstimmungen und Muster untersu-
chen zu können.
Ein sozialwissenschaftliches, empirisch zugängliches Mehrebenenmo-
dell zur schrittweisen Integration von alltäglichem Raumhandeln in Dis-
kurse über Räume legen Christmann und Büttner (2011) vor:
1. Raumpioniere als Einzelakteure gestalten unmittelbare körperlich
erfahrbare Umwelt oder kommunizieren ihre eigene Erfahrung.
2. Lokale Akteursgruppen von Raumpionieren handeln in der Kom-
munikation über ihr eigenes Raumhandeln Wirklichkeitsdeutun-
gen aus.
3. Mehrebenennetzwerke etablieren den Kontakt zwischen Interes-
sensvertretern unterschiedlicher Akteursgruppen (z. B. Anwohner,
kommunale Verwaltung und Investoren).
4. Über die lokale Presse wird ein öﬀentlicher Diskurs über Diskussio-
nen zwischen den Interessensvertretern hergestellt.
Der methodische Zugang für empirische Studien ist ausschließlich text-
basiert. Einzelakteure werden mithilfe von Leitfadeninterviews befragt,
Akteursgruppen und Mehrebenennetzwerke durch fokussierte Ethnogra-
phie begleitet. Analysen sind rein qualitativ. Pressetexte werden durchMe-
thoden der Diskursanalyse ausgewertet.
Keul und Kühberger (1996) rekonstruieren noch ohne Positionstech-
nologie beliebte Wege von Städtetouristen an einer Destination. Dies ge-
lingt ihnen durch Kombination der Zählung an Kontrollpunkten in der
Stadt, dem unbeobachteten Verfolgen von Touristen und der Befragung
nach dem Besuch. Dadurch können häuﬁge Pfade, die Positionen häuﬁ-
ger Stopps und die Art der Aktivität (hauptsächlich Betrachten und Fo-
tograﬁeren) ermittelt werden. Keul und Kühberger (1996) können zei-
gen, dass sich die touristischen Pfade auf wenige Straßen beschränken
und die resultierenden Bewegungsmuster von einer zufälligen Verteilung
im Raum (modelliert durch BrownscheMolekurarbewegung) stark abwei-
chen. Erstbesucher optimieren ihr Zeitbudget auf längere Aufenthaltszeit
an den Stopps, was zu schnellerer Bewegung zwischen den Standorten
führt, während Touristen, die die Stadt schon kennen, eher gleichmäßig
schlendern. Keul und Kühberger (1996) kommen zu dem Schluss, dass
die Umwelt das Verhalten mehr bestimmt als individuelle Präferenzen.
Weber undBauder (2013)modernisieren das Verfahren und führen eine
exemplarische Analyse von Ǒǚǝ-Tracks, Fragebögen und Reiseführern zur
Identiﬁkation vonMobilitätstypen im Städtetourismus durch. Für die mit-
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Abbildung 2.25: Visualisierung der Aufenthaltsfrequenz eines durch Hauptkomponentenana-
lyse aus den Fragebogendaten bestimmten Touristentyps (Weber und Bauder
2013).
tels Hauptkomponentenanalyse auf Basis der Fragebögen identiﬁzierten
Touristentypen können anschließend vergleichende Visualisierungen der
bevorzugten Aufenthaltsorte erstellt werden (vgl. Abb. 2.25). Die Zeitinfor-
mation der Tracks wird für die Analyse nicht genutzt. Weber und Bauder
(2013) betonen für ihre Arbeit explizit die Vorteile einer kombinierten An-
wendung unterschiedlicher Methoden und zeigen, wie sich die aus Ǒǚǝ-
Tracks, Fragebögen und Reiseführern gewonnenen Informationen gegen-
seitig ergänzen (vgl. Tab. 2.7).
2.6 Begründung des Desiderats
Das in der Einleitung (Kap. 1) postulierte Forschungsdesiderat konnte auf-
gezeigt werden:
1. Als Ort erkannte Muster auf Bewegungsspuren und sprachliche Be-
zugnahmen auf Ort wurden bislang noch nicht in ein gemeinsames
Modell überführt. Es gibt noch keinen Ansatz, um entsprechende
Umweltrepräsentationen, z. B. Ortsnetzwerke und Place-Graphen,
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gưƳ-
Tracking
Frage-
bogen-
erhebung
Reise-
führer-
analyse
Hochaufgelöste Raum-Zeit-Daten ja nein nein
Erfassung von Orten und Pfaden ja nein nein
Hohe Fallzahl möglich (mittlerer 3-stelliger Bereich) ja ja nein
Universelle Verfügbarkeit ja ja ja
Sozialwissenschaftliche Diﬀerenzierung nein ja nein
Schnittstelle zwischen Individual- und Raumdaten ja ja nein
Langzeiterfassung ja ja nein
Erfassung von Ortszuschreibungen nein ja ja
Erfassung von touristischen Praktiken nein ja ja
Tabelle 2.7: Vergleich verschiedener Erhebungsmethoden im Städtetourismus (Weber und
Bauder 2013).
aufeinander zu beziehen (vgl. Kap. 2.3.4).
2. Kombinierte Ähnlichkeitsmaße auf Orten existieren übergreifend
zwischen Geometrie- und Sachdaten (Schwering und Kuhn 2009),
auf so unterschiedlichen Quelldaten wie Raumsprechen und Raum-
handeln sind sie noch nicht unterstützt.
3. Teilweise bzw. graduelle Überlappung von Orten ist ein explizit ein-
gefordertes Forschungsdesiderat (vgl. Gao u. a. 2013) für die Erwei-
terung des Funktionsumfangs ortsbezogener ǑǓǝ.
2.7 Wahl einer Umweltrepräsentation
In der pragmatischen Lesart einer Ontologie als Datenmodell kommen für
Ort die in Kap. 2.2.5 und 2.3.5 bewerteten Umweltrepräsentationen in Fra-
ge. Das Datenmodell fungiert als gemeinsame Zielrepräsentation, in die
die aus Sprach- und Bewegungsdaten extrahierten ortsbezogenen Infor-
mationen abgebildet werden. Quellrepräsentationen können zunächst da-
von abweichen. Auf das gemeinsame Datenmodell werden dann anschlie-
ßend geeignete Ähnlichkeitsoperatoren angewendet.
Quelldatenmodelle
Als Modellierung für die aus den Sprachdaten extrahierte Ortsinformati-
on sind Place-Graphen sehr gut geeignet (vgl. Kap. 2.3). Eine Alternative ist
der Aufbau eines Image-Schema-Graphen aus Objekt- und Relationssche-
mata (Kap. 2.1.3). Während Place-Graphen unmittelbar auf den sprachli-
chen Ortsangaben und den Relationen zwischen ihnen aufbauen und so-
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mit das Ortswissen der Sprecher abbilden, repräsentieren Image-Schema-
ta die visuelle Struktur von Blickwinkeln in einem Sichtraum und deren
Verbundenheit untereinander. Soll dieModellierung von Image-Schemata
auf empirischenDaten beruhen,muss jeder Blickwinkel zumindest durch
ein repräsentatives Foto dokumentiert sein. Das Ergebnis modelliert wie
bei Place-Graphen eine individuelle Umweltwahrnehmung, die mittels
geeigneter Graph-Matching-Algorithmen intersubjektiv abgeglichen wer-
den kann (vgl. Kap. 2.2.4 bzw. Kap. 2.3.4). Da Fotodaten aber nicht zwin-
gend ausreichen, um die individuell erlebte Ortsstruktur zu repräsentie-
ren, wäre eine nachträgliche Rekonstruktion der Ortswahrnehmung mit-
tels Image-Schemata lückenhaft. Für den eigenen Ansatz wird daher aus-
schließlich auf die Konstruktion eines Place-Graphen fokussiert, die ma-
nuell oder automatisiert erfolgen kann (Kap. 2.3.1 bzw. Kap. 2.3.2).
Als Vorgehen zur Extraktion der Ortsinformation aus den Bewegungs-
daten (einschließlich der Fotos) kommen zwei Lösungen in Frage:
1. Aggregation von semantisch und mit Geoinformation getaggten
Fotodaten
2. Aggregation von individuellen Ortsnetzwerken aus reinen Bewe-
gungsspuren
Die Aggregation der auf den touristischen Fotos dokumentiertenOrte (vgl.
Kap. 2.2.3) setzt voraus, dass ihnen durch die Probanden selbst oder nach-
träglich durch Experten Tags (z. B. Ortsnamen) zugewiesen wurden. Das
Modell besteht dann aus semantisch annotierten Punktmengen, die z. B.
durch Kerndichteschätzungen (Jones, Purves u. a. 2008) in die Fläche ex-
trapoliert werden können. Als zweite Option können Ortsnetzwerke, die
direkt aus Bewegungsdaten abgeleitet werden (Kap. 2.4.3), z. B. als Verbin-
dungsgraphen (Schlieder, Vögele und Visser 2001) deﬁniert werden und
so als Ergebnis der Aggregation individueller BewegungsspurenRoutenal-
ternativen zwischen zwei Orten repräsentieren. Ein Ortsnetzwerk umfasst
nach der Aggregation also Orts- und Routenwissen der Probanden, aller-
dings noch ohne dies zu ihren sprachlichen Bezugnahmen in Beziehung
setzen zu können. Das einfachere Ortsmodell auf Basis der touristischen
Fotos kann dagegen über die semantischen Tags direkt auf sprachliche
Äußerungen bezogen werden.
Die Fotos können bei der zweiten Option durch ihren Zeitstempel in-
nerhalb der Verhaltensequenz dazu genutzt werden, um durch ihre Posi-
tion im jeweiligen Ortsnetzwerk dieses mit Zusatzinformationen anzurei-
chern. Dies ist das im Folgenden gewählte Verfahren.
Alle Verfahren erzeugen Ergebnisse zunächst unabhängig von einer
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Umweltrepräsentation bzw. bauen diese in Teilen selbst auf. Der Place-
Graph repräsentiert dabei sprachliche Intensionen, aggregierte Geo-Tags
bzw. Ortsnetzwerke Geo-Extensionen eines Ortskonzepts (vgl. Kap. 2.2.2).
Zieldatenmodell
Die Konstruktion der Umweltrepräsentation direkt aus den empirischen
Daten hat den Vorteil, dass für unterschiedliche Handlungsziele oder Auf-
gaben44 zwischen unterschiedlichen Ausprägungen eines Ortes gleichen
Namens unterschieden werden kann. So ist Regnitz als touristischer Ort
innerhalb Bambergs ein bestimmter Ausschnitt der Oberﬂäche des Fließ-
gewässers gleichen Namens, innerhalb dessen der Fluss während eines
touristischen Aufenthalts erfahrbar wird. Dieser Ausschnitt wird sich von
der Geo-Extension Regnitz innerhalb Bambergs als Ort der Binnenschiﬀ-
fahrt deutlich unterscheiden. Ortsnetzwerke bilden eine einfache Form
von Umweltwissen, zu der Muster auf Bewegungsspuren in Beziehung
gesetzt werden können, das aber in Assistenz- und Empfehlungssystemen
keine Verhaltensvorhersagen (Generalisierung) über Teile der Umwelt er-
laubt, in denen bislang noch keine Daten vorliegen.
Zur Anreicherung mit weiteren Informationen können Ortsnetzwerke
auf bestehende Umweltrepräsentationen bezogen werden. Von den vor-
gestellten Umweltrepräsentationen eigenen sich dabei Achsenkarte und
Straßennetzwerke als topologische Graphen besonders gut als Bezugs-
rahmen für die Bewegung zwischen den Orten im Ortsnetzwerk im öf-
fentlichen Raum und für das Ortserleben ausgedehnter Orte wie Party-
meilen, Einkaufsstraßen oder die Besichtigung historischer Innenstäd-
te. Orte selbst können als (nicht zwingend zusammenhängende) Subgra-
phen im topologischen Netzwerk modelliert werden (vgl. Kap. 2.2.5), an
denen eine bestimmte Handlung ausgeführt werden kann (Aﬀordanzen,
vgl. Gibson 1982).
Straßennetzwerke, ebenso wie ihre Annotationmit Aﬀordanzbereichen
(z. B. touristische Attraktionen) können sehr leicht aus Geo-Folksonomien
wie ǙǝǗ abgeleitet werden (Codescu u. a. 2011). Für die Konstruktion der
für die Berechnung von Achsenkarten nötigen Sichtbeziehungen müssen
zumindest für den zweidimensionalen Fall zusätzliche Daten über Gebäu-
degrundrisse genutzt werden. Ein topologisches Netzwerk lässt sich durch
die Attributdaten der Folksonomie zu einem Property-Graph erweitern,
bei dem Knoten und Kanten zusätzliche, semantische Informationen tra-
gen. In Analogie zum Place-Graphen (vgl. Kap. 2.3.1) als Ortswissen kann
44 Für die Erkennung von Handlungszielen aus Handlungssequenzen vgl. Kiefer (2012).
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diese Modellierung von routenbezogenem Wissen als Route-Graph be-
zeichnet werden, dessen Berechnung durch Vorverarbeitungsschritte er-
folgen kann. Daneben wird dem Charakter von Orten als Einheiten, die
auf der Grundlage individueller Bewertungsvorgänge sozial ausgehandelt
werden (vgl. Kap. 2.2.1), durch die kontinuierliche Aushandlung und Fort-
schreibung von Geodaten in der kollaborativ erarbeiteten Wissensbasis
von Geo-Folksonomien Rechnung getragen. Pragmatisch bedeutet dies,
dass die Vielzahl von Nutzern mit ganz unterschiedlichen Motiven und
Verwendungskontexten eine hohe Diversität der Eigenschaften einzelner
Orte mit sich bringt, was das Auﬃnden einer Entsprechung für natürlich-
sprachlichen Aussagen über diese Orte (Name, Aﬀordanz, Nutzungsbe-
schränkungen) in der Datenbasis von Geo-Folksonomien wahrscheinlich
macht.
Aufgrund dieser Besonderheiten, ihrer weiten Verbreitung und guten
Unterstützung durch Softwareschnittstellen (z. B. für Routing) wurde auf
Straßennetzwerke fokussiert, obwohl sich Visualität und Aﬀordanzen nur
indirekt (als Eigenschaften von Knoten bzw. Kanten) abbilden lassen. An-
ders als bei Achsenkarten, innerhalb derer die Reichweite eines Ortes über
mögliche Sichtbeziehungen repräsentiert werden kann, ist dies bei Stra-
ßennetzwerken nicht möglich. Daher werden die während des touristi-
schen Besuchs zu diesem Zweck erhobenen Fotodaten als Indikatoren für
Sichtbeziehungen zu relevanten Objekten und damit ortskonstituierende
Sichträume verwendet. Ortsnetzwerke werden dabei nicht als eigenstän-
dige Repräsentation (z. B. durch Clustering) berechnet, sondern immer
bezogen auf ein Straßennetzwerk.
Wie bei der Ableitung der Umweltrepräsentation aus Bewegungsdaten
ist neben der fehlenden Repräsentation von Sichtbeziehungen in einem
Straßennetzwerk eine Modellierung von Orten abseits der im Straßen-
netzwerk enthaltenen Pfade nicht möglich. Hier kann z. B. der nächstge-
legene Punkt im Netzwerk als Repräsentation dienen. Dies betriﬀt auch
bei hoher Datendichte größere Areale ohne explizite Durchwegung wie
z. B. innerstädtische Freiﬂächen, Wasserﬂächen, Sportstätten, Parkanla-
gen oder oﬀenes Gelände. Es ist üblich, die Kanten eines Straßennetz-
werks für Navigationszwecke mit der exakten Geometrieinformation des
Wegverlaufs zu annotieren. Zur Unterstützung von Freiﬂächen können
analog dazu bestimmte Knoten eines Straßennetzwerks geometrische Zu-
satzdaten und Aﬀordanzen öﬀentlich zugänglicher Bereiche kapseln. Be-
wegungsverhalten kann dann auf Aufenthaltszeiten innerhalb dieser Zu-
satzgeometrien überprüft werden.
Das Bewegungsverhalten muss nicht zwingend an Straßen gebunden
90 2 Forschungsüberblick
Apotheke 
am Markt
?
Apotheke 
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Referenzgleichheit
Abbildung 2.26: Lösungsansatz zur gemeinsamen Repräsentation von Sprach- und Bewe-
gungsverhalten (links oben) durch Abgleichmit einer Folksonomie (z. B. ƯƳƭ;
rechts oben). Dazu werden Features mit den sprachlich benannten Attributen
gewählt und interessante Orte auf dem Bewegungsverhalten bestimmt (links
unten). Anschließend werden beide auf Teilstraßennetzwerke in der Nähe ab-
gebildet (rechts unten), auf die eine Ähnlichkeitsmetrik angewendet werden
kann.
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sein – für bestimmte Anwendungsfälle kommen auch Schienennetzpläne
oder Wasserstraßen in Frage, die in Form von multi-modalen Netzwerken
ergänzt werden können (Miller und Shaw 2001). Neben geographischen
Ex-post-Analysen wie im vorliegenden Fall (vgl. Kap. 3) ist der gewählte
Modellierungsansatz für alle Arten von Empfehlungssystemen von Vor-
teil, die dem Nutzer bereits bei der Annäherung an einen bestimmten Ort
(aufgrund eines bestimmten Kriteriums für Nähe) weitere Informationen
anbieten sollen.
In der vorliegenden Arbeit wurde unter Fokussierung auf ein geeigne-
tes Ähnlichkeitskriterium auf dieUnterstützung von größeren Freiﬂächen
verzichtet. Das Straßennetzwerk wird optimiert für fußläuﬁge Bewegung
aufgebaut, wie sie für die Besichtigung mittelalterlicher, mitteleuropäi-
scher Innenstädte typisch ist, d. h. Einbahnstraßen und Abbiegevorschrif-
ten können in diesem Fall ignoriert werden. Dafür werden Schnellstraßen
vorab als ungeeignet ausgeﬁltert.
Abb. 2.26 visualisiert den Lösungsansatz. Bewegungsverhalten, das als
Routenwissen verstanden werden kann, wird auf ein aus einer Geo-Folk-
sonomie abgeleitetes Straßennetzwerk und Sprachverhalten auf individu-
ellesOrtswissen in Form eines Place-Graphen abgebildet. Über die seman-
tischen Attribute von Place-Graph und Routewissen (im einfachsten Fall
ihre Annotation mit Ortsnamen) können die beiden Datenstrukturen zu-
einander in Beziehung gesetzt werden. Versteht man Ortswissen als ei-
ne semantische Überlagerung eines allgemeinenMediums für Bewegung
(Scheider und Janowicz 2010), lässt sich die Gesamtanordnung in Analo-
gie zur Topic-Map als Place-Map beschreiben, bei der räumlich organisier-
tesWissen (Place-Graph) auf ein räumliches Vorkommen (Geo-Extension)
verweist.
Die zeitliche Sequenz des Bewegungsverhaltens erlaubt weitere Ex-post-
Analysen der Rhythmisierung von Track-Parametern sowie zeitgeographi-
sche Analysen. Dies wird im Rahmen dieser Arbeit nicht weiter betrachtet
(für entsprechende Analyseansätze vgl. z. B. Kremer und Schlieder (2014).
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Detaillierte Beobachtung (engl. close monitoring) zielt als eigene empiri-
sche Erhebungsmethode (Schlieder undKremer 2011; Kremer und Schlie-
der 2014) auf die Erhebung von Daten zur alltäglichen oder touristischen
Aneignung von individuell unmittelbar erfahrbaren Räumen und fokus-
siert damit auf Sicht- und Umgebungsräume. Tab. 3.1 bewertet die Maß-
stabsebenen von Montello (1993) bezüglich ihres Ortsbezugs und nennt
mögliche Erhebungsverfahren.
Zur Erprobung der kombinierten Analyse verschiedener aufeinan-
der bezogener Datenarten (vgl. Kap. 2.5) wurden explorative Vorstudi-
en durchgeführt, deren Ergebnisse im Folgenden vorgestellt werden
(vgl. Kap. 3.1). Die Überprüfung auf Vollständigkeit der abgeleiteten qua-
litativen Typisierungen oder das Messen von Eﬀektstärken ist nicht Teil
dieser Arbeit. Aufbauend auf diesen Erfahrungen wird das abschließen-
de Forschungsdesign beschrieben (vgl. Kap. 3.2), das zur Erhebung der in
dieser Arbeit verwendeten Daten genutzt wurde.
3.1 Qualitativ-typisierende Vorarbeiten
Zur Datenerhebung wurden in Lehrprojekten diverse Pre-Tests durch-
geführt und umfangreiche Befragungen vorgenommen. Gemäß der in
Kap. 2.4 gesetzten Grundlagen stammen die Daten von Touristen ohne ei-
ne auf dem eigenen Raumhandeln beruhende Raumerfahrung im Unter-
suchungsbereich sowie langjährigen Einwohnern mit fest gefügten Rou-
tinen im Raumhandeln. Diese wurden einer qualitativ-typisierenden Vor-
untersuchung unterzogen, was in erster Instanz dem Aufbau eines für
das Problemverständnis geeigneten Begriﬀsinventars und der Diskussion
möglicher Modellierungen der beobachteten Phänomene diente (vgl. die
in Kap. 2 diskutierten konzeptionellen und methodischen Ansätze).
Gemäß der getroﬀenen Operationalisierung von Raumhandeln als
Ortsbewegung und Sprachen über Räume als Text wurden Bewegungs-
spuren und Sprachdaten erhoben. Da viele einfache ortsbezogene Mo-
dellierungen auf Fotos zurückgreifen (vgl. Kap. 2.2.3), wurden zusätzlich
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Bilddaten betrachtet. Nach einer Vorstellung der Vorarbeiten wird ein end-
gültiges Forschungsdesign (Kap. 3.2) festgesetzt und das damit erzeugte
Sample beschrieben.
3.1.1 Visualität
Gillian (2001) weist auf die Gefahren der nachträglichen Interpretation
von Bildinhalten hin, insofern häuﬁg kein Wissen über den Kontext der
Bildentstehung vorhanden ist (verwendeter Sensor, Absicht des Fotogra-
fen und beabsichtigtes Zielpublikum) und auch der Präsentationsrahmen,
innerhalb dessen die Interpretation vorgenommen wird, das Ergebnis der
Interpretation beeinﬂussen kann. Vielfach wird daher versucht, die Les-
art des Betrachters mitzuerheben (Dirksmeier 2013, vgl. Tabelle 3.2). Bei
der Fotoelizitation wird vorhandenes, ggf. vom Forscher selbst erzeugtes
Bildmaterial verwendet, zu dem die Interpretation eines Probanden er-
fragt werden soll. Autodriving unterscheidet sich davon insofern, als die
Probanden selbst auf den Bildern abgebildet sind.
Vom Probanden selbst erzeugtes Bildmaterial entsteht bei der Autofoto-
graﬁe. Eine Variante, bei der der Proband über einen längeren Zeitraum
seine alltägliche Umwelt dokumentiert, ist die Photo Novella. In beiden
Fällen interpretiert der Forscher die Bilder ohne Rücksprache mit dem
Probanden und unterliegt damit oben genannten Einschränkungen. Ei-
ne Verbesserung stellt die Methode der Reﬂexiven Fotograﬁe dar, bei der
die Probanden selbst zu den von ihnen erzeugten Bildern sprechen. Ab
einem gewissen zeitlichen Abstand kann allerdings auch der Urheber der
Abbildung ihren ursprünglichen Kontext nicht mehr zweifelsfrei rekon-
struieren (Gillian 2001).
Da durch die Methode der Reﬂexiven Fotograﬁe zusätzlich zu den er-
zeugten Fotodaten auch die unmittelbare Interpretation der Probanden
erfasst werden kann, wurden in einem ersten Pre-Test zehn Studierende
gebeten, für sie typische Sichten ihres Studienstandortes zu zeigen. Die
Fokussierung auf eine genaue Aufgabenstellung erleichtert zusätzlich ei-
ne spätere Interpretation.
Die genauen Arbeitsanweisungen lauteten:
• Bereiten Sie eine Stadtführung durch das Gebiet der Bamberger Alt-
stadt vor, auf der Sie Bamberg-Typisches zeigen!
• Wählen und fotograﬁeren Sie bis zu zehn Standorte!
• Notieren Sie sich, warum Sie diesen Standort ausgewählt haben und
was Sie dort zeigen wollen!
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Abbildung 3.1: Häuﬁgkeit der Nennung manuell extrahierter Ortskonzepte aus den studenti-
schen Stadtführungen. Wenige Orte werden von der Mehrheit, viele Orte nur
von einem Studierenden genannt.
Als Ergebnis lagen Fotos und zugeordnete stichwortartige Beschreibun-
gen vor. Abb. 3.1 zeigt die Häuﬁgkeit der Nennungen nach einer manuel-
len Aggregation der bezeichneten Orte (n=7). Es zeigt sich, dass Bamberg-
Typisches mit hoher Kongruenz die wichtigsten Sehenswürdigkeiten pro-
duziert, die sich auch auf andereWeise leicht bestimmen lassen (Schlieder
undMatyas 2009; Schlieder und Kremer 2011). Trotz der geringen Fallzahl
zeichnet sich eine Exponentialverteilung zwischen wenigen Orten, die ei-
ne Mehrheit der Probanden nennt, und vielen, individuell aus verschiede-
nen Gründen bedeutsamen Orten ab (vgl. Schlieder und Matyas 2009).
Bereits die Klassiﬁzierung der textuellen Beschreibung auf einen oder
mehrere Aﬀordanzbereiche (vgl. Tanasescu und Domingue 2008) der ag-
gregierten Orte zeigt völlig unterschiedliche Funktionen, aus denen her-
aus ein Ort als Bamberg-typisch benannt wird (vgl. Abb. 3.2). Obwohl in
der Aufgabenstellung nicht explizit gefordert, werden am häuﬁgsten Orte
gezeigt, die aufgrund ihrer visuellen Qualität oder aufgrund einer standar-
disierten, wohlbekannten Erzählung zum Standort auch als touristische
Sehenswürdigkeiten fungieren können. Erst dahinter folgen individuelle
Stadträume.
Abhängig vom jeweiligen Aﬀordanzbereich wird auch das Zentrum
Bambergs abhängig vom Handlungsziel anders benannt:
• Tourismus: Dom als Hauptattraktion
• Treﬀpunkt/Verweilqualität: Gabelmann als Lebensmittelpunkt
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Abbildung 3.2: Häuﬁgkeit der Zuschreibung von Aﬀordanzbereichen je aggregiertem Orts-
konzept.
• Freizeit/Studentenleben: Sandstraße als Partymeile
Eine Stadt hat also für eine bestimmte Person abhängig vom jeweiligen
Handlungsziel mehr als nur ein Zentrum. Eine automatische Verarbei-
tung und Aggregation von Orten kann folglich nur bei Bezug auf dasselbe
Handlungsziel erfolgen (vgl. Kap. 2.2.1).
Zusätzlich wurden die zehn Studierenden mittels der Methode der Fo-
toelizitation gebeten, ihre Lesart von fünf Bamberg-Ansichten textuell dar-
zulegen. Abb. 3.3 zeigt die entsprechenden Abbildungen, die bewusst so
gewählt wurden, dass sie keine der oben genannten touristischen oder nar-
rativen Sehenswürdigkeiten unmittelbar abbilden. Die zugrunde liegende
Annahme war, dass solche Fotos keine allgemein bekannte Lesart repro-
duzieren, sondern wirklich aufgrund der individuellenWahrnehmung be-
schrieben werden.
Die Arbeitsanweisungen lauteten:
• Kommentieren Sie die fünf Bamberg-Ansichten so, dass Sie einem
Betrachter damit Ihre Sicht auf die Dinge erläutern können!
• Annotieren Sie dazu das Foto mit einem der graﬁschen Beschrei-
bungselemente1 Objekt (Punkt oder Fläche), Wechselwirkung, Bar-
riere, Pfad oder Knotenpunkt.
1 Ähnlich zu Lynch 1960
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(a) Geyerswörth (b) Untere Mühlen
(c) Fischerei
(d) Promenade (e) Theatergassen
Abbildung 3.3: Die fünf im Rahmen der Fotoelizitation gezeigten Standorte.
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• Notieren Sie im Feld Beschreibung, warum Sie dieses Element aus-
gewählt haben und was Sie dort für relevant halten!
Tabelle 3.3 fasst die mittels qualitativer Inhaltsanalyse durchgeführten
Ergebnisse zusammen. Es ﬁnden sich, wie angenommen, teils sehr stark
abweichende Bewertungen. Hierbei spielt wieder der zugrunde gelegte
Kontext eine vermittelnde Rolle. Die bauliche Qualität der halb verfalle-
nen Unteren Mühlen vor dem Alten Rathaus kann visuell als idyllisch
empfunden werden, aus Sicht der Stadtplanung jedoch als Problemfeld.
Abweichungen ﬁnden aber auch vor demselben Bewertungskontext statt:
Die Theatergassen werden von der Aufenthaltsqualität her sowohl als idyl-
lisch als auch als kahl und unruhig beschrieben. Da alle beschriebenen
Motive keine gut bekannten Attraktionen und auch keine wichtigen Orte
im eigenen Leben sind, fällt auf, dass vielfach Pfade als kognitiver Anker
(Couclelis u. a. 1987) für eine Beschreibung dienen (Da geht es zum …,
Da laufe ich, wenn ich …). Die gezeigten Motive werden also während der
Ortsbewegung in der Stadt, nicht aber als Zielpunkt wahrgenommen.
Bezogen auf die Bildinhalte wurden Touristen analog zum späteren For-
schungsdesign (vgl. Kap. 3.2) gebeten, ihren Aufenthalt in der Stadt durch
mindestens ein Foto alle zehn Minuten zu dokumentieren.
Unabhängig vom konkreten Motiv lässt sich das Bildmaterial ohne An-
spruch auf Vollständigkeit in wiederkehrende Typen einteilen:
• Fernblickbeziehung eines Objekts
• Ansicht einer Landmarke oder eines Ensembles
• Einzelansicht eines Objekts
• Seitenblicke entlang von kreuzenden Sichtachsen
• markante Wegstücke (z. B. Steigung, Treppe)
• Details im Nahraum (architektonische Details, Schilder, Figuren-
raum)
Abb. 3.4 zeigt jeweils entsprechende Beispiele. Fotos markanter Wegstü-
cke können durch die Arbeitsanweisung verursacht sein, wennWegstücke
ohne interessante Blicke länger als zehn Minuten dauern. Alle Bildtypen
können durch Hinzunehmen eines größeren Bildausschnitts im Kontext
gezeigt werden.
Die Typen gruppieren sich innerhalb einer touristischen Tour zu wie-
derholt auftretenden Sequenzen, z. B. der Dokumentation einer Annähe-
rung an ein Zielobjekt (Metapher des Ankommens). Dabei werden unter
anderem folgende Phasen durchlaufen, die innerhalb einer Sequenz nicht
zwingend alle realisiert sein müssen:
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(a) Fernblickbeziehung (b) Ensemble
(c) Einzelansicht (d) Wegstück
(e) Seitenblick (f) Nahraum
Abbildung 3.4: Wiederholt auftretende Bildtypen Individualreisender im Städtetourismus.
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• erster Blickkontakt zum Zielobjekt
• Zielobjekt vollständig sichtbar
• Zielobjekt kommt nach Okklusion wieder in Sicht
• isolierte Einzelaufnahme des Zielobjekts bei der Ankunft
• Nahbereich des Zielobjekts: Details im Nahraum, Innenbereich von
Gebäuden
Der erste Blick kann eine Fernsichtbeziehung zu Teilen des Objekts sein,
die Exploration des Nahbereichs kann durchaus auch eine intensive Be-
schäftigung mit dem Inneren einer baulichen Anlage (z. B. Burg) oder ei-
nes Gebäudes nach sich ziehen. Es gibt in den Daten keine der Annähe-
rung entsprechende Dokumentation eines Abschieds (Rück-Blicks), son-
dern stets eine neue Blickorientierung auf das nächste Ziel. Eine Wieder-
aufnahme der Blickbeziehung zum Zielobjekt aus anderer Perspektive zu
einem späteren Zeitpunkt sowie ein erneuter Besuch sind durchaus mög-
lich. Ein Beispiel für die Dokumentation einer Annäherung zeigt Abb. 3.5.
Es fällt auf, dass sich in geeigneten Umweltrepräsentationen Standorte
prädizieren lassen, die für bestimmte Bildtypen geeignet sind. Ein Seiten-
blick ist z. B. nur im Schnittpunkt zweier Sichtachsen einer Achsenkarte
(vgl. Kap. 2.1.3)möglich, einWegstück entlang einer Achse. Für andere ob-
jektbezogene Bildtypen ist zusätzlich ein geeignetes Maß für die Salienz
von sichtbaren Objekten nötig.
Eine Reduzierung derWahrnehmungsmodi auf wenige Typen ist in Be-
zug auf eine bestimmte Aufgabe oder ein Handlungsziel auch dann mög-
lich, wenn keine bewusste Selektion eines Motivs durch den Probanden
stattﬁndet. Im folgenden Beispiel wurde während einer geographischen
Exkursion durch eine an einer geeigneten Kopfbedeckung befestigteMini-
kamera ein kontinuierlicher Wahrnehmungsstrom erzeugt, bei dem alle
fünf Sekunden ein Aufnahme gemacht wurde. Es liegen für unterschied-
liche Exkursionsinstanzen Daten sowohl aus Sicht des Exkursionsleiters
als auch aus Sicht eines Exkursionsteilnehmers (Studierenden) vor.
Bezüglich der Wahrnehmungsmodi lag der Fokus beim Exkursionslei-
ter auf der Unterrichtssituation in der Gruppe und auf der Lösung der
Navigationsaufgabe von Standort zu Standort (vgl. Abb. 3.6a). Umgekehrt
fokussierten sich die Studierenden in der Wahrnehmung auf die eigenen
Notizen, den Exkursionsleiter sowie auf die Bewegung und Kommunika-
tion in der Gruppe.2
2 Auf bestenfalls 3% der erzeugten Bilder werden Umweltelemente betrachtet. Dies
kann als Hinweis für eine unzureichende didaktische Ausarbeitung der Exkursion
dienen.
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(a) erster Blickkontakt
(b) vollständig sichtbares Zielobjekt
(c) zwischenzeitliche Okklusion, in diesem Fall
zugleich isolierte Einzelaufnahme
(d) Details im Nahbereich des Zielobjekts
(e) Wiederaufnahme der Blickbeziehung
Abbildung 3.5: Typische Dokumentation einer Annäherung an ein Zielobjekt.
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(a) Fokussierung auf Unterrichtssituation und Navigation beim Dozenten.
(b) Fokussierung auf den Exkursionsleiter, die Exkursionsgruppe und die eigene Mitschrift
beim Studenten.
Abbildung 3.6: Visueller Fokus während der Exkursion in Abhängigkeit von der Rolle.
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Wahrnehmungssequenzen in noch höherer zeitlicher Auﬂösung zu-
züglich der Information über das jeweils vom Betrachter ﬁxierte Objekt
lassen sich durch Eye-Tracking erheben. Dies wird unter anderem ein-
gesetzt, um individuell relevante Informationsquellen und die getroﬀe-
nen Entscheidungen bei Navigationsaufgaben besser zu verstehen (Kie-
fer, Straub und Raubal 2012). Unabhängig vom Objekt kann auch hier
eine Fixierung mit dem Blick über einen bestimmten Zeitraum als all-
gemeiner Indikator für Aufmerksamkeit gelten. Ein guter Prädiktor für
Sättigung bei der Exploration eines Sichtraums (z. B. eines Stadtpanora-
mas) ist, wenn bereits bekannte Elemente erneut ﬁxiert werden und keine
neuen mehr dazu kommen (Kiefer, Giannopoulos u. a. 2014).
Sichträume können also eine visuelle Reichhaltigkeit aufweisen, die In-
teresse weckt und ggf. zum Verweilen einlädt. Das Interesse hängt stark
von der jeweiligenAufgabe oder vom jeweiligenHandlungsziel ab. Es wur-
de gezeigt, dass Wahrnehmungsmodi intersubjektiv auf ein festes Inven-
tar von Typen hin konvergieren, das sich bei Ansichten beispielsweisemit-
hilfe von Image-Schemata (vgl. Kap. 2.1.3) in seiner Struktur weiter forma-
lisieren lässt.
Für eine automatische Verarbeitung problematisch ist die Aggregation
von individuell relevanten Objekten (z. B. Landmarken) auf Basis eines ge-
eigneten Ähnlichkeitskriteriums. Zwar kann mittels automatischer Bild-
verarbeitung direkt auf den Bildinhalten gerechnet und auch einMatching
von Bildinhalten durchgeführt werden (Crandall und Snavely 2012), dies
lässt jedoch oﬀen, ob dieselbe Ansicht für unterschiedliche Individuen im
selbenHandlungskontext überhaupt dieselbe Relevanz hat (z. B.: fehlende
Aufmerksamkeit). Umgekehrt lässt sich die erweiterte, individuell relevan-
te Bildinformation bestehend aus Bildinhalt, Wahrnehmungsmodus und
Aufgabe durch Image-Schemata an das Bild annotieren, was ein Struktur-
Matching ermöglicht (Rüetschi und Timpf 2005). Dies ist allerdings nur
manuell zu leisten und spiegelt bei einer nachträglichen Zuschreibung
ebenfalls nicht zwingend die Sichtweise des Probanden wider.
Ohne die Interpretation des Bildinhaltes kommt die Verwendung von
Fotos als Indikatoren für besondere Aufmerksamkeit eines Probanden an
einem bestimmten Standort aus (Schlieder und Matyas 2009). Allgemein
kann eine dichte zeitliche Folge an Fotos als starker Beleg für eine intensi-
ve Auseinandersetzungmit einer Umwelt gelten. Dadurch wird allerdings
vollständig vom Bildinhalt und insbesondere der Position des Bildinhalts
im Verhältnis zum Standort des Fotografen abstrahiert (insbesondere bei
Fernsichtbeziehungen). Die Nachteile eines rein standortbezogenen Clus-
terings wurden bereits in Kap. 2.2.3 diskutiert.
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Abbildung 3.7: Verhaltensmuster räumlicher Entscheidungen in einem ortsbezogenen Spiel:
(a) Orientierungsphase bei Unsicherheit, (b) Umkehren nach einer falschen
Entscheidung (Kremer, Schlieder u. a. 2013).
3.1.2 Ortsbewegung
Für die Voranalyse von Bewegungsspuren bietet sich die Suche nach
wiederkehrenden Bewegungsmustern an (vgl. u. a. McKercher und Lau
2008). Hierbei soll der Fokus gemäß der getroﬀenen Entscheidungen
auf Mustern in Sicht- und Umgebungsräumen liegen. Auf der Ebene
von Sichträumen lassen sich vor allem Navigationsmuster erkennen, die
Orientierungsverhalten widerspiegeln (vgl. Abb. 3.7). Eine Erklärung aus
der Wahrnehmung der Umwelt heraus bedarf detaillierter Sensordaten,
wie sie etwa mittels Eye-Tracking gewonnen werden (vgl. Kap. 3.1.1).
Auf Ebene von Umgebungsräumen lassen sich Art und Sequenz der
besuchten Orte auf Sichtraumebene beschreiben. Im Beispiel wurden
Ǒǚǝ-Tracks von etwa 100 Tagestouristen analysiert, die während des Auf-
enthalts in Bamberg aufgezeichnet wurden. Das Erhebungsverfahren
entspricht für die Bewegungsspuren dem späteren Forschungsdesign
(vgl. Kap. 3.2). Insgesamt wurden zu verschiedenen Jahreszeiten über
einen Zeitraum von drei Jahren ca. 100 Bewegungsspuren gesammelt.
Abb. 3.8 und 3.9 geben einen Überblick über die identiﬁzierten Muster.
Vollständig durch vorher bekanntes Wissen lassen sich die Bewegungs-
spuren von Gruppenreisenden erklären, die innerhalb eines mehrstündi-
gen Aufenthalts eine Stadtführung gebucht haben. Beinahe alle weisen
dieselbe Struktur auf. Beim Bushalt für Reisebusse beginnt eine tou-
ristische Führung, die mit wenigen Routenoptionen in die Innenstadt
führt und dort endet. Der knappe zeitliche Rahmen erlaubt nur eine ge-
ringe räumliche Exploration, bevor üblicherweise mit einem größeren
zeitlichen Puﬀer auf direktem Weg (Überblickswissen) oder entlang der
nun bekannten Pfade (Routenwissen) zum Ausgangspunkt zurückge-
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kehrt wird. Ebenfalls durch vorher bekanntes Wissen prädizieren lassen
sich Bewegungsspuren Individualreisender, die nach einem Besuch der
drei Hauptsehenswürdigkeiten (vgl. z. B. Schlieder undMatyas 2009) zum
Ausgangspunkt zurückkehren.
Daneben ﬁnden sich Bewegungsspuren von Individualreisenden, die
einen eindeutigen thematischen Schwerpunkt aufweisen (z. B. Kirchen
oder Brauereien). Ist dieser thematische Schwerpunkt bereits vor dem
Aufenthalt bekannt, lässt sich durch Auswahl geeigneter Aﬀordanzberei-
che in einer Umweltrepräsentation (vgl. z. B. Codescu u. a. 2011) die Men-
ge möglicher Aufenthaltsorte während des Besuchs ebenfalls stark ein-
grenzen. Routenoptionen hängen dann nur noch von der zur Verfügung
stehenden Zeit ab (vgl. Kap. 2.4.3).
Auch auf Ebene geographischer Räume lassen sich Aufenthaltsschwer-
punkte bestimmen. Kremer und Stein (2014) zeigen am Beispiel von in
ǙǝǗ öﬀentlich verfügbaren Nutzertracks, an welchen Orten Nutzer, die
gemeinsam in einem bestimmten Bereich arbeiten (im Beispiel: Jerusa-
lem), weitere Aufenthaltsschwerpunkte haben (vgl. Abb. 3.10). Dies setzt
für eine inhaltliche Interpretation natürlich voraus, dass die von den Nut-
zern hochgeladenen Tracks repräsentativ für ihr Bewegungsverhalten ins-
gesamt sind.
Interessante Orte lassen sich aus Bewegungsspuren leicht extrahieren
(z. B. Isaacman u. a. 2011). Für räumliche Empfehlungssysteme können
aus Umweltrepräsentationen wie ǙǝǗ dann wie beschrieben mögliche
Aﬀordanzbereiche für diese Orte bestimmt werden, mithilfe derer sich
schrittweise die Interessen eines Besuchers eingrenzen lassen. Empfeh-
lungen (z. B. für touristische Attraktionen) lassen sich dann unter Kennt-
nis der aktuell für diese Aktivität noch zur Verfügung stehenden Rest-
zeit als zeitgeographisches Problem lösen (Kremer und Schlieder 2014,
vgl. Abb. 3.11).
3.1.3 Sprechen über Orte
Zur Extraktion ortsbezogener Information aus natürlicher Sprache gibt es
eine Fülle an Vorarbeiten in Geographie und Informatik (vgl. Kap. 2.3). Im
Anschluss an z. B. Felgenhauer (2009) sowieWinter, Kealy u. a. (2011) wur-
de eine eigene empirische Studie durchgeführt, um vor allem die bislang
wenig erforschte Struktur der inhaltlichen Aussagen über Orte besser ver-
stehen zu lernen. Zu diesem Zweck wurden ca. 50 langjährige Bamberger
Einwohnermithilfe eines Leitfadens in jeweils ca. einstündigen Interviews
zu ihrer Sicht auf ihre alltägliche Umwelt befragt.
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Abbildung 3.10: Beitragsschwerpunkte von Nutzern, die auch in Jerusalem kartiert haben.
Abbildung 3.11: Verbleibende Routenoptionen (rot) im möglichen Pfadraum (grün) mit hin-
reichend Zeit zum Besuch von Sehenswürdigkeiten (orange) für einen Touris-
ten mit einem bestimmen Zielort bei einer bestimmten Restzeit (Kremer und
Schlieder 2014).
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Hintergrund war ursprünglich die historisch-geographische Frage nach
retrospektiven Bewertungsvorgängen (Kremer 2013). Die Studie war da-
mit inhaltlich an der Schnittstelle zwischen inhaltlicher Stadtdiskursfor-
schung und geographischer Erinnerungsforschung angesiedelt. Im Ein-
zelnen bestand der Leitfaden aus fünf aufeinander aufbauenden Schrit-
ten:
• Persönlicher Hintergrund: Seit wann leben Sie in Bamberg? Leben
Sie schon immer hier?
• Lokale Expertise: Was würden Sie einem Besucher zeigen, der zum
erstenMal nachBamberg kommt?Was sind für SieOrte in der Stadt,
zu denen Sie darüber hinaus einen persönlichen Bezug haben? Wo-
her beziehen Sie bzw. bezogen Sie Ihre Informationen über das ak-
tuelle Geschehen in Bamberg?
• Aktuelle Situation: Fühlen Sie sich in Bamberg wohl? Was gefällt
Ihnen an Bamberg? Was stört Sie an Bamberg? Welcher Ort ist ge-
genwärtig am meisten in der Diskussion?
• WahrgenommeneVeränderung: Denken Sie zurück!Wohat sich die
Stadt, seit Sie hier leben, am stärksten verändert? Was ist heute dort
anders als früher? Wie empﬁnden Sie diesen Wandel? Woran ma-
chen Sie es fest?
• Fotoelizitation: Betrachten Sie fünf Fotos! Wie hat sich dieser Ort in
Bamberg verändert? Können Sie die Veränderungen zeitlich einord-
nen?
Die Frage nach der touristischen Route und der Fragenblock zur aktuellen
Situation dienten ähnlich der Studie in Kap. 3.1.1 der Aktivierung der ko-
gnitiven Anker in der Alltagswelt der Sprechenden, um die Fragen nach
den Veränderungsprozessen und deren Bewertung durch die Probanden
vorzubereiten. Zur Datengewinnung wurde das Verfahren der primären
Selektion über persönliche Auswahl mit sekundärer Selektion über lokale
Presse und Radio kombiniert und anschließend auf eine möglichst gu-
te Verteilung des Wohnsitzes der Interviewpartner über das Stadtgebiet
geachtet (local experts). Dennoch ist ein Großteil der Sprechenden dem
akademischen Kontext, Lokalhonoratioren bzw. Personenmit politischem
Gestaltungswillen (gate keepers) zuzuordnen, wobei zumindest alle sozia-
len Schichten vertreten sind. Bezüglich des Geschlechterproporzes wur-
den entsprechend des Rücklaufs etwa doppelt so viele Männer wie Frauen
interviewt.
Durch systematische Extraktion ortsbezogener Aussagen aus den Tex-
ten (vgl. Kap. 2.3.2) wurden Basiskategorien für Konnotationsebenen erar-
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beitet, auf denen die Aussagen gemacht wurden. Die Ortsangaben selbst
wurden dabei in der bei Bennett und Agarwal (2007) benannten textuel-
len Form (vgl. Kap. 2.2.2) belassen. Es wurden verschiedene Inhaltsebenen
diﬀerenziert, auf denen Ortsangaben im semantischen Kontext verwendet
werden (Kremer 2013):
• Zeitliche Einschränkungen: Bedeutung des Ortes in Routinen oder
nur zu bestimmten Uhrzeiten
• Individuelles Erleben: sensorisch-emotionale Qualität einer topolo-
gischen Struktur bestehend aus Orten und Pfaden
• Individuelle Bedeutungszuschreibung: Bedeutung für den eigenen
Aktionsraum, Bedeutung im Verhältnis zu anderen Orten oder Aus-
sage über den Ort (z. B. Kategorisierung). Bedeutungszuschreibun-
gen können sich überlagern (vgl. Kap. 2.2.1).
• Verwendung in einer Argumentation: Abwägung, Begründung oder
standardisiertes Narrativ in einem Gesamtdiskurs
Wichtig ist die Beobachtung, dass sich die Inhaltsebenen eng verzahnt auf-
einander beziehen und gegenseitig stützen. Dies lässt sich an folgendem
Beispiel illustrieren:
Die alten Bamberger haben gesagt, an der Bahnlinie hört
Bamberg auf! (Kremer 2013)
Die Setzung einer raumbezogenen Aussage wird hier an eine physisch
erfahrbare Barriere gebunden und metasprachlich als überindividuell an-
erkanntmarkiert. In einer Argumentation kann beides der Rechtfertigung
eines Urteils im Diskurs dienen.
Abb. 3.12 zeigt, wie Argumentationslinien strukturell ähnlich zu Weihe
u. a. (2008) auf unterschiedlichen Inhaltsebenen extrahiert werden kön-
nen. Die manuell annotierte Information kann analog zur Wissensmodel-
lierung in anderen Kontexten (Staab und Studer 2013) sehr einfach als
Graph repräsentiert werden (vgl. Kap. 2.3).
Die Studie zeigt den hohen Mehrwert, bei automatisierten Analysen
den semantischen Kontext von Ortsangaben mit einzubeziehen. Da eine
automatisierte Analyse die enthaltene Information nur näherungsweise
erfassen kann, kommt auch eine manuelle Aufarbeitung der Daten zu
einem Wissensgraphen in Frage, der algorithmisch leichter weiterverar-
beitet werden kann. Über Folksonomien wie ǙǝǗ kann der semantische
Kontext von Ortsangaben zu einer Referenzrepräsentation von Umwelt in
Bezug gesetzt werden.
112 3 Detaillierte Beobachtung
Abbildung 3.12: Beispielanalyse des semantischen Kontexts ortsbezogener Information unter
Nutzung der explorierten Kategorien am Beispiel eines Nutzungskonﬂikts.
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3.2 Endgültiges Forschungsdesign
Das eigene Forschungsdesign zielt auf Close-Monitoring (vgl. Kap. 2.5)
von Städtetouristen, deren Aufenthalt nicht bereits durch Routinen vor-
strukturiert ist (vgl. Kap. 2.2.1 bzw. Kap. 2.4). Die Aufgabe der touristi-
schen Exploration einer Destination setzt dabei einen Filter für touris-
tische Aﬀordanzen. Auf detailliertere Aufträge wie z. B. Navigationsauf-
gaben wurde bewusst verzichtet, d. h. das touristische Explorationsver-
halten kann beliebig in Handlungssequenzen realisiert sein. Wie bereits
angesprochen, kommen für die Erhebung vor allem Individualreisende
infrage, da das Bewegungsverhalten von Reisegruppen nur gering von
geführten Touren abweicht, die in ihrem Verlauf vorab bekannt sind
(vgl. Kap. 3.1.2). Eine klare Erwartungshaltung bezüglich eines Besichti-
gungsplans bezieht allerdings eine Mehrheit der Individualreisenden vor
Reiseantritt aus (Online-)Reiseführern (vgl. Kremer, Lehmeier und Stein
2011).
Der Arbeitsauftrag der Touristen bestand darin, während Ihres Besuchs
in Bamberg mittels einer Ǒǚǝ-Kamera Fotos während ihres Aufenthalts zu
machen. Dazu wurden Individualreisende, die einen Aufenthalt von min-
destens zwei Stunden Dauer planten, am örtlichen Tourismusbüro ange-
sprochen. Den Touristen wurden ein Ǒǚǝ-Empfänger mit hoher Genauig-
keit und eine Ǒǚǝ-Kamera mit der Anweisung ausgehändigt, wenigstens
alle 10 Minuten ein Foto zu machen. Um sicherzustellen, dass die Fotos
nicht für den Zweck der Erhebung bewusst oder unterbewusst konstru-
iert werden, wurden die Touristen gebeten, keine eigenen Aufnahmen zu
machen. Statt dessen wurde ihnen die Zusendung der Fotos an eine Kon-
taktadresse ihrer Wahl innerhalb von drei Wochen angeboten. Insgesamt
bestehen die erhobenen Daten aus
• Bewegungsspuren mit einem Messpunkt alle 5 Sekunden (abgese-
hen von Signalverlust),
• verorteten Fotodaten,
• standardisierten Interviewdaten vor und nach demAufenthalt sowie
• der Aufzeichnung fünf- bis zehnminütiger Erlebnisberichte nach
dem Besuch, gesteuert durch einen Leitfaden.
Vor dem Besuch wurden die Touristen nach ihrem bereits vorhandenen
Wissen und ihren Besuchsplänen gefragt:
• Kontextwissen: Nennen Sie uns bitte spontan die drei Begriﬀe, die
Ihnen zu Bamberg einfallen? Haben Sie sich vor Ihrer Ankunft ge-
114 3 Detaillierte Beobachtung
zielt über Bamberg informiert? Wenn ja, welche Informationsquel-
len haben Sie genutzt?
• Vertrautheit: Woher kommen Sie? Wie oft waren Sie schon in Bam-
berg?
• Pläne: Wie lange sind Sie in Bamberg? Was wollen Sie in Bamberg
besichtigen? Wann wollen Sie wieder zurück sein (Uhrzeit)?
Nach dem Besuch wurden die Touristen nach den besuchten Orten, nach
grundlegenden Aktivitäten und danach gefragt, wie sie sich in der Stadt
orientiert hätten:
• Aktivitäten: Haben Sie in einem Restaurant oder Café Pause ge-
macht? Haben Sie etwas eingekauft?
• Besuchte Orte: Was haben Sie besichtigt? Gab es Orte, die Sie zufäl-
lig entdeckt haben?
• Orientierung: Wie haben Sie sich in der Stadt orientiert?
Im einem anschließenden, mittels Leitfaden geführten Interview wurden
folgende Fragen zur Bewertung der Ortsstruktur angesprochen:
• Positiv: Wo hat es Ihnen besonders gut gefallen?
• Negativ: Wo hat es Ihnen nicht gefallen?
• Wiederholung: Was würden Sie sich gerne auch nochmals anschau-
en?
• Zeitbudget: Welche Orte hätten sie gerne gesehen, haben es zeitlich
aber nicht mehr geschaﬀt?
Während des Besuchs wurden weitere Kontextinformationen erhoben:
• Alter des Probanden in Altersstufen
• Geschlecht des Probanden als dichotome Variable
• Temperatur
• Luftfeuchtigkeit
• Windstärke
• Niederschlagsereignisse
• Öﬀentliche Events im Innenstadtbereich
Fotos und Ǒǚǝ-Daten können durch den Abgleich der Zeitstempel zu ei-
ner gemeinsamen Verhaltenssequenz integriert und somit gemeinsam
ausgewertet werden. Dadurch kann fehlerhafte Positionierung durch die
Ǒǚǝ-Kamera korrigiert werden. Die nachträglich erhobenen Sprachdaten
können nur indirekt (z. B. über Ortsnamen und ggf. deren Maßstabsebe-
ne) mit den Bewegungsdaten assoziiert werden. Es ist zentrales Interesse
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dieser Arbeit, für einen solche Fall einen Ansatz zum automatischen Ab-
gleich anzubieten. Degen und Rose (2012) sowie Kazig und Popp (2011)
lassen im Gegensatz dazu Sprachkommentare direkt vor Ort und nicht
im Nachhinein einsprechen (reﬂexive Fotograﬁe, vgl. oben) und können
sie dadurch ebenfalls Standorten zuordnen.
Abbildung 3.13 zeigt eine der Bewegungsspuren, Tabelle 3.4 stellt Kenn-
zahlen der Aufenthalte zusammen. Die Aufenthalte dauerten ungefähr
zwischen zwei und sechs Stunden. Alle Probanden kamen der Auﬀorde-
rung nach, wenigstens alle zehn Minuten ein Bild zu erzeugen. Bei der
Länge und der Durchschnittsgeschwindigkeit der Tracks ergeben sich gro-
ße Unterschiede, da Fall 2013_03 spontan an einer Bustour durch Bam-
berg (Sieben-Hügel-Tour) teilnahm und Fall 2013_05 für einen kurzen
Aufenthalt in der Ferienwohnung mit dem Auto in eine Bamberger Nach-
bargemeinde fuhr. Bei Temperaturen zwischen 20 und 27C ohne Nieder-
schläge waren für alle Probanden vergleichbare, optimale Bedingungen
zum Aufenthalt im Freien gegeben. Das Vorwissen der Probanden wies
Schnittmengen in folgenden Bereichen auf:
• Sehenswürdigkeiten, insbesondere Dom (4 von 5 Nennungen)
• Essen und Trinken, insbesondere Bier (3 von 5 Nennungen)
• Historizität, insbesondere Welterbestatus (2 von 5 Nennungen)
Obwohl dies aufgrund der geringen Größe des Samples nicht verallge-
meinert werden kann, fällt die hohe Kongruenz (Produktmomentkorrela-
tion 0,95) zwischen der Anzahl der aufgenommenen Fotos und der Dauer
des Erlebnisberichts auf. Die Zahl der aufgenommenen Fotos ist inner-
halb der Stichprobe umso mehr ein starker Indikator für den Umfang der
bleibenden ortsbezogenen Erlebnisse, als die Fotos selbst während der ab-
schließenden Befragung gar nicht thematisiert wurden und somit auch
den Erlebnisbericht nicht beeinﬂussten. Die Aufenthaltszeit korreliert da-
gegen nur schwach mit der Dauer des Erlebnisberichts (Produktmoment-
korrelation 0,45). Der Anteil der Standzeit ohne Ortsbewegung (z. B. wäh-
rend der Pausen) korreliert wiederum stark negativ mit der Dauer des
Erlebnisberichts (Produktmomentkorrelation −0,87). Innerhalb der Stich-
probe ist also nicht Verweilen, sondern eine irgendwie geartete Ortsbewe-
gung als Ausdruck von Exploration Indikator für bewusste (erinnerbare)
ortsbezogene Erlebnisse.
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Track Dauer davon
Standzeit
Länge Geschwin-
digkeit
Fotos Fotos/
Stunde
Sprechzeit
2013/01 3:57 h 2:20 h 5 km 1,3 km/h 32 8,1 2:49 min
2013/02 1:49 h 0:14 h 4,1 km 2,3 km/h 49 27,0 5:09 min
2013/03 5:46 h 0:39 h 24,6 km 4,3 km/h 57 9,9 6:22 min
2013/04 5:38 h 1:07 h 9,3 km 1,7 km/h 70 12,4 6:51 min
2013/05 6:18 h 1:33 h 33,5 km 5,3 km/h 47 7,5 5:29 min
Tabelle 3.4: Kennzahlen der fünf für die Evaluation erhobenen Fälle.
Abbildung 3.13: Beispielvisualisierung der Rohdaten eines touristischen Tracks.
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4 Geeignete Modellierung von Ort
zur Berechnung von
Ortsähnlichkeit
Im Folgenden werden die für die Lösung der gestellten Forschungsfra-
ge nötigen Schritte benannt (Kap. 2.7) sowie eine gemäß der zuvor be-
schriebenen Anforderungen (Kap. 2.2) gewählte Modellierung von Ort
vorgestellt und diskutiert (Kap. 4.1). Bezogen auf passende Umweltreprä-
sentationen (vgl. Kap. 2.1.3) werden die Knoten des Place-Graphen und
Bewegungsmuster in dasselbe Zieldatenmodell (vgl. Kap. 2.7) überführt.
Dazu wird ein Verfahren vorgestellt, das mittels qualitativer Inhaltsana-
lyse von transkribierten Sprachdaten (vgl. Kap. 3.2) einen Place-Graphen
aufbaut (Kap. 4.2, vgl. auch Kap. 2.3.1).
Für den Place-Graphen werden mehrere Möglichkeiten zur Verortung
der Knoten (vgl. Kap. 2.3.3) dargelegt, die sich wechselseitig ergänzen
(vgl. Evaluation in Kap. 6). Kap. 4.3 beschreibt, wieMuster auf Bewegungs-
daten dazu genutzt werden, um interessante Orte zu identiﬁzieren.
In Kap. 4.4 werden Verfahren zur schrittweisen Generalisierung der
so erzeugten Geo-Extensionen diskutiert. Es werden geeignete Ähnlich-
keitsmaße für Orte auf Basis ihrer Geo-Extensionen diskutiert und mit
dem räumlichen Assoziationsgraphen eine Datenstruktur zur Berech-
nung und Visualisierung der graduellen Überlappung von Orten vorge-
stellt (Kap. 4.5). Auf dieser Basis lässt sich die Einbettung von individuel-
len Sichtweisen in eine gemeinsame Ortsstruktur genauso realisieren wie
eine ortsbezogene Verbundoperation (vgl. Evaluation in Kap. 6.1.4).
Es wird wie folgt vorgegangen:
• Aufstellen eines Datenmodells zur Repräsentation der räumlichen
Informationen aus demForschungsdesign (vgl. Kap. 3.2) undOﬀen-
legen der zugrunde liegenden Annahmen
• Präzisierung der zu lösenden Teilprobleme
• Begründete Kombination existierender Verfahren (Kap. 2) zur Vor-
verarbeitung
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Abbildung 4.1: Ausprägungen von Ort (Vasardani, Winter und Richter 2013).
• Vorstellung und Diskussion von Metriken und Verfahren zur Lö-
sung der gestellten Forschungsfragen (Kap. 1)
Unabhängig vomAnwendungsfall der touristischen Exploration von Stadt-
räumen soll eine Lösung generisch genug sein, um beliebige aus Bewe-
gungsspuren und Sprachdaten extrahierte Orte zueinander in Beziehung
setzen zu können. Der zugrunde liegende Anwendungsfall humangeo-
graphischer Forschung ist, dass auf diese Weise sprachlich vermitteltes
Ortswissen durch die eigene physische Anschauung validiert (falls bereits
eine Erwartungshaltung bezüglich eines Ortes vorliegt) oder direkt erwor-
ben wird (bei der Exploration unbekannter Orte).
4.1 Eigenes Ortsmodell
Die gewählte Modellierung von Ort erweitert das Modell von Vasardani,
Winter und Richter (2013), das Abb.4.1 nochmals zeigt. Im Folgenden sol-
len die für eine hinreichend diﬀerenzierte Modellierung nötigen Begriﬀe
geklärt werden.
Wichtig für die vorliegende Arbeit ist der Charakter eines Ortes als ei-
ner je nach Kontext (z. B. bei touristischer Exploration) und subjektiv ver-
schiedenen Sichtweise, die sich sprachlich oder durch Bewegungsverhal-
ten ausdrückt. Zur Adressierung eines Ortsbegriﬀsmit diesen Eigenschaf-
ten wird im Folgenden von einem Ortskonzept gesprochen:
Ortskonzept Kontextbezogene Sichtweise einer bestimmten Person
auf einen bestimmten Ort durch sprachliche Bezugnahme
oder Bewegungsverhalten vor Ort.
Ein Ortskonzept hat im gewählten Modell Vorkommen an Knoten eines
Place-Graphen sowie an Mustern im Bewegungsverhalten. Ein Knoten
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eines Place-Graphen hat dabei zunächst keine Verortung im geographi-
schen Raum und ein Bewegungsmuster vorläuﬁg keine semantischen At-
tribute.
Da der Place-Graph ein Property-Graph ist, sind Ortskonzepte Objek-
te, die beliebige Attribute haben können. Ein besonderes Attribut ist der
Ortsname, da dieser zum eindeutigen Auﬃnden einer Geo-Extension in
Ortsnamenverzeichnissen genutzt werden kann (vgl. hierzu Kap. 2.3.1).
Ortsname Ein Ortsname ist ein Bezeichner für das Ortskonzept ei-
ner bestimmten Person, das der Person hinreichend bekannt
und präzise erscheint, um damit über ihr Ortskonzept kom-
munizieren zu können. Ein Ortsname ist häuﬁg nur unter
Hinzunahme eines einschränkenden räumlichen Kontexts
global eindeutig.
Beispiele für räumliche Einschränkungen im administrativen Bereich
sind Bad Neustadt an der Saale oder Newcastle upon Tyne. Attribute um-
fassen Aussagen über ein Ortskonzept (z. B. Bamberg ist schön, Im Hain
kann man gut chillen). In der vorliegenden Modellierung ersetzen sie die
Angabe eines Ortstyps, da sich aus ihnen ebenfalls Aﬀordanzbereiche
ableiten lassen.
Sprachliche Verknüpfungen von Ortskonzepten (z. B. Vom Pfahlplätz-
chen geht es zum Kaulberg hoch) werden im Place-Graphen durch Rela-
tionen zwischen Ortskonzepten repräsentiert. Im Property-Graphen sind
auch Relationen semantisch attribuiert, z. B.DerWeg vomRosengarten zum
Michelsberg ist beschwerlich, aber lohnend. Ein Sonderfall ist die Ortsbe-
schreibung, bei der die Bezeichnung eines Ortes über eine relative Lagebe-
schreibung zu einem kognitiven Anker erfolgt (vgl. Couclelis u. a. 1987).
Ein Bezeichner eines Ortskonzepts in Form eines Ortsnamens kann je-
derzeit fehlen (z. B. das rote Haus rechts von der Kirche, das Schloss am Park,
das Rathaus). Ortsbeschreibungen und Ortsnamen werden im Folgenden
gemeinsam Ortsbezeichnungen genannt.
Geo-Extension Eine Geo-Extension eines Ortskonzepts ist seine
Verortung, also die Abbildung auf einen Ausschnitt einer be-
stimmten Umweltrepräsentation.
Wie eingangs motiviert (vgl. Kap. 2.7), wird dabei anders als bei der Re-
konstruktion einer passenden räumlichen Konﬁguration (vgl. Vasardani,
Timpf u. a. 2013) eine Verortung in einem Straßennetzwerk vollzogen, in-
sofern dieses die geeignete Umweltrepräsentation für Ortsbewegung ist.
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Geo-Extension₁
Bewegungsverhalten
Relation
Geo-Extension₂
Attribute, 
z.B. Name
Attribute, 
z.B. Typ
Attribute, 
z.B. Name
Sprachlicher Kontext
Ortskonzept₁ Ortskonzept₂
Abbildung 4.2: Ortsmodell, bestehend aus Ortskonzept, Attributen (inkl. Ortsnamen), Rela-
tionen (inkl. Ortsbeschreibungen) und Geo-Extensionen. Es ist zu beachten,
dass gemäß der Modellierung als Sichtweise nicht nur die gesetzten Attribute,
sondern auch die gesetzten oder beobachtbaren Geo-Extensionen Konzeptua-
lisierungen einer bestimmten Person sind.
Sowohl ein eigenes Bewegungsverhalten vor Ort, aber auch Ortsbe-
zeichnungen können fehlen und ein Ortskonzept dennoch als solches er-
kennbar bleiben: Da im Urlaub war es echt toll!
Abb. 4.2 illustriert das modiﬁzierte Modell.
4.2 Manueller Aufbau eines Place-Graphen
Im Folgenden werden das manuelle Ableiten eines Place-Graphen aus
den transkribierten Interviews (Kap. 4.2.1) und die direkte oder indirek-
te Verortung der enthaltenen Ortskonzepte in einem Straßennetzwerk
(vgl. Kap. 2.7) bzw. die Verortung aufgrund von Geo-Tags beschrieben
(vgl. Kap. 4.2.2).
4.2.1 Manuelle Konstruktion des Place-Graphen
Das Verfahren verallgemeinert das Vorgehen aus Richter, Winter u. a.
(2012), um einen Place-Graph durch systematisches, manuelles Durch-
arbeiten des aus Sprachdaten transkribierten Textmaterials abzuleiten
(vgl. Abb. 4.3). Das Ergebnis der qualitativen Textarbeit ist ein Place-Graph
(vgl. Kim, Vasardani und Winter 2015b):
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I1: Gut, dann: was haben sie hier denn heute alles in Bamberg besucht?
P1: Also hauptsächlich den Dom, da waren wir sogar in der Messe.
I1: Ok!
P1: Dann, wo waren wir noch überall? Am Rathaus waren wir vorbei.
I1: Mhm…
P1: Wir haben eigentlich bloß so einen kleinen Rundgang gemacht 
durch die Altstadt.
Bamberg
Dom
Altes
Rathaus
Altstadt
activity:
Rundgang
activity:
Messe
Transkription Hermeneutische Annotation
name:
Dom
name:
Bamberg
name:
Altstadt
name:
Rathaus
Abbildung 4.3: Ausschnitt einer Interview-Transkription mit dem annotierten Place-Graphen.
Place-Graph Ein Place-Graph (O, A, P , M ) ist ein Viertupel, be-
stehend aus einer Menge O von Ortskonzepten, einer Men-
ge A von Attributen, einer Menge von Attribuierungen P 
OA und einer MengeM von binären Relationen, wobei für
jede Relation R 2 M gilt: R  O  O  A (Relationen sind
ebenfalls attribuiert).
Desambiguierung von Ortskonzepten
Ein Experte leistet für jedes aufgefundene Ortskonzept dessen semanti-
sche Desambiguierung:
• Homonymie: Bezeichnet dieselbe Ortsbezeichnung (An der Uni)
unterschiedliche Ortskonzepte?
• Referenzgleichheit: Beziehen sich unterschiedliche Ortsbezeich-
nungen (Main-Donau-Kanal vs. Rhein-Main-Donau-Kanal) auf das-
selbe Ortskonzept?
Falls nötig, muss dazu der Kontext bereits identiﬁzierter Ortskonzep-
te erneut betrachtet werden. Stellt der Experte eine Referenzgleichheit
zwischen Ortskonzepten fest, muss zunächst Übereinstimmung auf den
Maßstabsebenen nach Montello (1993) geprüft werden, bevor die Orts-
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Maßstabsebene Beispiele im urbanen Kontext Beispiel in Bamberg
Sichtraum Platz, Straßenzug An der Weberei
Umgebungsraum Quartier, Park eƲba
geographischer Raum Stadt, Umland Bamberg
Tabelle 4.1: Ein möglicher Kodierschlüssel für Maßstabsebenen von Ortskonzepten. Die bei-
den rechten Spalten benennen geeignete stadtgeographische Bezugseinheiten
und Beispiele.
konzepte zusammengeführt werden können.1 Sofern für ein Ortskonzept
seine genaue geographische Referenz bekannt ist, kann für eine spätere
Visualisierung vom Experten ein möglichst weit verbreiteter Ortsname als
Standardname für das resultierende Ortskonzept angegeben werden.
Eigenschaften von Ortskonzepten
Für jedes Ortskonzept werden semantische Eigenschaften angegeben, die
durch einen Eigenschaftstyp klassiﬁziert werden (z. B. emotional: schön,
aktivitätsbezogen:Festival, metaphorisch:Stillleben). In diesem Zusammen-
hang wird zu jedem Ortskonzept seine Maßstabsebene (engl. zooming,
vgl. Richter, Winter u. a. 2012) nach Montello (1993) angegeben. Ortsbe-
schreibungen verwenden als kognitiven Anker üblicherweise Sichträume
(z. B. das gelbe Haus links von der Domschule). Dies gilt nicht nur für Orts-
beschreibungen vonUmwelt-, sondern auch von Figurenräumen (z. B. der
Rasenmäher in den Domherrenhöfen). Da die Interaktion auf der Ebene von
Figurenräumen durch die Probanden aus den verwendeten Bewegungs-
daten aufgrund der eingeschränkten räumlichen Auﬂösung nicht zu er-
mitteln ist, werden die relevanten Maßstabsebenen im vorliegenden Fall
auf Sichtraum, Umgebungsraum und geographischen Raum beschränkt
(vgl. Tab. 4.1).2
Relationen zwischen Ortskonzepten und ihre Eigenschaften
Ortskonzepte sind im Place-Graphen durch Relationen verknüpft, die
ebenfalls durch typisierte semantische Kategorien attribuiert sind. Rela-
tionen können in der Textarbeit zunächst ohne Weiteres mit den von den
Sprechern selbst verwendeten Bezeichnungen eingeführt werden (z. B.
räumlich: gegenüber, zeitlich: danach, metaphorisch:Gegenstück).
1 Andernfalls muss z. B. zwischen Bamberg im weiten und Bamberg im engen Sinne
unterschieden werden.
2 Bestimmte Ortskonzepte können beim Kodieren der Textdaten an dieser Stelle auch
explizit vom Grounding ausgeschlossen werden.
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Abbildung 4.4: Beispielgraph einer Sichtweise auf Ort mit einer sehr elaborierten partonomi-
schen Struktur.
Zur Angabe des Verhältnisses zwischen Ortskonzepten werden häuﬁg
partonomische Beziehungen genutzt (vgl. Kap. 2.2.2, Richter, Vasardani
u. a. 2013 sowie Hirtle und Jonides 1985). Dabei wird ein Ort gröberer
Maßstabsebene zu einigen seiner Teile explizit in Beziehung gesetzt (z. B.
legt die Ortsbeschreibung Danach haben wir uns den Domplatz angeschaut,
also Dom, Hofhaltung, Residenz die partonomische Struktur des Ortskon-
zepts eines Sprechers oﬀen; vgl. auch Kremer 2013). Ein Beispiel für die
partonomische Ordnungsstruktur eines Sprechers zeigt Abb. 4.4.
Unterbestimmte Ortskonzepte
Durch die Textarbeit ist für unterbestimmte Ortskonzepte (z. B. unter der
Brücke) zu entscheiden, ob ein neues unbenanntes Ortskonzept einge-
führt wird oder ob sich anhand unmittelbar vorher gemachter Aussagen
(vgl. Kap. 2.3.1, Howald und Katz 2011) eine Ortslage eindeutig rekonstru-
ieren lässt. Für die spätere automatische Verortung ist es wichtig, die Orts-
lage in diesemFall durch geeignete, idealerweisemehrere alternative Orts-
namen zu bezeichnen. Solche rekonstruiertenOrtsnamen sind gegenüber
vom Sprecher selbst benannten Ortsnamen für eine spätere Visualisie-
rung entsprechend zu kennzeichnen, z. B. mit eckigen Klammern: [Am
Nonnengraben].
Falls eine Ortslage nicht rekonstruiert werden kann, ist über die Relatio-
nen dennoch häuﬁg die Herstellung eines Zusammenhangs zu anderen
Ortskonzepten im Place-Graphen möglich. Richter, Winter u. a. (2012) be-
schreiben generische, unbestimmte Aussagen (z. B. Ich habe mich verirrt),
für die dies nichtmöglich ist. Ortsbeschreibungen können allerdings auch
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nur teilweise unterbestimmt sein, insofern binäre räumliche Relationen
ausgesagt werden, bei denen jeweils nur ein Relationsgegenstand nicht
bekannt ist. Aus dem eigenen Textkorpus sind folgende Beispiele ersicht-
lich (zu möglichen Typen von Ortsbeschreibungen vgl. Kap. 2.2.2):
• Bewegungsverlauf: durch die Innenstadt, vorbei am Rathaus
• Verweis von einer unbekannten Position aus: da oben am Dom
• Abgrenzung von einer unbekannten Position aus: draußen vor der
Stadt, drüben im Osten
Für eine Modellierung unterbestimmter Ortskonzepte im Place-Graphen
bieten sich verschiedeneOptionen. Nicht alleModellierungsoptionen kön-
nen alle unterbestimmten Ortsbeschreibungen gleich gut abbilden. Im
Zusammenhang mit der strukturierten Transkription sind zumindest fol-
gende Modellierungsoptionen erforderlich:
1. Repräsentation als Eigenschaft. Das unterbestimmte Ortskonzept
wird dabei Relationsattribut oder Teil eines Relationsattributs:
name:Rathaus,
aﬀordance:Rundgang,
experience: anstrengungslos erlaufen
2. Repräsentation als Selbstreferenz: Wird der speziﬁzierte Ort als
gleichzeitiger Träger des unterbestimmten Ortes angesehen, kann
er zugleich Start- und Zielknoten der Relation sein. Das unterbe-
stimmte Ortskonzept wird dabei Relationsattribut oder Teil eines
Relationsattributs (vgl. 1.):
name:Rathaus spatial: vorbei
3. Einfügen eines (vorläuﬁg) unbestimmten Knotens. Für den unter-
bestimmten Relationsbestandteil wird ein Knoten eingefügt, für den
zu einem späteren Zeitpunkt (d. h. im Verlauf der Annotation der
Interviewtexte) Orte bekannt werden können, die den formulierten
Bedingungen entsprechen:
name:Bamberg-Ost name: none, description:Osten
metaphorical:wie Plattenbau aus
Die erste und zweite Möglichkeit unterscheiden sich lediglich darin, ob
die Aussage als Attribut oder als Selbstreferenz des jeweils bestimmten
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Knoten im Place-Graphen repräsentiert wird. Der letzte Ansatz erlaubt
durch die Einführung eines eigenen, vorläuﬁg unbestimmten Knotens ein
späteres Zusammenführenmit einem als identisch erkannten, benannten
Ortskonzept.
Eine Modellierung als Eigenschaft ist immer möglich, allerdings geht
dadurch Strukturinformation im Graphen verloren. Eigenschaften sollten
daher nur angewendet werden, wenn Aussagen über in ihrer genauen La-
ge unbestimmte Teile eines Ortes (z. B. Aktivitäten, Erlebnisse) gemacht
werden, bei denen lediglich nicht sicher ist, ob diese Aussagen für die gan-
ze Geo-Extension des Ortskonzeptes oder nur für die unbekannten Teile
gelten. Im Beispiel ist also unklar, ob sich Rundgang auf Bamberg als Um-
gebungsraum oder explizit auf eine Sequenz unbenannter Sichträume be-
zieht.
Für unbekannte, auf einen Aufenthaltsort des Sprechers bezogene Posi-
tionen ist die Einführung eines neuen, leeren Knotens sinnvoll, da bezüg-
lich der beschriebenen Relationen nachträglich strukturgleiche und somit
für den dargestellten Aufenthaltsort in Frage kommende Orte identiﬁziert
werden können. Für den Experten ist es darüber hinaus möglich, die Su-
che nach passenden Positionen auf der Grundlage zuvor genannter Or-
te einzuschränken. Alle unbekannten Orte sind z. B. durch eine künst-
liche Ǔǎ voneinander zu unterscheiden, um nicht schon an dieser Stel-
le die Menge möglicher Verortungen durch eine hypothetische Annah-
me einer Referenzgleichheit einzuschränken. Da bei einer gedachten Be-
wegung entlang eines Weges oder beim Durchqueren eines Ortes Start-
und Endpunkt auf denselben kognitiven Anker bezogen sind, kommt hier
auch eine Modellierung als rekurrente Kante in Frage.
Die folgende Liste beschreibt das resultierende Vorgehensmodell – die
entscheidenden Kriterien (insbesondere für Identität zweier Ortsbezeich-
nungen) in der Textarbeit sind dabei wie bereits erwähnt der Abwägung
eines Expertenmit entsprechendenOrtskenntnissen (z. B. Humangeogra-
phen) überlassen:
1. Geh zum nächsten im Text auftretenden Ortsnamen. Führe ggf. ein
neues (ggf. unbenanntes) Ortskonzept ein, falls das Ortskonzept
noch nicht bekannt ist (z. B. Rosengarten).
2. Notiere die über das Ortskonzept im Kontext ausgesagten Attribute.
Typisiere die Attribute (z. B. emotional: schön).
3. Notiere die über das Ortskonzept im Kontext ausgesagten binären
Relationen zu anderen Ortskonzepten. Führe ggf. ein neues (ggf.
unbenanntes) Ortskonzept ein, falls das zweite Ortskonzept noch
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nicht bekannt ist.
4. Notiere die über die Relation im Kontext ausgesagten Attribute. Ty-
pisiere die Attribute (z. B. temporal: danach).
Um die im Place-Graphen enthaltenen Informationen möglichst nahe an
der Aussage der Sprecher zu halten, werden für Attributwerte nur Begriﬀe
verwendet, die vom Sprecher in genau dieser Form geäußert wurden.
Abb. 4.5 zeigt zwei Beispiele für das Ergebnis des manuellen Modellie-
rungsprozesses.
Verallgemeinerung zur Topic-Map
Auf die gleicheWeise, auf die Knoten im Place-Graphen auf Geo-Extensio-
nen (in einem Straßennetzwerk) verweisen, können auch die Eigenschaf-
ten der Relationen und Ortskonzepte ihrerseits als semantische Überlage-
rung des Place-Graphen verstandenwerden, die sich als Topic-Mapmodel-
lieren lässt (vgl. Abb. 4.6). In diesem Topic-Graphen sind dann zusätzlich
Relationen zwischen Themengebieten darstellbar, die Vorkommen an be-
stimmtenOrtskonzepten im Place-Graphen haben, die ihrerseits Vorkom-
men (engl. occurrences) an Geo-Extensionen im Straßennetzwerk haben.
Zugunsten einer Fokussierung auf Ortskonzepte wurde auf diesen Mo-
dellierungsansatz verzichtet. Unter Verzicht auf Relationen zwischen The-
men können semantische Überlagerungen zu einem bestimmten Thema
jederzeit durch Filtern der Knoten des Place-Graphen nach bestimmten
Eigenschaften abgeleitet werden.
Abgleich von Place-Graphen
Noch vor einer automatischen Verortung können die ortsbezogenen Sicht-
weisen unterschiedlicher Personen auf Basis der sie repräsentierenden
Place-Graphen abgeglichen und zusammengeführt werden. Zur Kenn-
zeichnung der überindividuellen Bedeutung kann nach dem Zusammen-
führen an entsprechende Elemente (Attribute von Knoten bzw. Kanten)
die Häuﬁgkeit ihres Auftretens in den Einzelsichtweisen annotiert wer-
den (Abb. 4.7).
4.2.2 Verortung eines Place-Graphen
Verortung (engl. grounding) bezeichnet das Ableiten einer Geo-Extensi-
on aus den semantischen Attributen (insbesondere Ortsnamen) eines
Ortskonzepts. Ziel der Verortung ist, wie bereits in Kap. 2.7 eingeführt,
die Identiﬁkation eines passenden Subgraphen eines geeigneten Straßen-
netzwerks. Das Verfahren leistet eine Vereinfachung von Umweltwissen
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(a) Ort B dient auf der Maßstabsebene
eines Umgebungsraums (partono-
my: 1) als Bezugspunkt für Anfang
und Ende der Bewegung (spati-
al: durch), was als zirkuläre Kante
modelliert wurde.
(b) Ein unbekannter Ausgangsort dient als Aus-
gangspunkt für eine Bewegung (spatial: hoch
zu), die an Ort B endet. In diesem Fall wur-
de in zusätzliches Ortskonzept eingeführt, das
nicht automatisch verortet werden soll (partono-
my: −1).
Abbildung 4.5: Beispiel für die Modellierung unterbestimmter Orte.
Abbildung 4.6: Beispielmodellierung des ersten Place-Graphen aus Abb. 4.5 (in der Abbildung
links) als Topic-Map. Wichtig ist die Trennung zwischen den Ortsnamen und
den Ortskonzepten (Präﬁx »P:«; ein Ortskonzept benötigt eine eindeutige Ʃd)
innerhalb der semantischen Überlagerung. Vorkommen eines Ortskonzepts
verweisen dann auf Geo-Extensionen (z. B. Geo-ƵƲƬs).
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Abbildung 4.7: Zusammengeführter Place-Graph aus den beiden Sichtweisen in Abb. 4.5 auf
Basis einfacher String-Gleichheit der Ortsnamen.
in Form von Geo-Features auf eine topologische Repräsentation mögli-
cher Routen, was sich für den Abgleich mit Bewegungsspuren sehr gut
eignet. Dazu sollen zunächst die benötigten Eigenschaften eines Straßen-
netzwerks betrachtet werden.
Ein Straßennetzwerk ist ein Graph möglicher Routen. Je nach Daten-
quelle liegen Straßennetzwerke in unterschiedlicher Form vor. Wird die
Weggeometrie entlang der Kanten des Netzwerks explizit imGraphenmit-
modelliert, so gilt:
Straßennetzwerk Ein Straßennetzwerk RN = (V;E) ist ein Graph
mit einer Menge von Knoten(Punkten) V und einer Menge
von Kanten E = (u; v)  V  V .
Endpunkt Ein Endpunkt eines Straßennetzwerks ist ein Knotenmit
Grad 1.
Stützpunkt Ein Stützpunkt eines Straßennetzwerks ist ein Knoten
mit Grad 2.
Entscheidungspunkt Ein Entscheidungspunkt ist ein Knotenmit ei-
nem Grad größer 2.
DieseModellierung geht davon aus, dass die vollständigeGeometrie-Infor-
mation durch die Knoten bestimmt wird und die Kanten diese linear ver-
binden, selbst also keine Geometrie besitzen. EinWeg zwischen zwei Ent-
scheidungs- oder Endpunkten besteht also aus einer Sequenz von durch
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Kanten verbundenen, paarweise verschiedenen Knoten mit Grad 2. In an-
deren Formen vorliegende Straßennetzwerke lassen sichmittels der Stütz-
punkte der Weggeometrien problemlos auf obige Modellierung abbilden.
Dafür müssen ggf. Koinzidenzbeziehungen zwischen Straßengeometrien
geprüft werden, um Entscheidungspunkte aus den Geometrien der Stra-
ßenverläufe ableiten zu können.3
Für die Verortung eines Ortskonzepts anhand seiner Attribute (insbe-
sondere der Ortsnamen) in einem Straßennetzwerk werden verschiedene
Strategien verfolgt:
1. Für die Eigenschaften eines Ortskonzepts liegen in Geodatendiens-
ten Features mit passenden Attributen vor. In diesem Fall wird die
Geo-Extension mithilfe der Geometrien dieser Features bestimmt.
Es werden als Geo-Extension diejenigen Subgraphen des als Basisre-
präsentation genutzten Straßennetzwerks ausgewählt, die (1) inner-
halb zumindest einer dieser Geometrien liegen oder die (2) bezüg-
lich zumindest einer dieser Geometrien unterhalb eines bestimm-
ten Schwellwerts für ein geeignetes Abstandsmaß liegen.
2. Sind in keinemder genutztenGeodatendienste Featuresmit passen-
den Attributen hinterlegt, wird eine geeignete Geo-Extension für ein
Ortskonzept als Vereinigung der Geo-Extensionen aller seiner im
Place-Graphen explizit modellierten partonomischen Teile errech-
net, sofern diese benannt sind.
3. Alternativ werden Geo-Extensionen aus Geo-Tags (z. B. Ortsnamen
an Fotodaten) errechnet (vgl. Schlieder und Kremer 2011; Kremer
und Schlieder 2014).
Geodaten, die der Geodatendienst ǙǝǗ bereitstellt, sind konform zum
oben eingeführten Modell eines Straßennetzwerks. Da die Geodaten dar-
über hinaus kollaborativ zusammengetragenwerden, eignet sich dieseDa-
tenquelle besonders gut für einen Abgleich mit den aus den Textdaten ex-
trahierten Ortskonzepten, da hier in großemUmfang nicht nur standardi-
sierte, sondern auch in der jeweiligen Alltagskommunikation der Kontri-
buenten gebräuchliche Varianten von Ortsnamen abrufbar sind. Für den
Zugriﬀ auf die Daten gibt es zudem gut dokumentierte Schnittstellen.4
ImFolgendenwerden die drei benanntenAnsätze genauer beschrieben.
3 vgl. http://resources.arcgis.com/en/help/main/10.1/index.html#
/Understanding_connectivity/004700000009000000/
4 z. B. http://overpass-turbo.eu/, 06.10.2015
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Abbildung 4.8: Attribute und Geometrie des ƯƳƭ-Features Altes Rathaus (way, id=27009786).
Automatische Verortung auf Basis von ƪƮƨ-Features
Vor einer Abbildung auf das Straßennetzwerk müssen in einer Geodaten-
basis Geo-Features mit passenden Attributen ermittelt werden. Eine Geo-
Basisrepräsentation besteht dabei aus einer Menge F = ff1; f2; : : : ; fng
von Geo-Features. Das Feature Altes Rathaus hat beispielsweise die Attri-
buteName:Altes Rathaus,Nutzung:Rathaus, Tourismus:Attraktion und die
Gebäudegeometrie (Abb. 4.8).
Geometrie Eine Geometrie g besteht aus einer nichtleeren Men-
ge von Punkten in einem geographischen Referenzsystem.
Beispiele sind Punkte, Linien, Polygone und Multigeometri-
en (vgl. Kap. 2.2.2).
Footprint Der Footprint FA = ff 2 F : match(A;Af )g einer Men-
ge von Attributen A bezüglich einer Geo-Basisrepräsentation
F ist die Teilmenge von F , deren AttributeAf bezüglich eines
Ähnlichkeitsmaßesmatch zuA passen. Dabei kannmatch ei-
ne lexikalische Übereinstimmung auf Ortsnamen bedeuten,
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zur Desambiguierung mittels des Aﬀordanzbereichs lassen
sich diese z. B. durch die Funktion als touristische Attraktion
weiter einschränken.
Es wurde bereits ausgeführt, dass Ortsnamenverzeichnisse5 aufgrund der
mangelnden räumlichen Auﬂösung von Ortslagen für die Verortung von
Sicht- und Umgebungsräumen ungeeignet sind (vgl. Kap. 2.3.3). Eine Al-
ternative sind Geodatendienste wie z. B. Nominatim6 oder Google Maps
Geocoding ǋǚǓ,7 die Anfragen straßen- bzw. gebäudegenau auﬂösen kön-
nen. Dazu wird ein Teil des Straßennetzerks als Repräsentation genutzt:
Teilstraßennetzwerk Ein Teilstraßennetzwerk eines Straßennetzes
RN 0 = (V 0; E0)  RN = (V;E) ist ein Subgraph mit Knoten
V 0  V , Kanten E0  (V 0  V 0).
Anschließend können die für ein Ortskonzept identiﬁzierten Features
mittels eines geeigneten Kriteriums für Nähe auf einen Teil eines Stra-
ßennetzwerks abgebildet werden. Nähe ist in jedem Fall gegeben, wenn
die identiﬁzierten Features Teile des Straßennetzwerks beinhalten (ǜǍǍ5:
proper part):
Teilstraßennetzwerk bezüglich einer Geometrie Ein Teilstraßennetz-
werk RNB = (VB ; EB) bezüglich einer Geometrie B ist der
größte Subgraph innerhalb B:
RNB = (VB ; EB) = maxf(V 0; E0)  RN :
[
v2V 0
gv  B jgvg;
wobei gv die geographische Koordinate des Knotens v ist.
Abb. 4.9 zeigt ein Beispiel für das Teilstraßennetzwerk von Bamberg, das
vollständig vom ǙǝǗ-Feature Gaustadt umschlossen wird. Je nach Zahl
und Lage der identiﬁzierten Features muss das Teilstraßennetzwerk kei-
nen zusammenhängenden Bereich ausbilden.
5 ǘǑǋ ǑǏǙnet Names Server (http://earth-info.nga.mil/gns/html/, 03.03.2015),
Getty Thesaurus of Geographic Names
(http://www.getty.edu/research/tools/vocabulary/tgn/, 03.03.2015),
The Fuzzy Gazetteer (http://dma.jrc.it/services/fuzzyg, 03.03.2015)
6 http://nominatim.openstreetmap.org/, 05.03.2015
7 z. B. Google Maps Geocoding ǋǚǓ
(https://developers.google.com/maps/documentation/geocoding/intro,
21.07.2015)
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Abbildung 4.9: Weggeometrien in Bamberg, die vollständig vom ƯƳƭ-Feature Gaustadt um-
schlossen werden.
Liegt innerhalb der Geometrie des Footprints kein Teil des Straßennet-
zes, bleiben mehrere Optionen, um relevante Teile des Straßennetzwerks
in der Nähe zu identiﬁzieren:
• Auswahl des nächstgelegenen Entscheidungspunkts im Straßen-
netzwerk RN
• Auswahl der nächstgelegenen Kante des Straßennetzwerks RN
(Diskussion der Selektivität, z. B. Altes Rathaus)
• Auswahl der Teile des Straßennetzwerks RN , bei denen ein be-
stimmter Abstand zu FA nicht überschritten wird.
Abb. 4.10 visualisiert die zur Verfügung stehendenOptionen. Bei derWahl
des nächstgelegenen Entscheidungspunkts werden näher gelegene, tan-
gential zum Entfernungsradius verlaufende Kanten im Straßennetzwerk
ignoriert. Dennoch wird diese Lösung von vielen Routing-Services8 ver-
folgt. Die Wahl der nächstgelegenen Kante behebt das Problem nur teil-
weise, da für das gewählte Ortsmodell die Bedeutung bzw. Reichweite
eines Ortskonzeptes nicht nur auf eine (Himmels-)Richtung (z. B. des
Haupteingangs einesGebäudes) beschränkt seinmuss. Esmuss alsomög-
8 z. B. GraphHopper (https://graphhopper.com/, 07.10.2015)
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Abbildung 4.10: Möglichkeiten zur Verortung von Geo-Features (orange) im Straßennetz-
werk: Projektion auf den nächsten Verbindungsknoten des Straßennetzwerks
(links), Projektion auf die nächstgelegene Kante (Mitte), Projektion auf al-
le Stützpunkte und vollständig zwischen diesen liegende Kanten des Stra-
ßennetzwerks innerhalb eines bestimmten Abstandsmaßes (rechts). Für ei-
ne noch feingranularere Auswahl eines Teilnetzwerks müssten Kanten an den
Schnittpunkten mit den Grenzen des durch das Abstandsmaß bestimmten
Bereichs gesplittet werden. Da dadurch neue Knoten im Straßennetzwerk ent-
stehen, die für Berechnungen berücksichtigt werden müssen, wird im Folgen-
den darauf verzichtet.
lich sein,mehr als nur ein Element des Straßennetzwerks in der Nähe aus-
zuwählen. Allerdings verlieren sowohl dieWahl der nächstgelegenen Kan-
ten wie auch der nächstgelegenen Knoten an Relevanz, je größer der dabei
überbrückte Abstand ist. Für die Modellierung eines Umfelds, innerhalb
dessen ein Ort erlebbar ist (vgl. Kap. 3.1.1), ist daher die Beschränkung
des Bereichs auf ein geeignetes Abstandsmaß zum FootprintFA des Ortes
nötig.
Kombiniert man die in FA beinhalteten Teile des Straßennetzwerks mit
den Teilen, bei denen ein bestimmtes Abstandsmaß zu FA nicht über-
schritten wird, ergibt sich eine Operation, die äquivalent zum Puﬀern von
FA und der anschließenden Auswahl der beinhalteten Teile des Straßen-
netzwerks ist. Der Puﬀer ist dabei wie folgt deﬁniert:
Puﬀer eines Footprints Der Puﬀer eines FootprintsF ist dieGeometrie
P (F) =
8<:p : dist(p; g)  "mit g = [
f2F
gf
9=; :
Die Geo-Extension eines Ortskonzepts mit Attributen A auf Basis ei-
nes Straßennetzwerks RN lässt sich also durch das Teilstraßennetzwerk
RN P (FA) bestimmen.
Abb. 4.11 zeigt die Bestimmung der für ein bestimmtes Attribut rele-
vanten Teile eines Straßennetzwerks an einem Beispiel.
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Abbildung 4.11: Verortung von Geo-Features (oben; im Beispiel alle mit dem Schlüsselwort
Tourismus gekennzeichneten Objekte in der Bamberger Innenstadt) im Stra-
ßennetzwerk: Da die Features überwiegend an Straßen liegen, gibt es nur ein-
zelne Berührpunkte mit dem Straßennetzwerk (unten; grün). Durch die be-
schriebene Erweiterung um eine Puﬀerzone (im Beispiel 20m) ﬁndet sich bei
der Verortung eine Vielzahl nahe gelegener Straßen und Wege (unten; rot).
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Abbildung 4.12: Ergebnis der Projektion von Verhaltensdaten (Fotos bzw. Bewegungsspuren)
auf ein Straßennetzwerk mittels Multi-Snapping (punktgenaue Auswahl der
Weggeometrien; einzelne Punkte sind durch die Auswahl von Stützpunkten
zu Punkten degenerierte Wege).
Dasselbe Verfahren kann auf Bewegungsspuren angewandt werden,
wenn deren Geometrie als Footprint behandelt wird. Abb. 4.12 zeigt das
Ergebnis der Bestimmung nahegelegener Straßen eines Beispiel-Tracks.
Die zeitliche Folge der Bewegungsspur geht dabei verloren.
Verortung gemäß partonomischer Setzung
Wie bereits beschrieben, bilden Sichträume den wesentlichen Anker für
Ortsbezeichnungen (vgl. Kap. 2.1.2). Features für Umgebungsräume oder
geographische Räume sind dagegen in Geodatendiensten nur dann zu
erwarten, wenn sie administrativen Charakter haben (z. B. als Ortsteil,
Landkreis oder Bundesland). Umgangssprachliche Bezeichnungen kön-
nen dagegen wohl bekannt, ihre genaue Lage aber nicht weiter speziﬁ-
ziert sein. Ähnlich zu Jones, Purves u. a. (2008) können Verortungen für
Umgebungsräume über die von Sprechern häuﬁg (vgl. Richter, Vasardani
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Text Graph Lesart
Danach sind wir weiter zum
Domplatz, also Dom,
Residenz und Hofhaltung part-of
part-ofpart-
of
Domplatz
Dom Hofhaltung Residenz
Domplatz := {Dom,
Residenz, Hofhaltung}
Tabelle 4.2: Abbildungsweg vomText über den Place-Graphen zur Konstruktion der Sichtweise.
Das Ortskonzept Domplatz kann anschließend rekursiv über die Geo-Extensionen
seiner Teile (Dom, Residenz bzw. Hofhaltung) verortet werden.
u. a. 2013) als in ihnen liegend benannten Sichträume bestimmt werden
(vgl. Tab. 4.2 bzw. Kap. 4.2.1). Die Auswahl betreﬀender Ortskonzepte ist
einfach, da mittels des vorgestellten Verfahrens (vgl. Kap. 4.2.1) Ortskon-
zepte im Place-Graphen bereits mit der entsprechenden Maßstabsebene
annotiert sind. Kann kein Footprint bestimmt werden, der zu den Attribu-
ten eines Ortskonzepts auf Ebene von Umgebungs- oder geographischen
Räumen passt, erfolgt eine Verortung im Straßennetzwerk rekursiv über
die Vereinigung der Geo-Extensionen der benannten Teilorte.
Verortung auf Basis von Fotos mit Geo-Tags
Geo-Extensionen von Ortskonzepten werden im gewählten Ansatz unab-
hängig davon aus empirisch erhobenen Fotodaten (vgl. Kap. 3.2) abgelei-
tet. Vorbedingung ist, dass die Daten mit den Ortsnamen der auf Fotos
abgebildeten Motive getaggt wurden. Idealerweise stammt dabei die Be-
nennung der auf den Fotos sichtbaren Motive von den Probanden selbst,
es ist aber auch ein nachträgliches Tagging durch einen Expertenmöglich.
Der FA für ein Ortskonzept wird in diesem Fall durch die Punktmenge al-
ler Standorte abgebildet, an denen Fotos aufgenommen werden, die mit
einemOrtsnamen des betreﬀendenOrtskonzepts annotiert sind. Die Geo-
Extension wird anschließend konsistent zum oben beschriebenen Vorge-
hen durch Auswahl von nahe gelegenen Features eines Straßennetzwer-
kes bestimmt.
Tags können für eine diﬀerenzierte Verwendung ähnlich zu den in den
Texten enthaltenen Ortskonzepten vor der Verarbeitung semantisch des-
ambiguiert werden, um zwischen polysemen Tags unterscheiden bzw. re-
ferenzgleiche Tags aufeinander abbilden zu können. Es ist daneben frag-
lich, inwieweit der Standort eines aus großer Entfernung aufgenomme-
nen Fotos Teil einer gültigen Geo-Extension eines bestimmten Ortskon-
zepts ist. Gemäß der gewählten Hintergrundtheorie (Kap. 2.2.1) ist reine
Sichtbarkeit ohne physischen Aufenthalt nicht hinreichend für ein Ortser-
leben. Gerade für touristische Anwendungsfälle impliziert der Begriﬀ Se-
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Abbildung 4.13: Das Kloster Michelsberg vom Bamberger Rosengarten aus gesehen.
henswürdigkeit allerdings, dass Aﬀordanzraum und Sichtbeziehung häuﬁg
zusammenfallen. Sollen Fernsichtbeziehungen ausgeschlossen werden,
ist eine einfache Strategie, dies über einen Schwellwert für die Bedeutung
dieses Ortes imBildmotiv (z. B. über den Anteil der eingenommenen Bild-
ﬂäche) zu tun.
Abb. 4.13 zeigt einen entsprechenden Grenzfall: Die Klosteranlage Mi-
chelsberg ist das einzige auf dem Foto abgebildete Motiv und nimmt die
gesamte Bildﬂäche ein, wurde jedoch aus ca. 300m Entfernung über ein
dazwischen liegendes Tälchen (topologische Barriere) hinweg aufgenom-
men. Dieses Problem tritt immer auf, wenn entfernte Motive bei der Auf-
nahme herangezoomt werden. Da in diesem Fall aber eine inhaltliche Re-
levanz für das Ortskonzept durchaus gegeben ist – der Proband hat sich
bewusst dafür entschieden, gerade diesen Teil des Panoramas bildfüllend
darzustellen –, wird der Standort richtigerweise mit erfasst.
Abb. 4.14 zeigt die aus getaggten Fotodaten abgeleitete prototypische
Geo-Extension als MultiPoint-Feature und als relevante Teile des Straßen-
netzwerks.
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Abbildung 4.14: Straßenfragmente (unten; rot) in der Nähe von Fotopunkten einer Sehens-
würdigkeit (oben; grün), im Beispiel Klein Venedig in Bamberg.
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4.3 Extraktion interessanter Orte aus den
Bewegungsdaten
Gemäß dem vorgestellten Ortsmodell ist das Ziel der Extraktion interes-
santer Orte aus den Bewegungsdaten das Ableiten von individuellen, auf
eigener Anschauung beruhenden, aber nicht zwingend mit einem Orts-
namen benannten Ortskonzepten.
4.3.1 Preprocessing
Die Verhaltensdaten aus Bewegungs- und Fotodaten werden zunächst in
eine gemeinsame Verhaltenssequenz überführt.
Bewegungsspur Eine Sequenz S = ((t0; l0); (t1; l1); : : : ; (tn; ln))
einer Bewegungsspur ist eine Folge von Zeitpunkten ti mit
i < j ) ti < tj (zeitliche Ordnung) und zugeordneten Geo-
koordinaten pi = (lat i; loni).
Fotos unterscheiden sich von den anderen Messpunkten der Bewegungs-
sequenz nur dadurch, dass sie zusätzlich Bildinformation zugeordnet ha-
ben.
Anschließend werden Ausreißer identiﬁziert undMesspunkte geringer
Genauigkeit ex post verbessert oder entfernt. Dies ist insbesondere für Fo-
todaten von Ǒǚǝ-Kameras nötig, die für den Fall, dass kein Standort be-
stimmt werden konnte (etwa weil der Zeitraum der Aktivierung der Ka-
mera für die Bestimmung eines Ǒǚǝ-Fixes zu kurz war), als Geokoordina-
te immer die Koordinate des letzten Ǒǚǝ-Fixes verwenden, der einige Zeit
zurückliegen kann. Für eine Glättung werden folgende in Kap. 2.4.3 vor-
gestellten Verfahren genutzt:
1. Kriterielle Verbesserung: Es wird für bestimmte Verhaltensauﬀällig-
keiten (z. B. unplausibel erhöhte Geschwindigkeit für einen kurzen
Zeitraum) eine explizit kodierte Regel zur Korrektur (z. B. Interpola-
tion) deﬁniert. Dies realisiert zugleich eine Erkennung von Ausrei-
ßern.
2. Statistische Verbesserung: Innerhalb einer zeitlichen Nachbarschaft
im Track können unter der Annahme kontinuierlicher Bewegungen
benachbarte Stützpunkte eines Tracks zur Verbesserung von feh-
lerhaften Messdaten verwendet werden. Ausreißer werden dadurch
implizit mit entfernt, sofern das fehlerhafte Signal nicht länger als
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die deﬁnierte zeitliche Nachbarschaft anhält. Ein Vorteil der Verwen-
dung des Geo-Medians (s.u.) gegenüber dem arithmetischen Mittel
ist, dass zwar bestimmte Messpunkte ausgeﬁltert werden, das Er-
gebnis aber nur aus tatsächlich vorhandenen (und dann ggf. wie-
derholt auftretenden) Messpunkten besteht.
3. Verbesserung durch Umweltwissen: Beim Vorliegen entsprechen-
der Vergleichsdaten (z. B. eines Straßennetzwerks) können die
Trackdaten auf dieses Netzwerk bezogen werden (vgl. Abb. 4.12 oder
Zhu, Zheng und Yang 2011). Dies schließt Aufenthaltsorte außer-
halb des Straßennetzwerks aus, sofern nicht zusätzliche Geometrie-
Information an das Straßennetzwerk annotiert ist.
Der Geo-Median einer Menge von Punkten ist allgemein derjenige Punkt
der Menge, der bezüglich einer Distanzfunktion die Summe der Residuen
zu allen Punkten der Menge minimiert (vgl.Wesolowsky 1993):
Geo-Median Der geometrische Median ~p einer Menge von geogra-
phischen Positionen P ist
~p = argmin
q2P
8<:X
p2P
dist(q; p)
9=; :
Als Distanzfunktion dist kommt neben der direkten euklidischen Entfer-
nung zweier Punkte auf der Erdoberﬂäche aufgrund der dem gewählten
Ortsmodell zugrunde liegenden Umweltrepräsentation auch die Entfer-
nung der beiden jeweils nächstgelegenen Punkte im Straßennetzwerk in
Frage. Dadurch wird als Geo-Median der Punkt ausgewählt, der innerhalb
des Straßennetzwerks von den anderen Punkten aus auf kürzestem Weg
zu erreichen ist. Abb. 4.15 illustriert, wie auf diese Weise die Wahl von
Punkten als Verbesserung vermieden wird, die topologisch zu kaum rea-
lisierbaren Tracks im öﬀentlichen Raum führen. Abb. 4.16 zeigt den Ver-
besserungseﬀekt auf realen Daten.
4.3.2 Extraktion interessanter Orte
Für die Extraktion interessanter Orte können neben den räumlichen
Distanz- und Dichtemaßen (vgl. Kap. 2.4.3) auch Muster in der zeitlichen
Rhythmik der Verhaltenssequenzen herangezogen werden. Dies ist durch
die Vorstudien motiviert (vgl. Kap. 3.1.1), z. B. dadurch, dass Sehenswür-
digkeiten von der ersten Blickbeziehung bis zur Ankunft am Objekt Auf-
merksamkeit erfahren. So können neben demKriterium räumlicher Nähe
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Abbildung 4.15: Trackverbesserung der zeitlichen Nachbarschaft einer Bewegungsspur (blau)
in einem Straßennetzwerk (schwarz). Verbessert werden soll PunktA (links).
Wird der Median im euklidischen Raum berechnet (Punkt A0, Mitte), führt
dies zu einer Bewegungssequenz, die im Straßennetzwerk nicht stattgefun-
den haben kann. Wird der Median dagegen mittels der Entfernungen im Stra-
ßennetzwerk berechnet (A00, rechts), ist die resultierende Bewegungsspur im
Straßennetzwerk plausibel.
Abbildung 4.16: Trackverbesserung des gemeinsamen Verhaltensdatenstroms aus gưƳ-Track
und Fotos. Rohdaten (links) werden durch gleitenden Geo-Median einer
einminütigen Nachbarschaft geglättet (rechts, Visualisierung der gewählten
Messpunkte).
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zeitliche, pfad- und damit kontextabhängige Muster deﬁniert werden, die
Ort auf Grundlage einer besonderen Verhaltenssequenz prädizieren. Ne-
ben den bereits vorgestellten bewegungsbezogenen Indikatoren ist dabei
auch die Information interessant, wann Fotos in schneller zeitlicher Ab-
folge gemacht wurden.
Indikatoren werden zusätzlich über eine zeitliche Nachbarschaft gemit-
telt, um anstelle von situiertem Verhalten (z. B. kurzes Anhalten aufgrund
der Verkehrssituation oder zur Orientierung) mittelfristige Trends zu er-
kennen. Die zeitliche Nachbarschaft ist dabei hinreichend klein zu wäh-
len, dass die Parameter in ihrem Wertebereich nicht an Aussagekraft ver-
lieren. So kann die Gewundenheit (Winkelamplitude/Pfadlänge) denWert
von 360 Grad/Pfadlänge nicht überschreiten, der bei hinreichend langen
Pfaden mit Explorationssequenzen und Rückkehr zum Ausgangspunkt
schnell erreicht wird. Bestimmte Indikatoren (z. B. Gewundenheit) wer-
den noch vor der Glättung auf den Rohdaten berechnet, um nicht Aus-
sagekraft zu verlieren. Für die Extraktion interessanter Orte werden alle
Indikatoren mittels Entfernungen im Straßennetzwerk berechnet.
Folgende Liste zeigt die verwendeten Kriterien zur Mustererkennung
auf Bewegungsspuren zur (1) Ermittlung von Kandidaten und (2) zur
abschließenden Prüfung auf geeignete Akzeptanzbedingungen. Für ei-
ne robuste Klassiﬁkation wird zusätzlich eine Toleranz für zwischen-
zeitlich fehlende Akzeptanzbedingungen deﬁniert. Das beschriebene all-
gemeine Verfahren wurde mit heuristisch gewählten Schwellwerten an
den Anwendungsfall angepasst. Allgemein sollte der Informationsgehalt
(vgl. Shannon 2001) der extrahierten Muster möglichst groß sein, d. h.
es sollte von der Bewegungssequenz deutlich abstrahiert werden, aber
dennoch aus den erkannten Mustern die Besuchssequenz stationsartig
nachvollziehbar sein.
Auf den gesammelten Beispieldaten haben sich in Entsprechung zu den
Beobachtungen in den Voranalysen (vgl. Kap. 3.2) drei einfacheMuster als
produktiv erwiesen:
• Stopps
1. Kandidaten: Geschwindigkeit v < 0;5 km=h, danach Abstand
zum Beginn des Fensters < 50m
2. Akzeptanz: mind. 2 Messpunkte über mind. 60 s
• Fotosequenz
1. Kandidaten: einzelnes Foto oder zeitlicher Abstand zum letz-
ten Foto < 60 s
2. Akzeptanz: mind. 2 Fotos
4.3 Extraktion interessanter Orte aus den Bewegungsdaten 143
• Slow Movement
1. Kandidaten: v < 0;5 km=h und Abstand < 15m, jeweils zum
vorhergehenden Messpunkt
2. Akzeptanz: mind. 2 Messpunkte über mind. 60 s
Das Vorgehen für die Verortung entspricht dem für Geometrien FA, nur
dass anstelle einer Menge von relevanten Features die Geometrie der Be-
wegungsspur als Eingabe verwendet wird. Durch Nutzung einer generi-
schen Mustererkennung ist es jederzeit möglich, andere Kriterien, wie
z. B. Wechsel automatisch erkannter Intentionen (vgl. Kiefer 2012), zu de-
ﬁnieren.
Abb. 4.17 zeigt als Orte erkannte Muster eines geglätteten und in einem
Straßennetzwerk verorteten Beispiel-Tracks. Es wird deutlich, dass lang-
same Bewegung und visuelle Aufmerksamkeit unterschiedliche Qualitä-
ten von Ort anzeigen, die nicht notwendigerweise immer gleichzeitig vor-
liegen müssen (vgl. zu diesem Befund auch Schlieder und Kremer 2011).
4.3.3 Gemeinsame Zielrepräsentation
Sowohl Sprach- als auch Bewegungsdaten liegen nach den in Kap. 4.2 und
4.3 beschriebenen Schritten gemäß der gewählten Modellierung als Orts-
konzepte vor, die zumindest über Geo-Extensionen verfügen. Räumliche
Inferenz auf den Geo-Extensionen ist durch die automatische Verortung
an dieser Stelle bereits möglich, ohne dass weitere Attribute der Bewe-
gungssequenz (z. B. Intentionserkennung, vgl. Kiefer 2012) bekannt sein
müssen. Die automatische Verortung der Knoten eines Place-Graphen lie-
fert dabei einen Möglichkeitsraum für die Geo-Extension eines Ortskon-
zepts, der umso unspeziﬁscher ist, je allgemeiner der verfügbare Ortsna-
me ist (vgl. Abb. 4.18). Es wird also individuelles Bewegungsverhalten in
einem bestimmten Aﬀordanzbereich mit einem Aggregat der zu Ortsna-
men in diesem Aﬀordanzbereich passenden Features abgeglichen. Dies
erlaubt Analysen zu:
1. Verortung: Welche Geo-Extensionen können üblicherweise mit der
Nennung eines bestimmten Ortsnamens adressiert werden?
2. Eigene Anschauung: Verfügt eine Person, die Aussagen über ein be-
stimmtes Ortskonzept macht, überhaupt über eine eigene Anschau-
ung in der Nähe der Geo-Extension dieses Ortes?
3. Relevante Teile: Welche Teile der räumlich nicht zwingend zusam-
menhängenden Geo-Extension eines Ortskonzepts haben für eine
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Abbildung 4.17: Erkannte Muster langsamer Bewegung (rot) und einer Fotosequenzerken-
nung (blau) eines geglätteten und in einem Straßennetzwerk verorteten
Beispiel-Tracks. Einzelpunkte entstehen, wenn bei der Verortung genau ein
Punkt, aber keine Kante einer Weggeometrie des Straßennetzwerks selektiert
wird.
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Abbildung 4.18: Relevante Teile des Straßennetzwerks in der Nähe aller Orte der Bamberger
Innenstadt, deren Ortsname Markt enthält. Der Möglichkeitsraum repräsen-
tiert in diesem Fall die Aggregation von alternativen Verortungen. Ein Mög-
lichkeitsraum liegt generell schon dann vor, wenn ein Ort von mehr als einer
Position aus zugänglich oder nutzbar ist.
Person, die Aussagen über dieses Ortskonzept macht, aus ihrer ei-
genen Anschauung heraus Relevanz?
ImFolgendenwird, da nicht auf die konkrete Ähnlichkeitsmetrik, sondern
auf ihre Verwendung zur Inferenz (vgl. Kap. 4.5.2) fokussiert wird, nur die-
ser Ansatz (räumlicher Filter) weiterverfolgt. Dies stellt indes keinen Tritt
in die Raumfalle dar (vgl. Lippuner und Lossau 2004), da die Verortun-
gen nicht arbiträr generiert sind. Bezieht sich eine Person sprachlich auf
eine Ortserfahrung, ist diese durch die Bewegungsdaten im Sinne von La-
koﬀ und Johnson (2008) immer auf die eigene körperliche Erfahrung vor
Ort bezogen. Der gewählte Ansatz ermöglicht durch den Vergleich von
Geo-Extensionen, die auf bestimmtem Bewegungsverhalten beruhen, das
Aufdecken unterschiedlicher körpergebundener Ortserfahrung am selben
Aufenthaltsort. Nur durch den Abgleich sprachlicher Bezugnahme kann
diese Referenzgleichheit der Schilderung von Erlebnissen in einem be-
stimmten Kontext auch vom Experten nicht immer aus Sprachdaten ent-
nommen werden.
Wir waren auf demMarkt.
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Wir haben uns am Gabelmann getroﬀen.
Die beiden Ortsbeschreibungen konzeptualisieren denselben Ort als un-
terschiedliche Aﬀordanzbereiche, nämlich als Einkaufsmöglichkeit bzw.
als Treﬀpunkt. Da Markt aber sowohl als Funktionsbezeichnung als auch
als Teil von Ortsnamen sehr unspeziﬁsch ist, kann nur ein Abgleich der
Bewegungsspuren der beiden Sprecher klären, ob sie denselben Ort be-
sucht haben, wenngleich der jeweilige Nutzungsanspruch (Einkaufsmög-
lichkeit bzw. Treﬀpunkt) beider Sprecher unterschiedliche Aﬀordanzen
dieses Ortes adressiert.
4.4 Generalisierung initialer Verortung
Abb. 4.14 belegt, dass das Ergebnis einer Abbildung von Geodaten auf das
Straßennetzwerk noch sehr fragmentiert sein kann. Für die in Kap. 4.2.2
bestimmten Teilgraphen ist topologischer Zusammenhang kein Kriteri-
um, sodass unverbundene Bereiche und abgeschnittene Wege entstehen,
die vor demHintergrund einer kontinuierlichen Ortsbewegung im Raum
unmotiviert sind. Dies kann inhaltlich gerechtfertigt sein (z. B. bei alter-
nativen Verortungen, vgl. Abb. 4.18), es kann aber auch Anzeichen für ei-
ne unzureichende topologische Generalisierung der bislang bestimmten
Geo-Extensionen sein.
Für Anwendungsfälle wie ortsbasierte Empfehlungssysteme (Kremer
und Schlieder 2014) ist es aber sinnvoll, dass bereits während der Bewe-
gung entlang des Straßennetzwerks in entsprechender räumlicher Nähe
zum Ortskonzept Empfehlungen gegeben werden können. Eine geeigne-
te Generalisierung der Zwischenergebnisse realisiert einen ortsbezogenen
Puﬀer imVerständnis vonGao u. a. (2013) und somit einen ortsbezogenen
Operator für Nähe, der Vorhersagen über die Ortsstruktur neuer, unbe-
kannter Verhaltensdaten ermöglicht. Um verschiedene Anwendungsfälle
unterstützen zu können, bietet es sich an, mehrere, unterschiedlich stark
generalisierende Ansätze anzubieten, die im Folgenden diskutiert werden
sollen.
Bezüglich möglicher Generalisierungen gilt:
Geometrische Generalisierung Eine Generalisierungsabbildung H
bildet eine Geometrie A auf eine Geometrie H(A) mit A 
H(A) ab. Im Folgenden gilt:H0(A) = A beschreibt die Iden-
titätsabbildung. H1(A) = B liefert den Bezugsrahmen (An-
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fragebereich), d. h. die Obermenge aller möglichen Geometri-
en.
Stärke geometrischer Generalisierungen Eine Generalisierung H2
ist stärker als H1 (geschrieben H2  H1), wenn für beliebige
A gilt: H1(A)  H2(A). H2 ist echt stärker als H1 (geschrie-
ben H2 > H1), wenn sogar die echte Teilmengenbeziehung
gilt:H1(A)  H2(A).
4.4.1 Topologische Hülloperationen
Eine einfache Ausweitung des räumlichen Puﬀers bei der Verortung von
Geometrien im Straßennetzwerk (vgl. Kap. 4.2.2) ist für eine Generalisie-
rung unzureichend, da so ggf. nur neue Fragmente erzeugt werden. Kern-
dichteverfahren (vgl. Jones, Purves u. a. 2008) modiﬁzieren nur die Re-
levanz der Fragmente, indem für jede Kante im Straßennetzwerk einen
Grad der Zugehörigkeit zu einem Ortskonzept berechnet wird. Bezogen
auf ein Straßennetzwerk als Möglichkeitsraum von Ortsbewegung ist Ge-
neralisierung von Ort als homogenem Aﬀordanzbereich (vgl. Kap. 2.2.1)
sinnvollerweise als Herstellen von topologischemZusammenhang zu ver-
stehen.
Analog zur konvexen Hülle einer Menge von Punkten im euklidischen
Raum verwenden bereits Schlieder und Kremer (2011) die konvexe Netz-
werkhülle (Bandelt und Chepoi 2008), die einen gegebenen Teilgraphen
rekursiv um Knoten und Kanten aus dem Graphen ergänzt, bis alle kür-
zestenWege zwischen beliebigen Knoten (d. h. End-, Entscheidungs-, und
Stützpunkten des Teilstraßennetzwerks) der Hülle selbst Teil der Hülle
sind. Dazuwird zunächst der kürzesteWeg zwischen zwei Entscheidungs-
punkten im Straßennetzwerk deﬁniert:
Streckenmaße im Straßennetzwerk Für ein Straßennetzwerk RN
mit einer Kante (u1; u2) ist die Entfernung distRN (u1; u2) die
geometrische Streckenlänge auf der Erdoberﬂäche.
Länge eines Weges Die Länge eines Weges wRN (u; v) ist die Sum-
me der Länge seiner Kanten.
Minimale Entfernung Für zwei Punkte u, v ist die (minimale) Ent-
fernung distRN (wRN (u; v)) die Länge des kürzesten Wegs
zwischen u und v, wenn dieser existiert, andernfalls1.
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Abbildung 4.19: KonvexeNetzwerkhülle des Teilstraßennetzwerks aus Abb. 4.14. Die Fragmen-
te repräsentieren auf Basis empirischer Fotodaten Bereiche, von denen aus
Klein Venedig eingesehen werden kann. Durch das Herstellen eines Zusam-
menhangs über alle Teilstücke ﬁndet eine sehr starke Generalisierung statt.
Das Ergebnis kann als Menge der Pfade verstanden werden, auf denen Orts-
bewegung von einem Fotostandort zu einem beliebigen anderen stattﬁnden
kann.
Konvexe Netzwerkhülle Für ein Straßennetzwerk RN und ein Teil-
netzwerk RNB ist die konvexe Netzwerkhülle H(RNB) der-
jenige Subgraph, für den gilt, dass
1. RNB  H(RNB)  RN und
2. für alle Paare von Knoten (u; v) 2 H(RNB) alle Kanten
des kürzesten Weges (wRN (u; v)) ebenfalls inH(RNB)
sind.
QuaDeﬁnition können durch die konvexe Netzwerkhülle sehr ausgedehn-
te Bereiche mit in die Hülle einbezogen werden. Abb. 4.19 zeigt die Ten-
denz zur Übergeneralisierung an einem Beispiel.
Um diese Übergeneralisierung zu vermeiden, lässt sich durch einen ge-
eigneten distanzbasierten Schwellwert in Analogie zu-Shapes auf Punkt-
mengen (Edelsbrunner, Kirkpatrick und Seidel 1983) eine-konvexe Netz-
werkhülle einführen.
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Abbildung 4.20: -konvexe Netzwerkhülle des Teilstraßennetzwerks aus Abb. 4.14. Durch das
Abstandskriteriumwird ein Zusammenhang (iterativ) nur zwischen nahegele-
genen Fragmenten hergestellt. Das Ergebnis kann auf Basis der empirischen
Daten als Menge der Pfade verstanden werden, auf denen Klein Venedig un-
mittelbar (visuell) erlebt werden kann.
Die -konvexe Netzwerkhülle lässt sich dann wie folgt deﬁnieren:
-konvexe Netzwerkhülle Für ein Straßennetzwerk RN und ein
TeilnetzwerkRNB ist die-konvexeNetzwerkhülleH(RNB)
derjenige Subgraph, für den gilt, dass
1. RNB  H(RNB)  RN und
2. für alle Paare von Knoten (u; v) 2 H(RNB) die Kanten
des kürzesten Wegs (wRN (u; v)) genau dann ebenfalls
Teil vonH(RNB) sind, wenn distRN (wRN (u; v)) < .
Hierbei werden neue Pfade nur dann ergänzt, wenn eine bestimm-
te Entfernung zwischen den Endpunkten des Pfads nicht überschritten
wird. Die Berechnung wird so auf das Herstellen lokaler topologischer Zu-
sammenhänge beschränkt (vgl. Abb. 4.20). Es lässt sich zeigen, dass keine
Teilpfade eines Weges zwischen zwei Knoten betrachtet werden müssen,
wenn die Berechnung aller Pfade zwischen zwei Punkten, die bereits zur
Netzwerkhülle gehören (initial das Fragment selbst), so lange wiederholt
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Abbildung 4.21: Prinzip der iterativen Berechnung der -konvexen Netzwerkhülle auf ei-
nem Straßennetzwerk. Blau dargestellt ist der initial gegebene Netzwerkaus-
schnitt, der in jedem Fall Teil der Netzwerkhülle ist, rot der Schwellwert für neu
hinzukommende Pfade (links). A bis F sind Entscheidungspunkte im Straßen-
netzwerk. Im ersten Schritt (Mitte) wird nur der kürzeste Pfad von C nach E in
die Netzwerkhülle übernommen, da die Länge des Pfads von A nach F über
dem Schwellwert liegt. Pfade wie z. B. von D nach B, die Teilpfade unterhalb
des Schwellwerts enthalten, müssen nicht auf Teilpfade geprüft werden, da
durch die Prüfung aller kürzesten Pfade zwischen allen Entscheidungspunk-
ten des Netzwerks dieser Teilpfade in jedem Fall explizit geprüft wird. Durch
das Einfügen des neuen Entscheidungspunktes G auf dem Pfad von C nach E
wird in einem zweiten Schritt (rechts) auch der Schwellwert für die Länge der
Pfade von A nach G bzw. von F nach G unterschritten, sodass diese ebenfalls
in die Netzwerkhülle übernommen werden.
wird, bis keine neuen Teilpfade mehr dazu kommen (vgl. Abb. 4.21).9
4.4.2 Graduelle Überlappung
Für den Abgleich der graduellen Überlappung der Geo-Extensionen ge-
neralisierter Ortskonzepte lässt sich der Schnitt auf Netzwerkhüllen wie
folgt deﬁnieren:
Schnitt von Hüllen Für eine GeneralisierungH ist der Schnitt
A \H B := H(A) \H(B):
9 Zur Verkürzung der Laufzeit kann für das verwendete Straßennetzwerk vorab in
O(n2) einmalig eine vollständige Diagonalmatrix der Entfernungen zwischen zwei
Knoten des Netzwerks berechnet werden.
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Abbildung 4.22: Prinzip der schrittweisen Generalisierung von Daten. Ausgangspunkt ist die
Projektion von Geo-Features auf das Straßennetzwerk (links). Durch die -
konvexe Netzwerkhülle wird der kürzeste Weg zwischen Punkt A und B (oran-
ge) hinzugefügt, da er noch nicht Teil der Geo-Extension ist und unterhalb
einer bestimmten Pfadlänge liegt (Mitte). Die konvexe Netzwerkhülle fügt zu-
sätzlich den kürzesten Pfad von C nach D hinzu, dessen (geometrische) Pfad-
länge oberhalb des Schwellwerts für das Hinzufügen zur -konvexen Netz-
werkhülle liegt. Dieser Pfad ist im Beispiel auch Teil der kürzesten Verbindung
zwischen C und E.
Bereits ab genau einer Generalisierungsstufe gelten allerdings für die In-
ferenz topologischer Relation zwischen den Geo-Extensionen verschiede-
ner Ortskonzepte die zusätzlichen Einschränkungen beim Rechnen mit
breiten Grenzen (Cohn und Gotts 1996).
Für manche Anwendungsfälle kann es durchaus relevant sein, mehre-
re Generalisierungsansätze zu schachteln, um z. B. in Empfehlungssyste-
men Grade der Nähe zu einem Ortskonzept abzuschätzen:
• hull0: Abbildung von Geo-Features auf das Straßennetzwerk
• hull1: -konvexe Netzwerkhülle
• hull2: konvexe Netzwerkhülle
Abb. 4.22 zeigt, wie sich-konvexe und konvexeNetzwerkhülle zur schritt-
weisenGeneralisierung nutzen lassen. Abb. 4.23 zeigt ein Beispiel für eine
schrittweise Generalisierung auf nicht-artiﬁziellen Daten.
Soll ermittelt werden, welche qualitative Bedeutung der Schnitt zwi-
schen schrittweise generalisierten Geo-Extension zweier Ortskonzepte
hat, kann ein Schnitt der Geo-Extension von hulli qualitativ höher ge-
wichtet werden als ein Schnitt von Geo-Extension von hulli+1.
Als geeigneter Operator lässt sich dieWertigkeit eines Schnitts auf einer
Hierarchie von Netzwerkhüllen deﬁnieren:
Wertigkeit des Schnitts von Hüllen Die Wertigkeit W (A;B) eines
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Abbildung 4.23: Geschachtelte Generalisierung, bestehend aus -konvexer (grün) und konve-
xer (rot) Netzwerkhülle.
Schnitts A \H0 B für eine Folge von Generalisierungen
H1 > Hn > Hn 1 >    > H1 > H0
ist die GeneralisierungH0 mit
(A \H0 B 6= ;) ^ (8Hi < H0 : A \Hi B = ;):
Die metrisch kleinste Generalisierung ist dabei die qualitativ bedeutsams-
te und umgekehrt. Die Generalisierungen sind so zu wählen, dass eine
stärkere Generalisierung eine (nicht zwingend echte) Obermenge aller
schwächeren darstellt. Alternative Projektionen nach Bittner und Smith
(2003b) lassen sich in Form eines Verbands zumindest in eine partielle
Ordnung bringen.
Abb. 4.24 veranschaulicht das Konzept der Wertigkeit des Schnitts zwi-
schen Geometrien.
Jedwede Generalisierung hat einen hypothetischen, nicht empirisch
durch Daten belegten Charakter. Ob sich die Geo-Extensionen zweier
Ortskonzepte überlappen, lässt sich auf Basis der Wertigkeit des Schnitts
somit in dreiwertiger Logik angeben (Tab. 4.3): Im Fall der vorliegenden
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Abbildung 4.24: Auf den Ausgangsgeometrien besteht bereits ein Schnitt zwischen Geome-
trie B und C (links) der qualitativ bedeutendsten Wertigkeit. Bei schwacher
Generalisierung (H1, Mitte) ändert sich qualitativ nichts. Erst bei starker Ge-
neralisierung (H2, rechts) entsteht ein qualitativ weniger bedeutender Schnitt
zwischen A und B.
Es gilt:W (B;C) = H0 < W (A;B) = H2 < W (A;C) = H1.
AH1 AH1::n AH0
BH1 false false false
BH1::n false maybe maybe
BH0 false maybe true
Tabelle 4.3: Wahrheitswert einer Überlappung zwischen Ortskonzepten, falls der Schnitt in der
jeweiligen Tabellenzelle der qualitativ bedeutsamste ist.
Arbeit stellt der räumliche Puﬀer um Weg- bzw. Feature-Geometrien be-
reits eine erste, nicht-topologische Generalisierung dar (H1). Wahr im Be-
zug auf die zugrunde liegenden Daten ist ein Schnitt zwischen Ortskon-
zepten nur auf dem unmittelbaren Schnitt identiﬁzierter Feature-Geome-
trien mit den Weggeometrien des Straßennetzwerks.
4.5 Ähnlichkeit von Orten
Ähnlichkeit von Orten wird auf Basis der geschaﬀenen Grundlagen als
Ähnlichkeit der in einem Straßennetzwerk verorteten Geo-Extension von
Ortskonzepten operationalisiert.
4.5.1 Ähnlichkeit von Geo-Extensionen
Während durch das Konzept der Wertigkeit eines gemeinsamen Schnitt-
bereichs zwar wie gezeigt ein Hinweis auf die qualitative Bedeutung des
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Schnitts von Geo-Extensionen nach deren Generalisierung geliefert wird,
ist durch dieses Maß allein noch keine Aussage über die Stärke der Über-
lappung möglich. Den Grad einer Überlappung anzugeben, ist – wie dar-
gestellt – nur dann sinnvoll, wenn alle Geo-Extensionen gleich stark gene-
ralisiert vorliegen (z. B. aufHi).
Absolute Zahlen wie Flächen oder Weglängen im Schnitt zweier Aus-
schnitte des Straßennetzwerks sind für die Messung des Überlappungs-
grads wertlos. Erst durch die Hinzunahme einer entsprechenden Bezugs-
größe (Normalisierung) kann ein Überlappungsgrad angegeben werden.
Für eine entsprechende Operationalisierung muss zunächst der Betrag
des Schnitts auf Straßennetzwerken geeignet deﬁniert werden. Dafür
kommen zwei Verfahren in Betracht:
• Die Anzahl der Segmente im Straßennetzwerk zwischen Entschei-
dungspunkten, an denen die zu vergleichenden Ortskonzepte An-
teile haben
• Die Gesamtlänge der gemeinsamen Wegstücke zweier Ortskonzep-
te im Straßennetzwerk
Abb. 4.25 zeigt beide Rechenwege an einem Beispiel. Beide Ansätze ha-
ben ihre Berechtigung. Während die metrische Variante gut abschätzt, zu
welchem Anteil ihrer Streckenlängen mögliche Pfade unterschiedlicher
Ortskonzepte übereinstimmen, kann die ordinale Variante eine Aussa-
ge darüber liefern, wie groß der Anteil an gemeinsamen Entscheidungs-
punkten im Netzwerk ist. Dies lässt sich darüber motivieren, dass entlang
einer Kante, wie z. B. entlang eines Flusses oder in einer Wohnstraße,
unabhängig von ihrer metrischen Länge nur eine geringe Änderung so-
wohl der räumlichen Konﬁguration der Landmarken (Schlieder 1995) wie
auch der angebotenen Aﬀordanzen zu erwarten ist. Umgekehrt erfolgt an
Entscheidungspunkten häuﬁg eine Richtungsänderung und dadurch das
Aufdecken vorher nicht sichtbarer Bereiche, die eine als unterscheidbar er-
kennbareWahrnehmungsqualität für den Beobachter konstituieren. Aller-
dings müssen in diesem Fall gerichtete Wegstücke betrachtet werden, da
sich die qualitative Umweltwahrnehmung entlang eines Pfades in entge-
gengesetzte Richtungen deutlich unterscheiden kann. Turner (2007), der
das Problem für Segmente von Achsenkarten beschreibt, bevorzugt die
Berechnung auf Weglängen.
Auf dieser Grundlage kann der Überlappungsgrad zwischen Geometri-
en auf verschiedene Weisen deﬁniert werden (für eine Übersicht mögli-
cher Assoziationsmaße siehe Tan, Kumar und Srivastava 2004):
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1e
Abbildung 4.25: Berechnung des Betrags des Schnitts (grün) auf den Weggeometrien A (gelb)
und B (blau). Gemeinsame Kanten: 3 (A: 7, B: 5); gemeinsame Streckenlänge
(bezogen auf Basiseinheit 1e): 6,3 (A: 14,5, B: 14,5).
Symmetrischer Überlappungsgrad ( Jaccard ) Der symmetrische
Überlappungsgrad ist das Verhältnis vom Schnitt derMengen
zu deren Vereinigung:
overlapdegree =
jA \Bj
jA [Bj
Asymmetrischer Überlappungsgrad (Assoziation) Der Asymme-
trische Überlappungsgrad ist das Verhältnis vom Schnitt der
Mengen zu jeweils einer der beteiligten Mengen:
conﬁdence = jA \BjjAj
Dies entspricht dem Konﬁdenzmaß im Association-Rule-Mi-
ning (Hipp, Güntzer und Nakhaeizadeh 2000).
Abb. 4.26 und 4.27 visualisieren die beiden Ansätze. Es wird deutlich,
dass die symmetrische Überlappung ebenso als Kriterium für den Grad
der Überlappung zweier Geometrien dienen kann wie die asymmetrische
Überlappung. Die asymmetrische Überlappung durch Association-Rule-
Mining auf Geometrien kann dagegen zusätzlich Konﬁgurationen unter-
scheiden, in denen sich eine Geometrie vollständig auf eine andere be-
zieht, z. B. weil sie von einer Geometrie wesentlich größerer Ausdehnung
vollständig umschlossen wird (ǜǍǍ:proper-part).
Soll der Überlappungsgrad als Indikator für die Referenzgleichheit von
Verhaltensmustern dienen, ist dies auf dieser Grundlage schwellwertba-
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Abbildung 4.26: Beispielrechnung für den symmetrischen Schnitt, vgl. Tan, Kumar und Sriva-
stava (2004).
siert möglich. Erkenne zwei Teilstraßennetzwerke auf Basis ihrer geome-
trischen Extensionen als referenzgleich, wenn
• die symmetrische Überlappung über einem bestimmten Schwell-
wert liegt oder alternativ
• die asymmetrische Überlappung (Konﬁdenz der Regeln) in beide
Richtungen über einem bestimmten Schwellwert liegt.
4.5.2 Räumlicher Assoziationsgraph
Die Tatsache, dass die assymetrische Überlappung eine gerichtete Kante
zwischen Weggeometrien ermöglicht, lässt sich zum Aufbau eines räum-
lichen Assoziationsgraphen nutzen, aus dem sich ablesen lässt, welche
Geometrie mit einer bestimmten Konﬁdenz auf eine andere Geometrie
verweist:
Räumlicher Assoziationsgraph Ein räumlicher Assoziationsgraph
RAG ist ein Graph mit einer Menge von Knoten V und einer
Menge von Kanten E = (u; v; r)  (V  V  R), wobei V
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Abbildung 4.27: Ableiten eines räumlichen Assoziationsgraphen aus Assoziationsregeln
(links). Für alle Regeln mit einer Konﬁdenz über einem bestimmten Schwell-
wert wird eine entsprechende Kante im Graphen eingefügt (rechts oben). Im
Anschluss werden alle Knoten paarweise auf Referenzgleichheit geprüft. Liegt
die Konﬁdenz in beide Richtungen über einem bestimmten Schwellwert, wer-
den die Knoten zusammengeführt (rechts unten).
die Menge aller vorliegenden Ortskonzepte und E die Menge
aller gerichteten Kanten ist, die mit der Konﬁdenz der entspre-
chenden Assoziationsregel annotiert sind.
Zur besseren Visualisierung lassen sich Kanten unterhalb eines bestimm-
ten Schwellwerts herausﬁltern.
-beschränkter räumlicher Assoziationsgraph Ein -beschränkter
räumlicher AssoziationsgraphRAG0 ist ein räumlicher Asso-
ziationsgraph, bei dem alle Kanten unterhalb eines bestimm-
ten Schwellwerts  geﬁltert wurden.
Abb. 4.27 illustriert das allgemeine Verfahren inklusive einer möglichen
Regel zum Zusammenführen (engl. merging) von Ortskonzepten auf
Grundlage der Referenzgleichheit ihrer Geo-Extensionen: Werden Orts-
konzepte auf Grundlage geeigneter Schwellwerte im räumlichen Asso-
ziationsgraphen als referenzgleich erkannt, muss für das Zusammen-
führen geeignetes Verfahren deﬁniert sein, um neben ihren Attributen
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Unbenannter Stopp Match 1 Match 2
1 1! Regnitz: 1.0
1 Regnitz: 0.003
2 2! Rosengarten: 1.0 2! Residenz: 0.40
2 Rosengarten: 0.45 2 Residenz: 0.16
Tabelle 4.4: Assoziationsregeln zweier erkannter Stopp-Muster 1 und 2 zu touristischen Attrak-
tionen in Bamberg (berechnet mittels Schnitt auf Weglängen nach Projektion auf
Straßennetzwerk).
Abbildung 4.28: Räumlicher Assoziationsgraph zu Tab. 4.4. Kanten mit einer Konﬁdenz unter
0.1 wurden geﬁltert.
(vgl. Kim, Vasardani und Winter 2015b) auch ihre Geo-Extensionen zu-
sammenzuführen. Der Schnitt der beteiligten Weggeometrien ist dabei
unzureichend, da er bei wiederholter Aggregation leer sein kann (zum
Erleben aus verschiedenen Richtungen vgl. 3.1.1). Die Vereinigung ist
im Gegenzug keine geeignete Repräsentation für einen Ort, bezüglich
dessen sozialer Konsens herrscht. Eine einfache Lösung ist das explizi-
te Speichern der Menge aller bislang bekannten Geo-Extensionen eines
Ortskonzepts.
Bezüglich anderer, bereits verorteter Ortskonzepte lassen sich mit den
erkannten Orten aus Abb. 4.17 nun die in Tab. 4.4 dargestellten Assoziati-
onsregeln ableiten.
Daraus lässt sich ein räumlicher Assoziationsgraph (Abb. 4.28) aufbau-
en: Dieser Graph lässt sich nunwie folgt interpretieren:Muster 2 liegt voll-
ständig in der Geo-Extension des Teilstraßennetzwerks Rosengarten und
nimmt fast dieHälfte der Streckenlängen dieses Teilstraßennetzwerks ein.
Ein Schnitt besteht auch mit dem Teilstraßennetzwerk Residenz. Dieser
macht aber weniger als die Hälfte von Muster 2 und nur ein Sechstel der
Streckenlängen des Subgraphen von Residenz aus. Eine Zuordnung des
Ortskonzeptes zum Rosengarten ist damit sinnvoller. Muster 1 liegt voll-
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Räumlicher Assoziationsgraph Ʋcc5
conﬁdence(A! B) = 0 ^ conﬁdence(B! A) = 0 A disjoint B, B disjoint A
0 < conﬁdence(A! B) < 1 ^ 0 < conﬁdence(B! A) < 1 A overlaps B, B overlaps A
conﬁdence(A! B) = 1 ^ 0 < conﬁdence(B! A) < 1 A within B, B contains A
conﬁdence(A! B) = 1 ^ conﬁdence(B! A) = 1 A equals B, B equals A
Tabelle 4.5: Mögliche Rückschlüsse von räumlichen Assoziationsgraphen auf räumliche Lage-
relationen. Abhängig vom konkret repräsentierten Problem können 0 und 1 durch
entsprechende Min- und Max-Schwellwerte ersetzt werden. Dies ist dadurch zu
motivieren, dass graduelle Überlappung im Association-Rule-Mining üblicherwei-
se als Konﬁdenz verstanden wird (vgl. Koperski und Han 1995).
ständig im Teilstraßennetzwerk Regnitz, macht dort aber nur einen ver-
schwindend geringen Bruchteil aus. Das Ergebnis kann so interpretiert
werden, dass zwar während des gesamten Bewegungsmusters auch Reg-
nitz erlebt wurde, dieser Ortsname aber für die vorliegende Ortserfahrung
sehr unspeziﬁsch ist.
Gemäß dieser Beobachtungen lassen sich aus dem räumlichen Assozia-
tionsgraphen neben der Abschätzung des Grads der Referenzgleichheit
auch genau die räumlichen Lagerelationen ableiten, die auch ǜǍǍ5 aus-
drücken kann. Tab. 4.5 gibt eine vergleichende Übersicht.
Der räumliche Assoziationsgraph kann also zumAufbau einer Partono-
mie genutzt werden.10
Durch den räumlichen Assoziationsgraphen steht nun ein vollständig
von Quelldaten abstrahierter, überindividueller Abgleich von ortsbezoge-
ner Raumerfahrung zur Verfügung. Mögliche Anwendungsfälle umfas-
sen (aufeinander aufbauend):
1. Unter die Geo-Extension welchen Ortskonzepts (und damit unter
welchen Ortsnamen) fällt ein bestimmtes Bewegungsmuster?
2. Wie kongruent sind die Geo-Extensionen von Ortskonzepten (und
damit wie gut geeignet als Landmarken in der Kommunikation), die
verschiedene Personen mit demselben Ortsnamen bezeichnen?
3. Hat Person X an der Geo-Extension des Ortskonzepts, den Person
Y mit dem Ortsnamen P bezeichnet hat, Erfahrung aus eigener An-
schauung?
10 Es kommt auch die Interpretation der Konﬁdenzen als bedingte Wahrscheinlichkeiten
und des räumlichen Assoziationsgraphen als Bayes-Netz in Frage. Dies ist allerdings
formal nicht möglich, da ein Bayes-Netz als gerichteter, azyklischer Graph keine
Zirkelbeziehungen erlaubt, die im Assoziationsgraphen sehr wohl auftreten können.
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4. An welchen Geo-Extensionen ist ein Attribut A, das immer wieder
über Ortskonzepte ausgesagt wird, auf der Grundlage der eigenen
Anschauung verschiedener Personen erfahrbar?
Zusammen mit dem Place-Graphen stellt der räumliche Assoziations-
graph im vorgestellten Ansatz die Wissensbasis für ortsbezogenesWissen
dar. Überindividuelles Wissen wird dabei auf unterschiedlichen Ebenen
hergestellt:
1. Erstellung undModellierung des Place-Graphen: Desambiguierung
und Vereinheitlichung auf realräumlich auﬃndbare Ortskonzepte
2. Zusammenführen der Place-Graphen als Repräsentation individuel-
ler Sichtweisen nach einem der genannten Kriterien (vgl. Kap. 4.2.1)
3. Zusammenführen der Ortskonzepte eines Place-Graphen mit Be-
wegungsmustern, die Ort indizieren, auf Grundlage der räumlichen
Assoziation von Geo-Extensionen gebräuchlicher Ortsnamen (z. B.
aus Geobasisdaten)
Insofern diese Wissensbasis kontinuierlich durch neue Informationen
fortgeschriebenwerden kann, ist dadurch auch eineModellierung der zeit-
lichen Dynamik von Ort gewährleistet.
Das Prädikat der ortsbezogenenen Verbundoperation kann durch Be-
dingungen (z. B. Schwellwert für die Konﬁdenz oder die Mindestdauer ei-
nes Bewegungsmusters) gezielt gesteuert werden. Abfragen auf Basis der
Konﬁdenz von räumlich interpretierten Assoziationsregeln lassen sich in
einer ǝǛǖ-ähnlichen Syntax formulieren:
1. ǝǏǖǏǍǞ ǐǜǙǗ Ortskonzept platialJoin Bewegungsverhalten
Ǚǘ Konﬁdenz(Bewegungsverhalten.Ortsmuster.Geo-Extension
! Ortskonzept.Geo-Extension) > 
2. ǝǏǖǏǍǞ ǐǜǙǗ Ortskonzept platialJoin Bewegungsverhalten
Ǚǘ Konﬁdenz(Bewegungsverhalten.Ortsmuster.Geo-Extension
! Ortskonzept.Geo-Extension) > 
ǡǒǏǜǏ Ortskonzept.CaseID = Bewegungsverhalten.CaseID
3. ǝǏǖǏǍǞ ǐǜǙǗ Ortskonzept platialJoin Bewegungsverhalten
Ǚǘ Konﬁdenz(Bewegungsverhalten.Ortsmuster.Geo-Extension
! Ortskonzept.Geo-Extension) > 
ǡǒǏǜǏ Ortskonzept.Tag = ‘emotional’
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4. ǝǏǖǏǍǞ ǐǜǙǗ Ortskonzept platialJoin Bewegungsverhalten
Ǚǘ Konﬁdenz(Bewegungsverhalten.Ortsmuster.Geo-Extension
! Ortskonzept.Geo-Extension) > 
ǡǒǏǜǏ Ortskonzept.Tag = ‘emotional’
ǋǘǎ Bewegungsverhalten.Ortsmuster.Dauer > t
Das eingangs dargestellte Forschungsdesiderat kann damit als gelöst
beschrieben werden:
1. Als Ort erkannte Muster auf Bewegungsspuren und sprachliche Be-
zugnahmen auf Ort können durch den räumlichen Assoziationsgra-
phen aufeinander bezogen werden.
2. Die graduelle Überlappung von Orten kann nun durch die Maße
für Stärke und Wertigkeit des Schnitts zwischen Orten modelliert
werden.
3. Mit der -konvexen Hülle auf Straßennetzwerken wird eine Mög-
lichkeit zur plausiblen topologischen Generalisierung vorgestellt.
4. Die Konﬁdenz der räumlichen Assoziationsregeln realisiert ein
Ähnlichkeitsmaß auf Orten und dadurch eine ortsbezogene Ver-
bundoperation.
4.6 Naheliegende Erweiterungen
Place-Graph
Für spätere Inferenz lassen sich die im Place-Graphen enthaltenen Re-
lationen auf ein wohl standardisiertes Basisinventar abbilden, das ent-
sprechende Kalküle unterstützt (für topologische Inferenz z. B. ǜǍǍ8,
vgl. Randell, Cui und Cohn 1992). Durch Angabe der Art der Inferenz
an der Kante (z. B. reasoning: topology lassen sich aus dem Place-Graphen
durch Filterung der entsprechenden Kanten Graphen ableiten, auf die
das jeweilige Kalkül angewendet wird. Inferierte Information kann dem
zugrunde liegenden Place-Graphen hinzugefügt werden.
Für das Matching der individuellen Place-Graphen unterschiedlicher
Probanden können die in Kap. 2.3.4 vorgestellten Methoden verwendet
werden. AlsMaß divergierender Sichtweisen ist dabei insbesondere die lo-
kale Strukturähnlichkeit von den Knoten interessant, die gleiche Namens-
attribute tragen (vgl.Melnik, Garcia-Molina und Rahm 2002). So können
z. B. Informationen über Antonyme aus WordNet genutzt werden, um di-
vergierende Lesarten von Aﬀordanzbereichen zu erkennen, und partono-
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mische Relationen, um die überindividuelle Übereinstimmung von Orts-
konzepten bezüglich ihrer Teilorte zu bestimmen (gehört OrtX für Person
A und Person B gleichermaßen zu Ort Y?).
Nutzer mit hoher globaler Graphähnlichkeit (z. B. durch die k nächs-
ten Nachbarn bzgl. Graph-Kernel, vgl. Vishwanathan u. a. 2010) können
als Ausgangspunkt dienen, um für unterbestimmte Ortskonzepte passen-
de Kandidaten im Place-Graphen ähnlicher Nutzer zu ermitteln, die zu
den beschriebenen Attributen und Relationen des unbenannten Ortskon-
zepts passen. Bei einer hinreichend großen Ähnlichkeit bzw. Kongruenz
zwischen den Ortskonzepten bzw. Nutzern ist es dann möglich, Namen
für Ortskonzepte automatisch zu inferieren.
Wie in Kap. 4.2.1 beschrieben, kann ein Place-Graph zur Topic-Map ver-
allgemeinert werden.
Abbildung auf das Straßennetzwerk
Zur Abbildung von Geo-Features auf das Straßennetzwerk (vgl. Kap. 4.2.2)
durch einen geometrischen Puﬀer kann mit Dichtefunktionen bzw. gra-
dueller Zugehörigkeit (vgl. Kap. 2.2.2) von Kanten des Straßennetzwerks
zu einem Ortskonzept gearbeitet werden. Ein möglicher Gradient inter-
poliert die Konzeptzugehörigkeit zwischen Kanten im Schnittbereich von
Features und Straßennetzwerk (Konzeptzugehörigkeit 1) bis hin zur Au-
ßenlinie des Puﬀers (Konzeptzugehörigkeit 0).
Signalverlust kann dadurch modelliert werden, dass ab einem gewis-
sen zeitlichenAbstand zwischen zweiMesspunkten diese nicht durch eine
Kante verbunden werden. Dadurch wird eine Abbildung von Segmenten
einer Bewegungsspur vermieden, innerhalb derer aufgrund des zeitlichen
Abstands die tatsächliche vom Probanden zurückgelegte Weggeometrie
unbekannt ist. Technisch bestehen die Falldaten in diesem Fall aus Ein-
zelspuren, deren zeitliche Abfolge bekannt ist.
Bei der Abbildung von Geo-Features auf das Straßennetzwerk ist bei
Features in der Nähe des Straßennetzwerks anstelle eines geometrischen
Puﬀers auch ein topologisches Kriterium für die Wahl passender Kan-
ten des Straßennetzwerks denkbar. Ist das Feature über eine bestimm-
te Anzahl von Entscheidungspunkten mit einem Segment des Straßen-
netzwerks verbunden, wird das Segment unabhängig von seiner geometri-
schen Distanz in die Auswahl übernommen; über dem Schwellwert wer-
den auch Straßensegmente in kurzer Entfernung nicht übernommen.
Alternativ zur -konvexen Netzwerkhülle können die Daten vor der
Anwendung der konvexen Hülloperation durch gängige Clusterverfahren
generalisiert werden, die für zweidimensionale Problemräume deﬁniert
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sind (z. B. ǎǌǝǍǋǘ), falls deren Abstandsmaß zuvor ebenfalls auf eine ge-
eignete topologische Metrik im Straßennetzwerk angepasst wurde.
Ortsbasierte Verbundoperation
Im vorliegenden Ansatz werden die Knoten eines Place-Graphen auf Sub-
graphen eines Straßennetzwerks abgebildet, mittels derer räumliche Ähn-
lichkeit zu interessanten Mustern auf Bewegungsspuren berechnet wird.
Umgekehrt wäre es genausomöglich, zu den imStraßennetzwerk verorte-
ten interessantenMustern in Bewegungsspuren z. B.mittels ǙǝǗ die Attri-
bute benachbarter Features zu extrahieren und die Ortskonzepte im Place-
Graphen zu ermitteln, die zu denAttributen entlang einer Bewegungsspur
gut passen. Anstelle eines Möglichkeitsraums von Pfaden an einem be-
stimmten Ortskonzept lassen sich auf diesem Weg Hypothesen über den
Möglichkeitsraum der Aﬀordanzbereiche eines bestimmten Aufenthalts-
ortes bilden. Analog zur Analyse der Verortungen erlaubt dies Analysen
zu
1. Aﬀordanzbereichen:WiewerdenOrte entlang einer bestimmtenBe-
wegungsspur üblicherweise benannt?
2. eigenen Aussagen: Nennt eine Person, die Aussagen über ihre Er-
fahrungen macht, Attribute, die zu denen eines Ortskonzeptes pas-
sen?
3. relevanten Teilen:WelcheOrtskonzepte haben, auch vermittels ihrer
genannten Eigenschaften, für eine Person, die ein bestimmtes Be-
wegungsverhalten aufweist, gemäß ihrer Aussagen vermutlich Re-
levanz?
Während auf der einen Seite der Raum möglicher Pfade in der Nähe von
Geo-Extensionen zu Ortsnamen, die eine Person genannt hat, durch das
tatsächliche Bewegungsverhalten dieser Person vor Ort validiert werden
kann (räumlicher Filter), müssen auf der anderen Seite aus dem Place-
Graphen geeignete Ortskonzepte gewählt werden, deren Attribute auf er-
mittelte Attribute in der Nähe der Bewegungsspur dieser Person passen
(semantischer Filter). Eine nicht gerechtfertigte Erkennung impliziert im
ersten Fall, dass Geo-Extensionen gewählt werden, die für den Nutzer gar
nicht unter das zugehörige Ortskonzept fallen und im zweiten Fall, dass
Ortskonzepte gewählt werden, die an dieser Stelle der Bewegungsspur qua
Aﬀordanzbereiche passen, aber für die Person nicht relevant waren. Beide
Ansätze gemeinsam können zur Berechnung kombinierter Ähnlichkeits-
metriken genutzt werden (vgl. Schwering und Kuhn 2009). Eine wechsel-
seitige Evaluation der beiden Ansätze bezüglich Qualität und Performanz
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auf unterschiedlichen Daten steht ebenfalls aus.
Soziodemographischen Falldaten
Über die erhobenen Falldaten lassen sich die Probanden nach unter-
schiedlichen soziodemographischen Merkmalsgruppen (z. B. nach Ge-
schlecht, Alter oder Vorwissen über die Destination) trennen (vgl. dazu
auch Weber und Bauder 2013) und untereinander in ihrem Bewegungs-
verhalten vergleichen.
Ortsnetzwerk
Für die Muster interessanter Orte in den Bewegungsdaten lassen sich,
z. B. in Form eines Verbindungsgraphen (vgl. Schlieder, Vögele und Vis-
ser 2001), die gewählten Routen zwischen diesen Orten repräsentieren.
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5 Entwurf und Umsetzung der
Referenz-Implementierung
Der gewählte Lösungsansatz (Kap. 4) wird durch eine geeignete Referenz-
Implementierung (vgl. Kap. 6) nutzbar. Nach der Benennung der bei der
Implementierung verfolgten Ziele (Kap. 5.1) und allgemeinen Architek-
turüberlegungen (z. B. Erweiterbarkeit der Bibliothek, Kap. 5.2), werden
an dieser Stelle die implementierten Teilfunktionen dokumentiert. ImAn-
schluss werden die verwendeten Technologien (Kap. 5.3) und die bei der
Umsetzung getroﬀenen technischen Optimierungen (Kap. 5.4) benannt.
5.1 Ziele
Ziel der Implementierung ist die Bereitstellung einer Bibliothek, die alle
benötigten Funktionen zur Verfügung stellt, um aus den empirisch erho-
benen Datenarten (vgl. Kap. 3.2) das Ortsmodell (Kap. 4) und den räumli-
chen Assoziationsgraphen (4.5.2) aufbauen zu können. Die Implemen-
tierung erfolgte dabei so generisch wie möglich, d. h. auch wenn Fest-
legungen auf bestimmte Verfahren getroﬀen wurden, sind diese durch
Implementierung gegen Interfaces gekapselt und gegen alternative Ver-
fahren austauschbar. Wo möglich, wurden für die spätere Evaluierung
(vgl. Kap. 6) zumindest zwei redundante Verfahren implementiert.
5.2 Unterstützter Workﬂow
Durch die für das beschriebene Ähnlichkeitsmaß beschriebenen Verarbei-
tungsschritte (Kap. 4) ergibt sich der in Abb. 5.1 dargestellte Workﬂow.
5.3 Verwendete Technologien
Abb. 5.2 zeigt das implementierte System in Abhängigkeit von den ver-
wendeten Bibliotheken und Datenquellen. Das Kernsystem besteht aus
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Abbildung 5.1: Allgemeiner Workﬂow, der durch die implementierte Bibliothek pbgis unter-
stützt wird.
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Abbildung 5.2: Eigenes System mit verwendeten Bibliotheken.
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168 5 Entwurf und Umsetzung der Referenz-Implementierung
drei Bibliotheken, die für verschiedene Ex-post-Analysen oder andere An-
wendungsfälle (z. B. place based recommendations) in Software eingebun-
den werden können (vgl. Tab. 5.1:
• libTrackAnalysis: Vorverarbeitung der Ǒǚǝ-Tracks und Mustererken-
nung
• libPlaceGraphAnalysis: Einlesen, Matching undMerging der manu-
ell erzeugten Place-Graphen
• libPlaceBasedGIS: Vorverarbeitung (Projektion auf das Straßen-
netzwerk undGeneralisierung) und eigentliche ortsbasierte Analyse
(Aufbau und Merging von räumlichen Assoziationsgraphen)
Für die Implementierung wurden folgende Technologien verwendet: Zur
Berechnung von Routen mittels Dijkstra (1959) wird die Bibliothek Gra-
phhopper1 eingebunden, für Berechnungen auf den Geometrien der Geo-
Features die Bibliothek GeoTools2 (inkl. der Java Topology Suite3). Geoda-
ten aus ǙǝǗ wurden mittels eines eigenen Wrappers für die Overpass-ǗǦǟ4
bezogen. Für die Geovisualisierung kommt mangels einer nativen Java-
Bibliothek ein eigener Wrapper für OpenLayers5 zum Einsatz. Zur Reprä-
sentation und Visualisierung von Place-Graphen wird GraphViz,6 für die
Verarbeitung und Visualisierung von Topic Maps Ontopia7 verwendet.
Für die Verarbeitung der Fotoswerden ǔǚǑ-Dateien und die zugehörigen
ǏǢǓǐ-Daten (mit Zeitstempel, Geokoordinate und ggf. Tag) verarbeitet. Da
die Tags nachträglich vergebenwerden, kann eineMapping-Datei im ǔǝǙǘ-
Format genutzt werden. Die Bewegungsspuren liegen im ǑǚǢ-Format vor.
Die Daten aus den strukturierten Interviews werden als ǍǝǠ-Tabelle einge-
lesen.
5.4 Technische Optimierungen und
Laufzeitbetrachtungen
Zwischenergebnisse der Berechnungen (z. B. verortete Teilstraßennetz-
werke für Ortskonzepte) wurden für den wiederholten Zugriﬀ als Datei
1 https://graphhopper.com/, 30.10.2015
2 http://geotools.org/, 30.10.2015
3 http://sourceforge.net/projects/jts-topo-suite/, 30.10.2015
4 http://overpass-api.de/, 30.10.2015
5 http://openlayers.org/, 30.10.2015
6 http://www.graphviz.org/, 30.10.2015
7 http://www.ontopia.net/, 30.10.2015
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abgelegt. Dadurch war es möglich, die für die Analysen benötigten ǙǝǗ-
Daten nur zu einem Zeitpunkt (03.06.2015) herunterzuladen und sich so-
mit auch bei nachträglichen Analysen auf denselben Datenstand zu bezie-
hen.
Da nach demCrawlen der Verhaltensdaten alle benötigtenMuster (Orts-
konzepte undUser-Tracks) an das Straßennetzwerk annotiert werden kön-
nen, muss in einem möglichen Assistenzsystem nur der räumliche As-
soziationsgraph zu einer Anfragegeometrie aufgebaut werden, was ein
Cloud-Service bei Nutzung räumlicher Indexe in Echtzeit leisten kann.
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6 Anwendung auf empirische
Daten und Evaluation
In diesem Abschnitt wird durch Anwendung der entwickelten Analyse-
methodik (Kap. 4) auf die erhobenen Beispieldatensätze (Kap. 3) evaluiert,
inwieweit die Ergebnisse im Rahmen humangeographischer Forschung
nutzbar und interpretierbar sind. Dazu werden zunächst die manuell mo-
dellierten Place-Graphen erläutert (Kap. 6.1.1) und anschließend die Mög-
lichkeiten zur Verortung der Ortskonzepte verglichen (Kap. 6.1.2). Im An-
schluss an den Vergleich der Möglichkeiten zur Extraktion von Ortsmus-
tern aus den Bewegungsspuren (Kap. 6.1.3) wird anhand von Beispielab-
fragen gezeigt, wie der räumliche Assoziationsgraph zum Aufbau einer
ortsbezogenen Verbundoperation im Sinne von Gao u. a. (2013) genutzt
werden kann.
6.1 Analyse der erhobenen Beispieldaten
6.1.1 Manuell modellierte Place-Graphen
Entsprechend des in Kap. 4.2 vorgestellten Verfahrens wurde für die fünf
Testdatensätze aus den transkribierten Leitfadeninterviews, die nach dem
touristischen Aufenthalt in Bamberg geführt wurden, jeweils ein Place-
Graph erstellt. Die Abbildungen 6.1 bis 6.6 zeigen das Ergebnis.
Place-Graphen
Die Aspekte von Ort in den Erlebnisberichten spiegeln die eingangs ein-
geführten Begriﬀsnuancen wider (vgl. Kap. 2.2.1).
• Aﬀordanz: Orte tragen bestimmte Aktivitäten (Fälle 2013_01 und
2013_03).
• Räumliche Ordnung: Orte tragen einen Rundgang (Fälle 2013_01
und 2013_04) oder deﬁnieren Grenzen (Fall 2013_03).
• Bedeutung: Das Erlebnis gruppiert sich um als zentral empfundene
Orte (Fälle 2013_02 und 2013_05).
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Abbildung 6.1: Proband 2013_01 berichtet aktivitätsbezogen (Besuch derMesse imDom,Mit-
tagessen in der Brasserie). Die Orte werden als Stationen in den Rundgang
durch die Altstadt eingebettet.
Abbildung 6.2: Proband 2013_02 berichtet über den emotionalen Wert der Orte, die entspre-
chend ihrer Bedeutung angeordnet werden (Altes Rathaus im Zentrum, darüber
thronend der Dom).
Abbildung 6.3: Proband 2013_03 berichtet von einem allgemeinen, aktivitätsbezogenen Bam-
berg-Erlebnis (Jazz-Festival, Sieben-Hügel-Tour), das durch die Nennung pro-
totypischer und begrenzender Orte nur grob diﬀerenziert wird.
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Abbildung 6.4: Proband 2013_04 versucht mithilfe einer Karte (aus Para-Text der Sprachauf-
zeichnung ersichtlich) den genauen Besuchsverlauf zu rekonstruieren. Es ﬁn-
den sich daher zeitliche Relationen als Ordnungsstruktur (dann/weiter).
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Abbildung 6.5: Proband 2013_05 entwirft eine komplexe, teils zeitlich organisierte Erinne-
rungsstruktur mit dem Dom als kognitiven Hauptanker. Ortsnamen sind oft
durch Ortsbeschreibungen paraphrasiert (wo die Kräne stehen).
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Abbildung 6.6: Auf Basis von Stringgleichheit zusammengeführter Place-Graph mit annotier-
ter Häuﬁgkeit der Nennung.
• Partonomie: Orte werde auf unterschiedlichenMaßstabsebenen zu-
einander in Beziehung gesetzt (alle Fälle).
Interessant ist, dass häuﬁg ein einzelner Aspekt Leitmetapher für den tou-
ristischen Erlebnisbericht ist.
Wenig verwunderlich ﬁnden sich Übereinstimmungen beim Zusam-
menführen auf Stringgleichheit vor allem auf denNamen der Ortskonzep-
te, da diese durch das gewählte Vorgehen imGegensatz zu den Relationen
zwischen ihnen vom Experten vereinheitlicht wurden. Mehrfachnennun-
gen spiegeln mit demDom (5 Nennungen), Klein Venedig (4 Nennungen),
demAlten Rathaus und demRosengarten (jeweils 3 Nennungen) die touris-
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tischen Hauptattraktionen wider, die dem Namen nach gut bekannt sind.
Hinzu kommenmitRegnitz (3 Nennungen) undAltenburg (4 Nennungen)
zwei Elemente, die innerhalb des Stadtraums hohe visuelle Sichtbarkeit
haben. Interessant ist, dass die Altenburg von 3 der 5 Sprecher namentlich
erwähnt wurde, obwohl sie gar nicht besucht wurde, weil explizit bedauert
wurde, dass für einen Besuch keine Zeit mehr war.
Beim manuellen Aufbau des Place-Graphen systematisch herausgear-
beitet und somit sinnvoll verwertbar ist bei den Relationen die partono-
mische Teil-Ganzes-Beziehung. Interessanterweise wirdmitKlein Venedig
als Teil der Altstadt aber nur eine partonomische Relation fallübergreifend
erwähnt. Dies ist auch dadurch bedingt, dassAltstadt und Innenstadt über-
lappende Konzepte auf Ebene der Umgebungsräume bilden, die mit Klein
Venedig undDom auf 2 von 5 (bezogen auf Altstadt) bzw. 2 von 9 (bezogen
auf Innenstadt) enthaltenen Sichträumen übereinstimmen. Nutztman das
unter Kap. 4.2.2 vorgestellte Verfahren und verortet die Ortskonzepte Alt-
stadt (Klein Venedig, Rosengarten, Brasserie, Altes Rathaus und Dom) und
Innenstadt (Dom, Domplatz, Rosengarten, Dominikanerstraße, Obstmarkt,
Jakobsplatz, Michelsberg, Markusplatz, Regnitz)mittels der Vereinigung der
Geo-Extensionen geeigneter ǙǝǗ-Tags1 im Straßennetzwerk, ergeben sich
folgende Assoziationsregeln:
• Konﬁdenz(Altstadt ! Innenstadt) = 0,996
• Konﬁdenz(Innenstadt ! Alstadt) = 0,227
Unter diesen Kennzahlen (vgl. Kap. 4.5.2) kann Altstadt unter Innenstadt
subsumiert werden. Da bei der Verortung über alle ǙǝǗ-Featuresmit dem-
selben Namensattribut mittels der -Netzwerkhülle generalisiert wurde
(vgl. im Folgenden Kap. 6.1.2), lässt sich dies jedoch darauf zurückführen,
dass neben der Übereinstimmung von Altstadt und Innenstadt bei Dom
und Rosengarten die Konzepte Klein Venedig und Altes Rathaus als Teil von
Altstadt vom sehr ausgedehnten KonzeptRegnitz auf Seiten der Innenstadt
dominiert werden. Dennoch zeigt sich, dass bei entsprechender Daten-
qualität die Methode der indirekten Verortung von Umgebungsräumen
über ihre partonomischen Teile dazu genutzt werden kann, um das impli-
zite partonomische Verhältnis von Umgebungsräumen untereinander zu
klären.
1 Nicht für alle Ortsnamen können mittels Foto-Tags Geo-Extensionen aus den Daten
selbst heraus abgeleitet werden.
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(a) Obstmarkt (b) Gärtnerstadt
(c)Michelsberg (d) Dom
Abbildung 6.7: Geo-Extensionen von Ortskonzepten, die auf Grundlage von passenden ƯƳƭ-
Attributen im Straßennetzwerk verortet wurden.
6.1.2 Verortung von Ortskonzepten
Abb. 6.7 zeigt Beispiele für Geo-Extensionen von Ortskonzepten, die auf
Grundlage von passenden ǙǝǗ-Attributen im Straßennetzwerk verortet
wurden (vgl. Kap. 4.2.2). Verwendet wurden alle Geo-Objekte, die einen
Namensbestandteil mit dem Ortskonzept gemeinsam haben. Abb. 6.8 vi-
sualisiert im Vergleich dazu die Geo-Extensionen von Ortskonzepten, bei
denen Foto-Tags auf das Straßennetzwerk bezogen wurden. In beiden Fäl-
lenwurde die Geo-Extension anschließend durch die-konvexeNetzwerk-
hülle (vgl. Kap. 4.4.1) generalisiert. Die Beispiele für die Verortung mittels
ǙǝǗ-Attributen machen deutlich, warum die Geo-Extension ohne Kennt-
nis der Bewegungsspuren des Sprechers nur einen Möglichkeitsraum für
die Verortung eines Ortskonzepts darstellt (vgl. Kap. 4.3.3). Nur für einzig-
artige Ortsnamen (Obstmarkt) ist das Ergebnis ein plausibler, beschränk-
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ter Bereich. Für die dem Namen nach geläuﬁge, aber nicht administrativ
abgegrenzte Gärtnerstadt gibt ein in ǙǝǗ eingetragener Rundweg (Relati-
onsattribut) gleichen Namens eine gute Abschätzung. Bereits beim Bei-
spiel Michelsberg wird deutlich, dass es sich um alternative Verortungen
mit diesemNamensbestandteil handelt, da sowohl Kloster Michelsberg , Kli-
nikum amMichelsberg als auch derMichelsberger Wald für den Sprecher re-
levante Ausformungen dieses Ortskonzepts sein können. Die Verortung
von Dom ist dadurch unplausibel, dass überregionale Themenrouten mit
diesem Namensbestandteil mit einbezogen werden. Da mit räumlichen
Assoziationsregeln ein asymmetrisches Ähnlichkeitsmaß gewählt wurde,
ist dies jedoch für die Ermittlung relevanter Ortskonzepte zu einem Be-
wegungsmuster unschädlich, insofern sich durch den Schnitt mit den ent-
sprechendenBewegungsspuren die für die tatsächlicheGeo-Extension des
Ortskonzepts relevanten Teile einfach identiﬁzieren lassen. Umgekehrt
sind Bewegungsmuster unter Umständen nur sehr unspeziﬁsch für aus-
gedehnte Geo-Extensionen (Zu welchem Grad besucht die Burgenstraße,
wer die Altenburg besucht?).
Im Vergleich dazu liefern Verortungen auf Basis von semantisch ge-
taggten Fotos von vornherein eine gute Abschätzung der Geo-Extension
eines Ortskonzepts, da sie die Geo-Extension auf faktisch (in der Wahl
des Touristen) unter diesem bestimmten Handlungsziel (d. h. im vorlie-
genden Fall touristisches Sightseeing) relevante Bereiche reduziert. Insbe-
sondere bei touristischen Sehenswürdigkeiten, die entlang mehrerer un-
terschiedlicher Pfade im Straßennetzwerk erfahren werden können (z. B.
Klein Venedig ) ist dies hilfreich. Problematisch sind Fehler in den Daten2
oder schlicht das Fehlen von Tags zu Namen, die aber in den natürlich-
sprachlichen Erfahrungen verwendet werden.
Beide Ansätze können in Anwendungen auf verschiedene Weise kom-
biniert zur Anwendung kommen, um die jeweiligen Stärken zu nutzen:
1. Verwende die Verortung anhand touristischer Fotos, da diese einen
Relevanzﬁlter für den Aﬀordanzbereich Tourismus bereitstellen.
2. Filtere diese ggf. um Teile, die sehr weit von der alternativen Veror-
tung anhand von ǙǝǗ-Attributen entfernt liegen.
3. Verwende die Verortung auf Basis der ǙǝǗ-Attribute als Fallback für
Ortskonzepte, zu deren Namen keine Fotos aufgenommen wurden.
Wenn, wie im vorliegenden Fall, mit dem Straßennetzwerk eine Umwelt-
repräsentation gewählt wurde, die Visualität nur indirekt berücksichtigen
2 In der Abbildung 6.8 ﬁndet sich rechts im Kartenausschnitt für das Ortskonzept
Altes Rathaus ein Bereich, von dem aus dieses Objekt nicht einsehbar ist.
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(a)Michelsberg (b) Regnitz
(c) Klein Venedig (d) Altes Rathaus
Abbildung 6.8: Geo-Extensionen von Ortskonzepten, die auf Grundlage der Abbildung und
anschließenden Generalisierung von Foto-Tags im Straßennetzwerk verortet
wurden.
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kann, bietet sich vor allem die Verwendung von Foto-Tags an. Wenn si-
chergestellt ist, dass sich die Tags immer auf Bildmotive beziehen (wie
z. B. in Kap. 4.2.2), deﬁniert die Isoviste vom Standort des Bildmotivs aus
die obere Grenze möglicher Bildstandorte im Straßennetzwerk. Inner-
halb dieses Rahmens liefern die empirischen Daten eine Relevanzbewer-
tung möglicher Blickbeziehungen in einem bestimmten Handlungskon-
text (z. B. Tourismus).
6.1.3 Ortsindizierende Verhaltensmuster
Abb. 6.9 zeigt für alle fünf erhobenen Testfälle das Ergebnis der Muster-
erkennung auf den Bewegungsspuren, jeweils für die in Kap. 4.3.2 be-
schriebene Erkennung von Stopps und von Fotosequenzen. Die Muster
wurden anschließend im Straßennetzwerk verortet. Da sie speziﬁsch für
den Einzelfall (konsistent mit den Bewegungsdaten) sind, wurden sie im
Gegensatz zu den auf Grundlage bestimmter Attribute in einer Umweltre-
präsentation (hypothetisch) verortetenOrtskonzepten nicht weiter genera-
lisiert.
Durch den gewählten Ansatz kann nicht zwischen Bewegungsmus-
tern erster und zweiter Art diﬀerenziert werden (vgl. Kap. 2.4.3). Bei Fall
2013_05 ﬁndet sich beispielsweise ein Muster, bei dem der längere Auf-
enthalt am Parkplatz des eigenen ǚǕǡs als Ort erkannt wurde. Dies ist
nicht falsch, die Aussage über die umgebende Umwelt aber gering (d. h.
eine mögliche Ausprägung des Aﬀordanzbereichs Parkplatz).
Tab. 6.1 stellt zur Evaluation des Informationsgehalts der extrahierten
Muster Anzahl und Dauer der extrahierten Muster absolut und in Rela-
tion zur Gesamtaufenthaltsdauer zusammen. Es konnten für jeden Bei-
spieldatensatz Muster identiﬁziert werden (Min: 2, Max: 15). Dabei war
die Erkennung von Stopps im Durchschnitt produktiver (11,4 je Bewe-
gungsspur) als die Erkennung von Fotosequenzen (6,8). Insofern Fotos
eine intensive Auseinandersetzung mit der Umwelt indizieren, kehrt sich
dieses Verhältnis für die Dauer der Muster um (Fotosequenzen 16,0%,
Stopps 10,6% der Dauer der Bewegungsspur). Der Anteil erkannter Mus-
ter (beider Arten) an der Dauer der Gesamtbewegungsspur liegt zwischen
7,4% bei Fall 2013_01 und 36,8% bei Fall 2013_03 und damit in einem für
den Informationsgehalt bezüglich der reinen Ortsbewegung sinnvollen
Rahmen (selten genug für eine hohe Aussagekraft). Bezogen auf den tou-
ristischen Anwendungsfall, können die Ergebnisse z. B. genutzt werden,
um aus sozialwissenschaftlichen Studien bekannte Besuchstypen (Hal-
drup 2004, vgl. Kap. 2.4.2) zu identiﬁzieren:
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(a) 2013_01 – Stopps (b) 2013_01 – Fotosequenzen
(c) 2013_02 – Stopps (d) 2013_02 – Fotosequenzen
(e) 2013_03 – Stopps (f) 2013_03 – Fotosequenzen
(g) 2013_04 – Stopps (h) 2013_04 – Fotosequenzen
(i) 2013_05 – Stopps (j) 2013_05 – Fotosequenzen
Abbildung 6.9: Aus den Bewegungsdaten extrahierte Muster für Stopps bzw. Fotosequenzen.
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Ʃd Foto Dauer Stopp Dauer Stopp!Foto Foto!Stopp
2013_01 2 385s (2,7%) 7 674s (4,7%) 0 0
2013_02 3 553s (8,4%) 13 1483s (22,6%) 0,41 0,15
2013_03 8 6064s (29,4%) 13 1524s (7,4%) 0,10 0,03
2013_04 9 3647s (18,0%) 15 2564s (12,6%) 0,28 0,17
2013_05 12 4803s (21,4%) 9 1329s (5,9%) 0,24 0,38
Tabelle 6.1: Vergleich der Ortsmuster nach Anzahl und Dauer (Anteile jeweils bezogen auf
die in Tab. 3.4 genannten Werte) und räumliche Assoziation zwischen den Foto-
sequenzen und Stopps eines Falls.
• Navigieren: geringer Anteil der Ortsmuster an der Gesamtbewe-
gungsspur
• Wohnen: hoher Anteil an Stopps
• Driften: hoher Anteil an Fotosequenzen
In Entsprechung zu Ergebnissen aus Vorstudien (Schlieder und Kremer
2011, vgl. Kap. 3.1.1) indizieren Stopps bzw. Fotos unterschiedliche Ar-
ten von touristischem Ortserleben. Der höchste Konﬁdenzwert für die
Überlappung zwischen Stopps und Fotosequenzen wird mit 41% bei Fall
2013_02 erreicht, die jeweiligen Muster in Fall 2013_01 sind völlig dis-
junkt.
Die Ähnlichkeit zwischen den Probanden lässt sich über die räumli-
che Assoziation des Aggregats der aus ihren jeweils aus den Bewegungs-
spuren extrahierten Ortsmuster (sowohl Fotos als auch Stopps) berech-
nen und als räumlicher Assoziationsgraph visualisieren (Abb. 6.10). Die
Konﬁdenzwerte sind wie erwartet gering, da sich bereits beobachten ließ,
dass der Besuch ein und desselben Ortes durch überschneidungsfreies
Bewegungsverhalten erfolgt sein kann. Eine erhöhte Kongruenz fällt zwi-
schen den Fällen 2013_02 und 2013_05 auf, was insofern interessant ist,
als ihre Ortkonzeptualisierungen eine völlig andere Erlebnisqualität be-
zeugen (detailliert – strukturiert vs. metaphorisch – vage, vgl. Abb. 6.2 bzw.
6.5 bzw. vgl. Kap. 6.1.1).
6.1.4 Ortsbezogene Verbundoperation auf Basis von
Assoziationsregeln
Insofern nun Verortungen der Ortskonzepte eines Place-Graphen und
Ortsmuster auf den Bewegungsspuren beide als Ausschnitte eines Stra-
ßennetzwerks vorliegen, kann der in Kap. 4.5 vorgestellte Ähnlichkeits-
operator problemlos auf Muster unterschiedlicher Datenherkunft ange-
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Abbildung 6.10: Räumlicher Assoziationsgraph der Ähnlichkeit zwischen den Probanden (1 –
5) durch räumliche Assoziation des Aggregats der aus ihren Bewegungsspu-
ren extrahierten Ortsmuster (sowohl Fotos als auch Stopps).
wendet werden. Dadurch wird letztlich eine ortsbezogene Verbundopera-
tion (Gao u. a. 2013) auf den Geometrien des Straßennetzwerks realisiert,
d. h. es können nun Attribute von Bewegungs- und Sprachverhalten auf-
einander bezogen und gemeinsam ausgewertet werden.
Ein wichtiger Anwendungsfall ist das automatische Tagging von Mus-
tern auf Bewegungsspuren. Dadurch kann für ein Bewegungsverhalten
zumindest eine Kandidatenmenge an möglicherweise zutreﬀenden Orts-
namen identiﬁziert werden. Für jedes Label kann durch die Konﬁdenz der
Assoziationsregel der Grad des Zutreﬀens angegeben werden. Die Rich-
tung der Assoziationsregel gibt dabei das dominierende partonomische
Verhältnis an (vgl. Tab. 4.5). Abb. 6.11 zeigt die resultierendenGraphen für
beide Musterarten (Fotosequenz bzw. Stopps) und beide Methoden zur
Verortung der Ortskonzepte der Place-Graphen (Foto-Tags bzw. ǙǝǗ-Attri-
bute) an einem Beispielfall. Die Verortung durch Foto-Tags bzw. anhand
von ǙǝǗ-Attributen ergänzen sich im Beispiel wechselseitig. Stopp Nr. 4
und 7 können nur durch die jeweils komplementäre Methode bestimmt
werden. Wenngleich die Konﬁdenzen insgesamt gering sind, können Be-
stimmungen durch den Abgleich zwischen den Ergebnissen der beiden
Methoden veriﬁziert werden (Stopp Nr. 3: Klein Venedig bzw. Fotosequenz
Nr. 2: Rosengarten). Bei Fotosequenz Nr. 2 lässt sich die Vermutung auf-
stellen, dass Bewegungsverhalten in der Nähe von Fotos, auf denen die
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(a) Ortsmuster (Fotosequenz)
bezogen auf Foto-Tags
(b) Ortsmuster (Stopp),
bezogen auf Foto-Tags
(c) Ortsmuster (Fotosequenz),
bezogen auf ƯƳƭ-Features
(d) Ortsmuster (Stopp),
bezogen auf
ƯƳƭ-Features
Abbildung 6.11: Mögliche Zuordnungen von Bewegungsmustern zu explizit von den Proban-
den benannten Ortskonzepten am Beispiel von Fall 2013_01. Die Muster sind
in zeitlicher Folge aufsteigend nummeriert. Lila markiert sind jeweils die Orts-
konzepte, die Sprecher 2013_01 selbst im Interview erwähnt hat (die anderen
Begriﬀe stammen aus der Datenbasis und folglich von anderen Sprechern).
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Ʃd Erwähnte
besuchte
Sichträume
Ortsmuster
verortet auf
ƯƳƭ-Tags
Ortsmuster
verortet auf
Geo-Tags
insgesamt
2013_01 5 3 3 4 (80%)
2013_02 3 1 1 2 (66%)
2013_03 5 3 2 3 (60%)
2013_04 10 7 2 7 (70%)
2013_05 12 4 2 5 (42%)
Tabelle 6.2: Anzahl von Ortsmustern auf den jeweiligen Bewegungsspuren aller fünf Proban-
den, zu denen als besucht geschilderte Sichträume aus den Erlebnisberichten pas-
sen.
Alte Hofhaltung zu sehen ist, konzeptionell in der Erinnerung (vermut-
lich stellvertretend für das KonzeptDomplatz) demDom zugeordnet wird.
Stopp Nr. 5 ﬁndet zwar Am Kranen statt, beﬁndet sich aber in der Nähe
von (vermutlich von dort aus aufgenommenen) Fotos, die dasAlte Rathaus
zeigen, das auch als solches erinnert wird.
In der Summe können für vier der fünf Sichträume, die für den
Sprecher in seinem Erlebnisbericht die Bamberger Altstadt ausmachen
(Abb. 6.1), tatsächlich auﬀällige Bewegungsmuster identiﬁziert werden.
Tab. 6.2 zeigt die Anzahl aller Ortsmuster auf den jeweiligen Bewe-
gungsspuren aller fünf Probanden, zu denen Ortskonzepte aus den Er-
lebnisberichten passen. Es kann verschiedeneUrsachen haben, warum zu
einem im Interview erwähnten Ortskonzept keine entsprechenden Orts-
muster aufgefunden werden können:
• Es liegt zwar Bewegungsverhalten, aber kein auﬀälliges Ortsmuster
an der Geo-Extension der Ortskonzepte vor.
• Es liegt gar kein Bewegungsverhalten an dem Ortskonzept vor, ent-
weder aufgrund von Fernsichtbeziehungen, Aufenthalt im Gebäud-
einneren oder weil Ortsnamen verwechselt wurden.
• Zu den entsprechendenOrtskonzepten konnte keine Geo-Extension
errechnet werden, sodass für ein Bewegungsmuster keine Entspre-
chung gefunden werden kann.
Die Ortsmuster zeichnen die Stationen von Fall 2013_04 auﬀällig gut
nach, bei dem der Sprecher seinen Weg im Interview anhand einer Kar-
te rekonstruiert. Kognitive Anker der Erinnerung sind in diesem Fall tat-
sächlich eigene intensive Erlebnisse vor Ort. Nicht erkannt wird ein im In-
terview erwähnter Sichtraum im Gebäudeinneren. In Fall 2013_05 fehlen
unter anderem zwei Berichte über Fernsichtbeziehungen (vgl. Abb. 4.13).
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Abbildung 6.12: Ausschnitte der jeweiligen Ortsmuster der fünf Bewegungsspuren, die inner-
halb der Geo-Extension des Ortkonzepts Alte Hofhaltung (links oben), Altes
Rathaus (rechts oben) und Regnitz (links unten) liegen. Die vierte Abbildung
(rechts unten) zeigt die Ausschnitte der jeweiligen Ortsmuster der fünf Bewe-
gungsspuren, die innerhalb der Geo-Extension von Ortskonzepten liegt, über
die von zumindest einem der Sprecher ein emotionales Urteil (emotional=*)
abgegeben wurde. Bezugspunkt ist jeweils die Verortung der Ortskonzepte
auf Basis der Foto-Tags. Alle Bewegungsspuren sind mit den Fallnummern
annotiert.
Umgekehrt zur automatischen Benennung kann die ortbezogene Ver-
bundoperation genutzt werden, um für ein Ortskonzept des Place-Gra-
phen anzugeben, welche Teile von Ortsmustern der verschiedenen Bewe-
gungsspuren einen Schnitt (vgl. Kap. 4.5) mit dessen Geo-Extension ha-
ben. Dafür reicht es völlig aus, Attribute des Aﬀordanzbereichs zu kennen,
weshalb diese Operation auch zur Verortung von unbekannten Ortskon-
zepten geeignet ist. Abb. 6.12 bietet einige Beispiele. Es zeigt sich, dass der
Aufenthalt in der Nähe eines bestimmten Ortes zwar für eine anschlussfä-
hige Kommunikation ausreicht, aber sich das Bewegungsverhalten vorOrt
ohne einen einzigen gemeinsamen Aufenthaltsort vollzogen haben kann.
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Der gewählte Lösungsansatz wurde auf mehreren Ebenen evaluiert. Be-
reits der manuell aufgebaute Place-Graph (Kap. 4.2) konnte für den Bei-
spieldatensatz (Kap. 3.2) dazu verwendet werden, um aufzuzeigen, wie
sich durch qualitative Analysen unterschiedliche Leitmetaphern bezüglich
des mentalen Abrufens der erinnerten Orte durch die Probanden heraus-
arbeiten lassen (Kap. 6.1.1). Neben bestimmten Ankerelementen (Coucle-
lis u. a. 1987) und partonomischen Strukturen (Hirtle und Jonides 1985)
sind es Erzählungen über Aﬀordanzbereiche (Was haben wir gemacht?,
vgl. Tanasescu und Domingue 2008), die ein Ortserleben tragen.
Es wurde am Beispiel der Ortskonzepte Innenstadt und Altstadt gezeigt,
wie die partonomische Struktur zwischen Knoten eines Place-Graphen da-
zu genutzt werden kann, um über die Verortungen ihrer Teile Aussagen
über das topologische Verhältnis zwischen Umgebungsräumen zu infe-
rieren.
Zur Verortung von Ortskonzepten wurde der Ansatz über ǙǝǗ-Attribu-
te mit dem auf Basis getaggter Fotos verglichen. Es zeigt sich, dass die
Verortung mittels ǙǝǗ Hypothesencharakter hat, insofern alle möglichen
Vorkommen eines bestimmten Ortsnamens oder Aﬀordanzbereichs be-
rücksichtigt werden, wenn keine einschränkenden Bedingungen bekannt
sind (Markt kann überall dort sein).Umgekehrt liefert die topologische Ge-
neralisierung von Fotostandorten zu einem bestimmten Ortskonzept ei-
ne empirisch gesicherte Verortung bevorzugter Ansichten (Zumindest von
dort aus kann man das Alte Rathaus gut sehen). Es wird ein Verfahren vor-
geschlagen, wie sich die beiden Verfahren kombiniert anwenden lassen
(Kap. 6.1.2).
Für die Erkennung interessanter Muster auf den Bewegungsspuren
wurde gezeigt, dass langsame Bewegung und Fotosequenzen komple-
mentäre Indikatoren sind, die in der Summe diejenigen Orte, die im Ge-
dächtnis geblieben sind, gut vorhersagen (Kap. 6.1.3).
Als Assistenzfunktion für humangeographische Forschung, und hier
insbesondere Tourismusgeographie und Stadtgeographie, bietet der An-
satz erstmals ein Instrument, umBewegungsverhalten vorOrt und sprach-
liche Äußerungen über Orte aufeinander beziehen zu können (vgl. Löw
2001). Für die ortsbezogene Verbundoperation wurde gezeigt, dass sie
erfolgreich dazu eingesetzt werden kann, um Bewertungen (Da war es
schön!) auf individuelle Muster auf den Bewegungsspuren zu beziehen
(Kap. 6.1.4).
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7.1 Ertrag des Forschungsansatzes
Durch die Trennung von Ortskonzept, Ortsbezeichnung und Geo-Extensi-
on wurde die Grundlage für einModell geschaﬀen, auf das Raumsprechen
und Raumhandeln abgebildet werden können. Im Zentrum stehen da-
bei Orte im öﬀentlichen Raum. Mit der detaillierten Beobachtung (Kap. 3)
wurde ein Verfahren zur integrierten empirischen Erhebung von Daten
vorgelegt, die bezüglich einer bestimmten Aufgabe (touristische Explora-
tion) Raumsprechen (durch Interviews) und Raumhandeln (durch Bewe-
gungsspuren) von Probanden erfassen.
Als Datenstruktur für Aussagen über Ortskonzepte dient eine Verall-
gemeinerung des Place-Graphen (Kim, Vasardani und Winter 2015b). Es
wurde ein Verfahren entwickelt, wie ein Place-Graph durch einen human-
geographischen Experten unmittelbar aus der Textarbeit mit den transkri-
bierten Sprachdaten erstellt werden kann (Kap. 4.2), während kriterienba-
sierte Muster für Verweilqualität (langsame Bewegung) und visuelle At-
traktivität (Fotosequenz) komplementär zueinander interessante Orte in
Bewegungsspuren indizieren (Kap. 4.3).
Als Zielrepräsentation für alle Arten von Ortskonzepten wurden Sub-
graphen eines Straßennetzwerks gewählt, die sich sehr gut dazu eignen,
Teile öﬀentlicher Räume zu beschreiben, an denen sich Orte erleben las-
sen. Es wurden mit der Verortung von Foto-Tags und der Verortung über
ǙǝǗ-Attribute zwei Ansätze vorgelegt, wie sich Ortskonzepte auf diese
Zielrepräsentation abbilden lassen. Es wurde gezeigt, wie sich Verortun-
gen topologisch generalisieren lassen (Kap. 4.4), und wie sich die Qualität
des geometrischen Schnitts auf generalisierten Daten abschätzen lässt.
Mit dem Aufbau des räumlichen Assoziationsgraphen über Assoziati-
onsregeln auf Geometrien wurde ein Verfahren vorgelegt, um asymme-
trische Ähnlichkeit zwischen Orten in der Zielrepräsentation berechnen
zu können. Mittels geeigneter Prädikate über Assoziationsregeln lassen
sich topologische Relationen im Umfang von ǜǍǍ5 über die Ortskonzep-
te im räumlichen Assoziationsgraphen aussagen. Die ortsbezogene Ver-
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bundoperation ermöglicht vielerlei Abfragen, z. B. der Form: Welche Tei-
le von Bewegungsspuren passen zu Orten, die die Touristen schön fanden?
(vgl. Kap. 4.5).
7.2 Grenzen des Ansatzes
Beim Aufbau der Zielrepräsentation unterliegt der gewählte Ansatz fol-
genden heuristischen Einschränkungen:
• Der Place-Graphmuss manuell erstellt werden. Place-Graphen kön-
nen auch automatisiert mittels ǘǖǚ erzeugt werden (Kim, Vasardani
und Winter 2015b).
• Die Erkennung von Mustern auf dem Bewegungsverhalten erfolgt
lediglich kriterienbasiert. Hier können Verfahren des maschinellen
Lernens das Vorgehen ergänzen.
• Die automatisierte Verortung auf Basis von ǙǝǗ-Daten hat nur Hy-
pothesencharakter, die Verortung auf Basis der getaggten Fotos
kann hier als Komplement dienen.
Die Einschränkungen sind unkritisch, da das wesentliche gelöste Problem
die Berechnung von Ähnlichkeit auf Ortskonzepten ist. Die Referenz-Im-
plementierung (Kap. 5) kapselt alle Funktionen dergestalt, dass Vorgehen
zur Aufbereitung der Daten nachträglich leicht durch andere Verfahren
ergänzt oder ausgetauscht werden können. Der Ansatz ist bislang nur
domänenspeziﬁsch (Tourismus) evaluiert. Nicht für alle Anwendungsfäl-
le ist eine Repräsentation von Ort als Teil des öﬀentlichen Raums sinnvoll
(kulturelles Leben ﬁndet z. B. anders als Städtetourismus häuﬁg in Ge-
bäuden statt, etwa bei Theater-, Oper- oder Kinoauﬀührungen). Die zen-
trale Einschränkung ist, dass ein Zusammenhang zwischen Orten nicht
auf der semantischen, sondern ausschließlich auf der räumlichen Ebene
hergestellt wird.
7.3 Anschlussfähigkeit an zukünftige Forschung
Im Bereich der Angewandten Informatik leistet die Arbeit einen Bei-
trag im Bereich ortsbezogene Geoinformationssysteme, indem durch die
speziﬁsch räumliche Implementierung einer bereits in der Literatur ge-
forderten Funktion (ortsbezogene Verbundoperation) eine bislang nicht
verfügbare Funktion (Ähnlichkeit auf Orten) realisiert werden konnte,
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die sich für einen Anwendungsfall (touristische Exploration einer Stadt)
als äußerst produktiv erwiesen hat. Das Vorgehen, Zusammenhang zwi-
schen Orten über partielle räumliche Koinzidenz herzustellen, steht da-
bei komplementär zu bisherigen Ansätzen, Verknüpfungen im Sinne des
Qualitativen Räumlichen Schließens ausschließlich auf Ebene der Aussa-
gen/Anfragen bzw. des verfügbaren ortsbezogenen Wissens herzustellen
(vgl. z. B. Ballatore und Adams 2015).
Die mittels des Frameworks ermittelten empirischen Befunde sind für
bisher nicht realisierte Assistenzsysteme zurUnterstützung (human-)geo-
graphischer Forschungsarbeit nutzbar:
1. Ein Assistenzsystem, das in der Lage ist, mittels eines anhand von
Echtzeitdaten dynamisch fortgeschriebenen Ortsmodells die im ta-
gesaktuellen Bewegungsverhalten der Besucher beliebtesten Orte
zu ermitteln und Geheimtipps (z. B. in der Besuchsfrequenz schnell
wachsende, positiv bewertete Orte) zu extrahieren. Bezogen auf Da-
ten aus Aktionsräumen ortsansässiger Einwohner ließe sich durch
denselben Ansatz erstmals ein Nutzungswandel live beobachten.
2. Im Anschluss daran ein Werkzeug, das zusätzlich zu den beliebten
Orten auch die beliebten Routen zwischen ihnen in Form eines ge-
richteten Verbindungsgraphen (Schlieder, Vögele und Visser 2001)
repräsentiert und dadurch Aussagen über gute Standorte für touris-
tische Dienstleistungen und Hinweise auf Barrieren in der touristi-
schen Erschließung gibt.
3. Ein Werkzeug, das es ermöglicht, Emotions- (Da ist es schön) und
Aﬀordanz-Karten (Da kann man gut einkaufen) einer Stadt zu er-
stellen.
4. Ein Werkzeug zur Entscheidungsunterstützung, das einen Ver-
gleich von Argumentationsmustern für stadtplanerische Mediati-
onsrunden anbietet und die Argumente mit der alltäglichen An-
schauung der Diskussionsteilnehmer abgleicht.
5. Zudem lassen sich durch geeignete Analysen Hypothesen dazu
überprüfen, ob eigene Anschauung vor Ort eine höhere Expertise
bezüglich eines Ortes bedingt oder nicht.
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