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In this paper we consider the problem of diffraction of a normally mcident 
plane pulse by a strip. We use the method of Laplace transformation. By 
applying results on the asymptotic behavior of solutions of the reduced wave 
equation, we are able to establish the rate of decay as t + CC of the solution 
of our problem. 
1. INTR~DUOTI~N 
We wish to consider the problem of diffraction of a normally incident plane 
pulse by a strip. Our object is to obtain decay rates for the solution to this 
problem as t + co. We use the method of Laplace transformation. To obtain 
our results, we evaluate the inversion integral asymptotically. To do this 
we apply some recent results on the asymptotic behavior of solutions of the 
reduced wave equation. There are two types of results we need. If we denote 
by (T the transform variable, then the first type of estimate is one which shows 
that for large t, the inversion integral contour can be deformed into the left 
half o-plane. The derivation of this estimate is based on the author’s previous 
work [6]. Once we have deformed the contour, it is then seen that the major 
contribution to the integral for t large comes from the neighborhood of the 
origin in the o-plane. The behavior of the integrand for small 1 o ) is deduced 
from the work of Sologub [4]. This work seems to be the first entirely rigorous 
discussion of the problem of low-frequency diffraction by a slit. We are thus 
able to deduce the asymptotic behavior of the solution as t -+ cc at any point 
in space. As a byproduct of our investigation, we see that at any point in 
space, the solution becomes progressively smoother with increasing time. 
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2 
We consider here the wave equation in two space variables 
We look for a solution V(x, y, t) of (1) which vanishes on the strip JJ = 0, 
-a/2 ,( x < a/2. For t < 0, we assume V has the form of a plane pulse 
normally incident on the strip: 
k-(x, y t) = UJX, y, t) = H(y + t), t <o, 
where H(t) is the Heaviside function. Thus, if we let U = 1,. - C’, , then U 
will satisfy (1) (in the weak sense, of course) and have the initial and boundary 
values 
U(s, y, 0) = u&c, y, 0) = 0, 
C’(x, 0, t) = - 1, t > 0, -a/2 < x < a/2. 
(2) 
Let U(R, y, u) be the Laplace transform of U(x, y, t); 
U(.? y, 4= srn e-otU(s, y, t) dt. 
0 
Then u will satisfy the reduced wave equation 
u,, + u,, - du = 0, (3) 
with the boundary condition 
u(x, 0, u) = --I/a, -a/2 < x < a/2. (4) 
In addition, u(x, JJ, a) is required to be analytic for Re u > 0 and u(x, ~7, u) + 0 
asu+coinReu>O. 
We look for a solution of (3) in the form 
U(.? y, 0) = & ,-:I2 p(x’, u) K,(u[(s - N’)~ + y”]‘/2) d.y’ (5) 
where K, denotes Rlacdonald’s Bessel function of order zero. In order to 
satisfy (4), the function p must satisfy the integral equation 
1 -- =- :, J;” /I@‘, u) Ko(a 1 x - x’ I) dx’, -a/2 < x < a/2. (6) 
U al:. 
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We first show that (6) admits a unique solution p(x, u) for every u # 0 with 
Re u > 0 such that when this p is inserted in (5), the function u thus defined 
is a solution of (3), (4) which is analytic for Re a > 0. To do this we use a 
previous result of the author [5]. For convenience, we set a = 2. Clearly, the 
particular value of a plays no role in the present discussion as long as 
0 < a < 00. Thus we consider (6) with a = 2. Let q(x) = (1 - x2)1/z, 
1 x 1 < 1. As in [5], we define two Hilbert spaces: 
MI) = If / j:l I fW dx> dx < 001; 
W,l(q) = {f 1 f is absolutely continuous on [- 1, 11, f ’ E L,(q)). 
A slight reworking of the main result of that paper gives us: 
LEMMA 1. The integral operator dejined by the right-hand side of (6) is a 
continuous map of L,(p) onto W,l(q) f OY u # 0, Re u > 0. (And thus has a 
continuous inverse.) 
Proof. The identity 
Ht)(uerrrB 1 x - x’ I) = -$ K,(u 1 x - x’ I) (7) 
reduces (6) to an integral equation of the type considered in [5] if we set K = iu. 
Denote the operator on the right-hand side of (6) by L, . Now the result of [5] 
states that the lemma is true for K # 0, Re K > 0, Im K > 0, i.e., for u # 0, 
Re u > 0, Im u < 0. To obtain the result for Re u > 0, Im u > 0, we observe 
that the only place in [5] the restriction on K was used was in proving injec- 
tivity of the mapping. Thus the lemma will be proven if we can show injec- 
tivity of L, for Re u 3 0, Im a > 0. So assume for u in this range we have 
s _: 4(x’) &(a 1 x - x’ I) dx’ = 0, Ixl<l, (8) 
for some 4 EL,(~). Now K,,(X) is real for x > 0. Thus taking the complex 
conjugate of (8), we see 
s 1 j@jK,(G]x-x’j)dx’=O, lxl<l. 
But we have Re c? > 0, Im 0 < 0. Thus + = 0, and the proof of Lemma 1 is 
complete. 
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LEMMA 2. Let u be giwen by (5) with p(x’, o) the unkpe solution of (6) 
guaranteed by Lemma 1. Then u is analytic for Re u > 0. 
Proof. This result follows easily from results on analytic families of 
operators found in [2]. We first note that for Re (T > 0, L, is an operator- 
valued analytic function. For this it is sufficient to show that for arbitrary 
+ E L,(q), I/ E u/;‘(q), ($,w)w,l(o) is a scalar-valued analytic function for 
Re u > 0. This is accomplished by writing out the inner product as a sum 
of double integrals and showing that one can differentiate under the integral 
sign. Observe that we must differentiate the expression (#‘, (L,&)‘)Lz(Q). 
Now (LO+)’ consists of a singular integral operator acting on 4 plus an integral 
operator with a smooth kernel acting on 4. However, the singular part is 
independent of D and thus causes no difficulties. Thus, by Lemma 1 and the 
results mentioned above, it follows that L;l is analytic for Re (T > 0. Also, 
&(o[(x - x’)* + ~~]l/~) (1 - R’~)-~/~ is an analytic element of L2(q) for 
Re CJ > 0. Finally, we see that 
11(x, y, u) = - $ (L,l( l), K,(a[(.v - X’)‘2 + y*]r’a) (1 - .P-l’*)r2(a) 
is an analytic function of c for Re 0 > 0 and all (x, y) E R2. 
We now show that u(x, y, u) can be analytically continued mto the left half 
u-plane. To do this, we will use the method of [6] to explicitly construct u 
in a region of the o-plane extending into Re u < 0. The computations are very 
similar to those of [6], the difference being that in [6] they were carried out for 
K = iu purely real and positive. We will now allow K to have a negative 
imaginary part. This corresponds to Re u < 0. We will obtain estimates for 
Re K > 0 (Im u < 0); clearly identical estimates can be obtained for Re K < 0 
(Im u > 0). 
Using (7), (6) becomes 
1 . -n/2 
- == - 
iK i -02 ! 
p(x’, - -2K) Ix-x’()dx’, -+X+. (9) 
Setting p(x’, K) = Up(x’, CT) (-iK = U), we obtain the integral equation 
considered in [6]: 
- 1 = f ]my;2 $J(x’, K) @‘(K 1 .v - X’ I) dx’, 
where now we have K = K1 + iK2 , K1 > 0, Kg 6 0. 
We recall the notation of [6] (suitably modified to take into account the fact 
that K may now be complex). Let K be a complex variable. Let cr be the half- 
line in the h plane running from -K1- ice to -K, and let c, be the half-line 
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in the /S plane running from K to K1 + ice. The function (h - K)lj2 is defined 
in the K plane slit along c2 and taken to be positive for Im k = KS , Re /z > or . 
The function (Fz + ~)l/~ is defined in the K plane slit along cr and taken to be 
positive for Im k = -K2, Re k > -K1 . We let XI@) = (k + K)-‘j’ and 
X,(k) = (k - K)-~/~. For k on ca , X,+(K) [X,-(k)] refers to the values of X2 
on the right [left] side of the slit c, . Fork on c, , X,+(K) [X,-(k)] refers to the 
values of X, on the left [right] side of the slit cr . 
The solution of (10) is then given by 
p(x, K) = 2iK + j eik(~-~lz)+~(k) d  + f eik(z+@)#2(k) dk. (11) 
9 c-2 
The functions ~$r and +2 are assumed to satisfy the pair of integral equations: 
,.$x,+(k)$,(k) = 2iK5k(o’ + ,- d2(k’)kf$) eik’a &‘, 
c2 
k on c,; (124 
,$(2+(k) 4,(k) = 2iKI,(o) _ ,- +l(R’)k+~; e-ik’a &I, 
Cl 
k on c2. (12b) 
As usual, these equations are solved by successive approximations. We para- 
meter&e c$ by letting k = K + its,, 0 < t < co, and c, by letting 
k= -K - isKI, 0 < s < co. Let 
952(K + it’%) = #2(t) and 
We also find it convenient to let a = -KJK~ . Then (12a) and (12b) become 
s1:, e3ni/4eKla(i+a) /m I qb2(t’) eeat’K1 dt’ 
o (2 - 2ia + it’)112 (2 - 2ia + it’ + is) ’ 
#/&) = a “““iy$; ; ;I” 
(13) 
ty e3nii4eKla(i+a) Jm I &(s’) e-as’K1 ds’ 
o (2 - 2ia + is’)l12 (2 - 2icd + is’ + it) ’ 
We solve (13) by successive approximations taking $P)(s) and #T)(t) to be the 
inhomogeneous terms in (13). Thus we have 
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Thenifiorl <I, 
I ?P(s) - &%)I 
< 23/ZS1/2&+ 
\ 
rr2 s 
rm pite--a t’q &’ 
0 [4 + (t’ - 2ay)y4 [4 + (t’ + s - 2,)211/Z 
< 2 sl’2g(s) eKl”a j- fl/2e-at’Kl dt’ 
0 
Here 
1 zzz __ p2g(s) eK~=yKlu)-3’2. 
77312 
As) = 1;i + (s - 242)-l/2, 
s < 2Cx 
s > 201. 
In the same way, 
1 p’(t) - #‘O’(t)l < 2 2 , -&- t”2g(t) eK1aa(fcla)-3’2. 
An easy induction now shows that 
(15) 
Hence we see that if 
eMKz” < (32rr)1’2 (~~a)~‘~, Kl > 0, (16) 
the sequences {#:“)(s)> and {I@)} converge absolutely and uniformly to 
functions #Js) and qb2(t), respectively, and this pair of functions satisfies (13). 
Now if 
then from (14) and (15), if 1 (Y I < 1, 
(17) 
with an analogous estimate holding for z,h2(t). 
409148/I -I 2 
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Since g(s) and [I + (s - ~u)a]-rls are dominated by 29s for s > 0, it 
follows that 
I h(s)l < c+‘2, I #2(f)l < ct+, c = 12/?r. 
Hence from (11) 
1 p(q K)I < 1 K [ (2 + (y&-a/2) Jrn ev(-~2)S-l~2 & 
0 
+ ce-K*hfa/l) 
s 
m e-K1(z+a/2)tt-l/2 q 
0 
= ( K ( (2 + (ye4-2) (+ _ x)-1’2 Q/2 
+ C’e-Ke(s+a/2) (+ + x)-1’2 .;1/2) , 
where c’ = 12/~#. Since p(x, K) = iKp(x, u), we have 
1 /gx, u)I < 2 + c;c,-1’2 (&=al2) ($ _ *.+ + e--r&-/2) (+ + y2) ) 
where now o = K2 - iK1 with Kl > 0, K2 ,( 0. 
Thus we see that we can solve (6) in that part of the left half o-plane for 
which (16) holds (as well as in the corresponding region in the upper half 
plane). 
Let 
and 
D,’ = {u: u = Kg - ids , eCxaa < (32~)~” (K1f~)~‘~, K1 > 0}, 
0: = {CT: u = KS + iK1 , em++ < (32~~)“’ (KlU)s’2, Kl > O}, 
D, ={Reu>O}u D,‘u 0,“. 
To see that the function u(x, y, u) defined by (5) is analytic in D, , we can 
argue as in Lemma 2 if we can show that (8) has only the trivial solution for 
u E D2 . So suppose that for some u E D2’, we have for K = iu and 4 EL,(q), 
f 1-1 @‘(K 1 x - X’ I) +(x’) dx’ = 0, Ixl<l. 
For 9 E J%)* 
0 = f j-;l #(x) dx sf, l&c I x - x’ I) 4(x’) dx’, 
=- ; j-T1 c$(x’) did /:l @‘(K 1 x - x’ 1) +tx) dx- 
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To see that it is permissible to interchange the order of integration, we note 
that #, 4 E Lp for 1 < p < 413 and use a familiar argument based on trun- 
cating the Hankel function, i.e., integrating over the set where / x - x’ 1 > E 
and letting E -+ 0. 
Let #(.V) satisfy 
. 1 
f j-, 9(x) @‘cK 1 x - x’ I) dx = -e--‘. 
By a slight modification of the procedure used to solve (lo), we can solve 
(20) for any real y except perhaps for y = -&. (See [7] for the necessary 
modifications of the above argument.) Thus 
s 1 -1 4(x) e-zvr dx = 0, YER, Yf +5- (21) 
But $(x) EE[-1, I]. Th us, by the continuity of the Fourier transform, (21) 
holds for all y E R. Then by the uniqueness of the Fourier transform on Ll, 
we see d(x) = 0 a.e. in [-I, 11. 
We next estimate U(X, y, u) in that portion of the left half o-plane in which 
(17) is satisfied. This is now easily accomplished using (19) and the asymp- 
totic expansion for K,: 
K,(uR) = (-&-)l” e-OR [l + 0 (&-)I . (22) 
To obtain a simple estimate for u at a point (x, y), we let R* and R, be the 
maximum and minimum distances from (x, y) to the strip --a/2 < x < a/2, 
y = 0, respectively. Then from (5), (19), and (22), we find 
1 U(X, y, u)I < c[K;1’2R~1’2e-“PR* + K;~RG liZe-&+R*) I, (23) 
where C is now a generic constant. A similar estimate holds in the analogous 
region in the second quadrant. 
The solution U(x, y, t) of the original time-dependent problem is given by 
the Laplace inversion integral 
U(x, y, t) = & lr e%(u, x, y) da. (24) 
Here the contour r consists of the imaginary u-axis from -ice to -i, the 
semicircle 1 u 1 = 1, Re u > 0, and the imaginary u-axis from i to ioo. 
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Let u = ur + ius so that a, = IQ, CT, = --IQ . We let r’ be the following 
contour in the u-plane: r’ = r, u I’, u r, , where 
I’, = the portion of the curve e-“la = (8rr)l12 (-~,a)~/~ lying in the 
third quadrant; 
r, = the semicircle ( u 1 = l/a (BcT-~/~, Re u > 0; 
r3 = the portion of the curve e- ala = (8rr)r/2 (u~u)~/~ lying in the second 
quadrant. 
We wish to show that the integral in (24) can be taken along r’ for suffi- 
ciently large t. For this it is sufficient to show that the integral along a hori- 
zontal segment u2 = A between r and r’ tends to zero as 1 A 1 ---f CO. 
Thus we consider 
where 
I 
0 
IO, = u(x, y, u1 + iu*) k’+zga)t da, ) 
01; 
BY (23), 
-%*a e = b 1 u2 13’2, b = (8Try2 u3’2. 
1 Ia, 1 < C ) a2 1-l” RG”~ j” 
01’ 
eol(t-R*) doI + c , u2 l-1 &1/2 j" eoI(t--a-R*) dul 
51* 
eol*ft-R*) _ 1 D -k--a-R*) 
= C 1 u2 I- R,1’2 
t - R* 
+ C 1 u2 1-l R,1’2 e ; _ R.+ -- ’ . 
But 
e-“” = b’ 1 u2 13’2a, b’ = blla, 
1 IO, 1 < C tyl;* [b’(R*-t) 1 u2 )-(1/2)+i3/2a)(R*-t) _ 
I 02 I-1’2l 
+c t -22: u [b’lR*+a-t) ] u2 I-1+(3/2d(R*+a-0 _ 1 u2 I-l]. 
Thusift>R*+a \102~+Oas~u21-+ccandthusift>R*+a, 
U(x, y, t) = & jr, e%(u, x, y) do. (25) 
We may summarize the preceding discussion as 
LEMMA 3. The soZution of (l), (2) for t > R* + a is given by (25). Here 
u(x, y, u) is us in Lemma 2 and satisfies the estimate 
1 u(x, y, u)I < C[l a2 l-1’2 R;1’2ew01R* + ) U, 1-l R;1’2e-01(afR*)] (26) 
011 the po~ti~m of r’ denoted above by r, and r3 . 
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LEMMA 4. We have 
F e%(u, s, y) da = O(t-l) *rz 
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as t-00, i= 1,3. (27) 
Proof. We parameterize rs by o2 . On rs , e-“la = bo;‘*, thus 
+--?k? 
2a u2 * 
Thus / da 1 < Cdu, . Using (26), 
Is e%(a, x, y) da r3 
m < CR-,11’2 
i ~42 
e--ol(R*-t),,;1/2 da2 + CR,112 ,-a e-ol(R’+a-t)021 do2 
@I2 
= ,-R-l/Bb(R*-t)h 
* 
s 
cc 
=2 
(3:2d(R*-6112 du2 
@I2 
+ CR;1/2b(R*+a--th 
s 
= a;/2a)(R*+a-t)-l de2 
@I2 
= CR-,“2b1’2 
1 + CR;1’2 
1 
&t-R*)-+ &-a-R*) 
= o(t-1.) 
The integral over r’s is treated similarly. This proves Lemma 4. 
We now turn our attention to the behavior of 11(x, y, u) in the neighborhood 
of (T = 0. It is this behavior which determines the asymptotic behavior of 
U(x, y, t) as t + co. The basic result is that of Sologub [4]. This result states 
that the solution of (9) can be expressed in the form 
p(x, -iK) = - ; 11 + F 
. [2i(~-x2)1’2h~]~1[l +o(K4a4hKa)]. 
(28) 
Equation (28) represents the leading terms of an expansion convergent for 
0 < K < 2/a(2 + r). In (28), In y = 0.57721... (Euler’s constant). This 
result was previously obtained in a formal manner by several authors [I]. 
Although the result was proved for K = Zcr in the above range, it is easy to see 
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that the same result obtains for ) u 1 < 2/a(2 + m), Re u > 0, i.e., for u in 
this range: 
p(x, u) = $ 1 - I 
-!f& [lnf$Y++- (~~)$?]I 
~[(~-~,)l’~ln~]~~[1 +O(04u41n0u)]. 
For small values of ) u ) , we have 
u2R2 
K,(uR) = - [lnq + ---4--- (In 9 - l)] + O(& In u). 
Thus from (29) and (30), 
&bR) ,4x, 4 = + O(u ln a>, 
so that from (5) and (30) 
u(x,y,u) = -;- -f@-$+ + O(uln 0); 
u In - 
8 
where 
a(~, JJ> = & jMTr2 (f - xf2)-1’2 In J$ [(x - %‘)s + rs~ hf. 
Thus by Lemmas 3 and 4 we have 
U(x, y, t) = - & jr, cut (+ + ‘(” ‘) 
a In aru/8 
) 
+ jr2 eot4u, x, Y) du + 0 (+) , 
(29) 
(30) 
(31) 
(32) 
(33) 
(34) 
where h(u, x, y) = 0( u n u as u -+ 0. By deforming r2 onto the imaginary 1 ) 
axis and integrating by parts, we see that 
I eo%(u, x, y) da =2 =o(.+). 
Let r* be the half lines running from --co f &-s/s to fib-s/s. Clearly, 
6 Y) 
u In qu/8 
)du=O(+). 
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Hence 
U(x, y, t) = - & 1 f?ut (+ + u;;;;;,8 ) da + 0 (+) , (35) 
Y 
where y is a contour starting at --co - i circling the origin and ending at 
--cg + z. The branch cut for the log is of course taken to be the negative 
real axis. The contribution to U from the first term in brackets is - 1. Hence 
4x, Y) Wy,f)=-l--j 
cot du 
+ 0 (f) . (36) 
Y u ln(ar/S)o 
To evaluate the last integral asymptotically, we make the substitution at = q. 
We then have 
1 
I 
eat da -- 
2i7i ay ’ uln-u 
8 
1 
s 
eq dq =- 
2rri 
‘q In;--lnq 
I I 
1 =- 
27ri 
On 4) ’ eq dq 
(In 8t/ar)n(ln 8t/ar) - G 7 ’ I 
Now it is well-known that 
1 --/cdq= 1 
2rri y q” qq’ 
Differentiating with respect to OL, we see 
1 -[~dq+1)‘$-&/= 
23ri y q” = 44, 
s = 0, 1, 2 ,.... (37) 
2 o! 
Also (In 8t/ay - In q)-l = O(1) as t + co uniformly with respect to q on the 
contour y. Hence 
1 - 
J 
eat du n-1 -- 
2Ri y u ln(uy/S)u = z. (ln~~~~+l + ’ ((ln 8:la,)n) * 
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The upper summation limit may be changed to n - 2 without affecting the 
error term. Thus we arrive at our final result: 
(38) 
Here, a(x, y) is given by (33) and a8 by (37). 
Recall that the solution of the original problem is 
V(x, 3’3 t) = WY + t) + U(x, y, t). 
Since H(y + t) = 1 if t > -y, we have 
THEOREM. The asymptotic behavior of V(x, y, t) for Jixed (x, y) as t + 00 
is given by 
Thus we see V decays to zero as t + co but it does so very slowly. 
We mentioned earlier that we can show that at any point in space the 
solution becomes progressively smoother with increasing time. This follows 
from the representation (25) for U. As in the proof of Lemma 4, we see that 
if t is large enough, differentiation under the integral sign is permissible. The 
x and y differentiations are performed on the function &(a[(~ - x’)~ + yajl/“). 
Roughly speaking, each differentiation multiplies U(X, y, t) by a factor of u. 
As in the proof of Lemma 4, this can be compensated for by increasing t. 
The physical reason for this phenomenon is clear. Discontinuities of U 
are carried along reflected and diffracted wave fronts. Each time a diffracted 
wave is re-diffracted, the resulting wave is smoother. At a fixed point in the 
plane, if t is large the only wave fronts passing through the point are ones 
which have been diffracted many times and hence the discontinuities which 
they support appear only in derivatives of high order. 
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