In previous works, an approach to the study of cyclic functions in reproducing kernel Hilbert spaces has been presented, based on the study of so called optimal polynomials approximants.
Introduction
A big part of complex analysis and operator theory over the unit disc D of the complex plane is devoted to the study of the shift operator S. The operator S is defined on holomorphic functions f (z) by Sf (z) = zf (z), therefore shifting the coefficients of the Taylor series around 0 to the next position. This operator acts boundedly on a large class of well-known spaces. This is the case of all of the following. Definition 1.1. Let 1 ≤ p < ∞ and let ω = {ω k } k∈N be a sequence of positive real numbers for which there exists a constant C > 0 such that for all t, k ∈ N with 0 ≤ t ≤ k + 1 we have
Moreover, we assume that ω 0 = 1 and lim k→∞ ω k+1 ω k = 1.
We denote by ℓ p A (ω) the space of analytic functions f (z) = k∈N a k z k over the disc D with finite norm (3)
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We also denote by ℓ ∞ A (ω) the space of analytic functions f for which the norm f ∞,ω = sup n∈N |a n |ω n
is finite.
When there is no possible confussion, we will sometimes denote the norm · p,ω just by · . The boundedness of S is clear from either property (1) or (2) . From these properties it is also easy to infer the boundedness of S −1 , as well as the fact that the set P of all polynomials is a dense subspace of ℓ p A (ω). Another by-product of these assumptions is that the disc is the biggest domain where all the elements of the space are holomorphic. Definition 1.2. We say that a function f ∈ ℓ p A (ω) is cyclic if the smallest (closed) subspace of ℓ p A (ω) that is invariant under the action of S and contains f , [f ], is the whole ℓ p A (ω). The study of cyclic functions in Banach spaces of analytic functions goes back a long time but it was systematically developed by Brown and Shields [4] . Trivially, the constant 1 is always a cyclic function, and it plays a special role in the study of cyclicity: a function is indeed cyclic if and only if 1 ∈ [f ], and that is equivalent to the existence of a sequence of polynomials {p n } n∈N such that 1 − p n f tends to 0 as n tends to ∞. Each of these polynomials, p n , can be taken in P n , the space of polynomials of degree less or equal to n, and this lead in [1] to the introduction of the optimal polynomial approximants. This was generalized in [10] . There, only the case when p = 2 is treated, as these are Hilbert spaces that are better understood. However, the definition makes sense in larger generality: Definition 1.3. Let f ∈ ℓ p A (ω), n ∈ N and p n ∈ P n . We say that p n is an optimal polynomial approximant to 1/f (in ℓ p A (ω)) if 1 − p n f = inf 1 − P f , where the infimum is taken over all P ∈ P n . If p n is an optimal polynomial approximant of order n, we call 1 − p n f the optimal norm of order n (for f ).
Notice that when f is a polynomial with at least one zero inside D in any of the spaces described, f will not be cyclic since P f will have that same zero independently of P ∈ P. This disproves the cyclicity of f since norm convergence of 1 − P f towards 0 implies pointwise convergence inside D of P f towards 1. On the other hand, if f does not have zeros in the closed disc D, then 1/f has a Taylor series that converges beyond the boundary exponentially fast towards 1/f , and so, if we choose p n to be its Taylor polynomial of order n ∈ N, we have 1 − p n f → 0 exponentially fast with n. Hence f is cyclic in that case. Therefore, in the present text we study the simplest critical case: f will be a polynomial whose zeros are contained in the unit circle. Our intention is to study the cyclicity of any such polynomial function f and the decay (or not) with n of the optimal norm for each space ℓ p A (ω). We will focus on a special family of Banach spaces where the sequence ω is given by a parameter α in the sense that ω k = (k+1) α for all k ∈ N. The corresponding ℓ p A (ω) space is denoted from here onwards by ℓ p,α A . This set of spaces naturally generalizes the Dirichlet-type spaces.
Going forward, we denote by Z(f ) the zero set of a function f ; for any function g and any k ∈ N,ĝ(k) is the Taylor coefficient of g around 0 of order k; and q will always be the Hölder conjugate of a fixed number p. We also need the following notation: For z = re iθ , and s ≥ 0 we denote z <s> := r s e −iθ .
(5) When z = 0 we interpret that z <s> = 0.
With this in mind, our first result is as follows:
Let ω be a weight as in Definition 1.1, let (p n ) n∈N be the sequence of optimal polynomial approximants to 1/f in the norm of ℓ p A (ω) and d t,n = 1 − p n f (t) <p−1> ω t . Then, for all 0 ≤ t ≤ n + d we have
where the constants A i,j,n are the only solution to the following nonlinear system of d equations: For l = 1, ..., m, and s = 1, ..., b l − 1,
When p = 1, the result does not hold because the equations do not determine a unique function 1 − p n f , but only their arguments. The lack of uniqueness is treated in the next Section. Notice that when t > n + d, we automatically have d t,n = 0 and the description of 1 − p n f is then complete. The above result has a much more ellegant aspect when the zeros of f are distinct, but we chose to present the unified formula since this was left as further work in [2] , at the same time that we extend the theory to non-Hilbert spaces. The simplified result is the following: Corollary 1.5. Let f, p and ω be as in Theorem 1.4 with simple zeros only. Then, for 0 ≤ t ≤ n + d, we have
where A i,n are the only solution to the nonlinear system where 1 ≤ l ≤ d:
As an application of these results, we will be able to compute up to a constant, the exact rate of decay of the optimal norm in each case and determine which of the critical polynomials are cyclic in each space. As often in mathematical analysis, whenever we write A(n) ≈ B(n), we mean that there exists a constant C > 0 independent of n such that C −1 B(n) ≤ A(n) ≤ CB(n). Moreover, if {p n } n∈N is a sequence of optimal polynomial approximants to 1/f of the corresponding orders, for 1 ≤ p < ∞ we have
Finally, for p = ∞, we have
The first part of this result is a generalization of a characterization of cyclicity for polynomials in Dirichlet-type spaces, achieved by Brown and Shields in [4] . The estimates of the optimal norm generalize those in [1] . In fact, the above result implies a characterization of cyclicity for functions that are holomorphic on a disc of radius bigger than 1 (following the ideas in [10] ): for each p and α, such functions are cyclic if and only if they have no zeros inside the unit disc, and the zeros on the circle generate a polynomial f that is itself cyclic with the same zeros.
In the Hilbert space case, the existence and uniqueness of optimal polynomial approximants for any f not identically 0 (and for all n ∈ N) follows directly from the existence and uniqueness of the orthogonal projection of 1 onto the finite dimensional subspace of [f ] given by P n · f , and in fact this idea gives an explicit method to find the optimal polynomial approximants. In the present article, we extend the current theory of such approximants to the general case of 1 ≤ p ≤ ∞, despite the failure of uniqueness in the extreme values of p. The Hilbert space proofs known to date for the results we will show rely heavily on the properties of orthogonal projection. Thus we will need a generalized concept of orthogonality due to Birkhoff and James, as well as properties of the metric projections on uniformly convex Banach spaces. The study of invariant subspaces of the shift in ℓ p A (1) has proved fruitful in [5, 6] and we will make use of many of the ideas in those articles. All these preliminaries, arithmetic properties related to the notation (5), general properties of the spaces in study and other previous techniques related to optimal polynomial approximants from [2] are introduced in Section 2 below. Then, in Section 3, we show the proof of Theorem 1.4 and Theorem 1.6.
Preliminaries

2.1.
Metric projections and Birkhoff-James orthogonality. For 1 ≤ p ≤ ∞, the spaces ℓ p A (ω) are all Banach spaces when endowed with the norm · p,ω . For 1 < p < ∞ the spaces ℓ p A (ω) are, in fact, uniformly convex Banach spaces ( [3] , pp. 95-96). This implies that for every vector x and every closed subspace V there is a unique metric
If p = 2, they are Hilbert spaces and this metric projection coincides with the orthogonal projection.
Part of the difficulty that arises with developing a good approximation theory on ℓ p A (ω) spaces comes precisely from the lack of a Hilbert structure. However, there exists a notion of orthogonality given by Birkhoff and James, used in detail in [5, 6] , which is valid in any Banach space B. We say that x ∈ B is Birkhoff-James orthogonal to y ∈ B, and we will write
If B is a Hilbert space, this is equivalent to the usual definition of orthogonality. For an arbitrary Banach space, this relation is not linear (on the left-hand side parameter) and it is not symmetrical. However, one can sometimes reduce the concept of being Birkhoff-James orthogonal to a subspace to checking the orthogonality to a basis, since in many cases this orthogonality is linear on the second term. This will be the case of the ℓ p A (ω) spaces as we will see later. When the value of p is either 1 or ∞, the spaces are no longer uniformly convex, and this makes that the metric projection may not be well defined, mainly due to the lack of uniqueness. We show now that this affects in particular the case of optimal polynomial approximants, which are non-unique whenever p = 1 or ∞.
, the optimal polynomial approximants to
, the optimal polynomial approximants to 1/(1 − z 2 ) of degree 1 are not unique.
which attains the equality for any c 0 ∈ [0, 1]. That settles the case p = 1. When p = ∞, let g = 1 − z 2 and p 1 (z) = a + bz. Then
Denote ω − = inf{ω 0 , ω 2 }, and ω + = sup{ω 1 , ω 3 }. Any choice of b such that |b| ≤ ω − 2ω + gives the same result on the above norm expression which will only depend on a. Any minimizing choice of a makes p 1 optimal independently of the value of b (within the given range).
The spaces ℓ p,α
A . As mentioned in the introduction, we concentrate on the case where the sequence ω is given by a parameter α ∈ R, and ω k = (k + 1) α for all k ∈ N, which we denoted by ℓ p,α A . The case α = 0 constitutes the family of usual ℓ p A spaces, for which a theory of invariant subspaces has been furthered recently in [5, 6] . The cases (p, α) = (1, 0), (2, −1), (2, 0) and (2, 1) are respectively the Wiener algebra A(T), the Bergman space A 2 , the Hardy space H 2 and the Dirichlet space D. These spaces are classical objects that have been studied in detail, especially in connection with invariant subspaces for the shift, and we refer the reader to the monographs [7, 8, 9, 11, 13] for more information. It is clear that all these spaces satisfy the conditions (1) and (2): First, suppose that α ≥ 0. Then for 0 ≤ t ≤ k + 1, we have
If, on the contrary, α < 0, then we have
This shows (1) . To see (2) amounts to checking that
For any α, the spaces ℓ 2,α A are examples of reproducing kernel Hilbert spaces (RKHS), named Dirichlet-type spaces. The key property of a RKHS is the boundedness of the evaluation functionals at the points of the domain (in this case, the disc D), so we start by proving this condition in general. (1) and (2). Then the functional assigning to a function f ∈ ℓ p A (ω), the value f (z 0 ) is bounded. In particular, norm convergence of a sequence of functions implies the pointwise convergence on all points of D.
Proof. The requirement on the Taylor coefficients having finite norm implies that the function is convergent on the disc. Given a function f ∈ ℓ p A (ω), write f (z) = n a n z n and for 1 ≤ p < ∞ observe that |a n | ≤ Cω −1/p n for some constant C. In particular, |f (z)| ≤ |h(z)|, where h(z) = n Cω −1/p n z n is holomorphic on D by the quotient criterion together with (2). If p = ∞ the same principle works, using |a n | ≤ Cω −1 n , instead. Now let's focus on the relation between our spaces and the Birkhoff-James orthogonality. The reason why such notion of orthogonality is appropriate for our problem is the following: given a closed subspace V ⊂ B and a vector x ∈ B with projection onto V denoted byx, for any y ∈ V and α ∈ C we havex − αy ∈ V , so
sincex is precisely the vector in V that minimizes the distance to x. Thus, for all y ∈ V , we have
x −x ⊥ B y, in the same way the orthogonal projection behaves in Hilbert spaces.
Moreover, in the spaces ℓ p A (ω) there is a nice characterization of Birkhoff-James orthogonality that resembles the Hilbert space situa-
For ω ≡ 1 (also called ℓ p A spaces), (10) has been used by [5] and is easily generalized to ℓ p A (ω) by observing that Birkhoff-James orthogonality is preserved by isometric isomorphisms of Banach spaces like
A n a n z n −→ n a n ω 1/p n z n .
This property seems essential to extending the work in [1, 2, 10] .
In order to simplify these expressions we make use of the notation in (5), due to [5] . One can easily check the following properties.
Notice that by Lemma 2.3, part (c), the operation · <p−1> generalizes the conjugation, in the sense that zz = |z| 2 . With this notation, the characterization of Birkhoff-James orthogonality in (10) becomes n∈Nf (n) <p−1>ĝ (n)ω n = 0.
3. Proofs of main results 3.1. Proof of Theorem 1.4. Recall that P n denotes the space of polynomials of degree at most n and, for a given f ∈ ℓ p A (ω), the metric projection of 1 onto P n f is denoted by p n f : for any f not identically 0, the polynomial p n is uniquely determined by the projection of 1. Now assume that f ∈ P d is as in the statement, and with Taylor coefficients a k of order k, for 0 ≤ k ≤ d. The fact that p n f is the projection of 1 onto P n f , means exactly that for j = 0, ..., n we have 1 − p n f ⊥ p,ω z j f . Then from 10 for j = 0, ..., n, we obtain that n+d t=0 d t,n a t+j = 0.
The sum finishes in t = n + d since for higher degrees all the terms d t,n are null. The relation between the coefficients in (12) is a recurrence relation on d t,n whose general solution is of the form (6) as described in Section 2.1 of [12] . The conditions (7) are obtained by requiring that (1 − p n f )(z l ) = 1 and that (1 − p n f ) (s) (z l ) = 0 for any value of s lower than the multiplicity of the zero of f at z j . The existence of a solution to the system (7) is clear since 1−p n f exists. By construction, any solution {A i,j,n } i,j to the system determines quantities d t,n which then define the Taylor coefficients of a polynomial of the form 1 − p n f such that 1 − p n f ⊥ p,ω z j f for j = 0, ..., n. Since the metric projection is unique, so is 1 − p n f and thus d t,n . This implies that there can only exist one solution {A i,j,n } i,j to the system, since {t j−1 z t i } i,j is a basis for the space of solutions to the recurrence relation (12) and the numbers A i,j,n are the coordinates of d t,n with respect to this basis.
A simple example.
In general, the system in (7) is hard to solve due to the non-linearity of the operation · <q−1> when p = 2. However, the following simple example will provide useful information for the general case before we establish Theorem 1.6. Let us find the optimal polynomial approximants in ℓ p A (ω) to 1/f , where f (z) = 1 − z is the simplest critical polynomial function. First we will perform a direct computation for p = 1, ∞ and then we will use Theorem 1.4 for the case 1 < p < ∞.
For ℓ 1 A (ω) and fix n ∈ N. To simplify notation, call c −1 = 1 and c n+1 = 0. Then, for any polynomial p n (z) = n t=0 c t z t , then from Hölder's inequality we obtain
Equality between the first and last expressions is achieved by taking c i = 1 for every value of i = 0, ..., k where ω k+1 takes the infimum value on the right-hand side, and c i = 0, for i = k + 1, ..., n. For any value of α this gives the correct estimates on the Theorem.
For ℓ ∞ A (ω), we apply a similar strategy. If we write δ ∞,ω (n + 2) := n+1 t=0 ω −1 t , from Hölder's inequality we obtain that
, and the choice
achieves equality. This gives once more the correct estimates in terms of α.
We move now to the case 1 < p < ∞. Although the same approach is possible, we present a different idea here. If we keep the same notation as in Theorem 1.4, all the constants A i,j,n get reduced to A n = d t,n for t = 0, ..., n + 1. To determine A n we only need to solve
Thus we obtain the value
Then, with the notation δ p,ω (n + 2) := n+1 t=0 ω 1−q t , we can recover 1 − p n f from the fact that
We can also obtain a closed formula for p n for all degrees:
.
We can even use the information obtained to compute exactly the optimal norm. Recall the definition of the norm:
and make use of (13) to obtain .
The computation of δ p,ω (n + 2) for the spaces ℓ p,α A helps us understand the situation: If 1 < p < ∞,
Then we have shown the validity of Theorem 1.6, at least for the function 1 − z, yielding the following norm estimates for 1 ≤ p < ∞:
For p = ∞, instead,
Since the norms in any ℓ p A (ω) space do not depend on the arguments of the coefficients but only on their modulus, they are invariant under composition with rotations of the variable z, and applying an appropriate rotation to the optimal polynomial approximants for f , we would get the optimal polynomials for any polynomial with a single zero at T and the same estimates would remain true. Hence, we have proved Theorem 1.6 in the case when f (z) = z − e iθ for any θ. A good control of what happens to products of functions with one zero, as in here, will give us the lower estimate on Theorem 1.6. This is clear from the following example.
Another example.
Let us now use the previous example to obtain information about the optimal polynomial approximants for g(z) = 1 − z k in ℓ p A (ω). In order to simplify notation we focus on 1 < p < ∞ but everything works in exactly the same way for the extreme cases. A first remark is that the optimal polynomials for g must be polynomials on z k . This is because, for q n (z) = i c i z i , we have
and hence, the choice c i = 0 for i / ∈ kZ cannot increase the norm 1 − gq n p,ω . The same computation shows that, if q n (z) = p ⌊ n k ⌋ (z k ) for some polynomial p n , then we have 1 − gq n p,ω = 1 − (1 − z)p n p,ω , whereω t = ω kt . Thus, if we take q n to be the optimal polynomial approximants to 1/(1 − z k ) in ℓ p A (ω), then p n are those for 1/(1 − z) on ℓ p A (ω), which arise from the previously computed example. From (1) and (2), the optimal norm for 1 − z at n is comparable to that at n + 1 for t = 0, ..., n + 1 and therefore, the optimal norm for 1 − z k and for n / ∈ kZ, still satisfies the estimates in Theorem 1.6. Let now h be a polynomial of degree d whose zeros are all simple and form a subset of some regular polygon R of k sides inscribed on T, that is, Z(h) ⊂ R. Then, without loss of generality, we can assume that R contains the point 1 (otherwise we apply a rotation as in the previous example). Therefore g(z) = 1 − z k = h(z)s(z) for some s ∈ P k−d . Denote by q n the optimal polynomial approximants to 1/g we just computed and define, for n ≥ k − d, r n (z) = q n−k+d (z) · s(z).
Then, r n are some of the possible choices P to minimize the norm of 1 − P h, that is,
This tells us that the optimal norm of order n for h must be at most O(δ 1−p p,ω (n + d + 1)). In the next subsection we will see this is the exact answer, since we have proved the validity of the upper estimate on Theorem 1.6 for the function h.
3.4.
Proof of the lower estimate on Theorem 1.6. Consider any f as in the Theorem. Since f has at least one zero, we can apply a rotation and think that the zero is at 1, and then 1 − z divides f . Call m(z) = f (z) 1−z , and then the optimal polynomial approximants to 1/f , p n , when multiplied by m, form some of the competitors for optimizing the norm of 1 − P · (1 − z) among those of order n + d − 1. Since n is comparable to n + d − 1, so are the corresponding weights and actually so are the quantities δ p,α (n + 2) and δ p,α (n + d + 1). That implies that the lower estimate for the optimal norm for 1 − z cannot be beaten (at least by more than a multiplicative constant). This shows indeed, that the right-hand sides on (8) and (9) are always lower bounds for a constant times the left-hand sides. In particular, if f has at least one zero, then f is not cyclic for p = 1 and α ≥ 0, for p = ∞ and α > 1, or for any case where α > p − 1. Since 0 is always a possible choice of polynomials, the optimal norm is at most 1, and hence the estimates are sharp in those cases.
3.5.
Proof of the upper estimate on Theorem 1.6. We may be unable to solve the system in Theorem 1.4 in abstract, but anyway, for functions whose optimal polynomial approximants are hard to compute, we may just make an educated guess of other polynomials p n for whom the rate convergence of 1 − p n f only differs from those of the optimal ones by a multiplicative constant, as in the examples above. The purpose of this section is to find, given the function f in the statement of the Theorem and fixed the space ℓ p,α A , a sequence of polynomials {p n } n∈N such that p n ∈ P n and that 1 − p n f p,α → 0 as fast as possible. The fastest will be exactly as the right-hand sides in (8) and (9), therefore concluding our proof. We will only perform the computations for 1 < p < ∞, but the ideas extend to p = 1, ∞ as well. As we have seen in Subsection 3.4, if f is a polynomial of degree d ≥ 1 with Z(f ) ∩ T = ∅, we need α ≤ p − 1 for f to be cyclic. We will now find some appropriate φ ∈ R for which the optimal polynomial approximants to 1/f on ℓ 2,φ A are good enough on ℓ p,α A . Thanks to the Hilbert structure of ℓ 2,φ A , optimal polynomial approximants are relatively easy to compute there and the estimates we need are already proved in [2] . Proposition 3.1. Let f (z) = (z −e iθ ) d . For α ≤ p−1, let φ = α p−1 and denote the optimal polynomial approximants to 1/f on ℓ 2,φ A by {p n } n∈N . Then,
Proof. It is enough to consider the case where the zero of f is 1, as an appropriate rotation of the polynomials for (z − 1) d will give the polynomials for any other (z − e iθ ) d . From Theorem 1.4, we have that
where the constants A i,n satisfy the linear system
This was already shown in Theorem 7.1 of [2] as well as the following estimates on the solution: with the notation there, let E i,j,n be the (i, j)−th element of the matrix E n defining this linear system where A i,n are the unknowns. If φ = i = j = 1, then
and in any other case
In [2] , the matrix was shown to be invertible. We can approximate the unknown values A i,n by making use of Cramer's rule. If E (i,1) n is the matrix obtained by replacing the ith column of E n by the first vector of the canonical basis of R d , then A i,n = det E (i,1) n / det E n . When φ = 1, in the expansion of det E n there are only terms of order O(log(n)n s ) and O(n s ), s = d·(d−1) 2 , while det E (i,1) n has these same terms, but some of them multiplied by 0 and some of them divided by E 1,i,n . If i > 1, it is the leading terms that are multiplied by 0 whereas if i = 1 the opposite happens. In either case,
For φ < 1, we can even compute the exact constants by using a Cauchy matrix, M, given by M i,j = 1 i+j−1−φ , for i, j = 1, ..., d. The inverse of such matrix is given in pp.512-515 of [14] and we obtain
by a similar argument as the one above. Since A i,n = (E −1 n ) 1,i and d t,n = d i=1 A i,n t i−1 for t = 0, ..., n + d, we see that
With the notation from (18), both estimates in (26) simplify to
Notice these estimates do not depend on t. We can finally recover 1 − p n f from all the values of d t,n .
The right-hand side above is estimated making use of (27), and therefore bounded by
Recall now that A(T) denotes the Wiener algebra, which is the space ℓ 1 A (1). In the remainder of this paper, we denote the Wiener norm, by just · 1 . The Wiener norm plays a special role with regards to multiplication and therefore having uniform estimates will be useful to show our Theorem. Much of what we need now is already proved in [2] , Theorem 6.1. However, we also need estimates on the (p, α) norms. and there exists some constant C independent of n ∈ N such that 
The same bound, but with a different choice of constants, holds then
Whenever α < p − 1 we obtain that
For α = p − 1, the right-hand side on (30) is O(log 1−p (n + d + 1)) instead. The Wiener norm estimates are contained in Theorem 6.1 of [2] .
What remains in order to prove the more general result is to notice that the f in the statement of Theorem 1.6 is divisible by z − e iθ for some θ ∈ [0, 2π) and divides some polynomial of the form g d 0 where g is a polynomial with simple zeros only (take Z(f ) = Z(g) but the zeros in g with multiplicity 1 and d 0 to be the maximum of the multiplicity of the zeros of f ). In that case we know the Theorem 1.6 for g and, as in Section 3.3, any estimate for the optimal norm for g d 0 is automatically true for f . The only remaining step is to control what happens to the powers of functions for which we already have estimates of the optimal norm, but we do need to make use of the following Lemma, which we prove in Section 3.6. We acknowledge that the proof is due to Raymond Cheng and we consider it of independent interest.
With this tool, we are now ready to prove the only remaining question to establish Theorem 1.6.
p−1 and denote the optimal polynomial approximants to 1/g on
Proof. We claim first that 1 − (q σ(n) g) d 0 1 is uniformly bounded as n → ∞, which we will prove by induction on d 0 . For d 0 = 1, that is part of Proposition 3.2. Otherwise, notice that ℓ 1 A is a multiplicative algebra and therefore, 1 − (q σ(n) g) d 0 +1 1 1 − (q σ(n) g) d 0 1 + q σ(n) g d 0 1 1 − q σ(n) g 1 . (33) Since the 3 quantities on the right-hand side of (33) are uniformly bounded in ℓ 1 A -norm, this concludes our first claim. To prove our result, we proceed again by induction on d 0 . Suppose we have proved our result for d 0 ≤ k and take d 0 = k + 1. Then 1 − p n f p,α is bounded by 1 − (q σ(n) g) k p,α + 1 − (q σ(n) g) p,α + (1 − (q σ(n) g) k ) · (1 − q σ(n) g) p,α .
(34) The first two terms in (34) would be decaying at the speed claimed in the Proposition, by the induction hypothesis. The third term is controlled by applying Lemma 3.3 together with our previous claim to bound the ℓ p,α A norm giving an upper bound for that third term of the order claimed in the Proposition.
3.6. Estimate for multiplication. We turn now to the only remaining step: the proof of Lemma 3.3 we required for proving Theorem 1.6. As we mentioned above, the proof is due to Raymond Cheng. In fact, we consider the result natural enough for it to exist in the literature but we have not managed to find it anywhere.
Proof. Since ℓ 1
A is a multiplicative algebra, we only need to check that f g ∈ ℓ p A (ω). If k / ∈ 2N, k 2 will denote k 2 + 1. Suppose first that 1 ≤ p < ∞ and consider the convex function φ(x) = |x| p . It follows from Jensen's inequality that 
For f = k a k z k and g = k b k z k , the product f g satisfies
which can be splitted into the values of t ≤ k/2 and the rest. We obtain We denote the two terms on the right-hand side of (37) by A 1 (f, g) and A 1 (g, f ). It is clear that it suffices to show that A 1 (f, g) is bounded
(and then apply that to (g, f ) too). Indeed, making use of (35), we see that
Using the doubling property of the weight, the term ω s+t in (38) can be substituted by a constant C ω times ω s . What we have then is that
For p = ∞, the proof is similar: the · ∞,ω norm is separated in the cases when t ≤ k/2 or not. This yields
which we can again denote by A 2 (f, g) + A 2 (g, f ). To find a bound for A 2 (f, g), the same method as before works.
