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1. ABSTRACT




ABBOT hybrid HiddenMarkov Model/Artificial NeuralNetwork
(HMM/ANN) LargeVocabulary ContinuousSpeechRecognition
(LVCSR) system[8]. Experimentswere carriedout for a num-
berof baseformlearningschemesusingtheARPA North Ameri-
canBusinessNews (NAB) andtheBroadcastNews (BN) corpora





uesof the function mustbe comparableacrossutterances.More
specifically, an acousticconfidencemeasureis onewhich is de-
rived exclusively from an acousticmodel. As an acousticconfi-
dencemeasurecanbe usedto measurethe quality of the match
betweena word modelandtheacousticrealisationsof thatword,
independentlyof any languagemodelconstraints,sucha measure
is well suitedto theevaluationof apronunciationmodel.
A commonapproachto evaluatingpronunciationmodelsis to
align thesubword classsequenceoutputby the recogniser(using
full word level decodingconstraints)againstan alternative sub-
word sequence,obtainedwithout any pronunciationmodel con-
straints.In thiscase,a poorpronunciationmodelis signalledby a
portionof thealignmentwheretheclasslabelsdonotmatch.As it
standsthisapproachsuffersfrom suffersfrom two problems,how-
ever. Firstly, the alignmentonly signalspotentialpronunciation
variantsanddoesnot provide a measureof the quality of model
matchand,secondly, obtainingan accuratealternative decoding
sequenceis difficult. Onemethodfor obtainingsucha decoding
sequenceis to transcribetheacousticdatawith subword classla-
belsby hand[4]. Thismethodis prohibitively labourintensive for
large corpora,suchasthe BN corpus. Anothermethodis to run
therecogniserover thedatausingonly phonelevel decodingcon-
straints,e.g.[7]. Decodingsequencesobtainedusingthis method
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andtheportionof acousticsagainstwhichit is alignedcanbemea-
sureddirectly. In thiscase,apoorpronunciationmodelis signalled
by constituentsubword modelswith low confidenceestimates.
Onceapronunciationmodelwhichconsistentlyprovidesapoor
matchto the acousticrealisationsof someword hasbeeniden-
tified, that modelshouldbe replacedwith onewhich providesa
bettermatchto theacoustics(onaverage).Suchaprocessrequires
the proposalof alternativepronunciationmodels. A numberof
methodsfor automaticallygeneratinganalternativepronunciation




An acousticclassmodelcreatedusinga ‘traditional’ HMM esti-
matesthe the likelihoodof the acousticobservation sequenceX
given the classqk, p  X  qk  . Suchlikelihoodsarerelative to the
probabilityof theacousticobservations,p  X  , andsoarenotcom-
parableacrossutterances.Hencelikelihoodscannotbe usedin
isolationasconfidencemeasures.Oneapproachto deriving acon-
fidencemeasurefrom a likelihoodbasedsystemis to form a ratio
betweenthelikelihoodof theacousticsgiventheclassmodeland
anestimateof p  X  givenby a‘garbage’ or ‘filler ’ model.Theuse
of suchlikelihoodratioshasbeenreportedin thekeywordspotting
andutteranceverificationliterature[9, 10]. A problemwith the
useof suchlikelihoodratiosis that it is very difficult to explicitly
estimatep  X  for awide rangeof acousticconditions.
A secondapproachto deriving a confidencemeasureis to
comparethe likelihood of a particular acousticobservation se-
quenceagainstthefrequency distribution of likelihoodvaluesfor
thatclass,calculatedoversomedataset.A low confidenceis given
to thematchof anacousticclassmodelif its associatedlikelihood
falls sufficiently far from themeanof thedistribution [6]. An ob-
jectionto thisapproachis thatit is somewhatadhocasit doesnot
explicitly accommodatedifferentacousticconditions.
In contrasto likelihoodbasedrecognisers,hybridHMM/ANN
systemsare well suited to producingacousticconfidencemea-
sures. This is becausethe acousticmodel (ANN) can directly
estimateacousticsubword classposteriorprobabilitieswhich are
comparableacrossutterances[2]. The ABBOT [8] acousticmodel
is trainedto estimatephoneclassposteriorprobabilities,basedon
a localportionof acousticsof theutterance,p  qk  xn  .
In this paperwe make useof anacousticconfidencemeasure
basedonlocalestimatesof posteriorphoneprobabilities,CMnpost .
In previousstudies,wehavecomparedtheperformanceof CMnpost
to that of a numberof otherconfidencemeasuresfor the taskof
decodinghypothesisverification[12, 13]. Wehave foundCMnpost
to performbetterthanthe otherconfidencemeasuresfor the task
of phonehypothesisverificationandto be the leastexpensive to
compute.A descriptionof CMnpost andfour otherconfidencemea-
suresis givenbelow for aphoneqk with anhypothesisedstarttime
ns andendtime ne. The n prefix in CMnpost  qk  , CMnsl  qk  and
CMnolg  qk  indicatesthat they aredurationallynormalised.This
counteractstheunderestimateof theacousticprobabilitiescaused
by theobservation independenceassumption.Figure1 providesa
comparisonof theperformanceof theconfidencemeasuresfor the
verificationof phonehypothesesobtainedfor anepisodeof theBN
corpus1 usingphonelevel decodingconstraints.
Posterior Probability CMnpost  qk  is computedby rescoringthe
Viterbistatesequenceobtainedfor aphoneqk with thelocal
posteriorprobabilitiesoutputby theacousticmodel.
CMnpost  qk  1ne  ns ne∑n ns log  p  qk  xn 	
 (1)
Scaled Likelihood The’scaledlikelihood’of aphonehypothesis
qk is obtainedby dividing the local posteriorprobability
estimateof qk by its acousticdataprior. TheABBOT system
usesscaledlikelihoodsin the searchfor the optimal state
sequence.
CMnsl  qk  1ne  ns ne∑n ns log  p  xn qk p  xn  1ne  ns ne∑n ns log  P  qk  xn P  qk  
 (2)
Online Garbage Theterm’online garbage’[1] refersto thenor-
malisationof the probabilityof the bestdecodinghypoth-
esisby the averageprobabilityof the n-bestdecodinghy-
potheses.This averagemaybeconsideredto bea form of
garbagemodelprobability. CMolg  n  qk  is CMsl  qk  nor-
malisedby theaverageof then-bestscaledlikelihoods.
CMnolg  qk  1ne  ns CMsl  qk  
ne
∑
n ns log 1n  bestnth best∑l  best p  qnl  xn p  ql  
 (3)
Per Frame Entropy CMent  ns  ne  is theperframeentropy of the
distribution of theK local phoneclassposteriorprobabili-
ties,averagedover theinterval ns to ne.
CMent  ns  ne   1ne  ns ne∑n ns K∑k  1 p  qnk  xn  log p  qnk  xn 
 (4)
Lattice Density CMlat  ns  ne  is ameasureof thedensityof com-
petingdecodingsin ann-bestlatticeof decodinghypothe-
sesand is computedby averagingthe numberof unique
competingdecodinghypothesis(NCH) whichpassthrough
aframeover theinterval ns to ne [5]. CMlat  ns  ne  is notan
acousticconfidencemeasureasthen-bestlatticesof decod-





































CMlat  ns  ne 
CMnpost  qk 
CMnolg  40  qk 
CMnsl  qk 
CMent  ns  ne 
Figure1: Hypothesisverificationperformanceof five phonelevel
confidencemeasuresfor anepisodeof theBN corpusdecodedus-
ing phonelevel constraints.
CMlat  ns  ne  1ne  ns ne∑n ns NCHn 
 (5)
CMnpost canbe extendedto the word level, CMnpost  w j  , by
summingthevaluesof CMnpost  qk  over theK constituentphones
of aword modelanddividing by thisnumber:
CMnpost  w j  1K K∑k  1CMnpost  qk 
 (6)
An exampleof poormodelmatchsignalledby low confidence
is illustratedin figure2. Thesolid lines in thefigure tracehow a
subsetof the outputsof theacousticmodelevolve over thedura-
tion of an instanceof the word ’FUNDS’. The overlayeddashed
linesindicatethetimingsof a forcedViterbi alignmentof thepro-
nunciationmodel/f ahn dcl d z/ to thesameportionof acoustics.
CMnpost  qk  valuesfor eachconstituentphoneof the pronuncia-
tion modelareshown next to the timings. Fromthe figure it can
beseenthat theoutputsof theacousticmodeldo not provide ev-
idencefor theoccurrenceof thephones/dcl/ and/d/ betweenthe
177th and 180th framesof the utteranceand that the valuesof
CMnpost  qk  are correspondinglylow for the alignmentof these
two phoneclassmodels.
Figure3 illustratesanimprovedmodelmatch.In thiscasethe
quality of modelmatchfor the pronunciationmodel/f ah n z/ to
the sameacousticrealisationof the word ’FUNDS’ is shown. It
canbeseenfrom thefigurethat theimprovedmodelfit is accom-
paniedby a commensurateincreasein confidence.The model/f
ahn z/ wasfoundto matchwith higherconfidenceto themajority
of examplesof the word ’FUNDS’ in the 1994developmenttest
setof the ARPA Hub-1 NAB corpusandan episode2 of the BN
corpus.
4. BASEFORM LEARNING
The ABBOT pronunciationlexicon containsmappingsbetweena
given word and a sequenceof subword acousticclasses. Such
1NPRNightline: 23/05/96
2ABC Nightline: 23/05/96





































Figure2: A subsetof acousticmodeloutputsfor an instanceof
theword ’FUNDS’, overlayedwith timingsfrom a forcedViterbi
alignmentof thepronunciationmodel/f ahn dcl d z/ andvaluesof
CMnpost  qk  for thealignedmodel(CMnpost  w j  for thealignment  1 
 53).



































Figure3: A subsetof acousticmodeloutputsfor thesameacoustic
realisationof the word ’FUNDS’, overlayedwith timings from a
forcedViterbi alignmentof thepronunciationmodel/f ahn z/ and
valuesof CMnpost  qk  for thealignedmodel(CMnpost  w j  for the
alignment  0 
 16).
mappingsaretermedbaseforms. Pronunciationvariationsareac-
commodatedthroughthe listing of morethanonebaseformfor a
given word. In order to investigatethe potentialof theCMnpost
confidencemeasurefor evaluatingpronunciationmodels,we in-
corporatedit into a3 stepbaseformlearningprocess:
step 1 evaluateentriesin theexistingpronunciationlexiconbased
onconfidence.
step 2 similarlyevaluatealternativemodelsfor eachwordconsid-
eredin step1.
step 3 generatea new setof lexical entriesbaseduponacompar-
isonof theevaluationsmadein steps1 and2.
4.1. Evaluation of Existing Baseforms
A goodpronunciationmodel shouldprovide a consistentlyhigh
confidencematchto instancesof theword it models.Accordingly,
our approachto evaluatingexistingpronunciationmodelswasthe
following:
1. A forced Viterbi alignmentof the referencetranscription
was madeto the training set acoustics. This eliminated
any potentialcomplicationsintroducedby decodingerrors.
Portionsof acousticscorrespondingto instancesof a given
wordcouldbelocatedfrom this forcedalignment.
2. A list of wordseligible for baseformevaluationwascom-
piled. To be eligible for evaluation,a word mustbe seen
in the training seton a sufficient numberof occasionsso
asto facilitatea reliableevaluation. We arbitrarily setthe
minimumnumberof occurrencesfor eligibility to 10.
3. A given baseformfor a word was alignedagainstall in-
stancesof the word in the training set and values of
CMnpost  w j  werecalculatedfor eachalignment.
4. An overall confidenceestimatefor a given baseformwas
foundby averagingthe valuesof CMnpost  w j  for eachof
its alignments.
4.2. Evaluation of Alternative Baseforms




A phonelevel constraintdecodingof thetrainingsetwastime
alignedagainstthe forcedViterbi alignmentobtainedduring the
evaluationof the existing baseforms.From this time alignment,
sequencesof hypothesesgeneratedby the phonelevel decoding
couldbe mappedto wordsin the trainingset. This mappingwas
carriedoutusingadynamicprogrammingalignmentwhichmakes
useof aphoneticfeaturebaseddistancemetric[4]. A list of unique
mappings,which canbe usedasalternativebaseforms, wasthen
compiledfor eacheligible word andorderedby the frequency of
occurrenceof thealternativebaseform.
In order to combatthe errorful natureof a phonelevel con-
straintdecoding,onlyphonesequenceswhichoccurredsufficiently
frequentlywereconsideredasvalid alternativebaseforms.Indeed,
for reasonsof computationalexpense,the numberof alternative
baseformsevaluatedwaslimited to the 5 mostfrequent. The set




4.3. Generation of New Lexical Entries
We investigateda numberof decisionschemesfor acceptingor
rejectingof abaseform.
augment Thecontrol schemewasto augmentthepronunciation
lexiconwith thesetof mostfrequentlyoccurringalternative
baseforms.
CM-replace1 A list of theexistingandalternativebaseformswas
orderedaccordingto theirassociatedvaluesof CMnpost and
the baseformsfor a given word in the existing pronuncia-
tion lexiconwerereplacedwith then-bestbaseformsdrawn
from theevaluationlist, wheren wassetequalto thenum-
berof baseformspossessedby theword in theexisting lex-
icon. Therationalebehindthisschemewasto limit thepo-
tentialconfusabilityintroducedinto thepronunciationlexi-
conby theassociationof alargenumberof competingbase-
formswith eachword.
CM-replace2 A similarly orderedlist of existing andalternative
baseformsto thatcompiledin CM-replace1wasdrawn up
with theexceptionthatshort,frequentlyoccurringfunction
wordswereomittedfrom thelist. Thereplacementwascar-
ried out in an identicalfashion. The rationalebehindthis
schemeis thatsuchfunctionwordsaresubjectto increased
coarticulationandvowel reductionandso it may be sup-
posedthatit is harderto learnbaseformsfor suchwords.
CM-augment Theexistingpronunciationlexiconwasaugmented
with all alternative baseformsobtainingavalueof CMnpost
exceedingthe lowestvalueobtainedfor thesetof existing
baseformsfor theword in question.




An objective evaluationof a modifiedpronunciationlexicon was
madeby comparingthe WER obtainedusingthe original (base-
line)pronunciationlexiconto thatobtainedusingthemodifiedver-
sionfor somedataset.Thetrainingsetusedwascomposedof 15
episodesof NPR’s “Marketplace”,constitutinganapprox.7 hour
subsetof the50hourBN corpus.Usingthistrainingset,868words
wereeligible for baseformevaluation,themostfrequentlyoccur-
ring of which was, ’THE’, with 3310occurrences.Wordssuch
as ’VALVE’, ’TECH’ and ’BEGINNING’ occurredon 10 occa-
sions.For baseformlearningschemeCM-replace2,the289most











6. DISCUSSION AND FUTURE WORK
Fromthetable1, it canbeseenthatCM-augmentschemeperforms
thebest.Thisschemeprovidedanapprox.1%absolute(4.9%rel-
ative) reductionin WER for an episodedrawn from the training
set3, but only an approx0.5%absolute(1.7%relative) reduction
on the test set. It may be speculatedthat this lack of generali-
sationis the productof two factors. Firstly, the training andtest
setsmayhave beenmismatched.Thetrainingsetwasmadeup of
episodesof NPR’s “Marketplace”,whereasthetestsetwasmade
up of anepisodeof ABC’s “Nightline”4 andanepisodeof NPR’s
“All ThingsConsidered”5. In futureexperimentsthetwo datasets
will containa betterbalanceof episodesfrom the11 shows of the
BN corpus.Secondly, thetrainingsetis relatively smallandwork
is currentlyin progressto scaleup theevaluationsto a trainingset
of 50 hoursof BN data. Approx. 5K wordswill be eligible for
evaluationusingthis largertrainingset.
An increasein the numberof words eligible for evaluation
raisesan interestingissue. Whilst an augmentationschemewas
foundto besuperiorto replacementschemesfor a relatively small
setof eligiblewordsthismaynotbethecasefor alargerset,dueto
thepotentialfor introducingadetrimentalamountof confusability
into the pronunciationlexicon. If this is found to be so, replace-





thelexicon,5K wordsis still only a smallfractionof the65K that
currentlyresidein the ABBOT BN lexicon. Anotherissuewhich
may arise is how to propagatethe learnt pronunciationmodels
throughoutthe lexicon. One approachmay be to incorporatea
baseformlearntfor a word into that for a compoundword which
includesit.
The BN corpus,containsa diverserangeof acousticcondi-
tions,suchasdegradedspeechsignals,speechmixed with music
andnon-speechsounds,aswell ascleanspeech.For suchcorpora,
it is important,for a reliableevaluation,to only assesspronunci-
ation modelsusingunambiguousacoustics.CMent  ns  ne  is de-
signedto provide a general measureof acousticmodelmatch.As
such,it maybe usedto spotoccurrencesof ambiguousacoustics
or acousticscontainingnon-speechsounds.
A morecompletedescriptionof thematchof a baseformto a
setof realisationsof agivenwordwould is thedistributionof con-
fidencemeasurevaluesover thatset.Figure4 is ahistogramof the
valuesof CMnpost  w j  for thebaseform/hhahn dcl d r/ overaset
of realisationsof theword ’HUNDRED’. Typically sucha distri-
butionwill bebimodal.Thefractionof goodmodelmatchesgives
riseto apeakat highconfidenceandthepoormodelmatcheslead
to a peakat low confidence,wherethe relative magnitudeof the
peaksis dependentuponwhetherthemodelprovides,on average,
a goodor poormatchto theacoustics.Two schemesareavailable
for accepting/rejectingbaseformsusingsuchdistributions.Firstly,
mixturedistributionscouldbeusedto modelboththeperformance
of a particularbaseformandalsothe averageperformanceof all
baseformsfor a word. A comparisonbetweenthe components
modellingthehigh confidencepeakcould thenbeusedin theac-




two thresholdsto describethe minimum confidencevalueover a
numberof occasionsrequiredfor modelacceptance.


















/hhahn dcl d r/
Figure 4: A histogramof CMnpost  w j  values,calculatedusing
the baseform/hh ah n dcl d r/ and the realisationsof the word
’HUNDRED’ in thetrainingset.
A numberof sourcesfor alternative pronunciationmodelsbe-
sidesphonelevel constraintdecodingsexist. For example,a rule
basedtransformationalmappingmaybeappliedto existing base-
forms to modify phonesequences[11]. It would be desirableto
investigatedifferentsourcesof alternative modelsandtheir effect
on thebaseformlearningprocess.
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