Introduction
As a consequence of on-going genome project, the amount of biological data has increased rapidly. Therefore the necessity of using advanced computational tools to analyze the data prevails in the field of bioinformatics. The principle purpose of protein bioinformatics is to contribute both to the comprehension of the metabolic defects in the organism and to the improvement of the drug discovery studies. Nowadays, expensive and time-consuming experimental activities such as classification and clustering of proteins can be performed in a short time and with lower cost by computer-based applications [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . One of the most significant protein classes for metabolic system is the apoptosis proteins which maintain the development of the organism. Apoptosis proteins have an efficient role in the process of apoptosis. Apoptosis is a programmed mechanism that cells have self-eradicated under normal physiologic conditions; which performs homeostasis in an organism [16] . Apoptosis proteins are divided into four locations, namely cytoplasmic proteins, plasma membrane-bound proteins, mitochondrial inner and outer proteins, and other proteins. Proteins in each class have different biological functions. Therefore, the determination of the locations of apoptosis proteins can give a clue about in which part of apoptosis they function. For this purpose, the classification of the location for the apoptosis proteins has been predicted by using mathematical and computational techniques. In literature, Zhou and Doctor [17] use the covariant discriminant analysis for their 98 apoptosis proteins extracted from SWISS-PROT [18] . Prediction accuracy for mitochondrial innerouter and the others proteins, and the overall accuracy are 30.8%, 25.0%, and 72.5%, respectively. Chen and Li [19] encode the apoptosis proteins using the local composition of the amino acid pairs and the hydropathy distribution; and classify the proteins with the diversity measure. The performance of their method is 82.7%.
In the literature, proteins are encoded as vectorial expressions in order to integrate proteins into the computerbased applications. One of the most popular expression methods is the amino acid composition. With this method the set of protein sequences are obtained as high dimensional data. However, computer-based algorithms do not perform well and the quality of prediction accuracy rates of classification or clustering decreases due to the high dimensional effect. Therefore, in order to deal with this computational complexity and to make fast and efficient prediction, dimension reduction techniques have been developed. The principle component analysis (PCA), which is one of these techniques, is used in this paper to reduce the dimensions of the encoded protein sequences. After the dimension reduction, the structure of apoptosis proteins has been characterized as an overlapped feature. In addition, the linear discriminant analysis (LDA) and the fuzzy linear discriminant analysis (FLDA) are used to classify the apoptosis proteins. The results illustrate that the performance of LDA is lower than FLDA for apoptosis protein sequences. Since the FLDA fuzzifies the LDA, it gives better and more robust results. It can be argued that FLDA is a successful method in prediction of the subcellular location of apoptosis proteins. In this current paper, apoptosis protein sequences chosen as testing and training dataset in each class and encoding scheme are presented in Section 2. Algorithm steps of PCA, LDA and FLDA are elaborated in Sections 3.1, 3.2 and 3.3, respectively. Since the derivation of membership degrees is the key step of FLDA, fuzzy c-means algorithm (FCM) is detailed in Section 3.3.1. Finally, the prediction performances of LDA and FLDA for all three locations of testing dataset are conferred in Section 4.
Materials and Methods

Dataset
The testing dataset is obtained from Zhou and Doctor [17] and the dataset generated by Chen and Li [19] is used as the training dataset. Proteins in those datasets were extracted from SWISS-PROT data bank [18] . Each subcellular location category of the datasets is shown in Table 1 . In this paper, due to the application of the two different datasets, we select their three common locations, namely, 1) cytoplasmic, (2) plasma membranebound, (3) mitochondrial. Since a protein sequence is composed by amino acid chains and twenty kinds of amino acids exist in the form of proteins, it is possible to express the protein sequence,
x , as a composition of amino acids defined by the following vector [20] :
(1)
The amino acid frequencies were calculated as in Eq. (2).
The percentage of the amino acid residues i in a protein x is defined by:
where n i is the number of amino acid i and N is the total number of amino acid residues in the protein sequence [20] .
All sequences are encoded as 1-by-20 vector which explains the frequencies of each amino acid. In order to transform all sequences to amino acid composition, a short programme is written in Matlab R2007a.
Principal Component Analysis (PCA)
In our study, each protein is expressed as 1-by-20 vector. Therefore, the dimension of such protein data should be reduced in order to deal with the computational complexity. For this purpose, the principal component analysis (PCA) is applied to reduce the high-dimension of the input protein sequence data.
PCA is the initial stage of extensive biological studies [21] [22] [23] [24] . The basic aim of the PCA is to explain the total system variability by a small number k of the principal components while p components explain the total variability [25] .
Steps of the PCA are as follows,
Arrange the data 
Calculate the mean vector μ = 1
Find the centered data vectors, where
Find the covariance matrix as
where
Find the eigenvectors and eigenvalues of the covariance matrix via (6) where v and d denote eigenvectors and eigenvalues, respectively.
Sort the eigenvectors in decreasing order according to the corresponding eigenvalues.
Transform eigenvectors and arrange them to form the row-vectors of the transformation matrix T.
Project a new data A into the eigenspace as follows,
The identification of the numbers of components is usually rather hard task for noisy data matrices. A component which corresponds to an approximately zero eigenvalues can be assumed negligible. An appropriate number of principal components can be determined by a scree plot in which the eigenvalues with decreasing order are illustrated versus their component number. One must search for the significant "knee" in this plot. The number of components at which the "knee" is observed indicates the appropriate number of principal components. If the eigenvalues are relatively small, the loss of information due to dimension reduction does not occur [25] .
Linear Discriminant Analysis (LDA)
LDA was first introduced by R. A. Fisher [26] who tried to find a good projection line in order to obtain wellseparated classes. With this respect, the method separates two classes of objects by maximizing the ratio of between-class variance to within-class variance in any particular dataset as follows. (10) where c is the number of classes, μ c is the mean of the data in each class, x is the overall mean of the data, i
( ) =
x .
According to Eq. (8), one must find a linear transform matrix A, which maximizes the objective function besides maximizing the projected class means and minimizing the class variances [25] . The vector of coefficients of A is given by the eigenvectors, v, which corresponds to the nonzero eigenvalues λ of the 
Then x can be allocated to a class j which minimizes the following Euclidean distance
Fuzzy aspects
A data point belongs to only one cluster in the crisp clustering technique. However, this case is quite impossible in practice. Fuzzy set theory implies the representation of vagueness in everyday life. Then, the terms of belonging or not belonging have a flexible nature in fuzzy set theory. Fuzziness provides data points which may belong to more than one cluster. Thus, the membership degree of a data point is defined as a degree of compatibility or similarity value to the corresponding fuzzy set. Therefore, the membership value of data points to clusters can range between 0 to 1 [27] .
Let A be a fuzzy set of the universe X and,
x ( )
A μ is the membership degree of an element ∈ x X to the fuzzy set A. Then
is the fuzzy cardinality of the fuzzy set A. The concepts of fuzzy sets theory such as membership degree, fuzzy cardinality,… etc. help to describe the characteristics of complex or ill-defined systems that are not possible to express with precise mathematical analysis.
Fuzzy c-means (FCM) algorithm
The critical part of the FLDA is to assign the membership degrees of each data point to the classes. Chen et al. [28] propose a K-nearest neighbor (KNN) rule to obtain the fuzzy membership degrees. Since FCM is more exploratory for fuzziness of overlapping data, in our study FCM algorithm is used to obtain membership degrees of apoptosis protein sequences.
The fuzzy clustering provides opportunity to express data points which belong to more than one cluster by v , and m is fuzzifier or weighting exponent greater than 1 [29] . The greater the value of m, the greater the fuzziness of clustering, in other words the generated clusters have an overlapping structure while m increases. For the Eq. (16), Bezdek [30] proposes to select m = 2. Besides, the other studies related to FCM put forward the optimal value of m as 2 [31] . Therefore, in this paper, the value of m is specified as 2.
In addition 
Iterate the steps 2 and 3 until the memberships or cluster centers for consecutive iterations differ by more than a threshold ε (a termination criterion).
With FCM, the centroid of a cluster is calculated as being the mean of all points, weighted by their degree of belonging to the cluster. The degree of being in a certain cluster is related to the inverse of the distance to the cluster [31] . But LDA takes into account the equal importance for all data [28] . Hereby the general structure of the FLDA model is obtained by modifying the LDA approach in terms of the identification of membership value for each data point to the related classes.
FLDA tries to maximize the following objective function,
respectively, where TP i (true positives) is the number of correctly predicted proteins in location i , N is the total number of sequences, and i n is the total number of sequences existing in location i .
Results and Discussion
An independent dataset, the jackknife test and the resubstitution test have been used by many researchers as the statistical prediction methods. In this study, the dimensions of testing and training datasets are denoted in Table 1 and the performance of the prediction for the LDA and FLDA methods in testing (independent) dataset is summarized in Table 2 . In this paper, for encoding of amino acids, the algorithms of PCA, LDA and FLDA are coded in Matlab 2007a. Also LDA and FLDA are used to discriminate apoptosis proteins. Before the analysis of LDA and FLDA, the dimension of the apoptosis protein sequences has been reduced by PCA. In order to identify appropriate number of components, scree plots of training and testing dataset are obtained as seen in Fig. 1 and Fig. 2 , respectively. It can be seen that the significant knee is observed at mostly about the 2 nd component value in the figures. That is the component values after 2 are all relatively small. Therefore protein sequences expressed by 1-by-20 can be reduced as 1-by-2 vector. The overall prediction accuracies for LDA and FLDA are 16.3%and 80.2%, respectively, as illustrated in Table  2 . This result shows that for apoptosis protein data (one of the classical methods) LDA can not yield high classification accuracy. As seen in Fig. 3 , apoptosis proteins sequences chosen as testing data which are reduced to 2-D by PCA has overlapping data structure, especially, in mitochondrial and membrane protein sequences, therefore LDA is unsuccessful in classifying the given apoptosis protein data. However, these overlapping data points have been detected by FLDA and their negative effects on the classification algorithm is reduced. Furthermore, although Chen and Li [19] used to local compositions of twin amino acids to encode the protein sequences, in this paper, their dataset was encoded 
where T U is the fuzzy cardinality of whole data set which is calculated as
As in LDA, the objective function can be maximized by obtaining B matrix given by the eigenvectors v which corresponds to nonzero eigenvalues λ of the
matrix. The generalized eigenvalues problem is solved as in Eqs. (11)- (14) .
Prediction Performance
Overall accuracy and sub-class accuracy are measured as by amino acid composition in order to make comparison with the results of FLDA. Then, their algorithm called the increment of diversity (ID), is performed to the same (PCA-used) dataset and the prediction accuracy rate is found as 45.3%. Thereby, FLDA yields higher prediction performance than LDA and ID.
Since a protein can be part of two or more clusters simultaneously, with partial or full membership in each cluster, the fuzzy logic is favorable to define some biological systems [32, 33] .
Conclusions
In this paper, first of all, apoptosis proteins have been encoded as their amino acid compositions. The dimension of the encoded data has been reduced by the linear PCA in order to reduce the computational complexity. The classification of apoptosis protein sequences is performed via LDA and FLDA. LDA is a classification method for the multi-class dataset where the classes are linearly separable. However, it yields insufficient results for the data points with overlapping classes. Since the fuzzy logic is based on managing the overlapping data structure, LDA modified by the fuzzy approach, also called FLDA, can overcome the difficulty of the feature separation for the data points in different classes. Thus, the performance of FLDA is superior to LDA for the selected datasets. LDA and FLDA are the linear aspects for the classification problem as the future work, the nonlinear perspective of the relationships between proteins can be studied by addressing their phylogenetic structure.
