Introduction
A Gauss quadrature approximation defines a set of N mesh points [1] . Lagrange functions are N orthonormal infinitely differentiable functions that vanish at all points of this mesh, except one. In other words, they are orthonormal cardinal functions associated with each mesh point.
Used as a variational basis in a quantum-mechanical calculation, the Lagrange functions lead to a simple approximation when matrix elements are calculated with the associated Gauss quadrature. The variational equations take the form of mesh equations with a diagonal representation of the potential only depending on values of this potential at the mesh points [2, 3, 4] . The most striking property of the Lagrangemesh method is that, in spite of its simplicity, the obtained energies and wave functions can be as accurate with a Gauss quadrature as in the original variational method with an exact calculation of the matrix elements [5, 4] . Their accuracy exceeds by far the accuracy of the Gauss quadrature for the individual matrix elements. The Lagrangemesh method allows very accurate calculations not only in simple quantum-mechanical problems but also in various more complicated applications in nuclear [6, 7] and atomic physics [8, 9, 10, 11, 12, 13] .
The accuracy of the Lagrange-mesh method depends on the validity of the Gauss quadrature. Since integrals of a singular function are not accurate at all when calculated with a Gauss quadrature, the original formulation of this method may not be valid for matrix elements of singular potentials. This problem clearly occurs when applying the Lagrange-mesh method to the hydrogen atom on a Laguerre mesh. The singularity of the Coulomb potential destroys the accuracy of the method [2] . A similar difficulty occurs with the singular centrifugal term. This problem can be solved with a regularization technique [3, 4] , i.e. by using Lagrange functions modified by an appropriate multiplicative factor. The same problem has been encountered with shifted Jacobi polynomials over the (0, 1) interval [14] . The corresponding Lagrange basis can be useful for the study of collisions within the R-matrix method [15] . However, it was not much used because of a lack of simple expressions for the matrix elements.
In this paper, compact exact expressions are derived for some matrix elements between Lagrange functions constructed from orthogonal polynomials. The calculation is based on using the Gauss quadrature for terms where it is exact, supplemented by exact corrections. In the case of Lagrange functions based on Laguerre and shifted Jacobi polynomials, this technique leads to exact matrix elements of the singular functions 1/x and 1/x 2 with the help of sum rules involving Laguerre or Jacobi zeros [16, 17, 18] . This also leads to compact expressions for the kinetic-energy matrix elements that were missing in references [2, 14] . These sum rules were already used by Szalay in a similar context [19] . Finally, new sum rules involving Laguerre or Jacobi zeros and weights are derived from these expressions.
In section 2, some definitions about Lagrange functions are recalled. In section 3, matrix elements of Lagrange functions derived from orthogonal polynomials are calculated for expressions involving the weight function and its derivatives with the help of exact Gauss quadratures. The results are particularized to Lagrange functions based on Laguerre polynomials in section 4 and to Lagrange functions based on Jacobi polynomials and shifted Jacobi polynomials in section 5. Concluding remarks are presented in section 6.
Lagrange functions from orthogonal polynomials
Let p N (x) be a polynomial of degree N from a family of orthogonal polynomials defined on interval (a, b) with weight function w(x) [1] . For a given N, the Lagrange mesh is defined by the N real zeros x i ,
For an infinitely differentiable function g(x), these zeros define an associated Gauss
with the weights λ i . This approximate quadrature rule is exact if g is the product of w by an arbitrary polynomial of degree 2N − 1 or less [1] . To each point x i of the Lagrange mesh corresponds an infinitely differentiable Lagrange function f i (x) with the property [2, 4] 
i.e. this function vanishes at all mesh points except x i . The Lagrange functions can be constructed explicitly in the form [2] 
They obviously satisfy the Lagrange property (3) because of definition (1) . Notice that other types of Lagrange functions also exist which are not based on orthogonal polynomials [4] . Since the Gauss quadrature is exact for products f i f j , the Lagrange functions are orthonormal as a consequence of (3),
A variant of the Gauss quadrature formula (2) exists where the weight function appears explicitly [20] ,
It involves the weight factors
which will also be useful here. (11) Equating the integral of the first member to its Gauss quadrature and using the Lagrange property (3), one obtains an exact expression of the matrix elements
Here, the expression is not compact but one may be able to calculate the sum over k in particular cases by using existing sum rules. This is possible for Lagrange functions based on Hermite polynomials but it leads to known results (see Appendix). As shown below, interesting new results appear in the case of the Laguerre and Jacobi polynomials. Another integral given exactly by the Gauss quadrature is
It can be useful to evaluate matrix elements of −d 2 /dx 2 with the help of an integration by parts.
Lagrange-Laguerre functions

Definitions and formulas
The Laguerre polynomials L α N (x) are orthogonal over the interval (0, ∞) with respect to the weight function [20] w
where α is a real parameter which must be larger than −1 for convergence of the orthogonality integrals. The Lagrange-Laguerre mesh is defined by
Though it is not explicitly displayed, the zeros depend on α. The Lagrange-Laguerre function associated with x i is defined by (4) as [2] 
where
is the square of the norm of L α N (x) [20] . In order to make use of (10) and (12), one needs explicit expressions of the derivatives of the Lagrange functions at mesh points. A direct differentiation provides [19] 
and
A second differentiation leads to [19] 
Matrix elements of 1/x and 1/x 2
The logarithmic derivative of w reads w
Hence, for α > 0, (10) leads to the matrix elements
The first term is the Gauss quadrature approximation. This structure will be explained below in section 4.5. The second derivative of w verifies w
When using (12), one encounters the sum
This sum can be carried out with the help of the Stieltjes sum rule [1, 16 ]
and the sum rule [17]
With a decomposition in simple fractions, one obtains for i = j,
and for i = j,
With these relations and equations (12) and (23), the matrix elements read for α > 1,
Here also, the first term is the Gauss quadrature approximation.
Kinetic energy
In [2] , the matrix elements T ij = f i |T |f j of the operator
were calculated for α > 0. The proof is based on the identity
The right-hand side is given exactly by the Gauss quadrature which leads to
This result can also be deduced from (13) and (23) . With (18) and (19) , one obtains for α > 1 [2]
With a slight change of notation with respect to [2] , the results are expressed as a function of the sum (25) . By using (28) and (29), the matrix elements of the kinetic energy simplify into the compact expressions
Combining (30), (36) and (37) provides for α > 1 the matrix elements of d 2 /dx 2 ,
Values for these matrix elements are also given in Table III of [19] . While (39) agrees with that reference (but has a simpler form), this is not true for (38). The present matrix elements have been checked numerically, as well as all other ones given in the present work.
Application to a variational calculation of the hydrogen atom
The Lagrange basis (16) is equivalent to a basis of Laguerre polynomials L α k (x) (k = 0, . . . , N − 1) multiplied by x α/2 exp(−x/2). Both bases must provide exactly the same results in a variational calculation. However, the expressions are much simpler with the Lagrange basis. To illustrate this, let us briefly consider a variational study of the hydrogen atom.
As usual, the basis functions are scaled by a parameter h in order to adapt the mesh to the extension of the physical problem,
where r is the radial coordinate and the c i are variational coefficients. In atomic units, the variational equations for the partial wave with orbital momentum l read for i = 1
to N,
where the T ij are given by (36) and (37) for α = 2l + 2 [2] and the matrix elements of 1/r are given by (23) . The system (41) has the property that it gives the exact n r th eigenvalue of the hydrogen atom with h = (n r + l + 1)/2 for any N > n r , since expansion (40) can simulate the exact wave function with n r nodes. When N is large enough, a number of eigenvalues around the n r th one are also accurate. For example, with N = 30 and h = 5 for the s wave, four eigenvalues below and four eigenvalues above the exact one (n r = 9) are obtained at 15-digit computer accuracy. In addition, two more eigenvalues are obtained with an absolute accuracy better than 10 −7 on each side. A Lagrange-mesh calculation (i.e. without the second term of (23) The exact matrix elements (23) and (30) open a way for another type of regularization, by subtracting the singular part of a potential and using an exact expression for the singular term. This subtractive regularization might be competitive with respect to the multiplicative one in some cases.
Sum rules of Laguerre zeros and weights
The zeros and weights of the Gauss-Laguerre quadrature are related by the simple properties
which are exact for n = 0, . . . , 2N − 1 with α + n > −1. For n larger than 2N − 1, it becomes an approximation. The exact value can be extracted in a more complicated way. For example, for n = 2N, the integral over (0, [20] , is given exactly by the Gauss quadrature. Hence one obtains the sum rule
Similar sums can also be calculated exactly for n = −1 and −2 with the integrals obtained above. Indeed the matrix element of x −1 can be decomposed as [14 
where c 0 is defined by (8) and takes for Laguerre polynomials the value
The first integral of the right-hand side of (44) is exactly given by the Gauss quadrature and the second integral is elementary. Hence, for α > 0, (23) , (44) and (45) provide the sum rule
The first term is the exact value of the integral approximated by the left-hand side. Relation (44) also explains why the compact expression (23) differs from the Gauss quadrature by a simple term. For n = −2 and α > 1, a similar reasoning also leads to a sum rule. The matrix element of x −2 can be decomposed as
where c 1 is also defined by (8) and takes for Laguerre polynomials the value
The first integral of the right-hand side of (47) is exactly given by the Gauss quadrature while the other integrals are elementary. From (30), one obtains
Here also, the first term is the value of the exact integral. These sum rules can better test numerically the weights corresponding to small x k values.
Lagrange-Jacobi functions
Definitions and formulas
The Jacobi polynomials P (α,β) N (x) are orthogonal over the interval (−1, +1) with respect to the weight function [20] w
where α and β are real parameters which must be larger than −1 for convergence of the orthogonality integrals. The Lagrange-Jacobi mesh is defined by
The Lagrange-Jacobi function associated with x i is defined by (4) as [14] f i (x) = (−1)
with the notation γ = α + β + 1, where
is the square of the norm of P (α,β) N (x) [20] . A direct differentiation provides the derivatives of the Lagrange functions at mesh points [19] ,
A second differentiation leads to
(57)
Matrix elements of w ′ /w and w ′′ /w
The logarithmic derivative of w reads
Equation (10) provides over the interval (−1, +1) for α, β ≥ 0,
with
The first term of (59) is the Gauss quadrature approximation. Relation (59) is trivial for Legendre polynomials (α = β = 0). The second derivative of w verifies w
Here one encounters the sums
These sums can be carried out with the help of the Stieltjes sum rule [1, 16, 22 ]
and the sum rule [23]
together with the elementary relation
Equation (12) provides for α, β > 1,
The integral also converges in several particular cases: α = 0 or 1, β = 0 or 1. In these cases, the last term of (12) does not vanish and must be added. For example, for α = 0, one obtains
The expression is simpler for α = 1 but seems to be of little utility.
5.3.
Matrix elements of 1/r and 1/r 2 for α = 0
Let us define Jacobi polynomials on the shifted interval (0, 1) with the change of variables [14] x = 2r − 1.
For α = 0, the mesh points r i over this interval are defined by
The corresponding weights are then
or w i = w i /2. The Lagrange functions are given by
This mesh can be useful in the R-matrix method since the basis functions can simulate r l+1 behaviours at the origin and do not vanish at r = 1 [14] . Equation (59) becomes for β > 0,
With (67), (66) becomes for β > 1,
Kinetic energy
Let us consider a kinetic-energy operator T defined like in (31) with α replaced by β. An identity analog to (32) but with additional terms
leads to an exact Gauss quadrature in the right-hand side. One has
Notice that expression (74) is not symmetric because of the last term as expected from the fact that the Lagrange functions (71) do not vanish at r = 1. Therefore it is convenient to add the Bloch operator [24, 14, 15] 
to the Hamiltonian in order to obtain a symmetric expression. Indeed, its matrix element exactly compensates the last term of (74). The matrix elements of T + L are useful in R-matrix calculations [14, 15] . With β > 1, one obtains for i = j,
The exact matrix elements of d 2 /dr 2 are given by
and follow from (78), (73), (75) and (76). These compact expressions can replace the corresponding relations of [14] . This mesh can compete with the shifted Legendre mesh in large R-matrix calculations [25] where the number of mesh points should be as small as possible.
Sum rules of Jacobi zeros and weights for α = 0
The zeros and weights of the Gauss-Jacobi quadrature on the (0, 1) interval for α = 0 are related by the simple properties
which are exact for n = 0, . . . , 2N − 1 with β > −n − 1. For n larger than 2N − 1, it becomes an approximation. The exact value can be extracted in a more complicated way. For example, for n = 2N, the integral over (0, 1) of [20] , is given exactly by the Gauss quadrature. Hence one obtains the sum rule
The matrix element of r −1 can be decomposed as [14] 1 0
where c 0 is defined by (8) and takes for shifted Jacobi polynomials the value
The first integral of the right-hand side of (83) is exactly given by the Gauss quadrature and the second integral is elementary. Hence, for β > 0, (72), (83) and (84) provide the sum rule
The first term is again the value of the exact integral approximated by the left-hand side. Relation (83) also explains why the compact expression (72) differs from the Gauss quadrature by a simple term. For n = −2 and β > 1, a similar reasoning also leads to a sum rule. The matrix element of r −2 can be decomposed as 
where c 1 is also defined by (8) and takes for shifted Jacobi polynomials the value
The first integral in the right-hand side of (86) 
Here also, the first term is the value of the exact integral. These sum rules can better test numerically the weights corresponding to small r k values.
Conclusion
Exact values can be obtained for some matrix elements of Lagrange functions by using various cases where the Gauss quadrature is exact. The obtained expressions can be compact or involve sum rules of zeros of orthogonal polynomials which are often available in compact form in the literature. In the particular case of Lagrange-Laguerre functions, existing sum rules provide exact values for matrix elements of 1/x, 1/x 2 and kinetic-energy operators. Similar expressions are obtained for the Lagrange functions based on shifted Jacobi polynomials. This opens a new (subtractive) type of regularization of Lagrange-mesh calculations by removing singularities for which matrix elements are known. The singular terms are subtracted in such a way that the resulting expressions are exactly given by the Gauss quadrature and the corrections are calculated with exact integrals given in the present work. This can be used in bound-state calculations with the Laguerre mesh or in scattering states calculations with the shifted Jacobi mesh. The simplification of the expressions for the shifted Jacobi mesh with respect to [14] may render this mesh more attractive for R-matrix calculations [15] .
New sum rules involving Laguerre or shifted Jacobi zeros and weights have been derived from these exact integrals.
