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CHAPTER 1

INTRODUCTION

1.1.

Background and Motivation
Small flapping wing flyers such as insects are truly remarkable creatures. Across

the insect class Insecta, they exhibit an enviable slate of characteristics that includes
highly agile flight, the ability to perform long migrations, and the ability to carry excess
loads approaching their own weight. They clearly must possess onboard energy stores,
propulsion mechanisms, and control systems sufficient to achieve these aeronautical
feats, as well as the sensing and processing abilities to command them. Furthermore, the
physics of flapping small wings at high flapping frequencies in a low Reynolds number
environment has only recently been elucidated. Therefore, the study of insect flight of a
biological flyer or flapping wing micro air vehicle (FWMAV) is a complex endeavor.
However, these enviable characteristics make insects a natural source of biomimicry for
scientists and engineers attempting to design and construct artificial flapping wing micro
air vehicles.
The design of such small flight vehicles presents many well-known challenges
including aerodynamics, flight dynamics, power storage and transmission, sensory
mechanisms, and control among others. In each field, significant progress has been made
1

in recent years, but an integrated framework for modeling and designing these complex
systems remains elusive. For example, there is still open debate concerning the stability
of insects in hover and the best way to assess it. There have been multiple studies on the
longitudinal stability of hovering insects. These analyses have featured increasing
modeling fidelity on multiple fronts. Virtually all previous work on the stability of
FWMAVs conclude that the longitudinal dynamics of hover include an unstable
oscillatory mode. However, the one modeling assumption that all previous work shares
is that the wings are rigid.
The primary motivation for studying the flight mechanics of flexible wings is the
recent observations of Kang and Shyy [1,2] based on their work with flexible wings.
They demonstrate that the many conclusions based on rigid wing analysis cannot be
blindly applied in the case of flexible wings with wing stiffness that is representative of
live insects. Indeed, they showed that the force histories of flexible wings are
significantly different from those produced by rigid wings. If the force production is
different, it is logical to assume that the stability and power consequences might also be
different.
Accurately modeling the flight dynamics of an insect of FWMAV with flexible
wings is no easy task. The very nature of fluid-structure interaction demands tight twoway coupling between the aerodynamic and structural dynamic models. In order to
capture all of the aerodynamic phenomena occurring in this unique fluid dynamic regime,
direct simulation of the full Navier Stokes (NS) equations is required, which is
computationally expensive. These equations must be coupled to an appropriate flexible
beam or plate model since wing motion affects the aerodynamic forces, which in turn
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affects the motion of the wing. Adding an additional layer of coupling by including the
flight dynamics of the body raises new questions and challenges that shall be addressed in
this study, including the extent to which body motion affects the passive wing motion and
forces. Additionally, analysis of flight dynamics usually focuses on the natural modes of
motion, which assumes the system is in equilibrium. Determining the required control
inputs and initial conditions to place flexible wing flight simulation into equilibrium is
also challenging given the three-way coupled nature of the problem.
A reasonable approach to understand the complex coupled nonlinear physics of
flexible flapping wings is first to model and understand the implications of various rigid
wing configurations. In the many studies on the aerodynamics, stability and control of
insects and FWMAVs in recent years, we identified open questions regarding the
following important modeling concerns:
1. An often neglected parameter in characterizing the wing rotation is the pivot point
location, which significantly affects the instantaneous aerodynamic force
generation [3]. In a study focused on minimizing the power required to hover for
various insects, Berman and Wang [4] varied eleven different kinematical
parameters in order to optimize flapping efficiency, but they did not examine the
influence of changing the pitch axis, nor did they consider the stability
implications of minimal-power kinematics. A recent study by Taha et al. [5] did
explicitly examine the effect of pitch axis location, but their aerodynamic model
was so oversimplified as to neglect many of the primary features that result from
changing the pitch axis. The effect of the pitch axis location on the vehicle
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dynamics and stability, as well as resulting aerodynamic performance is still
inconclusive.
2. The role of wing rotation and wing wake interaction on the power and stability of
insects and FWMAVs has not been adequately addressed. Even though these two
phenomena are significant features in the flapping wing flight of rigid wings,
there are few studies which even mention these effects, and most studies omit
them from their modeling [5–11].
3. Despite the recent work [1,2,12,13] on the role of flexibility in the aerodynamics
of flapping wing flyers, the role of wing flexibility in the stability and power
consumption of insects and FWMAVs in free flight has not been previously
investigated.
Finally, many previous studies do not consider the FWMAV system in
equilibrium [11,14–18]. Most often, the attempt is made to ensure that lift balances
weight, but full free-flight equilibrium is rarely considered. A key element of this study,
therefore, is that all parametric analyses will be done at or near equilibrium. Beyond
ensuring that lift balances weight, we determine both control inputs and initial conditions
to ensure all accelerations are negligibly small in all degrees of freedom. Without this
constraint on the problem, parametric studies are of little value in making design
decisions since any gains in power that might be achieved by adjusting kinematics might
be immediately lost when other parameters must change to balance horizontal forces or
moments.
Additionally, the stability implications of adjusting certain parameters are equally
important as power considerations. If a certain kinematic pattern is advantageous from
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the standpoint of lift production or efficiency, but it is highly unstable, it might not be a
suitable choice for a FWMAV. Aerodynamic force generation, performance and stability
depend on multiple control inputs, which means that these different design considerations
are likely coupled. Evaluating the coupled, multi-input system at equilibrium ensures that
we do not assign more weight to one facet of the problem than another.

1.2.

Research Objectives
The overarching objective of this study is to address the third assumption in

Section 1.1 and determine the effect of wing flexibility in the chordwise direction on the
longitudinal stability and flight performance of a hovering bumblebee. Based on Combes
and Daniel’s observation that insect wings are orders of magnitudes more flexible in the
chordwise direction than in the spanwise direction [19,20], we consider only the
chordwise flexibility.
Prior research indicates that the longitudinal and lateral-directional modes of
flapping wing hovering flight are largely decoupled [7]. We focus on the longitudinal
stability of the FWMAV because we expect that considering chordwise flexibility and the
resulting passive pitch will have the most significant effect on the pitching moment of the
wing and the timing of aerodynamic force generation. The shape adaptation associated
with wing flexibility changes the effective angle of attack and hence the aerodynamic
outcomes [1,21]. The pitching moment of the wing and the shape of the force histories
affect the longitudinal motion of the flapping wing flyer and will likely influence the
nature of the overall system dynamics. Therefore, we also investigate the effects of the
pitch axis location, and wing wake interaction on the aerodynamic performance and flight
stability of the flapping wing flyer, which were the first and the second assumptions in
5

Section 1.1, as secondary, but supporting, objectives. We further determine the power
required to hover by directly calculating the power required to achieve wing motion in
order to compare the flight performance of a flexible wing at hover to its rigid
counterpart.
In summary, the specific objectives of this study are as follows.
1.To determine the effect of the varying the wing pitch axis on the required power
and longitudinal stability of a FWMAV in hover.
2.To determine the influence of wing rotation and wing wake interaction on the
power and longitudinal stability of a FWMAV in hover.
3.To determine the influence of utilizing flexible wings on the required power and
longitudinal stability of a FWMAV in hover.

1.3.

Dissertation Outline
This dissertation begins with a literature review in Chapter 2. In the literature

review we present the previous work that formed the foundation of the research contained
in this dissertation. Pertinent details of previous studies pertaining to the aerodynamics
of both rigid and flexible wings as well as the flight dynamics of rigid wings are
described in detail. Chapter 3 is an extensive survey of the modeling tools and analytical
and computational methods used in the course of the study. We discuss the new material
that we developed and applied in pursuit of our research goal. These include
enhancements that we made to the quasi-steady aerodynamic model and a trim procedure
that is able to find equilibrium for a vehicle in hover using both the Navier-Stokes (NS)
solutions for rigid wings and the coupled NS – Euler Bernoulli beam equations that are
needed to study flexible wings.
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The results are presented in two different chapters. Chapter 4 covers the flight
dynamics of rigid wings while considering parametric variation of the pitch axis location.
The results of this rigid wing study unveil important insights that are required to
understand the results of the flexible wing study. They also provide validation of our
developed model and a basis of comparison for the flexible wing results. Finally, we
provide the flexible wing results in Chapter 5. Within each chapter, we present our results
in the following order: the wing kinematics, the required trim inputs, the resulting
aerodynamic forces, the required power, and the open loop stability. In the stability
section, we focus on the open loop poles and the relevant stability derivatives in order to
identify the source of the stability or instability, as the case may warrant. The conclusion
is presented in Chapter 6 which highlights the original contributions of this work and
provides recommendations for future work as well.
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CHAPTER 2

LITERATURE SURVEY

2.1.

Overview and Highlights
Although a vast body of literature is available on flapping wing flight, it remains

an active area of research on multiple fronts. The last few decades have seen an
explosion of research activities by biologists, scientists, and engineers conducting
observational studies on live insects, experiments on robotic flapping wing devices both
in air and in oil tanks, analytical work, numerical studies of both rigid and flexible wing
aerodynamics, flight dynamic simulations, and optimization and control studies. This
literature survey highlights the findings and models that have particular bearing on this
study. Additionally, in the following chapters, both models and results that confirm or
seem to contradict previous work are emphasized.
Key lessons that are pertinent to this work are summarized below and described
more in detail in Sections 2.2 to 2.6.
Insect wings produce aerodynamic forces via four distinct aerodynamics
mechanisms: circulatory “translational lift” associated with an attached leading edge
vortex, “rotational lift” associated with wing rotation while flapping, “added mass” forces
that develop when the wing accelerates, wake effects called wake capture or wing wake
8

interaction. All four of these influences are important in both rigid and flexible wings,
but the role that each plays in flexible versus rigid wings changes significantly.
Rigid wings can be actively pitched. The timing of the wing pitching motion relative
to the flapping motion has a large influence on both the amount of lift produced and on
the power required. Pitch rotations that are timed to occur prior to the flapping motion
(termed advanced rotation) produce significantly more lift than delayed rotations, but also
require significantly more pitching power to achieve.
Passive pitch is possible with a wise selection of the pitch axis near the leading edge
and results from both inertial and aerodynamic influences. The passive pitch of rigid
wings is typically delayed with respect to the flapping motion, and so it does not produce
as much lift as actively rotated wing, all else being equal. Passive pitch can also be
achieved if the wings are flexible. The phasing of passive pitch is dependent on multiple
factors.
Flexible wings produce lift differently than their rigid counterparts. In part due to the
instantaneous wing shape adaptation and partly because they experience much less wing
wake interaction. They also appear to generate a given amount of lift with a lower power
coefficient, resulting in higher efficiency.
The required power to achieve flapping wing flight at the insect scale (in air)
consists of both aerodynamic and inertial forces. For rigid wings, both contributions are
of the same order of magnitude.
Despite the nonlinearity of the equations of motion for flapping wing flight, the
behavior of the system is typically determined by finding the open loop poles of the
linearized system in equilibrium.
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2.2.

The Flapping Wing Aerodynamics of Rigid Wings
A host of research has been performed in order to understand the complex

aerodynamics of rapidly moving wings at this flow regime where the Reynolds Number
is of the range Re = O(102)-O(104) [21–24]. Of particular interest in the analysis of this
study on flapping wing stability is the experimental work of Sane and Dickinson [25–27],
who used a dynamically-scaled model rigid wing in an oil tank. By conducting
experiments using a robotic wing immersed in mineral oil, they identified four lift
production mechanisms: the circulatory forces produced by the delayed stall of a wing in
translation at high angles of attack (i.e. translational lift), the forces generated by
circulation during wing rotation (i.e. rotational forces), the forces generated by
accelerating a fluid (i.e. added mass forces), and the forces generated when the wing
interacts with vortical structures shed in previous strokes (i.e. wing wake interaction or
wake capture).
In addition to providing these important mechanisms of lift production that
combine to make flight at low Reynolds number possible, they provided a
straightforward quasi-steady model that is efficient for use in stability and control
analysis because it has low computational cost. Based partly on the theoretical work of
Theodorsen [3] and partly on their own experiments, their quasi-steady aerodynamic
model accounts for the translational lift, the rotational lift, and the added mass forces.
Quasi-steady models assume that the aerodynamic forces and moments on the wing
depend on the instantaneous wing velocity and acceleration [22]. The wing wake
interaction is a nonlinear phenomenon involving history effects, such as the vortices shed
in the previous strokes interacting with the wing. A closed form analytical expression has
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not yet been developed for the wing wake interaction and is omitted from the quasisteady models of flapping wings [6].
One of their most seminal findings is the large effect that the timing of wing
rotation has on the amount of lift produced by a flapping wing. More lift is created if the
wing is actively rotated in an advanced rotation such that the pitch motion precedes the
flapping motion. Dickinson et al. [25] showed that an 8% change in the timing of
rotation from symmetric to advanced increases the lift produces by 32%, all else being
equal. Additionally, they showed that the pitch axis of the wing can have a significant
effect on the rotational lift produced and that the lift produced can vary from theoretical
predictions by a factor of up to 2.25 [27].
Other studies have also demonstrated the various physical mechanisms of lift
production at these low Reynolds numbers and have indicated the means by which this
lift and thrust force can be made in the most efficient manner possible [4,13,23]. Several
computational studies based on solutions to the Navier-Stokes equations are particularly
informative [28,29]. In many ways, these studies have confirmed earlier experimental
work, also showing that the lift can be decomposed into translational, rotational, added
mass, and wing wake interactional components. They show that despite operating at a
very large angle of attack (AoA), the wings at these low Reynolds numbers do not
experience stall in the classic sense, which leads to the large region of positive lift
generated during wing translation despite the high AoA [29].
These studies have also illuminated the importance of wing wake interaction and
the ability of vortices shed in previous strokes to enhance the lift production, typically
immediately following course reversal. Tang et al. [30] show that the wake-capture
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mechanism of enhancing lift is only present in normal hovering kinematics (where a
single edge remains the leading edge in both halves of the stroke) vice a water treading
mode (where the leading edge and trailing edge of the wing alternate in each half stroke).
Thus, we confine our kinematics to normal hovering where the wing orientation is
vertical at stroke reversal. Tang et al. [30] also show that for low Reynolds numbers (Re
< 300) and rigid flapping wings, the viscous effects tend to dissipate vorticity enough that
the forces become half-cycle periodic, whereas at higher Reynolds numbers, the
aerodynamic force histories are distinctly asymmetric.
Additionally, Tang and Sun [29], Ansari et al. [24], and Trizila et al. [31] note that
wake effects are not confined to the near-field wake, but far-field wake effects are also
important. In particular, a downwash associated with a reversed von Karman vortex
street develops in hovering wings. When the wing travels through this downwash, the
instantaneous effective angle of attack can reduce, resulting in a wake valley with a
lowered lift.
Thus, wing wake interaction can both add to and subtract from the lift production
depending on the wing kinematics and vortex orientation. These features are depicted in
Figure 2.1, where we present a time history of the lift coefficient CL across a single
flapping cycle. The lift coefficient is defined in Section 3.3. Trizila et al. [31] also
demonstrated that the comparison between 3D and 2D aerodynamic calculations is quite
similar for most plunge motions using pitch angles and flapping amplitudes seen in the
natural world and also used in this study.
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Figure 2.1. Lift coefficient across a full flapping cycle for a wing with advanced
pitching rotation, depicting the regions associated with wing wake interaction,
translational lift from delayed stall, and rotational lift.

2.3.

Wing Kinematics
The aerodynamic forces are directly dependent on the imposed wing kinematics.

There are three ways to represent wing kinematics that appear frequently in the literature:
kinematics which seek to replicate insect wing motions exactly [32–34], the kinematics
of Sun et al. [15,35], the kinematics of Berman and Wang [4], and first order harmonic
motions [31,36].
Live insects utilize a wide range of kinematic patterns that are typically not
sinusoidal in nature [32,33,37], however the motion is nearly periodic in the hover
condition. Additionally, the kinematics between different insect species can vary
significantly. Therefore, to model and analyze the underlying physical mechanisms that
may be universal to most flapping wing insects, an abstracted kinematics is often
employed. Sun and co-workers [7,15,17,18,35,38–40] rely on piecewise pure
trigonometric functions in order to produce abstracted kinematics. In their work, they
typically represent flapping motion using a cosine function. For pitching motion, they
13

typically utilize a piecewise function that permits rapid pitch rotations along a sinusoidal
profile (per equation (2.1)) followed by portions of the stroke where the pitch is held
strictly constant [35].



  d  a  t  t1  


 2
 
tr
sin   t  t1    t1  t  t1  tr
2
 tr
 

(2.1)

In Meng, Xu and Sun [35] as well as Wu, Zhang, and Sun [17], they define
a  180 u d  / tr , and the rapid pitch rotation occurs between t1 and t1 + Δtr.

Although these kinematics have the benefit of expressing the pitch rotation in an intuitive
sense such that the pitch motion occurs during a designated portion of the stroke (i.e. Δtr),
the higher derivatives of these piecewise functions are not smooth. In the course of our
NS simulations, these unsmooth accelerations result in discontinuities and associated
force peaks that are simply an artifact of the chosen kinematics. Therefore, we utilize an
alternative method of producing abstracted kinematics by Berman and Wang [4] that is
not subject to this problem.
Berman and Wang propose a set of functions for all three angular degrees of
freedom for the wing: flapping, pitching, and vertical deviation angle (which is omitted in
this study). Their relations allow the flapping angle to vary from a triangular wave to a
sinusoidal wave, and the pitching angle can vary from a sinusoidal wave to a square
wave. These kinematics are used in the present study, and we plot several representative
wing motions in Figure 2.2. Additionally, a more complete discussion is provided in
Section 3.3.
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a)

b)
Figure 2.2. Time history (a) of pitch angles α for advanced (brown), symmetric
(black), and delayed (green) with respect to sinusoidal flapping motion ζ (blue);
position and orientation of the wings (b) at evenly spaced intervals illustrating the
phasing of the pitch angle as advanced, symmetric or delayed.
Faruque and Humbert [9,41,42] used a similar formulation of the pitch angle in
their stability and control studies. Finally, several computational studies on flapping
wing aerodynamics were performed using first-order harmonic motion for both flapping
and pitching motions [31,36]. However, none of the flight dynamics or control studies
utilize these kinematics, so we do not consider them in this study.
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All of the approaches mentioned thus far assume active pitching - that is,
instantaneous pitch angles that are prescribed. In active pitching, the timing of the pitch
motion relative to the flap motion plays an important role in the resulting aerodynamics
[4,23,25]. The timing of the wing rotation is classified as advanced, symmetric, or
delayed rotation. In advanced rotation, the pitch rotation starts before stroke reversal; in
symmetric motion, half of the pitching occurs before stroke reversal, and in delayed
motion, less than half the pitch rotation occurs before stroke reversal (Figure 2.2).
Finally, in addition to the work that has gone into studying the active rotation of
flapping wings in both experiments and computational studies, several researchers have
examined the possibility of wings achieving purely passive rotation, and the kinematics
that are relevant to such an arrangement. Although insects possess the musculature to
actively rotate their wings, it is not known if they rely on active or passive rotation in a
typical stroke [43,44].
Bergou and Wang [37] demonstrate, based on their quasi-steady aerodynamics
model, that purely passive pitching is possible in dragonfly wings by showing that the
power required to pitch the wings in a manner representative of true dragonflies is purely
negative. Additionally, Ennos argues that a signature of passive rotation is a torsion
wave that deforms the wing from tip to root (vice root to tip) and these torsion waves are
observed in several species [45]. Several researchers using robotic devices in air
demonstrate the ability to fly using passive rotation. Whitney and Wood [43] describe
how passive rotation is possible using an analytical model for passive pitch. They also
compare the model against experimental results from a test stand that was used in the
development of the Harvard RoboBees.

16

Additionally, Khan and Agrawal developed a robotic flapping mechanism [46]
and found kinematics that could achieve passive pitch rotation [47]. Ishihara et al.
developed a lumped torsional flexibility model to predict the passive wing pitch changes
of a flapping wing, and showed that the resulting passive rotations could support the
weight of a drone fly [48]. Other robotic devices rely on passive rotation or passive
flexible deformation to achieve lift or thrust [49,50]. Thus, passive pitching of both rigid
and flexible wings has been shown to produce meaningful amounts of lift while flapping
in air. It is not clear what the stability or power implications of such concepts are relative
to their actively rotated counterparts, particularly in free flight where their pitch response
might be affected by the body dynamics.

2.4.

The Flapping Wing Aerodynamics of Flexible Wings
Recently, several studies [1,2,12] have demonstrated the importance of

considering wing flexibility in aerodynamic analysis and its significant impact on the
aerodynamic force generation mechanisms [1], efficiency, and the timing of passive wing
kinematics [13,51]. Flexible wings tend to require less power to flap because the passive
deflection produces less drag and torque penalties [51]. Other studies have shown that
the maximum efficiency of lift production in air occurs when the flapping frequency is
below (approximately 50%) the first natural frequency of the wing due to its stiffness
[12,13,52,53].
Wing flexibility might affect longitudinal stability as well for three reasons. The
first is that the pitching is purely passive. It results from the dynamic balance of the
wing's inertia, the fluid dynamic forces generated by the wing's motion, and the structural
stiffness of the wing. This passive pitch results in time histories of lift and drag that are
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different from rigid wings. Rigid wings in hover typically exhibit lift histories that have
at least two noticeable lift peaks in each half stroke. The first peak results primarily from
wing wake interaction. The second peak results either from delayed stall or from
rotational lift, depending on the kinematics and the pitch axis location. Flexible wings
typically have a single prominent lift peak more towards the center of each half stroke
[1]. This single peak occurs because the wing flexibility delays flow separation and also
affects the strength and location of shed vortices. Therefore the wing wake interaction
(which typically causes the first peak in rigid wings) is significantly mitigated in flexible
wing [1]. The influence of these different lift histories on the stability of the vehicle has
not been investigated. Finally, the influence of wing wake interaction on the FWMAV
stability is itself an open research question, and whether the flexibility of the wing further
affects the stability due to different wing wake interaction has also not been previously
investigated. The dynamics of the flyer itself might also influence the wing shape
deformation and the resulting aerodynamics.

2.5.

Power Required for Flapping Wing Flight
In addition to determining wing kinematics and aerodynamic forces, several

studies have used various techniques to document the power required for various insects
to fly, showing that the specific power required to fly consistently ranges between 18
W/kg of body mass for fruit flies and 86 W/kg for bumblebees across many insect types
[32,54–58].
Power can be estimated by summing the induced, inertial, and profile power
contributions of the whole insect on a stoke-averaged basis, which is the approached used
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in several studies [32,55,56]. Alternatively, the power required can be directly calculated
knowing the wing’s motion and the forces it generates [4,38,59,60].
The power required takes on both positive and negative values in the course of a
single stroke. One reason for this is that the wing’s inertia is a significant contributor to
required power. In the periodic motion of a flapping flyer, acceleration and deceleration
of the wing makes positive and negative contributions to required power respectively.
Negative power is treated in one of two ways in the literature with various justifications.
First, the broad consensus in the literature is to neglect negative power [4,32,54–58,61].
This treatment assumes that aerodynamic damping assists with the deceleration and that
the metabolic cost of performing negative work is much less than an equivalent amount
of positive work [55,62]. It also assumes that energy cannot be stored in the system in an
attempt to make a conservative estimation of power [32,55,58]. We will term this
calculation of power as the positive required power, Ppos  mean  P(t )  0  , where P(t)
is the time history of power, which is the average of all positive power in a single wing
stroke. Using this definition of power predictions for hovering insects in the literature are
per Table 2.1.
Secondly, negative power can be included directly in the average, which assumes
that energy can be stored in the system and used to offset positive power during other
portions of the stroke. Several researchers also report this calculation of power because
they reason that insects likely can store some strain energy in their muscle or exoskeletal
cuticle fibers [32,55,56].
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Based on Table 2.1, the estimated power based on stroke-averaged induced,
profile and inertial power typically under predicts the total power, but they are on the
same order as the more rigorous calculations of power.

Table 2.1. Summary of normalized power reported in the literature.
Ppos,
Study
Insect
Calculation method
W/kginsect
Ellington 1984 [54]
Drone fly
47.5 ± 1.5 Estimated based on the
Ellington 1984 [54]
Bumblebee
37.5 ± 1.5 sum of induced, profile
Dudley & Ellington 1990 [55]
Bumblebee
55 ± 12
and inertial power
Lehman & Dickinson 1997 [57]
Fruit fly
18 ± 1.8
based on observed
Willmott & Ellington 1997 [56]
Hawkmoth
24.3 ± 3.3 kinematics and
Fry et. al 2005 [32]
Fruit fly
34.5 ± 9
morphology
Wu & Sun 2003 [63]
Fruit fly
29
Directly calculated by
3D NS, using
Sun & Du 2003 [59]
Bumblebee
56
abstracted kinematics
Liu 2009 [64]
Hawkmoth
27
Directly calculated by
Engels et al. 2016
Bumblebee
84.0
3D NS, biomimetic
kinematics

2.6.

Flight Dynamics of Flapping Wings
The study of flight mechanics typically includes both the stability and control of

flight, particularly for conventional aircraft and helicopters. Typically, stability is studied
first since it is concerned with the response of the system (in equilibrium) to external
perturbations. Once the stability characteristics are established, a variety of control
strategies are then applied. Although some work has been performed in the realm of
controlling flapping wing flyers [65–72] most of the published studies focus on open loop
stability, which has been well-summarized by Sun [7], Orlowski and Girard [10], and
Taha, Hajj, and Nayfeh [6].
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Studying the stability of insects is itself a daunting task. Like helicopters, most
insects can hover and achieve forward flight. The stability characteristics of these flight
regimes are often distinct [73]. Although stability studies of insects in forward flight are
present in the literature, the majority of the work has been on the stability in hover. The
instabilities present in most flapping wing designs are worse in hover, where the potential
damping effects of body drag are small without the presence of a freestream. Also, hover
is assumed to be a pre-requisite to successful flapping wing flight.
The following review, therefore, focuses on stability of insects and flapping wing
micro air vehicles in hover, and only select references to studies forward flight or control
strategies are provided.

2.6.1. Flight Stability of Live Insects
Several researchers have conducted experiments on live insects. Taylor and
Thomas [74] published the first study on insect flight dynamics, focusing on longitudinal
stability of the desert locust. They approximated the stability derivatives of live desert
locusts in wind tunnel tests with live insects. Their analysis suggests that the desert
locust possesses a stable “short period” mode (similar to aircraft), a stable oscillatory
mode, and an unstable non-oscillatory mode. All three modes contain contributions from
all degrees of freedom, but they showed that the moment sensitivity to horizontal speed,
also known as the speed derivative Mu, is a primary source of this instability. In spite of
this inherent instability, the desert locust can correct for pitch disturbances within a single
wing beat Ristroph et al. [72] concentrated on the stabilization of fruit flies, and
concluded that the insect was instable in hover due to the growth rate of the body pitch.
However, balanced flight can be achieved via either sufficiently fast control inputs or
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artificially augmenting the body drag. Both of these observational studies also concluded
that inputs are likely made no more than once per cycle and that pitch damping is the
largest source of stability. Pitch damping exists when a pitch rate automatically generates
a moment that counters the pitching motion.
Cheng, Deng, and Hedrick [75] focused on the control of a hawk moth in hover.
They used estimates of the stability derivatives and a simple linear flight dynamics model
assuming a quasi-steady aerodynamics to also conclude that the hawkmoth was
inherently unstable. They also showed that flapping wing motion produces significant
damping about the yaw axis, which they termed flapping counter torque. This damping
causes the directional modes of most insects and birds to be stable [76]. This finding
further motivates us to focus our analysis on the longitudinal dynamics in the pitch plane.
All of these studies, however, demonstrate the difficulty of determining the true
open loop stability of insect-inspired flapping wing flyers by observing live insects
because their flight is inherently controlled. Due to these difficulties in applying the
observation of live insects to the analysis of FWMAVs, there have been several efforts at
numerical and computational modeling that are reviewed in the next sections.

2.6.2. Flapping Wing Stability based on Navier-Stokes Solutions
There are two general approaches to modeling the flight dynamic equations of
motion. Most early studies ignored wing mass and average the forces over a single
flapping cycle, resulting in the standard aircraft equations of motion [6,7,77]. Later,
simulations included the effects of wing mass [14,17] and the influence of the wing
inertia on the overall body response was included. However, for those insects that flap at
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high flapping frequencies, the inclusion of wing mass did not substantially change the
resulting dynamic response of the insect or FWMAV [17,77].
There are two general ways of modeling the aerodynamics. We can directly solve
the Navier Stokes equations to determine the velocity and pressure throughout the flow,
and then calculating the resulting forces and moments, which we discuss first.
Alternatively, we can use a quasi-steady model, which we review in the next sub-section.
The majority of the flapping flight dynamics studies based on NS aerodynamics
have come from Sun and coworkers [15–18,39,40,78–85]. Their work has examined the
hovering and forward flight dynamics of multiple insects of interest to the research
community. Sun and Xiong’s work [15] considered small perturbations about an
assumed equilibrium in the longitudinal plane for hovering bumblebees. Although this
first study omitted wing mass and did not couple the NS solutions to the flight dynamics,
they were the first to identify the three natural modes of motion that have subsequently
been seen by most other researchers. These modes are typically expressed by plotting the
open loop poles of the system on the complex plane which are provided in Figure 2.1
The poles are simply the eigenvalues of the system matrix in equilibrium. The
poles with negative real parts are stable, and the magnitude of the response decays in
time. The poles with positive real parts are unstable, and the magnitude of the response
grows. If the imaginary component of the pole is nonzero then the response oscillates.
The pair of complex poles in the right half of the imaginary plane represents an unstable
oscillatory mode which consists primarily of the horizontal and pitch degrees of freedom
based on eigenvector analysis per the results of Sun and Xiong [15]. The large negative
real pole represents a fast subsidence mode which is highly damped and consists
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primarily of horizontal and pitch rates that are out of phase [15]. The smaller negative
real pole is a lightly damped mode consisting primarily of the vertical and horizontal
rates and represents the stable heave-dynamics of the insect. These modes are wellunderstood, although there exists some discussion about the relative contribution of the
various aerodynamic forces as well as the applicability of direct averaging [77].

Faruque & Humbert, 3D QS [3]
Cheng & Deng, 3D QS [4]
Current study, 3D QS
Sun & Xiong, 3D NS [1]
Current study, 2D NS
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Figure 2.3. Open loop poles of insects and FWMAVs with rigid wings from the
literature.
In a follow-on work, Sun and coworkers coupled the equations of motion to the
flight dynamics and also include the inertial forces of the wing [17]. They also describe a
numerical technique, “the shooting method,” to determine the initial conditions for
equilibrium [17]. Their previous work was trimmed by trial and error simply by
balancing the forces (without considering body motion). Recognizing that even in hover,
insects oscillate about an equilibrium point, Wu, Zhang, and Sun [17] demonstrated the
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effects of those oscillations on the aerodynamic forces generated. They found that
slightly higher angles of attack are required in the presence of such body motion, which
translates into slightly higher power demands than previous analysis indicated.
Furthermore, Wu and Sun [81] utilized Floquet stability analysis to study the
stability of insects about a periodic equilibrium, concluding that insects with larger wings
develop body oscillations large enough to preclude the use of fixed-point stability and
control techniques. This finding has significant implications in the field of developing
FWMAVs with a proper wing-body mass ratio. Larger wing to body mass ratios appear
to be more advantageous from the standpoint of offering the potential to glide and
conserve energy as in butterfly flight [86]. However, larger wing mass introduces
significantly more complicated flight path considerations and requires the adoption of
nonlinear control methods [11].
Liang and Sun [18] have also demonstrated the ability to couple the full nonlinear
equations of motion to a Navier-Stokes solver. They confirmed that insect flight in hover
is inherently unstable, and that the pitching moment is the primary cause for the
longitudinal instability. Gao et al. [34,64] performed flight dynamic analysis of all six
degrees of freedom on a fruit fly and the NS solutions. However, they calculated their
NS solutions offline, represented the forces by Fourier series, and coupled the results of
this simulation to the flight dynamics. Although they did not calculate the system poles,
they show via longitudinal simulations that the system eventually tends to diverge in the
presence of a disturbance.
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2.6.3. Flapping Wing Stability based on Quasi Steady Aerodynamics
Various quasi-steady models are used to model insect flight dynamics which all
share a common shortcoming: they do not model wake effects and are therefore unable to
model the influence of the wake on the dynamics. That said, because of their simplicity,
these quasi steady models are widely used in studying flapping wing flight dynamics.
Faruque and Humbert [9,41] were the first to model the longitudinal and lateral
stability of fruit flies around hover using a simple quasi-steady aerodynamic model,
which considered only the translational lift prediction from Sane and Dickinson [27].
They analyzed the stability via frequency based system identification and concluded that
the fruit fly possesses the same three natural modes in the longitudinal plane as Sun and
Xiong [15].
Orlowski and Girard [11] used a quasi-steady model by Berman and Wang [4],
and considered the mass of the wings in the equations of motion. They found that
treating the mass of the wings as inconsequential could lead to erroneous results. They
also demonstrated that full-cycle averaging of the aerodynamic forces can overly simplify
the analysis. They observed that quarter-cycle averaging can produce much more reliable
results, with only a small computational cost [14].
In a similar vein, Taha et al. [5,77] have produced several studies that analyze the
averaging techniques that are commonly used FWMAV flight dynamics studies. In short,
they show that direct averaging of the states and forces of relatively low frequency
flappers (e.g. a hawkmoth) can lead to the potentially false conclusion that such a system
is unstable at a fixed point, whereas Floquet theory and their high order averaging
technique demonstrates that the system is stable, agreeing with their simulation of the
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nonlinear flight dynamics [77]. They investigate other insects as well, and conclude that
as the ratio of flapping frequency to body natural frequency ratio exceeds 100, direct
averaging techniques are able to predict if a system will be stable at its fixed points.
However, for a fruit fly, they show that direct averaging yields eigenvalues for the
unstable mode that are 15% more than their higher order method predicts.
In another work, Taha et al. [5] demonstrate the stability implications of physical
parameters such as the location of the wing root with respect to the body center-ofgravity (CG), and they show how changing flapping frequency and/or mean angle of
attack affect each of the stability derivatives in different ways. These studies highlighted
the sensitivity of the analysis to both physical and simulation parameters.
As such, we carefully construct our model using the wealth of data on the fruit fly
in the literature. Additionally, we omit any averaging of the periodic forcing, and couple
the aerodynamic, flight dynamics, and when applicable, structural dynamics at each time
step. Enforcing this level of consistency is essential to ensuring that other factors do not
veil the effect of wing flexibility on the stability of the system.

2.6.4. Summary of Flapping Wing Flight Dynamics
Most early studies made several large simplifying assumptions: they neglected
wing mass, did not fully couple the flight dynamics and aerodynamics, or if they were
coupled, the forces and moments were cycle-averaged and applied to the insect only once
per cycle. Most computational studies since 2009 have included wing mass and coupled
the equations of motion to the flight dynamics in both quasi-steady and Navier Stokes
models. In the current study, the equations of motion are fully coupled to the
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aerodynamics (both QS and NS models), and wing mass and inertial effects are included
in all the simulations herein. Additionally, we include wing flexibility when desired.
Stability is determined in one of three methods: either via longitudinal response,
via Floquet Stability, or via the stability of the linearized system matrix. The
overwhelming majority of studies publish the stability of the system in terms of the open
loop poles. However, there are several studies which simply present the long term
system response over time Orlowski [11] Liang & Sun [18] Gao et al. [34], Wu Zhang
and Sun [17]. We utilize both of these methods in the course of the current study.
Presenting the system poles assumes that equilibrium has been achieved. Many studies
use trial and error to adjust control inputs [15,16] to achieve lift balance. Other assumed
that the horizontal and moment forces cycle-average to zero, and they only attempt to
determine the stroke amplitude or pitch angles required for lift-weight balance [5,77].
Furthermore, there is only a single study [17] that describes a method to determine the
equilibrium of a full-coupled system, but this method is only suitable for finding the
initial conditions, and they do not directly address how the necessary control inputs are
determined. In this dissertation, a more comprehensive method of finding both the
control inputs and initial conditions is presented for all three aerodynamic models that are
included.
In spite of the many studies in the area of flight dynamics, none of the literature
has reported on the influence of wing flexibility on the open loop stability of the vehicle.
This is highlighted in each of the three main review papers in the field:
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“As far as the present author knows, there is no formal quantitative study or even
qualitative discussion about the effect of wing deformation on flight dynamics stability.”
[7]
“There is a need for a rigorous aeroelastic-flight dynamic model. This model has to
include a moderate fidelity unsteady aerodynamic representation, which can be run every
time step to determine the instantaneous aerodynamic loads, which are in turn fed to a
complete dynamic model without the ubiquitous assumptions of averaging the dynamics
and neglecting the wing inertia forces.” [6]
“One major deficiency of the literature to date is that the wings are considered to be
rigid wings and smooth without accounting for the intrinsic structural flexibility…
Furthermore, intrinsic interactions between flexible wing structures, flight stability and
associated aerodynamics are open issues awaiting further investigation.” [87]
In this work, we specifically meet the requirement of Taha et al. [6]. First, the
wing mass is included in the calculation of both power and the dynamics. Secondly, the
flexible wing model allows for a fully coupled solution to the three-way balance between
wing inertia, the elastic restoring force, and the fluid dynamic force to be determined at
each time step. Finally, the flight dynamics are fully coupled to the fluid-structure
interaction so that no averaging is necessary or performed—the simulation is in free
flight and we do not simply balance the average forces on a static model.
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CHAPTER 3

METHODOLOGY

Modeling the free flight performance of a bioinspired FWMAV requires
accurately representing achievable wing kinematics, the flight dynamics, structural
dynamics of the flexible wing, and aerodynamic forces and the power required to achieve
flight. The present study considers the flight performance of a flapping wing flyer at the
fruit fly scale at hover with an abstracted, bio-inspired wing motion using both rigid and
flexible wings. Only the longitudinal modes of stability are considered since these modes
have been shown to be unstable for most insects [7,77]. The wing mass, often neglected
in prior studies in insect flight, is considered in both the dynamic equations of motion
(EOMs) and in the calculation of wing power. The equations of motion are tightly
coupled to the aerodynamic model such that the motion of the body is adjusted by the
aerodynamic forcing at every time step of the simulation for both quasi steady (QS) and
Navier Stokes (NS) models and aerodynamic forces and moments are affected by the
motion of the flyer.
This chapter details the mathematical and computational models developed in
order to analyze the flight performance and stability of a flapping wing micro air vehicle
in hover. The chapter is organized as follows. The reference frames, coordinate vectors,
kinematics and dynamics of flight are presented first. The wing kinematics and relevant
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aerodynamic models are then described. Finally, the method of determining equilibrium
and the stability about that equilibrium is shown last.

3.1.

Flight Dynamics

3.1.1. Reference Frames and Key Locations
Although our analysis only considers longitudinal motion, we develop the full
equations of motion for all six degrees of freedom of body motion in this section. Most
studies utilize three main reference frames for the study of flapping wing flight dynamics
[6]: the inertial frame, the body frame and the wing frame. The inertial frame is attached
to the surface of the earth with x-y-z associated with north-east-down orientations. The
body frame is located at the FWMAV center of gravity (CG) and is arrived at via 3-2-1
Euler Rotations from the inertial reference frame with the xb axis aligned longitudinally
in the manner defined in Ellington [88], yb extends laterally to the right, and the zb axis
points down per Figure 3.1(a). The rotations between inertial and body frames are very
common in the analysis of airplanes and helicopters and, therefore, we refer to Etkin [89]
for the details.
Motivated by the control inputs used in Faruque and Humbert [9] as well as Liu et
al. [90], we also assess the effect of orienting the stroke plane angle, which differs from
body frame by angle β around yb and ysp. The subscripts b and sp refer to the body and
stroke plane, respectively. The wing frame for the right wing (subscript w) differs from
the stroke plane by the following sequence of rotations, depicted in Figure 3.1(b). The
basis vectors are reoriented such that xusp aligns with ysp and yusp aligns with -zsp where
the subscript “usp” stands for upright stroke plane. This transformation allows the wing
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angles to be readily compared to those of other researchers, particularly Sun and
coworkers [15,17]. The flap angle ζ rotates about yusp. The vertical deviation angle is not
considered in this study, and the pitch angle  rotates about xw. A more detailed
presentation of the references frames used in this study is available in the Appendix.

ysp
xb
xsp

pitch axis

xb

o

stroke plane

yb
stroke angle, ζ

cg

yI

yw

r

w wg/o

xsp
xI

ysp

pitch angle, α
ro/cg

θ

a)

xw

β

zI

zb

b)

zw

zsp

Figure 3.1. (a) Inertial, body, and stroke plane reference frames; (b) Stroke plane
with Euler angles.
Several reference vectors are required to define the location of key coordinates.
The location of the wing root with respect to the body CG is described by b ro / cg (see
Figure 3.1(a)), which is expressed in the body frame. The wing root is denoted with a
subscript o, and the subscript cg is for the body CG. If a vector has a left subscript, it
indicates the reference frame in which it is defined, and in this case, the vector from the
wing root to the body CG is defined in the body reference frame. Additionally, the
location of the wing center of gravity is described by wrwg/o in the wing reference frame,
where we use the subscript wg for the wing center of gravity. We assume the wing CG is
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located at 35% span from the wing root and 25% chord from the leading edge in
accordance with values reported by Ennos [45]. Additionally, in the study of rigid wings,
the wing pitch axis is allowed to vary and the x-axis of the wing is always co-located with
the pitch axis of the wing. Cases that consider wing flexibility utilize an imposed plunge
motion at the leading-edge, so the x-axis of the wing is attached to the leading edge for
flexible wings.
The Reynolds number for this study is Re = Uc/ν, where c is the mean chord and ν
is the kinematic viscosity of air (1.71×10-5 m2/s). The maximum velocity of the wing’s
aerodynamic center is U = 2πfr2Z where f is the flapping frequency, r2 is the distance to
center of the second moment of wing area, and Z is the flapping amplitude. For the
current study, the Reynolds number is set to 1×102 for all cases. We nondimensionalize
forces and moments by the standard convention of CL=L/(0.5ρU2S) and
CM=M/(0.5ρU2Sc) where ρ is the density of air (1.23 kg/m3) and S is the planform area of
a single wing, S = Rc. Other parameters of interest are listed in Table 3.1, where the
nondimensional distances in the spanwise and chordwise directions are normalized with
the span R and the chord c, respectively (e.g. rˆ2  r2 / R ).

3.1.2. Body and Wing Kinematics
We assume that the body is rigid. The motion of a rigid body is described by
tracking the position, velocity and acceleration of the body’s center of gravity. It is
convenient to track the body’s motion in the body-fixed coordinate system, so the
kinematics must account for the rotation of the body as well. Subscripts to the left of a
vector quantity identify the reference frame in which the vector is expressed. In case
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where it is not necessary to specify a reference frame for a vector equation, these are
omitted. The velocity and acceleration of the body CG is given as

v cg  u v w

T

b

b

a cg 

(3.1)

d
 Rb I b v cg   b v cg  b ω b / I  b v cg
dt

(3.2)

where the angular velocity of the body is bωb/I = [p q r]T and Rb I represents the matrix
of direction cosines between the body and the inertial references frames (details are
provided in the Appendix). The body rotation rates about xb, yb, and zb are p, q, and r
respectively.

Table 3.1. Morphological parameters for a fruit fly from [8,76].
symbol
mb
Lb
f
L1/Lb
rˆ2 ( S )

rˆ1 ( m )

cˆ1 ( m )

description
mass of body
body length
stroke
frequency
distance
between CG &
wing root
% span to 2nd
moment of area
% span to
wing center of
mass
% chord to
wing center of
mass

value

unit

symbol

description

value

unit
-3

0.96
2.5

mg
mm

mw
c

mass of wing
mean chord

218

Hz

R

wing length

2.39

mm

20.4%

Iyy,b

body moment
of inertia
(pitch)

5.1×10-9

kgm2

55%

Ixx,w0

1.6×10-16

kgm2

3.6×10-15

kgm2

3.8×10-15

kgm2

35%

Iyy,w0

25%

Izz,w0

Ixy,w0

34

moment of
inertia
about wing
root

product of
inertia
about wing
root

3.26×10
0.8

mg
mm

5.2×10-17 kgm2

The kinematics of the wing involve three points of interest: the wing root, the
wing center of gravity, and the aerodynamic center (defined in Section 3.3.1), which is
denoted with subscript ac. Referring to Figure 3.1(b), we can express the velocity vector
of a point p on the wing as follows (where p can be substituted for the wing CG, or the
wing aerodynamic center as needed).

w

v p  v o  v p / o  ω w  rp / o

(3.3)

v p  Rbw  b vcg  b ωb  b ro / cg   w v p / o  w ω w  w rp / o

(3.4)

Equation (3.4) represents the velocity in the wing frame, which we use for
determining aerodynamic forces. The

w

v p / o term

is non-zero only in the case of wing

deformation. The angular velocities in equations (3.3) and (3.4) are with respect to the
inertial frame, unless the subscript indicates otherwise. For example, the angular velocity
of the wing ωw represents the rotation rates of the wing reference frame with respect to
the inertial reference frame. If we need to describe the wing rotation rates with respect to
the body rotation rates, we use ωw/b. Therefore wing’s angular velocity ωw in equation
(3.4) includes both the body rotation rates and the rotation of the wing with respect to the
body. It is defined in equation (3.5) where Rbw is the transformation matrix from the
body to the wing (see the Appendix for details), and “s” and “c” denote the sine and
cosine of the subscripted angle. The underlined matrix is the rate transformation matrix

Rw that expresses the wing rotation rates in the wing frame.
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s
1

c c
w ω w  Rb  w b ω b   0
 0  c s

0   
s   
c   

(3.5)

The acceleration of a point on the wing is obtained by taking the time derivative
of the velocity with respect to the inertial reference frame, and applying the kinematic
transport theorem for rotating reference frames as necessary. The final result appears in
equation (3.6).

w

 b  b ro / cg  b ωb  b ωb  b ro / cg 
a p  Rb  w  b a cg  b ωb  b v cg  b ω

(3.6)

 w  w rp / o  w ω w  w ω w  w r p / o
 w a p/o  2 w ωw  w v p/o  w ω

The velocity and acceleration of point p with respect to the wing root, w v p / o and
w

a p / o arise only in the case of wing deformation. These terms can be calculated by

determining the rotational acceleration and rate of the wing and applying it to equations
(3.7) and (3.8) where  and  are the passive pitch rate and acceleration due to
deformation.

v p / o   i w  w rwg / o

(3.7)

a p / o  i w  w rwg / o   i w   i w  w rwg / o

(3.8)

w

w

Furthermore, the rotational acceleration of the wing is expressed as
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(3.9)

The derivative of the wing rate transformation matrix R w is given in the
Appendix. Fully expressing the wing’s acceleration in this manner allows the higher
derivative terms of the body (which are underlined in equation (3.9)) to be isolated,
which is necessary in order to solve the equations of motion.

3.1.3. Wing Forces and Moments
The aerodynamic force and the gravitational force act on the wing, which
depicted in Figure 3.2. Additionally, there is a reaction force and moment at the wing
root. The force sum can be expressed as

F

wing

 FAero  Fgrav  FRBonW

(3.10)

The aerodynamic force calculations are described in Section 3.3. Their integrated
effect is a resultant aerodynamic force that acts at the center of pressure of the wing.
Rather than track the center of pressure, however, we calculate the moment about the
pitch axis of the wing for convenience. From Newton’s Third Law, the force of the body
on the wing w FRBonW is equal and opposite to the force of the wing on the body w FRWonB .
Thus, the net force of the wing on the body is equal to the aerodynamic and gravitational
forces minus the inertia that arises from the wing’s motion per equation (3.11).
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Figure 3.2. Forces, moments and geometric parameters for the fruit fly wing.

w

FRWonB  w FAero  m w g

 w  w rwg / o w  w ω w  w ω w  w rwg / o 
 mw  w a wg / o  2 w ω w  w v wg / o  w ω

(3.11)

 b  b ro / cg  b ω b  b ω b  b ro / cg 
 mw Rb  w  b a cg  b ω b  b v cg  b ω

Equation (3.12) details the various external moments that combine to change the
angular momentum of the wing, where wWw is the weight of the wing expressed in the
wing frame.



w

M o  w M Aero  w M RBonW  w rwg / o  wWw  w rac / o  w FAero

(3.12)

Therefore, the moment of the wing on the body is given in equation (3.13). It
consists of the aerodynamic and gravitational moment minus the changes in angular
momentum of the wing, where the inertia is determined about the wing root, w I wo (vice
the inertia about the wing CG).
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w

M RWonB  w M Aero , w  w rac / o  w F Aero , w  w rwg / o  m w w g

(3.13)

  w I wo w ω w  w ω w  w I wo w ω w  w rwg / o  m w w a o 

3.1.4. Body Force and Moments
The weight of the body acts through the body CG, and since the moments are
taken about the CG, the weight of the body does not contribute to the moment. Since the
motion of the body in hover is considered slow relative to the velocities developed on the
wing, we neglect the aerodynamic forces and moments developed on the body. The
equations of motion are obtained by substituting the appropriate terms that have been
derived above into equations (3.14) and (3.15).

F

body



b

 Fgrav  FRWonB  mb b a cg

(3.14)

 b  b ω b  b I b ,cg b ω b
M cg  b M RWonB  w ro / cg  b FAero , w  b I b ,cg b ω

(3.15)

The expression for the linear force-acceleration balance is given in equation (3.16).

b FAero ,body  mbody b g 


 mbody 

# wings


i 1

# wings


i1

# wings


i 1

# wings


i 1

 R  F
 mw,i w g  
 w,i b  w Aero , w,i


mw,i   b acg  b ωb  b v cg  


(3.16)a
(3.16)b

 b  b ro / cg  b ωb  b ωb  b ro / cg  
mw,i  b ω

(3.16)c


 w  w rwg / o  w ω w  w ω w  w rwg / o  2 w ω w  w v wg / o 
mw,i  R   w a wg / o  w ω
 w,i b 

(3.16)d
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The physical significance of each term is as follows:
a.The aerodynamic force exerted on the body, the gravitational force exerted on the
body, and the sum of the aerodynamic forces and gravitational forces on each wing.
b.The acceleration of the central body in the body frame.
c.The inertial contribution of the wings arising from the motion of the body
(tangential and centripetal acceleration).
d.The inertial contributions of the wing arising from the wing motion and
deformation. The wing deformation is accounted for by the acceleration of the wing’s
CG with respect to the wing root (when expressed in the wing reference frame, these
components are nonzero only if the wing deforms such that its CG moves inside the wing
reference frame), and the Coriolis term.
Additionally, the rotational force-acceleration balance is detailed in equation
(3.17), with each term’s significance detailed below. In short, this equation states that the
sum of the external moments on the body due to aerodynamic and gravitational forces
minus the rotational inertia of the wings causes changes of the angular momentum of the
body. The rotational inertia of the wings results from both the flapping motion of the
wings and the general motion and rotation of the FWMAV. Each term can be described
as follows:
a.The aerodynamic moments about the fuselage CG arising from aerodynamic forces
and couples on the fuselage.
b.The aerodynamic moment about the pitch axis produced by the motion of the wings
and the moment on the wing root due to the weight of the wings.
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b

M Aero,body  b rac ,b / cg  b FAero ,body



# wings


i 1



i 1



# wings


i 1



# wings


i 1



 R  M
 r  F
 r  mw w g 
 w,i b  w Aero , w w ac / o w Aero, w w wg / o
i

# wings



# wings


i 1

(3.17)a

r

b o / cg ,i

(3.17)b

  R   b FAero ,wing  mw w g 
 w,i b 
i

(3.17)c

 R  I
  ω  I
ω
ω  r  mw w ao 
 w,i b  w w,o w w w w w w,o w w w wg / o
i

(3.17)d

 w  w rwg / o  w ω w  w ω w  w rwg / o 
 wω
mw,i b ro / cg ,i   R  

 w,i b  
 w a wg / o  2 w ω w  w v wg / o 

i

(3.17)e

 b  b ro / cg  b ωb  b v cg  b ωb  b ωb  b ro / cg 
mw,i b ro / cg ,i   b acg / I  b ω

(3.17)f
i

 b  b ωb  b I b,cg b ωb
 b I b ,cg b ω

(3.17)g

c.The moment about the body CG arising from applying aerodynamic and weight
forces at the wing root, multiplied by its offset from the fuselage CG.
d.The term that describes the change in the rotational inertia of the wings with respect
to the wing root as a result of wing flapping and body motion. The last term in this
expression arises because of our desire to express the wing inertia about the wing root.
e.The inertial forces of the wing are also transmitted to the wing root. If there is an
offset between the wing root and the CG of the fuselage, it produces an additional
moment. The portions of this equation that are underlined are nonzero only if the wing
CG is able to move relative to the wing root in the wing reference frame. This is only
possible if the wing is free to deform, and these terms capture the effect of deformation
on the inertia.
f.The inertial forces of the wings that arise from the motion of the body. If there is an
offset between the wing root and the CG of the body, it produces an additional moment.
g.The time rate of change of angular momentum of the body.
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3.1.5. Solving the Equations of Motion
The flight dynamic equations of motion of the body are nonlinear equations. All
of the highest derivative terms, however, are linear. In equations (3.18) and (3.19), we
have rearranged the full equations of motion such that only the highest derivatives are on
the left hand sides.

# wings
# wings



m
m
v


 body  w,i  b b  mw,i
i 1
i 1



 b FAero ,body  mbody b g 


# wings


i 1



# wings


i 1

# wings


i 1

b

b

 ro/cg ω b  

# wings


i 1

b
mw,i  Rwb w rwg / o RwT b  b ω

 b b vb
FAero , w,i  mw,i b g   mbody b ω

(3.18)

 b b vb  b ω
 b bω
 b b ro / cg 
mw,i  b ω
 w w v wg / o  w rwg / o  ω
 w ω
 b   wω
 w wω
 w w rwg / o 
mw,i Rwb  w v wg / o  2 w ω

The coupling of the highest derivative terms is through the mass and inertial
terms. Using the matrix form of the cross product which we denote with the tilde over a

 w wω
 w w rwg / o ), we combine these terms into an equivalent mass matrix, H
vector (e.g. w ω
which is positive definite. See the Appendix for the full details of the mass matrix.
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i

Furthermore, this system can be represented via a state vector, which is defined in
equation (3.20) where u, v, and w represent the velocity components of the body, p, q and
r represent the rotation rates of the body about the basis vectors in the body frame, xcg,
ycg, and zcg represent the displacement of the body in the inertial frame, and φ, θ, and ψ
represent the orientation of the body.

x   u

v

w

p

q

r

I

xcg

I

ycg

I

z cg

   

T

(3.20)

Since we have isolated the state derivatives and also defined an invertible mass
matrix, equations (3.18) and (3.19) can be rewritten as equation (3.21)

43

x  H 1 f (x, u)

(3.21)

where u represents a vector of control inputs, which are defined and discussed in Section
3.2. Equation (3.21) can be integrated numerically in time to determine the longitudinal
response of the system.

3.2.

Prescribed Wing Motion
The abstracted wing kinematics for rigid wing analysis are described using

relations provided by Berman and Wang [4]. The flapping motion with respect to the
wing root is described by equation (3.22), where ζ, Z and f are the instantaneous flapping
angle, flapping amplitude, and flapping frequency, respectively. Additionally, as K
varies from 1 to 0, the flapping waveform varies from a triangular wave to a sinusoidal
wave. The flapping offset angle, ζφ biases the flapping toward the ventral (+ζφ) or dorsal
(-ζφ) side of the wing root. In this study, we keep K = 0.01 so that the flapping motion is
nearly sinusoidal. For flexible wing simulations, only the flapping amplitude is
prescribed and the wing deforms in a manner described in Section 3.3.4.

 (t ) 

Z
sin 1  K cos  2 ft    
sin 1 K

(3.22)

Equation (3.23) describes the pitch angle α, which can vary from a sinusoidal
wave to a square wave as Cα varies from 0 to ∞. The flapping amplitude A determines
the magnitude of angular rotation from the initial, vertical orientation of the wing. In this
work, we do not consider different upstroke and downstroke flapping angles (as is
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considered by Sun and coworkers [15,17,81]) since varying the stroke plane angle allows
us to re-orient the thrust vector. The timing of wing rotation is controlled by αφ, which
can be positive for advanced rotation, zero for symmetric rotation, and negative for
delayed rotation. Vertical deviation angle out of the stroke plane is not considered.
Other wing kinematic representations are available in the literature including those of Sun
[15]. In order to facilitate comparison with their work, we calculate the necessary values
of αφ and Cα to match their duration and timing of pitch rotation, which is described in
the Appendix. The variation in wave form of the pitch angle α(t) is demonstrated in
Figure 3.3 for different values of Cα.

 (t ) 


tanh C sin  2 ft    
tanh  C 

(3.23)

To obtain the velocities and accelerations of the wing, which determine the
aerodynamic in the quasi-steady model and inertial forces, we take the appropriate
number of derivatives of equations (3.22) and (3.23).
In this study, we vary the pitch axis location which is given in terms of the chord,
xp/c. We vary the pitch axis from the leading edge (xp/c = 0) to the three-quarter chord,
(xp/c = 0.75). The x-axis of the wing is always co-located with the pitch axis. Varying xp/c
also changes the inertial properties of the wing, which are detailed in the Appendix.
Some of the wing kinematic parameters can also be chosen to be control inputs.
Motivated by the work of Faruque and Humbert [9] and Badrya et al. [91], we select the
stroke plane angle, β, flapping amplitude, Z, and the flapping offset angle, ζφ, as the three
control inputs to actuate the three degree of freedom (3-DOF) system. Each control
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primarily affects the horizontal, vertical, and angular degree of freedom respectively. For
all simulations, we retain a constant value of the stroke frequency (f = 218 Hz) and vary
flapping amplitude, based on the findings of Altshuler et al. [33] that insects modify their
flapping amplitude vice the flapping frequency to increase thrust.
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Figure 3.3. The pitching waveform produced by A = 50° and various values of Cα
for symmetric (αφ=0) pitching motion as well as a pitching motion with delayed
rotation (αφ=-0.3) are plotted with the pitching data from experiments on live fruit
flies as reported in Fry et al. [32].

3.3.

Aerodynamic Model
The forces and moments generated by the flow of the air over the wings and body

are the most significant source of forces, so care must be taken to model their effects
accurately. The results in this study are based on three different models for the
aerodynamic forces:
1.A quasi-steady model based on Sane and Dickinson [27].
2.A model that utilizes the direct numerical simulations of the Navier-Stokes (NS)
equations.
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3.A CFD-CSD solution of a flexible wing, solving for the Navier-Stokes equations
and linear beam equations in a tightly coupled manner.
Because our analysis is restricted to hover, any aerodynamic forces generated by
the body can be neglected. We only simulate a single wing, assuming left-right symmetry
of the system confined to the 3-DOF pitch plane. We nondimensionalize all forces by the
maximum translational velocity of the center of the second moment of wing area r2,
U=2πfZr2. Weis-Fogh [92] and Lua, Lim, and Yeo [93] determined that the lift and drag
forces on the wing are proportional to the speed of the center of the second moment of
wing area, such that this location serves as the spanwise location of interest for this study.

3.3.1. Quasi-steady Aerodynamic Model: Forces
The Sane and Dickinson model [27] has been used extensively in the past by
others, and it will be incorporated into this study as well. Their model attempts to capture
the quasi-steady contributions of translational lift, Ftrans, rotational lift from circulation,
Frot, and added mass force, Fam, per equation (3.24). Although Sane and Dickinson [27]
identify that additional forces are generated via wake capture, this highly nonlinear
phenomena is not amenable to an algebraic representation, and it is omitted from the
model. They represented the translational force in terms of the components that are
normal (lift) and tangential (drag) to the flapping motion, because in their experiments
the flapping motion defined the relative wind. The translational lift and drag coefficients
they published were obtained by fitting an expression to their experimental results for a
range of angles of attack AoA = -10° to 90°, resulting in equations (3.25) and (3.26).
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Fw, Aero  Fam  Ftrans  Frot
Ftrans 

(3.24)

Ltrans
C
1
 U 2 Rc L
Dtrans
CD
2

CL  0.225  1.58sin(2.13 AoA  7.2)
CD  1.92  1.55cos(2.04 AoA  9.82)

(3.25)

(3.26)

The quasi-steady model requires the motion to be expressed in the wing frame.
The angle of attack is determined by equation (3.27), where wvac is the velocity vector of
the quarter chord of the airfoil and includes contributions from the body motion and ˆj is
w

the unit vector aligned with the chord of the wing.

 v  ˆj

1
AoA  tan  w ac w
ˆ
 w v ac  jw








(3.27)

The rotational force arises from the wing’s rotation imparting additional
circulation to the flow. Sane and Dickinson [27] demonstrated that the rotational force
coefficient can vary significantly from the theoretically reported value of Crot = π(0.75xp/c) because it also depends on the nondimensional rotational velocity ̂ . Ellington [94]
defines ̂ =ωc/Utip, where ω is the absolute angular velocity of the wing about is pitch

axis, c is the mean chord, and Utip is the reference velocity at the wing tip. Thus, the
rotational force coefficient is dependent on both the axis of pitch rotation and the rotation
rate. We utilize this dependence on ̂ in determining the rotational lift. Because Sane
and Dickinson’s [27] experiments lie well below the ̂ generated by insect wings, we
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further modify the rotational force coefficient using NS solutions of cases that better
represent the nondimensional rotational frequency of insects (more information is
provided in the Appendix). The rotational force becomes equation (3.28) where the wing
shape parameters for Diptera reported in [88] of r^ 1(v^ )=0.52 and v^ =1.1 are used.

ˆˆ1 (v) ,
Frot ,z  CRot  U  c2 Rvr

(3.28)

Added mass forces arise due to the accelerations produced by both the flapping
and pitching motion of the wing. We modify Sane and Dickinson’s [27] equation to
account for differing pitch axes per the expressions given in Leishman [95] and Babinsky
et al. [96] to arrive at equation (3.29). The rotational and added mass forces arise strictly
from the pressure distribution, so they are assumed to act perpendicular to the chord, in
the zw direction.

r
c x 1 
  cos AoA vr
ˆˆ1  v     p   vˆ  (3.29)
Fam, z   Rc2  2 sin AoA  
8 c 2 
4





3.3.2. Quasi-Steady Aerodynamic Model: Moments

The location of the center of pressure can be difficult to determine analytically. It
is more convenient to calculate the equivalent moments about the quarter-chord.
Additionally, some wing motions can produce no net force, but still yield a moment. In
the course of this discussion the intersection of the quarterchord and the radius of the
second moment of wing area, r2, is termed the aerodynamic center because it is the point
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where the circulatory aerodynamic forces are assumed to act, although strictly speaking it
is not the location where dCM/dα = 0. Once the moment about the quarter chord is
known, the moment about any axis (such as the pitch axis) can be calculated using
equation (3.30).

M  r    r  rac / o   Fcirc   r  rmc / o   Fam  M am  M circ

(3.30)

The circulatory components of the aerodynamic force that arise due to translation
and rotation are assumed to act at the quarter-chord based on the work of Theordorsen [3]
and presented in Bisplinghoff et al. [97] and Fung [98]. Additionally, the added mass
force is assumed to act at the mid chord. Although several researchers in flapping wing
aerodynamics have provided analytical expressions for the circulatory forces [24,99], few
provide expressions or data on the moments.
1.Berman and Wang [4] provide expressions for both normal and tangential force as
well as aerodynamic torques that result from both added mass and viscous forces.
However, they do not address moments that arise from circulation around a moving flat
plate.
2.Orlowski and Girard [11] calculate aerodynamic pitching moments by applying
both added mass and circulatory lift and drag to the center of pressure of the airfoil,
which is calculated based on the chosen geometry of the hawkmoth wings. However,
they do not present a method for determining the numbers that they use, nor do they
present moment relations independent of lift and drag forces.
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3.Deng, Schenato, Wu and Sastry [100] also calculate the aerodynamic forces using
Dickinson’s model [27] and then apply those forces at the center of pressure of the wing,
which they estimate to be in the range of 0.6-0.7R and 0.25c.
4.Motivated by the lack of center of pressure data in the literature, Zhao, Huang, and
Deng [101] conducted experiments of a translating insect wing using materials of varying
stiffness immersed in mineral oil. They were the first to publish detailed center of
pressure data, however, their results are of limited utility in flapping wing analysis
because their wing kinematics were limited to translation from 1 to 180°, with a constant
angle of attack. Therefore, the many of the unsteady mechanisms such as the terms
involving  ,  are not included even though these rates are high for insect wings. In
spite of these limitations, Zhao et al. [101] demonstrate that the center of pressure varies
between 52% - 62% span, so using r2 = 0.55R results in a good approximation of the
center of pressure for the wing
5.Faruque and Humbert [9] utilize Sane and Dickinson’s QS model [27] for wing
force production, but do not present any moment relations. It is assumed that they apply
their forces at center of pressure, but an expression for calculating the center of pressure
location is not given.
6.Sane and Dickinson [27] and Wang, Birch, and Dickinson [36] present analytical
expressions for translational, rotational, and added mass forces and compare them against
experimental data, but their experimental apparatus was not able to measure the pitching
moments generated by the wing motion in their experiments.
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7.Khan and Agrawal [47] conducted an experiment and recorded the moment data.
However, their moment predictions are a result only of the circulatory lift contributions
taken at the center of pressure of the wings.
8.Truong et al. [102] present a method of determining the pitching moment produced
by the wing, based on quasi-steady analysis by positing that the translational forces act at
the quarterchord and the rotational and noncirculatory forces act at the midchord. Again,
no pure moment relations are provided.
9.Doman et al. [67,103] use the translational force expressions provided by Dickinson
and apply them at the center of pressure of the wing. No other forces or moments are
considered.
10. Usherwood and Ellington [104,105] conducted experiments on model hawkmoth
wings and describe the means by which they measured moments, but they did not publish
the moment results.
11. Those researchers using solutions to the Navier-Stokes equations including Liu et
al. [28,90], Sun and coworkers [15,17,18,29,106], and Bush and Baeder [107] are able to
return both aerodynamic forces and pitching moment information directly. Meng, Xu
and Sun [35] published high fidelity simulations in order to analyze the effect of wing
venation and corrugation on the aerodynamic forces and moments. They produced
detailed time histories of the moments for various kinematic patterns, vein patters, and
aspect ratios, and their data was used in validating the moment histories of the current
study. However, they do not describe the aerodynamic sources of these moments or
attempt to provide a surrogate model to calculate them. Many other researchers have
utilized similar computational methods to investigate the aerodynamics of both rigid and
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flexible wings and wing sections, and the lift production mechanisms have been
described in length [12,13,29,31], but none of those referenced here consider the moment
or the center of pressure as a variable of interest.
In spite of the relative silence within the literature on the topic, classical unsteady
aerodynamic theory that considers airfoils pitching  , and plunging  h, h while
subject to a freestream velocity predicts that additional moments are generated by such
airfoil motion. Since these classical theories were developed for two-dimensional
airfoils, they predict the moment per unit span, M’. Additionally, these theories typically
utilize the semichord, b = c/2, and they track the pitch axis location via a = 2xp/c-1,
which ranges from -1 to 1 as the pitch axis is moved from the leading edge to the trailing
edge.
Bisplinghoff [97] shows that pure plunging motion h develops a pressure
distribution around the airfoil that that produces no net lift but produces a destabilizing
moment per equation (3.31). Fung [98] demonstrates that a nose down couple is
generated by  given by equation (3.32).

 1   b 2U (t ) h
M am

 2 
M am

b4
8



(3.31)
(3.32)

Additionally, Leishman [95] shows that a pitching velocity  creates an opposing
moment about the quarterchord per equation (3.33).
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M circ


2

 b 3U (t )

(3.33)

Since these relations were developed for airfoils subject to a freestream velocity,
each term needs to be further identified within the context of a flapping wing. The
pitching terms,  , directly translate to the pitching motion of the wing. The
plunging velocity h can arise when the wing is flapping out of plane. Since this study is
restricted to considering only hover, this term becomes h  r2 , where δ is the out of
plane deviation angle. If no body motion is considered, the instantaneous translational
velocity of the aerodynamic center is U (t )   (t )r2 . However, in the present study, body
motion can also modify U, so we retain this term. Making the appropriate substitutions
and multiplying by the wing length yields equation (3.34).


b
b2 
M am  M circ   b 2 R  r2U (t )  U (t )    
2
8 


(3.34)

We further modify equations (3.31) through (3.34) to accommodate body
rotations. In equation (3.33), the pitching velocity becomes the component of total wing
velocity in the iw direction. In equation (3.34), the  term drops out since angular
deviation is not considered. Combining all of these terms results in equation (3.35).

b
b 

M am  M circ   b3 R  U (t )  w ω w/ I  i w   
2
8 
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(3.35)

The equations of motion that were presented in Section 3.1.3 assumes that the lift
force is applied at the quarterchord. Thus, the residual moment that acts at the
quarterchord must be determined. Equation (3.30) can therefore be re-written as

M ac   rac / o  rac / o   Fcirc   rac / o  rmc / o   Fam  M am  M circ

(3.36)

As can be seen, the first term drops out. Since the added mass force acts at the
midchord, it contributes to a moment about the quarter chord, and the pure couples that
are described above also contribute. The added mass forces that exist on a pitching and
plunging airfoil in a freestream already appear in the Fam expression, so we can simply
take the vector cross product  rac/o  rmidchord /o   Fam to determine their contribution.
Since the aerodynamic center and midchord only differ in the yw direction, we can
substitute 0.25cjw. As such, the moment about the aerodynamic center is calculated using
equation (3.37).
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(3.37)

3.3.3. High Fidelity Aerodynamic Model for Rigid Wings

In order to provide a point of comparison against the coupled CFD-CSD solver
that will be discussed below, the rigid wing is also modeled using a well-validated
Navier-Stokes solver. The case setup requires the kinematics of the wing as described in
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Section 3.2 to be imposed on a quiescent fluid. The fluid response and resulting viscous
stress and pressure distributions on the body are described by the unsteady,
incompressible Navier-Stokes equations given in equation (3.38) where the asterisk (*)
indicates variables that have been nondimensionalized.

*  V *  0
k V*
1 * *
 (V* * )V*  * p* 
V
*
 t
Re

(3.38)

The velocity field V is normalized with the reference velocity U, or V*=V/U.
Time is normalized by the flapping period (1/f), t = ft. Lengths are normalized by the
mean wing chord c, and pressure is normalized per p* = p/ρU2. The reduced frequency k
in hover reduces to a geometric relationship that is governed by the stroke amplitude:
k=πfc/U=c/(2Zr^ 2). The reduced frequency for all simulations based on the flapping

amplitude required to hover is k = 0.20 to 0.252, which is the same reduced frequency
range of fruit flies and other insects [12]. At this reduced frequency, the flow is fully
unsteady, further suggesting that only the unsteady Navier Stokes equations can resolve
the true nature of the fluid mechanics.
The Reynolds number is defined as Re = Uc/. For simulations using fruit fly
morphological parameters in the NS framework, Re = 100. In this Reynolds number
regime, the fluid flow can be considered as laminar and the computational accuracy of
the Navier-Stokes equation solver employed in this study is satisfactory [31]. These
equations are solved in two dimensions using a well-validated structured, finite-volume,
pressure-based incompressible Navier-Stokes equation solver used extensively in
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flapping wing studies by Shyy and coworkers [21,30]. The two dimensional solutions to
this problem have been previously shown to be a good approximation of the three
dimensional aerodynamics at Re=O(102) [31]. The effects of spanwise flow that seem to
stabilize the LEVs [108] or LEV-tip-vortex interaction [109] on the overall aerodynamics
are less important than at higher Reynolds numbers [110,111]. Also, the characteristics of
the LEVs in two-dimensions for plunging motions are representative of threedimensional flapping wings as long as the stroke-to-chord ratio is within the range of
typical insects, i.e. around 4 to 5 [36], which we consider in this study. The pressure and
shear stress distributions are integrated to yield the forces and moments of the wing about
the wing’s pitch axis at each time step. Any use of the term CFD in this paper refers to
this model. The further descriptions of the grid, time step, and numerical setup are
provided in the Appendix.

3.3.4. Fluid Structure Interaction for Flexible Wings

The case setup for the coupled Navier-Stokes and Euler-Bernoulli elastic beam
solver follows the work of Kang et al. [12], Kang and Shyy [1], and Sridhar and Kang
[13], and is summarized briefly here. A key feature of the flexible wing simulations is
that the pitch angle of the wing is not prescribed. Rather, it results from the dynamic
balance between the wing’s inertia, the wing’s stiffness, and the resulting fluid forces.
For our purposes, it is sufficient to address only the chordwise flexibility and represent
the flexible wing as a homogeneous elastic beam [19,20] [24]. The interplay of the fluid
flow with the shape compliance and transient response is nonlinear and intriguing even at
Re=100, which is addressed in Kang and Shyy [112].
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This relationship can be modeled by the nondimensional Euler-Bernoulli beam
equation given in [12] that describes the transverse deflection of the beam, v, as a
function of space and time. In equation (3.39) the force, F*, is the transverse component
of the aerodynamic forces per unit length. This force is determined from the pressure
distribution based on the solutions to the NS equations and is nondimensionalized using
F*=F/(cρfU2). The effective inertia is the inertia of the wing normalized by the fluid

dynamic forces. It is given by П0=ρ*hs*(k/π)2 [12] where ρ* is the ratio of wing density to
the density of air, hs*=hs/c is the thickness to chord ratio, and k is the reduced frequency,
which was defined in Section 3.3.3. The wing thickness-chord ratio, hs*, is taken to be
1.5×10-3 based on the observations of Lehman et al. [113] and Lehman and Dickinson
[57]. The effective stiffness normalizes the wing stiffness by the fluid dynamic variables
and is given by П1=Ehs*/(12ρfU2) [12] where E is Young’s Modulus and the other
variables have already been defined.

0

 2v*
  1  *2 v *  F *
 t *2

(3.39)

To determine the influence of wing flexibility on the flight performance and
stability of the FWMAV, we adjust the stiffness of the wing to see if there is an optimal
range of wing flexibility from the standpoint of either power or stability. This variation is
reflected in the resulting frequency ratios per equation (3.40). The coefficient k1 is based
on the first natural frequency in the chordwise direction, and is set to 1.875 for all of the
cases in this study [12].
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f 2cf

f1 k12 hs

12w
E

(3.40)

We hold several variables in equation (3.40) constant in the course of this study.
The frequency is fixed at f = 218 Hz based on the observations of fruit flies given in [75].
The density of the wing is taken to be ρw = 1×103, based on Kang et al. [12]. Therefore
the frequency ratio is a function of Young’s Modulus E and the flapping amplitude,
which is included in the reduced frequency k. Sunada et al. [114] report that dragonfly
wings have frequency ratios in from 0.3 to 0.45, and this range of values is used in this
study as well. Based on all of the other fruit fly parameters listed above, we vary E from
5.15×108 to 8.5×108 N/m2.
The beam is modeled with 51 nodes equally distributed over two dimensional
beam with flat edges [1]. As the flat plate follows the imposed horizontal motion,
equation (3.22), at the leading edge, the resulting fluid dynamic force dynamically
balances with the wing inertia and the elastic bending forces which yields a time varying
solution of the wing’s deformation. The resulting wing deformations w=v-h can also be
approximated as a pitch rotation αflex(t) = tan-1(w(t)), the angle between the trailing-edge
(TE) and LE [1]. In general, this passive pitch response is not a simple sinusoidal
function. The passive pitch angle creates an angle of attack (AoA) that is approximately
AoA = π – αflex. In the flexible wing simulations, the passive pitch angle is not used

directly to calculate the aerodynamic forces. Rather, they are determined by integrating
the shear and pressure distributions around the wing at each time step. However, the time
history of the passive pitch angle is recorded, and when needed, it can be replayed in both
rigid NS solutions and quasi-steady solutions.
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We use the same structured, pressure-based finite volume solver to solve equation
(3.38) that was discussed in the previous section [21,30]. We solve equation (3.39) using
an in-house finite element representation of an Euler-Bernoulli beam model. Any use of
the term CSD in this paper refers to this model. Equations (3.38) and (3.39) are solved
independently, and coupling is achieved via a time-domain partitioned process. At each
time step the fluid and structural solutions are iterated until sufficient convergence is
reached. Details of the fluid-structure interaction and careful validation studies against
well-documented experimental results are shown in previous studies [12,115–117]. The
computational grid is re-meshed whenever the wing moves or deforms using the radial
basis function interpolation scheme [12,118].

3.3.5. Power Required

Once the aerodynamic forces are determined using either a quasi-steady or
Navier-Stokes model, the power is calculated from the time histories of the wing’s
motion and the forces it generates. Alternatively wing power can be estimated by
summing the induced, inertial, and profile power contributions of the whole insect on a
stoke-averaged basis [54,55,57]. In this study, we adopt the first approach as it has been
shown to be more accurate [32,106]. Since the wing is restricted to purely angular
flapping and pitching motions, the power required to actuate the wing is the product of
the instantaneous moment required and angular velocity in the proper frame. The moment
required is the difference between the change in angular inertia of the wing about the
wing root and the aerodynamic moment as in equation (3.41).
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 w  w ω w  w I wo w ω w  mw w rwg / o  w ao 
M req   w I wo w ω

  w M Aero, w  w rac / o  w FAero, w 

(3.41)

Most researchers that directly calculate wing power based on the motion only
consider the first two inertial terms. When fully decomposed, these first two terms match
the expressions used in Whitney and Wood [43] and Bergou and Wang [37] for the
calculation of the moment required to pitch the wing, although neither of these studies
calculates the power to do so. The third term, mw wrwg/o×wao, arises when the wing root is
allowed to move relative to the inertial frame, which is the case in our simulations,
although it is a small contributor to the sum. Secondly the inertia tensor about the wing
root wIwo is an important entity. Proper accounting of each term of this tensor is essential
in calculating passive wing pitch for certain kinematical patterns, especially as the axis of
pitch rotation xp/c is adjusted. The details of the inertia calculation are provided in the
Appendix.
The angular velocity and acceleration of the wing have been previously derived,
but they are reproduced in equation (3.42) for convenience.

w

w

ω w/ I

 w/ I
ω

 
 Rbw b ωb / I  R w  
 
 p
 
 p 
 









 Rbw  q   R w    Rbw  q   R w    R w 
 r 
 
 r 
 


61

(3.42)

Because the angular velocity components of the wing contain body rates, the body
motion affects the required wing power. At each time step, the components of the
moment are multiplied by the corresponding components of the angular velocity of the
wing with respect to the body per equation (3.43), which is an equivalent expression to
that derived by Bergou and Wang [37]. Each rotation occurs its own reference frame so
converting both the required moment and the angular velocity to the proper reference
frame is important.

Ppitch  w M req , x w  w / b , x
Pflap 

usp

M req , y usp  w / b , y

(3.43)

Equation (3.43) results in a time-history of power required, which returns both
positive and negative values. When Ppitch or Pflap is positive, power is required in order to
achieve desired wing motion. Positive power typically occurs in portions of the stroke
where the wing must be accelerated. Negative power typically occurs in the portions of
the stroke where the wing must be decelerated. Many researchers simply neglect
negative power in their calculations [4,55,60]. In so doing, they assume that this power
cannot be stored and re-used, but they also assume that power is not expended during
these portions of the stroke. We use the term positive power Ppos=mean(∀P(t)>0) to refer
to this definition, and this is the power in view throughout this paper, which facilitates
comparisons to those values reported in other studies.
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3.4.

Flight Simulations of the Coupled Model

The method for solving the flight dynamics equations as a time evolution of the
states was provided in Section 3.1.5. The aerodynamic forces and moments are calculated
directly by the CFD or CFD-CSD solvers by integrating the pressure and shear forces on
the wing. The moments are summed about the pitch axis that was selected during case
set-up. They are nondimensionalized and provided to the equations of motion along with
the current state vector. The equations of motion utilize dimensionalized forms of the
forces based on the insect-specific parameters, and are solved to yield the body
accelerations for each time step. The body accelerations are integrated in time using a
second-order Adams Bashforth scheme to yield the body velocities and displacements.
The displacements with respect to the inertial frame are then transformed back into the
computational frame and provided to the Navier-Stokes solver. The body motion is
combined with the change in position and angle due to the prescribed wing motion at
each step time step, and the computational grid is re-meshed at each time step. Thus, the
solution is a tight three-way coupling of the governing equations, depicted in Figure 3.
This tight coupling is selected for several reasons instead of cycle-averaging the forces
and moments. First, Orlowski and Girard [14] as well as Taha, et al. [77] describe the
various ways that averaging the forces before applying them to the flight dynamics can
bias the solution. Secondly, averaging the forces or accelerations introduced unacceptable
oscillations in the simulation that are addressed in the Appendix. This integrated
framework of aerodynamics, structural dynamics, and flight dynamics constitutes a free
flight simulator of the FWMAV with flexible wings.
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Figure 3.4. Schematic of three-way coupled CFD-CSD-EOM solver.

3.5.

Determining Equilibrium and the System Poles
A primary goal of this study is to determine the stability characteristics of a

FWMAV in different configurations with rigid or flexible wings. The primary means of
determining the stability of the flyer is by evaluating its response to perturbations about
an equilibrium condition. This process is detailed in Section 3.5.3, but finding
equilibrium is an important prerequisite. As discussed in Chapter 2, many researchers do
not tightly couple the equations of motion to the aerodynamic model, and therefore have
no need to determine equilibrium. They simply assume equilibrium by balancing forces
in the averaged sense. The current study, however, considers free flight, so both initial
conditions and required control inputs need to be determined that places the system in
equilibrium.
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In this study, we restrict our analysis to the longitudinal degrees of freedom in the
pitch plane, and we consider only the hovering state. Therefore, the state vector is
redefined by equation (3.44)

x   u

w

q

I

xcg

I

z cg

 

T

(3.44)

In order to find the trimmed state at hover, we can express equation (3.21) as
equation (3.45), which expresses the rates x in terms of the states x, the system matrix A,
the vector of controls u, and the control matrix B. As discussed in Section 3.2, we utilize
the flap amplitude, stroke plane angle, and flapping offset angle as controls: u = [Z β ζφ]T.

x  A x  B u

(3.45)

When placed in the form of equation (3.45), equilibrium can be determined
numerically by any minimization procedure that drives the rate vector x to zero. We
construct the A matrix numerically by perturbing each degree of freedom and using a
central difference approximation to compare the average system response across one full
cycle with and without a perturbation. The control matrix B is obtained by perturbing
each control in a similar fashion and determining its effect on the average system
response. The system matrix represents a first order, linear time invariant representation
of the nonlinear system.
In order to achieve hovering trim, we require the cycle-averaged acceleration and
the cycle-average velocity to be zero. That is, xave = mean([u w q u w q]T = 0. Using
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successive linear approximations of the full nonlinear system, a multi-degree of freedom
Newton-Raphson scheme is used to find the necessary control inputs, Z, ζφ , and β, and
initial conditions, u0, w0, q0, and θ0 that place the system in equilibrium. The initial
positions of the body Ixcg and Izcg are inconsequential from the standpoint of generating
aerodynamic forces, and they are set to the origin. Convergence is set such that x <
1×10-2 where the rate vector contains both accelerations (m/s2) and velocities (m/s).

3.5.1. Determining Equilibrium of the Coupled NS-EOM System

In the QS simulations, where the forces and moments depend on the velocities
and accelerations, the disturbance in each degree of freedom can be directly input for a
full flapping cycle. The approach described in the previous section is applied directly to
the system to determine equilibrium of the QS model.
Determining the equilibrium of the NS model is more complicated for two
primary reasons. First, the velocity perturbations cannot simply be applied to the NS
model. Secondly, the process of finding equilibrium using the Newton-Raphson scheme
requires multiple function calls to the flight simulator. Construction of the A and B
matrices requires at least fifteen function calls. A typical trim procedure that take
between 5 and 15 steps will make between 100 and 300 function calls to the flight
simulator. Completing this procedure with the NS model would be computationally
inefficient and costly.
Therefore, in order to find equilibrium of the NS model, we utilize the method
presented by Badrya et al. [91]. This method is an iterative scheme which applies the
difference between the QS and NS-predicted forces to each successive trim solution until
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the resulting accelerations are the same. Once this is enforced, the trim routine has
successfully trimmed the fully coupled NS-flight dynamics system (to less than 3%
gravitational acceleration). It is worth noting that this CFD-coupled trim method was not
effective unless we used all of the components of the QS model available (translational,
rotational, and added mass contributions).
The steps in this process are as follows [91]:
1. Select control inputs u0 = [ζ0 β0 ζφ,0]T and initial conditions x0 = [u0 w0 q0 θ0]T.
2. Use the Newton-Raphson scheme to determine trim control inputs ut,i and initial
conditions x0t,i based on the QS-EOM model. Here, the subscripts t and i refer to the
trimmed condition and the ith iteration, respectively.
3. Using ut,i and x0t,i , determine the accelerations of the body using the NS-EOM
model. The forces and moments are also stored.
4. Determine the time-history of the differences between the forces from the NS
model and those from the QS mode, i.e. ΔF(t) = FNS(t) - FQS(t).
5. Use the Newton-Raphson scheme to determine trim control inputs ut,i+1 and initial
conditions x0t,i+1 where the forces used in the trim routine are the sum of the QS forces
(which can change within the Newton-Raphson trimmer) and the ΔF(t) determined in
step 4.
6. If convergence is reached, the final ut,i+1 and x0t,i+1 are the trim inputs needed to
achieve equilibrium in the NS-EOM model. If convergence is not reached, repeat steps 3
through 5.
Trimming the CFD-driven system was of critical importance in determining the
system’s stability. Without achieving free-flight equilibrium, the eigenvalues of the
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system matrix do not reflect the system poles, which are only defined for an equilibrium
state.

3.5.2. Determining Equilibrium for NS Solution for Flexible Wings

In order to determine the equilibrium for the couples FSI-EOM model, we modify
the above procedure to account for wing flexibility. No QS-FSI model is currently
available to permit a rapid trim procedure without running the NS-FSI solver. Therefore,
we developed a trim procedure for the flexible wing, which has not previously reported.
The steps are as follows:
1.Assume initial control inputs u0 = [ζ0 β0 ζφ,0]T and initial conditions x0 = [u0 w0 q0
θ0]T.
2.Run a flexible NS case in order to determine the passive pitching schedule for αflex.
As we discuss in Section 5.2, the simulation is run until the sixth period with prescribed
body motion, but no free body motion. During the seventh cycle, the passive pitch
response of the wing changes slightly over the course of the stroke in the presence of the
body motion. Therefore, the eighth cycle, which is more representative of later cycles, is
averaged in order to determine the average acceleration. The pitch schedule, force
histories and moment histories are all stored.
3.Determine a Fourier representation of αflex based on the eighth cycle.
4.Simulate the insect using the QS aerodynamic model (without trim) using the
Fourier representation of αflex with the same u and x0 as the NS-FSI simulation to
determine ΔF(t) = FNS-FSI(t) - FQS(t).
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5.Run the QS trimmer with αflex schedule and the ΔF(t) to determine a new set of
inputs ut,i+1 and x0t,i+1.
6.Run a new flexible NS case using in the same manner described in step 2 but using
ut,i+1 and x0t,i+1. The pitch schedule, force histories and moment histories are all stored.

7.If convergence is not achieved, repeat steps 3 through 6.

3.5.3. Determining the System Poles

As discussed in Chapter 2, the primary method used to determine the stability of
the system is to analyze the open loop poles of the linearized system matrix A in equation
(3.45), while in equilibrium. The system poles are the eigenvalues of the linearized
system matrix, λn = σn ± ωni, for n = 1 to N, where N is the number of degrees of freedom.
The real part of the pole, σn, corresponds to the rate of growth or decay of the response,
and the imaginary part, ωn, corresponds to the natural frequency of any oscillatory
motion. A pole is unstable when σn > 0, it is considered neutrally stable when σn = 0, and
it is stable if σn < 0. In order for a system to be stable, all of the poles must be stable; a
single unstable pole causes the entire system to diverge [74]. The growth or decay rate of
any pole can be conveniently converted to doubling time or half-life, tdouble,n or thalf,n =
ln(2)/|σn|, and the natural frequency can be used to determine the period of oscillation per
τn = 2π/ωn.

Even though the system matrix for the system confined to the pitch plane is a 6x6
matrix, the forces and moments do not depend on the xcg or zcg. Therefore, the rows and
columns associated with these degrees of freedom are identically zero, and the system
matrix reduces to a 4x4 matrix per equation (3.46). The stability derivatives Xu/m, Xw/m,
Wq/m, Zu/m, Mu/Iyy, etc. are defined in the manner of equation (3.47) and (3.48), where
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the overbar indicates a cycle average of the acceleration in each degree of freedom and δ
represents the perturbation in the appropriate degree of freedom (e.g. δu is a perturbation
of the horizontal velocity in the body frame).
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u (u   u, w0 , q0 , 0 )  b ucg , x (u 0 , w0 , q0 , 0 )
1
X u  b cg , x 0
u
m

(3.47)



1
b qcg (u 0   u , w0 , q0 ,  0 )  b qcg (u 0 , w0 , q0 ,  0 )
Mu 
I yy
u

(3.48)

For the QS model, once the system is in equilibrium, we take the eigenvalues of
the most recent system matrix that was used to find equilibrium. This is not possible with
the NS system. The previous section described how the system and control matrix used
to find the equilibrium condition by approximating the NS solution using the QS solution
and a correction factor. When evaluating the system poles of the NS-driven system,
however, we must evaluate the system matrix in the full NS framework, and not simply
the QS-corrected system matrix.
To construct the A matrix using the NS model, we start with the equilibrium
initial conditions and control inputs. We then set up and run separate simulations for the
hover condition (no perturbation) as well as for perturbations in the four relevant degrees
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of freedom (δu, δw, δq, and δθ). We then evaluate the derivatives using a forward
difference approximation to compare the system response with and without a
perturbation. A perturbation convergence study was performed in order to ensure that
reducing the perturbation size did not change the system poles. In previous studies, Sun
and Xiong [15] and Wu et al. [17] used perturbations of δu = 0.05U, δw = 0.05U, δq =
0.07 rad/period). We found that convergence was met only for perturbations less than
1%U for the NS aerodynamics. In the flexible wing model, a smaller step size of only
0.25%U was required before perturbation convergence yielded only negligible changes in
the system poles.
In the NS model, each disturbance is modeled by moving the wing root with a
prescribed motion that corresponds to the desired disturbance for three flapping cycles.
During this time, the fluid’s response to both the prescribed motion and flapping motion
is computed and the surrounded wake is allowed to develop fully. During the fourth and
final flapping cycle, the prescribed perturbed motion ceases, the equations of motion are
calculated, and the resulting free flight motion is applied at the wing root. To simulate a
horizontal or vertical velocity perturbation, the wing root is given a prescribed, steady
velocity in the positive xb or zb direction. To simulate a rotational velocity, the body CG
is rotated, which imparts both translation and rotation at the wing root due to the offset
between the body CG and the wing root. Finally, if an initial body angle is required along
with an initial rotational velocity, the body angle at the beginning of the NS simulation is
set so that the angle is the desired initial angle for the free flight simulation at the end of
the third flapping cycle. Figure 3.5 demonstrates how these motions are combined to
produce the wing orientation during half of a flapping cycle. The B matrix is obtained by

71

perturbing each control in a similar fashion and determining its effect on the average
system response.

Figure 3.5. Snapshots of wing motion every 1/12th of a period for non-zero initial
conditions. The small angular and vertical differences in the wing orientation
between start and end of the stroke arise from the body initial conditions u, w, q,
and θ, and the stroke plane angle β. The small black dot represents the axis of pitch
rotation.
3.6.

Modeling Summary
In this chapter, we describe the mathematical and computation model to predict

the system dynamics of a FWMAV as well as the tools we use to assess its stability and
power requirements. In this model, we address many of the shortcomings identified in
previous research, i.e. the averaging of forces, neglecting the wing mass, and not
coupling the equations of motion to the aerodynamics, and wing flexibility. Our
modeling tightly couples the aerodynamics and the flight dynamics at each time step, we
include inertial effects of the wing in our equations of motion and in the calculation of
required power, and we do not average the forces across a flapping cycle.
Since this study focuses on longitudinal motion, we assume left-right symmetry
and only consider a single wing. The aerodynamic forces are modeled using a two72

dimensional wing section located at 55% span based on the work of Dudley and Ellington
[44]. In our multi-fidelity approach, we developed a quasi-steady aerodynamic model
based on Sane and Dickinson [27], a rigid wing model based on the incompressible two
dimensional NS equations, and a flexible wing model that tightly couples the two
dimensional NS equations of fluid motion and Euler Bernoulli beam equations [1]. Since
we restrict our analysis to hover, the aerodynamic forces on the body are negligible and
are ignored. We directly calculate the wing power based on the time history of the wing
motion and the moments required to actuate the wing. All power and stability
calculations are made after the FWMAV has achieved trim to ensure that stability results
are truly valid and that the flight is achievable.

73

CHAPTER 4

THE EFFECT OF WING ROTATION AND PITCH AXIS ON THE FLIGHT

PERFORMANCE AND STABILITY OF A FWMAV

We first undertake a study of the longitudinal flight dynamics and power
requirements for a FWMAV with a rigid wing for several reasons. First, studying rigid
wings permits a validation of our model, particularly from the standpoint of longitudinal
stability and power. Most studies investigating the stability and power of flapping wing
flyers assume rigid wings. Secondly, rigid wing analysis unveils the impact of two
unique features of flapping wing flight that directly impact stability and power
requirements: wing rotation and wing wake interaction. Finally, rigid wing results serve
as a point of comparison for the flexible results that appear in Chapter 5.
There are several ways that the stability and power characteristics of rigid wings
can be analyzed. In this chapter, we select a set of kinematic parameters, i.e. the midstroke pitch angle, and the timing and duration of wing rotation while keeping other
parameters fixed. We then systematically vary the pitch axis of the wing and determine
its effect on the required control inputs, forces, power, and stability. Changing the pitch
axis is one of the most direct methods of investigating the influence of the wing rotation,
permitting an exploration of the physical principles that most affect the power and
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stability. We emphasize the importance of conducting all comparisons for a configuration
that is in trim to enable equitable comparisons of the required power. Moreover the
stability of the system must be analyzed from the equilibrium points.

4.1.

Validation of Power and Stability Results

As discussed in Section 2.5, when the power is calculated directly from the wing
motion and the resulting moments, the power required takes on both positive and
negative values in the course of a single stroke. Virtually all studies neglect negative
power [4,32,55,56,58,61,94], although some researchers directly include the negative
power in the average (which significantly lowers the mean power). No published studies
that report flapping wing power include the negative power as an additive contribution to
the required power. Neglecting the negative power assumes that aerodynamic damping
assists with the deceleration and that the metabolic cost of performing negative work is
much less than an equivalent amount of positive work. It also assumes that energy
cannot be stored in the system [55,62]. We term this calculation of power as the positive
required power Ppos=mean(∀P(t)>0), which is the average of all positive power in a
single wing stroke. Using this definition, power predictions for fruit flies in the literature
are per Table 4.1 along with our prediction based on fruit fly wing kinematics reported in
Fry et al. [32]. The power prediction of the present study compares favorably with Sun
and Wu [63] (the difference is less than 2%).
We also compare our results with the open loop longitudinal poles reported by
both researchers who used QS models [5,8,9] as well as against those who used NS
models [15,16,39]. For the quasi-steady studies, the kinematics are matched as closely as
possible given the information available in the literature. In all three studies in Figure 4.1
75

the pitch angle is chosen to be 45°, the duration of pitch rotation is Cα = 2.1, and the pitch
axis is at the leading edge of the wing. The frequency and flapping amplitude are slightly
different in each case, but they are representative of the values needed for a fruit fly to
sustain flight. The qualitative response of each simulation is the same and is fully
described below. In the NS simulations, we obtain similar qualitative results, although
the unstable poles are slightly larger. We plot the fruit fly results alongside the closest
insect we could find in the literature, the drone fly, which was studied in two separate
studies using an NS solver [25,49]. Since there is no direct comparison of an NS-based
stability study in the literature for a fruit fly, we also plot our results for a bumblebee
simulation that was performed given the same set up as Sun and Xiong [15]. As in the
QS model stability, the open loop poles of the current study compare favorably with
those in the literature.
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Figure 4.1. Nondimensional open loop poles for the longitudinal dynamics of a fruit
fly using the quasi-steady (a) and Navier Stokes (b) aerodynamic models, compared
to the values reported in the literature [25,26,29,49]. For (b), the fruit fly (FF) case is
designed to mimic the drone fly (DF) set up where Cα = 2.1, A = 60° (AoA ≈ 30°), and
xp/c = 0.3 [25,49]; the bumblebee (BB) case set up is identical to that used in Sun and
Xiong [15].
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Table 4.1. Summary of normalized power of fruit flies reported in the literature.
Ppos, W/kginsect Calculation method
Study
Insect
Lehmann & Dickinson 1997 [57]
Fruit fly
18±6
Sum of induced,
profile and inertial
Fry et. al 2005 [32]
Fruit fly
34.5±9
power
Directly calculated
Wu & Sun 2003 [63]
Fruit fly
29
by 3D NS
Directly calculated
Current study
Fruit fly
28.7
by 2D NS

4.2.

The Influence of the Pitch Axis Location, xp/c

Before presenting the results of varying the pitch axis, we discuss the other
kinematic parameters that we selected for the rigid wing study. First, we chose a pitching
amplitude of A = 50°. This pitch angle results in an angle of attack of approximately 40°
during the translational phases of the stroke, and the maximum lift predicted by Sane and
Dickinson based on their experiments was between 40° and 50° [26]. Finally, a
parametric study of our own indicated that α = 50° provided one of the lowest values of
required power across a range of other kinematic parameters. We also chose a square
wave smoothing parameter of Cα = 4.1. This results in a relatively sharp square wave,
with the pitch rotation occuring in approximately 10% of the stroke. Similar kinematics
are used in several studies by Sun and coworkers [15,17,18]. Additiontally, higher
rotation rates yield higher rotational forces, so using a brief duration of wing rotation
helps to highlight the role of wing rotation. Finally, we selected advanced rotation with
αφ = 0.3. We chose advanced rotation for this study specifically because Dickinson and
coworkers showed that advanced rotation yields more lift for rigid wings than symmetric
or delayed rotation. The time course of flapping and pitch angles are per Figure 4.2, with
the flapping angles resulting from the requirement to establish free-flight equilibrium.
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(°)
,

Figure 4.2. Wing flap angles (solid) and pitch angles (dotted) for various values of
xp/c with A = 50°, αφ = 0.3, Cα = 4.1.

In spite of the many insect morphological parameters reported in the literature, the
pitch axis location of insects is under reported, in part because it is difficult to determine
[27]. That said, Ennos [50] reports that the torsional axis for Diptera that he studied is
located at 15% chord, which is also used by Bergou and Wang [37] in their study based
on dragonfly wings. Sun and Du [51] utilize 30% chord in their analysis of fruit flies.
Bush and Bader vary their pitch axis from 20% to 45% chord [52]. Taha et al. [5] vary
their hinge axis from 0.1 to 0.9 chords.

4.3.

Control Inputs, Kinematics, and Aerodynamic Forces

We vary the pitch axis location xp/c from the leading edge to 75% of the chord
length and determine its influence on the required wing kinematics to achieve trim and
the resulting forces, power, and stability consequences. From Section 3.3.1, changing the
axis of rotation directly affects the amount of rotational lift and drag that is produced as
well as having an influence on the added mass force. Thus, QS-based studies that do not
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include these terms [5,8,9,77] will be less sensitive to these aspects of changing axis of
pitch location. Further, from the parallel axis theorem, changing the pitch axis also
changes the wing pitch inertia, and the wing product of inertia, Ixy. Studies that omit wing
inertia will also be less sensitive to these effects. Since this study uses a QS model that
includes the rotational lift, added mass, and wing inertia, the pitch axis location has a
significant effect on required control inputs for hovering and associated power, as well as
a smaller effect on stability. We also adjust the vertical offset as we change the axis of
pitch rotation to maintain a constant distance between the body CG and the quarterchord
of the wing.
Although changing the pitch axis does not directly manipulate the wing
kinematics, it significantly affects the required flapping amplitude needed for trim, which
must vary from 99° to 157° as seen in Figure 4.3. Its effect on the stroke plane angle and
flapping offset angle is smaller, but noticeable. The reason for the large difference in
flapping angles for the NS prediction as xp/c is changed as can be seen in Figure 4.4,
where the horizontal and vertical force histories are plotted. First, the large force spikes
associated with advanced rotation are noticeable near τ = 0.4 to 0.5 and 0.9 to 1.0. This
small region with a large increase in lift and drag results from the rotational forces
discussed in Section 3.3.1. In advanced rotation, the forces generated during wing
rotation are enhanced by the fact that the wing’s flapping velocity and rotational motion
combine to produce a higher velocity at the aerodynamic center near stroke reversal.
Both the QS and NS models predict this rotational lift. The modified rotational force
coefficient (detailed in the Appendix) that we utilize in the QS model allows the QS
model to predict this region of lift more accurately than the theoretical lift coefficient.
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Additionally, the large force spikes immediately following course reversal are present
due to the effects of added mass and wing wake interaction. As the wing accelerates into
the next half-stroke, added mass forces are generated. They can be seen in the plot of the
QS model’s force prediction in Figure 4.4 near τ = 0.5. At the same moment, the wing
experiences wing wake interaction, which the QS model cannot predict. From Figure
4.4, the magnitude of the forces from wing wake interaction are much larger than from
added mass.
Immediately following course reversal (τ = 0 and 0.5) there is a large increase in
the vertical force as the wing interacts with the leading edge vortex shed in the previous
stroke. This interaction results in both upwash and momentum transfer from the fluid to
the wing. However, the wing wake interaction also causes a “wake valley” near τ = 0.1
(and 0.6). The vortices shed in the previous strokes form a vortex street, inducing a
downwash. As the wing travels through the downwash, the effective angle of attack is
reduced, lowering the instantaneous lift [31]. The translational lift associated with
delayed stall develops in the interval between the wake valley and the rotational lift spike
at the end of the half stroke. This unsteady lift enhancing mechanism results from the
formation of an attached leading edge vortex through a significant portion of the stroke
while the pitch angle is held constant [22].
The size of the force spikes from both rotational lift and wing wake interaction is
directly related to the pitch axis location. When the axis of rotation is at or near the
leading edge, these effects are large; when the axis of rotation is at or behind the midchord, these effects are small and even reversed. In order to achieve trim, the flapping
amplitude is adjusted accordingly. This change in flapping amplitude is also reflected in
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Figure 4.4(b), where the amount of translational lift from τ = 0.15 to 0.35 and from τ =
0.65 to 0.85 is much larger for pitch axes located at or behind the quarterchord.
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Figure 4.3. Required control inputs to achieve trimmed hovering flight for various
values of xp/c with A = 50°, αφ = 0.3, Cα = 4.1 for both QS (□) and NS (×)
aerodynamic models.
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Figure 4.4. Horizontal (a) and vertical (b) force histories for various values of pitch
axis location. The solid and dotted lines are from the NS solution; the dashed line is
from the QS solution with xp/c = 0.25. Case set up is the same as Figure 4.3.
Negative values of Fz,b correspond to positive lift.

Although the rotational force can add significant lift, it also increases the drag
(Figure 4.4), and its overall effects on the power required and stability of the vehicle are
not clear. The rotational lift coefficient is directly changed by changing the pitch axis,
while maintaining the same timing and duration, and magnitude of the pitch angle during
wing translation. Alternatively, the rotational lift can be varied by changing the duration
of wing rotation or the pitch amplitude. However, both of these have an even larger effect
on the translational lift because they either change the amount of time that a given pitch
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angle is held or they directly change the pitch angle during the translational phase, which
obscures the effects of rotational lift. Because the rotational lift significantly affects the
force histories as shown in Figure 4.4, its contribution has a direct influence on the power
required and the stability of the vehicle, primarily due to the large changes in the required
control inputs that are realized when rotational lift is considered.

4.4.

Power Impacts Due to Variation in Pitch Axis, xp/c

Figure 4.5 shows the variation in positive flapping, pitching, and total power with
respect to xp/c. There is a tradeoff between pitch and flap power that is explored in more
detail in Section 4.1. The pitching power decreases as the pitch axis moves toward the
quarter chord and takes a minimum value at xp/c =0.3. The flapping power shows less
sensitivity to pitch axis for xp/c forward of the quarter chord. Thus, the minimum overall
power for this setup (with advanced rotation) occurs at xp/c = 0.3 where the total power
required is 16.9 W/kg. In spite of the significant pitch power contribution that arises,
using wing motion with advanced rotation required less overall power than the validation
cases that use symmetric or biological kinematics. A primary reason is that the flapping
power is significantly larger than the pitch power for all xp/c ≥ 0.1.
To illustrate the power tradeoffs associated with changing the pitch axis and by
extension the influence of rotational lift, we plot the time histories of power in Figure 4.6
based on the NS solution. The flapping power profiles change dramatically as xp/c is
moved toward the trailing edge. For flapping power, the initial peak that occurs during
the first half of each half stroke (i.e. from τ = 0 to 0.25 and 0.5 to 0.75) is the power
associated with overcoming the wing inertia and fluid forces in order to attain a
sinusoidal flapping profile. As flapping amplitude increases, so does this peak due to both
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inertial and aerodynamic contributions. The secondary peak in each half-stroke is
notable because this peak can be positive or negative.
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Figure 4.5. Positive total (○), flap (♢), and pitch (□) power required to achieve hover
for different values of xp/c, assuming A = 50°, αφ = 0.3, Cα = 4.1.
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Figure 4.6. Time histories of (a) flapping power and (b) pitching power based on the
NS equations for various values of xp/c with A = 50°, αφ = 0.3, Cα = 4.1.

To investigate the source of this secondary peak, we show the QS and NS
prediction of the flapping power for two pitch axes in Figure 4.7: xp/c = 0.1 for Figure
4.7(a) and xp/c = 0.3 for Figure 4.7(b). For advanced rotation with xp/c = 0.1, both the
inertial and aerodynamic forces cause a spike in the power during the advanced rotational
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phase. In order to achieve advanced rotation, the rotation causes a forward velocity on
the part of the wing below the pitch axis location, which adds to the translational
velocity. The increased magnitude of the freestream seen by the wing yields a higher
power requirement. However, the inertial contributions are also significant, particularly
since the nature of the inertial contributions (positive vs. negative) during advanced
rotation depends on the pitch axis location.
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Figure 4.7. Comparison of the relative contribution of the aerodynamic (black) and
inertial (red) forces to the flapping power for (a) xp/c = 0.15 and (b) xp/c = 0.3 from
both the NS (dotted) and QS (solid) aerodynamic models. Other details are per
Figure 4.5.

The inertial contribution itself consists of three parts. The first term in equation
(3.41) contains two components that affect the flapping power (wIwo wωw)·ksp =
I yy  I xy Even though the value of Ixy is an order of magnitude smaller than Iyy, it

increases when the pitch axis is far away from the chordwise location of the wing center
of mass, i.e. the quarterchord. Additionally, for rapid advanced rotations, the angular
acceleration

about the pitch axis can be quite large, such that the product of inertia term

(Ixy) affects the flapping power due to the required pitch accelerations. As pointed out by
Whitney and Wood [43], this product of inertia is the term that can cause passive wing
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pitch rotation under the right kinematics, but when advanced rotation is required, it
increases the flapping power required. The third contributor in the inertial power is from
the second term of equation (3.41), wωw×wIwo wωw, which though small, is also additive
when xp/c = 0 to 0.3. The values for the key elements of the inertia matrix relative to this
discussion are provided in Table 4.2. Note that when the pitch axis changes from its
nominal value at the quarterchord to 0.1, the flapping inertia (Iyy) remains the same, but
the product of inertia (Ixy) increases by a factor of 7.5.

Table 4.2. Changes in the moment of inertia due to different pitch axis locations.
xp/c = 0.10
xp/c = 0.25
xp/c = 0.3
Ixx

2.05×10-16

1.57×10-16

1.63×10-16

Ixy

3.94×10-16

5.24×10-17

-6.13×10-17

Iyy

3.61×10-15

3.61×10-15

3.61×10-15

The situation is quite different in the case of xp/c = 0.3. Here the product of inertia
starts to become negative as the wing center of mass is now in front of the pitch axis. The
effect of this change can be seen in Figure 4.7(b) as a small deviation in the inertial
power from a sinusoidal waveform. Furthermore, when xp/c = 0.3, the speed of
quarterchord is now reduced due to advanced rotation because of its relative position in
front of the pitch axis. This also accounts for the similarity between the QS and NS
predictions for xp/c = 0.3.
The secondary power peak in Figure 4.7(a) during wing deceleration also explains
why flapping power grows at a different rate from flapping amplitude. When the pitch
axis varies from the leading edge to the quarter chord, the required flapping amplitude
grows by 20%, but the flapping power only grows by 12%, because there is a positive
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power contribution for xp/c ≤ 0.3. In contrast, when the pitch axis varies from the quarter
chord to the midchord, the flapping power grows at a faster rate than the flapping
amplitude because the secondary power peak is negative.

4.5.

Stability Impacts Due to Variation in Pitch Axis, xp/c

In addition to affecting the power, the pitch axis location can also affect the
stability and the speed of the response to external perturbations. Figure 4.8 illustrates the
changes in the open loop poles with respect to xp/c for both the QS and NS model. The
unstable poles of the QS solution show little variation until xp/c > 0.3, where they become
more stable for reasons outlined in Taha et al. [5]. In short, at these more extreme pitch
axes, the stabilizing effect of the pitch rate damping dominates the pole, although in our
simulations, its effects are ameliorated by the large growth in flapping amplitude. The NS
solver predicts the reverse trend, however, for reasons that are detailed in Section 4.5.1.
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Figure 4.8. The variation in longitudinal open loop poles with respect to xp/c based
on the QS (a) and the NS (b) solutions. The units of both axes are 1/seconds.

An expanded treatment of analyzing the stability via open loop poles is provided
in Chapter 2, but we include a short summary here as well. The system poles are the
86

eigenvalues, λn = σn ± ωni, n = 1…4, of the linearized system matrix, where the real part
of the pole, σn, corresponds to the rate of growth or decay of the response, and the
imaginary part, ωn, corresponds to the natural frequency of any oscillatory motion. The
rate of growth of the unstable poles can be converted to doubling time, tdouble=ln(2)/σn,
and the natural frequency can be used to determine the period of oscillation per Tn =
2π/ω. A pole is unstable when σn > 0.

Table 4.3. Unstable eigenvalues, double times and ratio of the period of motion for
QS and NS solutions about trimmed equilibrium.
tdouble/Tflap
λ1,2 in 1/seconds
Tbody/Tflap
xp/c

QS

NS

QS

NS

QS

NS

0

11.12 ± 26.23i 13.99 ± 36.37i

13.59

10.80

123.15

97.91

0.1

10.98 ± 26.55i 14.97 ± 42.06i

13.76

10.09

124.71

91.50

0.15

10.93 ± 26.57i 15.76 ± 43.26i

13.82

9.59

125.28

86.91

0.2

10.81 ± 26.54i 15.89 ± 44.46i

13.98

9.51

126.75

86.19

0.25

10.66 ± 26.46i 16.55 ± 45.50i

14.18

9.13

128.52

82.76

0.3

10.51 ± 26.33i 16.52 ± 46.57i

14.38

9.15

130.33

82.90

0.5

9.80 ± 24.82i 17.42 ± 51.25i

15.42

8.67

139.77

78.63

0.75

7.46 ± 19.50i 18.85 ± 55.59i

20.25

8.02

183.56

72.66

Table 4.3 lists the unstable eigenvalue pairs, doubling times, and the period of
oscillation in terms of the flapping period for the NS and QS solutions. The doubling
times for the QS model are generally higher than their NS counterparts, suggesting that
the system driven by the NS solution is more unstable. The comparison of the period of
motion shows that the ratio of the period of body motion to the wing flapping frequency
is O(102), which is due in part to the high flapping frequency of the fruit fly. An
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important implication of this ratio being high is that it permits the first order averaging to
accurately represent the dynamics of the system per the findings of Taha et al. [77].

4.5.1. Stability Derivatives and Their Physical Underpinnings

In order to assess the reasons for the change in the poles with respect to the
changes in xp/c, we analyze the effect of xp/c on the stability derivatives themselves
(Figure 4.9), which capture the net acceleration due to a perturbation in each degree of
freedom. For example, Xu is the net acceleration in the xbody direction with respect to a
velocity perturbation u. The first observation is that Zu, Xw, Xq, and Zq are very small and
are also insensitive to changes in the pitch axis. This is a common finding in the literature
[15,39], and furthermore several researchers neglect these derivatives altogether for
analytical reasons [5,8]. Additionally, given the structure of the system matrix, even large
changes in Mw do not affect the poles of the system. The vertical damping is governed by
Zw which governs the heave dynamics associated with the small negative pole. This mode

is stable.
The remaining three stability derivatives of interest, Xu, Μu and Mq, are coupled
and lead to the unstable oscillatory mode, which we analyze in the following sections.
Both the QS and NS solutions predict a negative Xu, indicating there is velocity damping
in that degree of freedom, but it is insensitive to xp/c. Therefore the changes in stability
seen in Figure 4.9 must arise from changes to Μu and Mq.
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Figure 4.9. Stability derivatives vs. variation in xp/c based on the NS solution to the
aerodynamics. The units associated with Xu, Zu, Xw, Zw, and Mq are 1/s; the units of
Μu and Mw are 1/(m-s); the units of Wq and Zq are m/s.
4.5.2. The Speed Derivative, Μu, and the Effect of Wing Wake Interaction.

There are three sources of speed derivative Μu, which produces a nose up moment
in the presence of a horizontal velocity perturbation. These sources can be explained by
referring to the force histories in Figure 4.10. The changes in drag due to a horizontal
perturbation acting above the body CG causes a pitch up moment because there is more
drag during the ventral stroke and less drag in the dorsal stroke causing a net nose up
moment [15] as seen in Figure 4.10(a) at B and F. The rotational force magnitudes in the
oncoming flow (at C) are higher than for the hover case, and they are lower than the
hover case in the opposite half stroke (at G), consistent with the results by Cheng and
Deng [8].
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Figure 4.10. Horizontal (a) and vertical (b) force histories for xp/c = 0.15 at hover
(blue) and under a longitudinal velocity perturbation (red) of u = 0.032U.

However, wing wake interaction also affects the speed derivative due to changes
in force production at A, D, E, and H in Figure 4.10. In particular, the larger lift that is
seen due to the increased oncoming flow between τ = 0.2 and 0.38 (B) generates a
stronger leading edge vortex (LEV) than in hover (where the relative fluid velocity is
lower). This vortex then interacts with the wing from τ = 0.5 to 0.65 (D-E), enhancing
lift relative to the hover case. In the other half stroke, the opposite effect is seen. The
lower fluid velocity in the dorsal stroke creates a weaker LEV and therefore less lift from
τ = 0.65 to 0.88 (F). This weaker LEV then interacts with the wing from τ = 0 to 0.15 (H,
A), but its lift enhancing effects are lower than the hover case (without a gust).
Figure 4.11 shows how the body motion changes the LEV strength and the
associated downwash for τ = 1.0 and τ = 0.08. As the wing translates from right to left, it
encounters these vortices and the associated upwash and downwash. In particular, Figure
4.11(a,c) shows the wing wake interaction at τ = 1.0 which produces the prominent force
peak that is seen at H in Figure 4.10(b). The vortices also impart an upwash on the wing
at this portion of the stroke, but it is clear that the benefits of the upwash (specifically
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momentum transfer to the wing and enhanced effective angle of attack) are stronger in
the hovering case (left) than in the perturbation case (right).
Figure 4.11(b,d) demonstrates how these changes continue through the first part
of the ventral stroke. The size and position of the vortices in Figure 4.11(b) can be seen,
and the corresponding changes in the upwash and downwash in the flow are also evident
in Figure 4.11(d) for hovering and the perturbation case. Once again, these differences in
the wake account for the force differences seen in A and E of Figure 4.10, which cause
the magnitude of the speed derivative Μu to increase.
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Figure 4.11. Plots of (a,b) vorticity and (c,d) vertical velocity for the flapping wing
for τ = 1.0 at course reversal from the dorsal to ventral stroke for the case at (a,c)
hovering and for τ = 0.08 (b,d). Each subplot shows relative velocity due to flapping
on the left and due to flapping with a velocity perturbation in the x-direction, u =
0.032U, on the right. LEV1 and TEV1 depict the leading edge and trailing edge
vortices shed during the previous stroke. Vorticity is nondimensionalized by U/c;
vertical velocity is in chords/period.
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Previous studies acknowledged that the lift in the ventral stroke would be
enhanced by an oncoming gust and in the dorsal stroke, lift would be reduced. They
either assumed or attempted to show that these changes in lift produced negligible
moment or change in average lift. Because these changes in vortex dynamics occur in
opposing quarter strokes (i.e. the 1st and 3rd quarters), they reinforce each other vice
cancel out, as depicted in Figure 4.12.
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Figure 4.12. The location and relative magnitude of lift and drag forces due to
translational forces (orange arrows at B and F), rotational forces (violet arrows at C
and G), and wing wake interaction (blue arrows at D, E, H, A).
4.5.3. The Effect of xp/c on Μu

Thus far, we have explained why the NS stability derivatives are larger than the
QS, and in so doing, we have identified a previously unreported source of instability
arising from the effects of wing wake interaction. Now we turn to assess the influence of
changing the pitch axis location on the stability derivatives, particularly Μu and Mq.
The primary mechanism for the changes in the stability derivatives and open loop
poles is the change in the flapping amplitude and its effect on the increment or decrement
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to the translational lift. As shall be demonstrated, this directly affects the horizontal
velocity damping Xu, the speed derivative Μu, and the pitch rate damping Mq.
The effect on Μu, is the most significant contributor to the stability. Figure 4.13
shows the horizontal and vertical force histories and (total) moment histories for two
values of xp/c: 0.15 and 0.5 with and without a gust. Large moments about the body CG
are generated during wing rotation for both values of xp/c. The change in moment due to
a horizontal perturbation Μu for xp/c = 0.5 is approximately five times the magnitude as
xp/c = 0.15. Additionally, the change in the moment during wing rotation is a very small

contributor to the total. The main reason is that the lift generated by the wing rotation is
a function of U, whereas the translational lift is a function of U2. Additionally, the
component of a horizontal gust that affects U is a function of cos(ζ). Since rotational
forces are generated at stroke reversal when ζ is large, the relative magnitude of the gust
is significantly diminished. For both reasons, horizontal velocity perturbations increase
the translational force more than the rotational force. Therefore, the primary reason for
the increase in Μu with respect to increasing xp/c is the corresponding increase in flapping
amplitude, and its effect of amplifying the moment produced due to a horizontal gust.

4.5.4. The Effect of xp/c on Μq.

The next important stability derivative is the pitch-rate damping, Mq. The pitch
rate affects a number of aerodynamic features on the wing. Due to the vertical offset
above the CG, a pitch rate imparts a linear velocity to the wing that is additive in the
dorsal stroke and subtracts slightly from the translational velocity in the ventral stroke.
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Figure 4.13. The horizontal (a) and vertical (b) force histories, the moment
history (c), and the change in total moment (d) for xp/c = 0.15 (blue) and 0.5
(black) with (dotted) and without a gust (solid). Other details remain the same
as Figure 4.10.

Additionally, the vertical component of velocity changes the effective angle of
attack. In the first and third quarters of the stroke motion, the effective angle of attack is
slightly higher than at the mid stroke, and in the second and fourth quarters, the angle is
slightly lower. Finally, the constant pitch rate itself creates lift in the ventral stroke and
subtracts from lift in the dorsal stroke. Although each of these effects is small when
considered individually, their combined effects result in significant moment changes
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from the hover case alone, as is depicted in Figure 4.14. As xp/c increases, the flapping
amplitude also increases, which amplifies the effects of the pitch rate and causes an
increased moment-sensitivity to the pitch rate.

Figure 4.14. The change in total moment about the CG when under a pitch rate
perturbation of q = 0.07 radians/period for two values of xp/c. Other details remain
the same as Figure 4.5.

As Mq increases, it stabilizes both the short period mode as well as the unstable
oscillatory mode. However, Mq only grows by approximately 60% throughout the range
of xp/c whereas the Μu grows by a factor of 2.5 across the range of xp/c, so the changes in
Μu dominate the behavior of the poles in Figure 4.8.

4.6.

Rigid Wing Summary

The rigid wing analysis permitted the validation of our QS model and the
validation of the power and stability predictions of the coupled NS-flight simulator of the
equations of motion. By changing the pitch axis of the wing, we highlighted the large
effect that wing rotation has on the trim inputs, forces, and power requirements of a
FWMAV. Moving the pitch axis toward the leading edge increases the magnitude of the
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rotational force, which contributes significantly to the total lift. Increasing the
contribution of the rotational forces simultaneously decreases the flapping amplitude and
required flapping power and increases the required pitching power, although flapping
power dominates the pitch power for all pitch axis locations aft of the leading edge. The
tradeoff between pitch power and flapping power results in a minimum power of 16.9
W/kg that occurs when the pitch axis was between xp/c = 0.25 and 0.3, which is the same
pitch axis used in analysis of insects by [15,59]. Accurately modeling wing rotation also
affects the stability predictions. Including wing rotational effects results in smaller
required flapping amplitudes, which yield a smaller speed derivative Mu and more stable
poles. This is because smaller flapping amplitudes require less translational lift, and the
translational forces contribute more to destabilizing the FWMAV by increasing Mu than
the rotational lift. These findings cast doubt on those flight dynamics and power
optimization studies [5,8,9,119] which explicitly neglect wing rotation and rotational lift
effects.
Finally, the rigid wing analysis demonstrated that wing wake interaction also
significantly affects the power and stability of the FWMAV. Wing wake interaction
modifies the lift and drag history of the FWMAV by creating lift peaks and valleys that
are not modeled in the QS framework. Including wing wake interaction in the model
predicts a net decrement of lift, and therefore requires larger flapping amplitudes, which
directly impacts the power and stability. Furthermore, we show that wing wake
interaction increases the speed derivative, Mu, which increases the instability relative the
QS model and those studies who do not model wake effects [5,8,9,11,77]. Properly
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modeling the aerodynamics therefore, is critical in accurately predicting the flight
performance and stability of insects and FWMAVs.
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CHAPTER 5

THE EFFECT OF FLEXIBILITY ON THE PERFORMANCE

AND STABILITY OF A FWMAV

In the course of studying the effect of various kinematic and design parameters on
the stability and power requirements for rigid wings, we have learned several important
lessons as discussed in Chapter 4. The contribution of rotational lift plays a large role in
determining the power and stability characteristics of an insect or FWMAV. Ignoring the
rotational lift contribution can lead to an inaccurate assessment - usually an under
prediction - of the lift produced and, therefore, inaccurate control inputs and force
histories. The contribution of wing wake interaction also plays a large role in
determining the power and stability characteristics. Wing wake interaction can increase
the growth rate of the unstable response, destabilizing insects and FWMAVs with rigid
wings.
Insects are known to have flexible wings [19,20,45,120,121]. It is desirable,
therefore, to establish what advantages or disadvantages wing flexibility might confer on
insect locomotion and flight performance of FWMAVs. From the standpoint of design, it
is also important to establish the impact of varying wing stiffness on the stability and
power consumption. It is more difficult to make a rigid flapping wing at this small scale.
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Furthermore, if passive pitching can be achieved through wing flexibility that still
permits hovering flight, active pitch actuation mechanisms can be eliminated from the
design, saving weight and reducing complexity. Finally, review papers published in the
last five years [6,7,10,87] all point to the lack of any published work on wing flexibility
as a significant shortcoming in the state of knowledge concerning insect and FWMAV
flight performance and flight dynamics.

5.1.

Variation in Wing Flexibility

We model the wing as a linear beam with a constant thickness and constant
material properties (i.e. density and stiffness) along its chord length. The wing section is
taken at the spanwise location of the center of the second moment of wing area, which is
the wing station whose lift and drag production are representative of the aerodynamic
forces generated by the entire wing. This two-dimensional assumption means that no
spanwise variation in wing deformation is considered.
As described in Section 3.3.4, the dynamics of the fluid structure interaction (FSI)
of flexible wings moving rapidly in a fluid can be characterized by several additional
important nondimensional parameters [12]. These parameters are themselves functions of
the thickness ratio, the density ratio, and the frequency ratio. We maintain the same
thickness ratio that we utilized for rigid wing studies of hs* = hs/c = 1.5×10-3 based on
fruit fly wings given in Lehmann and Dickinson [57]. The density ratio ρ* = ρw/ρ is the
ratio of the wing material density to the fluid density. Since this study focuses on insect
wings moving in air, we maintain a constant density ratio of ρ* = 1000, based on the
measured values of live insects reported in [20,121]. The frequency ratio f/f1 is the ratio
of the flapping frequency to the first natural frequency of the wing based on its size and
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material properties. If the flapping frequency is held constant, as it is in the present study
(f = 218 Hz for fruit fly analysis), lower frequency ratios correspond to stiffer wings. All
known insect wings have frequency ratios f/f1 ≤ 0.8 [121], indicating that insects flap
their wings below their first natural resonant frequency. Sunada et al. [114] report that
dragonfly wings operate at frequency ratios of f/f1 = 0.3 to 0.45. The frequency ratios
investigated in this study range from f/f1 = 0.288 to 0.461, with intermediate values and
associated stiffness listed in Table 5.1. This range was set by the computational model
and our ability to determine equilibrium. For very flexible wings with f/f1 > 0.46, the
wing flexibility was too large for the linear beam model employed in our FSI solver. For
very stiff wings (f/f1 < 0.35), we were not able to find control inputs that allowed the
vehicle to reach equilibrium in hover without unacceptably high residual accelerations on
the order of 10% gravitational acceleration. The main reason is that we do not impose
any active pitch. Although this might appear to be a narrow range of testing the wing
flexibility, this range includes both the f/f1 of live insects as well as the f/f1 found to be the
most efficient for lift production as reported in Sridhar and Kang [13].
The same control inputs used with the rigid wings in Chapter 4 are used here: the
flapping amplitude Z, the stroke plane angle β, and the flapping offset angle, ζφ. The fact
these inputs can be used for flexible wing configurations motivated their use vice the
control inputs used by Sun and coworkers [15,40] to balance their forces. As in rigid
cases, the flapping amplitude is used primarily to balance the weight and vertical force.
The stroke plane angle and flapping offset angle are both used in tandem to balance
horizontal forces and the pitching moment. Using the trim algorithm presented in Section
3.5.2, we determined the control inputs for the flexible wing depicted in Figure 5.1.
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Figure 5.1. Required control inputs, u = [Z, β, ζφ], to achieve hover equilibrium in
free flight for a range of frequency ratios used in this study.

Table 5.1. The range of stiffness and select nondimensional parameters used in the
current study. We directly vary Young’s Modulus and therefore the frequency
ratio. The trim algorithm returns the required flapping amplitude Z to hover. The
reduced frequency k is determined from the flapping amplitude.
prescribed parameters
Young's Modulus (N/m2)
8.5×108
8.0×108
7.5×108
7.0×108
6.5×108
6.0×108
5.5×108
5.3×108
5.25×108
5.15×108

obtained from the trim algorithm
Z (degrees)
k
87
0.202
85
0.207
81
0.217
75
0.235
73.5
0.239
72
0.244
71.5
0.249
70.7
0.250
70.1
0.251
69.8
0.252

f/f1
0.288
0.304
0.329
0.368
0.390
0.414
0.441
0.452
0.455
0.461

Increasing the frequency ratio decreases the flap amplitude required to hover.
The flap amplitudes for the fully converged cases ranged from a high of Z = 80.5° for f/f1
= 0.33 to a low of 69.8° for the most flexible case (f/f1 = 0.461). This range of flap
amplitudes and stroke plane angles is larger than those of rigid wings in Section 4.3, but
they agree well with the amplitudes used by live fruit flies reported in the literature.
Hedrick et al. [76] report a stroke amplitude of 70°, and Fry et al. [32] observed six
different fruit flies that utilized a range of flapping amplitudes from 60° to 73.5°.
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Lehmann and Dickinson [57] report that the average value of flap amplitude that
corresponds to the lift balancing the weight is 76°. Furthermore, Fry et al. [32] measured
the stroke plane angle of a hovering fruit fly to be 12° forward, which agrees well with
the range of stroke plane angles determined by our trim algorithm (β = -11° to -13.4°) for
the more flexible wings (f/f1 = 0.46 to 0.39). The time histories of acceleration, velocity
and position of each degree of freedom are plotted for a single cycle in Figure 5.2.
Although the acceleration can briefly reach a maximum exceeding two “G’s,” the
average value is less than 3%G, per the convergence tolerance of our trim procedure.
Furthermore, the velocity in each degree of freedom only varies by a tenth of a chord per
period or less, and the maximum displacements within a cycle are an order of magnitude
lower.

Figure 5.2. The accelerations (a), velocities (b) and positions (c) of the FWMAV
with flexible flapping wings during the first cycle after the equations of motion are
coupled to the aerodynamics from the FSI solution for f/f1 = 0.41.
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5.2.

Flexible Wing Kinematics

In order to model flexible wing kinematics, we impose a sinusoidal flapping
motion to the wing’s leading edge. The wing’s passive pitching motion then evolves in
time resulting from the interaction of the fluid forces, wing inertia, and wing stiffness.
The resulting deformed wing shape represents both aggregate pitch rotation as well as
significant wing camber. Therefore, we approximate the wing motion by defining a
passive pitch angle αflex that describes the angle between the chord line and the vertical
orientation in the wing reference frame, similar to the pitch angle used in the rigid wing
portion of this study. This is helpful in describing and comparing the passive wing
motion as well as providing a history of wing motion to the quasi-steady aerodynamic
model, which is used in the process of finding equilibrium per Section 3.5.2. Figure 5.3
shows the flexible wing response to the imposed flapping motion along with the passive
pitch that would correspond to rigid wing rotation depicted in black. The angle of attack
in degrees is approximately AoA = 90 – αflex, although the actual forces and moments are
calculated directly from the solutions to the Navier-Stokes equations and do not depend
explicitly on AoA. Since the NS equations are coupled to the flexible beam equations, the
aerodynamic forces include contributions from passive pitch angle, camber, wing rotation
rates, added mass and both near-and far-wake effects. From Figure 5.3, the deformation
of the wing also causes elongation of the wing since the linear beam solver results in only
transverse displacement. Therefore, we nondimensionalize by the instantaneous
elongated chord length prior to applying the forces and moments to the equations of
motion for the FWMAV.

103

flapping motion
−αflex

Figure 5.3. Flexible wing deformation (red) and rigid wing motion (black) using the
same resultant wing pitch as the flexible case is shown for twelve equal intervals of
time in the dorsal to ventral stroke. Z = 127°, k = 0.124, f/f1 = 0.4. Flapping motion
is imposed from right to left on the leading edge, indicated by the red circle.

As in the rigid wing simulations, initial startup transients were observed;
however, these transients lasted twice as long in the flexible wing simulations.
Therefore, we simulate the flapping motion for six cycles before adding in vehicle
response to the aerodynamic forces from the equations of motion. A time history of the
resulting passive pitch motion is provided in Figure 5.4(a) for both hover and for a
horizontal velocity perturbation of u = 0.0064U, resulting in a response that was not seen
in the case of the rigid wings. The wing shape itself (vice simply the body) responds to
the perturbation. As we discuss in more detail in Section 5.5, this feature of flexible
wings impacts the stability of the FWMAV.
Figure 5.4(b) demonstrates the effect of the startup transients on the flexible
response of the wing more clearly. After six periods, the wing’s response becomes
consistent cycle to cycle, absent any body motion. Once body motion is introduced at the
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(°)
flex
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Figure 5.4. Time history of passive pitch angle, αflex, resulting from the dynamic
balance of aerodynamic forces, wing stiffness, and wing inertia (a) for f/f1 = 0.41.
Passive pitch angles with the first six periods superimposed (b) to highlight the
differences and the convergence to the sixth period. Pasive pitch angles (c) for two
periods before (solid) and two periods after (dotted) the FWMAV is allowed to
freely respond to aerodynamic forcing.
The sixth order Fourier series
representation of the eighth period (dashed) is included for reference.

beginning of the seventh period, the wing response changes slightly although it is still
close to the wing motion before the fully coupled response. By the eighth cycle,
however, the wing motion is noticeably different from the wing response when the body
motion was prescribed. The body motion is now coupled with the wing motion, which is
a better approximation of the long term response of the system at hover. We store the
Fourier series representation of this wing response so that the results can be compared to
rigid wing simulations using the same pitch angles as the periodic solution of the flexible
wing. The flexible wing angles in Figure 5.4 are obtained from the equilibrium initial
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conditions. The body motion that affects the wing’s response is primarily its oscillation
about equilibrium. Therefore, even though the average acceleration across a cycle is
nearly zero, within a cycle, the FWMAV experiences peak accelerations of over two G’s
(units of gravitational acceleration) in the xb and zb directions. The velocities and the
displacements within the cycle, however, are very small (see Figure 5.2). This suggests
that intra-cycle accelerations that the FWMAV experiences have an effect on the flexible
response of the wing, which is an effect that has not been previously observed in the
flapping wing literature.
The passive pitch angles depicted in Figure 5.4 are for a single wing stiffness.
However, all of the flexible wing configurations that we studied exhibited a similar
transition period between the wing response to prescribed versus free body motion at the
seventh cycle. The passive pitch angles and pitch rates for several frequency ratios are
provided in Figure 5.5. As expected, the lower stiffness experience greater deformation
and the max deformation occurs closer to the center of each half stroke (i.e. τ = 0.25 and
0.75). The higher the frequency ratio (lower the stiffness), the smoother the wing
response becomes. Indeed, for stiffer wings (f/f1 < 0.40), the pitch angle takes on two
separate local maxima in the first half stroke, whereas the wing response only has one
peak for f/f1 > 0.40.
Looking at the pitch rates, another clear trend emerges. For f/f1 > 0.3, the more
flexible wings reach higher pitch rates. The maximum pitch rate is shifted to later in the
cycle. Figure 5.5(c) also demonstrates that the increased deformation for the high
frequency ratios occurs in spite of a lower hover flapping amplitude, which yields lower
inertial and aerodynamic forces. Recall that flapping frequency is kept fixed. Once
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Figure 5.5. Passive pitch angles (a) and pitch rates (b) for five frequency ratios that
span the range of stiffness considered in the current study. Wing deformation for
two frequency ratios (c) during the dorsal ventral to stroke, centered at τ = 0.25 (the
more flexible wing utilizes a smaller flapping amplitude).

again, we see the intriguing three-way coupled nature of the problem. The aerodynamic
and inertial forces produce a given force distribution on the flexible wing, which yields
an instantaneous wing shape. That wing shape results in an integrated force that itself
must be balanced by the appropriate control inputs. But changing the control inputs (i.e.
flapping amplitude) also changes the passive pitch. And finally, intra-cycle body
accelerations also affect the wing response. The constraint of operating at hover in free
flight adds two additional influences (changing stroke amplitude and body oscillations)
that make finding a converged solution to the hovering trim problem a challenge.
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5.3.

Aerodynamic Forces and Moments

Since the kinematics of passive wing deformation are significantly different than
the abstracted kinematics that were chosen in Section 4.3, it is logical that the time
histories of the aerodynamic forces will also be different, as previously discussed in Kang
and Shyy [1] and Sridhar and Kang [13]. That said, the four primary sources of
aerodynamic forces still contribute to lift and drag production. Figure 5.6(a) depicts the
lift predicted by the FSI solver for a flapping amplitude of 140° and f/f1 = 0.41. The
predictions of the QS model, which is based on the Fourier representation of the passive
pitch, are included as well. Figure 5.6(b) displays the same breakout of forces for the
abstracted wing kinematics used in Chapter 4 for comparison. The QS components
indicate that with the flexible wing, the rotational lift and added mass continue to
contribute to the total lift even though the timing of the rotational lift is now toward the
middle of each half stroke rather than being confined to the ends of the stroke as was the
case with the prescribed kinematics. It is also interesting to note that the flexible wing
kinematics yield advanced rotation for all of the frequency ratios considered in this study,
which was also observed in Sridhar and Kang [13]. However, based on the force plots,
the advanced rotation of the flexible wing does not yield the significant increase in forces
at the end of the stroke that rigid wings using abstracted kinematics provides (Figure
5.6(b)), primarily because the rotation rates during stroke reversal are so much lower in
the flexible case (Figure 5.6(c)).
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Figure 5.6. The lift produced by a representative flexible wing (a) with f/f1 = 0.41
per the FSI solution (black). The quasi-steady predictions (colors) based on rigid
rotation of a wing using the passive pitch angles help to identify where each form of
lift production occurs. The lift history for the abstracted kinematics with rigid
wings (b) is also plotted showing the NS solution (black) vs. the QS predictions
(colors). The abstracted kinematics utilize xp/c = 0.25, A = 50°, Cα = 4.1, and
advanced pitch rotation (αφ = 0.3). The pitch rates (c) are provided for comparison
as well.

Additionally, the QS model represents the flexible wing aerodynamic forces
remarkably well—better than it was able to represent the rigid wing forces. The
phenomena not captured in the QS model are wing wake interaction and the effects of
wing deformation for flexible wings. Previously we discussed that the primary weakness
of the QS model is that it cannot predict wing wake interaction. This gives rise to the
main differences between the QS and NS predictions apparent in Figure 5.6(b). The rigid
wing experiences a significant increase in lift at τ = 0 (and 0.5) and then a wake valley
from τ = 0.05 to 0.2 (0.55 to 0.7). The flexible wing experiences significantly less wing
wake interaction.
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Figure 5.7. The vertical force histories for a flexible wing (black) with f/f1 = 0.41 and
a rigid wing (blue) with the instantaneous pitch angle equal to the passive pitch
angle. The rigid case depicted here is not re-trimmed for equilibrium; the control
inputs are exactly the same as for the flexible case.

Figure 5.7 allows us to test if the flexible pitching schedule alone can mitigate the
wing wake interaction, where the lift histories of the flexible wing are plotted alongside
the rigid wings using the passive pitch angles (and the same stroke amplitude). Clearly,
the rigid wing still experiences significant wing wake interaction. Both a lift peak and
the wake valley are present with the rigid wing simulation. During the wake valleys, the
passive pitch angle on the rigid wing even produces a downward force. However, from τ
= 0.2 to 0.4 and 0.7 to 0.9, which correspond to the best AoAs as well as the regions of
highest pitch rotation, more lift is produced from the rigid wing than the flexible wing.
The associated increased vorticity resulting from the rigid wing can be seen in Figure 5.8,
where the flow field during and immediately following stroke reversal is plotted. The
vorticity in the flow field is more intense and lasts longer for the rigid wing, leading to
both the enhancing and detracting effects of wing wake interaction. From Figure 5.7,
however, the lift-reducing wake valleys have a larger effect than the brief lift increment.
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Figure 5.8. Plot of z-vorticity in the flow field at stroke reversal (a,b) and shortly
after stroke reversal (c,d) for flexible (a,c) and rigid wings (b,d). Vorticity is
nondimensionalized by U/c.
The time histories of the lift and drag coefficients as well as the horizontal and
vertical forces for selected values of f/f1 are provided in Figure 5.9. The lift and drag
coefficients represents the nondimensional forces that act normal to the stroke plane (i.e.
lift) and opposite wing motion (drag is always positive in this sense). The body forces
are required to determine the motion in the body frame as determined via our state vector
defines in equation (3.20). The primary difference in these forces is due to the stroke
plane angle β, as well as the fact that -Fz,b is directed upward in the vertical plane. These
plots demonstrate the effect of the different passive pitch angles on the lift and drag as
well as body forces. The simulation is re-trimmed for each frequency ratio, which gives
rise to some of the interesting comparisons between the plots. For example, the average
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vertical force for each of the simulations is the same because it must balance the same
weight.

Figure 5.9. Time histories of drag (a) and lift coefficient (b) as well as horizontal (c)
and vertical (d) forces in the body frame for various frequency ratios. The axis of
the vertical force plots is inverted because -Fz,b is oriented up in the vertical plane.

However, there is a clear trend in Figure 5.9(b) that demonstrates that the stiffer
wings have lower values of lift coefficient. These lower values of lift coefficient are due
to two factors. First, the lower wing deformation of the stiffer wings (see Figure 5.9(a))
leads to AoAs above 50°, which is beyond the optimal range of lift at this Reynolds
number [27]. The stiffer wings, therefore, must utilize larger flapping amplitudes. But
these larger flapping amplitudes further depress the value of the lift coefficient because
larger flapping amplitudes lead to a larger reference velocity which is used to nondimensionalize CL. This is one reason why we avoid reporting aerodynamic coefficients
in this study and prefer dimensional values.
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The effect is repeated in the case of drag. Stiffer wings have lower peak drag
coefficients, however, they have higher peak drag (and also higher average drag) because
the flapping amplitude is larger. Also, the more flexible wings realize force peaks later in
each cycle because they achieve higher wing deformation and rotation rates later in each
half cycle.
The other differences between the profile of the aerodynamic coefficients and the
force histories in the body frame exist because of the body orientation θ and stroke plane
angle β. Stiffer wings require larger stroke plane angles to reorient the resulting thrust
force vector and flapping offset angles. All considered cases have larger enough stroke
plane angles to generate significant differences in the two sets of plots in Figure 5.9. For
example, the stroke plane angle for f/f1 = 0.33 is β = -18.3°. By contract, the stroke plane
angle for rigid wings with prescribed kinematics rarely exceeds ±8° because the
prescribed kinematics are half-cycle symmetric, while the flexible passive pitch angles
are not. This leads to an imbalance in forces between the two half-cycles which must be
offset by reorienting the stroke plane. In equilibrium, the FWMAV also requires an
initial body pitch angle of θ0 = 16.4°. Therefore, the actual flapping plane relative to the
horizon is almost level. However, expressing the forces in the body frame causes drag in
the first half stroke to add to the vertical force in the body frame. Drag in the second half
stroke reduces the vertical force in the body frame, which is reflected in the comparison
between Figure 5.9(b) and Figure 5.9(d).

5.4.

Aerodynamic Power Required

A FWMAV must expend power to generate the forces detailed in the previous
section. In Figure 5.10 we plot the time history of flapping power for various values of
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frequency ratio next to that of the rigid wing with abstracted kinematics for selected
values of pitch axis. The power required to flap from the flexible wing derives primarily
from the aerodynamic forces and therefore has a similar shape as the force profiles in
Section 5.3. Additionally, the flapping power required has much larger peak amplitudes
for flexible wings. This higher power is yet another feature of the larger flapping
amplitudes required with the flexible wing. The flexible wing flapping amplitudes range
from 70° to 85°, whereas the rigid wing only requires flapping amplitudes of 50° to 70°.
Another key difference is that the flapping power for the flexible wing is not directly
affected by the (active) pitch rotation of the flexible wing that is evident near τ = 0.4 and
0.9 in the rigid wing (Figure 5.10(b)).

Figure 5.10. Time histories of flapping power for selected frequency ratios f/f1 (a)
and pitch axis locations xp/c for rigid wings (b) with abstracted kinematics (i.e. A =
50°, Cα = 4.1, and αφ = 0.3).

Figure 5.11 shows that the aerodynamic contribution is significantly larger than the
inertia contribution to flapping power for the flexible wing. The inertial terms consist
almost exclusively of the flapping inertia, Iyy,w,o (i.e. the flapping inertia Iyy of the wing
about the wing root, w,o). Additionally, we plot the contributions to flapping power that
arise due to changes in the pitch inertia in Figure 5.11(b). In Section 4.4, these terms
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added significantly to the flapping power for rigid wings. However, for flexible wings,
these terms are four orders of magnitude smaller than the contribution of the flapping
inertia itself, which is in contrast to the active flapping of the rigid wing in Chapter 4.
This is largely because the pitching motion of the wing is passive, so the coupling of the
pitch and flapping inertia is already considered in producing the instantaneous passive
pitch angle.

Figure 5.11. The time histories of the inertial (black) and aerodynamic (brown)
contributions to flapping power (a) as well as the time histories of the second and
third terms of inertial power from equation (3.41) (b). These terms couple in the
pitching inertia to the flapping power required, and they become negligibly small
for flexible wing motion.

Figure 5.12(a) depicts the average required power to achieve hovering flight for
different values of wing stiffness as expressed by the frequency ratio. For the range of
stiffness considered in this study, the power required monotonically decreases as the
wing become more flexible. The stiffest wing requires 38.5 W/kg of power, which is
66% higher than the most flexible wing studied. This is reflected in the larger lift
coefficients and smaller flapping amplitudes corresponding to flexible wings in the
previous sections. Despite the larger flapping power amplitudes in Figure 5.10 for
flexible wings, the total required power is only slightly larger than the rigid wings with
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abstracted kinematics. A primary reason for this is that the flexible wings require no
active pitching, and therefore the pitching power is identically zero. Although the power
required to hover is not as low as the lowest-power rigid wing configurations, the power
required compares favorably to the ranges of power required reported in the literature:
18±6 W/kg [57] and 34.5±9 W/kg [32], which is also plotted in Figure 5.12(a).
Furthermore, the passive pitching of flexible wings eliminates any need for active
pitching mechanisms, which simplifies the design of a FWMAV and reduces weight.

Figure 5.12. The power required to hover for the flexible wing versus various
frequency ratios (a) and for the rigid wing with abstracted kinematics (b) versus
various pitch axes (A = 50°, Cα = 4.1, and αφ = 0.3). The required power of fruit flies
from Lehmann and Dickinson [57] (□)and Fry et al. [32] (♢), are also plotted with
the average values (solid) and range (dotted) both depicted. The power required
reported in this figure is calculated based on Section 3.3, which averages only the
positive power contributions across a wing stroke.

5.5.

Stability of Flexible Wings

In addition to the power consequences of adding wing flexibility, the stability
consequences of wing flexibility are of particular interest, and have not been previously
studied. As mentioned in the sections on the stability of various rigid wing
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configurations, the stability can be assessed by examining the open loop poles of the
system in equilibrium. In the previous sections, we displayed the NS and QS predictions
on the open loop poles. However, when wing flexibility is permitted, only the coupled

Imaginary

CFD-CSD results are depicted because QS-CSD models are unavailable.

Figure 5.13. The variation in longitudinal open loop poles for various values of
frequency ratio f/f1 based on the coupled fluid-structure-flight dynamics. The poles
associated with f/f1 = 0.3 are not fully converged at hover with accelerations in
excess of 5%G, so they are not included. The units associated with each axis are s-1.
Rigid wing poles using abstracted kinematics are plotted in gray (A = 50°, Cα = 4.1,
and αφ = 0.3) for comparison.

Figure 5.13 depicts the open loop poles for a fruit fly with flexible wings.
Intriguingly, the first observation is that all of the open loop poles for all flexible wings
studied have negative real parts, indicating that they are stable. In particular, the unstable
oscillatory mode from the rigid wing simulations has become stable and its frequency has
increased substantially. Additionally, the least stable mode has now become the slow
subsidence mode associated with the heave dynamics. This mode is now more lightly
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damped than the rigid wing cases. In the rigid cases, the slow subsidence mode typically
had λslow < -5.0, whereas for the flexible cases the same pole varies from -2 < λslow < -5
for all but the stiffest wing. Finally, the fast subsidence mode has become much more
stable than in the rigid wing case by a factor of 2 to 3. The eigenvalues for each value of
frequency ratio are provided in Table 5.2.

Table 5.2. Poles of the FWMAV with flexible wings.
E (Pa)

f/f1

λoscillatory (1/seconds)

λfast (1/seconds)

λslow (1/seconds)

7.50×108

0.329

-36.87 ± 99.3i

-197.3

-7.94

7.00×108

0.368

-26.21 ± 102.0i

-188.4

-4.36

6.50×108

0.390

-27.49 ± 101.0i

-183.8

-2.85

6.00×108

0.414

-40.85 ± 104.6i

-157.0

-2.56

5.50×108

0.441

-37.83 ± 105.3i

-155.3

-2.74

5.30×108

0.452

-31.35 ± 105.6i

-160.6

-3.91

5.25×108

0.455

-31.08 ± 108.5i

-155.7

-2.16

5.15×108

0.461

-33.26 ± 111.3i

-147.3

-2.36

Wing flexibility affects each pole in a different manner. First, increasing the
flexibility decreases the magnitude of the fast subsidence pole, but this mode is so highly
damped that it is not of further interest. Additionally, as flexibility increases, the slow
subsidence mode becomes less stable moving to a lighted damped value of λslow= -2.15.
Therefore, it appears that the heave dynamics are sensitive to the amount of wing
flexibility. The stable oscillatory mode does not show a particular trend with respect to
wing flexibility. For all cases that converged within the error tolerance defined in
Section 3.5.2 for hover equilibrium, the oscillatory poles are confined to real values of
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-27 to -41 s-1 and natural frequencies of 99 to 111 rad/s. This mode is similar to the
stable oscillatory mode reported in Taylor and Thomas’ experiments on live desert
locusts [74], which also had large natural frequencies (55 to 100 radians/second). Their
experiments, however, were conducted in a simulated forward flight environment in a
wind tunnel, so direct comparisons are difficult.

5.5.1. Stability Derivatives and Their Physical Underpinnings.

As we have done for the rigid wing cases, in order to determine the physical
causes for the changes in the stability characteristics, the stability derivatives that
populate the system matrix must be directly examined. It is helpful to compare the
flexible stability derivatives to those of a representative rigid case. Figure 5.14 shows the
stability derivatives for the frequency ratios represented in Figure 5.13 along with the
stability derivatives for several values of pitch axis location from Section 4.5.1.
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Figure 5.14. Stability derivatives for the flexible wing vs. changes in f/f1 (solid lines);
the stability derivatives for the rigid wings vs. varying pitch axis xp/c (dotted lines)
based on the NS model are included for comparison.
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This comparison demonstrates the main differences between the system matrices
and the relative sizes of key stability derivatives. Clearly, wing flexibility changes most
of the stability derivatives by large factors—an order of magnitude or more in some
cases. Three exceptions are the Zw, Xq, and Zq derivatives, which are very close to the
rigid values. However, these stability derivatives have been previously shown [5,16] not
to impact the resulting open loop system dynamics significantly. Therefore, we focus on
the remaining stability derivatives to determine the physical causes for the stable open
loop poles exhibited by the flexible wing.
Prior to describing the source of the new stability derivatives, we demonstrate the
collective effect that varying each stability derivative individually has on the overall
system dynamics. Motivated by the presentation of Taha et al. [77], in Figure 5.15, we
plot nine root locus diagrams that result from changing the stability derivatives
individually for both a representative system matrix from the rigid wings as well as a
representative system matrix from the flexible wings. The flexible case depicted in Figure
5.15 and in the following sections is for a frequency ratio of 0.41. Both the flexible and
rigid wings exhibit similar modes. The eigenvectors associated with the nominal
eigenvalues are listed in Table 5.3, and they represent the participation of each degree of
freedom in the mode governed by each eigenvalue.
The modes of the vehicle with flexible and rigid wings are similar. The
oscillatory mode consists primarily of pitch rate, then pitch, then horizontal velocity and
finally vertical velocity for both rigid and flexible wings. The fast subsidence mode is
also governed by the pitch rate, followed by the pitch angle and horizontal velocity. The
pitch rate is 180° out of phase with the disturbance in both rigid and flexible wings.
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There are differences in the slow subsidence mode for the flexible wing, where now the
pitch rate is again the largest contributor. But this mode remains the mode with the
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Imaginary
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largest contribution from the vertical degree of freedom.

Figure 5.15. The open loop poles are plotted for rigid (×) and flexible wings (o)
while manually varying each of the nine primary stability derivatives and holding
all the rest constant. In each plot, a single stability derivative is varied from its
nominal value to a factor 2.5 of its base value. As the stability derivative is
increased, the flexible results vary from blue to red and the rigid results vary from
black to cyan. Top left demonstrates the effect of Xu, center left isolates the effect of
Zu, bottom left isolates the effect of Μu, and bottom right illustrates the effect of Mq.
The nominal flexible poles are for f/f1 = 0.41. The nominal rigid poles are for A =
50°, Cα = 4.1, and αφ = 0.3 and xp/c = 0.25.
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Table 5.3. Natural modes of motion (eigenvalues and eigenvectors) for rigid and flexible
wings.
Rigid
Pole
Eigenvectors
u (m/s)
w (m/s)
q (rad/s)
θ (rad)
Flexible
Pole
Eigenvectors
u (m/s)
w (m/s)
q (rad/s)
θ (rad)

Oscillatory Mode
16.5 ± 45.5i
magnitude phase angle
0.0039
-119.1°
0.0016
-64.4°
0.9998
180.0°
0.0207
110.0°

Fast Subsidence
-56.9
magnitude phase angle
0.0034
0°
0.0018
180°
0.9998
180°
0.0176
0°

Slow subsidence
-8.4
magnitude phase angle
0.051
0°
0.95
0°
0.306
0°
0.036
180°

Oscillatory Mode
-27.5 ± 101i
magnitude phase angle
0.0006
43.4°
0.0004
110.0°
0.9999
0.0°
0.0096
-105.2°

Fast Subsidence
-183.3

Slow subsidence
-2.85

magnitude
0.0003
0
0.9999
0.0054

phase angle
0°
0°
180°
0°

magnitude
0.028
0.239
0.916
0.321

phase angle
180°
0°
0°
180°

Figure 5.15 also illustrates that only a few stability derivatives have any
significant effect on the open loop poles. In particular, only variations in Xu, Mu, and Mq
have much of an effect on the stability of the system for either the flexible or rigid wings.
Indeed, a change in Xu of 2.5 causes an increase in stability of the oscillatory poles by a
factor 2.5 and 1.5 for the flexible and rigid wings respectively, while changing the slow
subsidence pole by only 7%. Thus, increasing the horizontal velocity damping Xu
significantly enhances the stability of the oscillatory mode and the fast subsidence mode,
and has virtually no effect on the slow subsidence mode. The slow subsidence mode has
been previously shown [15] to consist almost exclusively of the dynamics in the vertical
degree of freedom. Furthermore, increasing the pitch rate damping Mq by the same factor
of 2.5 results in increasing the stability by 2.1 and 1.3 for the flexible and rigid wings
respectively. On the other hand, increasing the speed derivative Mu by 2.5 causes the
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flexible wing’s oscillatory mode to change from stable to unstable, and for the rigid wing,
the instability grows by a factor of 1.4.
From the root locus plots in Figure 5.15, we also learn why the flexible wing is
stable. Although Mu rises by a factor of 10.6 (which is destabilizing), both Xu (horizontal
velocity damping) and Mq (pitch rate damping) increase by factors of 8.5 and 14.6
respectively. This rise in the damping terms ultimately permits the stable poles that are
depicted in Figure 5.13. Because only three stability derivatives affect the oscillatory
mode (unstable for rigid, stable for flexible), we focus the following discussion on Xu,
Μu, and Mq.

5.5.2. Horizontal Velocity Damping, Xu

To determine the reason that the horizontal velocity damping is so high for the
flexible wing, we compare the forces and accelerations in the horizontal direction with
and without a horizontal perturbation. Figure 5.16 includes the change in horizontal
acceleration, the horizontal forces, the angular rotation rate, and the passive pitch angle
which directly informs the stability derivative Xu. We obtain the rigid wing results by
running the flexible simulation without a gust and solving for the trim control inputs and
initial conditions. The resulting passive pitch angle is stored, and once the solution
becomes periodic, the wing motion is expressed as a sixth order Fourier series. This
pitching schedule is then played back in a rigid wing simulation using the Navier Stokes
aerodynamic model, where the stability derivatives, time histories of forces and moments,
and other pertinent data are stored. Because we replay the hover passive pitch angles
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Figure 5.16. Contributions to the horizontal rate damping, Xu. The change in
horizontal acceleration, horizontal forces, angular rotation rates, and passive pitch
angles for flexible (left) and rigid (right) wings in response to a perturbation in the
xb direction, u = 0.0064U. The hover condition is in blue, and the perturbation
condition is in green.
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(with no perturbation), the only differences between the flexible and rigid results that
appear below are from the reduced wing wake interaction of flexible wings and the
ability of the flexible wing to deform differently in the presence of a gust. One of the
most obvious differences, therefore, in the flexible versus rigid wing comparisons in
Figure 5.16 is that the flexible wing is able to change its response (including wing shape)
due to the perturbation while the rigid wing is not.
As shown in Figure 5.16, there are portions of the wing stroke where the
horizontal rate damping for the flexible wing is enhanced (labeled A, B, C), where the
change in horizontal acceleration (∆ub ) is a large negative value. The first occurs from τ
= 0.2 to 0.3 (station A in Figure 5.16) in the dorsal to ventral stroke when the horizontal
perturbation is opposing the wing motion. The relative velocity of the wing is higher
than at hover. This higher relative velocity causes horizontal rate damping (-Xu) in both
the rigid motion (see also station D) and the flexible motion, and was also noted by
previous researchers [8,15]. However, the rate damping in the flexible case is much
higher in this portion of the stroke. The primary reason is because the wing’s flexible
response is different in the presence of the horizontal perturbation. In particular, we see
that at τ = 0.25 (where relative velocity is the highest) the pitch angle of the perturbed
flexible wing is lower, yielding a higher angle of attack (AoA = 52.3°) than the rigid wing
(AoA = 43.5°). The higher angle of attack indicates that the instantaneous orientation of
the wing is more vertical, leading to a higher drag. Figure 5.17 provides the deformed
wing position and shape with and without a gust for a representative flapping period. The
wing’s response to the perturbation is not simply a matter of the wing being “blown
back” by the higher relative wind in the advancing stroke. Rather, the entire dynamic
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response changes the time history of deformation throughout the stroke. Since the
flapping (forcing) frequency is lower than the natural frequency of the wing, one would
expect a phase delay in the response [89]. Indeed, the largest wing deformation (relative
to hover) does not occur at the midstroke (τ = 0.25), but rather near the end of the stroke
near τ = 0.41. Finally, the wing’s rotation rate is also higher for the flexible wing at τ =
0.2 to 0.3 when the relative flow velocity is highest, which results in slightly larger forces
as well.

Figure 5.17. Deformed wing motion for hover (blue) and under a horizontal
perturbation (green) of u = 0.0064U. The wing motion used in the rigid wing
simulations is also provided (black). The structural response of the flexible wing in
a hover and a gust is not the same, leading to higher horizontal velocity damping
(larger –Xu).
Secondly, there is significant horizontal rate damping Xu in the flexible wing case
at τ = 0.4 to 0.6 (station B in Figure 5.16) where no rate damping exists at all for the rigid
wing. This arises primarily due to the larger rotational rate in this portion of the stroke
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along with a higher AoA (the wing is nearly vertical). Not only does the wing shape
change due to the perturbation, but also its rate. For example, the unperturbed flexible
wing has a rotation rate of 369°/period when it is vertical at τ = 0.463, but the perturbed
flexible wing has a rotation rate of 492°/period when it is vertical (τ = 0.487), resulting in
a larger force oriented in the -xb direction.
Finally, at τ = 0.7 to 0.8, the wing is flapping with the relative wind, resulting in a
lower relative fluid velocity. This reduces the drag compared to the hover condition in
both the flexible wing case (station C of Figure 5.16) and the rigid wing (station E of
Figure 5.16), which contributes to -Xu . However, the flexible wing has lower drag in this
portion of the stroke because it has higher passive pitch and therefore lower AoA.
Additionally it has a lower rotational velocity than the hover condition in this portion of
the stroke as well. Indeed, after τ = 0.8, both the AoA and the rotational velocity of the
perturbed flexible wing are higher, and there is a spike in drag that occurs near τ = 0.85,
resulting in a small region of +Xu. However, the -Xu contributions overwhelm the
positive contributions, leading to significantly higher horizontal rate damping in the
flexible case than the rigid case. This stabilizing influence result from a mechanism that
is only possible in flexible wings: the modified wing motion and deformation in response
to the new aerodynamic environment created by the perturbation.

5.5.3. Growth in the Speed Derivative, Μu

Wing flexibility makes the FWMAV exhibit greater pitch accelerations in the
presence of horizontal velocity perturbations, as measured by the speed derivative Mu.
Although the growth in the speed derivative is generally destabilizing (Figure 5.15), this
effect is masked by the simultaneous growth in Xu and Mq, which are stabilizing.
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Nonetheless, it is still helpful to see how the flexibility affects the pitch sensitivity to
horizontal gusts as many of these themes will reappear when we discuss pitch rate
damping Mq.
As in the case of the horizontal rate damping, we demonstrate the effect of
flexibility by simultaneously analyzing the flexible wing response, the force and
moments that are generated and the change in pitch acceleration for both flexible and
rigid wings in hover and u-perturbation conditions in Figure 5.18. In order to resolve the
various elements that contribute to the moment about the body CG, we plot both the
horizontal and vertical forces as well as the contribution to the moment due to the
moment arm at which they act. In Figure 5.18 and Figure 5.19, the rac/o × Faero term
primarily represents the effect of lift acting at moment arm fore and aft of the CG due to
wing flapping, and the ro/CG × Faero term primarily captures the drag force acting at a
vertical offset above the body CG. Although the change in moments appear to be quite
small due to the small perturbations used in constructing the linearized system matrix, the
pitch accelerations that they produce are significant due to the low rotational inertia of the
body (Ib,yy = 5×10-13 kgm2). The stability derivatives (e.g. Μu and Mq) are based on the
net body accelerations due to velocity perturbations. We therefore display both the forces
and moments that cause the accelerations and the net acceleration itself in Figure 5.18
and Figure 5.19. The acceleration includes contributions from both forces and moments
and from the wing inertial terms. However, the wing inertial terms are not shown in
Figure 5.18 and Figure 5.19 because their influence on the stability is negligible [77],
even in the case of flexible wings.
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Figure 5.18. The forces, moments, and wing motion that cause the speed derivative
Mu for flexible (left) and rigid wings (right). The perturbation case of u = 0.0064U is
plotted in the green dotted lines and the hover case is in blue solid. q in (a) and (g)
is the difference in pitch acceleration between hover and the perturbation. The first
(green) r × F term in subfigures (b, c, h, and i) primarily captures the contribution
from lift acting at an offset in the spanwise direction. The second r × F term (red)
primarily captures the contribution from the drag acting at a vertical offset above
the body CG. Flexible wing motion (e) and (f) reacts to the perturbation; rigid wing
motion, by definition, does not (k) and (l).
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In this study, the two primary locations where the moment calculation is important
are about the pitch axis of the wing and the body CG. The pressure distribution around
the wing results in both a force and a pure aerodynamic moment about the pitch axis of
the wing. The pitch axis of the wing is taken to be the leading edge for both flexible and
rigid wings, which is one reason why the relative magnitude of the aerodynamic moment
is higher than it was for the rigid cases in Chapter 4. This moment will usually be termed
the “aerodynamic moment about the pitch axis.” The moment about the body CG is the
moment that causes pitch accelerations and affects the stability derivative.
There are multiple influences that increase the speed derivative during different
portions of the stroke. However, the trend in the flexible case is to consistently increase
the nose up moment in the presence of a u-perturbation. Beginning at τ = 0.15 (station A
in Figure 5.18), a u-perturbation slightly changes the wing wake interaction, reducing lift.
Since the lift is acting behind the CG, a reduction in lift yields a nose up moment,
contributing to +Μu. Then at τ = 0.25 (station B), the drag and the pure moment
contribute to the nose pitch +Μu in a gust. The relative wind is higher due to the
perturbation. Hence, the increased drag acting at a moment above the body CG causes a
nose up moment. Additionally, the relative wind and decreased wing deformation
increases the magnitude of the pure moment developed by the pressure distribution along
the wing. The wing response is the same as that depicted in Figure 5.17. At τ = 0.35 to
0.45, the lift is higher because the wing adopts a more advantageous AoA in this region
under a perturbation. This lift is now in front of the CG, further contributing to +Μu. At
τ = 0.5 to 0.6 (station D in Figure 5.18), there is a brief region where the moment is
negative with the perturbation. In this region, it is due to reduced lift from a small pitch
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angle (and very high AoA). Also, the wing’s rotation rate is higher, which imparts a
negative moment simply due to the pure couple that resists rotation in a fluid. Then from
τ = 0.6 to 0.7 the lift in the perturbation case is higher than hover, primarily due to a
larger angular rotation rate and better AoA. More lift in front of the CG increases +Mu.
Finally, at τ = 0.8 (station F in Figure 5.18), we see an increase in pitching moment about
the body CG during a perturbation. Here the largest contributor is again the pure moment
developed on the wing. Therefore, influences that only exist in flexible wing cases (the
wing’s response to the perturbation and reduced wing wake interaction) modify the speed
derivative relative to the rigid wing.
In the rigid case, the amplitude of variation in pitch acceleration is much lower.
The sources of the speed derivatives for the rigid motion (using the flexible pitching
schedule) are largely the same as those discussed for rigid wings using abstracted
prescribed kinematics (Section 4.5.2), but we review them here as well. The most
significant contribution to +Mu is the drag term acting above the body CG, which is
increased in the advancing half stroke (station H in Figure 5.18) and decreased in the
opposite half stroke (station J in Figure 5.18), both of which yield a nose up moment.
Additionally, the wing wake interaction affects the forces and moments near τ = 0.15
(station G) and τ = 0.65 (station I). As described in Section 5.3 and [1], rigid wings are
not able to adapt to the aerodynamic forces, and therefore, their motion produces vortical
structures with increased strength in the wake that impact the force production in the
following half-stroke. The effect of this wing wake interaction is to decrease the lift
particularly at τ = 0.65 (station I) in both the hover and perturbation cases. However, the
decrease in lift in the perturbation cases is smaller, which increases the +Mu, by
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effectively increasing the lift in front of the body CG. Finally, there is a -Mu associated
with the pure moment about the pitch axis of the wing. However, in the rigid wing, the
change in pure moment is small and strictly the result of the relative velocity at τ = 0.25
and 0.75 since no changes in wing shape are possible with the rigid wing.

5.5.4. Pitch Rate Damping, Mq

As demonstrated in Figure 5.15, the pitch rate derivative Mq is the third stability
derivative that has a large effect on the stability of the overall system. Pitch rate damping
exists when Mq < 0, when a nose up (positive) pitch rate of the body yields a nose down
(negative) moment and pitch acceleration. As -Mq increases in magnitude, the stability
improves. Figure 5.19 depicts the relevant contributors to the moment about the body
CG due to a body pitch rate for flexible (left panel) and rigid wings (right panel). In both
panels, the change in pitch acceleration is plotted first, followed by the moment
contributors, the pitch angle, and the pitch rate. The first noticeable difference between
this perturbation and the horizontal velocity perturbation studied in the last section for Mu
is that the passive pitch angle is not as strongly affected by the pitch rate perturbation. As
in Figure 5.18, the rac/o × Faero term primarily represents the effect of lift acting at
moment arm fore and aft of the CG due to wing flapping. The ro/CG × Faero term primarily
captures the drag force acting at a vertical offset above the body CG. Although the
change in moments appear to be quite small due to the small perturbations used in
constructing the linearized system matrix, the pitch accelerations that they produce are
significant due to the low rotational inertia of the body (Ib,yy = 5×10-13 kgm2).
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Figure 5.19. The forces, moments, and wing motion that cause the speed derivative
Mq for flexible (left) and rigid (right) wings. The perturbation case of q = 0.014
radians/period is plotted in the green or dotted lines.
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Beginning at τ = 0.1 to 0.2 (station A in Figure 5.19(a,b)) the increase in lift in the
perturbation (dotted green line in Figure 5.19(b)) contributes to the nose down moment
about the body CG for the flexible wing. This small increase in the magnitude of the lift
is due a slightly better AoA, which is a result of both the passive pitch angle and the new
effective AoA produced by the pitch rotation itself. This lift is created aft of the wing
root, producing a nose down moment about the body CG.
A nose down aerodynamic moment (blue curve in Figure 5.19(b)) also arises in
the presence of a body nose up pitch rate throughout the stroke as described in Fung [98].
This moment is also dependent on the velocity of the relative wind, so it is most evident
at station B. But it applies throughout the entire stroke for both flexible and rigid wings
(although it can be overwhelmed by other features).
There an additional contribution from the pure aerodynamic moment about the
wing leading edge (blue line in Figure 5.19(b)) that appears at the midstroke and lasts
until stroke reversal (τ = 0.25 to 0.5 marked by station C). In this region the wing
rotational velocity of the flexible wing in the q-perturbation is slightly larger (Figure
5.19(d) and Figure 5.20). This larger wing rotation rate adds to the nose down
aerodynamic moment about the wing pitch axis. It is analogous to the moment produced
by rotation of a body per Fung [98]. The higher rotation rate of the flexible wing about
the leading edge results in a higher relative velocity at the trailing edge. As a result, a
lower pressure region forms behind the wing and, hence, a larger nose down pitch
moment about the leading edge is created. This is the same mechanism that causes
increased aerodynamic forces during regions of wing rotation rate. We do not see a
significant effect on the lift or drag in this portion of the stroke (τ = 0.25 to 0.5), however,
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because the relative velocity of the fluid is lower in the first half stroke due to the qperturbation.
There is a similar phenomenon between τ = 0.7 and 0.85 (station D), where a nose
down change in aerodynamic moment about the leading edge (blue line in Figure 5.19(b))
develops. In this portion of the stroke, the pressure distribution causes a nose up
aerodynamic moment about the pitch axis (which also produces a nose up moment about
the body CG) with and without a q-perturbation. However, the nose up moment is lower
in a q-perturbation, which yields a further contribution to the stabilizing -Mq. In this
portion of the stroke, we have a lower wing rotation rate (station D in Figure 5.19(d)) as a
result of the wing’s response to the perturbation. In this case, the reduction in the wing
rotation rate produces a lower aerodynamic moment for the same reasons that occurred at
station C. We do not see a drop in the rotational forces at this portion of the stroke
because the body rotation slightly increases the wing velocity.
For the rigid wing, the pitch rate damping arises for the same reasons that were
identified in Section 4.5.4. First, as in the flexible case, there is a small negative moment
developed throughout the stroke simply from the restoring moment that generally
accompanies a pitching flat plate in a fluid. However, the wing wake interaction
dominates the moment production in both halves of the stroke. Specifically, at τ = 0.1 to
0.2 (station E in Figure 5.19(e) and (f)), the loss of lift in the “wake valley” [31] behind
the body CG causes a nose up moment, which is destabilizing. This occurs in the same
portion of the stroke that the flexible wing experiences a stabilizing tendency due to
increased lift to the body pitch rotation. In the next half stroke, the loss of lift in the wake
valley at τ = 0.6 to 0.7 (station F in Figure 5.19(f)) in front of the body CG causes a nose
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down moment and is stabilizing. The loss of lift in the first half stroke is weaker than the
loss of lift in the second half stroke, so the overall effect is a nose down moment. The
primary reason that there is a difference in the wing wake interaction between the hover
and pitch rate perturbation cases was previously suggested by Cheng and Deng [8]. The
pitch up motion imparts a downward vertical velocity to the wing when the wing is
behind the wing root, and an upward vertical velocity when in front of the wing root.
The downward vertical velocity for τ < 0.25 causes an apparent upwash on the wing in
this portion of the stroke, which enhances lift, and the opposite effect is seen in the
opposite half stroke. This works in tandem with the wing wake interaction to produce the
negative pitching moment, although it is clearly not large enough to stabilize the
FWMAV as it is for flexible wings.

Figure 5.20. Deformed wing motion for hover (blue) and under a pitch rate
perturbation (green) of q = 0.014 radians/period. The flexible wing motion in a
hover and a gust is more similar than in the horizontal perturbation case, but some
differences are evident.
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Thus, the flexible wing has a higher magnitude of -Mq compared to its rigid
counterpart for two primary reasons. First, the flexible wing does not have to overcome
the destabilizing tendency of the wing wake interaction. Secondly, the aerodynamic pitch
moment about the flexible wing is more negative, largely because of the faster passive
pitch rate due to the wing deformation between the hover and q-perturbation case.

5.6.

Evolution of Flight from Hover

Based on the open loop poles of the system, the FWMAV appears to have a stable
response. In this section, we simulate the flight of the FWMAV as it evolves after
beginning near hover. We compare the results of the flexible wing with two different
rigid wing simulations: one with abstracted kinematics from Chapter 4 and the other with
a pitch schedule that matches the flexible wing’s passive pitch.
Figure 5.21 depicts the response of a representative flexible wing (f/f1 = 0.41) to
the rigid wing setup from Section 4.5 (A = 50°, Cα = 0.1, αφ = 0.3 and xp/c = 0.25). The
first observation is that the trimming procedure described in Section 3.5 effectively
identifies trim conditions within the given convergence margin. Even for the unstable
response of the rigid wing, the growth in the highest response (vertical velocity rate) is
still less than 1 chord per period after ten cycles. Additionally, the non-zero initial
conditions that are required for trim can be seen in each degree of freedom at τ = 0.
Secondly, the periodic forcing of both wings causes cyclic variations in all three degrees
of freedom. The horizontal velocity u for both the rigid and flexible wing has a one-percycle pattern with a similar amplitude and shape indicating that integrated effects of the
drag forces are similar despite the different kinematics.
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Figure 5.21. The longitudinal evolution of flight when started from equilibrium
conditions in hover for flexible and rigid wings. The flexible wing has a frequency
ratio f/f1 = 0.41, and the rigid wing uses abstracted kinematics with A = 50°, Cα =
4.1, αφ = 0.3 and xp/c = 0.25. The left side depicts the simulation for ten full cycles.
The right side shows the details of a single period.

The vertical velocity w, however, shows several differences. The first is that the
rigid wing is unable to maintain a zero vertical velocity, whereas the flexible wing is able
to remain closer to an average velocity of zero. The rigid wing begins to depart from
equilibrium after the eighth cycle. Additionally, the velocity profile itself is quite
different, which can be seen in Figure 5.21(b). The rigid wing, however, which holds a
constant pitch angle for most of the stroke, exhibits much less variation in vertical
velocity. On the other hand, the passive pitching of the flexible wing results in a larger
range of pitch angles and also causes most of the lift to be created in the mid-stroke.
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This force profile causes larger half-cycle variations in the vertical force. This gives rise
to a larger amplitude of vertical velocity and a clear two-per-cycle lift profile seen in
Figure 5.7.
Finally, the pitch rate profile for the flexible and rigid wings is also different.
Both seem to be able to hold their position well, with an average pitch rate very close to
zero. In this degree of freedom, however, the pitch rate variation of the rigid wing has a
much higher amplitude and lower frequency of once per cycle, whereas the flexible wing
has a three-per-cycle oscillation and lower amplitude. The reason for this is evident from
the total moment about the CG in hover (solid black line depicted in Figure 5.18(b)),
where the moment about the body CG changes sign six times in the course of a single
cycle. On the other hand, the moment about the CG for a rigid wing changes sign twice
per cycle. This also contributes to the high natural frequency of the body motion (i.e.
ω1,2) relative to the rigid case.
Figure 5.22(a) depicts the response of the same flexible wing in comparison to a
rigid wing simulation using the passive pitching schedule obtained during the flexible
wing simulation. In this situation, the vehicle is re-trimmed, resulting in a new set of
control inputs and initial conditions even though the same pitch schedule is used. The
flap amplitude of the rigid wing using the flexible pitch schedule is 85.0° whereas the
flap amplitude of the flexible wing was 72.8° as shown in Figure 5.22(b).
The rigid wing, therefore, requires 40.1 Watts/kg of power to flap versus 27.1
Watts/kg for the flexible wing, or a 48% increase in required flapping power for the rigid
wing. This is primarily due to the higher lift generation for the flexible wing by
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streamlining its wing shape, reducing the lift-degradative wing wake interaction (see

w+ (chord/period) u + (chord/period)

Section 5.3).
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Figure 5.22. The longitudinal evolution of flight when released from hover for
flexible and rigid wings (a). The rigid wing from Figure 5.21 is retained (blue), and a
rigid wing that the pitch schedule based on the flexible wing response is included
(red). The required control inputs (b) are plotted vs. trimming iteration for the
flexible wing where f/f1 = 0.41 (black) and a rigid wing (blue) using the passive pitch
angles produced by the flexible wing. Both flexible and rigid wings are trimmed in
less than fifteen iterations of the rigid NS or coupled CFD-CSD solver.

Figure 5.22 shows that the longitudinal response of the rigid wing using the
flexible pitching schedule also has a significantly larger response in all degrees of
freedom than the flexible wing itself. This demonstrates that the pitching schedule alone
is not enough to stabilize the FWMAV. As discussed in Section 5.5, the other effects of
the flexible wing (reduced wing wake interaction and the ability of the wing shape to
respond to perturbations) are more important than the pitching schedule itself.
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This might also explain why the experimentally observed pitching schedule
reported by Fry et al. [32] that is shown in Figure 3.3 did not appear to confer any
benefits on the FWMAV when simulated with rigid wings. The power and stability
results of these simulations are show in Figure 5.23. The power is higher than the
abstracted kinematics, and the stability is not significantly better – it certainly does not
exhibit stable open loop poles. When a biological pitching schedule, which itself results
from wing flexibility, is reproduced using a rigid wing simulation, the benefits are not
seen because the true source of these benefits, i.e. the ability to adjust the wing shape and
its dynamics under some perturbation, is not simulated.

Figure 5.23. The required specific power (a) and open loop poles (b) of a rigid wing
simulation using biologically observed time history of pitch angle from [32].

5.7.

Summary of Flexible Wing Results

The introduction of wing flexibility has significant ramifications on the
performance and stability of a FWMAV. The passive pitching motion is not controlled
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or prescribed. Rather, it is allowed to develop as a result of the dynamic balance of the
wing inertia, material stiffness, and fluid forces.
Since the aerodynamic forces are a direct function of the pitching kinematics and
wing shape deformations, the forces produced by flexible wings are quite different from
those of rigid wings using abstracted kinematics. One of the main differences is the
much lower wing wake interaction that is evident in flexible wings. This was previously
identified in Kang and Shyy [1] and Sridhar and Kang [13], and it is evident in this study
as well. Both the lift enhancing and lift reducing effects of the wake are reduced for
flexible wings because the flexible wing adapts its shape to the flow field and does not
shed as much vorticity from the trailing edge. Therefore, most of the lift is produced in
the mid-stroke, and less lift is produced at the stroke reversals, in contrast to the rigid
wing studies of Dickinson and coworkers [25–27]. The power required to flap with a
flexible wing varies significantly, with the stiffest wings requiring much more power
since they also require larger flapping amplitudes.
Perhaps the most significant difference that flexible wings entail is that the open
loop poles of the linearized system are now all stable. Most, if not all, rigid wing studies
showcase unstable oscillatory poles. This suggests a qualitatively different response than
the FWMAV with rigid wings. The flexible wing has different stability characteristics
than its rigid counterpart for two main reasons. The first is that the wing shape and its
time rate of change adjusts to different perturbation conditions — something that a rigid
wing cannot do. The compliant nature of the flexible wing enhances the Xu and Mq
damping. Additionally, the wing wake interaction, which has been previously shown to
be destabilizing is significantly mitigated. Although these differences can appear to be
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subtle, their integrated effect on the stability derivatives is quite significant and large
enough to stabilize the FWMAV.
Interestingly, the abstracted kinematics used by Sun and coworkers seem better
suited to rigid wings than the flexible or biological pitching schedules. From Section 4.4,
they require less power, and the stability characteristics of all rigid wings (whether using
abstracted kinematics of passive pitch angles) are unstable. However, wing flexibility
provides a significantly more stable platform with only a small increase in power
required, and furthermore, it does not need an active pitching mechanism to achieve a
desired pitching motion. It is also possible that the sensing and control system could be
reduced in view of the more stable dynamics of flexible wings. Such reductions in
weight and complexity are highly attractive to designers since the physical dimensions of
FWMAVs are, by definition, extremely small compared to typical air vehicles.
Additionally, flexible wings are likely to be made from lighter materials than rigid wings.
These combined weight savings might also yield significantly higher payload, range,
endurance or agility.
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CHAPTER 6

CONCLUSION

6.1.

Summary

The research in this dissertation was motivated by the lack of any treatment of
wing flexibility on the stability and flight performance of FWMAVs. The primary
objective of this study, therefore, was to determine what effect introducing wing
flexibility into a high fidelity model of flapping wing flight dynamics would have on the
longitudinal open loop stability and the power requirements of a fruit fly scale robotic
vehicle.
The performance and stability of a FWMAV was evaluated by creating a multifidelity flight simulator capable of using three different aerodynamic models: i) a quasisteady model for rigid wings, ii) a fully validated 2D Navier Stokes solver capable of
simulating pitching and plunging motion for rigid wings, and a iii) fully coupled, fully
validated Navier Stokes – Euler Bernoulli beam solver, which determines both the
instantaneous wing shape and the resulting aerodynamic forces and moments. These
aerodynamic models were tightly coupled to the flight dynamics equations of motion.
The coupling considers both the motion of the body in the calculation of aerodynamic
forces as well as the inertia of the wings in determining the net forces acting on the body.
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One of the most significant developments in this research is developing a trim
algorithm in order to find the necessary control inputs and initial conditions to place the
FWMAV in hovering equilibrium for both rigid and flexible wings. Equilibrium is
defined such that average accelerations across a cycle are within an error tolerance of 3%
of gravitational acceleration. We calculated power by directly measuring the moments
and angular velocities associated with wing motion. We then averaged the positive power
contributions in accordance with the consensus from the literature.
The most significant results from the research are that the FWMAV with the
flexible wing exhibits open loop poles in hover that all have negative real parts whereas
the rigid wing simulations for multiple pitch axes and also for biologically observed
pitching motions have a set of poles with positive real parts. In other words, the flexible
wings appear to provide stability to the FWMAV dynamic system that the rigid wings do
not. This is a novel finding as most, if not all, rigid flapping wing studies have report a
hover equilibrium with at least one pole with positive real part. The primary reason for
the different behavior of the flexible wing system is precisely that the flexible wing
structure can respond to perturbations while the rigid wing cannot. This increases the
damping in two key stability derivatives, the horizontal velocity damping and the pitch
rate damping that ultimately drive the poles into the left half of the complex plane.
Additionally, in our rigid wing simulations, we demonstrated the destabilizing influence
of wing wake interaction. The stability of flexible wings is facilitated because they
experience significantly reduced wing wake interaction, which positively contributes to
the lift generation as well as stability.
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We also showed that the power requirements of a flexible wing are reduced for
increasing frequency ratios (corresponding to decreasing stiffness). The lowest power we
obtained for flexible wings was 23.1 W/kg, which is within the calculations made by
biologists observing live fruit flies. Although this power is 36.8% larger than the best
power prediction that we observed in our rigid wing simulations (16.9 W/kg), passive
rotation of a flexible wing precludes the need for pitch actuation mechanisms and has the
potential to reduce complexity and save on weight and power. Thus, wing flexibility has
the potential to simplify FWMAV design while providing beneficial stability
characteristics without prohibitive power penalties. Additionally, the reduced weight of
flexible wings and the potential to relax the demands on an active controller might
translate into higher performance such as increased range, endurance, payload, or agility
over similar designs using rigid wings.

6.2.

Original Contributions

In the course of this research, we made several innovations that are new to the
technical community. We have also made several observations and conclusions that have
not been previously reported concerning FWMAVs.
Novel contributions to the modeling of flapping wing flight dynamics include the
following:
1.Development of a quasi-steady model that includes NS-informed rotational lift
coefficients better representative of the actual rotation rates of insect wings as well as
modeling of the pure aerodynamic moments generated from flapping wing motion.
2.Development of a fully coupled flight simulator that can model rigid and flexible
wings, find equilibrium control inputs and initial conditions, and perform time-marching
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simulations of flight while capture all relevant flow features, as well as wing and body
dynamics.
3.Development and validation of a new trim algorithm to find equilibrium of this
nonlinear, time varying system with coupled aerodynamics, structural dynamics and
flight dynamics considered.
New discoveries, observations, and conclusions include:
1.Wing rotational forces significantly affect the flapping amplitude and power
required to hover for rigid wings. Not properly accounting for this lift generation
mechanism leads to erroneous predictions of required control inputs, required power, and
stability characteristics.
2.Wing rotational forces significantly affect the flapping amplitude and power
required to hover for flexible wings. Rotational mechanism enables flexible wings to
create more lift during mid-stroke than the typical kinematics of rigid wings. This has
not been previously observed or reported upon.
3.Wing wake interaction affects the flapping amplitude and power required to hover
for both rigid and flexible wings. Not properly accounting for this nonlinear mechanism
leads to erroneous predictions of required control inputs, required power, and stability
characteristics.
4.A flexible wing responds to free flight body oscillations by modifying its wing
shape, the rates of wing shape deformations and aerodynamic forces. This is the first
time this has been modeled or observed. This implies that even in equilibrium (no
perturbation), the wing’s dynamics are coupled to the body dynamics, even for very high
flapping frequencies.
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5.A flexible wing responds to external perturbations by modifying its wing shape and
the rates of wing shape deformations and aerodynamic forces, such that all open-loop
poles are stabilizing. This is the first time this has been modeled or observed. The
stabilizing effects of wing flexibility and the physical sources thereof primarily extend
from two features of flexible wings which are not possible in rigid wings:
a. Flexible wings significantly reduce wing wake interaction, and therefore are not
subject to the destabilizing influences of wing wake interaction.
b. The wing deformation itself can respond to the perturbed flow field in nontrivial
ways that significantly increase the damping in key stability derivatives that ultimately
return stable open loop poles. This deformation produces both modified passive pitch
and pitch rates, which beneficially affect the stability.

6.3.

Recommendations for Future Research

Although this research has answered some open questions of interest to the
flapping wing community, there are several new directions that could be pursued. Also,
there are several ways that the modeling in the current study could be improved upon.
One of the biggest simplifying assumptions made in the study is that we solve the
2D Navier Stokes equations on a 2D computational mesh. Repeating much of the
research on a 3D wing could potentially yield more insights into the role of wing rotation
and wing wake interaction in rigid wings. Furthermore, if a full 3D flexible wing model
could be developed and coupled to the aerodynamics and flight dynamics, we could
determine the influence of spanwise effects in both the flow and the structural dynamics.
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Additionally, investigation of higher Reynolds number flight can be investigated.
This could be valuable to those designing and prototyping FWMAVs since the state of
manufacturing technology currently prevents construction of a true fruit fly sized vehicle.
Improving the beam model is another area of potential research. Our range of
wing stiffness was limited by the ability of the linear solver to accurately represent the
wing deformation. Considering a geometrically nonlinear structural dynamics model
would address many of these issues and would allow for a more thorough search of the
flexible design space.
Using the current flight simulator, several new directions could be pursued. Some
insects are known to possess the musculature to change the pitch of the wings even
though their wings are flexible. Additionally, insects utilize out of plane deviation angles
in their flapping motion. The current model also permits active pitch in the context of
wing flexibility and vertical deviation could easily be added to the wing kinematics.
Combining these features would permit exploration of a different parametric design
space. Using an out of plane deviation angle might also provide increased damping to the
vertical degree of freedom, which our flexible wing model showed is now the least stable
mode.
Several new directions could be explored by conducting full 6DOF simulations
with the simulator. One of these includes determining the extent to which the lateral
directional modes are affected by wing flexibility. Furthermore, adding additional wings
to the simulation could be interesting. Additionally, forward flight, climbing,
descending, and turning modes could be simulated and investigated, both using the QS
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model and the NS model. If non-hover flight modes or the full 6DOF system is
investigated, the aerodynamic forces on the body would need to be considered.
Having developed a multi-fidelity nonlinear flight dynamics model which
includes both states and control inputs that can evolve in time, we are able to simulate the
flight of a FWMAV. Therefore we are able to apply control strategies and determine
their effectiveness in simulation. We have already successfully applied Lyapunov-based
sliding mode control to stabilize the FWMAV in hover [122]. We used the quasi-steady
model of a FWMAV with rigid wings, which is inherently unstable, and successfully
rejected gusts up to 50% the flapping wing velocity, U [122]. There are several new
directions that could be pursued to include testing if the sliding mode control strategy can
accommodate wing damage as well as actuator uncertainty. Investigating other control
strategies that have been recently developed for nonlinear systems is also of interest.
Finally, utilizing more advanced mathematical tools might yield further insights
into the dynamics of the flexible wing system. Currently we evaluate the stability of the
equilibrium point using linear analysis. Nonlinear analysis of this time-varying system
might uncover novel dynamic features that insects may use or can be used for nextgeneration micro-air vehicles.
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APPENDIX

A.1

Method of Solving the Navier Stokes Equations and Case Setup

The Navier Stokes equations are solved using an in-house two-dimensional,
structured, pressure-based finite volume solver [123,124]. It employs implicit first or
second order time stepping and treats the convection terms using the second order
upwind-type scheme and the pressure and viscous terms using second order schemes. The
geometric conservation law, a necessary consideration in domains with moving
boundaries, is satisfied [125]. We use the radial basis function interpolation method to
deform the computational mesh at each time step [118] in accordance with the prescribed
kinematics.
The grid is a structured, rectangular grid with 102 points along the top and bottom
of the airfoil, 13 points along the leading and trailing edges, and 102 points in the radial
direction for a total of 113,424 points. The outer boundary of the domain is located 50
chord lengths from the wing. The wing section is also rectangular with a 2% thickness to
chord ratio. The solver determines forces and moments at a rate of 480 time steps per
flapping period. The boundary conditions are no-slip on the surface of the wing and
extrapolated pressure at the boundary. The initial conditions are quiescent flow. The wing
is moved at each time step in accordance with the prescribed wing kinematics and body
motion.
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Figure A.1. Visual depiction of the 3D flapping motion and the 2D plunging motion used to
model wing flapping in the 2D Navier Stokes solver.

The three-dimensional flapping is converted to a two-dimensional plunge motion
in order to facilitate the solution of the Navier Stokes equations in two dimensions. The
arc length of the second moment of wing area is set equal to the plunge amplitude ha,
according to ha = Zr2 and Figure A.1.
A.2

Grid and time step convergence

In order to assess the effects of grid resolution and time step size at the fruit fly scale
at Re=1×103, grid and time step convergence studies were conducted to determine the
optimal grid resolution, domain size, and time step.
A motion based on Xiong and Sun [15] was prescribed on the rigid wing. A noslip boundary condition was prescribed on the flat plate surface, and outer boundaries of
the domain were set as inlet. A rectangular domain showed a better convergence rate and
fewer velocity-pressure coupling iterations per time step than a circular domain. After
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assessing the effects of domain shape and domain size, we found that a rectangular
domain with outer boundary at 50 chords lengths in the direction normal to the wing had
an optimal distribution (see Figure A.2). Lift histories for each grid are provided in
Figure A.3.

Zero Velocity

leading edge
No Slip

c

a)

trailing edge
b)

Figure A.2. Overview of the computational mesh for 61×101 grid. (a) Computational
domain and boundary conditions. (b) Zoomed in view of the mesh around the flat plate
shows the rectangular computational domain around the flat plate.

Four levels of grids were created ranging from a coarse to extra-fine grid with
resolutions 31×51, 61×101, 121×201 and 241×401 respectively. In comparison, Xiong
and Sun [15] used a three dimensional O-H type computational grid with the outer
boundary fixed at 20 chord lengths from the wing and 71×73×96 points in the normal
direction, along the body axis and in the azimuthal direction, respectively. Convergence
was assessed systematically based on the error norms of lift coefficient CL over two
motion cycles with the solution on the 241×401 grid considered as an estimate of the
exact solution. The L1 and L2 norms were calculated with 480 time steps per motion cycle
153

per equation (A.1), where k indicates the mesh level and N is 480, the total number of
time steps over which the norm is calculated. Based on the L1 and L2, tabulated in Table
A.1, we chose 121×201 grid for all Navier-Stokes equation computations.
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Figure A.3. The lift history over one motion cycle for four grid levels shown in Table A.1.
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Time sensitivity was also performed in the same manner on the 121×201 grid.
Four levels of time steps per motion cycle were chosen: 240, 480, 960, and 1920. The
criteria for assessing temporal convergence was based on the L1 and the L2 norms of lift
coefficient CL with solution at 1920 time steps per motion cycle considered as the most
accurate solution. Based on the convergence seen in Table A.1, 960 time steps per
flapping cycle were considered for all computations.
Table A.1. Spatial and temporal sensitivity study at fruit fly scale.
L1 Norm of CL
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L2 Norm of CL

Spatial

Temporal
(time steps)

A.3

31×51
61×101
121×201
241×401 (baseline)
240
480
960
1920 (baseline)

0.060
0.034
0.022

0.085
0.051
0.035

0.496
0.311
0.152

3.90
2.57
1.40

Discussion regarding wing kinematics

The kinematics used by Sun and coworkers [15,35] and also Park and Choi [126]
are intuitive because they express the timing of wing rotation in terms of the percent of
the flapping cycle, ΔτR. However, we were unable to use these expressions because they
result in non-smooth accelerations. When this motion was provided to the NS solver in
our study, the discontinuity in acceleration produced unwanted and most likely
nonphysical oscillations in the forces. These oscillations do not occur with Berman and
Wang [4] kinematics because their expressions are infinitely differentiable. In order to
translate the commonly used ΔτR into the smoothing parameter Cα the equation (A.2) is
used.

C  10.267R  5.1578

A.4

(A.2)

Regarding the calculation of the rotational lift coefficient

When calculating rotational lift, the rotational force coefficient is an important
parameter. Bisplinghoff [97] demonstrated that the theoretical value of Crot = -π(0.75xp/c). On the other hand, Sane and Dickinson [27] showed that for low Reynolds number

flows, the value of Crot is also function of the nondimensional rotational velocity
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ˆ  c / U tip . In their experiments, they systematically vary ̂ between 0.374 and 0.166
and demonstrate that the corresponding Crot varies between 0 and 2.7 as a function of
both ̂ and xp/c . Taking a linear regression of their data yields a purely experimentally
based value of Crot,exp = (-11.77 ̂ + 0.8152)(0.75- xp/c).

10-5

4
2
0

NS results
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Period
Figure A.4. Comparison of the NS solution to various QS models with and without
rotational lift.

Using Sane and Dickinson’s [27] Crot,exp directly in our simulations, however,
caused a significant over-prediction in the rotational forces generated, as illustrated by
the red dash-dotted line in Figure A.4. The reason for this is that we typically obtain ̂ in
the range of 0.5 to 1.75, which lies completely outside the range of ̂ reported in Sane
and Dickinson [27]. Ellington [127] reported that real insects also exhibit ̂ between
0.64 and 1.44, which is much larger than the range studied by Sane and Dickinson [27].
In order to account for this, we modified Sane and Dickinson’s [27] prediction of Crot,exp
by comparing it against numerous NS simulations, where we found that the following
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expression yielded much better agreement with the NS results across a range of rotational
velocities and pitch axes: Crot = (-11.77 ̂ + 0.8152)(0.871xp/c + 0.17125)(0.75- xp/c).
This is illustrated in Figure A.4 with the green line.
A.5

Calculation of Wing Inertia while Varying the Pitch Axis Location

Properly determining the wing inertia is important in accurately predicting the
power required since wing inertia is such a large contributor to power for flapping wing
designs. The inertia tensor for a three dimensional body can have up to six unique terms
that describe three moments of inertia, Ixx, Iyy, and Izz, and three products of inertia, Ixy, Iyz,
Ixz. The values of wing inertia from actual insects are given in several sources, but care

must be taken to ensure that the inertia is tracked properly about the correct axis, and
about the proper location (about the CG vs. the wing root). We define the wing inertia
about the wing root in terms of the wing reference frame so that the inertia is not a
function of time. Due to the various presentations of the inertia matrix in textbooks on
rigid body dynamics, we will specifically detail our usage here. We follow the
convention used in Ginsberg [128] for the inertia matrix, equation (A.3), that allows the
angular momentum vector H to be described by equation (A.4).
 I xx

I    I yx
  I zx


 I xy
I yy
 I zy

 I xz 

 I yz  ,
I zz 

H  Iω

I xy  I yx   xydm

(A.3)

(A.4)

Based on our wing-fixed reference frame, the pitching and flapping moments of
inertia are Ixx and Iyy respectively. Ellington [88] gives the flapping inertia (i.e. second
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moment of mass about the flapping axis) as I w / o , flapping  mw R 2 rˆ22 ( m ) = (0.0052)(175×10-6
kg)(13.2mm)2(0.44)2 = 3.07×10-11 kg-m2. Then we take the ratio of Ipitch/Iflap = 0.04358
that Wu and Sun [17] report for the drone fly, which has a wing of similar shape. We
assume that this is the value of pitch inertia that goes through the CG of the wing: Ixx =
1.338×10-12 kg-m2. For situations where the pitch axis does not coincide with the wing
CG, we use the parallel axis theorem to adjust the pitch inertia. The Izz, which
corresponds to the inertia associated with angular deviation can be calculated using the
perpendicular axis theorem.
There is a plane of symmetry in the x-y plane of the wing, which means that Ixz =
Iyz = 0. However, the product of inertia Ixy is nonzero. As such, the flapping acceleration

will affect the pitch acceleration. Given the proper kinematics and a large enough Ixy, it is
possible to achieve passive pitch rotation simply due to flapping motion. We calculate Ixy
= -1.45×10-13 kg-m2 about the axis that intersects the wing CG from Ennos’s wing
planform and mass distribution [45]. We then apply the parallel axis theorem for products
of inertia to get Ixy,o, about the wing root when the pitch axis does not coincide with the
wing CG. Note that this results in a negative value for Ixy,o when the CG of the wing is colocated with or behind the pitch axis (and when substituted in the inertia matrix, makes
all terms positive). However, as the pitch axis moves away from the wing CG, the pitch
inertia itself, Ixx, also increases.
We also provide a graphical depiction of the relative location of the wing CG, the
pitch axis, the wing aerodynamic center in Figure A.5. As the pitch axis location
changes, we simultaneously adjust the distance of the wing root above the body CG in
order to maintain a consistent vertical offset between the aerodynamic center and the
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body CG. Not doing so would potentially obscure the aerodynamic features of adjusting
the pitch axis by changing the moments produced by the aerodynamic forces.

Figure A.5. Planform of wing with relative position of wing center of mass and wing
aerodynamic center (a) which are assumed constant for all simulations. The pitch axis (b) is
systematically changed in the course of the study, which affects the wing inertia.

A.6

Detailed Listing of Reference Frames and Transformation Matrices
Due to the number of reference frames used in this dissertation, they are concisely

summarized in Table A.2.
Combining the individual rotation matrices into commonly used transformations
is convenient. We define the transformation from the body to the wings as follows
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(A.5)

Additionally, the transformation from the wing to the body is given by

Rwb  RT RspT usp RT RT RT

(A.6)

Since the body rotations happen in their own local frame, they require their own
rotation matrix, which is a rate transformation matrix and is denoted by Rb in equation
(A.7).

b

ωb/ I
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0
 p
  


  q   R b      0 cos 
   0  sin 
 r 
 

 sin     
 
sin  cos     
cos  cos    

(A.7)

Additionally, it is important to relate the angular rates in the inertial frame. Thus,
the rate transformation matrix must be inverted to yield equation (A.8) also per Etkin [89]

Table A.2. Summary of reference frames, rotation angles, and rotation matrices used in
this study.
Name of Frame

Sequence

Rotations about
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by

Transformation Matrix

Inertial (Z down, X north)

I

1

2

Body

3

Stroke Plane

4

Upright Stroke Plane

5

6

7

Right wing frame

8

I

n/a

n/a

zI and z1

y1 and y2

x2 and x3

y3 and y4

ψ

z6 and z7 (zusp’)

x7 and x8 (xusp’’)

    1 sin  tan 
  
cos 
   0
   0 sin  sec 
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(A.8)

A similar process must be applied between the wing and the body rates in order to
express the wing rates in the wing frame or the body frame. The rate transformation
matrix that allows wing rotational velocities to be expressed in the wing frame is

R w

s
1

 0 c c
0  c s

0
s 
c 

(A.9)

and its derivative, which is needed in determining the angular acceleration of the wing, is
given by

R  w

A.7

0
 c

  0  s c   c s
 0  s s   c c


0 

 c 
 s 

(A.10)

Discussion Regarding Equations of Motion

The acceleration of the wing’s center of mass, expressed in the body frame, is given
by equation (A.11)

b

 b  b ro / cg  b ωb  b ωb  b ro / cg
a wg / I  b acg  b ωb  b v cg  b ω
 w  w rwg / o w  w ωw  w ωw  w rwg / o 
 Rwb  w a wg / o  2 w ωw  w v wg / o  w ω

(A.11)

We need to express equation (A.11) in a way that isolates those components that
have second order derivatives of the state variables, which then becomes equation (A.12)
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where the double underlined terms are those that contain state derivatives and need to be
isolated, and the single underlined terms arise from flexible motion of the wing, but are
otherwise zero.

b
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 b ωb  b v cg  b ωb  b ωb  b ro / cg  Rwb  w v wg / o  2 w ω w  w v wg / o 



The first line of equation (A.12) can be rearranged to equation (A.13) which
allows for insertion into H, which is the mass matrix that must be inverted to isolate

u v w p q r per equation (A.13)

 u    0
 v     z
    o / cg
 w     yo / cg


 zo / cg
0
xo / cg

 0
yo / cg 


 xo / cg   Rwb  zwg / o
  ywg / o
0 


 zwg / o
0
xwg / o

  p 
ywg / o 
 T  
 xwg / o  Rwb   q  (A.13)
  r 
0 
 

Substituting these expanded relationships into the equations of motion results in
equations (3.18) and (3.19), which represent the full equations of motion for the
multibody model of the insect for the linear and angular force-acceleration balance.
Although the terms are grouped differently, they are the same relations presented by Wu,
Zhang, and Sun [17]. In this form, equations can be expressed as equation (A.14) where
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H is a 6x6 matrix, defined by equation (A.15) and the right hand sides (RHS) of
equations (3.18) and (3.19) are not repeated in equation (A.14).
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Full Coupling of the Flight Dynamics to the Fluid-Structure Interaction
An important reason that tight coupling is required in this study is the spurious

nature of the solution when larger intervals are used for integrating the equations of
motion. In Fig. 14 we demonstrate the effect of averaging the forces prior to applying
them to the equations of motion at a sampling frequency less than that of the fluidstructure simulation. Other researchers have also discussed different averaging methods,
most notably Orlowski and Girard[11], who recommend using quarter-cycle averaging in
lieu of full-cycle averaging. Our attempts to apply any kind of averaging other than
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coupling the equation of motion to the high fidelity fluid solution at each step resulted in
non-smooth, spiky force responses. Figure 15 shows the effect of integrating the
equations of motion every four time steps and every eight time steps, which is still much
more tightly coupled than quarter-cycle averaging. The introduction of the body
displacement every four or eight time steps produced significant forces and caused the
oscillations in the numerical solution that are seen in Figure A.6.
A potential cause for the peaks in the aerodynamic forces is that the change in the
body displacement from the equation of motion into the Navier-Stokes equation solver
increases with the length of the averaging intervals. Conserving the momentum of the
fluid under these large body displacements causes significant changes in the pressure
distribution around the wing, resulting in the force spikes. This is seen for 20 time steps
of the solution in Figure A.7. When the body displacements are provided to the FSI
routine every time step, the change in the wing displacement is smooth and therefore the
numerical derivatives of that motion are also smooth. If the body displacements are
provided less frequently (e.g. every four steps), the additional change in the position of
the wing at the fourth step, though small compared to the plunge displacements, causes
the velocity and acceleration to exhibit non-physical spikes due to the averaging. These
force spikes disappear when the Navier-Stokes equation solver and the equation of
motion are coupled at every time step.
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Figure A.6. Effect of integrating the equations of motion over longer time intervals than
the CFD-CSD solver. Introducing displacements in 4-step or 8-step intervals introduces
the forces spikes (red and blue lines).

On the other hand, a quasi-steady aerodynamics model assumes that the forces and
moments depend on the instantaneous wing velocities and accelerations. The relation
between the force coefficients and the wing motion is partly based on the linearized
aerodynamic theories and in part on empirically obtained parameters. These quasi-steady
models neglect history effects, under-representing wing wake interactions that are typical
to hovering insects. As a consequence, a flight dynamics framework coupled to a quasisteady aerodynamics model may seem to be more robust as it does not account for the
flow physics occured at earlier time instances. However, the apparent robustness also
suggests that the solution from a quasi-steady model may be artificial, not satisfying the
first principles of physics under certain conditions. Assessment of the accuracy of the use
of the quasi-steady models in the flight dynamics modeling is one of our future studies.
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a)

b)

Figure A.7. Velocity (a) and acceleration (b) of the wing using the following intervals
between integrating the equations of motions: 1 step, 4 steps, and 8 steps. The parameter,
ha, is the translation of the wing due solely to flapping.
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