In this work the concepts of isometries, unitaries and partial isometries operators on a Hilbert space are generalized when a semi-inner product is considered. These new concepts are described by mean of oblique projections. This paper is devoted to the study of operators on a Hilbert space H with an additional semi inner product defined by a positive semidefinite operator A namely ξ, η A = Aξ, η for every ξ, η ∈ H.
is played by R. G. Douglas range inclusion theorem [10] . Briefly, Douglas theorem says that the operator equation BX = C has a bounded linear solution X if and only if R(C) ⊆ R(B); moreover, among its many solutions it has only one which satisfies R(X) ⊆ R(B * ). With this result we are able to choose for those operators T which admit an adjoint with respect to . , . A , one, denoted by T , which has similar, but not identical, properties as the classical T * .
Many of the descriptions are easier if the range R(A) is closed. Moreover, for describing the class of A-partial isometries which is the main goal of the paper, we need an additional hypothesis, known as compatibility in the recent literature. A closed subspace S and a positive (semidefinite)operator A are called compatible if there exists a (bounded linear) projection Q onto S which is A-selfadjoint, i.e., AQ = Q * A. This condition says that a certain angle, namely that between S and (AS) ⊥ , is not zero. As we shall see, it appears quite naturally in many computations. We shall describe elsewhere the relationship between the system generated by H, A and the adjoint operation as studied here, with the Hilbert space R(A 1/2 ) with the inner product A 1/2 ξ, A 1/2 η = P ξ, P η , where ξ, η ∈ H and P = P R(A) . These Hilbert spaces are relevant in the de Branges theory (see the book by T.
Ando [1] for many references on this subject). Some papers by Z. Sebestyén and collaborators [22] , [23] , [24] and by P. Colujari and A. Gheondea [4] suggest a strong relationship between our results and some results of them on operators between Hilbert spaces like R(A 1/2 ) and R(A).
The contents of the paper are the following. In section 1 we set up notation and terminology. We recall Douglas' theorem, we summarize the more relevant facts of the theory of compatibility, and we start the description of A-adjoints. It should be mentioned that a result of S. Hassi, Z. Sebestyén and H. S. V. De Snoo [14] allows to calculate the seminorm T A when T admits an A-adjoint. In section 2 we distinguish an adjoint operator for the semi-inner product in matter, which will be useful in this work. We study diverse properties of it. In addition, we give a decomposition of L(H) in terms of this operator. Section 3 is devoted to the study of A-isometries. Such operators are, in particular, A-contractions which have been studied in several papers (see the papers L. Suciu [25] [26] [27] and the references therein). We relate the A-isometries with A-selfadjoint projections and obtain similar results to the ones existing for classical isometries. Furthermore, we establish a relationship between Aisometries and partial isometries by mean of a Douglas-type equation. Once the A-isometries are defined, the generalization of the concept of unitary operator emerges naturally. We call such operators A-unitary operators and study some of their properties. In section 4 we introduce the concept of A-partial isometries. Several properties are proved which result in a generalization of well known assertions of partial isometries. However, this concept is more difficult to handle. In fact, not only the nullspace of the operator but also that of A, both affect the A-partial isometry. We need to put an additional condition, namely that of compatibility, in order to get results which are extensions of those which are valid for classical partial isometries. In section 5 we describe the classes obtained from those above if we let A vary through the set Gl(H) + of all positive invertible operators.
The authors acknowledge Prof. Mostafa Mbekhta (Univ. Lille 1), who suggested the study of A-partial isometries.
Preliminaries
Throughout H denotes a Hilbert space with inner product , . By L(H) we denote the algebra of all linear bounded operators on H. Given two closed subspaces of H, S and
+ is the the cone of positive (semidefinite) operators, i.e., L(H) + = {A ∈ L(H) : Aξ, ξ ≥ 0 ∀ξ ∈ H} . Gl(H) is the group of invertible operators of L(H) and Gl(H)
For every T ∈ L(H) its range is denoted by R(T ), its nullspace by N (T ) and its adjoint by T * . Given a closed subspace S of H, P S denotes the orthogonal projection onto S.
It is well known that for every bounded linear densely defined operator T there exists a unique extension in L(H). During these notes such extension will be denoted T . Moreover, it holds T = T and T * = T * = T * . The following theorem due to R. G. Douglas will be used frequently (see [10] or [13] for its proof).
Theorem Let A, B ∈ L(H). The following conditions are equivalent:
(2) There exists a positive number λ such that BB * ≤ λAA * .
If one of these conditions holds then there exists a unique operator
The reduced solution of the equation AX = B can be obtained by mean of the MoorePenrose inverse of A. Recall that given A ∈ L(H) the Moore-Penrose inverse of A, denoted by A † , is defined as the unique linear extension ofÃ
Moreover, A † is the unique solution of the four "Moore-Penrose equations":
It is easy to prove that A † has closed graph and it is bounded if and only if R(A) is closed.
† is not bounded. Proofs of these facts can be found in many places, e. g. the books [20] , [3] and [12] . Moreover, A † B is the reduced solution of the equation AX = B. In fact,
Any A ∈ L(H)
+ defines a positive semidefinite sesquilinear form:
By . A we denote the seminorm induced by , A , i.e., ξ A = ξ, ξ
A . Observe that ξ A = 0 if and only if ξ ∈ N (A). Then . A is a norm if and only if A is an injective operator. Moreover, , A induces a seminorm on a certain subset of L(H), namely, on the subset of all T ∈ L(H) for which there exists a constant c > 0 such that T ξ A ≤ c ξ A for every ξ ∈ H. For these operators it holds
If S ⊆ H then we denote by S ⊥ A = {ξ ∈ H : ξ, η A = 0 for every η ∈ S} . It is easy to check that 
From now on, L A (H) denotes the set of all T ∈ L(H) which admit an A-adjoint, it is,
is a subalgebra of L(H) which is neither closed nor dense in L(H). In fact, let A ∈ L(H) + with non closed range and let η ∈ R(A) \ R(A). Hence, there exists (
T where T is defined as T ξ = η and
A is not injective then there exists η ∈ H\R(A). Let ξ ∈ R(A) and define S :
By Douglas theorem it results that
there exists a constant c > 0 such that T ξ A ≤ c ξ A for every ξ ∈ H}. In [9] it is proved that if T is A-selfadjoint then T ∈ L A 1/2 (H) and it admits an unique A 1/2 -adjoint operator which is selfadjoint. In Lemma 2.1 we give the expression of such A 1/2 -adjoint. Hassi et al. [14] , 5.1 proved the following general result: if AB = C * A, where B, C ∈ L(H) and A ∈ L(H)
It is easy to check that if A has closed range then the equality is obtained.
† is bounded. This fact will be used during this work without mentioning. We refer the reader to the paper by B. A. Barnes [2] , who describes completely the situation for an injective positive operator A. Summarizing, let A ∈ L(H) + , T ∈ L(H) and consider the following conditions:
(1) There exists a positive constant c such that T ξ A ≤ c ξ A for every ξ ∈ H.
(2) There exists a positive constant c such that
A precise description of the relationships among them is provided by the implications: 1 → 2, 1 ↔ 4 and 3 → 4. Moreover, if A is injective then 2 → 1 and if A has closed range then
If A ∈ L(H) + and S is closed subspace of H, P(A, S) denotes the set of A-selfadjoint projections with fixed range S, i.e., P(A, S) = {Q ∈ L(H) : If the pair (A, S) is compatible then the unique element in P(A, S) with nullspace (AS) ⊥ N , where N = N (A) ∩ S, is denoted by P A,S . The theory of compatibility was introduced in [6] ; a survey on properties and applications can be found in [7] .
is an affine manifold that can be parametrized as P(A, S)
In fact, AP R(A) = P R(A) A, so that P R(A) ∈ P(A, R(A)) and the pair (A, R(A)) is compatible. On the other hand,
, then there exists a distinguished A-adjoint operator of T , namely, the reduced solution of equation AX = T * A, i.e., A † T * A. We denote this operator by T . Therefore, T = A † T * A and
In fact, T = T if and only if T is A-selfadjoint and R(T ) ⊆ R(A). In this section we study some properties of T . From now on, to simplify notation, we write P instead of P R(A) .
Then the following statements hold:
Then, by the uniqueness of the reduced solution, the assertion follows.
* A and R(P T P ) ⊆ R(A). Then both, (T ) and P T P , are reduced solutions
It is well known that every T ∈ L(H) can be written as the sum of a selfadjoint operator and an antiselfadjoint operator. More precisely T =
. We generalize this result considering an A-selfadjoint operator and an A-antiselfadjoint operator when A has closed range. For this, the matrix representation of operators induced by a given A ∈ L(H) + will be useful. Note that for every A ∈ L(H) + , the Hilbert space H can be decomposed as
Observe that A has closed range if and only if a ∈ Gl(R(A)). In what follows L
On the other hand, let T = 
The other inclusion follows by item 1.
Conversely, if R(A) is not closed then there exists η ∈ R(A) − R(A). Hence, a bounded linear operator t 11 : R(A) → R(A) can be defined such that t * 11 aξ = η for some ξ ∈ R(A). Consider
Corollary 2.3
The following conditions are equivalent:
Proof It is immediate from Proposition 2.2.
A-isometries
Recall that T ∈ L(H) is an isometry if T ξ = ξ for every ξ ∈ H. Obviously, every isometry is injective. Moreover, T is an isometry if and only if T * T = I.
is closed then the converse holds.
Note that T ∈ L(H) is an A-isometry if and only if
In what follows I A (H) denotes the set of all A-isometries of L(H).
Examples 1
The following examples of A-isometries can be easily checked.
(1) For every A ∈ L(H) + , there exist A-isometries. In fact, the identity operator and P are A-isometries. Moreover, if T is an A-isometry then T + L(H, N (A)) is a set of A-isometries.
Hence for every M > 0 there exists an A-isometry T such that T > M, i.e., I A is not bounded for the operator norm. Now, we summarize some elementary properties of A-isometries.
Proposition 3.2 Let A ∈ L(H)
+ and T ∈ I A (H). Hence,
Proof We include only the proof of item 4. because the others are trivial. Since T * AT = A, then, by Douglas theorem, R(
H). On the other hand, by item 1, it holds
Observe that item 1 of the above proposition generalizes the fact that every isometry is injective.
The following result relates A-isometries with Douglas-type equations and their reduced solutions. Moreover, it establishes a relationship between A-isometries and partial isometries.
Proposition 3.3 Let A ∈ L(H) + . Then T is an A-isometry if and only if there exists a partial isometry
We claim that V is a partial isometry. In fact, as
) and by the uniqueness of the reduced solution, it holds V V * A 1/2 = A 1/2 or, which is the same, A 1/2 V V * = A 1/2 . Then, applying Douglas theorem again, V V * = P R(A 1/2 ) and so V is a A-partial isometry with
The converse is straightforward.
Corollary 3.4 Let A ∈ L(H)
+ be an injective operator. Then T is an A-isometry if and only if there exists a co-isometry V ∈ L(H) (i.e., V V * = I) such that
As it happens with isometries and orthogonal projections, A-isometries can be characterized in terms of A-selfadjoint projections.
Remark 3.5 Observe that two projections Q 1 , Q 2 on H such that N (Q 1 ) ⊆ N (Q 2 ) and R(Q 1 ) ⊆ R(Q 2 ) are equal: every ξ ∈ H can be written as ξ = ρ + ν with ρ ∈ R(Q 1 ), ν ∈ N (Q 1 ); then Q 1 ξ = ρ and
) T is an A-isometry if and only if T T = P. (2) If T is an A-isometry then the pair (A, R(T A)) is compatible and T T = P A,R(T A)
.
Let T be an A-isometry. Hence, by the above item and since R(T ) ⊆ R(A), (T T ) 2 = T T T T = T P T = T T . It is clear that T T is A-selfadjoint. We shall prove that R(T T ) = R(T A). Let η ∈ R(T A); then there exists
ξ ∈ H such that T Aξ = η. So, T T η = T T T Aξ = T P Aξ = T Aξ = η. Then, η ∈ R
(T T ), so R(T A) ⊆ R(T T ) and therefore R(T A) ⊆ R(T T ). On the other hand, R(T T ) = T R(T ) ⊆ T R(A) ⊆ R(T A). Hence, R(T T ) = R(T A) and T T ∈ P(A, R(T A)).
It only remains to show that T T = P A,R(T A) . By Remark 3.5, it is sufficient to prove that
On the other hand, T ξ ∈ R(A) then T ξ = 0 and so ξ ∈ N (T ). Now,
Corollary 3.7 Let A ∈ L(H)
+ with closed range and T ∈ L(H). Then:
(
1) T is an A-isometry if and only if T ∈ L A (H) and T T = P R(A) . (2) If T is an A-isometry then T T = P A,R(T A)
The converse is trivial.
Proposition 3.9 Let A ∈ L(H)
+ with closed range and T ∈ L(H). Then the following conditions are equivalent:
(1) T is an A-isometry. In the next proposition we sum up some simple properties of A-unitaries operators.
Proof We only include the proof of item 5. since the others can be easily checked.
The A-unitary operators can be characterized by means of partial isometries as follows:
Proof Let U be an A-unitary operator. By Proposition 3.3, there exist partial isometries
, by the uniqueness of the reduced solution, V A 1/2 = A 1/2 U or, which is the same,
. Thus, applying again the uniqueness of the reduced solution, W = V * . The converse is an immediate consequence of Proposition 3.3.
Corollary 3.13 Let A ∈ L(H)
+ be an injective operator and U ∈ L A (H)
For the next proposition we consider the decomposition H = R(A) ⊕ N (A) and the representation (2.1) of A.
Proposition 3.14 Let A ∈ L(H) + with closed range and U ∈ L(H). Then the following conditions are equivalent:
(1) U is an A-unitary operator. 
Then vv * = I and so v is an unitary operator.
where v is an unitary operator, it is easy to check that U and U are A-isometries.
Corollary 3.15 If
Proof It is immediate from Propositions 3.9, 3.14 and from the fact that in a finite dimensional space every isometry is a unitary operator.
In general, for infinite dimensional Hilbert spaces, the concepts of A-isometries and A-unitary operators do not coincide. The following example shows this assertion.
Example 3.16
Let H = 2 be the space of all square-summable sequences. Consider S : 2 → 2 defined by S(ξ 1 , ξ 2 , ξ 3 , . . .) = (0, ξ 1 , ξ 2 , . . .) . This operator is usually called shift operator and it is an isometry, i.e., S * S = I. Now, let A = P R(S) and T = SA. First, note that T is an A-isometry. In fact, T * AT = (AS * )A(SA) = AS * SA = A. On the other hand, T = AS * is not an A-isometry. Indeed, (T ) * AT = SAS * . Now, suppose that (T ) * AT = A or which is the same SAS * = A. Since S * S = I it holds AS * = S * A, i.e., SA = AS. Since A = P R(S) , SA = S and then A = S * S = I which is a contradiction. Therefore T is not an A-isometry and so T is not an A-unitary operator.
A-partial isometries
An operator T ∈ L(H) is said to be a partial isometry if T ξ = ξ for every ξ ∈ N (T )
⊥ . It follows easily from the definition that T is a partial isometry if and only if one of the next conditions hold: T * is a partial isometry,
Moreover, T is an injective partial isometry if and only if T is an isometry.
Remarks 4.2
(1) If A = I then an A-partial isometry is a partial isometry.
(2) Every A-isometry is an A-partial isometry.
, where the last equality holds by [16] , Theorem 4.8, p. 221
+ and T ∈ L A (H). Then, T is an A-partial isometry if and only if T ξ A = ξ A for every ξ ∈ R(T T ).
Proof Let T be an A-partial isometry. By Lemma 4.3, N A (T ) ⊥ A = R(T T ) + N (A) then the assertion follows by the definition of A-partial isometry.
In the next proposition we shall modify the characterizations recalled above in order to hold for A-partial isometries. Observe that we need compatibility assumption. We do not know if it strictly necessary.
If the pair (A, R(T T )) is compatible then the following statements are equivalent:
Proof Abbreviate T = R(T T ) and Q = P A,T .
1 ⇒2. Let T ∈ L(H) be an A-partial isometry, i.e., T ξ A = ξ A for every ξ ∈ T or, which is the same, T T ξ, ξ A = ξ, ξ A for every ξ ∈ T . Thus, since the pair (A, T ) is compatible, T T Qξ, Qξ A = Qξ, Qξ A for every ξ ∈ H. Therefore, AT T Qξ, ξ = AQξ, ξ for every ξ ∈ H. Hence AT T Q = AQ. On the other hand, (AT T Q)
A for every ξ ∈ T and so T is an A-partial isometry.
2 ⇔ 3. If T * AT = AQ, i.e., AT T = AQ, then T T and Q are solutions of the equation
Then, by the uniqueness of the reduced solution, T T = Q. Conversely, if T T = Q then AQ = AT T = T * AT .
We will continue exploring the way in which compatibility properties enter when studying Apartial isometries. As R(T T )+N (A) = N A (T ) ⊥ A is a closed subspace, if R(A) is closed then the pair (A, R(T T )) is compatible ( [6] , Theorem 6.2). Moreover, since N = N (A)∩R(T T ) = {0}, then, by Theorem 1.2, P(A, R(T T )) = {P A,R(T T ) }. As a consequence, if R(A) is closed then Proposition 4.5 can be rephrased as follows:
+ with closed range and T ∈ L(H). The following statements are equivalent:
Corollary 4.7 If S ⊆ H is a closed subspace such that the pair (A, S) is compatible then the elements of P(A, S) are A-partial isometries.
Proof Let Q ∈ P(A, S). Then, Q exists and it is easy to prove that Q Q is A-selfadjoint. Furthermore, Q Q is a projection. In fact, (Q Q)
and so, by Theorem 1.2, it holds Q Q = P A,R(Q Q) . Therefore, by Proposition 4.5, Q is an A-partial isometry. Proof Since the pair (A, S) is compatible, by Corollary 4.7 it holds that P A,S is an A-partial isometry. Moreover, as S ⊆ R(A) then P A,S = P A,S and so R(P A,S P A,S ) = R(P A,S ) = S.
Examples 2 We present some examples of A-partial isometries.
(1) If T is an A-partial isometry then T + L(H, N (A)) is a set of A-partial isometries. (2) If A ∈ M + n (C) has rank 1 then every non zero A-partial isometry is an A-isometry. In fact, if T is an A-partial isometry then T T = P A,R(T T ) . Furthermore, as R(T T ) ⊆ R(A) and dim(R(A)) = 1, R(T T ) = R(A). Therefore T T = P A,R(A) = P R(A) . Then T is an A-isometry.
is an A-partial isometry for every n ∈ N, but this is not an A-isometry. In addition, for every M > 0 there exists an A-partial isometry T such that T > M .
Proposition 4.9 Let A ∈ L(H)
+ and T ∈ L A (H) such that T is non-zero. Hence, if T is an A-partial isometry and the pair (A, R(T T )) is compatible then T A = 1.
  , for some isometry v ∈ L(R(A)) and S a closed subspace of R(A) then, an easy computation shows that R(T * A) ⊆ R(A), i.e., T exists and T T = P A,R(T T ) . Therefore T is an A-partial isometry.
Remark 4.12 We have not been able to omit the compatibility and closed range hypotheses which appear in most statements of this section.
Collecting some results
As we mentioned in the introduction, one aim of this paper is to extend known results for Hermitian operators, isometries or partial isometries to more general classes as A-selfadjoint operators, A-isometries or A-partial isometries. This section is devoted to characterize these classes, when A varies in Gl(H) + . Before we introduce some notations. We denote L s (H) = {T ∈ L(H) : T is a selfadjoint operator}, I(H) = {T ∈ L(H) : T is an isometry}, U(H) = {U ∈ L(H) : U is an unitary operator} and J (H) = {T ∈ L(H) : T is a partial isometry}. (ii) T ∈ I A (H) if and only if T = A −1/2 V A 1/2 for some V ∈ I(H).
(iii) T ∈ U A (H) if and only if T = A −1/2 U A 1/2 for some U ∈ U(H).
(iv) T ∈ J A (H) if and only if T = A −1/2 V A 1/2 for some V ∈ J (H).
The next proposition contains a description of all operators which are similar to one which is Hermitian (resp. isometric, resp. unitary, resp. partially isometric) in terms of the A notions when A varies in Gl(H) + .
Proposition 5.1 . The following identities hold: .
Proof We only include the proof of item 1., since the others can be proved following the same lines. By item (i) above, it is clear that L r A (H)
. On the other hand, let T = G −1 RG with G ∈ Gl(H) and R ∈ L s (H). If G = U |G| is the polar decomposition of G, with |G| = (G * G) 1/2 and U the partial isometry, then it is easy to check that G −1 = |G| −1 U * . Therefore T = |G| −1 (U * RU )|G|. Then, taking A = (G * G) −1 , we get the other inclusion.
