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Resumen y Abstract  IX 
 
Resumen 
En el presente trabajo se presenta un modelo de programación de operaciones 
multiobjetivo enfocado al logro de la eficiencia energética para un ambiente de máquina 
simple y un ambiente tipo Job Shop, con la velocidad del proceso como la principal variable 
de decisión, donde los objetivos son el makespan y el consumo de energía total. La 
aproximación propuesta permite que en un conjunto de máquinas se tome en 
consideración diferentes niveles de velocidad y un valor de eficiencia energética respectivo 
procesar un conjunto de órdenes de trabajo. El valor de la velocidad y su eficiencia 
asociada afectan tanto el tiempo que toma ejecutar una operación como la potencia 
eléctrica requerida. Se propone un algoritmo genético multiobjetivo adaptativo (AMOGA) 
para la resolución del problema Job Shop. A partir de ejecuciones experimentales y 
pruebas estadísticas realizadas sobre este y otros tres algoritmos, se encuentra que el 
enfoque propuesto proporciona consumos de energía y tiempos de producción 
significativamente menores, sin embargo, encontrar un conjunto de soluciones eficientes 
que permitan a un potencial evaluador decidir sobre una secuencia de operaciones 
apropiada según sus requerimientos implica un proceso de búsqueda exhaustivo debido 
a la gran cantidad de posibles soluciones que tiene el problema planteado. 
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Abstract 
In this work an energy efficiency oriented multiobjective scheduling model is presented, for 
the single machine and job shop scheduling problems, with process speed as the main 
decision variable, where objective functions are makespan and total energy consumption. 
The proposed approach allows different speed levels to be considered in a set of machines 
at different energy efficiencies in order to process a set of jobs. The speed value and its 
associated efficiency has an impact at completion time and the required electrical power. 
An adaptive multiobjective genetic algorithm (AMOGA) is proposed to solve the problem. 
From experimental runs and statistical tests on this algorithm and other three, It was found 
that the proposed approach gives significantly lower energy consumption in lower 
completions times, however, to find a set of Pareto efficient solutions for a decision maker 
in order to take an appropriate sequence of operations involves a thorough search process 
due to the large number of possible solutions. 
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La atención que en las últimas décadas ha ganado el cambio climático y el calentamiento 
global ha generado en diferentes campos de conocimiento atención por desarrollar nuevas 
herramientas, métodos e instrumentos que permitan mitigar el impacto que provoca sobre 
el medio ambiente la actividad económica a nivel global, a la cual la opinión pública hace 
responsable por el crecimiento de emisiones de gases invernadero y en especial a por la 
alta demanda que tiene de recursos energéticos para llevar a cabo procesos de prestación 
de servicios y de transformación de materias primas. La vigilancia prestada al sector 
industrial y manufacturero recientemente se ve reflejada en la instauración de nuevas 
políticas gubernamentales y normas técnicas que encaminan los procesos de producción 
hacia una mayor sustentabilidad y uso eficiente de los recursos, en especial, al uso 
eficiente de la energía requerida para llevar a cabo las operaciones necesarias para 
generar una unidad productiva. 
 
Las actualizaciones tecnológicas se convierten hoy en día en una de las primeras opciones 
para que las empresas puedan lograr eficiencia energética en sus procesos, sin embargo, 
estas actualizaciones requieren inversiones de capital considerables y difícilmente las 
pequeñas y medianas empresas, que en Colombia representan alrededor del 94%, podrían 
implementarlas. Ante esta situación, técnicas de Administración Operativa e Ingeniería 
Industrial que involucren la optimización de objetivos asociados al consumo o demanda de 
energía resultan atractivos para el cumplimiento de la normatividad establecida. Entre 
éstas, la planeación de la producción y en particular, la programación de operaciones, se 
han convertido en el mayor foco de atención.  
 
Aunque los trabajos de programación operativa enfocados a la eficiencia energética son 
varios tanto a nivel de formulación de modelos como de generación de nuevos métodos 
de solución algorítmica, no se ha implementado dentro de estos el concepto de eficiencia 
energética como la relación entre los recursos de salida y las perdidas asociadas a la 
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transformación de los recursos de entrada en éstos, versus los mencionados recursos de 
entrada. Partiendo de este conocimiento se plantea en el presente trabajo de investigación 
minimizar el consumo de energía con el fin de mejorar la eficiencia energética mediante el 
control de parámetros y estados operacionales en un ambiente de estudio en el campo de 
la programación de operaciones por medio de un modelo de optimización multiobjetivo y 
algoritmos evolutivos, considerando el comportamiento real de la eficiencia energética de 
una máquina cuyo funcionamiento depende de un motor eléctrico. 
 
El desarrollo del modelo y de un algoritmo evolutivo para dar solución al problema de 
optimización inicia con la construcción del Marco Teórico en donde se definen los 
conceptos asociados al trabajo realizado, como optimización multiobjetivo, computación 
evolutiva y planeación de la producción en diferentes horizontes de tiempo. Posteriormente 
se construye la revisión del estado del arte para identificar los métodos propuestos de 
medición de eficiencia energética y los métodos de solución algorítmica utilizados en el 
campo de investigación. 
 
Con el modelo construido, se procede al desarrollo de instancias de prueba y de pruebas 
estadísticas que permitan identificar los factores que afectan el desempeño tanto del 








Proponer un modelo de programación de operaciones multiobjetivo y un algoritmo 
evolutivo para lograr la eficiencia energética en un ambiente de trabajo estudiado en la 
programación de operaciones, encontrando la secuencia apropiada de operaciones de 
modo que se optimice la eficiencia energética en cada operación durante todo el proceso 





Identificar métodos propuestos de medición de eficiencia energética por medio de 
programación de operaciones propuestos en la literatura. 
 
Reconocer los métodos de solución algorítmica para encontrar la secuencia óptima de 
operaciones en diferentes modelos de programación de operaciones con funciones 
objetivo relacionadas con energía. 
 
Identificar un ambiente de producción específico con el fin de proponer un modelo de 
programación de operaciones que tenga como objetivo optimizar la eficiencia energética. 
 
Proponer un modelo de programación de operaciones multiobjetivo para optimizar la 
eficiencia energética junto con otra medida de desempeño tradicional de la programación 




Proponer un diseño experimental que permita evaluar el desempeño del modelo 
propuesto. 
 
Analizar los resultados de los experimentos llevados a cabo y obtener conclusiones sobre 







1. ¿Por qué la gestión de la energía en 
procesos de producción?1 
Focos de interés público como el cambio climático y aspectos técnicos en los ambientes 
de producción cómo fluctuaciones en los sistemas de suministro energético, o económicos, 
como el aumento en los precios de energía, entre otros, han tomado gran relevancia en la 
actualidad a medida que las demandas por recursos energéticos crecen de forma continua 
tanto en economías emergentes como en grandes potencias económicas (Gahm, Denz, 
Dirr, & Tuma, 2016), siendo el sector industrial el principal foco de atención por ser uno de 
los mayores usuarios finales de energía primaria, representando un 23% del consumo total 
global (IEA, 2016).En el caso colombiano durante el año 2005 dicho consumo fue del 34% 
(Martínez, 2009), haciendo que a nivel contable el consumo energético sea uno de los 
factores con mayor impacto sobre los costos finales de producción. En sectores como el 
químico, el cementero, el siderúrgico y el del papel, los costos por energía representan 
aproximadamente un 67% de éstos primeros (IEA, 2007).  
 
De igual forma, ha ganado interés entre los consumidores de bienes finales que los 
productos adquiridos sean amigables con el medioambiente, tanto en su uso y posterior 
desecho, como en los procesos de transformación a partir de los cuales tienen origen, 
(Bunse, Vodicka, Schönsleben, Brülhart, & Ernst, 2011). 
 
Bajo este enfoque, alcanzar ventajas competitivas en el sector manufacturero  requiere de 
la integración de políticas de eficiencia energética, las cuales tienen por objetivo el uso 
                                               
 
1 La información presentada en este capítulo se realizó con base en la presentada por el autor en 
el V Congreso Internacional en Eficiencia, Gestión Energética y Energías Renovables, desarrollado 
en Cartagena de Indias los días 3, 4 y 5 de febrero de 2016, en el marco del proyecto “Generación 
de modelos de planeación de la producción enfocados a la eficiencia energética” de la Red RECIEE 
(http://www.reciee.com/) 
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apropiado y efectivo de los recursos energéticos, reduciendo su consumo y por lo tanto, 
los costos totales asociados a éstos (Merkert et al., 2015) con el fin de generar un mayor 
número de unidades productivas. En términos simples, la eficiencia energética en los 
procesos de producción es la consecución de mayores volúmenes sin aumentar 
considerablemente el consumo energético lograr volúmenes iguales a los actuales pero 
disminuyendo dicho consumo (IEA, 2007). 
 
1.1 Planeación y Energía 
 
Las decisiones en cuanto a planes de producción y operaciones en los sistemas de 
manufactura se basan principalmente en lograr objetivos a nivel de costo, calidad y 
flexibilidad, y raramente consideran el consumo de energía como un objetivo primario para 
lograr competitividad (Weinert et al., 2014). A nivel operacional, se ha establecido la 
posibilidad de lograr eficiencia energética mediante la secuenciación apropiada de los 
trabajos a procesar, enmarcando el problema en el campo de la Programación de 
operaciones. 
 
La programación de operaciones puede definirse como el proceso de toma de decisiones 
en cuanto a la asignación de recursos para el logro de metas asociadas a uno o más 
objetivos (Pinedo, 2009) haciendo uso de algoritmos o de modelos de Programación 
Matemática, tomando en cuenta las variables y restricciones acordes al ambiente de 
producción y la función objetivo que se quiere mejorar.  
 
Aunque en los últimos años se ha percibido un incremento en el número de trabajos que 
involucran programación de operaciones y eficiencia energética gracias a los beneficios 
que brinda a las compañías (Merkert et al., 2015), el campo de investigación es amplio y 
permite el desarrollo de nuevos modelos, especialmente en el aspecto energético, 
introduciendo en las formulaciones funciones objetivo con un enfoque más robusto.  
 
Muchos problemas del mundo real requieren la optimización simultánea de varios 
objetivos(Tan, Goh, Yang, & Lee, 2006) y la consecución de la eficiencia energética no es 
ajena a esta realidad. Para lograrlo mediante la Programación de Operaciones, siguiendo 
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el concepto mencionado anteriormente, se debe, junto con un objetivo de tipo energético, 
optimizar también como mínimo un objetivo de productividad visto comúnmente en la 
industria, como las penalizaciones por retraso en la entrega de las órdenes de trabajo. De 
este modo, este trabajo investigativo pretende elaborar un modelo multiobjetivo de 
programación que busque minimizar las pérdidas de eficiencia energética mediante el 
control de parámetros operacionales en los sistemas implicados en el proceso de 
manufactura para un ambiente de trabajo a analizar,  y a su vez minimizar un objetivo 
tradicional en la industria. Para esto las técnicas metaheurísticas, y en particular, los 
algoritmos evolutivos son ampliamente recomendados para encontrar una solución, vista 
como una secuencia de órdenes de trabajo a ser procesadas, al problema planteado (May, 
Stahl, Taisch, & Prabhu, 2015), en especial por permitir trabajar en problemas de alta 
complejidad como este (D. Lin, Lee, & Ho, 2013). 
 
La eficiencia energética poco a poco se convierte en un estándar de las empresas 
manufactureras y en un valor agregado a los productos. El desarrollo de un modelo de  
para resolver un problema de programación de operaciones con este objetivo es 
económicamente viable para empresas pequeñas en comparación  a otros métodos (Luo, 
Du, Huang, Chen, & Li, 2013), lo que brinda no solo la posibilidad de realizar un aporte al 
conocimiento en el campo investigativo sino también proporcionar herramientas que 










2. Marco Teórico 
2.1 Optimización 
 
La Ingeniería Organizacional busca la toma de decisiones mediante métodos cuantitativos 
y cualitativos de modo que las actividades se realicen de forma eficiente y óptima, 
considerando siempre las limitaciones presentes en su realización (ej. Recursos 
disponibles, capital, espacio, etc.). En éste último caso, los métodos cuantitativos, 
apoyados en herramientas matemáticas y computacionales, proporcionan una buena 
opción para el evaluador, es decir, el encargado de tomar las decisiones que apoyan el 
funcionamiento de la organización.   
 
La optimización puede definirse como un proceso que busca mejorar el desempeño hacia 
uno o varios objetivos. El fin de la optimización es proporcionar al evaluador un conjunto 
de criterios que le permitan establecer el desempeño y la mejora continua de una actividad 
determinada en comparación al nivel  que ésta tenía previamente (Goldberg, 1989).  
 
El proceso de optimización requiere que el problema de decisión sea modelado 
matemáticamente. El nivel de desempeño y las limitaciones o restricciones en la actividad 
se transforman en funciones que dependen de un conjunto de variables de decisión las 
cuales pueden ser de tipo económico, operativo o administrativo, entre otros. El modelo 
obtenido se somete a un proceso de evaluación apropiado donde el resultado es el valor 
óptimo (máximo o mínimo) de las variables. Así, el problema clásico de optimización se 
representa de la siguiente forma: 
 
min 𝑜 max 𝒵 = 𝑓(𝑥)          (2.1) 
𝑠. 𝑎.  
𝑔
𝑖
(𝑥) ≤ 0 ∀𝑖 ∈ {1, … , 𝑚}         (2.2) 
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ℎ𝑗(𝑥) = 0 ∀𝑗 ∈ {1, … , 𝑝}         (2.3) 
𝑥 = (𝑥1, … , 𝑥𝑛) ∈ Ω          (2.4) 
 
Donde Ω representa el conjunto de todas las posibles soluciones x que puedan ser 
usadas en f(x) (Coello Coello, Lamont, & Van Veldhuizen, 2007). 
 
El valor óptimo, denotado como 𝑥∗ = (𝑥1
∗, … , 𝑥𝑛
∗ ) ∈ Ω, contiene los valores xi tal que los 
valores de éstos evaluados en la función objetivo f es el máximo o el mínimo global. 
2.2 Optimización multiobjetivo 
 
Generalmente, los problemas de decisión encontrados en la ingeniería organizacional 
involucran el tratamiento de una o más variables las cuales además de provocar un 
impacto sobre un objetivo deseado, también lo hacen sobre otro con el que, existe un 
conflicto o relación inversa. Esto implica que al buscar mejorar uno de éstos objetivos, de 
forma implícita el otro desmejorará proporcionalmente. Para tomar una decisión sobre las 
variables a tratar en este tipo de problemas, los enfoques clásicos de optimización clásica 
se replantean de forma que sea posible que dos o más objetivos en conflicto puedan ser 
mejorados en conjunto. Este problema decisión se conoce como optimización multiobjetivo 
o multicriterio. 
 
La optimización multiobjetivo se define como el proceso de encontrar un vector de variables 
de decisión que satisfagan un conjunto de restricciones y optimicen un vector compuesto 
por dos o más funciones objetivo. Estas funciones representan un conjunto de criterios de 
desempeño que usualmente se encuentran en conflicto entre sí. La meta es encontrar un 
conjunto de soluciones tal que proporcione a un evaluador valores aceptables de las 
funciones objetivo (Osyczka, 1985 citado por Coello Coello, Lamont, & Van Veldhuizen, 
2007). Matemáticamente, un problema de optimización multiobjetivo se representa de la 
siguiente forma: 
 
min 𝑜 max 𝐹(𝑥) =  (𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑘(𝑥))       (2.5) 
𝑠. 𝑎. 
𝑔𝑖(𝑥) ≤ 0 ∀𝑖 ∈ {1, … , 𝑚}         (2.6) 
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ℎ𝑗(𝑥) ≤ 0 ∀𝑗 ∈ {1, … , 𝑝}         (2.7) 
𝑥 = (𝑥1, … , 𝑥𝑛) ∈ Ω          (2.8) 
 
Donde Ω representa el conjunto de todas las posibles soluciones x que puedan ser usadas 
en F(x) y k el número de objetivos a optimizar (Coello Coello et al., 2007) 
2.2.1 Frontera óptima de Pareto 
 
A diferencia de los problemas de optimización clásica o mono objetivo, el valor de una 
solución en los problemas multiobjetivo está sujeto a una preferencia de una función 
objetivo sobre las restantes. De este modo, la solución al problema no es única si no que 
hace parte de un conjunto de soluciones donde existen buenas preferencias o trade-offs 
entre los objetivos.  
 
La forma en cómo se categoriza una solución como óptima proviene de los aportes 
realizados por Vilfredo Pareto en estudios de Eficiencia Económica, estableciendo que, 
para un conjunto de individuos, una asignación de un recurso es eficiente si al mejorar la 
situación de uno empeora la de otro. En la optimización multiobjetivo, este concepto 
involucra la existencia de un conjunto de soluciones para las cuales es imposible mejorar 
un objetivo sin empeorar los valores de los demás. Esta solución se denomina Óptimo de 
Pareto o Pareto-Eficiente. 
 
Para definir matemáticamente un conjunto de soluciones óptimas de Pareto, se debe 
considerar el concepto de dominancia de Pareto. Una solución domina a otra si, y solo si, 
ésta es parcialmente menor (o parcialmente mayor en casos de maximización) (Coello 
Coello et al., 2007), es decir, que para dos conjuntos de soluciones  𝕌 = (𝑢1, … , 𝑢𝑘) y 𝕍 =
(𝑣1, … , 𝑣𝑘), 𝕌 domina a 𝕍 si y solo sí: 
 
∀𝑖 ∈ {1, … , 𝑘},  𝑢𝑖 ≤ 𝑣𝑖  ∧  ∃𝑖 ∈ {1, … , 𝑘} ∶   𝑢𝑖 < 𝑣𝑖              (2.9) 
 
Geométricamente, las soluciones dentro de un problema de optimización multiobjetivo se 
proyectan sobre un elemento de dimensión k-1 en el espacio formado por los valores de 
las funciones objetivo como ejes cartesianos. Dentro de este, las soluciones se ubican 
sobre valores frontera de la forma. Cada frontera guarda soluciones no-dominadas entre 
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sí. La frontera donde se albergan las soluciones óptimas de Pareto se conoce como 
Frontera Óptima de Pareto (ver Figura 2-1). 
 
Figura 2-1: Ejemplo de frontera de Pareto, solución al problema Zitzler-Deb-Thiele's 
No. 1 (ZDT1). 
 
Fuente: Elaboración propia en R 
2.2.2 Métodos de Optimización multiobjetivo 
En la literatura se reconocen tres tipos de métodos o técnicas de optimización multiobjetivo: 
a priori, donde se toman decisiones en relación al proceso de búsqueda antes de iniciarse; 
a posteriori, cuando la decisión se toma una vez haya finalizado dicho proceso; y 
progresiva, cuando se integran la búsqueda y la toma de decisiones al tiempo. En este 
trabajo se hará énfasis en los métodos a priori y a posteriori por ser los mayormente 
usados.  
 
Dentro de las técnicas a priori encontramos las siguientes: 
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 Suma de pesos ponderados: Consiste en formar una sola función objetivo como 
una combinación lineal de todas las funciones a evaluar. Para esto, se requiere que 
éstas tengan las mismas unidades escalares o estén normalizadas. Cada función 
tiene un factor ponderado w que representa la importancia relativa de un objetivo 
frente a los otros, con un rango de valores de entre 0 y 1. Normalmente la suma de 
todos los w es igual a 1 
𝐹(𝑥) = ∑ 𝑤𝑖𝑓𝑖′(𝑥)
𝑘
𝑖=1   , ∑ 𝑤𝑖 = 1
𝑘




 , 𝑥 ∈ Ω       (2.10) 
 
 Método Lexicográfico: Consiste en dar un orden descendente a las funciones 
objetivo, de la más a la menos importante. Cada función objetivo se optimiza de 
forma independiente en el orden establecido, encontrando la respuesta óptima en 
cada una y usándolas como restricción en los procesos subsecuentes. 
 
 Programación por objetivo: En este método se establece un valor objetivo o de 
línea base por parte del evaluador que requiere ser alcanzado para cada función 
objetivo. El proceso procura optimizar la suma de las desviaciones absolutas entre 
cada función y su respectivo objetivo. 
 
𝑚𝑖𝑛 𝑜 𝑚𝑎𝑥 ∑ |𝑓𝑖(𝑥) − 𝑂𝑖|
𝑘
𝑖=1   ,   𝑥 ∈ Ω                     (2.11) 
 
Las técnicas a posteriori no requieren de información previa como un objetivo a alcanzar o 
un valor de referencia. Algunas de éstas resultan de una generalización de las técnicas a 
priori como la Suma de Pesos ponderados, con la diferencia que los valores w, en lugar de 
ser definidos por el evaluador, se establecen de forma aleatoria a lo largo del proceso de 
búsqueda siguiendo un conjunto de reglas. Otras técnicas de este tipo se basan en la 
generación de conjuntos Pareto-eficientes, donde el mejor conjunto es aquel que guarda 
las soluciones no dominadas de todo el espacio de búsqueda. Para clasificarlos se asigna 
un valor de rango a cada solución posible que puede ser calculado de tres formas posibles 
(Coello Coello et al., 2007): 
 
 Número de soluciones que la dominan 
 Número de soluciones a las cuales domina 
 A que “frontera” pertenece un individuo 
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Este tipo de técnicas requieren además de métodos que permitan a las soluciones Pareto-
eficientes distribuirse de forma dispersa a lo largo de la frontera óptima, expandiendo la 
búsqueda hacia otros puntos del espacio (Fonseca & Fleming, 1993). Dichas técnicas 
serán analizadas posteriormente. 
2.3 Computación Evolutiva: Algoritmos Genéticos 
 
La complejidad de muchos problemas de optimización ha llevado al desarrollo de 
algoritmos que simulan el comportamiento de algunos sistemas en el mundo real para 
obtener soluciones suficientemente buenas en tiempos de computación relativamente 
cortos. Por ejemplo, el Recocido Simulado (SA) emula el proceso recocido de los metales; 
Los métodos Monte Carlo emulan el comportamiento de un juego de ruleta de casino 
repetido un gran número de veces de modo que se generen aleatoriamente una gran 
cantidad de valores para una variable de decisión; entre otros. Todos estos métodos 
algorítmicos se conocen como Métodos Metaheurísticos, definidos como métodos de 
solución que buscan una interacción entre los procedimientos de mejora locales y las 
estrategias de nivel superior de modo que se genere un proceso mejorado capaz de 
escapar de óptimos locales y realizar una búsqueda robusta y estocástica en un espacio 
de soluciones definido (Gendreau & Potvin, 2010).  
 
El desarrollo de nuevos métodos metaheurísticos se ha centrado en imitar 
comportamientos comunes en la naturaleza. Algunos como la Optimización por Colonia de 
Hormigas (ACO) imitan el comportamiento de las hormigas cuando salen de su colonia 
hacia otro punto geográfico; la Optimización por Nube de Partículas (PSO) evoca el 
comportamiento de las interacciones sociales y las habilidades colectivas en la naturaleza, 
y los Algoritmos Evolutivos (EA) simulan el proceso de evolución. Dentro de éstos, 
específicamente, los algoritmos genéticos (GA) son los de mayor uso a nivel investigativo 
para buscar solución a cualquier problema de optimización. Estos se definen como una 
abstracción del proceso de selección natural enunciado por Charles Darwin de los sistemas 
biológicos, en donde por medio de operadores genéticos se representan los procesos de 
mutación, apareamiento y selección de los individuos “más aptos” (Sivanandam & Deepa, 
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2008; Yang, 2011). Fueron desarrollados por John Holland en la década de 1960 y 
publicados por primera vez en 1975.  
 
Junto con la Programación Genética (GP), y las Estrategias Evolutivas (EE), los GA 
conforman un conjunto de métodos centrados en imitar el proceso evolutivo desde 
diferentes perspectivas, definido como Computación Evolutiva (Coello Coello et al., 2007) 
Al emular los procesos de selección natural planteados en la teoría de la evolución de 
Darwin, los GA en particular buscan adaptar los procesos genéticos de supervivencia (ej. 
Selección del “más fuerte”, reproducción, mutación, etc.) en procesos algorítmicos para la 
búsqueda de soluciones a problemas de optimización (Sivanandam & Deepa, 2008). 
 
Un GA básico (Tabla 2-1) parte de una población inicial de tamaño N formada por 
individuos que representan las posibles soluciones factibles del problema a resolver. 
Dentro del proceso evolutivo computacional, cada individuo se codifica en un cromosoma, 
una secuencia de genes que almacenan características que dan como resultado un valor 
asociado de aptitud (fitness) la cual es una función del valor correspondiente a la función 
objetivo (FO) a optimizar, proporcionando así información sobre el nivel de desempeño de 
una solución. Cada cromosoma pasa por un proceso de Selección que compara cada 
individuo presente en la población actual de acuerdo a su fitness hasta obtener dos 
soluciones padres que posean buenos valores de esta. Seleccionados los padres, y 
previamente establecidos, se ejecutan los procesos de reproducción, donde el cruce de 
los padres da como resultado una solución hijo que posee información genética de ambos 
y hace parte de una nueva generación dentro de la población de posibles soluciones. De 
acuerdo a un valor de probabilidad, la solución hijo puede mutar haciendo que uno o varios 
de sus genes sean modificados con el fin de evitar una convergencia de toda la población 
hacia un punto del espacio de búsqueda no deseado (ej. Óptimo local). El hijo generado 
se añade a una nueva población de tamaño N formada por las soluciones de una nueva 
generación. Dependiendo de la estrategia a utilizar, esta nueva población se conforma 
únicamente de las soluciones hijo o de una combinación de las mejores soluciones padre 
e hijo.  Este proceso se repite hasta alcanzar un número máximo de generaciones, hasta 
que el proceso converja hacia una solución cercana al óptimo o hasta que se cumpla 
cualquier otro criterio de parada definido por el evaluador (Sivanandam & Deepa, 2008). 
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2.3.1 Algoritmos Genéticos Multiobjetivo 
 
Como métodos de solución algorítmica, el proceso básico de los GA se ha convertido en 
la base de un gran número de métodos que pueden ser adaptados a cualquier problema 
de optimización multiobjetivo. 
 
Tabla 2-1: Pseudocódigo de un GA básico 
 Algoritmo GA Simple 
1: Inicio Procedimiento GA_Simple (N, f, g) 
2:  Generar Población inicial ℙ = {𝑥𝑖|𝑥𝑖 ∈ Ω} , 𝑖 = 1,2, … , 𝑁 
3: Evaluar función objetivo 𝑓(𝑥𝑖) 
4: Asignar fitness a cada solución 𝑔(𝑥𝑖) = 𝐹(𝑓(𝑥𝑖)) 
5: Mientras No CriterioParada() se cumpla 
6: Para cada individuo 𝑥𝑖 ∈ ℙ 
7: Pi,Pj=Selección() 
8: Ci=Cruce(Pi,Pj) 
9: Si ProbabilidadMutacion() se cumple 
10: Ci=Mutación(Ci) 
11: Fin Si 
12: Fin Para 
13: EstrategiaNuevaGeneracion() 
14: Repetir 
15: Fin Procedimiento 
 
Todos estos métodos guardan una similitud en los pasos a seguir en cuanto a los 
operadores genéticos, siendo modificados de modo que implementen otros métodos 
metaheurísticos, lo que se conoce como Hibridación, o añadiendo nuevas técnicas que 
lleven al proceso hacia la verdadera Frontera Óptima de Pareto. Este último aspecto añade 
a los GA multiobjetivo varias operaciones adicionales con el fin de cumplir con el objetivo 
de proporcionar al evaluador un conjunto de compromisos entre los objetivos diverso y 
cercano al óptimo. 
 
La naturaleza de los GA hace que las soluciones converjan hacia una región en particular 
del espacio de búsqueda. En un GA multiobjetivo ésta naturaleza no es ajena y debe 
manejarse apropiadamente debido a que el espacio de búsqueda incluye más de una 
función objetivo. En este caso, la definición de la función fitness es crítica. Dicha función 
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debe considerar todos los valores de las funciones objetivo a optimizar y entregar un valor 
numérico que proporcione información apropiada sobre la calidad del compromiso o trade-
off que tiene un individuo, evitando que el proceso dirija las soluciones hacia espacios 
donde hay “preferencias” por uno o más objetivos, algo que con un método a priori, como 
la suma ponderada, no se puede lograr. 
 
Como se describió en la sección 2.2, cada solución lleva asignado un rango en función de 
su grado de dominancia sobre la población. Esto hace que las soluciones se agrupen 
implícitamente en diferentes conjuntos donde dominan o son dominadas por las demás. Al 
definir el fitness como una función del rango se logra que cada solución lleve su nivel de 
dominancia como característica para ser seleccionada, lo cual permite una dirección 
apropiada del proceso con soluciones que proporcionan buenos trade-offs entre las 
funciones objetivo. 
 
Se asumiría, entonces, que los individuos con un mismo rango tienen la misma calidad y 
son igualmente aptos para ser seleccionados y crear una nueva generación. Sin embargo, 
esto no asegura totalmente la formación de las “preferencias” descritas al inicio de esta 
sección. Independientemente de su rango, varias soluciones pueden compartir un área 
determinada del espacio de búsqueda y sus valores fitness no diferirían significativamente, 
por lo que tendrían la misma oportunidad de ser seleccionadas y generar una nueva 
generación dentro de su mismo nicho.  Tanto en la biología, como en la Computación 
Evolutiva, este fenómeno se conoce como Especiación (Fonseca & Fleming, 1993; 
Schaffer, 1985) o formación de nichos, fenómeno que debe controlarse para que el 
algoritmo funcione de forma apropiada. 
 
Existen varias estrategias que permiten modificar el fitness en función del grado de 
soluciones concentradas en un nicho o generar nuevas métricas para los métodos de 
selección. Entre éstas tenemos: 
 
 Fitness Compartido, o Fitness Sharing en inglés; esta estrategia define el valor del 
fitness en proporción al número de individuos localizados dentro de un mismo 
nicho, haciendo que este primero se degrade en proporción al número de individuos 
dentro de un mismo vecindario (Konak, Coit, & Smith, 2006). Para esto ese 
necesario establecer el tamaño del vecindario mediante el parámetro 𝜎𝑠ℎ𝑎𝑟𝑒. A 
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partir de la distancia euclídea sobre el espacio normalizado definido por las 
funciones objetivo entre dos soluciones X y Y con el mismo rango (Ecuación (2.12)) 
y el radio definido por 𝜎𝑠ℎ𝑎𝑟𝑒, se cuenta el número de soluciones en el nicho (nc) a 
partir del cual se definirá el valor del fitness (Fonseca & Fleming, 1993) (Ecuaciones 
(2.13) y (2.14))  
 







𝑘=1       (2.12) 
 
𝑛𝑐(𝑋, 𝑡) = ∑ max {
𝜎𝑠ℎ𝑎𝑟𝑒−𝑑(𝑋,𝑌)
𝜎𝑠ℎ𝑎𝑟𝑒





          (2.14) 
 
 Hacinamiento, o Crowding en inglés; Este método en lugar de recalcular el fitness 
a partir de un parámetro preestablecido por el evaluador, como 𝜎𝑠ℎ𝑎𝑟𝑒, proporciona 
un nuevo valor denominado Crowding Distance (cd), el cual, para un conjunto de 
soluciones con el mismo rango (en este caso, que pertenecen a la misma frontera 
𝑃𝐹𝑗), permite establecer nuevos criterios para evaluar la aptitud de un individuo 
(Deb, Pratap, Agarwal, & Meyarivan, 2002). Para el cálculo de cd se ordenan 
ascendentemente las soluciones de acuerdo a cada objetivo k y se procede tal 







𝑚𝑖𝑛  , 𝑖 = 2, … , 𝑙 − 1 , 𝑙 = |𝑃𝐹𝑗|    (2.15) 
 
𝑐𝑑(𝑋1, 𝑘) = 𝑐𝑑(𝑋𝑙 , 𝑘) = ∞        (2.16) 
 
𝑐𝑑(𝑋) = ∑ 𝑐𝑑(𝑋𝑖 , 𝑘)
𝐾
𝑘=1  , ∀𝑖        (2.17) 
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2.4 Planeación de la Producción2 
 
La planeación de la producción se define como aquella disciplina en el campo de la 
ingeniería organizacional que combina los flujos físicos y de información presentes en la 
cadena de suministro para administrar los sistemas de producción, haciendo coincidir la 
tasa de producción y la tasa de demanda para la fabricación en el momento apropiado 
(Sipper & Bulfin, 1998). 
 
Planear la producción en una planta de manufactura es un reto que debe ir acorde al 
comportamiento de la demanda y de los costos directos de fabricación ya que estos 
pueden cambiar drásticamente en un periodo de tiempo relativamente corto. La planeación 
de la producción se formula para diferentes etapas, cada una con un horizonte de tiempo 
definido y en una jerarquía tal que la información de un plan permite establecer las 
acciones a tomar los siguientes. 
2.4.1 Plan Estratégico 
 
El plan estratégico es el primer plan de producción que debe establecerse. Como su 
nombre lo indica, se encamina a formular una estrategia de producción bajo el marco de 
un proyecto basado en pronósticos y estimaciones realizados con anterioridad (Sipper & 
Bulfin, 1998), el cual requiere de grandes inversiones de capital. Esto hace que la 
formulación del plan estratégico se haga en un plazo no menor a 12 meses, enmarcándose 
en un proceso colaborativo que involucra a todas las áreas de la compañía, conocido en 
el ámbito empresarial como Bussiness Plan (Dominguez Machuca, Álvarez Gil, Dominguez 
Machuca, García González, & Ruíz Jimenez, 1995). 
 
2.4.2 Plan Agregado 
 
Es un plan de tipo táctico, formulado en un plazo de entre 3 y 12 meses. Este plan 
establece las necesidades de producción de cada familia de productos para un periodo 
                                               
 
2 La información presentada en este capítulo se basa en la presentada por el autor del trabajo en el 
V Congreso Internacional en Eficiencia, Gestión Energética y Energías Renovables, desarrollado 
en Cartagena de Indias los días 3, 4 y 5 de febrero de 2016, en el marco del proyecto “Generación 
de modelos de planeación de la producción enfocados a la eficiencia energética” de la Red RECIEE 
(http://www.reciee.com/) 
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determinado (generalmente semanas) dentro del plazo previamente establecido a fin de 
conseguir las metas propuestas por la empresa (Sipper & Bulfin, 1998). El plan agregado 
se genera principalmente a partir de las necesidades de mano de obra, horas extra 
requeridas y el nivel de inventario disponible, de modo que pueda establecerse una 
combinación óptima o cuasi óptima de los recursos de trabajo disponibles que minimicen 
el costo total asociado a éste. 
2.4.3 Plan Maestro  
 
El Plan Maestro de Producción (MPS por sus siglas en inglés) es un plan del tipo 
táctico/operativo, formulado en un plazo de entre una a doce semanas, generado por las 
necesidades de producción establecidas en el Plan Agregado  (Sipper & Bulfin, 1998) para 
cada producto perteneciente a la familia de productos que se programaron en este primero. 
Dada la capacidad de la planta, el Plan Maestro establece las fechas y las cantidades a 
fabricar de cada producto, tomando en consideración el inventario existente, la 
disponibilidad de materias primas e insumos y el tiempo de producción (Sipper & Bulfin, 
1998). 
2.4.4 Plan Operacional 
 
También conocido como programación de operaciones. Siguiendo a Pinedo (2012), la 
programación de operaciones es un proceso de toma de decisiones en cuanto a la 
asignación de recursos a diferentes órdenes de trabajo de modo que se optimicen uno o 
más objetivos. Dichos recursos son generalmente máquinas o personal, encargados de 
llevar a cabo una serie de operaciones que conforman una orden de trabajo. 
 
La programación de operaciones realiza la planeación diaria de las necesidades de 
producción, enmarcándose como un plan netamente operativo en donde se establece la 
secuencia o permutación de trabajos que permite la optimización de uno o más objetivos 
relacionados con la producción, como el costo asociado a las penalizaciones por liberación 
tardía de una orden. 
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2.5 Programación de operaciones: Problema de 
optimización 
 
En un centro de trabajo se quiere encontrar una secuencia óptima de trabajos que permita 
minimizar una función objetivo asociada a los procesos de producción. Mediante un modelo 
matemático, se establece la función mencionada y un conjunto de restricciones asociadas 
a esta y propias del proceso a desarrollarse. Sin embargo, existen dos restricciones 
generales presentes en casi todos los modelos: a) cada tarea debe ser procesada en al 
menos un centro de trabajo a la vez, y 2) cada centro de trabajo es capaz de procesar al 
menos una tarea a la vez (Blazewicz, Ecker, Pesch, Schmidt, & Weglarz, 2007). Esto 
convierte al problema en uno de tipo discreto, donde las variables a analizar son unidades 
enteras.  
 
Al ser la solución al problema planteado una secuencia, los problemas de programación 
de operaciones se consideran problemas de optimización de tipo combinatorio. Este tipo 
de problemas analiza el conjunto de todas las posibles permutaciones de elementos 
(operaciones) que pueden optimizar una o más funciones objetivo. Los problemas de tipo 
combinatorio poseen una complejidad computacional alta y el tiempo requerido para 
encontrar una solución óptima puede crecer de forma exponencial cuanto mayor sea el 
número de elementos a considerar (ej. Trabajos u operaciones) (A. Zhou et al., 2011).  A 
este tipo de problemas en la teoría de la complejidad computacional se los clasifica como 
problemas del tipo NP-Complete o NP-Hard (Pióro & Medhi, 2004).  
 
Los problemas de programación de operaciones se clasifican también en Determinísticos 
y Estocásticos. Los problemas de tipo determinístico son aquellos en los que existe 
conocimiento sobre las variables involucradas en el problema, como las rutas de trabajo y 
los tiempos de procesamiento, inicio y entrega de cada orden de trabajo (Pinedo, 2012). 
Los valores numéricos asociados a estas variables no son aleatorios y su valor proviene 
del conocimiento del proceso o de un estudio de tiempos. Por su parte, en los problemas 
estocásticos o de tipo probabilístico las variables mencionadas tienen un grado de 
incertidumbre; no se mantienen fijos a lo largo del proceso y su valor es una variable 
aleatoria dada por una distribución de probabilidad. Los problemas determinísticos son los 
de mayor estudio y son muy aplicados en situaciones reales. Todos los problemas de 
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programación de operaciones de este tipo consideran un número de trabajos y máquinas 
finito (Pinedo, 2012) 
 
Siguiendo la notación dada por Graham et al (1979), el modelo de programación de 
operaciones se describe bajo la tripleta 𝛼|𝛽|𝛾 , donde el campo α representa el ambiente 
de las máquinas. Dicho ambiente es único en el modelo; el campo β representa las 
restricciones y características del procesamiento, el cual puede estar vacío o tener más de 
un a entrada; y finalmente el campo γ, que representa la función objetivo a optimizar. 
Generalmente se trabaja con una sola función objetivo, sin embargo, existen modelos 
multiobjetivo, donde se busca mejorar más de un aspecto. Este tipo de modelos se tratarán 
posteriormente. 
 
En un problema de programación de operaciones, para un número de n trabajos y m 
máquinas, existen un conjunto de datos asociados que determinan la ejecución de una 
operación. Algunos de estos son: 
 
 El Tiempo de procesamiento (pij) de un trabajo j en una máquina i. 
 Fecha de entrega prevista (dj) del trabajo j. 
Para los campos de la tripleta de Graham et al (1979), el campo α puede tener las 
siguientes entradas: 
 
 Máquina Simple (1): Es el modelo básico de programación de operaciones. 
Considera una sola máquina donde todos los trabajos deben ser procesados 
 Máquinas en Paralelo con diferentes velocidades (Qm): Similar al caso anterior, 
solo que las máquinas poseen velocidades distintas de procesamiento (vi), por lo 
cual el tiempo de procesamiento de un trabajo dependerá de que máquina sea la 
encargada de llevarlo a cabo. 
 Máquinas en paralelo no relacionadas (Rm): Es una generalización del caso 
anterior. En este ambiente, las velocidades de procesamiento dependen del trabajo 
que vaya a procesarse (vij). 
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 Flow Shop (Fm): Ambiente en el que se dispone de m máquinas distribuidas en 
paralelo. Cada trabajo debe ser procesado al menos una vez en cada máquina, y 
todos los trabajos siguen la misma ruta de máquinas dispuesta. 
 Flow Shop Flexible (FFS): Conocido también como Flow Shop híbrido (HF). Este 
ambiente es similar al flow shop, solo que, en lugar de máquinas, se dispone de 
estaciones de trabajo conformadas por un número determinado de máquinas 
idénticas. Cada trabajo debe ser procesado al menos una vez en una máquina de 
cada estación de trabajo, y todos los trabajos siguen la misma ruta de estaciones 
de trabajo. 
 Job Shop (Jm): Se tiene un conjunto de m máquinas, donde cada trabajo debe 
visitar al menos una vez cada máquina; y tiene su propia ruta de máquinas  
 En el campo β, comúnmente se pueden tener las siguientes entradas: 
 
 Fechas de liberación (rj): Un trabajo j no puede procesarse antes de una fecha 
definida puesto que aún no está disponible. 
 Tiempos de preparación dependientes de la secuencia (sjk): Esta restricción 
representa el tiempo de preparación que tiene un trabajo k si el trabajo j se procesa 
inmediatamente antes. Es muy común en fábricas donde existen máquinas 
mezcladoras. 
Los objetivos tradicionales en la programación de operaciones dependen generalmente 
del tiempo de terminación de un trabajo j, denotado como Cj o de las fechas de entrega 
prevista (dj). Algunas de estos son: 
 
 Retrasos (Lj): El retraso de un trabajo j se define como la diferencia entre sus 
respectivos Cj y dj (Ecuación (2.18)) 
𝐿𝑗 = 𝐶𝑗 − 𝑑𝑗          (2.18) 
 
Si el valor de Lj es negativo, se dice que el trabajo se completó temprano. 
 
 Tardanza (Tj): Es la parte positiva de Lj (Ecuación (2.19)) 
 𝑇𝑗 = max (0, 𝐿𝑗)         (2.19) 
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Finalmente, en el campo γ, las siguientes son algunas de las funciones objetivo en 
producción a optimizar: 
 
 Makespan (Cmax): Es una de las funciones objetivo de mayor uso en la teoría de 
programación de operaciones. Se define como el máximo tiempo de terminación. 
  𝐶𝑚𝑎𝑥 = max (𝐶𝑗)         (2.20) 
 
 Tardanza total ponderada (Tw): Comúnmente, es el costo o penalización (wj) 
asociado a la tardanza total (Ecuación (2.21)) 
𝑇𝑤 = ∑ 𝑤𝑗𝑇𝑗
𝑛
𝑗=1          (2.21) 
 
Para una mayor comprensión y profundización de lo descrito en esta sección, se remite al 
lector al texto de Pinedo (2012). 
2.6 Eficiencia Energética 
 
La eficiencia energética se define como una relación entre los recursos de salida (energía 
real utilizada) y los de entrada (energía requerida) en un sistema. Esta relación se conoce 
formalmente como Eficiencia Termal (η, Ecuación (2.22)) y puede ser aplicada de forma 
universal en cualquier campo de acción que requiera su medición, sin embargo, 
dependiendo de éste, la eficiencia energética requiere de definiciones y variables 
cuantitativas específicas que permitan realizar una abstracción apropiada del problema 





         (2.22) 
 
Para que tenga un impacto positivo, la eficiencia energética debe ser controlada y 
monitoreada mediante metodologías que permitan influir en las variables de decisión sobre 
las cuales se calcula. La Gestión Energética (Energy Management) se encarga de mejorar 
las actividades con impacto en la consecución de la eficiencia energética (Bunse, Vodicka, 
Schönsleben, Brülhart, & Ernst, 2011) actuando sobre la toma de decisiones y la 
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implementación de las acciones necesarias para disminuir el consumo de energía o la 
pérdida de esta en los procesos sin afectar la productividad. Para esto, normas como la 
ISO 50001 proveen parámetros e indicadores de desempeño que permiten evaluar el 
cumplimiento de las metas de eficiencia energética.  
 
Cabe mencionar que, si bien por medio de la eficiencia energética es posible obtener 
mejores rendimientos monetarios, no hay una asociación directa entre esta primera y un 
factor económico como lo es el costo. Menores costos o mayores ahorros en consumo 
energético no implican necesariamente que un proceso sea más eficiente, por lo cual existe 
una diferencia apreciable entre los conceptos de ahorro energético y eficiencia energética, 
principalmente en el hecho que el ahorro energético implica únicamente reducciones 
monetarias en cuanto a consumo de energía, sin tomar en consideración otras variables 
como fechas previstas de entrega, tasa de producción, inventarios, entre otras, que puedan 
influir en la eficiencia energética de un sistema. 
2.6.1 Eficiencia energética en procesos de producción 
 
En el campo industrial, la Agencia Internacional de Energía (IEA) define la eficiencia 
energética como una forma de administrar y restringir los incrementos en consumo 
energético mediante la entrega de un número mayor de servicios sin cambios significativos 
en el uso de la energía o un número igual de servicios, pero a menor uso de esta última. 
(2007). 
 
Obtener la eficiencia energética de acuerdo a la definición anterior requiere de una 
clasificación y el establecimiento de diferentes niveles de decisión que permitan establecer 
los límites del sistema sobre el cual se busca actuar e implementar actividades de Gestión 
Energética. Así mismo, se sabe que ningún indicador de eficiencia energética puede ser 
aplicado en cualquier situación dada las diferencias tecnológicas y de capacidad instalada, 
por lo que la caracterización antes mencionada y la definición de las herramientas a 
implementar es crítica. (IEA, 2007; Zampou, Plitsos, Karagiannaki, & Mourtos, 2014). El 
esquema propuesto por Duflou et al (2012) es uno de los más completos encontrados en 
la literatura sobre este tema. En forma general, los autores proponen cinco niveles de 
organización en sistemas de producción con una jerarquía similar a la vista en la sección 
2.4 en el proceso de planeación de la producción que van desde actividades en los 
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eslabones externos en una cadena de suministro (ej. Transporte), a las operaciones 
realizadas por una máquina en específico (programación operativa). A nivel interno 
(instalación de manufactura), los niveles propuestos por los autores son los siguientes: 
 
 Máquina/unidad de proceso, donde se ejecutan una o varias operaciones 
encargadas de la transformación de los bienes.  
 Línea de proceso/unidad multimáquina, conformada por diferentes máquinas o 
unidades de proceso dispuestas en diferentes configuraciones (serie, paralelo) 
donde se ejecutan secuencialmente el conjunto total de operaciones requeridas 
para completar cada orden de trabajo de un lote. 
 
Para una caracterización del nivel de unidad de proceso (máquina) que permita medir la 
eficiencia energética se toman en cuenta todos los elementos involucrados en la 
realización de cada operación que actúan de forma directa o indirecta (ej. Refrigeración, 
lubricación). A excepción de los elementos indirectos, cuyo consumo es constante, cada 
elemento requiere de un consumo energético que varía en el tiempo. Dicho consumo 
depende de dos aspectos importantes: los parámetros operacionales establecidos para 
llevar a cabo la actividad y el estado actual en el que se encuentra la máquina, los cuales 
deben tratarse en conjunto para un control completo de las actividades energético-
eficientes (Mousavi, Thiede, Li, Kara, & Herrmann, 2016; Thiede, Posselt, & Herrmann, 
2013).  
 
En cuanto a la caracterización de los parámetros operacionales, los esfuerzos en 
investigación se han concentrado en definirlos para procesos metalmecánicos (Bouzid, 
2005; Dietmair & Verl, 2009; He, Liu, Zhang, Gao, & Liu, 2012; Li, He, Wang, Yan, & Liu, 
2014; Mousavi et al., 2016; Yoon et al., 2015; L. Zhou et al., 2016). Parámetros como la 
velocidad de rotación de un eje, la velocidad de avance de la pieza, la profundidad del 
fresado y el ángulo de corte, entre otras, pueden influir de forma significativa sobre el 
consumo energético del proceso y de los sistemas auxiliares (elementos indirectos). 
Algunos de estos parámetros pueden extenderse a otros procesos de manufactura, 
especialmente los relacionados con la velocidad del proceso. Giacone & Mancò (2012) y 
Yoon et al. (2015) proporcionan diferentes formas de medir la eficiencia energética 
considerando los parámetros operacionales. En los dos trabajos mencionados se 
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recomienda tomar en consideración dos métricas básicas, entre estas la eficiencia termal 
(ecuación 2-17) y el consumo específico de energía (CEE). Para una mayor claridad sobre 
este último se remite al lector a los dos trabajos citados anteriormente. 
 
La eficiencia termal permite medir la utilización de la energía que se provee a la unidad de 
proceso y medir la desviación que éste tiene de su consumo energético teórico. En 
sectores productivos donde se requiere el uso de máquinas con motores eléctricos, la 
eficiencia energética se calcula considerando el proceso de conversión de la potencia 
eléctrica en potencia mecánica entregada, requerida para realizar una operación, y las 
pérdidas generadas durante éste. (Boglietti, Cavagnino, Lazzari, & Pastorelli, 2004). De 







𝑃𝑜𝑡𝑒𝑛𝑐𝑖𝑎 𝑀𝑒𝑐á𝑛𝑖𝑐𝑎+ ∑ 𝑃é𝑟𝑑𝑖𝑑𝑎𝑠
    (2.23) 
 
Donde las pérdidas están asociadas a la materia prima y a las características propias del 
motor y el proceso. El valor de la energía transformada y el de las pérdidas depende, desde 
el punto de vista del proceso, de los parámetros operacionales con los cuales se busca 
trabajar, por lo que para disminuir la ineficiencia que provocan estas últimas es 
imprescindible optimizar dichos parámetros.  
 
Teóricamente, el comportamiento de la eficiencia es de tipo creciente hasta alcanzar una 
asíntota horizontal, sin embargo, en la práctica a medida que el valor de un parámetro en 
particular (ej. La velocidad del rotor del motor, asociado al par de carga) la eficiencia 
presenta un comportamiento creciente hasta llegar a un máximo, luego del cual ésta 
disminuye a medida que el parámetro sigue aumentando  (Salido, Escamilla, Barber, & 
Giret, 2016). Este comportamiento, junto con las pérdidas puede dar como resultado la 
ejecución de procesos energéticamente ineficientes cuando no se considera su efecto 
sobre los parámetros operacionales. 
 
Por su parte, los estados en los cuales puede entrar una máquina se han definido también 
desde el punto de vista del mecanizado (Dietmair & Verl, 2009; Mousavi et al., 2016; Thiede 
et al., 2013), sin embargo, la eficiencia energética en cualquier proceso de manufactura 
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puede caracterizarse identificando los estados en los cuales entra y sale una máquina 
durante la ejecución de un conjunto de operaciones. 
 
Figura 2-2: Comportamiento de la eficiencia termal: a) Teórico, b) Real 
 
Fuente: a) Boglietti et al. (2004), b) Beggs (2002), Salido et al. (2016) 
 
Mousavi et al (2016), Weinert y Moose (2014), y Weinert et al (2011)  identifican los estados 
con mayor impacto en el consumo de la máquina. Cabe resaltar que la transición entre 
éstos últimos implica también un consumo energético que debe considerarse al momento 
de medir la eficiencia energética del proceso (Weinert & Mose, 2014). Los estados de 
máquina comúnmente estudiados en la literatura son los siguientes: 
 
 Idle, estado en el cual solo los mecanismos básicos están activos. La unidad de 
proceso o máquina no está procesando. 
 Ramp-up, se refiere al momento en que la máquina se prepara para iniciar una 
operación. Comúnmente corresponde a una aceleración que implica un consumo 
pico. 
 Production, estado en el cual la máquina está llevando a cabo una operación. 
 Changeover, es el estado en el cual la máquina se encuentra preparándose para 
iniciar una nueva operación 
 Standby, es un estado en el cual la máquina se encuentra ociosa a la espera de 
una nueva operación. Difiere del estado idle en que su consumo es mayor debido 
a que tiene activos todos los mecanismos usados en el estado Production. 
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 Ramp-down, estado en el cual la máquina entra cuando se inicia su apagado. El 
apagado no es instantáneo y requiere de un tiempo comúnmente dependiente del 
estado inmediatamente anterior a este. 
Calcular la eficiencia energética considerando los estados de la unidad de proceso no 
requiere de un modelamiento matemático exhaustivo como sí sucede con los parámetros 
operacionales. Solo se requiere conocer la demanda energética respectiva a cada estado 
y la asociada a las transiciones entre estos (May, Barletta, Stahl, & Taisch, 2015). Cada 
estado exhibe distintos patrones de consumo en el tiempo los cuales pueden ser 
cuantificados dependiendo del proceso y la máquina (Weinert et al., 2011). En este campo, 
se remite al lector al trabajo de Drake et al. (2006), quienes presentan una metodología 
para medir los consumos en diferentes estados y operaciones. 
 
Como se mencionó anteriormente, la literatura correspondiente a la caracterización de la 
eficiencia energética en procesos de producción y manufactura a nivel de máquina requiere 
tomar en cuenta los estados de la máquina y los parámetros operacionales de forma 
simultánea. Por ejemplo, en el estado Production pueden definirse diferentes perfiles de 
consumo energético de acuerdo a los parámetros operacionales utilizados (Weinert et al., 
2011). Estos parámetros también afectan la productividad del proceso convirtiéndose así 
en variables de decisión importantes para un modelo de programación de operaciones. Sin 
embargo, al momento de iniciar procesos de gestión y logro de eficiencia energética es 
necesario conocer también los sistemas de suministro de energía y las fuentes de las 
cuales se obtiene para cada una de las órdenes de trabajo a ser programadas con el fin 
de determinar el impacto del modelo en la escala apropiada (Rager, Gahm, & Denz, 2015). 
En un conjunto de órdenes de trabajo dado, cada operación puede requerir diferentes tipos 
de energía que pueden provenir de diferentes fuentes o de una sola fuente que precede a 
uno o varios procesos de conversión de energía. Bajo este enfoque se encuentra la 
denominada Cadena de Conversión de energía: un diseño metodológico que ilustra las 
etapas o eslabones de la cadena en el suministro de energía en los procesos de conversión 
de materias primas. (Gahm et al., 2016; Rager et al., 2015). 
 
En el primer eslabón de la cadena de suministro de energía están las Fuentes de Energía 
Primaria (Primary Energy Sources o PES), las cuales corresponden principalmente los 
recursos naturales que explotados de formas específicas pueden generar energía, tales 
30 Uso de Algoritmos Genéticos para el logro de la eficiencia energética en plantas 
de manufactura bajo un enfoque de Programación de Operaciones 
 
como los combustibles fósiles, el agua (energía hidráulica), el sol, entre otros. La energía 
producida por las PES es transformada en fuentes de energía secundaria (Secondary 
Energy Sources o SES). Este trabajo es realizado principalmente por las empresas 
generadoras y distribuidoras de energía. Cuando la energía es llevada hasta las 
instalaciones de manufactura para su uso, las SES pasan a ser fuentes de energía final 
(Final Energy Sources o FES), las cuales proveen directamente de energía a todas las 
áreas de la empresa. Finalmente, a nivel interno, se encuentran las fuentes de energía 
aplicada (Applied Energy Sources o AES), las cuales son usadas para llevar a cabo los 
procesos de producción. Éstas pueden provenir de un proceso de conversión de las FES  
en una central que provee a toda el área de producción (ejemplo, energía eléctrica y agua 
en vapor) o pueden ser usadas directamente, como por ejemplo el alimentador de corriente 
al cual se conecta una determinada máquina (Rager et al., 2015) 
 
 
Figura 2-3: Cadena de conversión energética 
 
Fuentes de energía 
primaria (PES)
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Máq. 1 Máq. 2 Máq. m. . .
 
Fuente: Gahm et al (2016) 
2.6.2 Eficiencia Energética en la Planeación de Producción 
 
 
La programación de operaciones es un proceso de toma de decisiones con un impacto 
significativo en la mayoría de empresas dedicadas a la transformación de bienes. En 
industrias de demanda intensiva de energía como la siderúrgica, cementera, papelera y 
química, entre otras (Bunse et al., 2011), se requiere que los planes de producción 
aseguren la disponibilidad  y el valor de los recursos en el momento de iniciar las 
actividades de producción (Harjunkoski et al., 2014).  
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Los costos en energía, por ejemplo, en planes de producción a corto plazo suelen ser 
considerados generalmente  fijos, constantes o incluso son ignorados (Yildirim & Mouzon, 
2012). Esto supone un error al momento de establecer el orden de producción en plantas 
de manufactura, donde dichos costos pueden llegar a representar un 67% de los totales 
(IEA, 2007). Al ser la energía un recurso de suma importancia, la eficiencia energética debe 
considerarse durante estos procesos de planeación de producción, de lo contrario, 
difícilmente podrá ser controlada durante en fases posteriores o en el proceso (Weinert et 
al., 2014).  
 
En cuanto a consumo y demanda energética, por medio de programación de operaciones 
es posible controlar tanto los parámetros operacionales como las transiciones entre los 
estados de la máquina y la duración de estos. Existe evidencia de una relación directa 
entre la velocidad de procesamiento y el consumo de energía; y una relación inversa entre 
ésta primera y el tiempo de procesamiento (K. Fang, Uhan, Zhao, & Sutherland, 2013), lo 
que conlleva la existencia de un trade-off entre algunas funciones tradicionales de 
programación de operaciones (ej. Makespan, Tardanza total) y el consumo de energía del 
estado Production. Para otros estados se puede observar un efecto similar. Los tiempos 
de preparación en los que se incurre cuando se alista una máquina para procesar una 
nueva orden de trabajo influyen en el consumo del estado Changeover, especialmente si 
estos tiempos son secuencialmente dependientes. El mismo efecto se tiene cuando se 
atacan otros estados de no-proceso (ej. standby y idle) cuyo consumo depende 
estrictamente del tiempo total de producción (Zampou et al., 2014). Así mismo, para control 
de la eficiencia energética es importante la elección óptima de las máquinas a utilizar, en 
especial cuando se tienen distribuciones de máquinas en paralelo. La máquinas elegidas 
para llevar a cabo un conjunto determinado de operaciones influyen en el consumo 
energético de forma significativa incluso cuando se tienen máquinas consideradas como 
idénticas y con parámetros operacionales iguales (He, Li, Wu, & Sutherland, 2015).  
 
Lo anterior evidencia una relación entre la eficiencia energética y la Programación de 
Operaciones. Por medio de esta técnica es posible obtener de forma económica y sin 
mayor inversión una apropiada gestión de la energía que conlleve el logro de la eficiencia 
energética al optimizar la selección de las máquinas a utilizar para llevar a cabo las 




3. Revisión Literaria 
El objetivo principal en los modelos de programación de operaciones tradicionales es el de 
mejorar medidas de desempeño relacionadas con la producción como la liberación tardía 
o temprana de una orden de trabajo, o los costos asociados a esta. Sin embargo, la 
consecución de estos objetivos puede implicar, por ejemplo, un aumento en la velocidad 
de producción de las máquinas y, por ende, un mayor consumo energético. Por lo tanto, 
es necesario tomar en consideración un objetivo dentro de los modelos mencionados que 
mida el impacto del plan de producción sobre los requerimientos energéticos de cada 
operación. 
 
El logro de la eficiencia energética mediante un enfoque de programación de operaciones 
no es un tema de investigación reciente. En los últimos años se han publicado numerosos 
trabajos con diferentes aportes tanto en las funciones objetivos utilizadas como en los 
métodos de solución propuestos. 
 
Hasta donde se tiene conocimiento y a partir de la elaboración del estado del arte, a la 
fecha se han publicado 3 revisiones literarias sobre el tema en discusión. El primer trabajo 
fue propuesto por Giret, Trentesaux y Prabhu (2015). Esta revisión parte de la definición 
de “Programación de Operaciones para manufactura sostenible”, que implica la 
optimización de medios de entrada (energía, materia prima) y/o medios de salida 
(desperdicios, polución) en conjunto con objetivos de programación de operaciones. La 
clasificación de los modelos se hace en cuanto a los medios que éstos optimizan: entradas, 
salidas o ambos (mixto). Los autores concluyen que, pese a una mayor complejidad en los 
problemas, se deben considerar más variables relacionadas con los medios de entrada o 
salida. 
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Posteriormente se encuentra el trabajo de Gahm et al (2016) quienes proponen un marco 
de clasificación de acuerdo a la posición dentro de la cadena energética (ver sección 2.6.1) 
sobre la cual actúa la función objetivo energética del modelo, los mecanismos de 
suministro de energía al sistema de producción y las variables utilizadas que influyen en 
los requerimientos de energía de la maquinaria o las operaciones de trabajo en tiempos 
de proceso y de no-proceso. Dentro de sus conclusiones, los autores enfatizan en la 
necesidad de un mejor entendimiento de las características relevantes para el logro de la 
eficiencia energética existentes en la teoría de la programación de operaciones.  
 
Finalmente está la revisión realizada por Biel y Glock (2016). Los autores buscan ampliar 
el campo más allá de la programación de operaciones y proponen un marco de 
clasificación de acuerdo al horizonte de planeación de producción que incluye la búsqueda 
de eficiencia energética en la definición del plan maestro de producción, la planeación de 
materiales mediante el tamaño de lote óptimo o lot-sizing y la programación de 
operaciones. En éste último la clasificación de los modelos se hace con base en el 
ambiente de máquina abordado. Entre las conclusiones y recomendaciones, los autores 
resaltan la poca atención que ha recibido el ambiente job shop, siendo este uno de los 
problemas más complejos en el campo de estudio.  
 
Con base en esto, la revisión literaria presentada en este trabajo se realiza siguiendo los 
esquemas propuestos por Biel y Glock  (2016) y Gahm et al (2016). En cuanto a lo descrito 
por los primeros, los trabajos revisados se centran únicamente en la planeación a nivel 
operativo. Se usó la tripleta de Graham et al (1979) en cada modelo revisado de modo que 
se facilite al lector identificar el problema tratado. Se clasificaron los problemas con base 
a la función objetivo energética formulada, identificando cuatro enfoques principales:  
 
 Ambiental, cuando el trabajo busca mejorar aspectos relacionados con emisiones 
o desperdicios. 
 Consumo, donde la FO mide la energía consumida del programa de operaciones.  
 Costo, donde se enfatiza en aspectos de tipo monetario. 
 Respuesta a Demanda, cuando el trabajo enfatiza en la necesidad de optimizar el 
impacto de la demanda energética de las operaciones de producción sobre el 
agente distribuidor. 
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Estos enfoques se asemejan a los propuestos por Gahm et al (2016) pero sin considerar 
la posición sobre la cadena energética. 
3.1  Ambiental 
 
Esta categoría engloba todos los trabajos realizados donde se buscan optimizar aspectos 
de tipo ambiental asociados al uso de los recursos energéticos y de producción exigidos 
por cada operación.  
 
Inicialmente, He y Liu (2010) proponen un modelo 𝑃𝑚| |𝐶𝑚𝑎𝑥(𝐼), 𝐶𝐸(𝐼), donde I es el 
impacto ambiental que genera un programa de producción. Los autores plantean que cada 
operación genera un desperdicio asociado a la máquina en la que es procesada, el cual 
tiene un impacto ambiental cuantitativo. Tanto el makespan (𝐶𝑚𝑎𝑥) como el consumo 
energético (CE) dependen de este impacto en su cálculo. El modelo se divide en dos 
submodelos de un solo objetivo, 𝑃𝑚| |𝐶𝑚𝑎𝑥(𝐼) y 𝑃𝑚| |𝐶𝐸(𝐼). Siguiendo el método 
lexicográfico, explicado en la sección 2.2.2, se optimiza primero el modelo con el objetivo 
makespan y posteriormente el que busca minimizar el consumo energético, restringido a 
las soluciones entregadas por el primero. 
 
Se ha encontrado en este campo que los trabajos se centran en generar modelos donde 
la Huella de Carbono (emisiones de gases invernadero) es el principal objetivo. Fang, 
Uhan, Zhao y Sutherland (2011), proponen un modelo de programación entera mixta 
multiobjetivo para resolver un problema en un ambiente tipo flow shop con dos máquinas  
en el cual se busca minimizar el makespan, la carga pico del sistema (CP) y la huella de 
carbono asociada al consumo energético (HC) (𝐹2| |𝐶𝑚𝑎𝑥, 𝐶𝑃, 𝐻𝐶).  Los autores mostraron 
que el problema es de alta complejidad y solo solucionable de manera óptima para 
problemas pequeños (número de trabajos n≤6). La metodología para calcular la energía 
consumida toma en cuenta tres perfiles, calculados para cada máquina de modo que se 
obtenga la carga para cada secuencia factible de trabajos.  
 
Un enfoque similar es propuesto por Lei y Guo (2014), Liu y Huang (2014) y Lin et al (2015) 
donde el objetivo es la HC. Los primeros desarrollan un modelo para el problema 
𝐽𝑚| |𝐶𝑚𝑎𝑥, 𝐻𝐶 donde no solo se busca optimizar la secuencia de las operaciones sino la 
asignación del recurso personal creando incertidumbre en los valores de pj (variable 
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estocástica). Desarrollan un algoritmo de Búsqueda en Vecindario Variable (DNS) usando 
el método lexicográfico para la optimización multiobjetivo.   
 
Liu y Huang (2014) proponen dos modelos: uno de máquina simple para proceso en lote 
(procesa varios trabajos al mismo tiempo, denotado con 1̃, y restricciones rj, así como una 
restricción especial del ambiente de máquinas propuesto donde el tiempo de 
procesamiento del lote está dado por el tiempo de procesamiento más largo entre los 
trabajos que lo componen; buscan optimizar la tardanza ponderada, la HC y la carga pico, 
respectivamente (1̃| 𝑟𝑗, max(𝑡𝑗)|𝑇𝑤 , 𝐻𝐶, 𝐶𝑃); y otro con un ambiente de máquina simple 
similar al anterior seguido de dos máquinas dispuestas en paralelo (denotado 1̃ → 𝑃2), con 
restricciones en el tiempo de procesamiento del lote (igual al anterior) y con velocidad 
variable de procesamiento en las máquinas en paralelo, y de uso de capacidad máxima en 
la máquina 1̃, es decir, con lotes de trabajo de tamaño igual a la capacidad B de proceso 
de la máquina; donde se busca optimizar la tardanza ponderada, las emisiones de CO2 y 
la carga pico (1̃ → 𝑃2|max(𝑡𝑗), 𝑣𝑖, 𝐵 |𝑇𝑤 , 𝐶𝑂2, 𝐶𝑃). Para los dos modelos se propone un 
algoritmo NSGA-II donde el método de optimización multiobjetivo utilizado es el de pesos 
ponderados. Uno de los aportes principales de este trabajo es de proporcionar trade-offs 
entre los objetivos estudiados y en particular una relación entre el impacto ambiental 
medido en la huella de carbono y el tiempo de llegada entre cada trabajo, donde éste 
primero aumenta a medida que el intervalo de llegada entre cada orden de trabajos crece. 
 
Lin et al (2015) investigan el problema del Flow Shop con bloqueo, con objetivos makespan 
y HC (𝐹𝑚|𝑏𝑙𝑜𝑐𝑘|𝐶𝑚𝑎𝑥, 𝐻𝐶) asumiendo que se busca programar varios procesos de 
mecanizado. En este modelo las variables energéticas asociadas al consumo y la HC son 
parámetros operacionales propios de éste proceso. Se propone como novedad un 
algoritmo Teaching-learning based Optimization multiobjetivo (MOTLBO) y el uso de la 
técnica de Proceso Analítico Jerárquico (AHP) para seleccionar la solución más apropiada 
dentro del conjunto de soluciones Pareto-eficientes, así como la optimización conjunta de 
los parámetros operacionales. 
 
Por su parte, Zhang, Zhao, Fang, y Sutherland (2014) proponen un modelo 𝐹𝑚| |𝐶𝐸𝑇, 𝐻𝐶 
con restricciones en rendimientos de producción. El modelo considera dos funciones 
objetivo de tipo energético: el costo total de la energía (CET) en producción y HC generada 
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por el suministro de energía al proceso. Los autores muestran que la huella de carbono 
producida por las empresas generadoras de energía cambia de acuerdo al horario, al igual 
que la tarifa, siendo baja en horas valle y alta en horas pico. Esto hace que ambas 
funciones de tipo discreto posean una variable de decisión que considera el tiempo t al 
cual se programa una operación de una orden de trabajo j. La solución al problema se da 
mediante Programación Entera.  
 
Con un enfoque distinto, Ding, Song y Wu (2016) buscan minimizar las emisiones de CO2 
generadas por el consumo energético total (CoET) en estados Production (P) y Standby 
(SB), y el makespan, en un ambiente Flow Shop con permutación 
(𝐹𝑚|𝑝𝑟𝑚𝑢|𝐶𝑂2(𝑃, 𝑆𝐵), 𝐶𝑚𝑎𝑥). El modelo se caracteriza por utilizar la velocidad de 
operación como principal variable energética. Se propone una modificación a la conocida 
heurística NEH, heurística especializada para la resolución de problemas flow shop, 
aplicando pesos ponderados para la optimización multiobjetivo. Un aspecto a resaltar de 
este trabajo es la recomendación de tener en cuenta los tiempos de preparación entre 
operaciones, lo cual concuerda con lo explicado en la sección 2.6.1, relacionada con la 
caracterización de la eficiencia energética a nivel de unidad de proceso. 
 
Finalmente en esta sección se considera el trabajo propuesto por Sharma, Zhao y 
Sutherland (2015) donde se investiga un problema flow shop de dos etapas (denotado 
2𝑆 − 𝐹𝑚). Se proponen tres conjuntos de funciones objetivo: uno de tipo económico 
(minimizar costo energéticoy maximizar el número de trabajos en un turno), uno de tipo 
ecológico (minimizar el consumo de energía) y uno de tipo “econológico” (una combinación 
de los dos anteriores). La novedad en este trabajo es la consideración de las velocidades 
de producción como variable adicional para controlar el consumo energético en los 
diferentes periodos en los que varía el precio de la energía así como una restricción al 
número máximo de cambios de velocidad que pueden hacerse. 
3.2 Consumo 
 
En esta categoría entran los trabajos que buscan minimizar el consumo total de energía 
abordando distintas estrategias como la optimización de parámetros operacionales, 
selección óptima de máquinas, la consideración de los estados operacionales, entre otras. 
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Inicialmente, Mouzon, Yildirim y Twomey (2007) desarrollaron un conjunto de reglas de 
despacho que busca minimizar el consumo de energía total en un ambiente de máquina 
simple con restricciones rj, y C como objetivo de producción (1|𝑟𝑗|𝐶𝑜𝐸𝑇, 𝐶). Este trabajo se 
considera en la literatura como uno de los pioneros en el campo de programación de 
operaciones enfocado a eficiencia energética. Los autores demostraron que el consumo 
puede ser significativamente menor si las máquinas precedidas por aquellas con 
restricciones de cuello de botella se apagan cuando el tiempo de llegada entre operaciones 
es considerable, el cual es valorado mediante un punto de equilibrio económico. Esta 
estrategia a lo largo de la literatura se conoce como turn on/off. Posteriormente estos 
autores en dos trabajos diferentes (Mouzon & Yildirim, 2008; Yildirim & Mouzon, 2012) 
plantean modelos para dos problemas adicionales: 1|𝑟𝑗|𝐶𝑜𝐸𝑇, 𝑇 y 1|𝑟𝑗|𝐶𝑜𝐸𝑇, 𝐶, 
respectivamente, dejando de lado la estrategia turn on/off, para trabajar con estados de 
máquinas, concluyendo que al atacar principalmente los tiempos ociosos (asociados al 
estado idle) es posible obtener mejoras significativas en cuanto al consumo. El primer 
trabajo propone un algoritmo de búsqueda Voraz (GRASP) multiobjetivo para resolver el 
problema. El segundo, aborda el problema mediante un algoritmo genético multiobjetivo 
(MOGA) como método de solución. 
 
Dai, Tang, Giret, Salido y Li (2013) buscan minimizar el consumo energético durante todo 
el proceso de producción y el makespan en un ambiente flow shop flexible 
(𝐹𝐹𝑆| |𝐶𝑜𝐸𝑇, 𝐶𝑚𝑎𝑥). Para ello, plantean un algoritmo de recocido simulado híbrido con 
aproximación genética. Lo particular de este trabajo es el mecanismo de medición de 
eficiencia óptima como relación entre el consumo de la energía durante la operación como 
tal (sin tomar en consideración tiempos muertos o de preparación) y la energía total. Este 
mecanismo proporciona el nivel de eficiencia energética dado por la secuencia encontrada 
con el algoritmo propuesto. Al igual que otros trabajos mencionados, los autores plantean 
un modelo de decisión donde una máquina ociosa por tiempo considerable pueda 
apagarse (turn on/off). 
 
Un aspecto a considerar es la posibilidad de elegir parámetros operacionales, como las 
velocidades del proceso, de modo que sea posible obtener un consumo de energía mínimo 
y una productividad adecuados. Este enfoque, pese a tener un gran impacto sobre la 
eficiencia energética (Sharma et al., 2015) no ha sido abordado en gran medida, y la 
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mayoría de los trabajos se centran en proponer novedades para los métodos algorítmicos. 
Fang y Lin (2013) propusieron inicialmente un enfoque de este tipo. Desarrollaron un 
algoritmo de optimización por enjambre de partículas (PSO) para minimizar la energía 
consumida y las penalizaciones totales por tardanza para un ambiente de máquinas 
paralelas no relacionadas con velocidad de proceso variable (𝑅𝑚| |𝑇𝑤 , 𝐶𝑜𝐸𝑇), sin embargo, 
el uso de la velocidad se considera principalmente por ser una característica propia del 
ambiente de máquinas que permite ajustar las velocidades, mas no por considerarla como 
un parámetro operacional a optimizar desde el punto de vista energético. En este modelo, 
la energía consumida por el trabajo se da en función del tiempo que tome la operación 
dependiendo de la velocidad de procesamiento de las máquinas.  
 
Fang, Uhan, Zhao y Sutherland (2013) proponen un enfoque que considera la velocidad 
de proceso como variable energética, siendo esto novedad y alternativa a la formulación 
del objetivo energético vía estados operacionales de la máquina y a las estrategias turn 
on/off desarrolladas hasta el momento. Los autores plantean una serie de problemas, todos 
con un ambiente de tipo Flow Shop con restricción de permutación y con objetivos 𝐶𝑚𝑎𝑥 y 
el consumo pico de energía (CP). La diferencia entre cada problema planteado es 
considerar posibles restricciones en la definición de los conjuntos de velocidad (ej: si es 
discreto o continuo). Sin embargo, este trabajo no plantea una ecuación para definir el 
consumo energético en función de la velocidad de procesamiento. En lugar de esto, 
establece estos valores asumiendo una relación inversa entre las variables tiempo de 
procesamiento (𝑝𝑖𝑗𝑠) y consumo energético (𝑞𝑖𝑗𝑠) establecidos para cada velocidad s. Se 
establecen modelos de programación entera y algoritmos heurísticos para resolver el 
problema con m=2 máquinas. Zhang y Chiong (2016) extienden este trabajo hacia un 
modelo tipo job shop con objetivos 𝑇𝑊 y Consumo total de energía (𝐽𝑚| |𝑇𝑤 , 𝐶𝑜𝐸𝑇). Este 
último es definido en dos posibles estados: producción y espera.  
 
Tang, Dai, Salido y Giret (2015) siguen un enfoque similar al anterior al proponer un modelo 
de flow shop flexible con el makespan como función objetivo de producción 
(𝐹𝐹𝑆| |𝐶𝑚𝑎𝑥, 𝐶𝑜𝐸𝑇). Los autores proponen un esquema de rescheduling en el cual el 
programa generado puede modificarse a lo largo del proceso para adaptarse a nuevas 
necesidades. En este caso, la llegada de nuevos trabajos cuyos tiempos de arrivo no son 
determinísticos. Como método de solución se propone un algoritmo PSO modificado. En 
el campo de rescheduling tambien se encuentra el trabajo de García-Santiago et al (2014) 
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quienes estudian el caso cuando se realizan un ajustes a los equipos. Mediante un 
algoritmo de Búsqueda Harmónica buscan maximizar el tiempo en que las máquinas 
permanecen en un estado predefinido de mínimo consumo energético para un ambiente 
tipo job shop.  Los ajustes a la operación son permitidos por medio de un conjunto de 
restricciones dinámicas que permiten realizar un nuevo proceso de optimización si algun 
parámetro del modelo es modificado durante su ejecución. 
 
Mansouri, Aktas y Besikci (2016) proponen un modelo de programación entera mixta para 
resolver un problema de flow shop con dos máquinas y tiempos de preparación 
secuancialmente dependientes (𝐹2|𝑠𝑗𝑘|𝐶𝑚𝑎𝑥, 𝐶𝑜𝐸𝑇) demostrando el conflicto existente 
entre los dos objetivos trabajados. Los autores son los primeros en proponer una 
metodología para la creación de instancias de prueba donde la velocidad es la variable 
energética para ambientes tipo flow shop. Dicha variable tiene un conjunto fijo con tres 
posibles niveles (bajo, medio y alto) para las dos máquinas consideradas. 
 
Bajo un enfoque distinto, He, Li, Wu y Sutherland (2015) proponen para un ambiente de 
job shop flexible minimizar el makespan y el consumo de energía durante tiempos muertos 
(estado idle, denotado ICoET, 𝐹𝐽𝑆| |𝐶𝑚𝑎𝑥, 𝐼𝐶𝑜𝐸𝑇) pero eligiendo la máquina adecuada y no 
la velocidad que permita alcanzar los dos objetivos mencionados bajo la hipótesis 
estadísticamente comprobada que el consumo de energía varía en función de la máquina-
herramienta utilizada para llevar a cabo una operación. Los consumos para un mismo 
trabajo pueden ser significativamente distintos en dos máquinas del mismo tipo, marca y 
capacidad. 
 
Similar al trabajo descrito anteriormente existen otros modelos que se centran en optimizar 
los tiempos muertos. Liu et al (2014) proponen un modelo job shop con restricciones de 
liberación de trabajos para minimzar la tardanza total ponderada y el consumo en tiempos 
muertos (𝐽𝑚| 𝑟𝑗|𝑇𝑤, 𝐼𝐶𝑜𝐸𝑇). Una característica particular de este trabajo es la hipótesis que 
en un enfoque de programación de operaciones lograr eficiencia energética solo es útil si 
se optimiza el tiempo en que las máquinas se encuentran en estado idle, dejando de lado 
el impacto que tiene la programación en otros estados. Liu, Zhang, Yang, Chen, & Huang 
(2013) trabajan con el mismo enfoque en un ambiente tipo flow shop con permutación, con 
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un único objetivo energético similar al descrito anteriormente (𝐹𝑚|𝑝𝑟𝑚𝑢 |𝐼𝐶𝑜𝐸𝑇). Este 
objetivo es descrito por los autores como energía desperdiciada. 
 
Firas y Denis (2015) y Stock y Seliger (2015) van mas allá tomando en cuenta otros estados 
de máquina, como los mencionados en la sección 2.6.1, para ambientes tipo flow shop 
flexible (𝐹𝐹𝑆| |𝑇𝑤 , 𝐶𝑜𝐸𝑇 y 𝐹𝐹𝑆| |𝐶𝑚𝑎𝑥, 𝐼𝐶𝑜𝐸𝑇, respectivamente).  
 
Finalmente, May et al. (2015) trabajan un ambiente tipo job shop, cuya característica 
principal es optimizar las perdidas de energía consumida (PEC, 𝐽𝑚| |𝐶𝑚𝑎𝑥, 𝑃𝐸𝐶) y no el 
consumo demandado. A diferencia del trabajo de Liu et al. (2013), estas pérdidas se 
asocian a tres posibles estados de máquina en los cuales no hay procesamiento de 
operación: idle, standby y ramp-up. La transición entre estos estados, el tiempo en que 
permanece cada uno y el número de entradas a lo largo del proceso se considera para la 
aplicación de la estrategia turn on/off, asumida como importante para minimizar las 
pérdidas de energía, con la diferencia que el punto de equilibrio en la aplicación de dicha 
estrategia no es de tipo económico sino energético. 
3.3 Costo 
 
La categoría Costo engloba los mecanismos económicos o monetarios bajo los cuales se 
busca generar programas de producción energético-eficientes. Bajo este enfoque, el 
mecanismo de mayor uso en la literatura es de respuesta al precio de la energía cuando 
tiene precios discriminados por el horario (time-of use tariff), es decir, dependientes de la 
hora. Esta tendencia se marca por el hecho que varios proveedores de energía han 
enfocado sus esfuerzos recientemente en la promoción de la tarifa por horario con el fin 
de mejorar la confiabilidad de los sistemas energéticos (R. Zhang & Chiong, 2016). 
 
Cabe mencionar que la mayoría de los trabajos descritos en esta sección consideran un 
conjunto de estados para las máquinas. Como se explicó en la sección 2.6.1, las 
transiciones entre estados tienen un impacto en el consumo energético, por lo cual las 
funciones objetivo son en su mayoría de tipo discreto e involucran una variable que indica 
el estado en el cual se encuentra o hacia el cual se dirige una operación. 
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Luo, Du, Huang, Chen, & Li (2013) proponen un modelo 𝐹𝐹𝑆| |𝐶𝐸𝑇, 𝐶𝑚𝑎𝑥  donde la función 
de costo energético (CET) considera los consumos en los estados production y standby en 
función del tiempo t al cual se programa una operación. Los autores proponen un algoritmo 
ACO multiobjetivo (MOACO) para resolver el problema. 
 
Le y Pang (2013) toman en cuenta incertidumbres en el consumo de energía de los 
trabajos a desarrollarse en un ambiente de manufactura flexible (FMS). Mediante la 
implementación de un modelo de control de eventos discretos, los autores buscan 
encontrar un programa que se ajuste en el tiempo si se presentan cambios en el consumo 
de energía durante la operación de modo que se minimizen los costos por energía y las 
penalizaciones por tardanza. 
 
Shrouf, Ordieres-Meré, García-Sánchez, Ortega-Mier (2014) estudian el problema 1| |𝐶𝐸𝑇, 
donde la función CET se calcula de acuerdo al precio de la energía correspondiente a un 
periodo p y a un conjunto de estados de máquina con valores de consumo energético 
definidos. Un algoritmo genético se propone como método de solución. Gong, De 
Pessemier, Joseph, & Martens en dos trabajos similares (2015a, 2015b) estudian dos 
problemas de máquina simple: el primero,  un 1| |𝐶𝐸𝑇, similar al descrito anteriormente, y 
el segundo con restriccion de fechas de liberación (𝑟𝑗) y un objetivo de costo que toma en 
consideración la volatilidad de los precios p de la energía y su impacto sobre el programa 
de producción generado por un algoritmo genético (1|𝑟𝑗|𝐶𝐸𝑇(𝑝)). Este último enfoque 
provee un ambiente semejante a la realidad donde se puede observar como la 
estocacisidad de los sistemas de producción en cuanto a producción y consumo energético 
afectan el resultado provisto por el método heurístico propuesto como solución. Así mismo, 
demuestran el conflicto entre el costo energético y el makespan (Gong et al., 2015a). 
 
Por último, Moon y Park (2014) estudian dos escenarios en ambientes tipo job shop 
flexible. En el primero se busca minimizar los costos energéticos asociados a la producción 
y dependientes de la máquina seleccionada para ejecutar una operación determinada 
(CP(i)), y los costos relacionados con el horario en el cual se está trabajando (C(t)) 
denotando este problema como 𝐹𝐽𝑆| |𝐶𝑃(𝑖) + 𝐶(𝑡). Aquí el makespan es tratado como una 
variable dentro de la función objetivo CP(i), donde una constante de tipo económico 
penaliza el objetivo proporcionalmente al valor del makespan. El segundo modelo estudia 
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el mismo tipo de problema pero adicionalmente considera el uso de dispositivos de 
almacenamiento de energía y cuantifica el costo de su uso. 
 
3.4 Respuesta a demanda 
 
Por Respuesta a Demanda se entiende aquellos modelos de programación operativa en 
los cuales buscan por medio de variables o estrategias influir en los requerimientos de 
energía de la unidad de proceso en cualquier estado de la máquina, de modo que la 
fiabilidad de los sistemas de suministro energético no se vea afectada.  
 
Cabe mencionar que en esta categoría entran la mayoría de los trabajos descritos en la 
categoría Costo debido a que en su mayoría la optimización de la función objetivo 
energética se hace con base en programar las operaciones de mayor consumo en horas 
en que la demanda de energía a los distribuidores es baja. En esta categoría se describen 
los trabajos que aplican estrategias para mejorar los perfiles de demanda y no el costo 
energético. 
 
Bruzzone, Anghinolfi, Paolucci y Tonelli (2012) proponen una solución por medio de 
Programación Lineal Entera Mixta (MILP) a un ambiente de flow shop flexible con 
restricciones en fechas de liberación de los trabajos, donde se busca minimizar el 
makespan y las penalizaciones por tardanza en las órdenes de trabajo (𝐹𝐹𝑆| 𝑟𝑗 |𝐶𝑚𝑎𝑥, 𝑇𝑤). 
El modelo propuesto presenta una restricción en cuanto a la demanda pico (DP) del 
sistema cuyo valor se encuentra entre la potencia requerida por las operaciones a realizar 
en un tiempo determinado y un valor máximo preestablecido. La secuencia óptima 
posteriormente es ingresada a un Sistema Avanzado de Programación (APS por sus siglas 
en inglés) el cual por medio de un módulo de administración de energía busca la eficiencia 
energética sin alterar la secuencia. Nagasawa, Ikeda, & Irohara (2015) proponen un 
enfoque similar para un ambiente tipo flow shop (𝐹𝑚|  |𝐶𝑚𝑎𝑥, 𝐷𝑃). Como estrategia principal 
los autores controlan tres estados de máquina y su consumo asociado de modo que la 
energía demandada en un periodo de tiempo no supere el máximo establecido.  
 
Duerden, Shark, Hall y Howe (2015) por su parte buscan minimizar la varianza en la 
demanda energética (Var(D)) y el makespan en un ambiente de máquinas no determinado, 
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sin embargo, en la revisión realizada por Biel y Glock (2016), éste es descrito como un job 
shop, por lo cual este problema denota como 𝐽𝑚|  |𝐶𝑚𝑎𝑥, 𝑉𝑎𝑟(𝐷). Al igual que los trabajos 
en la cateagoría costo, los autores usan tarifas discriminadas por horario como variable 
adicional para optimizar los tiempos de inicio de cada operación. 
 
Finalmente se encuentra el trabajo de Rager, Gahm, y Denz (2015) quienes proponen un 
enfoque de medición de demanda energética de las fuentes de energía aplicada, es decir, 
aquellas fuentes que suministran energía de cualquier tipo (eléctrica o térmica) 
directamente a la unidad de proceso o componente, o AESD’s. Dos algoritmos meméticos 
son propuestos para resolver el problema en máquinas en paralelo idénticas con el fin de 
minimizar la varianza de estos AESD (𝑃𝑚|  |𝑉𝑎𝑟(𝐴𝐸𝑆𝐷)).  El modelo matemático presentado 
se enfoca únicamente en disminuir dicha demanda dejando de lado objetivos de 
producción. 
3.5 Brechas en el campo de investigación 
 
La revisión literaria elaborada en esta investigación ha mostrado que, si bien el problema 
de programación de operaciones enfocado a eficiencia energética no es reciente, ha sido 
investigado a profundidad para un número reducido de ambientes de trabajo y 
considerando principalmente enfoques matemáticos que buscan un consumo y/o costo 
mínimo de energía. Para esto, se observa que los investigadores se han valido de los dos 
aspectos descritos en la sección 2.6.1: definir el consumo, costo o demanda energética 
asociada a diferentes estados de máquina y a la optimización de parámetros 
operacionales, principalmente, la velocidad del proceso.  
 
Aunque en la mayoría de los trabajos investigativos la velocidad del proceso es vista desde 
el punto de vista del mecanizado, esta variable puede definirse de diferentes formas 
dependiendo del proceso de producción a analizar, convirtiéndola en una variable universal 
cuya optimización genera un impacto en la eficiencia energética así como en los objetivos 
de productividad (Neugebauer et al., 2011). También, los avances tecnológicos han 
permitido que hoy en día sea posible manipular manual o automáticamente esta variable 
mediante diferentes estrategias (Allwood et al., 2016). Se concluye entonces que un 
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modelo de programación operativa enfocado a la eficiencia energética debe considerar la 
velocidad de ejecución de las operaciones. 
 
La revisión literaria realizada muestra que 12 de los 34 trabajos encontrados toman en 
consideración la variable velocidad. De esos 12, ocho la implementan de forma individual 
o a lo sumo con dos estados de máquina (Production y Standby) cuando se ha comprobado 
que otros estados de importancia para la parte energética y productiva también pueden 
optimizarse mediante programación de operaciones. Se ha encontrado, además, que los 
tiempos de preparación entre operaciones son un componente importante a nivel de 
productividad (Eren, 2007; Mansouri et al., 2016) y a nivel energético por su impacto en el 
consumo, demanda o costo energético asociado al estado Changeover (Mousavi et al., 
2016). De los trabajos revisados, tan solo uno considera restricciones de tiempos de 
preparación. 
 
El job shop es uno de los problemas más importantes en la teoría de programación de 
operaciones debido a que es una generalización de otros ambientes de producción 
(Ponnambalam, Jawahar, & Girish, 2009; R. Zhang & Chiong, 2016). Este ambiente es uno 
de los más presentes en la industria, especialmente en pequeñas y medianas empresas, 
las cuales difícilmente pueden aplicar metodologías tradicionales para el control (o 
mejoramiento) de la eficiencia energética, como actualizaciones tecnológicas o rediseño 
de procesos y productos (Y. Liu et al., 2014). Este ambiente no ha sido muy considerado 
en la literatura desde el punto de vista de la eficiencia energética. Tan solo cuatro trabajos 
estudian este problema.  
 
Finalmente se observa que pocos trabajos consideran aspectos de desperdicio o 
ineficiencias en el proceso. Aunque gran parte de los factores que ocasionan ineficiencia 
en el proceso son constantes y no controlables directamente por medio de la programación 
de operaciones (Beggs, 2002; Zampou et al., 2014), su aplicación puede tener un impacto 
importante sobre la eficiencia energética al optimizar los tiempos de producción, los 
parámetros operacionales y la transición entre los estados de máquina. Para esto es 
necesario contar con una métrica, como la eficiencia térmica, en función de parámetros 
operacionales como la velocidad del proceso y que a su vez implique un consumo 
energético (Yusta, Torres, & Khodr, 2010). En el caso de la velocidad (ver K. Fang et al. 
(2011) ) en la literatura revisada se asume un comportamiento donde el consumo aumenta 
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proporcionalmente con la velocidad de proceso, dejando de lado el comportamiento real 
de la curva de eficiencia. 
 
Tomando en consideración lo anterior, este trabajo de investigación busca proponer un 
modelo de máquina simple, donde se minimice el consumo energético en tres estados de 
máquina relevantes tanto a nivel de producción como de eficiencia energética, siendo la 
velocidad de proceso la principal variable de decisión; con restricción de tiempos de 
preparación secuencialmente dependientes, diferentes para cada máquina y tomando el 
makespan como función objetivo de producción. Posteriormente, este modelo se amplía a 
uno de tipo job shop de m máquinas, con restricciones y características similares al modelo 
de máquina simple, en donde se busca optimizar los mismos objetivos mencionados para 
el modelo de máquina simple. 
 
La importancia de proponer un modelo para el problema de máquina simple radica en que 
se considera un caso especial de todos los estudiados en la teoría de programación de 
operaciones. En ambientes complejos de producción, éstos problemas pueden reducirse 
a una sola máquina cuando hay, por ejemplo, máquinas cuello de botella (Pinedo, 2009). 
En cuanto a la eficiencia energética, el modelamiento de una máquina simple es útil debido 







En el presente capítulo se hace la descripción de los modelos propuestos, la formulación 
matemática de éstos y la descripción detallada del método metaheurístico propuesto para 
la solución del problema Job Shop. Se proponen además tres diseños experimentales:      
1) para afinación de los parámetros de los algoritmos desarrollados, 2) para comparación 
de los algoritmos, y 3) para evaluar la calidad del modelo. 
 
Los problemas de programación de operaciones propuestos se denotan como Máquina 
simple eficiente –energético (SMEE) y Job-Shop Eficiente-energético (JSEE).  
 
4.1 Descripción del problema de Máquina Simple 
 
El problema de máquina simple tradicional (SMSP por sus siglas en inglés) se describe de 
la siguiente manera: 
 
 Existe un conjunto finito de n órdenes de trabajo 𝐽𝑗, donde 𝑗 ∈ {1, 2, …, n}, que 
requieren ser procesados en una sola máquina. Todas las órdenes de trabajo están 
disponibles a tiempo cero. 
 La máquina puede procesar solamente una operación j a la vez. 
 No se consideran interrupciones de ningún tipo. El tiempo preparación inicial es 
cero. 
 La máquina tiene buffer o almacenamiento de capacidad infinita 
 La meta es optimizar un objetivo de producción, como los descritos en la sección 
2.5  
La definición del SMEE se hace tomando elementos del SMSP con un conjunto adicional 
de características adicionales descritas a continuación:  
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 La máquina tiene un conjunto finito de velocidades de procesamiento 𝑣𝑠 con 𝑠 ∈
{1,2, … , 𝑙}. 
 La velocidad 𝑣𝑠 a la cual se procesa una orden de trabajo en la máquina define el 
tiempo de procesamiento 𝑝
𝑗𝑠
 al cual se lleva a cabo. Esta velocidad no puede ser 
modificada mientras la máquina procesa una orden de trabajo. 
 La máquina procesa cada orden de trabajo a un torque de salida constante 𝑇. 
 La máquina tiene asociado un valor de eficiencia en función de la velocidad (𝜂𝑠) a 
la cual se procesa la orden de trabajo, así como también del torque de salida 𝑇. 
 La máquina requiere de una potencia 𝑃𝑠
𝒫  para llevar a cabo el proceso de una 
orden de trabajo cualquiera (𝒫: estado Production) cuyo valor depende de los 





          (4.1) 
 
 Cuando la máquina termina de procesar una orden de trabajo j inicia con la 
preparación de la máquina para procesar la siguiente orden de trabajo k en la 
secuencia. La preparación tiene una duración de 𝑠𝑗𝑘. Durante este tiempo, la 
máquina no se apaga y entra inmediatamente en estado Changeover durante el 
cual la máquina está en funcionamiento requiriendo de una potencia energética con 
valor constante (𝐶𝑂). Si al momento de terminar la preparación la orden de trabajo 
j aún no se encuentra disponible para procesarse, la máquina entra en estado 
Standby y requiere de una potencia energética 𝑆𝐵 mayor que 𝐶𝑂. 
Con base en lo descrito anteriormente, se define el modelo SMEE. Los objetivos a 
optimizar son el makespan y el consumo total de energía (𝐶𝑇𝐸) (Ecuaciones (4.2) y 
(4.3), respectivamente)  
 
Siguiendo la notación de Graham et al. (1979), El problema se denota como 
1|𝑠𝑗𝑘|𝐶𝑚𝑎𝑥, 𝐶𝐸𝑇. El modelo matemático correspondiente se construye tomando como 
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Conjuntos e Índices 
 𝐽: Órdenes de trabajo (𝑗, 𝑘 ∈ 𝐽) 
 𝑣𝑠: Velocidades disponibles en la máquina (𝑠 𝜖 𝑣) 
Parámetros 
 𝑝𝑗𝑠 : Tiempo de procesamiento de la operación de la orden de trabajo 𝑗 a 
ejecutarse en la máquina a velocidad 𝑣𝑠 
 𝑠𝑗𝑘 : Tiempo de preparación de la máquina cuando el trabajo 𝑗 precede al trabajo 
𝑘 
 𝑃𝑠
𝒫: Potencia requerida por la máquina en estado 𝒫 cuando procesa una orden 
de trabajo a velocidad 𝑣𝑠 
 𝑃𝒮ℬ: Potencia requerida por la máquina en estado 𝒮ℬ 
 𝑃𝒞𝒪: Potencia requerida por la máquina en estado 𝒞𝒪 
Variables 
 𝑐𝑗 : Tiempo de terminación de la orden de trabajo 𝑗  
 𝑥𝑗𝑠
𝒫 = {
1  𝑠𝑖 𝑗 𝑠𝑒 𝑒𝑗𝑒𝑐𝑢𝑡𝑎 𝑎 𝑣𝑒𝑙𝑜𝑐𝑖𝑑𝑎𝑑 𝑠  
0  𝑒𝑛 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
 
 𝑦𝑗𝑘 = {
1  𝑠𝑖 𝑗 𝑝𝑟𝑒𝑐𝑒𝑑𝑒 𝑎 𝑘  
0  𝑒𝑛 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
 
 𝑆𝐵𝑇 : Tiempo total en que la máquina permanece en el estado 𝒮ℬ 
 𝐶𝑂𝑇 : Tiempo total en que la máquina permanece en el estado 𝒞𝒪 
 
Formulación: 
𝑚𝑖𝑛: 𝐶𝑚𝑎𝑥 = max
∀𝑗∈𝐽
{𝑐𝑗}         (4.2) 







𝒮ℬ𝑆𝐵𝑇 + 𝑃𝒞𝒪𝐶𝑂𝑇    (4.3) 
s.a 
𝑐𝑘 ≥ 𝑥𝑘𝑠
𝒫 𝑝𝑘𝑠 + 𝑠𝑗𝑘𝑦𝑗𝑘     ∀𝑠 ∈ 𝑣 , ∀𝑗, 𝑘 ∈ 𝐽 ∧  𝑗 < 𝑘 (4.4) 
𝑐𝑗 + 𝑥𝑘𝑠
𝒫 𝑝𝑘𝑠 + 𝑠𝑗𝑘𝑦𝑗𝑘 ≤ 𝑐𝑘 + ℳ(1 − 𝑦𝑗𝑘)   ∀𝑠 ∈ 𝑣 , ∀𝑗, 𝑘 ∈ 𝐽 ∧  𝑗 < 𝑘 (4.5)  
𝑐𝑘 + 𝑥𝑗𝑠
𝒫𝑝𝑗𝑠 + 𝑠𝑗𝑘𝑦𝑗𝑘 ≤ 𝑐𝑗 + ℳ𝑦𝑗𝑘    ∀𝑠 ∈ 𝑣 , ∀𝑗, 𝑘 ∈ 𝐽 ∧  𝑗 < 𝑘 (4.6) 
𝑐𝑗 ≥ 0      ∀𝑗 ∈ 𝐽     (4.7) 
𝑆𝐵𝑇 ≥ ∑ (𝑐𝑘 − 𝑥𝑘𝑠
𝒫 𝑝𝑘𝑠 − 𝑐𝑗 − 𝑠𝑗𝑘𝑦𝑗𝑘)
𝑛−1
𝑘=2   ∀𝑠 ∈ 𝑣, ∀𝑗 < 𝑘 ∈ 𝐽  (4.8) 
𝐶𝑂𝑇 ≥ ∑ 𝑠𝑗𝑘𝑦𝑗𝑘
𝑛−1
𝑘=2      ∀𝑗 < 𝑘 ∈ 𝐽   (4.9) 
∑ 𝑥𝑗𝑠
𝒫𝑙
𝑠=1 = 1      ∀𝑗 ∈ 𝐽    (4.10)  
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 𝑦𝑗𝑘 ∈ {0,1}     ∀𝑗, 𝑘 ∈ 𝐽 ∧  𝑗 < 𝑘  (4.11) 
 𝑥𝑗𝑠
𝒫 ∈ {0,1}     ∀𝑗 ∈ 𝐽 , ∀𝑠 ∈ 𝑣   (4.12) 
 
La restricción (4.4) asegura que el tiempo de terminación de cada orden de trabajo sea 
mayor que su tiempo de procesamiento más el tiempo de preparación de la máquina. Las 
restricciones (4.5) y (4.6) aseguran que cada orden de trabajo se procese en una 
secuencia, es decir, que k se procese antes que una orden de trabajo j o viceversa. La 
restricción (4.7) es una restricción de no negatividad, (4.8) y (4.9) calculan los tiempos 
totales en los cuales la máquina entró en estados 𝒮ℬ y 𝒞𝒪, respectivamente, (4.10) 
asegura que una orden de trabajo j se procese a una sola velocidad. Finalmente, las 
restricciones (4.11) y (4.12) son las restricciones de variable entera. 
4.2 Descripción del problema Job Shop 
 
El problema del job shop tradicional (JSSP por sus siglas en inglés) se describe de la 
siguiente manera: 
 
 Existe un conjunto finito de órdenes de trabajo 𝐽𝑗, donde 𝑗 ∈ {1, 2,…, n} a ser 
procesados en un conjunto de máquinas 𝑀𝑖, donde 𝑖 ∈ {1, 2,…, m}. Todas las 
órdenes de trabajo están disponibles a tiempo cero. 
 Cada máquina puede procesar solamente una operación de una orden de trabajo j 
y cada operación puede ser procesada únicamente en una sola máquina i, a la vez. 
 No se permite recirculación. Las operaciones deben seguir una ruta tecnológica 
sobre las máquinas. 




 No se consideran interrupciones de ningún tipo. Los tiempos de transporte y espera 
de cada operación entre cada máquina, así como la preparación inicial para cada 
máquina, son cero. 
 Los buffers o almacenamientos entre cada máquina son de capacidad infinita 
 La meta es optimizar un objetivo de producción, como los descritos en la sección 
2.5  
Capítulo 4 51 
 
Por su parte, las características del JSEE toman los elementos del JSSP descritos 
anteriormente siguiendo un conjunto de características adicionales descritas a 
continuación: 
 
 Cada máquina tiene un conjunto finito y discreto de velocidades de procesamiento 
𝑣𝑠
𝑖 donde 𝑠 ∈ {1,2, … , 𝑙𝑖}, donde 𝑙𝑖 es el número de velocidades disponibles en la 
máquina i 
 La velocidad a la cual se procesa una orden de trabajo en la máquina i (𝑣𝑠
𝑖) define 
el tiempo de procesamiento 𝑝
𝑗𝑖𝑠
 a la cual se lleva a cabo. Esta velocidad no puede 
ser modificada mientras la máquina i procesa una orden de trabajo. 
 Cada máquina i procesa cada orden de trabajo a un torque de salida constante 𝑇. 
 Cada máquina i tiene asociado un valor de eficiencia en función de la velocidad (𝜂𝑠
𝑖 ) 
a la cual se procesa la orden de trabajo, así como también del torque de salida 𝑇. 
 Cada máquina i requiere de una potencia 𝑃𝑖𝑠
𝒫  para llevar a cabo el proceso de una 
orden de trabajo cualquiera (𝒫: estado Production) cuyo valor depende de los 
valores de velocidad 𝑣𝑠








𝑖           (4.13) 
 
 Cuando una máquina termina de procesar una orden de trabajo j inicia con la 
preparación de la máquina i en la que se llevó a cabo para procesar la siguiente 
orden de trabajo k en la secuencia de dicha máquina. La preparación tiene una 
duración de 𝑠𝑗𝑘𝑖. Durante este tiempo, la máquina no se apaga y entra 
inmediatamente en estado Changeover durante el cual el funcionamiento requiere 
de una potencia energética con valor constante en cada máquina (𝐶𝑂𝑖). Si al 
momento de terminar la preparación el trabajo aún no ha llegado, la máquina entra 
en estado Standby hasta el momento en que llegue la siguiente operación en la 
secuencia. Durante el estado Standby, la máquina requiere de una potencia 
energética 𝑆𝐵 
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Con base en lo descrito anteriormente, se define el modelo JSEE. Los objetivos a optimizar 
son el makespan y el consumo total de energía (Ecuaciones (4.14) y (4.15), 
respectivamente) 
 
Siguiendo la notación de Graham et al. (1979), el problema a trabajar se representa como 
𝐽𝑚| 𝑠𝑗𝑘𝑖 |𝐶𝑚𝑎𝑥, 𝐶𝐸. El modelo matemático correspondiente a este se construye tomando 
como referencia el presentado por Cheung & Zhou (2001)  para un problema tradicional 
Job Shop con tiempos de preparación secuencialmente dependientes. La formulación se 
presenta a continuación: 
 
Conjuntos e Índices 
 
 𝐽: Órdenes de trabajo (𝑗, 𝑘 ∈ 𝐽) 
 𝑀: Máquinas (𝑖 ∈ 𝑀) 




, … , 𝜇𝑚
𝑗




𝑖: Velocidades disponibles en la máquina 𝑖 (𝑠 𝜖 𝑣𝑖) 
Parámetros 
 𝑝𝑗𝑖𝑠 : Tiempo de procesamiento de la operación de la orden de trabajo𝑗 a 
ejecutarse en la máquina 𝑖 a velocidad 𝑣𝑠
𝑖 
 𝑠𝑗𝑘
𝑖  : Tiempo de preparación requerido en la máquina 𝑖 cuando la orden de 
trabajo 𝑗 precede a la 𝑘 
 𝑃𝑖𝑠




𝒮ℬ: Potencia requerida por la máquina 𝑖 en estado 𝒮ℬ 
 𝑃𝑖
𝒞𝒪: Potencia requerida por la máquina 𝑖 en estado 𝒞𝒪 
 𝜂𝑠





 𝑆𝑇𝑗𝑖 : Tiempo de inicio de la operación de la orden de trabajo 𝑗 a ejecutarse en 
la máquina 𝑖 
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 𝑐𝑗𝑖 : Tiempo de terminación de la orden de trabajo la orden de trabajo 𝑗 ejecutada 
en la máquina 𝑖 
 𝑥𝑗𝑖𝑠
𝒫 = {1  𝑠𝑖𝑗 𝑠𝑒 𝑒𝑗𝑒𝑐𝑢𝑡𝑎 𝑒𝑛 𝑖 𝑎 𝑣𝑒𝑙𝑜𝑐𝑖𝑑𝑎𝑑 𝑣𝑠
𝑖  




1  𝑠𝑖 𝑗 𝑝𝑟𝑒𝑐𝑒𝑑𝑒 𝑎 𝑘 𝑒𝑛 𝑙𝑎 𝑚á𝑞𝑢𝑖𝑛𝑎 𝑖   
0  𝑒𝑛 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
 
 𝑆𝐵𝑇𝑖 : Tiempo total en que la máquina 𝑖 permanece en el estado 𝒮ℬ 




𝑚𝑖𝑛: 𝐶𝑚𝑎𝑥 = max
∀𝑗∈𝐽 ,∀𝑖∈𝑀
{𝑐𝑗𝑖}       (4.14) 












𝑖=1   (4.15) 
s.a. 
𝑐𝑗𝑖 ≥ 𝑆𝑇𝑗𝑖 + 𝑥𝑗𝑖𝑠
𝒫 𝑝𝑗𝑖𝑠    ∀𝑠 ∈ 𝑣













𝑗     ∀𝑠 ∈ 𝑣𝑖 , ∀𝜇𝑖
𝑗

















≤ 𝑐𝑚𝑎𝑥  ∀𝑠 ∈ 𝑣
𝑖, ∀𝑗 ∈ 𝐽   (4.18) 
𝑆𝑇𝑗𝑖 + 𝑥𝑘𝑖𝑠
𝒫 𝑝𝑘𝑖𝑠 + 𝑠𝑗𝑘
𝑖 𝑦𝑗𝑘
𝑖 ≤ 𝑆𝑇𝑘𝑖 + ℳ(1 − 𝑦𝑗𝑘
𝑖 ) ∀𝑠 ∈ 𝑣𝑖, ∀𝑗, 𝑘 ∈ 𝐽 , ∀𝑖 ∈ 𝑀 (4.19) 
𝑆𝑇𝑘𝑖 + 𝑥𝑗𝑖𝑠
𝒫 𝑝𝑗𝑖𝑠 + 𝑠𝑗𝑘
𝑖 𝑦𝑗𝑘
𝑖 ≤ 𝑆𝑇𝑗𝑖 + ℳ𝑦𝑗𝑘
𝑖   ∀𝑠 ∈ 𝑣𝑖, ∀𝑗, 𝑘 ∈ 𝐽 , ∀𝑖 ∈ 𝑀 (4.20) 
∑ 𝑦𝑗𝑘
𝑖 = 1𝑛𝑘=1      ∀𝑖 ∈ 𝑀, ∀𝑗 ≠ 𝑘 ∈ 𝐽   (4.21) 
∑ 𝑦𝑗𝑘
𝑖 = 1𝑛−1𝑗=2      ∀𝑖 ∈ 𝑀, ∀𝑘 ≠ 𝑗 ∈ 𝐽   (4.22) 
∑ 𝑥𝑗𝑖𝑠
𝒫𝑙𝑖
𝑠=1 = 1     ∀𝑗 ∈ 𝐽 , ∀𝑖 ∈ 𝑀   (4.23) 




𝑘=2    ∀𝑖 ∈ 𝑀, ∀𝑗 ≠ 𝑘 ∈ 𝐽   (4.24) 
𝐶𝑂𝑇𝑖 ≥ ∑ 𝑠𝑗𝑘
𝑖 𝑦𝑗𝑘
𝑖𝑛−1
𝑘=2     ∀𝑖 ∈ 𝑀, ∀𝑗 ≠ 𝑘 ∈ 𝐽   (4.25) 
𝑦𝑗𝑘
𝑖 ∈ {0,1}      ∀𝑖 ∈ 𝑀 , ∀𝑗, 𝑘 ∈ 𝐽 ∧  𝑗 ≠ 𝑘 (4.26) 
𝑥𝑗𝑖𝑠
𝒫 ∈ {0,1}      ∀𝑖 ∈ 𝑀 , ∀𝑗 ∈ 𝐽 , ∀𝑠 ∈ 𝑣𝑖 (4.27) 
𝑆𝑇𝑗𝑖 ≥ 0      ∀𝑗 ∈ 𝐽 , ∀𝑖 ∈ 𝑀   (4.28) 
𝑐𝑗𝑖 ≥ 0      ∀𝑗 ∈ 𝐽 , ∀𝑖 ∈ 𝑀   (4.29) 
 
La restricción (4.16) define el valor del tiempo de terminación dependiendo de la velocidad 
a la cual se ejecutó la orden de trabajo, (4.17) asegura que cada orden de trabajo sea 
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procesada en la ruta tecnológica establecida, (4.18) establece que todas las órdenes de 
trabajo deben ser procedas en un tiempo que no supere el makespan, (4.19) y (4.20) 
aseguran que el procesamiento de una orden de trabajo inicie cuando haya terminado el 
procesamiento del trabajo anterior y la preparación de la máquina, (4.21) asegura que una 
y solo una orden de trabajo pueda ser seleccionada para procesarse en una máquina i, a 
menos que dicha máquina haya completado todas sus operaciones programadas, mientras 
que (4.22) asegura que una orden de trabajo se procese después de una y solo una orden 
de trabajo predecesora, con excepción del primer trabajo programado en la máquina.  
(4.23) indica que una orden de trabajo puede procesarse a una y solo una velocidad. (4.24) 
y (4.25) definen los tiempos de en los que una máquina i se encuentra en los estados 
Standby y Changeover, respectivamente. (4.26) y (4.27) son restricciones de variable 
entera, y (4.28), (4.29), restricciones de no negatividad.  
 
El valor de eficiencia 𝜂 requerido para calcular la potencia eléctrica en los dos problemas 
planteados se calcula siguiendo el modelo estadístico de superficie de respuesta 
presentado por Draganescu et al. (2003), el cual calcula la eficiencia de una máquina con 
motor eléctrico en función de la velocidad y el torque de salida (Ecuación (4.30)) 
 
𝜂 = 𝑒𝑥𝑝[−9,136 + 2,362 𝑙𝑛(𝑣) + 1,135 𝑙𝑛(𝑇) − 0,166(𝑙𝑛(𝑣))2 − 0,141(𝑙𝑛(𝑇))2 −
 0,083(𝑙𝑛(𝑣))(𝑙𝑛(𝑇))]         (4.30) 
 
Donde 𝑣 es la velocidad y 𝑇 es el torque de salida. 
4.3 Algoritmo Genético Multiobjetivo Adaptativo 
(AMOGA) 
 
Debido a que el JSSP es un problema de complejidad NP-Complete (Garey, Johnson, & 
Sethi, 1976), un método metaheurístico es el más apropiado para resolver el problema 
JSSE. Al ser el JSEE una extensión del JSSP y, además, un problema combinatorio 
multiobjetivo se concluye que el JSSE es un problema de complejidad NP-Complete. 
 
Dadas las ventajas de los algoritmos genéticos sobre otros métodos, se decidió crear un 
algoritmo genético multiobjetivo adaptativo (AMOGA) para resolver el JSEE.  
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Para evaluar el desempeño del método propuesto y su influencia sobre la función objetivo 
energética seleccionada, se propuso ejecutar un diseño de experimentos de un solo factor 
siguiendo la metodología planteada por Montgomery (2013). Para esto se desarrollaron 3 
algoritmos adicionales: Una variación del MOGA de Fonseca y Fleming (1993) mediante 
el uso de un archivo externo y reemplazo (𝜇 + 𝜆), los cuales se explicarán posteriormente 
en esta sección; el NSGA-II propuesto por Deb et al. (2002)  y el SPEA2 propuesto por 
Zitzler, Laumanns y Thiele (2001). Estos dos últimos son usados usualmente en la 
Computación Evolutiva como referentes para comparar el desempeño de otras 
metaheurísticas en problemas multiobjetivo (Coello Coello et al., 2007). 
 
Todos los algoritmos fueron programados en Visual Basic 14 utilizando el IDE Visual 
Studio®. 
4.3.1 Codificación del cromosoma 
 
Como el problema de optimización propuesto integra la velocidad de procesamiento como 
principal variable energética, el cromosoma que representa la solución debe contener tanto 
la secuencia de operaciones de cada orden de trabajo como las velocidades de proceso 
asociadas a cada una de estas. 
 
La codificación de la secuencia de operaciones es la conocida Operation Based 
Representation (OBR) (Cheng, Gen, & Tsujimura, 1996), un método tradicional en la 
representación de soluciones para problemas job shop cuando se implementa algoritmos 
genéticos. La principal ventaja de esta codificación es la capacidad que posee de 
representar siempre una solución factible sin importar el orden o la permutación de sus 
elementos, evitando así la necesidad de ejecutar un método adicional de manejo de 
restricciones (ver Mezura-Montes & Coello Coello, 2011) . Así mismo, esta codificación no 
es de tipo binario y representa explícitamente el programa de producción o la secuencia 
en que las operaciones deben ejecutarse. 
 
La OBR consiste en repetir 𝑛 × 𝑚 veces el trabajo j sobre un arreglo unidimensional. Cada 
elemento dentro del arreglo representa la y-ésima operación del trabajo j que se realiza en 
la máquina i, denotado como 𝑂𝑗𝑦𝑚.  
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Consideremos el un ejemplo con 𝑛 = 3 trabajos y 𝑚 = 3 máquinas. En este caso, el 
número de operaciones que se deben llevar para completar cada orden de trabajo j es 
igual al número de máquinas dispuestas. La ruta de cada trabajo sobre las máquinas se 
describe en la tabla 4-1. En este caso, el primer gen indica que primero debe programarse 
la operación 1 de la orden de trabajo 1 en la máquina 1, el segundo que la siguiente 
operación a programar es la operación 2 de la orden de trabajo 1 en la máquina 2, y así 
sucesivamente hasta completar cada orden de trabajo. Para una mejor comprensión del 
programa y facilitar el proceso algorítmico, el vector se decodifica en un arreglo de 
elementos 𝑂𝑗𝑦𝑚 
 
Tomando en cuenta la velocidad a la cual se ejecuta cada operación, la representación se 
convertiría en una matriz 2 × (𝑛 × 𝑚), donde en la segunda fila se almacenan los datos 
correspondientes a la velocidad del proceso, como se ilustra en la Figura 4-1 
 
Tabla 4-1:  Descripción del cromosoma 
 
Trabajo (Jj) Ruta 
J1 m1 m2 m3 
J2 m2 m1 m3 
J3 m3 m2 m1 
Cromosoma base 
[1 1 1 2 2 2 3 3 3 ] 
Notación 
[ 𝑂111 𝑂122 𝑂133 𝑂212 𝑂221 𝑂233 𝑂313 𝑂322 𝑂331  ]  
 
Para cada solución, la secuencia de operaciones se genera permutando aleatoriamente 
los elementos en la primera fila de la matriz. De forma similar se asigna cada velocidad, 
considerando los posibles valores que hay de esta en cada máquina. 
4.3.2 Pareto-Ranking 
 
El algoritmo propuesto ejecuta un método a priori. En este caso, el rango correspondiente 
a cada solución se asigna siguiendo el método propuesto por Fonseca y Fleming (1993), 
donde éste es igual a 1 más el número de soluciones que dominan a dicha solución en una 
determinada iteración (o generación) k (𝑝𝑖
(𝑘)
) tal como se describe en la Ecuación (4.31). 
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𝑟𝑎𝑛𝑘(𝑥𝑖, 𝑘) =  1 + 𝑝𝑖
(𝑘)
         (4.31) 
 
Todos los individuos con rango igual a 1 serán aquellos que conforman el conjunto de 
soluciones no dominadas en la iteración k. 
 
Figura 4-1:  Decodificación del cromosoma 
 
Fuente: Elaboración propia 
 
4.3.3 Operadores genéticos 
 
 
Selección: Se hace uso del método Torneo Binario, en el cual se seleccionan dos 
individuos de forma aleatoria y aquel con mejor fitness será seleccionado para ser cruzado 
con otro individuo 
 
Cruce: Como  la representación de la secuencia de operaciones en el cromosoma es 
directa y es una permutación, el método seleccionado para el proceso de cruce es el 
Precedence Preservative Crossover (PPX) desarrollado por Bierwirth, Mattfeld y Kopfer 
(1996). En este método, a cada padre se le asigna un código alfabético o numérico que lo 
diferencia del otro (ej. 1 y 2, “P1” y “P2”, “m” y “d”, etc.). Un vector 𝜉 de tamaño igual al del 
cromosoma se llena de forma aleatoria con los códigos alfabéticos descritos anteriormente. 
Este vector define el orden en que el primer gen a la izquierda en cada padre se toma para 
formar al hijo. Una vez tomando el gen se busca en ambos padres y es eliminado, 
asegurando así que la solución hijo sea factible. Cada hijo se identifica tomando en 
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consideración su notación 𝑂𝑗𝑘𝑚 . Esto se repite hasta utilizar todos los genes. La velocidad 
del proceso se considera dentro del proceso de modo que, al ser seleccionado un gen de 
un padre para formar la nueva solución, su velocidad también será considerada (ver Figura 
4-2) 
 
Mutación: Como el cromosoma se compone de tanto de la secuencia de operaciones 
como de las velocidades asignadas, se optó por implementar dos procesos de mutación, 
uno para cada componente mencionada. Para la secuencia de operaciones, se seleccionó 
el método tradicional de intercambio entre genes o bit flip adaptado a la codificación 
implementada. Se crea una lista donde se almacenan dos números aleatorios entre 1 y el 
número de genes del cromosoma, los cuales representan los índices de los genes a mutar. 
Posteriormente se realiza un intercambio entre los índices indicados en la lista. Para la 
componente de velocidad se selecciona aleatoriamente dos genes y a estos se les 
asignará una nueva velocidad, también de forma aleatoria, tomando en consideración el 
número de posibles velocidades que tiene la máquina sobre la cual se programó la 
operación seleccionada. 
 
Figura 4-2:  Método Precedence Preservative Crossover (PPX) 
 
P1 = 
1 3 3 1 2 3 3 1 2 2 
1 2 2 3 3 1 1 2 3 3 
           
P2 = 
2 2 1 3 1 2 3 3 1 2 
2 3 3 1 2 1 1 3 1 1 
           
ξ = P1 P2 P2 P1 P1 P2 P1 P2 P2 P1 
           
C = 
1 2 3 3 1 2 2 3 1 2 
1 2 1 2 3 3 1 3 1 3 
Fuente: Elaboración propia 
 
Preservación de diversidad: Para darle mayor dispersión a las soluciones sobre la 
frontera de Pareto se implementó el enfoque de fitness compartido descrito por Fonseca y 
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           (4.32) 
 
Donde N es el tamaño de población. Para definir el número de soluciones en el nicho nc 
se implementó el método desarrollado por  Kim y Liou (2013) (Ecuación (4.33)). En este 
método, el fitness no se degrada para todos los individuos dentro del mismo nicho sino 
para uno en particular dependiendo de las estrategias de selección y reemplazo 
implementadas, las cuales se describirán posteriormente. 





, 1)𝑌∈ℙ,𝑟𝑎𝑛𝑘𝑌,𝑡=𝑟𝑎𝑛𝑘𝑋,𝑡      (4.33) 
 
El fitness se calcula en función del rango que tenga la solución en la forma establecida por 
Deb (2001) (Ecuación (4.34)) 
𝑓(𝑋, 𝑡) = 𝑁 − ∑ 𝑛ℎ − 0,5 × (𝑛𝑟𝑎𝑛𝑘𝑋,𝑡 − 1)
𝑟𝑎𝑛𝑘𝑋,𝑡−1
ℎ=1      (4.34) 
 
Donde 𝑛ℎ es el número de soluciones con rango h y 𝑛𝑟𝑎𝑛𝑘𝑋,𝑡 el número de soluciones 
con rango igual al rango de la solución X 
 
4.3.4 Reemplazo y Elitismo 
 
Siguiendo los trabajos de Sivanandam & Deepa (2008) y Coello Coello et al. (2007), se 
implementó como método de elitismo el uso de un archivo externo para almacenar las 
soluciones Pareto-eficientes en cada generación (𝑃𝐹𝑘𝑛𝑜𝑤𝑛), estrategia  propia del algoritmo 
SPEA2.  
 
Cómo método de reemplazo se optó por el conocido (𝜇 + 𝜆), enfoque propio de las 
Estrategias Evolutivas, en el cual se toman las mejores soluciones del conjunto de 
soluciones padre, de tamaño 𝜇, y de los hijos obtenidos a partir del método PPX, de tamaño 
𝜆. El tamaño del conjunto 𝜇 + 𝜆 debe ser igual al tamaño de la población.  Al usar este 
método, la tasa de cruce siempre es del 100% y se generan dos soluciones hijo por cada 
vez que se ejecute esta operación.  
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Estas mismas estrategias se aplicaron al MOGA. 
4.3.5 Adaptación 
 
El método adaptativo implementado en el algoritmo es el Adaptive Mutation Operator 
(AMO) desarrollado por Tan et al (2006). Con este método se logra que las tasas de 
mutación, tanto de velocidad como de operaciones, cambien a medida que avanza el 
proceso iterativo, iniciando con un valor alto al inicio del proceso de búsqueda para dar 
mayor diversidad y mejorar la exploración. Las tasas disminuyen a medida que se 
incrementa el número de generaciones k de modo que al final del proceso de búsqueda 
haya mayor explotación de las soluciones encontradas y se observe la influencia de los 















] + 𝑏, 𝛼 ≤ 𝑘 ≤ 𝐾
       (4.35) 
 
Donde 𝒦 es el máximo número de generaciones 𝑎 = 0.5 para Velocidad, y 𝑎 = 0.8 para 
Operaciones; b es igual al número de operaciones a programar (longitud del cromosoma) 
y α, al que se hará referencia posteriormente en la sección Fases de experimentación y 
Análisis de resultados como el valor “Alfa”, un parámetro adicional que define el punto a 
partir del cual inicia el proceso de explotación una vez se hayan cumplido un x% del 





           (4.36)  
 
El valor de x se definió usando un diseño de experimentos factorial el cual se describirá 
posteriormente. 
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4.4 Generación de instancias de prueba  
 
En la literatura existen varias instancias de prueba para el problema JSSP donde se 
proporcionan los tiempos de procesamiento, la ruta tecnológica y los valores óptimos o los 
límites inferiores del makespan, los cuales son utilizados para probar la efectividad de 
nuevos métodos algorítmicos o modelos matemáticos, sin embargo, para problemas JSSE 
no se conocen instancias de prueba o métodos analíticos que permitan crearlas, en su 
mayoría, debido a los diversos enfoques que se puede tener para el modelamiento del 
objetivo energético. Por este motivo, en el presente trabajo se optó por proponer un método 
que permitiera generar instancias de prueba tomando como referencia problemas y 
métodos bien conocidos en la literatura considerando la variable de velocidad para definir 
los valores asociados al objetivo de energía. 
 
Velocidad y Tiempos de procesamiento: Los datos de velocidad se generaron tomando 
en consideración la velocidad máxima (𝑣𝑚𝑎𝑥)  y velocidad mínima (𝑣𝑚𝑖𝑛)  calculadas para 
cada máquina, obtenida mediante una distribución aleatoria uniforme entre valores de 
1800 RPM y 2250 RPM de acuerdo al modelo de eficiencia en función de velocidad de 
Draganescu et al (2003) (Ecuación (4.30)). De igual forma, la velocidad mínima se obtiene 
aleatoriamente mediante distribución uniforme entre 100 y 250 rpm. Cada valor de 
velocidad será en unidad porcentual (p.u) en proporción al valor de velocidad máximo. El 
número de posibles velocidades para cada máquina se definió como un aleatorio uniforme 
entre 5 y 10. 
  
En cuanto a los tiempos procesamiento, en la programación de operaciones cuando este 
parámetro no es constante sino una variable de decisión, su control y optimización implica 
el consumo de un recurso. En estos casos el comportamiento del tiempo del tiempo de 
procesamiento en función del recurso puede ser tipo lineal o convexo (Shabtay & Steiner, 
2007). Siguiendo a Kayan y Akturk (2005), cuando se controla la velocidad, lo que implica 
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Figura 4-3). Con base en esto se planteó el siguiente esquema para la obtención de los 
tiempos de procesamiento a diferentes velocidades para cada orden de trabajo j en cada 
máquina i (Ecuación (4.37)), de modo tal que el tiempo de procesamiento a velocidad 
máxima sea el obtenido de las instancias de prueba generadas según la metodología de 
Taillard (1993), nombradas T15, T20-1, T20-2, T30 y T50, y de una selección de las 
propuestas por Muth y Thompson (1963): MT06, FT10 y FT20, y Lawrence (1984): la01, 
la09, la 23 y la31 (Tabla 4-2). Para una mayor comprensión de los términos en las últimas 






𝜆          (4.37) 
 
Donde 𝑝𝑖𝑗 es el tiempo de procesamiento de la operación asociada a la orden de trabajo j 
que se ejecuta en la máquina i, y  𝜆 ∈ 𝑈(𝑎, 𝑏) donde los valores de a y b dependen del 
tiempo de procesamiento 𝑝𝑖𝑗 (Ecuación (4.38)) 
 
 
Tabla 4-2: Instancias de prueba seleccionadas 
Instancia 
de Prueba 
n x m LB Cmax LB CET 
MT06 6x6 52 2858,50 
FT10 10x10 880 50802,51 
FT20 20x5 1164 52926,21 
la01 10x5 665 35075,49 
la09 15x5 951 45095,27 
la23 15x10 1032 99462,33 
la31 30x10 1784 171914,22 
T15 15x15 940 177452,73 
T20-1 20x20 1403 328055,85 
T20-2 20x15 1366 218114,73 
T30 30x30 2007 288479,70 
T502 50x20 3071 677970,09 
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(𝑎, 𝑏) = {
(1.2,1.7), 1 ≤ 𝑝𝑖𝑗 < 2
(0.8,1.0), 3 ≤ 𝑝𝑖𝑗 < 15
(0.6,0.8), 𝑝𝑖𝑗 ≥ 16




Figura 4-3: Trade-off entre el tiempo de procesamiento y la velocidad de proceso para 
  para una máquina CNC 
 
Fuente: Kayan y Arkturk (2005) 
 
Estos valores se establecieron a partir de pruebas realizadas y considerando que el tiempo 
de procesamiento es discreto y su valor mínimo es uno. 
 
Tiempos de preparación Siguiendo la metodología propuesta por (Ruiz & Stützle, 2008) 
los tiempos de procesamiento secuencialmente dependientes (𝑠𝑗𝑘𝑖) se calcularon tomando 
en consideración el máximo valor de 𝑝𝑖𝑗 entregado por las instancias de prueba descritas 
anteriormente, de modo tal que los 𝑠𝑗𝑘𝑖 son como máximo del 25%  para problemas con 
𝑛 ≤ 20 y del  50% para problemas con 𝑛 ≤ 50. 
4.5 Fases de experimentación 
 
Como se mencionó en la Sección 4.3, se desarrollaron tres algoritmos para probar la 
efectividad del algoritmo AMOGA (MOGA, NSGA-II y SPEA2). Para encontrar los 
parámetros óptimos de cada algoritmo se llevó a cabo un diseño de experimentos factorial 
2𝑘 con 4 réplicas (Montgomery, 2013), donde los factores fueron los valores asociados a 
los operadores genéticos descritos en la Sección 4.3.3: Tasa de cruce (Selección), Tasa 
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de mutación (Operaciones), Tasa de mutación (velocidad), además del Tamaño de 
Población y el Máximo Número de Generaciones. Esta fase de experimentación se realizó 
con el fin de identificar la mejor versión de cada algoritmo para posteriormente evaluar del 
desempeño del modelo propuesto. 
 
Debido a que no se conoce una Frontera de Pareto Optima para las instancias de prueba 
implementadas, para medir la calidad de las soluciones, es decir, la distancia hacia la 
frontera en mención, se  usó como variable respuesta el Área Bajo la Frontera de Pareto 
(ABFP) descrita por Castillo, Kordon, Smits, Christenson y Dickerson (2006). En esta se 
calcula el área que hay bajo la curva que forma la mejor frontera de Pareto encontrada por 
el algoritmo al finalizar el proceso de búsqueda y los límites inferiores de cada objetivo 
(Figura 4-4). El cálculo de la ABFP se hace utilizando la regla del trapecio. Como límite 
inferior para el objetivo makespan se seleccionó el entregado por las instancias de prueba 
seleccionadas para el problema JSSP. Para el objetivo energético se encontró utilizando 
un GA simple buscando optimizar únicamente dicho objetivo. Se realizaron 30 corridas en 
cada conjunto de datos generado y el límite se calculó con el mínimo valor de energía 
encontrado menos el 5% de éste mismo. 
 
Generalmente se utilizan medidas de desempeño adicionales que permiten evaluar que 
tan equitativamente están distribuidas las soluciones no dominadas sobre la frontera de 
Pareto, sin embargo, se optó por no implementar una de éstas con el fin de observar un 
mayor efecto de los parámetros del algoritmo, en especial del parámetro Alfa propio del 
AMOGA (R. Zhang & Chiong, 2016), presentado en la sección 604.3.5 
 
Figura 4-4: Área Bajo la Frontera de Pareto, Ejemplo 
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Fuente: Elaboración Propia 
 
Utilizando el paquete estadístico R (versión 3.3.2) se generó el plan experimental para 
cada algoritmo (Anexo B). Los factores seleccionados junto con sus niveles se resumen 
en la Tabla 4-3. La selección de estos se realizó luego de pruebas piloto realizadas con 
cada uno de los algoritmos utilizando una instancia de prueba generada a partir de la 
metodología de Taillard (1993) con tamaño 𝑛 = 50 trabajos, 𝑚 = 20 máquinas. Se escogió 
ésta ya que por su complejidad (1000 operaciones a programar, junto con sus velocidades) 
permite establecer valores de parámetros apropiados para otras instancias de prueba más 
pequeñas.  
 
Posteriormente se realizaron pruebas de comparación múltiple con los algoritmos 
implementados, de modo que pueda identificarse si el algoritmo propuesto proporciona 
respuestas significativamente mejores que los demás. Los experimentos se ejecutaron en 
cada una de las instancias de prueba generadas (Tabla 4-2). Al igual que en el diseño 
factorial descrito anteriormente, se utilizó R para generar el plan experimental (Anexo B) y 
calcular el tamaño de muestra necesario para capturar diferencias entre las variables 
respuesta. Siguiendo los estudios de Cohen en potencia estadística (1977, 1992), se 
calculó un tamaño de muestra de 19 corridas experimentales a una potencia del 80% y un 
tamaño de efecto medio de 0.4. Para una mayor comprensión de estos conceptos, se 
remite al lector al trabajo de Montgomery (2013) donde se describe de forma completa la 
teoría del diseño experimental.  
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Tabla 4-3: Factores y niveles para calibración de parámetros (Diseño 2𝑘) 
 
Algoritmo Factor Nivel Bajo Nivel Alto 
MOGA 
Tamaño de Población (A) 100 500 
Número de Generaciones (B) 75 150 
Tasa de Mutación (Operaciones) (C) 0.05 0.25 
Tasa de Mutación (Velocidades) (D) 0.01 0.1 
AMOGA 
Tamaño de Población (A) 100 500 
Número de Generaciones (B) 75 150 
Alfa* (C) 2 8 
NSGA-II 
Tamaño de Población (A) 100 500 
Número de Generaciones (B) 75 150 
Tasa de Mutación (Operaciones) (C) 0.05 0.25 
Tasa de Mutación (Velocidades) (D) 0.01 0.1 
SPEA2 
Tamaño de Población (A) 100 500 
Tasa de Cruce (B) 0.7 1 
Número de Generaciones (C) 75 150 
Tasa de Mutación (Operaciones) (D) 0.05 0.25 
Tasa de Mutación (Velocidades) (E) 0.01 0.1 
*: Los niveles de Alfa corresponden al valor 𝑘𝑥 en la Ecuación (4.36) 
 
 
El valor del efecto medio fue seleccionado considerando el orden de los valores de la ABFP 
(aproximadamente 106 en los problemas grandes) y realizando pruebas piloto sobre las 





5. Análisis de resultados 
En este capítulo se presentan los análisis estadísticos, tanto descriptivos como de 
inferencia, de los diseños experimentales mencionados en el Capítulo 4. Los resultados 
obtenidos se analizaron utilizando R en los dos diseños planteados en este trabajo 
investigativo. 
 
Para los diseños factoriales 2𝑘 se describe y analiza en su totalidad el realizado para el 
algoritmo propuesto AMOGA. Los restantes siguen una metodología similar y pueden 
encontrarse en el Anexo B. 
5.1 Calibración de parámetros 
 
 
Las corridas experimentales para la calibración de parámetros se ejecutaron en un equipo 
con un procesador de 2.4 GHz y memoria RAM de 8GB para todos los algoritmos que 
comprenden este trabajo. Para el caso del AMOGA, el experimento propuesto consistió de 
32 corridas experimentales. Los resultados de este diseño experimental se muestran a 
continuación en la Tabla 5-1 y la Figura 5-1. 
 
Se observa que a un nivel de significancia del 5%, los efectos principales el Tamaño de 
Población (A), el Número de generaciones (B) y el parámetro Alfa (C) son significativos. 
Con el fin de afinar el modelo se decidió ejecutar nuevamente el análisis de varianza, pero 
eliminando las interacciones de segundo y tercer orden. El resultado de este afinamiento 
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Tabla 5-1: ANOVA calibración de Parámetros AMOGA 
 
Factor Sum Sq Df F Pr(>F) 
A 1,6686E+17 1 20,7573 1,284E-04 *** 
B 9,1161E+16 1 11,3402 2,553E-03 ** 
C 1,0030E+17 1 12,4773 0,0017007 ** 
AB 1,8107E+16 1 2,2525 0,1464410   
AC 3,4746E+15 1 0,4322 0,5171519   
BC 4,0426E+15 1 0,5029 0,4850649   
ABC 1,1397E+15 1 0,1418 0,7098344   
Error 1,9293E+17 24       
Total 5,7801E+17 31       
Signif. 0 '***'   0.001 '**'   0.01 '*'   0.05 '.'   0.1 '   
 
 
Figura 5-1: Gráfico de efectos principales - AMOGA 
 
Fuente: Elaboración propia usando R. 
 
Tabla 5-2: ANOVA modelo afinado 
 
Factor Sum Sq Df F Pr(>F) 
A 1,6686E+17 1 21,2670 8,016E-05 *** 
B 9,1161E+16 1 11,6180 1,998E-03 ** 
C 1,0030E+17 1 12,7840 0,0012950 ** 
Error 2,1969E+17 28       
Total 5,7801E+17 31       
Signif. 0 '***'   0.001 '**'   0.01 '*'   0.05 '.'   0.1 '   
 
En estos resultados se evidencia que efectivamente, a un nivel de significancia del 5%, los 
efectos principales son significativos. Este resultado implica que para el AMOGA la 
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selección de los valores de cada parámetro tiene un impacto significativo sobre la calidad 
de la solución entregada. El gráfico de efectos principales (Figura 5-1) muestra que, a 
valores altos de población y máximo número de generaciones alto, la calidad de las 
soluciones entregadas mejora. De la significancia del parámetro Alfa se obtiene que 
transcurridas un 50% del máximo número de generaciones, el efecto del parámetro 
adaptativo proporciona una mejor calidad de las soluciones. De acuerdo a estos 
resultados, cuando se implementa el operador adaptativo de mutación, el algoritmo debe 
explorar exhaustivamente (tasas de mutación altas) en la primera mitad de las 
interacciones, esto debido a la gran cantidad de soluciones factibles que existen para el 
problema planteado y en general para un problema job shop cualquiera. A partir de este 
punto se debe explotar las soluciones encontradas con el fin de encontrar la mejor 
aproximación al conjunto de soluciones óptimo. Aunque no se encontró ninguna 
interacción entre los factores, de los efectos vistos en la Figura 5-1 es posible deducir que 
para el problema JSSE cuando todos los valores de los parámetros asociados a los 
operadores genéticos se encuentran en un nivel que permitan una mayor exploración la 
calidad del conjunto soluciones Pareto-eficientes es la más indicada. 
 
Con los resultados obtenidos se construye el siguiente modelo de regresión (Ecuación 
(5.1)). El R2 ajustado para este es del 57.92%, el cual es el porcentaje de variación de los 
datos que es explicado por el modelo. Este valor si bien no es alto, es cercano al 60%, 
valor apropiado para una aproximación exploratoria inicial del problema tratado (Correa 
Espinal, Rodríguez Velásquez, & Cadavid Jaramillo, 2010; Montgomery, 2013). 
 
𝐴𝐵𝐹𝑃 = −72211147𝑃𝑜𝑏. −53373946𝐺𝑒𝑛. +55985935𝛼     (5.1) 
 
Con el fin de validar los resultados obtenidos y de obtener los valores óptimos de Tamaño 
de Población, Máximo Número de Generaciones y Alfa, se comprobaron los supuestos de 
normalidad y homocedasticidad (varianza constante) en los residuos del modelo descrito 
en la Ecuación (5.1). Estas validaciones se presentan en la Figura 5-2 y la Tabla 5-3. 
 
De los resultados obtenidos, se comprueba que efectivamente los residuos del modelo son 
normales, independientes y uniformemente distribuidos con media igual a cero y varianza 
constante. Estas validaciones indican que los valores de los parámetros seleccionados a 
partir del modelo obtenido son estadísticamente válidos. 
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Figura 5-2: Validación descriptiva de los supuestos del modelo 
 
Fuente: Elaboración propia en R. 
 
Tabla 5-3: Validación de los supuestos del modelo: Pruebas de normalidad y 
Homocedasticidad 
 
Prueba Valor del estadístico p-Valor 
Shapiro - Wilk (normalidad) 0,94085 0,07912 
Levene (Homocedasticidad) 0,69590 0,67500 
 
 
A partir del modelo, se obtuvo que a una combinación de Tamaño de Población de 500 
individuos, 150 Generaciones y un valor Alfa de 2 se obtienen los valores mínimos de 
AFBP. Este proceso se realizó para cada uno de los algoritmos. Los resultados y gráficos 
asociados a estos, se encuentran en el Anexo B.  
 
Los valores óptimos de los parámetros obtenidos a partir de estos análisis se presentan en 
la Tabla 5-4. Cabe resaltar que no en todos los casos se obtuvieron efectos o interacciones 
significativas como las obtenidas con el AMOGA, sin embargo, a partir de análisis 




Tabla 5-4: Valores de los parámetros óptimos obtenidos para cada algoritmo 
 
Algoritmo Parámetro Valor 
MOGA 
Tamaño de Población 500 
Número de Generaciones 150 
Tasa de Mutación (Operaciones) 0.05 
Tasa de Mutación (Velocidades) 0.01 
AMOGA 
Tamaño de Población 500 
Número de Generaciones 150 
Alfa 2 
NSGA-II 
Tamaño de Población 500 
Número de Generaciones 75 
Tasa de Mutación (Operaciones) 0.25 
Tasa de Mutación (Velocidades) 0.01 
SPEA2 
Tamaño de Población 500 
Tasa de Cruce 1 
Número de Generaciones 150 
Tasa de Mutación (Operaciones) 0.25 
Tasa de Mutación (Velocidades) 0.01 
 
5.2 Comparaciones múltiples 
 
De forma análoga al diseño factorial descrito en la sección anterior, las corridas 
experimentales para comparar los algoritmos se ejecutaron en un equipo con un 
procesador de 2.4 GHz y memoria RAM de 8GB. 
 
Con el fin de ejecutar los experimentos de modo que el único factor que influya sobre la 
variable sea el algoritmo con el que se ejecuta el procedimiento, se establecieron los 
valores de los parámetros del algoritmo tal y como se muestra en la Tabla 5-5. Estos 
valores se seleccionaron tomando en cuenta los resultados del diseño factorial visto 
anteriormente. Cabe resaltar que, en algunos casos, el diseño experimental con sus 
validaciones respectivas no logró encontrar significancia de factores o interacciones, por 
lo que los valores seleccionados de los parámetros para algunos algoritmos no influirán 
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Tabla 5-5: Valores seleccionados para el diseño experimental de comparación 
 
Algoritmo Parámetro Valor 
MOGA 
Tamaño de Población 500 
Número de Generaciones 150 
Tasa de Mutación (Operaciones) 0.25 
Tasa de Mutación (Velocidades) 0.01 
AMOGA 
Tamaño de Población 500 
Número de Generaciones 150 
Alfa 2 
NSGA-II 
Tamaño de Población 500 
Número de Generaciones 150 
Tasa de Mutación (Operaciones) 0.25 
Tasa de Mutación (Velocidades) 0.01 
SPEA2 
Tamaño de Población 500 
Tasa de Cruce 1 
Número de Generaciones 150 
Tasa de Mutación (Operaciones) 0.25 
Tasa de Mutación (Velocidades) 0.01 
 
 
Una vez realizado este procedimiento, se llevó a cabo el análisis experimental en R. 
Inicialmente se planteó realizar un Análisis de Varianza sobre los resultados, con el 
algoritmo a ejecutar el procedimiento como factor, sin embargo, se optó por llevar a cabo 
una prueba no paramétrica Kruskal-Wallis, prueba análoga al Análisis de Varianza de un 
solo factor (Montgomery, 2013). Esta prueba muestra a un nivel de significancia α si en al 
menos dos grupos (resultados por algoritmo) hay diferencias significativas. Se optó por 
esta prueba debido a que en la mayoría de los casos no se cumplió con los supuestos de 
normalidad y varianza constante. Para la ABFP, los resultados se resumen en la Tabla 5-6, 
donde se muestra la media de la variable respuesta y el Coeficiente de variación. 
Posteriormente, se realizó un análisis post-hoc para saber que pares de factores son los 
que poseen significancia. Para esto se ejecutaron pruebas de Mann-Whitney sobre cada 













n x m 
Área Bajo la Frontera de Pareto (ABP) [Mediana (CV)] 
p-valor 





































































































Se observa que a un nivel de significancia del 5%, hay diferencias significativas en cuanto 
a la calidad del modelo para 6 de las 12 instancias de prueba evaluadas. A partir de las 
pruebas Mann-Whitney resumidas en la Tabla 5-6, es posible observar como en la mayoría 
de los casos, la significancia en las diferencias es debido al alto valor en la variable 
respuesta que tiene el MOGA. Este efecto puede observarse igualmente en la Figura 5-3. 
Es posible concluir por lo tanto que, en términos generales, el algoritmo con mejor 
desempeño para dar solución al modelo JSEE propuesto es el SPEA2, seguido del 
AMOGA, mientras que el peor es el MOGA.  
 
Los resultados permiten observar que los algoritmos resultan significativos para problemas 
grandes (𝑛 ≥ 20), indicando que para el modelo JSSE propuesto, cuando el número de 
trabajos es pequeño y mediano, los algoritmos convergen hacia una misma región en el 
espacio de búsqueda, sin embargo, los valores del coeficiente de variación (CV) indican 
que en general las respuestas entregadas por el algoritmo tienen una dispersión media. 
No se observa un efecto del tamaño del problema o del algoritmo sobre esta medición, lo 
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cual señala que para dar solución al modelo JSEE propuesto, es necesario que los 
algoritmos realicen un proceso de mayor exploración. 
 
Figura 5-3: Gráficos de efectos principales.  
 
 
5.3 Desempeño del modelo 
 
Con el fin de demostrar la aplicabilidad y desempeño del modelo JSEE propuesto, se 
procedió a ejecutar una prueba de comparación mediante una prueba no paramétrica 
Mann-Whitney entre las soluciones obtenidas por medio de uno de los algoritmos 
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propuestos y un conjunto de soluciones generadas de forma aleatoria, que simulan un 
proceso de programación realizado sin herramientas analíticas. 
 
Considerando los resultados anteriores, para esta fase final de experimentación se calculó 
un tamaño de muestra con potencia del 80% y tamaño del efecto pequeño de 0.2 (Cohen, 
1992). El resultado fue de 64 ejecuciones del algoritmo por nivel (optimizado, aleatorio). La 
prueba se ejecutó sobre cinco instancias de prueba medianas: FT10, FT20, la01, la09 y 
la23, simulando un proceso asociado a una pequeña o mediana empresa. Los resultados 
de las pruebas se resumen en Tabla 5-7 
 





n x m 
Área bajo la Frontera de Pareto (Mediana) 
p-valor 
Aleatorio Optimizado 
FT10 10x10 52285920 39619090 3,801E-06 
FT20 20x5 72007989 67777189 0,0217500 
la01 10x5 19050299 17673334 0,0275200 
la09 15x5 28827564 25234510 0,0004173 
la23 15x10 100464189 63414813 4,265E-12 
 
 
A partir de estos es posible deducir a un nivel de significancia del 5% que el modelo 
propuesto proporcional soluciones que difieren significativamente de aquellas que 
representan un proceso empírico de programación, demostrando que el modelo propuesto 
en el cual se considera la eficiencia energética de la máquina es aplicable en entornos job 
shop de tamaño mediano y proporciona mejoras significativas en cuanto a consumo 












En el presente trabajo se propuso un modelo de programación de operaciones enfocado a 
eficiencia energética para optimizar el consumo total de energía asociado a tres estados 
de máquina y el makespan, objetivo tradicional en producción, donde el proceso de 
optimización se llevó a cabo mediante el control de la velocidad de proceso como principal 
variable de decisión, tomando en consideración la eficiencia energética asociada a la 
máquina para calcular los parámetros energéticos en un ambiente tipo job shop. A la fecha 
no se conocen trabajos que hayan abordado el comportamiento real de la eficiencia para 
el cálculo de los valores de energía como se planteó en este trabajo. 
 
En la revisión de literatura se identificó el uso frecuente de métodos metaheurísticos, en 
especial de algoritmos evolutivos para la solución de problemas tradicionales en 
programación de operaciones y de problemas en esta misma disciplina enfocados al logro 
de la eficiencia energética, demostrando ser poderosas herramientas para la solución de 
problemas combinatorios multiobjetivo, por lo cual  se desarrolló un algoritmo genético 
multiobjetivo adaptativo (AMOGA) tomando como referentes diferentes métodos de 
solución algorítmica y estrategias identificadas en la literatura en las cuales las tasas de 
mutación para velocidad y operaciones se calculan de forma dinámica en función del 
número de iteraciones realizadas por el algoritmo. Así mismo, junto con el AMOGA se 
desarrollaron otros tres algoritmos populares en el campo de la optimización multiobjetivo: 
una variación elitista del MOGA y los tradicionales NSGA-II y SPEA2. Los parámetros de 
estos algoritmos fueron afinados mediante un diseño experimental 2k. 
 
Para evaluar el desempeño algoritmo AMOGA se realizaron pruebas de comparación 
múltiple no paramétricas. Para esto se desarrollaron diferentes instancias de prueba con 
base en metodologías y conjuntos de datos utilizados como referentes en la investigación 




Las pruebas de comparación múltiple mostraron que el AMOGA es capaz de encontrar 
buenas soluciones para el problema propuesto, esto debido a la adaptabilidad de las 
operaciones de mutación que permiten llevar a cabo un buen proceso de exploración y 
explotación. Sin embargo, aún es necesario el desarrollo de nuevas estrategias parar 
lograr mejores resultados  
 
Los resultados entregados por el MOGA muestran que las estrategias de elitismo y 
reemplazo utilizadas tradicionalmente no son las más apropiadas para la resolución del 
problema propuesto, posiblemente por el hecho que estas llevan el proceso hacia una 
convergencia prematura que trunca el proceso de búsqueda. 
 
Los resultados obtenidos a partir del diseño experimental 2k mostraron que para una 
evaluación correcta del problema propuesto es necesario un buen afinamiento de los 
parámetros de modo que se mejoren en gran medida los procesos de explotación y 
exploración, principalmente, del algoritmo debido al espacio grande de soluciones factibles 
que tiene el problema a causa de la inclusión de conjuntos de velocidades de diferente 
tamaño para cada máquina. Esto origina una gran variabilidad en los valores de la función 
objetivo energético, sensible a la variable velocidad de acuerdo a los resultados de las 
pruebas estadísticas, y por ende en la variable respuesta seleccionada para llevar a cabo 
las pruebas. Dicha variabilidad se ve observada en la cantidad de soluciones eficientes de 
Pareto que se generan al terminar el proceso algorítmico, en especial en los problemas 
grandes donde después de un proceso de búsqueda se pueden encontrar, como mucho, 
cinco soluciones eficientes, siendo esto indicador de la baja capacidad de explotación que 
tienen los algoritmos, especialmente aquellos donde los parámetros de mutación son 
estáticos. Los resultados proporcionados por el NSGA-II y el SPEA mostraron que, para el 
problema abordado en este trabajo, estos algoritmos pueden ser utilizados como 
referentes en el desarrollo de nuevos modelos y métodos metaheurísticos si se ajustan 
sus parámetros de modo que puedan ser capaces de explorar de forma correcta el espacio 
factible de soluciones. 
 
La inclusión de la eficiencia de la máquina dentro del proceso de optimización como una 
aproximación mayor a la realidad en un proceso de producción donde se utilizan motores 
eléctricos mostró ser una buena aproximación. Las pruebas de desempeño realizadas 
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muestran que el problema propuesto incluyendo esta medición proporciona un consumo 
de energía significativamente menor y un aumento en productividad medido con makespan 
también significativamente menor en comparación a un proceso cuyas operaciones no se 
optimizan, demostrando que un enfoque como el sugerido en este trabajo de investigación 
puede ser aplicado especialmente en procesos de producción y manufactura de pequeña 
y mediana escala en los cuales difícilmente se puede lograr la eficiencia energética 
mediante actualizaciones tecnológicas y altas inversiones de capital. 
 
La velocidad de la máquina es una variable de aplicación universal en cualquier proceso 
productivo y con un alto impacto tanto en los objetivos de producción como en los objetivos 
energéticos, sin embargo, cada proceso involucra parámetros operacionales únicos y con 
un impacto significativo en productividad y energía, por lo cual formular un modelo de 
programación de operaciones genérico y universal resulta difícil. Se recomienda en 
estudios futuros identificar otras variables transversales a cualquier proceso de producción 
cuyo control resulte útil en el logro de la eficiencia energética. De igual forma, para una 
mayor aplicabilidad de este tipo de modelos, es recomendable un estudio particular sobre 
un sector industrial o proceso especifico de modo que no se dificulte el control de otros 
parámetros operacionales. 
 
Gran parte de las aproximaciones teóricas de este trabajo se desarrollaron en conjunto con 
dos modelos propuestos en el Proyecto de Investigación “Generación de modelos de 
planeación de la producción enfocados a la eficiencia energética” de la Red Colombiana 
de Conocimiento en Eficiencia Energética RECIEE, desarrollado entre la Universidad 
Nacional de Colombia Sede Medellín y la Universidad Pontificia Bolivariana, de la cual el 
autor de este trabajo fue Investigador. De éstos modelos se presentaron dos ponencias 
internacionales llevadas a cabo en Cartagena de Indias y en Valparaíso (Chile) en el año 
2016 y se presentó un artículo en el Engineering Management Journal (en evaluación). Se 
remite al lector al Anexo C para mayor información sobre estos trabajos.  
 
Se recomienda el desarrollo de un algoritmo donde sus parámetros proporcionen un 
trabajo de exploración exhaustivo en tiempos de ejecución cortos de modo que se evite la 
convergencia hacia óptimos locales para la solución del problema de programación de 
operaciones enfocado a logro de la eficiencia energética donde se considere la eficiencia 
propia de la máquina o recurso que procesará las operaciones. Como primera 
Conclusiones 79 
 
aproximación se puede estudiar el problema propuesto mediante metaheurísticos 
conocidos, pero con un mayor número de iteraciones y un conjunto inicial de soluciones 




A. Pseudocódigos algoritmos 
genéticos utilizados 
 
Los pseudocódigos aquí presentados fueron construidos tomando como referencia los 
trabajos de, Zitzler et al. (2001), Deb et al. (2002) y Coello Coello et al. (2007). Para una 





 Algoritmo MOGA      
1: Inicio Procedimiento MOGA 
 
2:  Generar Población inicial tamaño N 
 
3: Evaluar funciones objetivo  
 
4: Asignar Rango con base en la dominancia de Pareto 
 








7: Para k=1 hasta K   
8: Para cada individuo    
9: Pi,Pj=Torneo Binario()   
10: Ci=Cruce PPX(Pi,Pj)   
10: Si ProbabilidadMutacionVelocidad() se cumple  
11: Ci=MutaciónVelocidad(Ci)   
12: Si ProbabilidadMutacionOperaciones() se cumple  
(𝑁, 𝐾, 𝐹𝑘(𝕩),  𝑃𝑘𝑛𝑜𝑤𝑛()) 
𝒫 = {1,2,3, … , 𝑁} 
𝐹(𝐶𝑚𝑎𝑥, 𝐶𝐸𝑇) 
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 Algoritmo MOGA      
13: Ci=MutaciónOperaciones(Ci)   
14: Fin Si   
15: Fin Para   
16: Reemplazo(μ+λ)   
17: Evaluar función objetivo    
18: Asignar Rango con base en la dominancia de Pareto  
19: Almacenar Soluciones con rank=1 en archivo Pknown()  
20: Calcular número de soluciones en el nicho   
21: Calcular fitness compartido   
22: Fin Para   





 Algoritmo AMOGA      
1: Inicio Procedimiento AMOGA 
 
2:  Generar Población inicial tamaño N 





4: Asignar Rango con base en la dominancia de Pareto 
 
 




6: Calcular fitness compartido   
7: Para k=1 hasta K   
8: Para cada individuo    
9: Pi,Pj=Torneo Binario()   
10: Ci=Cruce PPX(Pi,Pj)   
11: Operador MutaciónAdaptativa (ProbabilidadMutaciónVelocidad, 
ProbabilidadMutaciónOperaciones) 
12: Si ProbabilidadMutacionVelocidad() se cumple  
13: Ci=MutaciónVelocidad(Ci)   
14: Si ProbabilidadMutacionOperaciones() se cumple  
15: Ci=MutaciónOperaciones(Ci)   
16: Fin Si   
(𝑁, 𝐾, 𝐹𝑘(𝕩),  𝑃𝑘𝑛𝑜𝑤𝑛()) 
𝐹(𝐶𝑚𝑎𝑥, 𝐶𝐸𝑇) 
𝒫 = {1,2,3, … , 𝑁} 
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 Algoritmo AMOGA      
17: Fin Para   
18: Reemplazo(μ+λ)   
19: Evaluar función objetivo    
20: Asignar Rango con base en la dominancia de Pareto  
21: Almacenar Soluciones con rank=1 en archivo Pknown()  
22: Calcular número de soluciones en el nicho   
23: Calcular fitness compartido   
24: Fin Para   




 Algoritmo NSGA-II   








3: Evaluar funciones objetivo   
4: Asignar rangos con base en NonDominatedSort()  
5: Para cada individuo   
6: Pi,Pj=Torneo Binario()  
7: Ci=Cruce PPX(Pi,Pj)  
8: Si ProbabilidadMutacionVelocidad() se 
cumple  
9: Ci=MutaciónVelocidad(Ci)  
10: Si ProbabilidadMutacionOperaciones() se cumple 
11: Ci=MutaciónOperaciones(Ci)  
12: Fin Si  
13: Fin Para  
14: Asignar rangos con base en NonDominatedSort()  
15: Para k=1 hasta K  
16: Para cada individuo   
17: Generar conjuntos de soluciones no dominadas PFl 
18: i=0  
19: Mientras   
20: Calcular Crowding(PFi)  
21: Agregar   
22: i=i+1  
23: Fin Mientras  
24: Fin Para  
25: Para cada individuo   
26: Pi,Pj=Torneo Binario NSGA-II()  
(𝑁, 𝐾, 𝐹𝑘(𝕩),  𝑃𝑘𝑛𝑜𝑤𝑛()) 
𝐹(𝐶𝑚𝑎𝑥, 𝐶𝐸𝑇) 
𝒫 = {1,2,3, … , 𝑁} 
𝒫 + 𝑃𝐹𝑖 ≤ 𝑁 
𝑃𝐹𝑖 en 𝒫  
Anexo A 83 
 
 Algoritmo NSGA-II   
27: Si ProbabilidadCruce() se cumple  
28: Ci=Cruce PPX(Pi,Pj)  
29: Si ProbabilidadMutacionVelocidad() se cumple 
30: Ci=MutaciónVelocidad(Ci)  
31: Si ProbabilidadMutacionOperaciones() se cumple 
32: Ci=MutaciónOperaciones(Ci)  
33: Fin Para  
34: Asignar rangos con base en NonDominatedSort()  
35: Fin Para  




 Algoritmo SPEA2   








3:  Generar Archivo externo Pknown() de tamaño N  




5: Asignar Rango con base en la dominancia de Pareto  
6: Para k=1 hasta K  




8: Calcular Strenght  
9: Evaluar Fitness  
10: Ejecutar Selección Ambiental  
11: Combinar Poblaciones  
12: Para cada individuo en Pknown'  
13: Pi,Pj=Torneo Binario(Pknown')  
14: Ci=Cruce PPX(Pi,Pj)  
15: Si ProbabilidadMutacionVelocidad() se cumple 
16: Ci=MutaciónVelocidad(Ci)  
17: Si ProbabilidadMutacionOperaciones() se cumple 
18: Ci=MutaciónOperaciones(Ci)  
19: Fin Si  
20: Fin Para  
21: Fin Para  
22: Fin Procedimiento   
(𝑁, 𝐾, 𝐹𝑘(𝕩),  𝑃𝑘𝑛𝑜𝑤𝑛()) 
𝐹(𝐶𝑚𝑎𝑥, 𝐶𝐸𝑇) 
𝒫 = {1,2,3, … , 𝑁} 
𝒫 ∪ 𝑃𝑘𝑛𝑜𝑤𝑛 
𝑆𝑡𝑟𝑒𝑛𝑔ℎ𝑡(𝒫 ∪ 𝑃𝑘𝑛𝑜𝑤𝑛) 




B. Anexo: Resultados adicionales 
diseño experimental 2k 
 
Plan Experimental AMOGA 
 
Ejecución Población Generaciones Alfa 
1 100 200 8 
2 800 200 2 
3 800 75 2 
4 100 75 2 
5 100 75 8 
6 800 75 8 
7 800 200 8 
8 100 200 2 
9 800 75 8 
10 100 200 2 
11 100 75 8 
12 800 200 2 
13 100 75 2 
14 100 200 8 
15 800 200 8 
16 800 75 2 
17 800 200 2 
18 800 200 8 
19 100 75 8 
20 100 200 2 
21 100 75 2 
22 100 200 8 
23 800 75 2 
24 800 75 8 
25 100 75 8 
86 Uso de Algoritmos Genéticos para el logro de la eficiencia energética en 
plantas de manufactura bajo un enfoque de Programación de Operaciones 
 
Ejecución Población Generaciones Alfa 
26 800 75 2 
27 800 75 8 
28 100 200 2 
29 800 200 2 
30 800 200 8 
31 100 200 8 
32 100 75 2 
 
PLAN EXPERIMENTAL MOGA 
 
Ejecución Población Generaciones 
Tasa de Mutación 
(Operaciones) 
Tasa de Mutación 
(Velocidad) 
1 500 75 0,05 0,01 
2 100 150 0,05 0,1 
3 100 150 0,05 0,01 
4 500 150 0,25 0,1 
5 100 75 0,25 0,01 
6 500 75 0,05 0,1 
7 100 150 0,25 0,01 
8 500 75 0,25 0,01 
9 500 75 0,25 0,1 
10 500 150 0,05 0,01 
11 100 75 0,05 0,01 
12 500 150 0,05 0,1 
13 100 75 0,25 0,1 
14 500 150 0,25 0,01 
15 100 150 0,25 0,1 
16 100 75 0,05 0,1 
17 500 75 0,05 0,01 
18 100 150 0,05 0,01 
19 100 75 0,05 0,1 
20 500 150 0,05 0,1 
21 500 150 0,25 0,1 
22 500 75 0,05 0,1 
23 100 75 0,25 0,1 
24 100 150 0,05 0,1 
25 100 75 0,25 0,01 
26 500 150 0,05 0,01 
27 100 150 0,25 0,01 
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Ejecución Población Generaciones 
Tasa de Mutación 
(Operaciones) 
Tasa de Mutación 
(Velocidad) 
28 100 75 0,05 0,01 
29 100 150 0,25 0,1 
30 500 150 0,25 0,01 
31 500 75 0,25 0,1 
32 500 75 0,25 0,01 
33 500 75 0,05 0,1 
34 100 150 0,25 0,01 
35 100 150 0,05 0,01 
36 500 150 0,05 0,01 
37 100 75 0,05 0,01 
38 100 75 0,25 0,1 
39 100 150 0,25 0,1 
40 100 75 0,05 0,1 
41 100 75 0,25 0,01 
42 100 150 0,05 0,1 
43 500 150 0,25 0,01 
44 500 75 0,25 0,1 
45 500 150 0,25 0,1 
46 500 75 0,25 0,01 
47 500 150 0,05 0,1 
48 500 75 0,05 0,01 
49 500 150 0,25 0,01 
50 100 75 0,05 0,1 
51 100 150 0,25 0,1 
52 500 75 0,25 0,1 
53 500 75 0,25 0,01 
54 500 75 0,05 0,01 
55 100 150 0,05 0,1 
56 100 150 0,25 0,01 
57 500 150 0,25 0,1 
58 100 75 0,25 0,1 
59 500 75 0,05 0,1 
60 500 150 0,05 0,01 
61 500 150 0,05 0,1 
62 100 75 0,05 0,01 
63 100 75 0,25 0,01 
64 100 150 0,05 0,01 
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ANOVA INICIAL MOGA 
 
Factor Sum Sq Df F Pr(>F) 
A 7,63654E+15 1 0,2878 0,5941   
B 1,5832E+16 1 0,5968 0,4436   
C 1,31733E+15 1 0,0497 0,8246   
D 7,75273E+15 1 0,2922 0,5913   
AB 2,39799E+16 1 0,9039 0,3465   
AC 1,74357E+15 1 0,0657 0,7988   
AD 1,59451E+16 1 0,6010 0,4420   
BC 1,15239E+16 1 0,4344 0,5130   
BD 1,45403E+16 1 0,5481 0,4627   
CD 3,84211E+16 1 1,4482 0,2347   
ABC 5,1319E+16 1 1,9344 0,1707   
ABC 3,49509E+15 1 0,1317 0,7182   
ACD 3,62364E+14 1 0,0137 0,9075   
BCD 1,00772E+16 1 0,3798 0,5406   
ABCD 2,40194E+16 1 0,9054 0,3461   
Error 1,27343E+18 48     
Total 1,5014E+18 63       
Signif. 0 '***'   0.001 '**'   0.01 '*'   0.05 '.'   0.1 '  
 
 
Modelo no significativo, se procede a realizar evaluación descriptiva 
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Shapiro - Wilk 0.98865 0.8245 
Levene 0.6032 0.8576 
 
Supuestos de homocedasticidad y normalidad se cumplen 
 
PLAN EXPERIMENTAL NSGA-II 
 
 
Ejecución Población Generaciones 
Tasa de Mutación 
(Operaciones) 
Tasa de Mutación 
(Velocidad) 
1 100 75 0,25 0,01 
2 500 75 0,25 0,1 
3 500 150 0,05 0,01 
4 100 150 0,25 0,1 
5 100 150 0,05 0,1 
6 100 75 0,05 0,1 
7 100 75 0,05 0,01 
8 500 75 0,05 0,1 
9 500 150 0,25 0,01 
10 500 75 0,25 0,01 
11 100 150 0,25 0,01 
12 500 75 0,05 0,01 
13 500 150 0,25 0,1 
14 100 75 0,25 0,1 
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Ejecución Población Generaciones 
Tasa de Mutación 
(Operaciones) 
Tasa de Mutación 
(Velocidad) 
15 500 150 0,05 0,1 
16 100 150 0,05 0,01 
17 500 75 0,25 0,01 
18 500 75 0,05 0,01 
19 500 150 0,05 0,01 
20 100 75 0,05 0,01 
21 500 150 0,25 0,1 
22 100 75 0,05 0,1 
23 500 150 0,25 0,01 
24 500 75 0,05 0,1 
25 100 150 0,05 0,1 
26 500 150 0,05 0,1 
27 100 150 0,25 0,1 
28 500 75 0,25 0,1 
29 100 150 0,25 0,01 
30 100 75 0,25 0,01 
31 100 75 0,25 0,1 
32 100 150 0,05 0,01 
33 100 75 0,05 0,01 
34 500 150 0,05 0,01 
35 100 150 0,05 0,01 
36 100 150 0,25 0,1 
37 500 75 0,05 0,01 
38 500 75 0,25 0,01 
39 100 75 0,25 0,01 
40 100 75 0,25 0,1 
41 100 150 0,25 0,01 
42 100 150 0,05 0,1 
43 500 150 0,25 0,1 
44 500 150 0,05 0,1 
45 500 150 0,25 0,01 
46 500 75 0,05 0,1 
47 100 75 0,05 0,1 
48 500 75 0,25 0,1 
49 100 150 0,25 0,1 
50 100 75 0,25 0,1 
51 100 75 0,05 0,01 
52 100 150 0,05 0,01 
53 500 150 0,25 0,01 
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Ejecución Población Generaciones 
Tasa de Mutación 
(Operaciones) 
Tasa de Mutación 
(Velocidad) 
54 500 75 0,05 0,01 
55 500 75 0,05 0,1 
56 100 75 0,05 0,1 
57 500 75 0,25 0,01 
58 500 75 0,25 0,1 
59 500 150 0,25 0,1 
60 500 150 0,05 0,01 
61 100 150 0,05 0,1 
62 500 150 0,05 0,1 
63 100 75 0,25 0,01 




ANOVA INICIAL NSGA-II 
 
 
Factor Sum Sq Df F Pr(>F) 
A 3,72392E+14 1 0,0127 0,9108   
B 6,72376E+15 1 0,2292 0,6343   
C 1,47257E+16 1 0,5019 0,4821   
D 9,63237E+16 1 3,2830 0,0763   
AB 5,25329E+16 1 1,7905 0,1872   
AC 2,77858E+17 1 9,4704 0,0034 ** 
AD 1,28608E+14 1 0,0044 0,9475   
BC 4,21009E+16 1 1,4349 0,2368   
BD 6,79157E+15 1 0,2315 0,6326   
CD 1,66345E+16 1 0,5670 0,4551   
ABC 3,90348E+16 1 1,3304 0,2544   
ABC 1,45390E+16 1 0,4955 0,4849   
ACD 4,97172E+14 1 0,0169 0,8970   
BCD 5,75071E+13 1 0,0020 0,9649   
ABCD 1,80028E+15 1 0,0614 0,8054   
Error 1,40831E+18 48       
Total 1,97843E+18 63       
Signif. 0 '***'   0.001 '**'   0.01 '*'   0.05 '.'   0.1 '   
 
 
Interacción AC significativa. Se afina el modelo y se obtiene el siguiente ANOVA 
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Factor Sum Sq Df F Pr(>F) 
AC 2,92900E+17 3 3,4763 0,0214 * 
Error 1,68550E+18 60       
Total 1,97840E+18 63       
Signif. 0 '***'   0.001 '**'   0.01 '*'   0.05 '.'   0.1 '   
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Shapiro - Wilk 0,95929 0,03359 
Levene 0,55620 0,89300 
 
 
Supuesto de normalidad no se cumple. Supuesto de homocedasticidad se cumple. No es 
posible sacar conclusiones del modelo para los parámetros del NSGA-II 
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PLAN EXPERIMENTAL SPEA2 
 









1 500 150 0,7 0,05 0,1 
2 500 75 1 0,25 0,01 
3 100 150 1 0,05 0,1 
4 500 75 0,7 0,05 0,01 
5 100 150 1 0,25 0,1 
6 100 150 1 0,25 0,01 
7 500 150 0,7 0,05 0,01 
8 100 150 0,7 0,05 0,1 
9 100 75 0,7 0,25 0,01 
10 500 150 1 0,05 0,01 
11 500 150 1 0,25 0,1 
12 100 150 0,7 0,25 0,1 
13 100 75 0,7 0,05 0,1 
14 500 75 1 0,05 0,1 
15 500 75 0,7 0,25 0,1 
16 100 75 1 0,25 0,01 
17 500 75 1 0,25 0,1 
18 100 150 0,7 0,05 0,01 
19 100 75 1 0,05 0,1 
20 100 75 1 0,25 0,1 
21 500 75 0,7 0,05 0,1 
22 100 75 0,7 0,05 0,01 
23 500 150 0,7 0,25 0,01 
24 500 150 1 0,05 0,1 
25 500 150 0,7 0,25 0,1 
26 500 75 0,7 0,25 0,01 
27 100 150 0,7 0,25 0,01 
28 100 75 0,7 0,25 0,1 
29 500 75 1 0,05 0,01 
30 500 150 1 0,25 0,01 
31 100 150 1 0,05 0,01 
32 100 75 1 0,05 0,01 
33 100 150 0,7 0,25 0,1 
34 500 150 1 0,05 0,01 
35 500 75 1 0,25 0,01 
36 500 75 1 0,05 0,01 
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37 100 150 1 0,05 0,1 
38 100 75 0,7 0,05 0,1 
39 100 150 1 0,25 0,1 
40 500 75 0,7 0,05 0,01 
41 500 150 0,7 0,25 0,01 
42 500 150 1 0,05 0,1 
43 500 75 1 0,25 0,1 
44 100 150 0,7 0,05 0,1 
45 500 150 1 0,25 0,01 
46 500 75 0,7 0,25 0,01 
47 500 150 0,7 0,05 0,01 
48 500 75 0,7 0,05 0,1 
49 500 150 0,7 0,25 0,1 
50 100 150 1 0,25 0,01 
51 100 150 1 0,05 0,01 
52 500 75 1 0,05 0,1 
53 500 150 1 0,25 0,1 
54 100 75 0,7 0,25 0,01 
55 100 75 1 0,05 0,01 
56 100 150 0,7 0,25 0,01 
57 500 150 0,7 0,05 0,1 
58 500 75 0,7 0,25 0,1 
59 100 75 1 0,25 0,1 
60 100 75 0,7 0,25 0,1 
61 100 150 0,7 0,05 0,01 
62 100 75 1 0,05 0,1 
63 100 75 1 0,25 0,01 
64 100 75 0,7 0,05 0,01 
65 500 150 0,7 0,05 0,01 
66 100 75 1 0,05 0,1 
67 500 75 0,7 0,25 0,01 
68 500 150 1 0,25 0,1 
69 100 150 1 0,05 0,01 
70 500 150 0,7 0,25 0,1 
71 500 75 0,7 0,05 0,1 
72 500 150 0,7 0,05 0,1 
73 100 150 0,7 0,05 0,01 
74 100 75 0,7 0,25 0,1 
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75 500 150 1 0,25 0,01 
76 100 150 1 0,25 0,01 
77 500 75 1 0,05 0,1 
78 100 150 0,7 0,05 0,1 
79 500 75 0,7 0,05 0,01 
80 100 150 1 0,05 0,1 
81 500 75 0,7 0,25 0,1 
82 100 150 0,7 0,25 0,01 
83 500 75 1 0,25 0,01 
84 500 150 1 0,05 0,1 
85 100 75 0,7 0,25 0,01 
86 100 75 1 0,25 0,01 
87 500 75 1 0,05 0,01 
88 500 150 1 0,05 0,01 
89 100 75 0,7 0,05 0,1 
90 500 150 0,7 0,25 0,01 
91 100 75 1 0,25 0,1 
92 100 75 1 0,05 0,01 
93 500 75 1 0,25 0,1 
94 100 150 1 0,25 0,1 
95 100 150 0,7 0,25 0,1 
96 100 75 0,7 0,05 0,01 
97 500 75 0,7 0,25 0,1 
98 100 75 0,7 0,05 0,1 
99 500 75 1 0,05 0,01 
100 500 150 0,7 0,05 0,01 
101 100 150 0,7 0,05 0,01 
102 500 75 1 0,25 0,01 
103 100 150 0,7 0,25 0,01 
104 100 75 0,7 0,25 0,1 
105 500 150 1 0,25 0,01 
106 500 75 0,7 0,25 0,01 
107 500 75 0,7 0,05 0,1 
108 100 150 0,7 0,25 0,1 
109 100 75 1 0,25 0,1 
110 500 75 1 0,05 0,1 
111 500 75 0,7 0,05 0,01 
112 100 75 1 0,25 0,01 
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113 500 150 1 0,05 0,01 
114 500 150 1 0,05 0,1 
115 500 150 1 0,25 0,1 
116 100 150 1 0,05 0,01 
117 100 150 0,7 0,05 0,1 
118 100 75 0,7 0,05 0,01 
119 100 150 1 0,05 0,1 
120 500 150 0,7 0,25 0,01 
121 100 75 1 0,05 0,01 
122 100 75 0,7 0,25 0,01 
123 500 75 1 0,25 0,1 
124 500 150 0,7 0,25 0,1 
125 500 150 0,7 0,05 0,1 
126 100 150 1 0,25 0,01 
127 100 150 1 0,25 0,1 
128 100 75 1 0,05 0,1 
 
 
PRIMER ANOVA PARA EL SPEA2 
 
Factor Sum Sq Df F Pr(>F) 
A 8,69497E+17 1 9,91337 0,00219 ** 
B 3,2115E+16 1 0,36615 0,54654   
C 1,16617E+18 1 13,2958 0,00043 *** 
D 5,40265E+15 1 0,0616 0,80452   
E 2,30029E+16 1 0,26226 0,60975   
AB 3,3418E+15 1 0,0381 0,84565   
AC 1,23183E+17 1 1,40445 0,23891   
AD 3,71606E+16 1 0,42368 0,51666   
AE 8,98195E+16 1 1,02406 0,3141   
BC 5,6512E+16 1 0,64431 0,42414   
BD 1,86943E+16 1 0,21314 0,64536   
BE 1,48814E+16 1 0,16967 0,68133   
CD 3,0077E+14 1 0,00343 0,95343   
CE 3,34467E+17 1 3,81335 0,05376 . 
DE 3,77384E+16 1 0,43027 0,51343   
ABC 3,81661E+16 1 0,43514 0,51106   
ABD 7,70715E+16 1 0,87871 0,35091   
ABE 7,00257E+15 1 0,07984 0,77813   
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Factor Sum Sq Df F Pr(>F) 
ACD 8,76848E+16 1 0,99972 0,31989   
ACE 2,72536E+17 1 3,10726 0,08113 . 
ADE 5,68754E+16 1 0,64845 0,42266   
BCD 4,59284E+16 1 0,52364 0,47105   
BCE 1,13326E+16 1 0,12921 0,72005   
BDE 2,03855E+15 1 0,02324 0,87915   
CDE 5,67953E+16 1 0,64754 0,42298   
ABCD 5,85695E+16 1 0,66777 0,41585   
ABCE 3,12187E+16 1 0,35593 0,55218   
ABDE 1,61227E+16 1 0,18382 0,66907   
ACDE 3,1656E+16 1 0,36092 0,54941   
BCDE 5,79634E+15 1 0,06609 0,79767   
ABCDE 6,43997E+15 1 0,07342 0,787   
Error 8,42012E+18 96       
Total 1,20376E+19 127       
Signif. 0 '***'   0.001 '**'   0.01 '*'   0.05 '.'   0.1 '  
 
 
Se afinó el modelo a sus efectos principales. Luego de otros realizados posteriormente el 
resultado fue el siguiente: 
 
Factor Sum Sq Df F Pr(>F) 
A 8,69500E+17 1 10,8670 0,0013 ** 
C 1,16620E+18 1 14,5740 0,0002 *** 
Error 1,00020E+19 125       
Total 1,20377E+19 127       
Signif. 0 '***'   0.001 '**'   0.01 '*'   0.05 '.'   0.1 '     
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Shapiro - Wilk 0.97673 0.8031 
Levene 0,6648 0,8136 
 
 




C. Anexo: Trabajos del proyecto 
“Generación de modelos de 
planeación de la producción 
enfocados a la eficiencia energética” 
 
Dentro del proyecto mencionado se abordó el tema de la programación de operaciones 
enfocado a la eficiencia energética. Pese a que los modelos presentados en éste se 
elaboraron tomando otras funciones objetivo, durante la investigación realizada se 
definieron las bases del marco teórico y la revisión literaria presentados en este trabajo, 
así como la conclusión de considerar en un trabajo futuro el uso de una medida de 
eficiencia energética. 
 
Parte de los resultados de la investigación fueron presentados en dos congresos distintos, 
resumidos a continuación. 
 
V Congreso Internacional Ciuree: Eficiencia, gestión y energías renovables, realizado en 
Cartagena de Indias (Colombia) entre los días 3 y 5 de febrero de 2016. Se presentaron 
los siguientes trabajos: 
 
 “Modelos de planeación de la producción enfocados a eficiencia energética: 
análisis del estado del arte” (Poster). Fuente: http://www.reciee.com/ 
 
 Programación de la producción enfocada a eficiencia energética de ambientes de  
trabajo tipo Flow Shop usando un algoritmo genético (Ponencia). Fuente: 
http://www.reciee.com/ 
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ICPR 2016 International Conference on Production Research – America, realizado en 
Valparaiso (Chile) los días 27 y 28 de octubre de 2016. Se presentó el siguiente trabajo 
como ponencia: 
 
 Energy-aware Job Shop Scheduling Problem based on Multi-objective Genetic 
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