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GOALS OF VARIABLE SELECTION
 PARCIMONY / INTERPETABILITY 
 BETTER PREDICTIONS
 EFFICIENT ESTIMATION / INFERENCE 
ISSUES IN VARIABLE SELECTION
 EFFECTS OF SELECTION BIAS 
 CHOICE OF SELECTION CRITERIA 
 EFFICIENCY / EFECTIVNESS OF SELECTION
ALGORITHMS 
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VARIABLE SELECTION IN LINEAR REGRESSION 
 RSS (OR R2) - BASED   SELECTION CRITERIA : 
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VARIABLE SELECTION IN LINEAR REGRESSION 
 PROBLEMS OF SELECTION BIAS:
1. PARAMETER ESTIMATES MAY BE OVERBLOWN 
2. CLASSICAL INFERENCE METHODS ARE NOT VALID 
3. GOODNESS OF FIT MEASURES ARE TOO OPTIMISTIC 
 REMEDIES
1. SHRINKAGE METHODS 
3. RESAMPLING AND/OR CROSS-VALIDATION
2. MULTIPLE-TESTS INFERENCE 
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VARIABLE SELECTION IN LINEAR REGRESSION 
OTHER APPROACHES :   
 BAYES FACTORS AND BAYES AVERAGING  
 GARROTE, LASSO, ELASTIC NET AND RELATIVES
 GENERAL TO SPECIFIC MODELLING
Comparison Criteria: Multivariate Indices
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LINEAR MODELS WITH MULTIPLE RESPONSES
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Y =  X B  +  U
H = SXX - SXY SYY
-1 SYXT =  SXX
r =  min(dim(X),dim(Y))
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A LINEAR HYPOTHESIS FRAMEWORK:
X  =  A   +  U
 SELECT COLUMNS OF X IN ORDER TO EXPLAIN H1
PARTICULAR CASES:
H0:  C  =  0
 LINEAR DISCRIMINANT ANALYSIS
 MULTI-WAY MANOVA/MANCOVA EFFECTS
A = [1g ]  = [g] 
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 T =  X’ (I - P) X H = X’ (P - P) X
 = R(A) r = dim() - dim()  = R(A)  N (C (ATA)- AT)
Comparison Criteria:
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GENERALIZED LINEAR MODELS
g(y) =  X B  + u = [ X1 X2] [B1
T B2
T]T + u
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AIC = # + 2(k + m(k))
(Likelihood ratio statistic)
# =  , * OR **
(Wald 
statistic)
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Search routines for (combinatorial) criteria optimization
anneal
Exact Algorithm:
leaps - based on Furnival and Wilson´s leaps and
bounds algorithm for linear regression
- viable with up to 30 - 35 original variables
Heuristics:
genetic
improve
- simulated annealing
- genetic algorithm
- restricted local improvement
The      Subselect Package
functions of T-1 H eigenvalues 
Linear 
Regression
Comparison criteria
max R2
“ccr12”, “tau2”, “xi2” or “zeta2”
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(r=1)  
Linear Models with 
Multiple Responses
Generalized 
Linear Models
(r=1)  Wald statistic (*)
max
min
T, H symmetric rank(H)  = r



Search functions arguments :
- Tuning parameters for heuristics
- Maximum time allowed for exact search
- Variables forcibly included or excluded in the
selected subsets
- Number of solutions by subset dimensionality
- Numerical tolerance for detecting singular or
non-symmetrical matrices
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- Matrices T and H
- Comparison criterion (models with multiple responses)
Auxiliary functions:
lmHmat - creates H and T matrices for linear
regression/canonical correlation analysis
ldaHmat - creates H and T matrices for linear
discriminant analysis
glhHmat - creates H and T matrices for an
analysis based on a linear hypothesis 
specified by the user 
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Expanding a Subselect Analysis
- Searches across different dimensionalities can
be handled by post-processing the results of
subselect
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- Selection biases can be estimated by
resampling or cross-validation procedures that
include the basic searches within larger cycles 
Other issues in variable selection can be tackled by 
combining subselect with the wider       system:
- Relative importance of individual variables can
be accessed by collecting statistics on groups of
“good” subsets of different dimensionalities 
Final Remarks
- Subselect implements effective searches for
variable subsets in a wide range of models
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- Random searches are usually good and much
better than greedy (“stepwise”) algorithms 
- Many subsets lead to similar criterion values.
Finding the exact optimum may not be so important 
- Exact searches are viable if the number of
original variables is not much larger than 30
- Subselect is most useful when used in
combination with other utilities of the       system  
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