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Abstract
We describe a method for developing broad-
coverage semantic dependency parsers for lan-
guages for which no semantically annotated
resource is available. We leverage a multi-
task learning framework coupled with an an-
notation projection method. We transfer su-
pervised semantic dependency parse annota-
tions from a rich-resource language to a low-
resource language through parallel data, and
train a semantic parser on projected data. We
make use of supervised syntactic parsing as an
auxiliary task in a multitask learning frame-
work, and show that with different multi-
task learning settings, we consistently improve
over the single-task baseline. In the setting
in which English is the source, and Czech is
the target language, our best multitask model
improves the labeled F1 score over the single-
task baseline by 1.8 in the in-domain SemEval
data (Oepen et al., 2015), as well as 2.5 in the
out-of-domain test set. Moreover, we observe
that syntactic and semantic dependency direc-
tion match is an important factor in improving
the results.
1 Introduction
Broad-coverage semantic dependency parsing
(SDP)1, which is first introduced in the SemEval
shared task (Oepen et al., 2014), aims to provide
the semantic analysis of sentences by capturing
the semantic relations between all content-bearing
words in a given sentence. This is in contrast to
models such as semantic role labeling (Baker et al.,
1998) that focus on verbal and nominal predicates.
Compared to other semantic representations (Baker
et al., 1998; Surdeanu et al., 2008; Hajicˇ et al.,
2009; Banarescu et al., 2013a; Abend and Rap-
poport, 2013), SDP covers a wide range of seman-
tic phenomena such as negation, comparatives, pos-
1We use broad-coverage semantic dependency and seman-
tic dependency interchangeably throughout this paper.
sessives and various types of modifications that
have not been analyzed in other semantic models.
Furthermore, extensive structural similarities be-
tween syntactic and semantic dependencies make
it easier to adopt existing dependency parsers to
have efficient inference. Despite all advantages
provided by SDP, resources with annotated seman-
tic dependencies are limited to languages released
in the SemEval shared tasks (Oepen et al., 2014,
2015; Che et al., 2016), namely English, Czech and
Chinese. This motivates us to develop SDP models
for languages without semantically annotated data.
This paper describes a method for developing a
semantic dependency parser for a language with-
out annotated semantic data. We assume that a
supervised syntactic dependency parser, as well as
translated text (parallel data) are available in the
target language of interest. This is indeed a real-
istic scenario: there are about 90 languages with
syntactic annotation in the Universal Dependencies
corpus (Nivre et al., 2017) while we only have a
few languages with annotated semantic dependen-
cies (Oepen et al., 2014, 2015; Che et al., 2016).
We make use of annotation projection for transfer-
ring supervised semantic annotations from a rich-
resource source language to the target language
through word alignment links. Figure 1 shows an
example of annotation projection for semantic de-
pendencies.
We further propose a simple but effective mul-
titask learning framework to leverage supervised
syntactic parse information in the target language
and improve the representation learning capability
in the intermediate layers of the semantic parser.
For obtaining such a goal, we benefit from the
similarity between syntactic and semantic depen-
dency parsers (Dozat and Manning, 2017, 2018)
via sharing intermediate layers. To the best of our
knowledge, this work is the first study to develop
semantic dependency parsers in the absence of an-
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Figure 1: An example of annotation projection for an English-Czech sentence pair from the Europarl cor-
pus (Koehn, 2005). Supervised dependencies are shown on top, and projected dependencies, obtained using word
alignments (dashed lines), are shown at the bottom.
notated data. Our multitask learning approach, de-
spite its simplicity, yields significant improvements
in the performance of the vanilla semantic depen-
dency parser built using annotation projection. We
conducted experiments to build semantic depen-
dency parser using projected SDP from English
to Czech and compared that with the multitasking
setup where we use target syntactic dependencies.
Our results show improvements in the labeled F1
from 57.5 to 59.3 (74.3 to 76.9 for unlabeled F1)
on the SemEval 2015 in-domain data, and even
larger gain from 59.0 to 61.5 (75.8 to 78.5 for un-
labeled F1) on the SemEval 2015 out-of-domain
set. We additionally explore the efficacy of con-
textualized word representations, BERT (Devlin
et al., 2019) and ELMO (Peters et al., 2018) as fea-
tures in our annotation projection model and find a
marginal gain by using those contextual features.
The main contributions of this paper are as the
following:
• We propose an annotation projection approach
for syntactic dependencies: to the best of our
knowledge, ours is the first work that develops
semantic dependency parsers without anno-
tated data.
• We show that multitask learning is an easy
but effective approach for improving the ac-
curacy of semantic parsers. Although there is
marginal improvement from multitask learn-
ing in a supervised setting, the improvement
in annotation projection is promising. We also
show that there is enough statistical evidence
on the role of syntactic guidance in semantic
parsing.
• We run an extensive set of experiments with
and without contextualized word representa-
tions, and obtain significant improvements
compared to a strong annotation projection
baseline.
2 Related Work
Representing the underlying semantic structure of
a sentence through bilexical semantic dependen-
cies as a directed graph have been the subject of
many studies (Baker et al., 1998; Surdeanu et al.,
2008; Banarescu et al., 2013a; Abend and Rap-
poport, 2013; Oepen et al., 2014). After the Se-
mEval shared tasks on broad-coverage semantic
dependency parsing (Oepen et al., 2014, 2015; Che
et al., 2016), there have been many studies on this
topic (Du et al., 2015; Che et al., 2016; Chen et al.,
2018; Almeida and Martins, 2015; Wang et al.,
2018; Dozat and Manning, 2018; Kurita and Sø-
gaard, 2019; Stanovsky and Dagan, 2018). There
are other semantic formalisms, all of which intend
to produce sentence-level semantic analysis by gen-
erating a graph covering content words in sentence
such as the Universal Conceptual Cognitive Anno-
tation (UCCA) (Abend and Rappoport, 2013), Ab-
stract Meaning Representation (AMR) (Banarescu
et al., 2013b), frame semantics (Baker et al., 1998),
and dependency-based semantic roles (Surdeanu
et al., 2008).
The SemEval dataset consists of three main
semantic representations, also known as target
representations, that are slightly different in the
way they determine and label semantic dependen-
cies. These representations are usually referred
to as DM (DELPH-IN minimal recursion), PSD
(Prague semantic dependencies) and PAS (Enju
predicate–argument structures). Since SemEval
Czech training and evaluation data uses PSD target
representation, we choose the PSD representation
for English as well. Motivated by the fact that each
of these representations cover different aspects of
sentence-level semantics, there has been a line of
study to use multitask learning in order to improve
single-task baselines (Peng et al., 2017, 2018; Her-
shcovich et al., 2018; Kurita and Søgaard, 2019).
For example, Peng et al. (2017) improve a single-
task SDP baseline by exploiting data provided for
different SDP representations. Peng et al. (2018)
introduce a multitask system that is trained on dis-
joint semantic datasets. In another work, Hersh-
covich et al. (2018) applies multitask learning over
different semantic annotation formalisms including
UCCA, AMR, and DM as well as universal depen-
dencies. In a more recent study, Kurita and Søgaard
(2019) describe a SDP model that combines the arc-
factored and graph-based parsing algorithms.
The role of syntax in a multitasking framework
has been studied in other semantic parsing tasks
such as semantic role labeling (Lluís et al., 2013;
Swayamdipta et al., 2018). Lluís et al. (2013) de-
scribe a joint arc-factored parser that uses dual
decomposition for jointly decoding syntactic and
semantic structures. In another work, Swayamdipta
et al. (2018) introduce a method for discovering
semantic structure by incorporating syntactic infor-
mation in a multitasking framework.
Annotation projection (Yarowsky et al., 2001)
has been extensively used in other tasks such as
part-of-speech tagging (Täckström et al., 2013),
named entity recognition (Ehrmann et al., 2011),
dependency parsing (Hwa et al., 2005; McDonald
et al., 2011; Cohen et al., 2011), semantic role la-
beling (Padó and Lapata, 2005; Akbik et al., 2015),
AMR parsing (Damonte and Cohen, 2018), and
sentiment analysis (Mihalcea et al., 2007). This pa-
per is the first work that aims to build a SDP model
using cross-lingual transfer systems without any
annotations in the target language of interest. We
also consider integrating syntactic inductive bias in
a multitasking framework in any cross-lingual SDP
models.
3 Approach
In this section, we briefly describe the problem,
and then describe our proposed method.
3.1 The Parsing Model
For an input sentence x = x1, · · · , xn that has n
words, the goal of a semantic parsing model is to
learn binary dependency decisions yi,j ∈ {0, 1}
for every head index 0 ≤ i ≤ n and dependent
index 1 ≤ j ≤ n, in which the zeroth index (x0)
indicates the dummy root token. For every head-
dependent pair (i, j), such that yi,j = 1, the parser
should find a label li,j from a set of predefined
semantic dependency labels L. In most cases, the
parsing decision is decomposed in two decisions:
unlabeled dependency parsing, and labeling each
dependency edge. The only constraint here is that
the final semantic graph should be acyclic.
We use the standard model of Dozat and Man-
ning (2018) for which the parsing model is based
on a simple head selection algorithm. This model
learns dependency edge scores sedge(i, j) for all
possible head-dependent pairs (i, j). The final pars-
ing decision is basically a sign function:
yi,j = {sedge(i, j) ≥ 0}
Similarly, the parser learns a labeling function
slabell (i, j) for every pair that yi,j = 1:
li,j = argmax
l∈L
slabell (i, j)
The model of Dozat and Manning (2018) uses a
deep model for which the first layer is the embed-
ding layer that consists of word, part-of-speech tag,
and character representations. The second layer
consists of deep bidirectional LSTMs (Hochreiter
and Schmidhuber, 1997) that construct recurrent
representations ri for every word position i. The
third layer uses four single-layer feed-forward neu-
ral networks (FNN) as attention mechanisms one
for heads and one for dependents both for depen-
dency labels and dependency edges (four FNNs for
four different attentions):
h
type
i = FNN
type(ri)
where type is in one of the four possibilities: edge-
dep, edge-head, label-dep, and label-head.
The final layer uses the FNN output in either a
bilinear function:
sedge(i, j) = fedge(h
edge−dep
i , h
edge−head
i )
and
slabel(i, j) = flabel(h
label−dep
i , h
label−head
i )
During training, the Sigmoid cross-entropy func-
tion is used for the edges, and the softmax cross-
entropy function is used for the labels. The two
losses are interpolated to calculate the final loss
value with a coefficient 0 < λ < 1.
3.2 Annotation Projection
The main idea behind annotation projection is to
project supervised annotations from a rich-resource
language to a target language through alignment
links. For a source sentence x′ = x′1, · · · , x′m with
m words, and a target sentence x = x1, · · · , xn
with nwords, we achieve one-to-one alignments by
running an unsupervised word alignment algorithm
(in our case, Giza++ (Och and Ney, 2003)) on both
directions. We use the intersected alignments a =
a1, · · · , am such that 0 ≤ ai ≤ n where ai = 0
indicates a null or empty alignment. For every
source dependency relation y′i,j ∈ {0, 1} where
ai, aj 6= 0, we project the dependency to the target
sentence yai,aj = y
′
i,j (if i = 0 then ai = 0).
Therefore, we can project the dependency label as
well lai,aj = l
′
i,j .
Due to inevitable missing alignments, some yi,j
might remain undecided leading to partial assign-
ments to the set y. In practice, this happens in many
sentences mainly due to reasons including lack of
lexical correspondence between the source and tar-
get, translation shift, and alignment errors. Thanks
to the flexibility of deep learning models, we can
cancel back-propagation for those undecided di-
rections by appropriate masking. The rest of the
training procedure remains the same: we then train
a supervised parsing model on projected dependen-
cies despite the fact that the dependencies are not
gold standard. Unfortunately this is not ideal since
the projected dependencies are not always correct,
but we can still tailor them for our case in which
no gold standard annotated data is available.
3.3 Multitask Learning with Syntactic
Dependencies
The main goal of multitask learning is benefiting
from structural or statistical similarities found in
one or more auxiliary tasks to improve the model
learned for the target task (Caruana, 1997). Often
times, auxiliary tasks are chosen amongst closely
related tasks. We consider syntactic dependency
parsing as an auxiliary task for semantic depen-
dency parsing. These two tasks have many similar-
ities both in terms of unlabeled edges, and some
correlations between labeled edges.
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Figure 2: A multitask architecture for semantic and syn-
tactic dependency parsing where the embedding and
recurrent layers are shared across the two tasks. This
architecture gives us the best results in most cases.
We parse the target side of parallel data with
our supervised syntactic parser.2 Our training data
for the target language has partial semantic anno-
tations plus fully parsed supervised syntactic trees.
There are of course many differences, and some-
times completely different dependency directions
(such as the punctuation directions in Figure 1).
However, syntactic dependencies can be mostly
helpful for sentences for which the number of pro-
jected dependencies are very small. In general, we
expect multitask learning to help better represent
intermediate layers of the semantic parser.
The architecture of syntactic dependency parsers
is very similar to that of semantic parsers. The main
difference lies in the fact that each word can only
have one head: if yi,j = 1 for dependent index j,
then yk,j for all k 6= i should be zero. The syntactic
dependency parser of Dozat and Manning (2017)
is very similar to its semantic dependency parser
counterpart. In syntactic parsing, instead of using a
sign function, we take the highest scoring edge as
a head selection algorithm. Other components are
similar to those described in §3.1 for the semantic
parser. The overall loss value for the multitask
model is computed by interpolating semantic and
syntactic losses using an interpolation coefficient
ω.
Here we can share any part of the deep model ex-
cept the final task-specific layers. We make use of
projected semantic dependencies as well as super-
2Based on preliminary experiments, using projected syn-
tactic dependencies do not improve the accuracy of the seman-
tic parsing model.
vised syntactic dependency parses during training
the annotation projection model. In order to find
out the exact parameter sharing structure that leads
to the best SDP model for the target language, we
try the following options: 1) Only sharing the first
two layers (embedding, and recurrent layer), 2)
Sharing the first two layers, but with an additional
task-specific recurrent layer, 3) Sharing the all three
layers, but with an additional task-specific recur-
rent layer, and 4) Sharing all intermediate layers.
Figure 2 shows the first case for which only the
first two layers are shared between the two tasks.
4 Experiments and Results
In this section, we briefly describe the setting, and
show the results.
4.1 Data and Setting
We consider English as the source language and
Czech as the target language. We use the SemEval
2015 (Oepen et al., 2015) test data sets to evaluate
our models.3 Since the PSD annotation is available
in both English and Czech, we use that throughout
all of our experiments. We use Giza++ (Och and
Ney, 2003) with its default configuration to obtain
word alignments on the Europarl parallel corpus
(Koehn, 2005) by running it in both source-to-target
and target-to-source directions, and extracting in-
tersected word alignments.
We perform evaluations against both in-domain
and out-of-domain test sets provided by SemEval
2015 shared task (Oepen et al., 2015). All eval-
uations are performed using the official scoring
script provided by the shared task. We compare the
multitask results with the Single baseline model.
Our preliminary experiments show that using the
full set of projections (612k sentences) to train the
model yields equivalent performance to the model
trained on a sample with a reasonable size (80K in
this case). We train all of our models, including the
single-task baseline, on a random sample of 80K
sentences from the projected corpus. We sample
our data based on the density of alignments, which
is the number of aligned words divided by number
of words in a sentence. We use a median 0.8 for a
sample containing 80,000 sentence where half of
sentences have a density less than 0.8 and the other
half comprise sentences whose projection density
is more than 0.8. In order to simulate a fully un-
3Due to tokenization inconsistencies, we were not able to
run our experiments on Chinese data.
supervised approach, we use 5% of the projected
data as the held-out data to decide when to stop
training.
Parsing Parameters We use the structural skip-
gram model of Ling et al. (2015) for English word
embeddings, and run word2Vec (Mikolov et al.,
2013) on Wikipedia text to acquire the word vectors
for Czech. We use UDpipe (Straka and Straková,
2017) pretrained models to produce automatic part-
of-speech tags. We train the biaffine dependency
parser of Dozat and Manning (2017) on the Univer-
sal Dependencies corpus (Nivre et al., 2017) to gen-
erate supervised syntactic parses in our multitask
learning experiments. We mainly use the hyper-
parameters used in Dozat and Manning (2018) ex-
cept that we use a character BiLSTM without any
linear transformation layers4. All of our implemen-
tations are done using the Dynet library (Neubig
et al., 2017).
We use word and part-of-speech vectors of size
100, with 3-layer LSTMs of size 600, and feed-
forward layers of size 600. We use a dropout of
probability of 0.2 for words and part-of-speech
tags, and 0.25 for the recurrent and unlabeled
feed-forward layers, and 0.33 for the labeled feed-
forward layers. The interpolation constants λ and ω
are set to 0.025 and 0.975 respectively to prioritize
the semantic task as our main task in multitasking
framework. We use the Adam optimizer (Kingma
and Ba, 2014) with a learning rate of 0.001 on mini-
batches of approximately thousand tokens. We also
concatenate the contextual vectors to the input layer
as additional features to the parser.5 We use the
pretrained ELMO embeddings (Peters et al., 2018)
of size 1024 from (Che et al., 2018; Fares et al.,
2017). We use the pretrained multilingual BERT
models (Devlin et al., 2019) of size 768 from Xiao
(2018) with 12 layers and 12 heads. Due to com-
putational limitations, we only use the pretrained
BERT models in the input layer without finetuning
them.
4.2 Results
Table 1 shows the results on in-domain and out-
of-domain data with and without contextual word
embeddings. The Single row in this table shows
4During development experiments, we found out that linear
transformation of characters does not play a significant role in
the performance, thereby we excluded this part for simplicity.
5We have tried the contextualized vectors in the recurrent
layer by concatenating them to the recurrent output, but we
have not seen any gain from using them at that position.
Model Shared Task In-domain Transfer + ELMO + mBERT SupervisedRNN FNN RNN data LF UF LF UF LF UF LF UF
Single X 57.5 74.3 57.4 74.5 56.3 75.0 85.4 91.158.8 75.8 59.0 75.8 57.9 76.3 70.4 86.8
Mutitask
X X X 59.3 76.4 59.3 76.9 58.3 77.0 85.1 90.161.2 78.2 61.5 78.2 60.6 78.6 70.8 87.0
X X X X 58.3 75.7 59.3 76.7 58.4 77.1 85.1 91.060.5 77.9 61.4 78.5 60.4 78.6 70.8 87.3
X X 57.7 75.2 59.2 75.7 55.7 75.0 84.3 90.259.9 77.1 61.4 77.5 58.2 76.6 69.7 86.4
X X X 58.7 75.3 58.6 76.0 57.6 76.4 85.4 91.060.8 77.3 60.6 77.5 59.9 78.1 71.1 87.3
Table 1: Results on the Czech SemEval test data (Oepen et al., 2015) with different settings. LF and UF denote
Labeled and Unlabeled F1 respectively. The first result column (Transfer) does not use contextualized word em-
beddings. Task RNN refers to an extra task-specific embedding in the multitask setting. The shaded rows (even
rows) are for out-of-domain data while the other rows are for in-domain data.
the baseline where we use Czech projection data
to train the model. The Multitask rows show the
results when we aggregate Syntactic parses in our
model too. Comparing the labeled F1 scores for dif-
ferent multitask models, we observe that all multi-
task models outperform the single-task baseline, re-
gardless of the architecture used to train the model.
The only exception is in using the BERT features,
which might be due to lack of finetuning the BERT
vectors. We observe that multitask models yield a
larger increase on the out-of-domain test set com-
pared to the in-domain test set. This illustrates the
particular power of multitask learning to improve
the target semantic parsing model in truly low-
resource settings where in-domain training data
might not be available. As we see in the results,
the multitask model with a shared recurrent layer
slightly outperforms other models. We also ob-
serve that using a task-specific recurrent layer leads
to less improvement compared to other multitask
equivalents probably due over-parameterization of
the model. We also see marginal gains from using
the ELMO embeddings, and some gain in unla-
beled score in using BERT without seeing improve-
ment in labeled accuracy. For example, the best
model with ELMO has an equal labeled F1 score
as the best model without ELMO (59.3), however,
the unlabeled results improve (78.6 vs. 78.2 in the
best BERT vs best base model) in both BERT and
ELMO model.
Comparing to a supervised model, we observe
that our models are able to get closer to the su-
pervised accuracy in out-of-domain data. There
is still a gap in our best performing model (59.3)
compared to a supervised parser (85.4), however,
this gap is smaller in out-of-domain data (61.5 vs.
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Figure 3: Labeled precision of the best-performing
multitask model compared to the single-task and super-
vised models for different dependency lengths.
71.1). Our experiments show that multitasking
does not lead to noticeable improvements in super-
vised setups. Based on our observations, a particu-
lar characteristic of the PSD target representation
might be a reason: some of the semantic edges in
the PSD representation are in the opposite direc-
tion when compared to the syntactic dependency
existing between those words. For instance, in the
PSD labeling scheme, the word position in the noun
clause “the position” is labeled as the child of the
determiner the with the SDP label det–ARG1 while
the syntactic edge between these two words is in
the exact opposite direction. These inconsistencies
might lead to a confusion for the model. Unlike
supervised parsing, in annotation projection, we
suffer less from this inconsistency: the amount of
noise in semantic projections is already high, so
that any additional information can be beneficial.
We also observe that having separate feed-forward
layers per task can modestly help tackling this in-
consistency between the two tasks.
Rok koncˇící 31 . prosince 1988 :
amod
ROOT nummod
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nummod
(a) Supervised syntactic tree.
Rok koncˇící 31 . prosince 1988 :
TOP
RSTR
RSTR
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TWHEN APP
(b) Correct multitask semantic tree (above), and wrong single-
task predictions (bottom).
Figure 4: An example of a correct semantic tree predicted by a multitask model: the syntactic heads and labels for
the first and last words helped the multitask model predict the correct semantic dependency, while the single-task
model fails to do so.
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Figure 5: Contribution of each syntactic dependency
label on improving the semantic dependencies over
single-task learning in our best performing multitask
model.
5 Analysis
In this section, we provide further analysis on the
results in order to see how multitask learning im-
proves over the single-task baseline.
5.1 Effect of Dependency Lengths
We analyze the performance of our best performing
multitask model on different semantic dependen-
cies. Figure 3 illustrates labeled precision of the
model with a shared embedding and recurrent layer
compared to the single-task and supervised mod-
els for different semantic dependency lengths. We
define dependency length as the number of tokens
located between a semantic head and its depen-
dent. Numbers shown above each plot denotes the
improvement resulting from the multitask model
compared to the single-task model. Interestingly,
we observe that the multitask model yields rela-
tively more improvements in the longer semantic
dependencies compared to the shorter ones, such
that the multitask precision for semantic depen-
dencies with length ≥10 is noticeably close to the
supervised results.
5.2 Effect of Syntactic and Semantic
Dependency Consistency
We have done an analysis on the development set
for investigating the improvements according to
the consistency between syntactic and semantic
dependencies. We define a syntactic head mismatch
as a case for which the gold semantic dependency is
in the opposite direction of a syntactic dependency.
A syntactic head match is defined as a case in which
the semantic and syntactic head of a word is the
same.
We find that there are more syntactic head
matches when there is improvement from multitask
learning compared to cases for which the single-
task model outperforms the multitask model (60%
vs. 49% in unlabeled accuracy, and 54% vs 44% in
labeled accuracy). On the other hand, we see less
syntactic head mismatch in cases of improvement
from multitask model compared to cases of im-
provement from the single-task model (6% vs. 8%
in unlabeled accuracy, and 7% vs. 10% in labeled
accuracy). This is indeed a clear sign that a head
match between syntactic and semantic dependen-
cies is a very strong signal for guiding the semantic
parser to make better predictions. Figure 4 shows
a simple example extracted from the development
data. In this particular example, the two syntac-
tic heads (ROOT for the first word, and nummod
for the sixth word) help the semantic dependency
parser discover the correct semantic dependency.
Figure 5 shows the percentage of improved se-
mantic dependencies obtained from the best per-
forming multitask setup compared to the single-
task model. As shown in this Figure, some syn-
tactic relations yield considerable improvements
in semantic dependencies including nmod, nsubj,
obl, and conj. The sources of this improvement is
two-folds: first, there is a direct correspondence
between the syntactic and semantic roles in some
dependencies such as conj and iobj, thereby, in-
jecting information about these relations enhances
predictions made by the SDP model. Second, the
high frequency of relations such as nmod, nsubj,
obj and amod might help improve the representa-
tion of the learned deep model.
6 Conclusion
In this paper, we have described a cross-lingual
semantic dependency parsing model based on an-
notation projection that do not use any annotated se-
mantic data in the target language. We enhance the
target semantic model by incorporating syntax in a
multitask learning framework. We have shown that
our multitasking model outperforms the baseline
single-task model on both in-domain and out-of-
domain test sets for the Czech language. We further
explore density-driven training of the target seman-
tic model as a form of semi-supervised training.
Our detailed analysis show that the proposed multi-
tasking approach yields significant improvements
for long distance semantic dependencies. Future
work should investigate the possibility of extending
this work on other languages.
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