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A poem

West-Running Brook
'Fred, where is north?'

'North? North is there, my love.
The brook runs west.

'West-running brook then call it.'
(West-running brook men call it to this day.)
'What does it think it's doing running west
W h e n all the other country brooks flow east
To teach the ocean? It must be the brook
Can trust itself to go by contraries
The way I can with you—and you with m e Because we're—we're—I don't know what we are.
What are we?'

'Young or new?'

We must be something
We've said we two. Let's change that to we three.
As you and I are married to each other,
We'll both be married to the brook. We'll build
our bridge across it, and the bridge shall be
Our arm thrown over it asleep beside it.
Look, look, it's waving to us with a wave
To let us know it hears me.'

A poem
'Why, my dear,
That wave's been standing off this jut of shore—'
(The black stream, catching on a sunken rock,
Flung backward on itself in one white wave,
And the white water rode the black forever,
Not gaining but not losing, like a bird
White feathers from the struggle of whose breast
Flecked the dark stream and flecked the darker pool
Below the point, and were at last driven wrinkled
In a white scarf against the far shore alders.)
'That wave's been standing off this jut of shore
Ever since river, I was going to say,
Were made in heaven. It wasn't waved to us.'

'It wasn't, yet it was. If not to you,
It was to me—in an annunciation.'

'Oh, if you take it off to lady-land,
As't were the country of the Amazons
We men must see you to the confines of
And leave you there, ourselves forbid to enter,It is your brook! I have no more to say.'

'Yes, you have, too. Go on. You thought of something.

'Speaking of contraries, see h o w the brook,

II

A poem
In that white w a v e runs counter to itself.
It is from that in water we were from
Long, long before we were from any creature.
Here we, in our impatience of the steps,
Get back to the beginning of the beginnings,
The stream of everything that runs away.
Some say existence like a Pirouot
And Pirouette, forever in one place,
Stands still and dances, but it runs away
To fill the abyss' void with emptiness
It flows beside us in this water brook,
But it flows over us. It flows between us
To separate us for a panic moment.
It flows between us, over us, and with us.
And it is time, strength, tone, light, life and love
And even substance lapsing unsubstantial;
The universal cataract of death
That spends to nothingness—and unresisted,
Save by some strange resistance in itself,
Not just a swerving, but a throwing back,
As if regret were in it and were sacred.
It has the throwing backward on itself
So that the fall of most of it is always
Raising a little, sending up a little.
Our life runs down in sending up the clock.
The brook runs down in sending up our life.
The sun runs down in sending up the brook.

IV

A poem

And there is something sending up the sun.
It is this backward motion towards the source,
Against the stream, that most we see ourselves in,
The tribute of the current to the source.
It is from this nature we are from.
It is most us.'

'Today will be the day
You said so.'

'No, today will be the day
You said the brook was called West-running Brook.'

'Today will be the day of what we both said.'

- R . Frost (1874-1963)

Abstract

Various problems on steady and unsteady (including quasi-steady) free-surface flows
over an uneven bottom topography or submerged or surface-piercing objects are
concerned. O u r primary interest is on the generation of surface gravity waves on
the free surface.
T h e first part "Steady Problems" deals with motions that can be treated as
steady (i.e., time-independent) flows by a proper choice of reference frame. A perturbation method consistent to the second-order is proposed and applied to a semicircular trench. Also introduced is an integral-equation method for the solution of
the fully nonlinear problem for an arbitrary bottom topography. This part culminates in a comparison study of various solutions for a semi-circular trench. S o m e
interesting features associated with the generated nonlinear waves are discussed.
T h e second part deals with unsteady problems, i.e., motions that are timedependent in any frame of reference. O u r primary interest is to examine the possible
existence of a steady state. That is, whether or not a steady state will eventually
emerge from transient motions and if the answer is yes, what does it look like? W e
begin with a quasi-steady (i.e., time-periodic) problem of a uniform current past
an oscillating object. For this problem, w e are mainly concerned with the resonant
frequency at which the classical linear model fails. A quasi-linear model is thus
proposed to remedy this failure.
Then a two-dimensional Neumann-Kelvin problem associated with a surfacepiercingflat-ship-likeobject is solved analytically. This problem is difficult as it
is an initial-boundary value problem with mixed boundary conditions. W i t h this
analytical solution, w e can prove the existence of a steady state for either b o w or
stern flows and derive the so-called "radiation condition" for the steady problem.

In the last two chapters of Part II, w e study free-surface flows over two types of
peculiar topographies, i.e., a "step" and a "wavy" bed (Djordjevic and Redekopp
1992). Chapter 6 is dedicated to the study of a step-like topography with both
resonant and non-resonant cases being considered. With the transient non-resonant
model, we identify an "upstream influence" and derive the "radiation condition" for
a step-like topography. The resonant problem is inherently nonlinear and possesses
no steady state in general, but we find that a nonlinear steady state exists if the

is properly forced. Our solution also strongly suggests the stability of this nonli
steady state.
In the last chapter, we show that for a "wavy bed" of finite extent, steady state

is attainable even within the resonant transcritical regime, the only remnant of the
resonance being an "upstream influence". If the bed extends semi-infinitely to far
downstream, the linear model breaks down in the near field, where the motion is
governed by a series of forced KdV equations, which are matched to the far-field
linear solutions.
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Chapter 1

Introduction to free-surface flo
problems

1.1 A historical review on free-surface flow pr
lems

Various problems of fluid motion treated in this dissertation have a common featur
that thefluidhas a free surface and is subject to a restoring force, namely gravity.
T h e problem of free-surface flows (with possible occurrence of surface waves) over
bottom topographies or objects has engaged m a n y great applied mathematicians and
engineers since the last century. It appears in a wide range of scientific areas, from
very theoretical ones, such as theoretical hydrodynamics etc., to somewhat empirical
ones such as hydraulics. Historically, the relevant areas (such as Ocean Engineering,
Oceanography, Geophysics, Ship Hydrodynamics etc.) developed somehow independently, emphasizing different aspects of the subject. The Science of Hydrodynamics
deals with the motion offluidin macroscopic sense and is usually regarded as part
of applied mathematics because it emphasizes the mathematical treatments of basic

1
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equations for a pure Newtonian fluid. It is also the foundation of hydraulics, wh

as an engineering art, has to compromise with the rigorous mathematical treatment

because of nonlinear effects, inherent instability, turbulence, and the complexi
boundary conditions encountered in engineering practice (Le Mehaute 1976). Many

good expository books and review articles already exist on the theory of hydrody-

namics, which are chronologically listed as follows: Airy (1845), Basset (1888), W
(1900), Bouasse (1924), Auerbach (1931), Thorade (1931), Lamb (1932), Sretenskii

(1936), Khristianovich (1938), Kochin et al. (1948), Keulegan (1950), Eckart (1951),
Milne-Thomson (1956), Stoker (1958), Wehausen and Laitone (1960), Le Mehaute
(1976), and Rahman (1988). Free-surface motions also appear in areas other than
hydrodynamics, with different emphases. For example, volumes of Proceedings of
Symposium on Naval Hydrodynamics since 1956 contain expository papers on various aspects of water-wave theory related to ships. The problems solved in this

dissertation, i.e., free-surface flows over bottom topographies or objects rough
long to the areas of theoretical hydrodynamics and ship hydrodynamics.
In literature, the free-surface waves generated by free-surface flow over bottom

topographies or obstructed by objects have also stimulated some poets' inspiratio

Lighthill (1978) quoted Frost as an example. Robert Frost was obviously fascinate

with the apparent paradoxical situation of waves (which are usually time-periodic

in nature) that form part of a completely steady stream flow. He wrote, in his po
"West-running Brook" (cf. "A poem" at the beginning of this dissertation) that:
The black stream, catching on a sunken rock,
Flung backward on itself in one white wave,
And the white water rode the black forever,
Not gaining but not losing.

That wave's been standing off this jut of shore,
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Ever since river, I was going to say,
Were made in heaven.

He also recognized how the upstream propagation of the crest could be exactly
canceling the downstream flow:
Speaking of contraries, see how the brook,
In that white wave runs counter to itself.
He poetically explained the appeal of this fascinating phenomenon:

It is this backward motion towards the source,
Against the stream, that most we see ourselves in,
The tribute of the current to the source.

Frost thought of the brook as time which sweeps individuals down to a sea of obli
ion.

The problem of free-surface flows over topographies or objects is inherently dif-

ficult in that a nonlinear boundary condition, the Bernoulli equation, is imposed
on a free surface whose position is unknown a priori. Exact solutions are very
rare (Rudzki 1898; Aimond 1929) and have little practical interest (Wehausen and
Laitone 1960). Therefore a number of approximate theories has been developed

since the last century. Stokes' perturbation theory (Stokes 1880) and shallow-wat
theory by Boussinesq (1877) and Korteweg-de Vries (1895) are two prominent clas-

sical theories. A variational principle for free-surface flows was first found by
(1966, 1967), and later extended by Seliger and Whitham (1968), Whitham (1974),
Miles (1986), Milder (1990), Radder (1992) and others. Benjamin and Lighthill
(1954) proposed a set of differential equations derived from mass, momentum and

energy conservation in terms of three independent variables, i.e., the volume flo

per unit Q, the total head R, and the rate of flow of horizontal momentum S. They
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proved that the values of Q, R and S determine the wave train uniquely for long
waves with a cnoidal wave theory. They also presented a diagram showing all the

possible combinations of the three quantities and found two barriers beyond whic
no stationary waves or steady flows are possible. Benjamin (1995) further demon-

strated the individual possible ranges of these three variables. Using the theor

Cosserat surfaces, Green and Naghdi (1976) proposed a "directed fluid sheet" the-

ory on inviscid and linearly viscous flows, which are usually rotational in contr

the conventional irrotational potential theory. Their theory was later applied a
extended by a number of authors (Green and Naghdi 1977; Naghdi and Rubin 1981
etc.). In particular, Ertekin et al. (1984) and Ertekin et al. (1986) employed it

numerical computations for both two- and three-dimensional resonant flows. Naghdi

and Vongsarpigoon (1986) considered two-dimensional flows over an obstacle on th

bottom and derived from the directed fluid sheet theory a nonlinear differential

equation governing the free-surface height. They showed that the type of solutio

appearing downstream, i.e., whether it is wave-like or wave-free (called "critic
flow" by some authors, e.g., Forbes 1988), is actually determined by a parameter

associated with the upstream condition. The classical theories such as the shall
water theory have also been extended. For example, Wu (1981) generalized the
Boussinesq model to an "open" system with possible exchanges of mass, momentum
and energy with some external agencies (such as a moving boundary etc.). Witting (1984), McCowan and Blackman (1989), Madsen and S0rensen (1992), Nwogu

(1993), and Chen and Liu (1995) have attempted to extend the range of applicabil-

ity of Boussinesq-type equations to deep water by improving their linear dispers
characteristics. We shall comment more on these approximate theories later when
we apply them to some specific problems.
With the advent of high-speed computers, significant progress has been made on

the numerical simulation of free-surface flows during the last two decades. Yeung
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(1982) reviewed three major categories of numerical methods, i.e.,finitedifferences,
finite elements and boundary-integral equations, with a considerable emphasis on
the third one. H e further divided the boundary-integral equation method into three
groups, i.e., method based on Green's functions, simple-source formulation, and
inverse formulations. T h e numerical method we propose in Chapter 2 is a kind
of inverse formulation and is shown to be a methodology that can be applied to
steady problems in general, as was conjectured by Yeung (1982). For steady waves
on a flat bottom, of which Stokes wave and solitary waves are two special cases,
accurate computational algorithms were developed in seventies by Schwartz (1972,
1974) (also cf. Schwartz and Fenton 1982), Longuet-Higgins (1975), Byatt-Smith
and Longuet-Higgins (1976) etc., and the existence of "highest wave" was explored.
For unsteady periodic waves, significant breakthrough was m a d e by Longuet-Higgins
and Cokelet (1976) in their landmark paper on the simulation of breaking waves.
Their method is a combination of boundary-integral equation method and semiLagrangian method used to evolve the free surface. It was extended to including
objects in fluid by Vinje and Brevig (1981), Lin et al

(1984), D o m m e r m u t h et

al. (1988), Grosenbaugh and Yeung (1989) etc. Another notable method capable
of simulating the breaking waves is the generalized vortex method due to Baker
et al. (1982). However, even today considerable difficulty remains on the direct
simulation of three-dimensional floating object due to two major hurdles, i.e., the
lack of a nonlinear radiation condition (Yeung 1982) and the irregularity at the
intersection line between the object and the free surface.

1.2 Preface
The fluid is assumed to be inviscid, incompressible, and the induced motion twodimensional and irrotational. Therefore there exist a potential function $ and
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stream function ^. It should be emphasized here that the notations used in each
chapter may be different from here for the sake of convenience and ease of compar-

ison with the results in the literature. They will be defined clearly in each chapte
without any confusion. Also, here and in Part II of this dissertation, the velocity

tential and stream function are "absolute" ones defined in a fixed frame of referenc
(relative to an initially undisturbed (motionless) fluid system). A moving or fixed

Cartesian coordinate system xoy is used, with the y-axis pointing vertically upwards

and the origin located either on the undisturbed free surface or on the bottom of th
fluid, whichever is more convenient. The differential equation governing the motion
in the fluid is the classical Laplace equation:
$*r + $W = 0, (1.1)

with the subscripts denoting partial differentiation. There are three kinds of bound
ary conditions.
(i) boundary conditions on a solid surface. This type of boundary conditions are
linear and are the simplest ones; the continuity of normal velocity is imposed
on the solid surface, i.e.,
a- = Vn, (1.2)

on
where n is the unit vector normal to the solid surface, and vn is the prescribed
velocity of the solid surface in the direction of its normal.
(ii) boundary conditions on the free surface. Owing to the unknown position of the
free surface, there are two conditions imposed on the free surface. In a fixed
reference frame, the kinetic boundary condition is:

% = Ht + $XHX, ony = H(x,t), (1.3)
where y = H(x, t) is the instantaneous position of the free surface. The form
of this condition in a moving frame can be easily derived with coordinate
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transformations (cf. Chapter 5). T h e other free-surface boundary condition
is the dynamic free-surface boundary condition. In a fixed frame and upon
assuming that the pressure on the free surface be constant (which can be set
to zero without loss of generality) and ignoring the surface tension effects, this
condition is just the Bernoulli equation:

*t + gH + ^(*l + *l) = 0, on y = H(x,t), (1.4)

where g is the gravitational acceleration. One can also combine the two conditions (1.3) and (1.4) into one in terms of $ alone. It is this nonlinear boundary
condition that makes the whole problem extremely difficult to solve.

(iii) radiation conditions (or boundary conditions in the far field). Radiation con
ditions play a very important role on the uniqueness of the solution (cf. Lamb
1932; Stoker 1958). For transient problems, the radiation conditions are usually simple and obvious. But the radiation conditions for steady problems may
not be so obvious. They cannot be determined within the frame of a steadystate model itself and are generally derived from a transient model. They are
also different for different types of problems. Even for some apparently similar
problems (e.g., a uniform stream past an isolated obstacle on an otherwise flat
bottom or past a step-like bottom), the radiation conditions can be different.
As a matter of fact, the study on the radiation conditions is one of the main
contributions of this dissertation, since they have been somehow overlooked
by many authors. We shall devote some discussions to this topic in each of
the following chapters.

Besides the boundary conditions, the differential system for transient problems mus

also have an initial condition. The initial state of the fluid system is usually ta
to be the motionless (undisturbed) state.
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T h e first part "Steady Problems" deals with motions that can be treated as

steady (i.e., time-independent) flows by a proper choice of reference frame. In part

ular, we consider the classical problem of a uniform stream disturbed by an isolated

obstacle sitting on an otherwise flat bottom (i.e., with no asymptotic change in wa" ter depth between upstream and downstream). The attainability of a linear steady
state has been proved and the radiation condition has been derived before for this
type of topographies (cf. Stoker 1958), but we can only postulate the attainability
of a steady state for the fully nonlinear case since we cannot prove it rigorously.
In Chapter 2, we propose an inverse method for the solution of the fully nonlinear
problem for an arbitrary bottom topography. We also point out the importance of

a proper radiation condition for the numerical model, i.e., its ability to eliminate
some unphysical oscillations. Then in Chapter 3, a comparison study of a secondorder perturbation model and the fully nonlinear model proposed in Chapter 2 is
presented for a semi-circular trench. Some interesting features associated with the
generated nonlinear waves are discussed.
The second part is devoted to unsteady problems, i.e., motions that are timedependent in any frame of reference. However, our primary interest is still on the

steady-state solution. That is, we shall answer the question whether or not a steady
state will eventually emerge from transient motions and if the answer is yes, what
does it look like?
Presented in Chapter 4 is a quasi-steady (i.e., time-periodic) problem of a uniform current past an oscillating object. In particular, based on Dagan and Miloh's
(1982) singular solution, we propose a quasi-linear model which is uniformly valid
for resonant and non-resonant cases. Our results are compared with previous ones,
with the solution near resonance being highlighted.
In Chapter 5, a two-dimensional Neumann-Kelvin problem associated with a

surface-piercing flat-ship-like object is solved analytically. This problem is diff
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as it is an initial-boundary value problem with mixed boundary conditions. Starting

from the transient problem, we first prove the existence of a steady state for eith

bow or stern flows, and derive the radiation condition for the steady problems, and
then find the analytical form of the ship stern waves.
Free-surface flows over a step-like topography (i.e., with an asymptotic depth
change between upstream and downstream) are studied in Chapter 6. Both nonresonant and resonant cases are considered. From the transient non-resonant model,
we first identify an "upstream influence" and propose the "radiation condition"
for this type of topographies. The resonant problem is inherently nonlinear and
possesses no steady state in general, but we demonstrate that a nonlinear steady

state exists if the flow is properly forced. Our solution also strongly suggests th
stability of this nonlinear steady state.
The steady-state solution found in Chapter 6 is not the only one in the resonant
regime, as we show in Chapter 7 for another peculiar type of topographies, namely
a "wavy" bed which is characterized by a zero net volume displaced by the bed. It

is shown for a wavy bed of finite extent, a linear steady state exists in the reson

transcritical range, the only remnant of the resonance being an "upstream influence

On the other hand, if the bed extends semi-infinitely to far downstream, the linear
model breaks down in the near field, where the motion is governed by a series of
forced KdV equations, which are matched to the far-field linear solutions.
The major findings in this dissertation and the correlation between them are
summarized in Chapter 8.
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Chapter 2
A numerical model for fully

nonlinear free-surface flows ove
arbitrary bottom topographies

2.1 Introduction

As stated in Chapter 1, the numerical method presented in this chapter is a boun
ary integral-equation method with an inverse formulation. The boundary integralequation method is superior to other types of numerical methods such as the finite
difference or element method in that it reduces the dimensionality of the problem
by one and thus greatly enhances numerical efficiency.
Although free-surface flow past an obstruction sitting on the bottom or an object submerged in the fluid has been thoroughly studied using linearized models
(Lamb 1932; Wehausen and Laitone 1960), only recently have researchers begun to
study the nonlinear version of the problem (e.g., Tuck 1965; Dagan 1975; Dias and
Vanden-Broeck 1989; Forbes 1988; Vanden-Broeck 1984, 1987; Vanden-Broeck and
Keller 1986; King and Bloor 1987, 1989, 1990). N o w it is realized that different

11
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scenarios can occur for either subcritical or supercritical flows due to the nonlin
ity in the free-surface boundary conditions. For example, Dias and Vanden-Broeck

(1989) pointed out that for an incoming subcritical flow, different flow patterns ma
exist downstream, which may be summarized as, (1) a train of waves is generated
' downstream (Forbes and Schwartz 1982); (2) the downstream flow is supercritical
and was called "critical" flow by some authors (e.g. Aitchison 1979). Naghdi and
Vongsarnpigoon (1986) showed that which pattern occurs downstream is actually
determined by one parameter associated with the upstream flow. Solutions of the

first type have very important applications in engineering practice (e.g. the genera
tion of ship waves) and is the subject of this chapter.
For this type of problems, so far emphasis has been placed on the case of infinite
fluid depth. In particular, Tulin (1982) proposed an exact theory for an object

moving (with zero angle of attack) under a free surface of an infinitely deep fluid.
But it remains unclear how his theory can be extended to a finite depth. For the
case of finite fluid depth (open channel flow problems), Forbes and Schwartz (1982)
proposed an integro-differential equation model using conformal mappings for the
case of a semi-circular or semi-elliptic obstruction. Later, King and Bloor (1989,
1990) generalized Forbes and Schwartz's method to an arbitrary bottom topography
or submerged object using a generalized Schwarz-Christoffel transformation. Like
Forbes and Schwartz, they also obtained a system of integro-differential equations.
In this chapter, a fully nonlinear model based solely on integral equations is
derived via hodograph transforms. Our model can be applied to an obstruction
of arbitrary shape. However, the numerical approach used to solve the integral
equations must be carefully chosen in order to overcome the difficulty that one of

the equations is not well-conditioned. In view of this, a scheme proposed by Niessne
(1987) is adopted. Numerical results are calculated for the case of a semi-circular
obstruction and are compared with the linear and nonlinear results of Forbes and

Ch.2 A fully nonlinear numerical model

13

Schwartz (1982). A reasonable agreement between the two nonlinear models is
generally observed. Furthermore, it is shown that the wave resistance calculated
from our model matches the linear results for moderate and large Froude numbers
for a small disturbance. For small Froude numbers, it is shown that the linear
' results are of large errors due to the small-Froude-number non-uniformity previously
discussed by Dagan (1975) and Doctors and Dagan (1980) et al. for some similar
problems.

2.2 Mathematical formulation of the problem
Consider a two-dimensional potential flow of an inviscid and incompressible fluid
past an obstruction sitting on the bottom (Fig. 2.1). Here w e shall only discuss
the case where uniform waves are generated far downstream, while far upstream the
flow is assumed to be uniform with velocity c and of depth /?,0. T h e effect of gravity
is taken into consideration. All variables are m a d e dimensionless with respect to ho
or c or their combinations. It can be easily shown that the problem is defined via
the Froude number F =

?

and some other dimensionless geometrical parameters

depending on the shape of the obstruction. After non-dimensionalization, the fluid
depth far upstream and the velocity there are equal to 1.
D u e to the irrotationality and incompressibility, there exist a potential function

(j) and a stream function ip, and therefore a complex potential f = (f) + iip, which is
an analytic function of z = x + iy. Since the total discharge is equal to 1, w e can
set the bottom and the free surface to be the streamlines with ip = — 1 and tp = 0
respectively. With a conformal mapping
C = e-*',

(2.1)

the region occupied by thefluidis m a p p e d into the upper half of the £-plane and
the bottom and the free surface are respectively mapped onto the negative and

3 0009 03201165 7
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Figure 2.1: A definition sketch.
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positive real axes (Fig. 2.2). Notice that the far upstream has been mapped onto

the infinity, which will result in, upon using Cauchy's integral formula, an inte
equation defined on the real axis only.
Introducing hodograph (logarithmic velocity) variables Q, = 8 + ir via
u-iv = f'(z(0) = e-«lW1 (2.2)
one can easily verify that 8 represents the direction of the velocity (—TC < 8 <
and eT is the magnitude of the velocity. Since far upstream the flow is uniform,

Q —> 0 as \(\ —» oo. Utilizing Cauchy's integral formula on the upper half of the
(•-plane leads to
n(C) = T" -T 7^7rfCo, for/m<>0, (2.3)
Z~Kl J-oo Co — C

where -f stands for the Cauchy principal value of the integration. As ( approache
the real axis from above, Eq. (2.3) becomes
fi
fi(0 =i- rf (Co)
T^d(0, for Im( = 0,

(2.4)

—

iri J-oo Co C

or
nC) =

i r 5(Co)

— f

7—T^CO,

7T J-oo (,0

—

(2.5)

C,

*(() = -f^-/Ko, (2.6)
TV J-oo CO ~ C

after separating into real and imaginary parts. By definition, 8((o) = 0 for
£o < — 1 or — b < Co < 0, and therefore
r(0 = --(/"" + -f°)/^dCo, for - 1 < C < -6 or C > 0. (2.7)
—
•K J-\ Jo Co C
Before we go on to the next equation, it is advantageous to examine some possible

singularities when stagnation points are present on the bottom. A stagnation point

in the flow field results from the discontinuity of the derivative of the bottom c

line. Obviously, at a stagnation point r is infinite. The singularity depends on t

17

Ch.2 A fully nonlinear numerical model

contact angles 71 and 72 (cf. Fig. 2.1) between the obstruction and the horizontal part
of the bottom. If 71 = 72 = 0, i.e., for a smooth contact, there is no stagnation point
and therefore r is well defined everywhere on the bottom. If, however, 0 < 71 < TT
or —7r < 72 < 0, there is at least one stagnation point where r is undefined. Take
0 < 71 < 7r for example. In this case, we have from Eq. (2.7)
r(c)

~ ~«U Co-C Co~* J-i Co^C Co' C ' ( 8)

in which thefirstintegral is non-singular, and hence

which shows that e~T (i.e., the reciprocal of the magnitude of velocity) is only we
singular at ( = — 1 because 0 < ^ ^ = ^ < 1.
O n the other hand, for the case — 7r < 71 < 0 and 0 < 72 < ir, i.e., a "trench"
instead of a h u m p is present on the bottom, the velocity at the contact points is
infinite and therefore e~T = 0 at these points. In conclusion, e _ T is either finite
or weakly singular on the bottom. These results can also be understood from the
viewpoint of flow past a corner or wedge.
Bearing these results in mind, we can then derive (x, y) in terms of the independent variable ( and dependent variables r and 8. W e have from Eq. (2.2)
dz

But &$% = %'% — ~~^Cdfi

two

in

e

(2.10)

e'Tcos 8,

(2.11)

w
ordinary differential equations are obtained on the

real axis of the ("-plane
dx
d(
dy
d(

<

e~T

sin 8,

(2.12)

<

the integration of which yields (x,y) in terms of (, r and 8. Since e _ T is at worst
weakly singular at some points on the bottom, x and y are well-defined everywhere.
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N o w the second equation linking the unknowns r and 8 can be obtained from the
Bernoulli equation on the free surface. The non-dimensionalized Bernoulli equation
is
y + —(u2 + v2) = — + l. (2.13)
By definition, u2 + v2 = e2r. Integrating (2.12) along the free surface yields
\ /-oo g-r(Co)

V=l

1 rc
+ - 'C

Co

sm8((0)d(o.

(2.14)

7T Jt

Substituting these relations to (2.13), differentiating both sides of (2.13) with re
to CJ and then rearranging and integrating it with respect to C yield
sin<5(Co)

r(0 = 3 In

nF2 Jc
<:

Co

d&> , forC>0,

(2.15)

which can be combined with (2.7) for C > 0 to give
0 = -ln 1

—
*F2 J/C

sin<5(Co)
^Co
Co

^(£>f)S^-<>M-)

Eqs. (2.7) and (2.16) are incomplete unless some geometrical conditions on the
obstruction and the boundary condition far upstream (radiation condition) are supplemented. For a semi-circular obstruction, we can define a dimensionless parameter

d — -^- with r being the radius of the obstruction and it is easy to show there exis
a two-parameter (a,F) family of solutions. Furthermore, in this case, we have a
geometrical relation on the obstruction
xcos 8 + y sin8 = 0, for — 1 < C < —b.

(2.17)

Integrating (2.11) and (2.12) along the obstruction gives
1 K g-KCo)
x(0 = -a / ——cos5(Co)rfCo,

(2-18)
7T J-\

Co

_r(Co)

1 K e

2/(0 =

— / —r- sin«5(CoMCo.
7T J-\ Co

(2.19)
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A geometrical equation is thus obtained by substituting (2.18) and (2.19) into (2
as
0 - era- cos 8(0 + f —,— cos[5(Co) - <$(C)]dCo,
J-\ Co

for

~ 1 < C < -b. (2.20)

In view of the singularity in e~T (cf. (2.9)), we introduce a new variable t by

*(0 = e^Va+OM-O, (2-21)
with which Eq. (2.20) becomes
0 =

t((o)
cos[8(Co) - 8(0}
,
^o)
-^Co,
U
Co
\/(l+Co)(-6-Co)
for - 1 < C < -b.

air cos 8(Q + f

(2.22)

Note that the singularities in (2.22) have been isolated to the denominator to fac
itate a numerical computation.
With regard to the radiation condition at infinity (far upstream), Forbes and
Schwartz (1982) and Scullen and Tuck (1994) proposed that the "correct" condition
be defined as the one that removes upstream "spurious" waves in a numerical calculation. Probably due to the presence of derivative terms in their integro-differential
equation model, Forbes and Schwartz (1982) did not succeed in completely eliminating those upstream waves. Scullen and Tuck (1994) proposed, in their work
on flow past an object submerged in an infinitefluiddepth, an involved condition
which successfully eliminated the upstream waves. The radiation condition we used
is rather simple and effective, which will be shown in the next section.

2.3 Numerical method

If one discretizes the free surface and the obstruction equally along the real axis
of C-plane, nodal points tend to crowd towards upstream and poor results will be
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generated. O n the other hand, an equal discretization in the potential function <f>
would yield an almost equal discretization in space (because far upstream 0 —» x

and if the wave amplitudes are small, far downstream <f> « x as well; only in a smal

region near x = 0 the nodal spacing is distorted). Therefore a change of independent
- variable from C to <f> was made in Eqs. (2.7), (2.16) and (2.22).
First of all, the free surface was truncated at two points <j)[ and 4>N+i which
represent far downstream and upstream respectively. The truncated free surface was
then discretized into N segments l^,<f>i+i\ (i = 1,2,..., N) of equal length. Simi-

larly the semi-circular obstruction [0,a] was also discretized into M small segments
\(f)f\(j}%} (j = 1,2,..:,M) with <pf] = 0 and <f$+1 = a. The integral equations
were then discretized and solved with the collocation method. The singularity in
Eq. (2.16) was subtracted from the Cauchy principal value integral, resulting in a
non-singular integral plus a logarithmic term. The integration in each segment was
carried out either analytically or using regular Simpson's rule. The resulting nonlinear algebraic equations were solved with an IMSL subroutine DNEQNJ, which
employs a variation of Newton's method. The linearized solution derived by Forbes
and Schwartz (1982) was generally used as the initial guess, but when a was too
large, the previously computed nonlinear solution for a smaller a was used instead.
The numerical efficiency is reflected by the fact that it generally took only 3 CPU
minutes on a SUN 4/470 Sparc Server to obtain a nonlinear solution when 181 points
were placed on the free surface and 81 points were placed on the obstruction.
However, care must be taken with the interpolation and collocation schemes
adopted in the discretization. The nonlinear equations are well-conditioned except

Eq. (2.16), which is essentially a Fredholm integral equation of the first kind with
a singular kernel of Cauchy type. For this kind of integral equations, Niessner
(1987) showed that the condition number can be as good as that of a Fredholm

integral equation of the second kind provided that proper interpolation and colloca-
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tion schemes are employed. He also gave a heuristic argument for the proper choice
of interpolation and collocation schemes. As an example, in our case, if piecewise
constant interpolation functions are used to approximate the unknowns on the free
surface with collocation points being located in the middle of each segment, the
Cauchy-type singularity (which is an "anti-symmetric" singularity) tends to cancel off, resulting in a Jacobian with non-dominant diagonal entries and therefore
a very poor conditioning of the nonlinear algebraic system. Following Niessner's
(1987) suggestion, we adopted a scheme with piecewise linear interpolation functions to approximate the unknowns on the free surface and the collocation points
being placed at N mid-points <fr.\ (i = 1,2, ...,7V). On the obstruction one can
X

2

use linear interpolation as well but this is not necessary. To maximize numerical

efficiency, we adopted piecewise constant interpolation functions to approximate th
unknowns on the obstruction.
Lastly, but not least importantly, a radiation condition is needed to close the
system. We found that by demanding the direction of the flow velocity at the last
two upstream points be equal to each other, i.e.,

8N = 8N+i, (2.23)

the upstream waves were entirely eliminated. According to Forbes and Schwartz
(1982) and others, Eq. (2.23) is the proper radiation condition. Such a radiation
condition is not only intuitive but also simple to be implemented numerically; it
amounts to placing a rigid horizontal wall far upstream.
After the unknown t, 8 and a are found, the free-surface profile can be obtained

by integrating (2.11) and (2.12) along the free surface. However, there is a difficu

in finding the reference value for x, i.e., x((f)^\x). To avoid integrating (2.11) t
the singularity at C = 0, we assumed that x((frN+1) is equal to the x value at <f> =

on the bottom, which can be readily found by integrating (2.11) along the horizontal
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part of the bottom, because the flow is essentially uniform upstream. This technique
was also used by Tuck and G o h (1985).

2.4 Numerical results and discussion
As a first check, the nonlinear free-surface profile was compared with the linear
for a small value of a. G o o d agreement between the two can be observed in Fig.
2.3, which simply indicates that the linearized solution, or thefirst-ordersolution in
a perturbation expansion, is a good approximation when a is small.
Next, we examined the rate of convergence of the numerical method. It is evident
from Fig. 2.4 that a converged solution is quickly attained under grid refinement.
A quantitative examination can be conducted by defining the L 2 -norm between two
free-surface profiles as

Us = { jHMx) -

yj(x)]

2

dx^2 , (2.24)

where X\ and x^ are the truncation points, and tabulating the results in Table 2.1
from which w e can clearly see the sequence of norms indeed quickly diminishing as
the grid is refined.
With a being increased, the nonlinearity becomes more and more significant.
As shown in Fig. 2.5, when a = 0.2, the peak-to-trough amplitude predicted from
the nonlinear models is 8 8 % larger than that from the linear model. Also shown in
the same figure is Forbes and Schwartz's nonlinear solution. There is a reasonable
agreement between the two nonlinear free-surface profiles almost everywhere except
upstream. B y the adoption of the radiation condition (2.23), our model has successfully eliminated upstream "spurious" waves which were present in Forbes and
Schwartz's model, in which an integro-differential equation has to be solved. The
spurious waves m a y be due to the presence of the derivatives of the unknowns in
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Figure 2.3: Comparison of free-surface profiles calculated from the linearized model
(solid line) and current nonlinear model (dotted line) for cv = 0.05 and F — 0.5.
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Figure 2.4: Convergence of the nonlinear solution for the free-surface profile under
grid refinement (a = 0.1, F = 0.5). The pair of numbers in the parentheses

the number of nodes placed on the obstruction and the free surface respecti
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Figure 2.5: Comparison of free-surface profiles calculated from the linearized model
(dotted line), from Forbes and Schwartz's nonlinear model (dashed line), and from
current nonlinear model (solid line) for a - 0.2 and F = 0.5.
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Table 2.1: L2-norms between two adjacent free surfaces under grid refinement

Number of nodes (31,81)* and (41,106) (41,106) and (51,131) (51,131) and (61,156)
Lij

3.83 x 10" 3

2.44 x 10~ 3

1.70 x 10~ 3

Number of nodes (61,156) and (71,181) (71,181) and (81,206) (81,206) and (91,231)

L^

1.25 x 10~ 3

9.65 x 10~ 4

7.67 x 10~ 4

* T h e pair of numbers refer to the number of nodes placed on the obstruction
and the free surface respectively.

their model, which might have induced numerical instability under small numerical
disturbances.
One of the most important features of a wave-like solution is the occurrence of
a wave resistance or drag force acting on the obstruction, even in the absence of
viscosity, due to the transportation of energy by the waves towards downstream.
Here we define a drag coefficient D to be the horizontal component of the drag
force, made dimensionless by reference to pgh2).
Fig. 2.6 shows the drag coefficients as a function of the disturbance a. It can
be seen that for a < 0.15, our results are a little smaller than those of Forbes and
Schwartz (1982), while for a > 0.15, our results are a little larger. But in general
the two nonlinear drag coefficients agree with each other reasonably well. From Fig.
2.6 it is also evident that the nonlinearity is important for a > 0.13.
Because for a semi-circular obstruction there exists a two-parameter family of
solutions, one must also examine the variation of the drag coefficient as a function
of the Froude number F. From Fig. 2.7 one can see that for a small disturbance
a = 0.1, our results agree with the linearized ones for F > 0.5. In other words, the

validity of the linearized model (in which a is treated as a small parameter) for smal
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Figure 2.6: W a v e drag as a function of a for F = 0.5.
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Figure 2.7: W a v e drag as a function of Froude number for a = 0.1.
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a seems to be hardly affected by the value of F. O n the other hand, Forbes and
Schwartz's results are significantly different from ours when F > 0.7. As F —> 1,

the linearized model fails to yield a finite wave amplitude (due to the resonance),
but still gives a finite wave drag. This interesting phenomenon can be explained
"by looking at the linearized solution near F — 1. As F —> 1, the amplitude from
linear model approaches infinity and at the same time, the wavelength approaches
infinity as well. On the other hand, the momentum flux, or the drag coefficient,

approaches a limiting value of §7r2a4. However, the linear drag in the transcritical

range (with F being close to 1), based on the assumption that a steady state can be

eventually reached, is not realistic any more since recent research (Akylas 1984; W

1987) revealed that in this range there exist no steady-state solutions. On the oth
hand, the corresponding nonlinear results from our numerical model, which assumes

that a steady state can be eventually reached, are believed to be unrealistic as we
Numerically, as F —> 1, the wavelength becomes longer and longer, and thus more
and more grid points are needed on the free surface, if a computational domain
of a certain number of wavelengths needs to be maintained. Hence it becomes
harder and harder to obtain a nonlinear solution as F —>• 1. For example, when
a = 0.1 and F > 0.9, we can only compute one wavelength downstream with

the computer resource available to us. It is believed that convergent solutions for
F > 0.9 with two or even more wavelengths can be obtained if the current model
is implemented on a computer with larger memory and faster speed. However, it

should be remembered that even if a nonlinear solution is attained in the transcrit

range (for the specific definition of the transcritical range, see Wu 1987), it beco
unphysical according to Akylas (1984) et al, as it may never occur in reality. The

bounds of the transcritical range in terms of the Froude number supplied by, say, W
(1987), therefore serve as a good guide on whether the current steady-state model
should be used.
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When F is decreased from F = 0.5, the linearized results start to lose accuracy,
as shown in Fig. 2.8, although the difference between the linear and nonlinear drag
coefficients is only of order 10~ 6 . For F < 0.4, the drag is of order 1 0 - 8 or less, and
it becomes extremely difficult to achieve a desired convergence with the computational facilities available to us; both the m e m o r y and speed required to carry out a
satisfactory calculation increase dramatically. Nevertheless, the data shown in Fig.
2.8 have already clearly indicated the breakdown of the linear solution. This somewhat bizarre phenomenon was previously referred to by Doctors and Dagan (1980)
and Dagan (1975) etc. as "small-Froude-number non-uniformity" (or "second Froude
number paradox"). Doctors and Dagan showed, in an analogous problem of flow
past a pressure distribution, that as F was decreased the conventional perturbation
theory began to break d o w n because the higher-order terms suppressed the firstorder term and nonlinearity was important in the range of small Froude numbers.
Previous studies on this non-uniformity in Froude number were limited to the case of
an infinitefluiddepth; with our results in hand it is evident that the non-uniformity
is also present for a finitefluiddepth.

2.5 Conclusions
A new integral-equation model based on hodograph variables is proposed to solve
free-surface flow past an arbitrary obstruction with waves generated downstream.
T h e numerical scheme suggested by Niessner (1987) is adopted to solve the nonlinear
integral equations.
Numerical results for the case of a semi-circular obstruction are compared with
those of Forbes and Schwartz (1982). In general, good agreement is observed between
the two models. For a small obstruction, our results indicate that the linear model
can be adopted to calculate the drag force for moderate and large Froude numbers
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up to the transcritical range, but fails for small Froude numbers due to the small
Froude-number non-uniformity
Compared with previous models, the new model is more versatile and does not

suffer from the upstream spurious waves. The robustness of the model will be furth
demonstrated in a semi-circular trench case presented in the next chapter.

Chapter 3
A comparison study of nonlinear
waves generated behind a
semi-circular trench
3.1 Introduction
As stated in Chapter 2, the linearized problem for free-surface flows over bottom
irregularities with a train of waves generated downstream has long been solved
(Lamb 1932; Wehausen and Laitone 1960). However, Lamb's theory ceases to be
valid w h e n stagnation points are present on the bottom (cf. Forbes and Schwartz
1982); at these points the assumption that the flow is a small perturbation of a
uniform running stream for a small disturbance (irregularity) on the bottom is clearly
violated. Similarly, for a semi-circular trench (cf. Fig. 3.1) to be discussed in this
chapter, Lamb's theory is not justifiable either since the velocity becomes infinite at
some boundary points. T o the best of the author's knowledge, so far no consistent
linearized solution (not to say the second-order solution) has been found for such
a case where some singular points are present in the velocity field. In fact, it is
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Figure 3.1: A definition sketch of a steady flow past a semi-circular trench.
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these singularities which are associated with the non-smoothness of the velocity

field that lead to a very interesting phenomenon, i.e., even within the linear regime,
the free-surface profiles for a pair of symmetric bottom irregularities are no longer
symmetric with respect to the undisturbed free-surface level, as opposed to Lamb's

•' theory (Lamb 1932 pp. 409-410). In a closely related study on transcritical flows o
topographies, Wu (1987) also found this kind of non-symmetry between a positive
forcing (equivalent to a convex bottom irregularity) and a symmetric negative forcing
(equivalent to a concave bottom irregularity), but his result was obtained with a
nonlinear forced KdV model.
In §3.2.1, following the approach used by Forbes and Schwartz, we firstly find a
proper conformal mapping to map the original uneven bottom on a straight line (to
eliminate the singularity in the mapped domain) before carrying out a perturbation
using the scale of the disturbance as the small parameter. Then, based on the
carefully constructed conformal mapping, a linearized solution is obtained for freesurface flows over a semi-circular trench and through a comparison of the cases
of a semi-circular hump and a semi-circular trench, the interesting non-symmetry
between the two is identified and the general distinctions between two types of
bottom irregularities, i.e. convex and concave ones, are discussed.
In order to examine the accuracy of the linearized solution and search for a solution for flow past large trenches, the numerical model, which has been used to
calculate free-surface flows over a semi-circular hump in Chapter 2, is again employed. It is briefly outlined in §3.3 for the case of a semi-circular trench. Its

numerical accuracy and efficiency, as well as its versatility in terms of treating ar
trary bottom boundary shapes are further demonstrated after some results produced
by this model are included in this comparison study.
For a moderately large trench, the wave resistance (horizontal drag force on
the trench) calculated from the fully nonlinear model is qualitatively different from
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that of the linearized one. To gain some confidence on this new finding, in §3.2.2,
for the first time, the perturbation is carried out consistently to the second order
and a downstream asymptotic solution is obtained, which is shown to be different
from a conventional second-order Stokes wave defined, for example, in Wehausen
and Laitone (1960). Of course, at the second-order level, care must be taken of the
so-called radiation condition (the boundary condition at far upstream): Benjamin
(1970) proved that at the second (or higher) order, the assumption of no upstream
influence is no longer valid and presented the correct second-order radiation condition, which is vital to the success of our second-order solution. With this radiation
condition being imposed, it is found that in addition to the oscillatory motion associated with the generated waves, particles undergo a steady motion with a small
velocity. This mean velocity component is similar to but different from the so-called
Stokes' drift (Lighthill 1978) in the sense that the former is uniform in depth while
the latter is depth dependent. Then the second-order wave energy is derived. The
equal partition of the wave energy, i.e., it consists of half kinetic energy and half

tential energy in the linear regime proves to be still valid at the second order. Fina
a second-order wave resistance (drag force) formula for general bottom irregularities or submerged objects is derived and after comparing it with Salvesen's (1969)
general second-order theory, it is found that although the form of the second-order
solution constructed by him is not correct, his wave resistance formula, amazingly
enough, is correct.
In §3.4, the three solutions, i.e. the first- and second-order perturbation solutions
and the fully nonlinear numerical solution are compared with one another. For a
small disturbance (trench), the first-order perturbation solution agrees well with
the fully nonlinear solution. As the disturbance grows, the first-order perturbation

solution begins to lose its accuracy while the second-order perturbation solution stil

compares favorably with the fully nonlinear one, until the disturbance is sufficiently
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large. Unlike the linearized results, the wave resistances predicted by the secondorder perturbation method and the fully nonlinear method are shown to increase to
a local m a x i m u m and then oscillate as the disturbance is further increased. For a
very large disturbance, our numerical model can still yield a solution, which is quite
different from the perturbation solutions. Although the numerical model seems to
be able to generate a steady-state solution near the critical case with the Froude
number being equal to one, such a solution is unphysical as pointed out in Chapter
2 (cf. Akylas 1984; W u 1987; Miles 1986). However, since our main interest is on
subcritical cases, w e shall not seek for a solution in the transcritical range in this
chapter.

3.2 A perturbation method
Consider the two-dimensional potential flow of an inviscid and incompressible fluid
past a semi-circular trench resting on an otherwise flat bottom (Fig. 3.1). The
undisturbed upstream fluid depth is assumed to be a constant ho and the trench is
thought to be moving at a constant speed c for the convenience of approaching the
problem. T h e effect of gravity is taken into consideration and its direction points
vertically downward.

Here w e shall focus our discussion on the subcritical case

c < \Jgho where a train of steady waves is generated downstream.
For a long time, it has been taken for granted that a steady state is attainable
at the large time limit with no disturbance reaching far upstream; the upstream
depth and flow speed thus remain unaltered. However, Benjamin (1970) (also cf.
Mclntyre 1972) has demonstrated that for subcritical cases, the (uniform) upstream
depth and (constant) velocity (viewed from a moving frame as shown in Fig. 3.1) in
the steady state differ from the original undisturbed ones h0 and c by some secondorder quantities, as illustrated in Fig. 3.1, in which the constants <50 and u0 represent
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respectively the so-called upstream influence on the depth and velocity. 80 and UQ
can only be found via a transient model, not a steady-state model (Benjamin 1970).
Therefore, care must be taken of a steady-state solution at the second or higher
order as w e shall demonstrate below.
With all variables m a d e dimensionless with respect to ho or c or their combinations, one can show that this problem possesses a two-parameter (a, F) family of
solutions, where a is the (dimensionless) radius of the trench and the Froude number
F = —j-— with g being the gravitational acceleration. Owing to the irrotationality
and incompressibility, there exist a potential function (j) and a stream function ip,
and thus a complex potential f = <f> + iip (with i being the imaginary unit), which is
an analytic function of z = x + iy inside the region occupied by the fluid. Since the
total discharge is expected to be 1 + a4(80 — u0) + 0(a6), w e can set the bottom and
the free surface to be the streamlines with ip = 0 and ip = 1 + a4(80 — UQ) +

0(a6)

respectively (see Fig. 3.1).
As has been stated in §3.1, a straightforward perturbation expansion of the
function f(z) using a2 as the small parameter is not uniformly valid throughout the
entirefluidregion since at the points A and B (see Fig. 3.1) the velocity is always
infinite and therefore the perturbation is singular near these points (Van Dyke 1964).
In order to obtain a perturbation solution that is uniformly valid everywhere, we
follow Forbes and Schwartz's (1982) approach and first m a p the original z-plane
onto a (-plane with a horizontal bottom and thus eliminate the singularities in the
mapped domain. A n appropriate conformal mapping from the 2-plane to the (-plane
was found to be
C + a _ fz + a\i

( — a

/3Jv

\z — a,

which differs from the Joukowski transform adopted by Forbes and Schwartz for a
semi-circular h u m p by the exponent of the right-hand side term; the corresponding
exponent in the Joukowski transform is 2. A n appropriate branch for the complex
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power function in (3.1) is the one with i2/3 = — 1. Notice that the singular points
A and B have been m a p p e d onto ( = — a and ( = a respectively. Furthermore, we
choose / instead of z as the independent variable, because the position of the free
surface can be simply prescribed by ip = 1 + a4(8o — UQ) + 0(ae) whereas in the
z-plane it is unknown beforehand (Stokes 1880). A regular perturbation expansion
of the function ((/) is then formed up as:

C(/) = f/(I + <*%)) + <*2g(f) + a4h(f) + 0(a6), (3.2)

where the first summand represents, up to the second order, the upstream uniform
running stream in the steady state, and the functions g(f) and /?.(/) are its firstand second-order corrections respectively. It is worth noting that in (3.2), the terms
of order a 2 m _ 1 (m = 1,2,3,...) are identically zero because they are absent in the
perturbation expansion of (3.1). The function ((/) must also satisfy some boundary
conditions on the bottom and the free surface:

0, on ip = 0; (3.3)ImC

=

Y(u2 + v2) + y = ^ [ 1

- a4u0 + 0(a6)}2 + 1 + < W + 0(aG),

on if, = 1 + a4(80 - u0) + 0(ae),

(3.4)

where (u,v) forms the velocity vector. Eq. (3.4) is the dimensionless Bernoulli
equation. In addition, a radiation condition must be imposed in order to ensure
the uniqueness of the solution. Since w e shall solve the second-order problem, we
can no longer demand no changes far upstream from the initial undisturbed state;
instead, the second-order radiation condition proposed by Benjamin (1970) must be
adopted:
C - p[I + a*u0 + 0(a6)} as 0 - -oo,

(3.5)

where u0 has been found by Benjamin (cf. (3.34)). At the first and second order,
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the boundary conditions (3.3) and (3.5) can be written respectively as:
Im.q = 0
* 011^ = 0,

(3.6)

Imh = 0

9(f) - 0

> as (j) —> —oo,

(3.7)

h(f) - 0
while the forms of the Bernoulli equation (3.4) at thefirstand second order will
be given later. In the next two subsections, the analytic functions g(f) and h(f)
satisfying these boundary conditions will be sought.

3.2.1 The first-order solution
The first-order solution g(f) can be expressed as a Fourier sine-integral:
poo

9(f) =

CI(K) sin KfdK,

(3.8)

Jo

with the coefficient C\(K) being real. Obviously, with this choice thefirstequation
of (3.6) has been satisfied. The Bernoulli equation at thefirstorder can be written,
upon substituting (3.1) and (3.2) into (3.4) and collecting terms of thefirstorder,
in the form:

dg\
\df)R

1
5 ( l\
5 (l\
2UJ
2
F ~18 {PjJlSF
{fjj

5 4>2-l _J> 1_ , on -0
18 (02 + l)2 18F2 0 2 + l

= 1,

(3.9)
where the subscripts UR" and "/" denote the operations of taking real and imaginary
part respectively. It should be noted that at this order there is no upstream influence
(cf. (3.5)). From (3.9) the Fourier coefficient CI(K) can be determined as:

*(«)=-i«, 5er(*+r-i V (3-io)
18(«cosh/c-^smliAc)
Since only subcriticalflowswith waves generated behind the trench are discussed in
this chapter, C\(K) becomes singular at « = «o, where K,0 is the positive real root of

Ch.3 A semi-circular trench

41

the dispersion relation:
tanh« 0 = F2K0,

(3.11)

which is precisely the dispersion relation for linear waves over afiniteconstant depth.
Physically, this simply states that in order to have steady waves downstream, the
phase velocity of the free progressive waves must be equal to the velocity of the
uniform running stream. N o w the Fourier integral (3.8) possesses a Cauchy-type
singularity and needs to be interpreted as a contour integral in the complex /c-plane
(Lamb 1932), with the path of integration consisting of the positive real axis and
a small semi-circle in the lower-half plane surrounding the singularity at K = KQ
with vanishingly small radius. Such a choice of integration path ensures that the
radiation condition be satisfied. Hence
00

9(f) = "Tg

JO

7re-K0(ft0 + ja)
e K(K + -p-) sin «;/
COS Kof
d« +
•JH si nh K
K cosh K
(1- JJ + KQF2) cosn «o
(3.12)

and the completefirst-ordersolution reads:
7re-"°(/to + j?)
5o^ 'f°° e K(K + jj)sin«/
4
C(/) = 2/- ' 18 Jo K cosh K — JJ sinh K d« + (l-^2+^F 2 )coshft COS K0f +0(a ).
0
(3.13)
W e note that this solution breaks down at the critical case F = 1. Physically,
this means that as F —> 1, the group velocity approaches the phase velocity from
below and consequently the wave energy can no longer be radiated away towards
downstream. In this case, it has been recently found that a series of solitons will
be emitted upstream (Akylas 1984; W u 1987) and no steady state exists. Upon
utilizing Cauchy's integral formula, it can be shown that (Lamb 1932):
57re-"0(K0+ 1 )

9(f)

• 9 (l-^ + ^)Lh. 0 C O S ^/> *

o,

-co;

(3.14)

—oo,

and therefore the radiation condition (thefirstcondition in (3.7)) is satisfied. To
yield an asymptotic solution far downstream, we have from (3.1), (3.13) and (3.14)
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that asymptotically as 0 —• +00:
z-»/--r~— cosK0f + O(a4), (3.15)
sinh Ko

or:
y —• 1 + Ai sinK0,T + 0(a4), as x —» +00, (3.16)
where the first-order wave amplitude is given by
10
Al

7re-K0(ft0 + j?) sinh ftp
~ 27° (1 - £ + K02F2) cosh/,0'
2

(d i7j

-

It is very interesting to notice that the asymptotic solution here differs from
that for a semi-circular hump due to Forbes and Schwartz (1982) by a factor —•—.

At first glance, this result seems to be very surprising since a simple linearizatio
of the bottom boundary condition indicates that the solutions for a pair of symmetric trench and hump should differ by a factor — 1. In other words, our theory
has contradicted to the classical linear theory which suggests the symmetry of the
free-surface profiles for a pair of symmetric bottom topographies (Lamb 1932 pp.

409-410). However, a scrutiny carefully constructed as above clearly indicates other

wise, i.e., free-surface profiles for a pair of symmetric bottom topographies are NO
symmetric if the bottom is not smooth everywhere. This amazing contrast between
the symmetric topographies can also be understood by the following "hand-waving
argument", which is more intuitive and self-explaining.
The correlation between the two linear solutions becomes immediately clear once
we write down the small a expansion of the conformal mappings for the two cases,
which are

C = r-f£ + 0(«% (3.18)

C = f + ^ + 0(a4), (3-19)

respectively for a trench and a hump. Clearly, the ratio oi—§f between the first-ord
solutions comes from the ratio of the two 0(a2) terms after allowing for the factor
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Figure 3.2: (a) Comparison of the linearized solutions of the free-surface profiles
for a semi-circular hump (dotted line) and for a semi-circular trench (solid line)
(F = 0.8, o = 0.1).
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Figure 3.2: (b-c) Streamline plots for the trench and h u m p in (a).
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3 between the leading terms. O n e should also notice that such a ratio between the

two first-order solutions is valid for the entire range of x, not just for x —> +00. T
underlying reason for this curious phenomenon is that at the "non-smooth" points
on the bottom, a straightforward linearization becomes invalid (Van Dyke 1964).
In our case, while the velocity field near the corner is smooth for the hump, it is
singular at some points (A and B in Fig. 3.1) for the trench. A typical comparison
of the free-surface profiles for a semi-circular hump and a semi-circular trench is
shown in Fig. 3.2(a), from which it is observed that steady waves start slightly in
front of the disturbance with a depression over a hump and an elevation over a
trench. The same statement holds for large humps and trenches (cf. Fig. 3.8). It is
therefore conjectured that this is also true for general concave and convex bottom

irregularities, which can be regarded as negative or positive forcings respectively. A
more detailed comparison is shown in Fig. 3.2(b-c). Owing to the smallness of the
wave amplitudes compared with the total depth, the free-surface streamline looks
almost like a straight line in these figures.

3.2.2 The second-order asymptotic solution
Pursuing our perturbation expansion to the next order was motivated by the apparent lack of qualitative agreement between the linearized solution presented above
and the fully nonlinear numerical solution presented in §3.3. From the second-order

solution, one can clearly see how the nonlinearity quantitatively alters the linearize
solution.
At the second order, Bernoulli equation (3.4) is:

where P(4>) is a known function after the first-order solution is found, and interestingly, does not contain the upstream influence quantities M0 or 80. Noticing that the

Ch.3 A semi-circular trench

46

left-hand side of (3.20) is similar to that of (3.9), we expect that the second-order
solution contains some "free waves" as those in thefirst-ordersolution (since waves
of the form shown in (3.16) can maintain their position in space in spite of the motion of the stream, and they are "free" to be superposed on a solution (Lamb 1932),
we thus call this kind of waves free waves). Besides free waves, the second-order
solution also contains some "forced" waves which result from the self-interaction of
thefirst-orderfree waves and the interaction between these waves and the trench.
The second-order solution is sought by decomposing P((f) into two components:
a decaying one Db(4>) and a non-decaying one N((j)), which satisfy the following
asymptotic conditions respectively:
(3.21)

De(4>) —• 0 as (j) —> ±oo,

N(<j>)

2 4 3 ^ 1 ^ 7 ^ . 0 Kcosh2 «o + |) + (| - 2 cosh2 ,0) cos 2 ^ ] , 0 - +oc;

0, 0 —>• -oo,
(3.22)
and P(4>) — De((j)) + N((/>). Correspondingly, the function h(f) is decomposed as
h(f) = ho(f) + hN(f), where ho contains free waves only and h^ contains both
free and forced waves.
The non-decaying component N(<f>) can be constructed as:
N((b) = — rr n r~o— tanh <h - — arctan(tan 1 tanh 4>)
WJ
Y
2(1-^) [l+ tan2 1 tanh2 0
F2
b 25TT(K0 + j?) 2 (| - 2 cosh2 K0) r°° e KK sin K<t>.
UK+
2 + 1944(1 - £ + K20F2)2 cosh2 K0 f
4-KKle~2K° cos 2K0(J> ,
where b =

3A*
4a4

Jo

K

—

2/VQ

+

(3.23)

2

$— (cosh2«0 + \), and thus the corresponding function hN(f) is

sinh2 KQ

found to be:

b „ ,, n .
hN(f) =
W^T)(/ + h ' ^

257r(/co + ^ ) 2 a - 2 c o s h 2 / . o )
/} +
1944(1 - A + K ^ W *
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e~KK2 cos nf

f°°
Jo

(K

—

2KO)(K

cosh

K

— j? sinh

K)

47r^e-2K0 , 7TKoe-KO
j—•—2~F5\
i « \"sm «o/
2 « 0 cosh 2« 0 — ^ j sinh 2KQ sin 2 K'0 / - 7(1 - -^
+ A'oi72) cosh
0
(3.24)

In this equation, the last term in the bracket, which represents a train of free waves,
has been added in order to satisfy the radiation condition (3.7). It can be verified
that hp; —> 0 as 4> —»• —00.
After N(4>) is found, the decaying component De((j>) is known, and the corresponding function hn(f) is expressed as a Fourier integral:
rOO

h-D(f) — /

[(^(K)

sin nf + d'2(K,) cos K,f]dK, (3.25)
Jo

where the Fourier coefficients d2 and d'2 are determined by the Bernoulli equation
(3.20). Similar to what has been discussed in the first-order solution, we can show
asymptotically:
27r[c2(Ko) COS Kp/+d2(«o) sin /to/) ;(KQ) COS Ko/+d2(«o) sin KQ/J
(l--^2-+«0^2)

cosn K

0

M/)

/ _^ ,

(1—^2-+«oF2)coshKo ' ' C3 26)

0, (j) —* — °°i
where C2 = c^(« cosh K—-pj sinh K ) and c^ = — d'2(n cosh K — ^2 sinh K) are the Fourier
coefficients of De(4>), i.e.
/•oo

Z)e(0) = / [c2(«) cos « 0 + ek(«0 sin «0]d«.
Jo

(3.27)

Note that with (3.26) and (3.24) the radiation condition (3.7) is satisfied.
A full second-order solution can be obtained by performing an inverse Fourier
transform. However, since d2 and d2 are singular at the point n — K.Q, values of c2
and d2 at a huge number of K points near the singular point K = K,Q need to be
computed. The computational effort involved is so formidable compared with the
effort required to compute for a fully nonlinear solution (see §3.3), that it becomes
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clearly unjustifiable to seek for a full second-order solution. O n the other hand,
one only needs the values of c2 and d2 at K0 to obtain an asymptotic solution far
downstream. Furthermore, if the asymptotic form of the solution far downstream is
available, important physical quantities such as the second-order wave amplitude,
wavelength, wave energy and wave resistance can be calculated. Hence w e shall
only present a second-order asymptotic solution here. W e note in passing that the
radiation condition already gives the second-order upstream asymptotic solution,
i.e., / —> z[l — a4u0 + 0(a6)] as x —• -oo.
B y performing an inverse Fourier transform and with some tedious algebraic
manipulation, w e can obtain the values of C2(KQ) and ^2(^0) as:
C2M

e- K \25 25
7 2 463.
Ko +
C 2 2 ( K O ) + 972 ( y + ~2~
F2*0 + "3" K o )
25 f°°
/•«>
e~ K (Ac+-4)
2b
| — O
(3K + K0 + -=^) cosh K+
cosh
K
—
pj
sinh
K
972 Jo K
1
1
\K — Ko\
K — KQ\ (3« - K0 + - = S & \ ( K - Ko)) cosh
(/c-r-Ko + -=)sinh« + e
,

s

e

(\K

&(«(>) =

( A C

+

K())

— K0\ + r=j) smb. K \&K,

(3

2^Koe-ZK°(Ko + ^)
K
(2K<) cosh K 0 + ACQ sinh K0 + 7T^e
2 °),
^22(«o)
2
2F
243(1-^2 +*oF ) cosh «o
(3.29)

where
C22M

= -/
1

g%(4>) - ^9?(<P) - N(4>)cos «o0 dcj),

/-+oo r

1 „

& ( $ ) - -g'j\<f>)-N(4>) sinKQ(f)d4>,

d22(K0) = 7T J-oo

(3.30)

o

and the functions g(f) and JV(0) have been given in (3.12) and (3.23) respectively.
The integration in (3.30) is performed using Simpson's rule and the convergence has
been carefully tested. After c2(«o) and d2(K0) are found, the position of the free
surface can be determined up to the second order with the aid of (3.1) and (3.2) as:
y -

l+a%

+ ^a4-^-

A2
jk + —p2 F 2 + Ax sin K'QX + A2i sin K'0X + A22 cos K0X +
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as x

-+ +°°>

(3.31)

where
/

«o

= Ko + 0(a 4 )

(3.32)

l + 3 # f c +TU'Ufl
<»4"0

is the corrected wavenumber, <50 and w0 have been derived by Benjamin (1970):
_ A\ (l-7)(2-F + 27F)
60

u0

"

c7'
So
= j,

8(1-F)(1-7F)

'

(3 33)

-

(3.34)

with 7 = |(1 + 2«0/sinh2K0), and the second-order wave amplitudes are given b
47rc2(K0) sinh(ACo) 4
^ 21 = ~Q 3(1 - £ + ^ 2 ) cosh « o = 0 ( a ) ;
25a 4 7r2ft;oe_Ko(«o + ^ ) 2 ( | - 2 cosh2 K 0 ) sinh K 0
22
+
~ ~1458
(1 - j* + KlF2f cosh3 AC0
47T(J2(Ko)sinh(«o)
_
4
4
2 2
l j;
a
3(1 - £ + «o ^ ) cosh«o " °
50a 4
7r2K2e-2Ko(«o + jj)2(| - 2 cosh2 «0) sinh 2K0
23
729 ' (1 - Jy + ^ F 2 ) 2 ( 2 A C 0 cosh 2 K 0 - ^ sinh 2KQ) cosh2 «o ~

A 4

4

(3.35)
From Eq. (3.31), the peak-to-trough amplitude correct to the second order is found
to be
H = 2(Al + A21).

(3.36)

It will also be shown later that at the second order, the wavelength is slig
than that predicted by the linearized solution (i.e., K'Q > KQ).
Eq. (3.31) shows that in addition to the normal second-order Stokes wave components, i.e., the "A2" terms, there are some other contributions from the forcing
of the bottom topography. Also there is a mean set-down at the second order with
respect to the undisturbed level. With a little algebraic manipulation, this mean
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set-down can be shown to actually match Benjamin's (1970) result. From (3.31) the
mean set-down is
8W = a4<S0 + -a4- r +

3

1-^2

2F2

(1 + 27)A2
a d0 - 4(1 - F2)
67 + ^(1-7X27-1),.,
A2,
8(1+F)(1- 7 F)
4

=

(3.37)

which is identical with eq. (2.24) in his paper. It is also seen that the change of
mean level is always negative.
In order to calculate the asymptotic form of the potential function (j)(x, y), which
will be used in the next subsection, we invert the perturbation far downstream and
obtain
\
(j)(x,y) = x1

24 b
4
~ ^ a 1 r - a ^o + —r-.; cosh K()1J COS Kn.T +
s m h KQ
O
i — p2
A-21
, f,
,
A22
cosh K 0y cos «0ic
—
cosh K0y sin K'0X —
sinh K 0
sinh K0
( A23
, 1A\K0
+
-f—)cosh2K0ysm2K0x
+ O(a6),
(3.38)
2
Vsinh2K 0 2sinh « 0 y

from which the particle velocity can be readily calculated. Notice that unlike what
has been stated at the beginning of this section, there is no singular point far downstream and therefore the inversion is legitimate. If a change of reference frame is
made so that the disturbance is "moving" towards left with speed c, one can clearly
see that the particles drift steadily with a constant velocity
Ud = --=aA- j- - a4u0 (3.39)
O

1 — -pj

in addition to the oscillatory motion of the waves. It is seen from (3.32) and (3.39)
that this drift velocity is associated with the change in the second-order wavenurnber.
Being uniform across a fluid column, the drift velocity found here is identical to the
uw found by Benjamin (1970) in the footnote on page 58 of his paper. The equality
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between uw and Ud can be established as follows. Benjamin showed that

A2
uw = -(uw-

7^2),

(3.40)

where u^, is the (second-order) transport velocity in the oscillatory wavetrain defined
by him. Note that a minus sign has been added because of the different definition
of sign of uw in this chapter. With the aid of his eqs. (2.14) and (2.18), this result
can be rewritten as:
4

uw = -a u0

A2
- (8W - a 80) + — l -.
4

(3.41)

B y virtue of (3.37), w efinallyhave uw — ud, i.e., the two m e a n velocities downstream
are identical. Benjamin proved that the drift motion is always towards downstream
(Ud > 0). This also implies that K'0 > KQ. O n the other hand, the drift velocity found
here is different from the Stokes' drift (Lighthill 1978) associated with conventional
second-order Stokes waves; the latter is depth dependent.
Salvesen (1969) proposed a general second-order theory for an arbitrary submerged object moving in water of infinite depth, but the structure of his secondorder solution is not correct since the upstream influence, the mean set-down term
and the drift term were lost in his second-order solution. However, his formula for
calculating the wave resistance is correct.

3.2.3 Wave resistance
Owing to the generation of waves which transport energy towards downstream, there
is a horizontal force acting on the trench. This drag force, m a d e dimensionless with
respect to pgh\, can be calculated via the conservation of energy (Lamb 1932) as:
D = E - F2W,

(3.42)

where E is the mean energy per unit area of the downstream waves, and W is the
energy flux downstream. T h e average wave energy E is the sum of potential and
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kinetic energies, which can be found as
Ev = E k = ^

+

^ + 0 ^ ) = \E.

(3.43)

It is interesting to notice that the equal partition of the total wave energy, which
has been proved for linear waves (Lamb 1932), has now been extended to the second
order for this particular case. It is a trivial matter to extend this result to general
bottom irregularities since the general solution takes the same form as those shown
in Eqs. (3.31) and (3.38). O n the other hand, although w e have shown that the
nonlinear waves far behind a disturbance are not conventional Stokes waves defined,
for example, in Wehausen and Laitone (1960) (the nonlinear waves here result from
a Stokes-like expansion byfixingthe phase velocity instead of wavelength), the same
claim of an equal partition of wave energy can be trivially made at the second order
for Stokes waves as well; both potential and kinetic energies are equal to zero at this
order.
The energy flux W can be calculated by (Wehausen and Laitone, pp. 458,
eq. (8.4)):

W = T Mxdy.

(3.44)

Jo
Thus w e obtain the wave drag as:

0

H^^K'-ssk)* ^-

(3 45)

-

which is an extension of the classical formula of drag coefficient shown in L a m b (1932
pp. 415). In this equation, the second-order wavenumber K'0 has been replaced by its
first-order counterpart K0 due to (3.32). This formula can also be written in terms
of the peak-to-trough amplitude as:

D=

Ml! U _ J^J] + 0(aP),

(3.46)

4
V
s m h 2« 0 /
which is valid for arbitrary bottom irregularities or submerged objects in water of finite depth as can be verified upon noting that the general second-order solution is of
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the same form as shown in Eqs. (3.31) and (3.38). In the limiting case of an infinite
depth, this formula reduces to that of Salvesen (1969). Interestingly, although he
obtained an incorrect structure of the second-order solution based on a direct perturbation and matched asymptotic expansions, the missing terms happened to have
no effects on the wave resistance, because the m e a n flow terms do not contribute to
the wave drag in this case.

3.2.4 The non-uniformity of the perturbation at small
numbers
When calculating the wave drag for an object moving slowly in the fluid, Dagan
(1975) and others found that the linearized solution was of large errors even if
the object is small. This somewhat bizarre phenomenon is due to the nonlinear
boundary conditions introduced at the second order, and was referred to as the
non-uniformity of the perturbation expansion as the Froude number approaches
zero (Dagan 1975). A s F —• 0, the ratio between the second- andfirst-orderterms
becomes unbounded with the disturbance (the scale of the object) being fixed. In
our case, w e can show that 4 2 1 , which represents the ratio between the second- and
first-order amplitudes, and also half of the ratio between the second- and first-order
components of the wave resistance (see (3.45)), can be very large as F is decreased.
As can be seen in Fig. 3.3, for a = 0.1 and F < 0.21, the ratio is larger than 100,
which indicates a breakdown of the perturbation expansion. O n the other hand, for
a small value of a but with F being sufficiently large (say, F = 0.5), the linearized
solution is very accurate (cf. Fig. 3.5). In view of the similar results from Chapter
2, it is clear that adopting the perturbation model to calculate the wave drag m a y
result in a great inaccuracy when the Froude number is small; a model that takes
into consideration the fully nonlinear free-surface boundary condition is a natural
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remedy to the problem. T h e formulation of a fully nonlinear model will be given in
the next section and some important results are to be discussed in §3.4.

3.3 A fully nonlinear integral equation model
In addition to the fact that the nonlinear free-surface boundary conditions are the
main cause for the small Froude number non-uniformity in a regular perturbation
expansion and thus retaining the full nonlinearity in the original problem is a natural
remedy for the problem, a fully nonlinear solution is also useful in examining the
range of applicability of the perturbation solutions and providing correct underlying
physics of the problem with large disturbances. Here, the fully nonlinear model
presented in Chapter 2 is applied to the present case to further demonstrate the
advantages of this model, namely,
• it is generally applicable to arbitrary bottom irregularities;
• it achieves excellent numerical accuracy and efficiency;
• the radiation condition can be easily satisfied and thus no "spurious" waves
occur upstream (cf. the integro-differential equation model due to Forbes and
Schwartz, 1982).
To be consistent with Chapter 2, in this section w e adopt the steady-state upstream depth and velocity as the length and velocity scales respectively. Therefore
the free surface is a streamline represented by V; = 1- U p o n using a conformal
mapping
£ = e-",

(3.47)

the region occupied by the fluid is m a p p e d onto the lower-half of the £-plane with
the bottom and the free surface being respectively m a p p e d onto the positive and
negative real axes of the £-plane (Fig. 3.4). For convenience, w e set <p = 0 and
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(j) = a at the points A and B, where a is an unknown variable. The derivation of
integral equations closely follows that in Chapter 2 and thus only the main results
are summarized here.
O n introducing the hodograph (logarithmic velocity) variable 0, — 8 + ir via

u-iv = f'(z(0) = c-in^,

(3.48)

we obtain:
r(0 = ~-(/° + / ^ I ^ W o , for £ < 0 or b, < £ < 1.
7T V-oo

(3.49)

Jbx qo — £;

For the case of a semi-circular trench, r is unbounded at the points A and 5, as
stated in Chapter 2. However, by introducing a new unknown s(£) on the trench
via
,~T(C)

3(0 =

(3.50)

-•, for&i < f < 1,

ll-O(Z-bi)
Eq. (3.49) can be desingularized for bx < £ < 1.
The next equation linking the unknowns r and 8 is obtained from the Bernoulli
equation (3.4) on the free surface, which can be written as an integral equation:
r ( 0 = gln 1 +

3

ft sin<S(£o)

—r

6

d£o

for £ < 0.

(3.51)

Eq. (3.51) can be combined with (3.49) for £ < 0 to give:
3 r( sin<5(£0)
1
0 = -ln 1 + —
d£o + -(/° + / ) / ^ d £ 0 , for^<0. (3.52)
/
£o
7T J-oo
Jbx c;o — <5
3
Some geometrical conditions on the trench and the radiation condition far upstream are still needed to complete the equation system. For the case of a semicircular trench, we have
(3.53)

x cos 8 + y sin8 — 0, for b\ < £ < 1
which can be written in an integral-equation form as:
0 =

a7r cos 8(0 + j

s(Zo)J(l-$>)fa-h)
£o

for &i < f < 1.

cos[8(£o) -

8(0}d^
(3.54)
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The simple radiation condition used in Chapter 2 is again adopted here. This
condition has been shown to be able to completely eliminate the upstream "spurious"
waves in a numerical calculation.
The numerical details in solving the nonlinear system can be found in Chapter
2. W e shall however emphasize that in dealing with the combined Cauchy-Bernoulli
equation (3.52), the simple algorithm proposed by Niessner (1987) for this kind of
equations was adopted.

3.4 Numerical results and discussion

As a first check, the free-surface profile obtained from the fully nonlinear numerical
model is compared with the linearized (i.e., thefirst-orderperturbation) result for
a small trench (a = 0.05). A n excellent agreement between the two is shown in Fig.
3.5, which indicates that the linearized solution is a good approximation w h e n the
disturbance a is small. It should be noted that here and hereafter, w e have tactfully
assumed that the upstream influence is so small that it can be neglected in the fully
nonlinear numerical model, which is quite reasonable for not too large a and for F
not too close to 1 (as can be seen in Figs. 3.6 and 3.8a). As stated before, for F
close to 1, the steady-state model itself is questionable. Our numerical experiments
with various parameters also showed that there were no spurious waves numerically
generated far upstream, which can be clearly seen in Figs. 3.5, 3.6, and 3.8. In fact,
this is one of the advantages of our model in comparison with Forbes and Schwartz's
integro-differential equation model.
As the size of the trench grows, the linearized solution begins to lose some accuracy. A s shown in Fig. 3.6, for a = 0.2, the difference between the linearized
solution for the free-surface profile and the fully nonlinear one becomes intolerable.
O n the other hand, the second-order asymptotic solution still exhibits an excellent
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Figure 3.5: Comparison of the linearized solution (dotted line) and the fully nonli

ear numerical solution (solid line) for the free-surface profile for a small distur
(a = 0.05, F = 0.5).
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Figure 3.6: Comparison of the linearized solution (dash-dotted line), the second-

order asymptotic solution (dotted line), and the fully nonlinear solution (solid li

for the free-surface profile for a large disturbance (a = 0.2, F = 0.5). The upstr

asymptotic level in the second-order solution is indicated by a line between the t
triangles.
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agreement with the fully nonlinear one far downstream (in fact, a uniform train of
waves seems to have formed up immediately behind the trench). From this figure, it
can be clearly seen that the second-order nonlinearity has significantly reduced the
downstream wave amplitude. Also there is a small phase shift between the linear
and nonlinear waves. Only the results for F = 0.5 are shown in Figs. 3.5 and 3.6,
since the results for other Froude numbers are qualitatively similar as long as F
is not too close to 1. The computational time for calculating a perturbation solution was quite short (generally less than 40 seconds on a Sun Sparc Server 4.0) in
comparison with at least three-fold more time needed to obtain a fully nonlinear
numerical solution.
The wave resistances calculated from the linear and second-order models as well

as from the fully nonlinear model are compared in Fig. 3.7(a). It can be seen that fo
a small a (say a < 0.11), the three wave drags agree with one another quite well. As
a is increased, the linear model significantly overestimates the wave drag while the

wave drag correct to the second order is still in reasonable agreement with the fully

nonlinear result. Of course, as a is further increased beyond a certain value (0.18 i

Fig. 3.7(a)), the second-order solution starts to lose its accuracy. It is very inter
to notice that the nonlinear wave drag calculated from the numerical model reaches
a local maximum at about a = 0.33 and then reaches a local minimum as a is
further increased (see Fig. 3.7(b)). In fact, the local minimum found here appears
to be the global minimum, which suggests that the imposition of the fully nonlinear
boundary conditions on the free surface allows a minimum drag to be achieved for
certain combination of Froude number and radius. Such a trend is not predicted at
all by the linear theory in which the wave drag always monotonically increases with
a. It is interesting to observe from Fig. 3.7(a) that the trend of variation of the
wave resistance from the fully nonlinear numerical model is indeed supported by the

second-order perturbation theory, which can be regarded as a qualitative verificatio
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Figure 3.7: (a) Comparison of the resistance calculated from the linearized model
(dotted line), the second-order perturbation model (solid line), and the fully nonlinear model (circles) (F = 0.5).
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a
Figure 3.7: (b) T h e oscillatory behavior of the resistance (calculated from the fully
nonlinear model) as a function of the disturbance (F = 0.5).
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Figure 3.8: (a) Free-surface profiles for very large trenches. Comparison of the
linear solution (dotted line), the fully nonlinear solution (solid line), and the
order asymptotic solution (dash-dotted line) (or = 0.5, F = 0.5). The upstream

asymptotic level in the second-order solution is indicated by a line between the
triangles.

Ch.3 A semi-circular trench

65

1.06

1.04-

1.02-

0.98

Figure 3.8: (b) Free-surface profiles for very large trenches. Fully nonlinear free-

surface profiles for a = 0.7, F = 0.5 (solid line), and a = 0.6, F = 0.5 (dotted line)

Ch.3 A semi-circular trench

66

of the numerical solution, although the drag force calculated from (3.45) reaches its

maximum at a smaller a value (a = 0.24; cf. Fig. 3.7(a)). To a large extent, it is th
qualitative difference between the linear and fully nonlinear drags that motivated
us to derive the second-order solution. As a > 0.2, even the drag calculated from

Eq. (3.45) is of large error if we regard the result from the fully nonlinear numeric
model as the exact solution; a higher-order solution may be needed for a better
approximation. It was not surprising any more that a minimum wave resistance had
been reached at a « 0.5 once the corresponding free-surface profile was plotted in
Fig. 3.8(a); an almost symmetric free-surface profile with very small downstream
waves had induced a nearly symmetric pressure field on the surface of the trench,
which resulted in the very small wave resistance due to the "cancellation" of the

forces in two opposite directions. In this case, the perturbation solutions seem to b
invalid. For an even larger trench, the numerically calculated free surface exhibits
a more complicated pattern above the trench (see Fig. 3.8(b)); a secondary peak
begins to develop there.
As our problem possesses a two-parameter family of solutions, we proceeded to
examining the effect of the Froude number F, with our main interest being focused
on the influence of the Froude number on the accuracy of the perturbation solutions

for a fixed small disturbance a. The variation of the drag as a function of F is show

in Fig. 3.9, which indicates that the accuracy of the first- and second-order drags i
hardly affected by F (if F is sufficiently large), even near the critical case F = 1
(owing to the inaccuracy occurred in the numerical calculation of the second-order

drag when F is very close to unity, we did not compute it at the critical case, but i
seems to be unreasonable to doubt the existence of a finite drag at the second order
as well). The same phenomenon was found for a semi-circular hump in Chapter 2.

Of course, as stated before, the calculated drag force near the critical Froude numbe
is not realistic since in this range of Froude numbers, the assumption of steadiness
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Figure 3.9: Comparison of the linearized drag (solid line), the fully nonlinear drag
(circles), and the second-order drag (dotted line) as a function of the Froude number
for a small disturbance (o- = 0.1).
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a
Figure 3.10: T h e conjectured region in parameter space in which the linear model
for drag can be used.
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of the wave motion is not valid any more (Akylas 1984). On the other hand, if F is
sufficiently small, it has been shown in §3.2.4 that owing to the non-uniformity of the
perturbation expansion at small Froude numbers (cf. Fig. 3.3), both thefirst-and
second-order drags are of large errors. In Fig. 3.10, the region is shown in which the
linear theory for the wave drag is conjectured to be "accurate", i.e., within an error
of 2 % compared with the fully nonlinear theory which is regarded as an "exact" one.
Obviously, the linear theory ceases to be valid for any Froude number as a > 0.13.
For a < 0.05, there should still be a critical Froude number below which the linear
results are inaccurate due to the non-uniformity of the perturbation expansion at
small Froude numbers. But it becomes extremely difficult to accurately compute
this very small critical Froude number, so that w e have left Fig. 3.10 in the way that
the curve defining the region D appears to have intersected the a-axis at afinitea
value.

3.5 Conclusions
In this chapter, a perturbation model and a numerical model are compared with
each other for free-surface flows past a semi-circular trench with a train of waves
generated downstream.
The perturbation expansion is carried out up to the second order. At the first
order, a linearized solution is obtained and compared with that for a semi-circular
h u m p due to Forbes and Schwartz (1982). It is found that the free-surface profiles
for a pair of symmetric h u m p and trench is not symmetric, as opposed to what has
been commonly accepted in the classical wave theories.
At the lowest order of nonlinearity, a second-order asymptotic solution is derived.
With this solution, a number of nonlinear features is found. In particular, a general
wave resistance formula for arbitrary bottom irregularities or submerged objects
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moving in water offinitedepth is derived.
These findings are supported by the integral equation model proposed in Chapter
2. With this model, some characters of strong nonlinearity are demonstrated through

a comparison of its results with the second-order perturbation solution. For example
for a very large trench, the local deformation of the free surface above the trench
becomes very complicated; secondary peaks may develop. The non-uniformity of
the perturbation expansion for small Froude numbers is once again confirmed.

Part II: Quasi-steady and
Transient Problems

Chapter 4
Resonant interaction between a

uniform current and an oscillatin
object

4.1 Introduction
As the start of Part II "Quasi-steady and Transient Problems", we consider a quasisteady time-periodic problem of the resonant interaction between a uniform current
and an oscillating object. It has long been realized that linearized models for a
uniform current past an oscillating object or singularity (such as a source or dipole)
in or below a free surface fail at a critical frequency (Haskind 1954; Wehausen and
Laitone 1960). A s the frequency approaches this critical value from below, the
energy generated by the oscillating object or singularity can no longer be radiated
away since the group velocities of the two induced waves approach their respective
phase velocities. Resonance then takes place at this critical frequency. Since this
problem has some direct applications in the seakeeping of ships and the operation
of offshore structures in currents, it has attracted m a n y investigators' attention
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(Hanaoka 1957; Havelock 1958; Newman 1959; Maruo 1967a; Ogilvie and Tuck
1969; Grue and P a l m 1985; Liu and Yue 1993).
Recently, an interesting paper by Liu and Yue (1993) indicates that for an actual
physical body (i.e., not a singularity), the linear solution m a y remainfiniteat the
resonance. T h e y proved that for a submerged object a necessary and sufficient
condition for a bounded linearized solution is that it must have non-zero volume,
and for a surface-piercing body, a sufficient geometrical condition was given which is
similar to that of John (1950). Although there are some results from other authors
supporting this somehow bizarrefinding(e.g., Grue and Palm 1985; W u 1995), their
results are very dubious as the resonance, which is associated with the deficiency
of the linear model, i.e., the energy generated near the object cannot be radiated
away by the linear waves at the resonant frequency, has been allegedly removed
within the scope of linear theories. Indeed, a scrutiny of Liu and Yue's "analytical"
solution for a submerged circular cylinder reveals that some wave amplitudes increase
exponentially with the submergence of the cylinder, which clearly contradicts the
fundamental assumption of the linearization. W e are therefore led to believe that the
resonance actually has not been removed by the mathematical artifice constructed in
their paper. In other words, the perturbation expansion, of which the linear solution
is just thefirst-orderterm, is still non-uniform at the resonant frequency.
In this chapter, w e reconsider the problem using a quasi-linear model, with the
solution near the resonant frequency being highlighted. T h e resonance is eliminated
by the incorporation of the third-order nonlinear effect in the free-surface boundary condition, a technique that has been used by m a n y authors (e.g., Dagan and
Miloh 1982; Zhu 1992). With the wave amplitudes at resonance n o w decreasing
exponentially with the submergence of the object, the perturbation expansion we
constructed with the third-order nonlinear effects being taken into account becomes
uniform at the resonant frequency, although the rate of decay is different from that
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for non-resonant cases. T h e n a source-distribution method is used to investigate a
well-studied example, i.e., a submerged oscillating circular cylinder and the results
are compared with previously published ones. As expected, our results generally
agree with the previous ones within the non-resonant regime, but are significantly
different near the resonant frequency. T h e method employed here is very simple and
effective; it offers an appealing remedy for the linearized model and can be readily
adopted in engineering practice.

4.2 The Green's function
We consider the problem where an object is moving with a constant velocity U
parallel to the undisturbed free surface and at the same time, undergoing some
small oscillation with an angular frequency u. A rectangular co-ordinate system
is attached to the moving object with its origin being located on the undisturbed
free surface, its a>axis pointing in the direction of the forward speed and y-axis
positive upwards (Fig. 4.1). U p o n assuming that the fluid is inviscid, incompressible,
infinitely deep, and the motion irrotational, we can formulate the problem in terms
of the velocity potential $(x,y,t), which can be divided into two parts:

$(x,y,t) = $s(x,y) + Re{<j>(x,y)e^}, (4.1)

where "Re" stands for the "the real part of", i = v7-!, $* is the potential due to
the steady forward motion of the object, and the other part is due to the harmonic
oscillation of the object. T h e steady part $s has been extensively studied and causes
no problem at the critical frequency r = Uu/g

= \, where g is the gravitational

acceleration. Therefore it is not considered here.
T h e time-independent potential <f>(x,y) is harmonic in the fluid region and satisfies the kinetic boundary condition at the m e a n position of the surface (r) of the
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submerged object:

^. = f(X}y),(X>y)er,

(4.2)

where n is the unit normal vector pointing into thefluid,and the function f(x,y)

is related to the object oscillation and the steady potential (Newman 1959). In this
chapter, the third-order free-surface boundary condition used by Dagan and Miloh
(1982) is adopted. However, it should be emphasized here that the current model is
not a third-order one since the body boundary condition (4.2) has been linearized;
it is only a quasi-linear model. In addition to all these boundary conditions, an
appropriate radiation condition must be specified which simply requires that waves
with group velocity greater (less) than the forward speed be present far upstream
(downstream).
With all the variables being made dimensionless by reference to U and U2/g

respectively as the velocity and length scale, the time-independent potential (j)(x,
can be represented by a distribution of sources along the surface of the object as:

<f>(x,y) = J^(x',y')G(x,y;x',y')ds', (4.3)

where o is the source density and G is the Green's function. For the Green's functio
we utilize Dagan and Miloh's single source solution:

G(x,y;x',y') =

£

Gk,

(4.4)

fc=0

Go = \{H(* - *'?2 + (y- y'f\ - MO* - *')2 + (y + s/)2]}, (4-5)
Q _ i7T cni\-i{x-x')+{y+y')] + '
2
roo pm\-i{x-x')+(y+y')}

I

dm,

Jo
m — K\
Q _ ™ pK2[-i(x-x')+(y+y')} .
2
IP • v ^ + I e F

(4.6)
IP | v ^ + i e F

/•oo pm[-i(x-x')+{y+y')\

/
Jo

dm,
m —

K2

(4.7)
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~m ^Hx-x')+(y+y')] +
vT+if
V1 + 4T
/•oo e Tn[i(x-a:')+(y+3/')]

f
Q

Z7T
"'

=

dm,

m — K3

(4.8)

p^Wag-gQ+ty-tV)]

Vl + 4r

Vl + 4r

/•oo eTra[*(as-a;')-|-(y-|-y')]

t
Jo

m —— *K•4•

dm,

(4.9)

rn

v

'

in which <5 = Vl - 4r, A = e7rexp4(v74), /cn (n = 1,2,3,4) are the wavenumbers given
by the dispersion relations:

1+82
1 82 V84 + 16A2
-i = ^ r + 2V"2- + — 2 — '
1 + 82 1 /<S2 V84 + 16A2

^ = 1

2V¥ +

«3 = -(l+2r + Vl + 4r),
1
« 4 = -(l + 2 r - v / T T 4 7 ) ,

2

'

(4 10)

-

(4

^

(4.12)
(4.13)

and e is the small parameter used to linearized the problem and is chosen
with h being the submergence of the object and R being a typical dimension of the
object. The Green's function differs from the classical one (Haskind 1954) only in
G\ and G2, which in the classical linear theory are singular at r = \ (or 8 = 0). It
is well-known from the classical theory that there are four waves when r < \ with
K2 wave located far upstream (since it has a group velocity larger than U) and other
three waves (K\, K3, and K4) located far downstream, and there exist only two waves
(«3, Ki) far downstream when r > | as the other two are evanescent. At r = |,
the amplitudes for K\ and K2 waves become unbounded; the resonance takes place.
Using a specific example, we shall show in the next section that the resonance can
be removed in a quasi-linear model.
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4.3 A submerged circular cylinder
For convenience, we adopt a local polar co-ordinate system (r, 6) with the origin
located at the center of the cylinder and 0 measured from the x-axis. In this particular case, the parameter A in (4.10) can be found for deep submergence e -C 1
as:
_

i

tire ^ F 1

X*

_

,

(4.14)

where F = U/y/gR is the radius-based Froude number. At the resonant frequency
r = \, it can be readily shown from (4.3) that (j) decays exponentially with the
submergence like e"2e~i^ as e —> 0+ since a is bounded. Such an exponential decay is in accordance with one's natural expectation that bounded wave amplitudes
must be obtained for any submergence, especially for a large submergence. On the
contrary, one of the fatal errors in Liu and Yue's findings (1993) is the unboundedness of their solution as the submergence goes deep (e —> 0). It is known that the

resonance manifests itself as a non-uniformity, at the critical frequency, of a pertu

bation expansion, of which the linear solution is just the first-order term. Since Li

and Yue's solution approaches infinity as e —•> 0, the perturbation expansion remains
non-uniform at the resonant frequency and the resonance hasn't been removed by
their mathematical artifice. However, this non-uniformity does not necessarily mean

that the linear solution is unbounded for any finite e; as a matter of fact, it is actually bounded in this particular problem as shown in Liu and Yue's paper. But it
should be emphasized that the bounded results obtained by them are questionable
since the perturbation expansion itself breaks down at r = \.
Returning to our quasi-linear model, the source density a is found by imposing
the boundary condition (4.2); an integral equation is thus obtained as:
*(x,v) + ~ f a(x',y')G(x,y;x',y')ds' = -f(x,y), (x,y) £ T. (4.15)
7T JT

7T

This integral equation is solved by a Fourier expansion of a, the details of which
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can be found in Grue and Palm (1985) and are thus omitted here. However, it

advantageous to seek for an approximate solution for deep submergence firs
this case, the second term in (4.15) is negligible and thus
1

-f(x,y).

(4.16)

IT

Then the amplitudes for the four waves when r < | are approximately:

Ai
iBi + B2

/ ; ( « ^ e - ^ 2 > , (j = 1,2);
V^+yTOIM (4.17)
ZtogZ-e-"^, (j = 3,4),

since the function f(8) for a circular cylinder is
f(9) = Bi(iT cos 9 + 2F2cos20) + B2(ir sin 9 + 2F2sin29), (4.18)

where f?i and B2 axe respectively the amplitudes of the sway and heave mot
1 —i —

x

the cylinder. It is evident that at the resonant frequency r = j, A1<2 ~ e ^e ^F1 for

e<l and Ax^ A2; the amplitudes of the two resonant waves still vanish expon

tially with the submergence. On the other hand, Liu and Yue's (1993) "anal

solution implies that A1>2 ~ e^7; the ominous "blow-up" of the amplitudes wi

the submergence clearly indicates the failure of their method as explained

When r > \, our solution indicates that «x and K2 waves are still present f

band of r until a higher-order resonance occurs. However, instead of pursu

solution for KX and K2 waves in this frequency range, we shall simply calcu

amplitudes of «3 and K4 waves when r > \, which are of the same form as for
since these two waves are not affected by the resonance.

Fig. 4.2(a) shows the comparison of the wave amplitudes for the sway motio

the cylinder between the solution of the integral equation (4.15), the appr

solution (4.17), and Grue and Palm's solution (1985). The approximate soluti

(4.17) agrees with the full integral-equation solution reasonably well for
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Figure 4.2: (a) Normalized amplitudes for'racliated waves for a sway motion (e = 0.5,
F = 0.4).
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but not for the K\ and K2 waves for this moderate submergence. For greater submergence, the agreement was found to be improved. The amplitude for K3 wave is very
small compared with others in this case, and thus is not shown in this figure. Grue
and Palm's solution, which was obtained from the linearized model due to Haskind
(1954), matches the quasi-linear solution quite well except for «i and K2 waves in
the neighborhood of the resonant frequency r = \, where it overestimates the true
solution. This is hardly surprising since it increases unboundedly as r —»• ~. But an
interesting result is that right at the resonant frequency r — \, the amplitudes of
the K\ and K2 waves are not equal to each other, as can be seen in (4.17).
Fig. 4.2(b) shows a similar comparison as that in Fig. 4.2(a) but for a larger
Froude number. Grue and Palm's results indicate that their approximate solution

for deep submergence significantly deviates from their integral-equation solution for
«3 wave, but our results indicate a considerable improved agreement. The large
difference between their and our results for K3 wave is believed to be due to the
different schemes used to evaluate the integrals in the Green's function (they wrote
these integrals in terms of exponential integrals with negative arguments whereas
we used an iterative method to evaluate them as outlined in Appendix A). Since the
accuracy of the approximate solution for /c3 and K4 waves mainly depends on the
submergence and has little to do with the Froude number, we believe that relatively
large errors might have occurred in their computation. It is speculated that not
enough terms were summed up when they were calculating the exponential integrals
by means of a truncated series expansion. For K\ and K2 waves, the two solutions
(i.e., Grue and Palm's and ours) are by no means close to each other near the
resonance. Our solution also shows a large difference between the amplitudes of the
K\ and K2 waves at resonance.
It is interesting to see how the resonance affects the hydrodynamic forces on the
cylinder. As an example, we calculated the first-order damping factor for the sway
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motion using the energy conservation (Grue and Palm 1985):

D = I
2

2
(4£)
2±L
i2t Yi /

^ -

I p - 4T + 2y/l - AT + 4Ai - 1J +
/

\

(1 - \/2 - AT - 2yjl - AT + 4A X I +

MaF\2

M4FN2

«3

K4

(4.19)

where D has been normalized by pgBiR, and Ax = n r ^ + f A/(1 — 4r) 2 + 16A2. From
the comparisons shown in Figs. 4.3 (a-b) it is evident that the linearized solution
compares well with the quasi-linear one for most of the frequencies examined. For
a deeper submergence (Fig. 4.3(b)), the two are virtually indistinguishable right up
to the resonance, where a sharp increase of the damping factor occurs. O n the other
hand, the damping factors for the same e-F combination as in Fig. 4.2(b) were found
to be quite different due to the large difference between our results and Grue and
Palm's results on the amplitudes (cf. Fig. 4.2(b)).
Finally, w e examined the «i, K2 wave amplitudes as a function of the Froude
number at the resonant frequency r = |. Shown in Fig. 4.4 are the results generated
from (4.17) for two e values. A s can be clearly seen in thisfigure,the amplitudes
of the two resonant waves approach zero as F —> 0 or F —> +oo, and there is a
m a x i m u m amplitude at afiniteFroude number. In fact, it can be shown that the
amplitudes decay exponentially like F~4e~^?1

as F —> 0, and algebraically like

F~4 as F —*• +oo. Although they are at variance with Liu and Yue's results which
indicate that these amplitudes approach \ as F —»• +oo, our results are undoubtedly
consistent with the classical theory (see L a m b 1932). For F —> +oo, i.e., with a very
large U and small u, the classical results for a stationary circular cylinder submerged
in a fast running stream can be referred to, which indicate that the wave amplitude
tends to zero.
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Figure 4.4: Amplitudes of the two resonant waves at r = \ as a function of the
Froude number.
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4.4 Conclusions
In this chapter, a quasi-linear model is used to study a uniform current past a submerged oscillating object. Attention has been focused on the near-resonant case.
Our results indicate that Liu and Yue's linear model cannot truly remove the resonance, and that even at resonance, the amplitudes for the two resonant waves are
bounded for any submergence and are not equal to each other.
The model used here is uniformly valid for resonant and non-resonant cases
and is not difficult to use. Its application in engineering practice is thus highly
recommended. Another closely related problem of an object advancing in a train of
monochromatic waves can also be treated similarly with the method presented in
this chapter.

Chapter 5
A flat ship theory on bow and
stern flows
5.1 Introduction
So far we have been dealing with free-surface flow over bottom topographies or submerged objects. In this chapter, w e look at a somewhat different problem which
involves a surface piercing object. Free-surface flow past a surface piercing object
such as a ship is a very important yet challenging problem. T w o previously widely
used models are Michell's thin ship theory (Michell 1898; Stoker 1952) and the
flat ship theory proposed later as a parallel model to the thin ship theory (Maruo
1967b; Tuck 1975; Cole 1988). It should be noted that the thin ship theory has no
applications in two-dimensional ship problems (so-called modified Neumann-Kelvin
problem (Kuznetsov 1995)), which result from the approximation of the beamwise
variation being neglected, and thus it will not be discussed in this chapter. Although
significant progress has been m a d e on the uniqueness and solvability of the modified steady Neumann-Kelvin problem (Kochin 1937; Vainberg and Maz'ya 1973;
Kuznetsov 1995), so far the existence of a steady state for the modified Neumann-
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Kelvin problem hasn't been proved. Mathematically, the flat ship model is very

difficult to deal with in that a mixed boundary value problem must be solved therein.
Most of the previous authors considered the steady (i.e., large time) problem, and
as a consequence, the boundary conditions in the far field, the so-called radiation

conditions are yet to be justified. In fact, even the attainability of a steady state
was questioned by Vanden-Broeck et al. (1978). Based on a small Froude number

expansion, their numerical solutions suggest that there exists no wave-free solution
for a two-dimensional semi-infinite ship in water of infinite depth. They therefore
argued that the bow flow should be modeled as a jet rising along the bow and
falling down onto the oncoming stream (Dias and Vanden-Broeck 1993). Although
they treated the spray as steady (for the sake of simplicity) under the assumption
that the impact of the jet on the oncoming stream is small, their results actually
imply that a steady bow flow is not possible; splash will generally occur. On the
other hand, with careful numerical experiments, Grosenbaugh and Yeung (1989)
conjectured that a steady bow flow with a stagnation point over the bow (cf. Dagan
and Tulin 1972) was possible at small Froude numbers. However, due to a numerical
difficulty associated with the increasingly higher wavenumber near the bow (which
is commonly present in small time solutions for a moving object that intersects a

free surface; see Roberts 1987), they were unable to offer conclusive evidence on thi
issue.
Besides the steady models, small-time perturbation models have also been explored (Roberts 1987; Joo et al. 1990; King and Needham 1994). These models
have been used to study the small time evolution of the free surface when a surfacepiercing plate extending to the bottom of the water is moving at a constant or
varying speed. Mathematically simple as it is, this example is however inappropriate for large-time analysis since the water is continuously accumulated in front of

the plate which eventually leads to the formation of a jet there and thus nonlinearit
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becomes dominant at large time, as commented in Joo et al. (1990).
So far two-dimensional ship problems have been popularly solved using numerical
methods such as the integral equation methods (e.g. Squire (1957) and Cumberbatch

(1958) for planing surfaces; see also Tuck's article in Golberg (1990) for a review on
planing surfaces; Sedov 1965 etc). Owing to the wild behavior of the kernels, the
numerical approaches employed to solve these integral equations severely suffer from
convergence problems (Cole 1988), and therefore the relationship between the hull
shape and the flow quantities is by no means clear. On the other hand, analytical
results would certainly help numerical model developers, for example, to estimate
the scales of certain parameters which are undoubtedly needed in a sophisticated
numerical model (Cole 1988). Adopting a flat ship model and the Wiener-Hopf tech-

nique, Schmidt (1981) obtained a linear analytical solution for the steady stern flow
problem. In the literature, whether or not the boundary conditions can be linearized
was controversial. But according to Haussling (1980) and Fernandez (1981), the linearization within the frame of the flat ship theory seems to be valid only in the far
field for relatively large Froude numbers. In particular, Haussling (1980) compared

the results from the fully nonlinear potential theory and a linear flat ship theory a
found a broad agreement between the two for draft-based Froude numbers greater
than 3.
The main contribution in this chapter is a proof, with an analytical solution
derived from a transient model, of the existence of a steady state for both bow
and stern flows. We shall also show that a serious deficiency of the previously
used small Froude number expansion (Dagan and Tulin 1972; Vanden-Broeck et
al. 1978) is that it does not discriminate between the bow and stern flows even in
transient states. In addition to serving as a proof for the existence of the steady

state, the formal analytical solution for transient states also supplies the radiatio
condition needed in the steady problem. The steady state, as a result of t —> oo
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in the transient problem, is a mixed boundary value problem and the Wiener-Hopf
technique has been widely used to solve various mixed boundary value problems
occurring in electromagnetics, acoustics, elasticity etc. (Jones 1952; Noble 1958;
Craster and Atkinson 1994). Applying the Wiener-Hopf technique, we obtain closedform far-field steady-state solution which is equivalent to that found by Schmidt
(1981). Using these results, the relationship between the hull shape and the lee wave
response is discussed with the results of several specific examples. In particular, we
show that there exist infinitely m a n y "optimal" stern profiles that will generate no
waves downstream. W e also give a simplest form for afiniteoptimal stern which
has a cubic polynomial shape. T h e optimal shape obtained in this way can serve as
a usefulfirstguide in engineering designs.

5.2 Transient problem
We assume that the fluid is inviscid, incompressible and infinitely deep. But the
following analysis can be easily extended to the case of afinitedepth. A Cartesian
coordinate system xoy with the .-r-axis pointing to the right and y-axis pointing
upwards is attached to the moving ship, which is modeled as a semi-infinite object
extending from x — — o o to x = 0 (Fig. 5.1). T h e ship and thefluidare motionless
for t < 0 and at t = 0 + the ship starts to m o v e at a constant speed U. U > 0(< 0)
corresponds respectively to a b o w (stern) flow problem.
By choosing the length and velocity scales respectively as U2/g and \U\ where
g is the gravitational acceleration, the non-dimensionalized governing equation and
boundary and initial conditions are given by:

V2$ = 0, in the fluid region, (5.1)

%

=

cf'(\-i\),y = -ef(x),x<Xo,

(5.2)
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Figure 5.1: A definition sketch for bow flows.
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$.y

=

rjt + ($x - X)rjx,

0

= fj + ^-X^

>y = ij(x,t), x > x0,

(5.3)

+ ^ l + ^l), J

V<E> —»• 0, r = ya:2 + y 2 —> oo,
$ly=o = $ 4 = o = rj = 0, i = 0, x > 0,

(5.4)
(5.5)

where (x0, —ef(x0)) is the intersection point between the hull and the free surface, V
is the two-dimensional gradient operator, subscripts denote partial differentiation,
$ is the velocity potential defined in a fixed frame relative to the undisturbed fluid,
the ship hull is given by y = —ef(x) with e being the dimensionless draft which is
assumed to be small in the currentflatship theory, A = ± 1 corresponds respectively
to b o w and stern flows, and y = fj(x, t) is the instantaneous location of the free
surface. T h e origin of the coordinate system is located at the intersection between
the hull and the undisturbed free surface (Fig. 5.1) so that /(0) = 0 (Schmidt (1981)
discussed two flow configurations at the intersection point, i.e., "slope-discontinuous
case" and "smooth-slope case"; but w e believe that the validity of the linear solution in the near field is dubious and thus omit the discussion on it here). Other
geometrical restrictions on f(x) are that f(x) — 0(1), for x < 0, and f(x) —> 1,
f'(x), f"(x)... - > 0 a s z ^ — o o , i.e. the hull is virtuallyflatin the far field.
W e then linearize the problem by assuming e C l and expanding the unknowns
as:

$

=

rj =

e0 + O(e 2 ),

(5.6)

er] + 0(e2).

(5.7)

Then the linearized differential system becomes:
V2(j) = 0, in the fluid region,
<t>y

(5.8)
=

A/', y = 0, x<0,

(5.9)

Ch.5 A Eat ship theory

0 — <fry+(/)tt-2\<j)xt + (l)xX,

94

y = 0, x > 0,

(5.10)

77 = \(j)x - <j>t,

V0-+O, r = sjx2 + y2 -> 00, (5.11)
0|y=o = 04=o = ?7 = 0, t = 0, x > 0, (5.12)
which is a mixed initial-boundary value problem.
Before we proceed to solving the differential system (5.8)-(5.12) using integral
transformations and Wiener-Hopf technique, it is advantageous to examine the relationship between the bow and stern flows. It can be readily verified from the above
differential system that the relationship

(f>s = -<f>b, xs = -Xb, (5.13)
holds, where the subscripts "s" and "6" denote the variables used respectively in
"stern" and "bow" flow cases. That is, the two problems are equivalent provided
that the solutions for x > 0 and x < 0 are interchanged (however, this is not true in

the steady-state limit since the radiation condition (5.11) is no longer valid due to

presence of waves in the far field). Therefore we shall only discuss the bow flow case
and set A = 1 from here on. It must be noted that such a reversibilty between the
"stern" and "bow" flows is consistent with one's expectation because reversing the
direction of the ship motion is equivalent to interchanging downstream and upstream
fluid conditions; the wavy motion is not seen far downstream in a bow flow problem
simply because of the suppression of the hull there. On the other hand, it can be
shown that the small Froude number expansion leads to a series of transient linear
problems in which bow and stern flows are completely equivalent at any order (i.e.,
the upstream (downstream) motion in a bow flow problem is respectively related to
the upstream (downstream) motion in a stern flow problem). Interestingly, with this
analysis on transients, the reason why only one kind of steady flows was obtained
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in Vanden-Broeck et al. (1978) manifests itself; the radiation conditions for steady
bow and stern flows must be identical to each other and therefore the steady-state
solution, if it exists, is either wave-like or wave-free. This is a fundamental difference
between the two models. Apart from the undesirable divergence of the small Froude
number expansion (Vanden-Broeck et al. 1978), this non-discrimination between the
two flows is the main reason w h y w e preferred not to use the small Froude number
expansion here. Although the current flat ship model does not suffer from these
deficiencies, it is at the cost of solving a much more difficult mixed boundary value
problem.
To solve the differential system (5.8)-(5.12), w e take the Laplace transform of
the unknowns:
/•oo

/ 4>(x,y,t)e-stdt,

<Kx,Vi8)=

(5.14)

Jo

with which the transformed system becomes:
V24> =
k

=

0, in thefluidregion,

(5.15)

-/', y = 0,x<0,
s

(5-16)

o = 4J, + ^ - a * . + *», 1
rj = j)x - si,

0ijr>0i

(517)

I

V<^ -> 0, r- \jx2 + y2 -> oo.

(5.18)

Then w e take Fourier transform of 0 with respect to x:
1

r+oo „

^(K, y,s) = -±r

d>(x, y, 8)e-"*dx.

(5.19)

V27T J-oo

B y virtue of the Laplace equation and the boundary condition (5.18), tp must be of
the form
if) = A(K)e^y,

(5.20)

where A(K) is to be determined. Therefore w e have the formal solution:
0 = -== /
V27T J-oo

A(K)eMyctKXdK,

(5.21)
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with A(K) to be found by satisfying the remaining boundary conditions (5.16) and
(5.17).

Different from Schmidt (1981), here we adopt a dual integral equation method
to solve for A(K) (cf. Noble 1958). Substituting the formal solution (5.21)

boundary conditions at y = 0 yields a pair of integral equations to be sati
the two parts of the boundary:
1 r+°° 1
B(K)e%KXdK =

-±=[
I

V27T J-oo
r+oo

-j= \

-f(x),x<0,

(5.22)

S

B(K)G(K)e%KXdK =

0, x > 0,

(5.23)

V 27T J—oo

where B(«) = |«|A(K), G(K) = 1 + ^ffi- Since \G(K)\ ~ \K\ as |«| -»• oo, this is

a special case discussed in Noble (1958, pp. 222). To solve the above dual i
equations, we split G(K) in a standard Wiener-Hopf fashion:

G(K)

= -^+^_L+(K)L_(K) = G+(K)G_(K), (5.24)

where G±(«) = TV*±L±(K). Hereafter we use "+" and "-" to denote that the

function subscriptized is analytic on the upper and lower half of the compl

plane respectively. L±(«) is the Wiener-Hopf decomposition of L(K) = -^ - ^
and can be found in a standard way:

lnL±W = ±^/ ^C (5.25)
2-KI

Jr± C —

K

where the contours T± are defined in Noble (pp. 13). The multi-valued funct

(such as y/K±) are analytic once proper branch cuts are inserted into the c

plane. In this chapter, we take the negative real axis as the branch cut. It

also be noted that G±(K) and L±(K) are non-zero on the respective half plan
(Noble pp. 15) but may have zeros on the real axis.
Changing x to x - £ in (5.22) and to x + £ in (5.23) with f > 0, and then

multiplying (5.22) and (5.23) by -±=MT(0 respectively, and finally integrati
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sides with respect to £ from 0 to +00 lead to:
7= /-+~ N-(K)B(K)e™dK = ^ Jo+0° M-(Of'(x - Ocie, * < 0, (5.26)
^ /_+~ N+(K)B(K)G(K)e^dK = 0, x> 0, (5.27)
where
l r+00

N±(K) = -=

/

MiCOc^de

(5.28)

are respectively analytic and vanish as \K\ —* 00 on the upper and lower half pl
Following Noble, we take
N-(K) = ^^, (5.29)
K — K2

N+M = ^-L., (5.30)

where K2 is an arbitrary number on the upper half plane (Im{K2} > 0). From (5.2
M±(0 can be determined by the inverse Fourier transform:

M±(0 = -4= /+°° JV±(«)eTiwfd«. (5.31)

/27T J—00
v27T

It can be shown via a contour integration that M±(£) = 0 for £ < 0.

Substituting (5.29) and (5.30) into the dual integral equations (5.26) and (5.2
gives:
Tfe /-+~ ^B(K)e^dK = ^ /0+~ M.(Of'(x - 0^, * < 0, (5.32)
^ /+~ G_(«)B(K)e*«dK = 0, x > 0. (5.33)

Multiplying the first equation by e~tK2X and then differentiating it with respe
yield:
~ [^ G.(K)B(K)eiKXdK = - * e***.f e^* F° M-(0f'(x-0#, x < 0V27T -/-oo

V2-7TS

dx

./0

(5.34)
The Fourier inversion of (5.33) and (5.34) leads to:
G-(K)B(K) = --*- f° X(x)e-iKXdx = ^^-, (5.35)
27TS J-00

S
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where
X(x) = elK2X-—e-lK2X / M-(Of'(x - 0«£- (5.36)
dx
Jo
We then have the formal solution as:
1 r est r+°° T(K <*)
n(x,t) = (4>x - <t>t)\y=o = -—£=

/ —ds

2iny2-K Jt s

/

J-oo

> .eiKX(iK - s)dK, (5.37)

y

\K\G-{K,S)

where T is the contour for the inverse Laplace transform and is located to

of all singularities (including poles, branch points and essential singulari
should be noted that we have been using
G-(K,S)

G_(K,)

etc. as shorthand notations fo

etc. for brevity, but from now on we shall use the full notations.

The large time asymptotic form of the solution crucially depends on the pol
and possible branch points on the complex s-plane. By definition,
zeros at s =

IK

±

IJ\K\,

G(K,S)

has t

which are pure imaginary numbers. Thus we can choose

the contour T as the imaginary axis with a proper indentation around the po

branch points. From (5.30), G+(K, S) cannot have zeros and therefore G-(K, S)
have simple zeros at s =

IK

±

IJ\K\. SO

the solution is in the form:

/+oo f pst
eiKXdK

/ ~( TV( ^n*,s)te, (5-38)
-oo

where

F(K,S)

Jt s(s — ibi)(s - ib2)

is analytic on the left half s-plane, and 61]2 =

K

±

J\K\.

From the

residue theorem, we have
+oo

F(K,ib!)eiht

/ -oo [6l(6l-6 2 )
•(

F(K,

ib2)eiht

62(62-6l)

F(K,0)

eiKXdK,

(5.39)

6l62

with the understanding that the path of integration is curved (from either a

or below) aromid the poles on the real axis. The last term in (5.39) represe
steady state. As t —> 00, the first and second terms vanish like t~i by the

stationary phase (cf. Stoker 1952), provided that the indentations around th

are all from above (otherwise they would give rise to some oscillatory compo
t —• 00). The justification of this particular choice of the indentation is
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If w e had chosen to curve the path around the poles from below, w e would have
ended up with a situation where a train of stationary waves and some propagating
waves appear far upstream (in a b o w flow problem) at large time. That is to say, we
would have obtained a quasi-steady solution. But this is impossible since the group
velocity of the surface waves is less than the phase velocity and therefore the wave
energy cannot be radiated to the far upstream.
U p o n the establishment of the attainability of a steady state, the radiation condition follows immediately. Since the path of integration in (5.39) is curved around
the poles from above, it can be shown that n —>• 0 as x —> -foo (far upstream) in a
steady problem.
So far w e have proved the existence of a steady state for both b o w and stern flows
and derived the radiation condition corresponding to the steady state. Therefore
such a transient solution constructed with the Wiener-Hopf technique is undoubtedly of a great theoretical significance, though extracting further information from
transient solutions, which is required, for example, in the study of the evolution of
b o w waves, remains a very difficult task; a further analysis on the transient part is
left for future studies. N o w w e turn to the steady problem for some further analysis.

5.3 Steady-state problem
It can be shown that the dual integral equations and the formal solution corresponding to the steady state are:

-j=[

°°A(K)\K\eiKxdK

1 r+°°
A(K)\K\G(K)elKXdK
-7= /
V 27T J-oo
i

=

f'(x),x<0,

(5.40)

=

0, x > 0,

(5.41)

•too
f+°°

/

A(n)KctKXdK,
•oo

(5.42)
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where G(K) = \K\ — 1. As explained before, we are mainly interested in the
solution, which is crucially dependent on the zeros of G-(K) (cf. (5.37)).

of directly decomposing G(K) and trying to find the zeros of G_ (K) , we a

a much less laborious approach. Differentiating (5.40) with respect to x t
adding the resultant equation to (5.40) lead to:
1 r+oo

-j= J_^

A(K)\K\(K2

- l)e™xdK = -f'(x) - f'"(x), x < 0.

(5.43)

We then proceed in a similar fashion as in the previous section and obtain:
1 /-+00 1 r+OO

-= N-(K)C(K)K(K)e™xdK = --= M_(K)[f'(x-0 + f"'(x-0}dZ,
\J2-K J-oo
\J2-K JO
x < 0, (5.44)
1 r+°°
-== /

N+(K)C(K)elKXdK =

0, x > 0,

(5.45)

V 27T J-oo

where

C(K)

=

A(K)|AC|(|«|

— 1),

K(K)

= 1 +

\K\,

and

N±(K)

have been defined in

(5.28). Different from the previous section, this time we take

N+(K) = *±M, (5.46)
K- Kz
N-(K) = -±-v (5.47)
K-(K)

with

ITTI{KZ]

< 0. The Wiener-Hopf decomposition of

K(K)

for real

K

can be

as (cf. Craster and Atkinson 1994, eq. (A.6)):

K+(K)

= exp {1 [ ^ [^ + ln(-i«)] du) =

^T]K~\

exp ji ^ ^d^|.

(5.48)

Note that an arbitrary constant can be put into K±(K) with no effect on th
solution.
So the final solution reads:
"+°°

I(K)

V

=

I
f+°°
1{K
iKX,
SgnAvTr-^—)' .setlixdK =
—r= /
s/^J-oo h
(\K\-1)K+(K)
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I(K) = --L f° X(x)e~iKXdx, (5.50)
27T J-oo

' M-.(0{f'(x-0 + f"(x-0}dZ, (5.51)
U

+

M (£) - — f °° -t—e^du = -±- f °° ^-e^du (5 52)

^

" s/^l-oo K.(uf

dU

In (5.49), we have utilized a property of K+(K),

V2^J-oo l + \u\6
i.e.,

K+(—K)

=

dW

K+(K)

'

{b b2)

-

(cf. (5.48)).

Note that although 77 is only defined for x > 0 in a bow flow problem, we ca

it to x < 0 to cover the stern flow due to the equivalence between the two f

have already known from the radiation condition that rj —> 0 as x —>• +oo fo
flows. This amounts to curving the path around the pole at « = 1 from above
(5.49). Using Cauchy's residue theorem, one can show that for stern flows:
rls~2V2lrRe{e-ix1^L]j (5.53)

in the far field. This represents nothing but the stationary lee waves for s
The right-hand side of (5.53) can be simplified as
K+(l) = V2e-*\ (5.54)
1 r+oo rO
/(1) =

~2^lo

M

-(O^J_ooe-'x[f(x-0

+

f"(x-0}dx^

-^ l+°° M40U"(-0 + if'(~0]dC (5.55)

Eqs. (5.53)-(5.55) give an analytical form of the lee waves for an arbitrary

The details of numerical evolution of the integral in (5.55) can be found in

B. It can be shown that the solution (5.53) is equivalent to Schmidt's (1981

although a different version of Wiener-Hopf technique was adopted by him. Wi
the aid of his Eqs. (56), (61) and (62), the equivalence can be established
show the following equality:
—M.(x) = K(x), (5.56)
7T
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where the function K(x) was defined in his Eq. (51). However, there seems to be
a number of typos in his paper including those in the form of K(x), which have
hindered a direct verification of (5.56). Therefore we chose to compare the two

functions graphically and found that they are virtually indistinguishable (the grap
of the function ^M-(x) is shown in Fig. 5.4, and the graph of the function K(x)
is shown in Fig. 3 in Schmidt (1981); the comparison is not shown in Fig. 5.4 due
to the indistinguishability). Hence the two solutions are equivalent.
It is interesting to note that another restriction on the function f(x) is that a >
or a = 1 if f(x) ~ (~x)a as x —> 0~ (cf. Appendix B); solutions for 0 < a < 1 and
1 < a < | are unbounded. That is, the current model cannot handle an abrupt
change at the origin. Such a restriction appears to be contradictory to a result

Schmidt (1981) showed in his paper, i.e., for a flat hull with a vertical stern, the

wave amplitude is y/2 times the draft (cf. his Eq. (60)). But his result is incorrec

since, referring to Eq. (26) in his paper, as p —> 0, the hull does not approach suc

stern profile at all. In fact, replacing the function n(x) by a Heaviside step func
in his Eq. (62) results in an unbounded B and thus an unbounded amplitude, which
is in agreement with our results.
As an example, we considered a simple hull profile of a flat-bottom ship terminated by a slope 7. The corresponding f(x) is:
-7X, — i < x < 0,

f(x) =

7

1,

~

~

'

(5.57)

x<-\,

and the magnitude and phase of 1(1) are shown in Fig. 5.2. As the slope 7 approaches
zero, the wave amplitude diminishes as expected. On the other hand, as the slope
becomes large, the amplitude increases unboundedly (which is at variance with
Schmidt's results). This simply indicates that the flat ship theory cannot handle
an abrupt change in the hull profile. However, it implies that the ship with such
a kind of hulls would generally induce much larger drag. It is also seen from Fig.
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Figure 5.2: Magnitude and phase of 1(1) as a function of the slope.
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5.2 that the phase of the lee waves approaches a constant (zero in this case) as the
slope increases.
In a numerical study of ship stern waves, Haussling (1980) compared results from

the fully nonlinear potential theory and a linear flat ship theory and found that the

nonlinear effects are negligible for most practical purposes when draft-based Froude
numbers F — -7= are greater than 3. For F — 3 and a curved hull discussed in his
\/9d

paper:
' -sin(^r), -^<.x<0,
(5.58)

fix) =
1,

X <

p2 ,

his numerical result for the stern wave amplitude is 1.3d, which is in reasonable
agreement with our result l.ld. We also compared the total pressure (which is the
sum of hydrostatic and hydrodynamic pressures) distribution on the hull with his
results (Fig. 5.3). As expected, the agreement is good in the far field (x < -7)
but poor in the near field, where the linearization is believed to be inappropriate
and a nonlinear analysis is necessary. The hydrodynamic pressure was found to be
negative, which results in a "sinkage" force discussed in Tuck (1966).
The most fascinating question associated with the stern flows is the possible
existence of a ship that experiences no drag. Using a numerical model, Tuck and
Vanden-Broeck (1984) tried to eliminate the stern waves by manually adjusting some
parameters associated with the stern geometry. An inverse approach was adopted
by Madurasinghe and and Tuck (1986) in which the waveless nature of the nonlinear solution was specified a priori and some parameters associated with the stern
geometry were sought as part of the solution. It is worth noting that the validity
of this inverse approach is based on the existence of a nonlinear wave-free solution
which hasn't been rigorously proved so far. Farrow and Tuck (1995) re-examined

the previously found waveless solutions for two kinds of flow configurations, namely
"smooth detachment" and "stagnant detachment" and cast some doubt on the ex-

105

Ch.5 A flat ship theory

o

o

0.8
current analytical solution
O

Haussling's numerical solution
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Figure 5.3: Comparison of the pressure distribution on a curved hull between Haussling's (1980) numerical solution and current analytical solution for F = 3.
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istence of waveless solutions for the stagnant detachment case. A detailed review
on this issue can be found in Tuck (1991). Here, with the analytical solution in
hand, we tackle this interesting problem in a more direct manner, and rigorously
prove within the scope of the linear theory that there exist infinitely many sterns
that generate no waves.
With the current analytical solution, the problem is now reduced to solving an
integral equation 1(1) = 0, subject to the boundary conditions /(0) = 0, f(x) —*
l,f'(x), f"(x)... —> 0 as x —• —oo, which is ill-posed as the solution is not unique.

hull with vanishingly small slope is obviously a trivial solution since we have shown

that the amplitude diminishes as 7 —• 0 (cf. Fig. 5.2; this can also be proved strict

with the results in Appendix B). Of course, such a hull shape is unrealistic since th

real hull is of finite length. But we can propose a more meaningful problem, i.e., to
solve
7(1) = 0 (5.59)

subject to the conditions /(0) = 0, and f(x) = 1 for x < —a where a is a pre-assigned
value. This amounts to finding the optimal shape between —a < x < 0 with the
hull being flat in x < —a. The optimal shape computed in this way will depend
on the parameter a, which is in turn determined by some restrictions in the design
of a ship hull. Obviously, there are infinitely many solutions to (5.59) (a family
of optimal sterns in terms of trigonometric functions has been reported in Schmidt
(1981)). But all these solutions share a common character that the resulting optimal
shapes of sterns cannot be a monotonic function of x (i.e., f'(x) must change its
sign in the interval [-a,0]). This is due to the fact that the function M_(£) > 0
for £ > 0 (Fig. 5.4) and thus the imaginary part of 1(1) cannot be equal to zero if
f'(x) > 0 (or < 0) for any x € [—a,0]. This interesting character of optimal sterns
was also numerically observed by Tuck (private communication). Here we have given
a theoretical justification for his conclusion based on numerical observations.
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As an example, we provide a simplest form for optimal stern in terms of a cubic
polynomial function, i.e.,
f(x) = -aix3 + a2x2 - azx, - a < x < 0, (5.60)
where

a\ =

-2h MQ - 2I2 + 2aIQM0
^
,

.. .1 ,
(5.61)

a2

=

3/ 2 M 0 + 6/0/i ~ 3a 2 / 0 M 0
^
,

,_ ...
(5.62)

a3

=

6/0/i - 12/j2 - 6a/ 2 M 0 + 6a2I1M0
:
^
,

._ _Q,
(5.63)

A

=

a[(3/ 2 -a 2 /o)(2/o-aMo)-(2/i-a/o)(6/ 1 -2a 2 M 0 )],

(5.64)

with Mo = M_(a), and Ik (k = 1,2,3) being the kth moment of the function M_

/*= /VM_(0d£

(5.65)

7o
This type of optimal sterns are depicted in Fig. 5.5 for different values of a. Other
types of optimal sterns can also be readily calculated with the currentflatship
model. The optimal shape obtained in this way may serve as a usefulfirstguide in
engineering designs.

5.4 Conclusions

A flat ship theory is used to study ship stern and bow flows. The linear p
is solved analytically by means of the Wiener-Hopf technique. Starting from a
general transient problem, a steady state is shown to be attainable and the radiation
conditions for the steady problem are also derived. The steady problem is then solved
in detail. Good agreement between the current analytical and previous numerical
solutions is observed in the far field. The problem of optimizing the sterns is also
discussed.

Chapter 6
Resonant and non-resonant flows
over a step
6.1 Introduction
In their study of transcritical flow over compact topography (i.e., with the lengthscale of the topographic variation being comparable to thefluiddepth), Djordjevic
and Redekopp (1992) classified bottom topographies into three categories:

(i) a bump of elevation or depression with a non-zero but finite net volume displaced
by it (which shall be referred to as an "isolated b u m p " in this chapter);

(ii) a step with an asymptotic depth change between far upstream and downstream;

(iii) a bump with zero net volumetric displacement (which shall be referred to as a
"wavy bed" in Chapter 7).

They demonstrated the somewhat different responses of the transcritical flow over
these tree types of topographies. But as will be shown in the following two chapters,
some of their results are qualitatively wrong.
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The topographies studied so far (cf. Part I) largely fall into thefirstcategory in
which there is no asymptotic change in depth between far upstream and downstream

(i.e., an "isolated bump"). In this chapter, we study free-surface flow over a step
with both resonant and non-resonant cases being considered. In the next chapter,
flow over a wavy bed will be examined with an emphasis on the near-resonant case.
For an isolated bump, it can be proved from Stoker's (1958) linear transient

theory that for a steady streaming (or equivalently, a steadily moving topography),

a steady state eventually emerges from transient states and the transient motion d
out at far upstream and thus the conditions there are the same as the undisturbed
ones. With a horizontal momentum argument, Benjamin (1970) later found the
"upstream influence" for the subcritical case, which is of the second order in a
perturbation expansion. This has been confirmed in Chapter 3 with a perturbation
expansion up to the second order.
In this chapter, we study flow over a "step" geometry. This problem has some

applications in hydraulic and coastal engineering (e.g., it can be regarded as a si

model for flow over a continental shelf) and also is expected to provide a qualitat

description of the flow caused by a long body moving close to the sea bed (King and

Bloor 1987). We prove that the upstream influence in this case appears at the first

order in the subcritical case. As a result, the far upstream condition in a steady-

model (the so-called radiation condition) is different from the conventional one. O
the other hand, there is no upstream influence for the supercritical case.
It is well known that linear models break down when the Froude number F is
close to unity, where a resonance takes place. For a moving pressure distribution,
Akylas (1984) showed, with a matched asymptotic analysis, that the large-time
motion is governed by a forced Korteweg-de Vries (fKdV) equation, the numerical

solution of which reveals the generation of a series of solitons in front of the m
pressure. This has been later confirmed by a number of authors. Cole (1985)
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applied Akylas' method to a moving b u m p on the bottom and found qualitatively
the same results. Wu (1987) and Lee et al. (1989) studied the bump case both
theoretically and experimentally with a generalized long-wave equation derived by
Wu (1981). Grimshaw and Smyth (1986) studied the resonant stratified flows over
an isolated bump. Shen (1991) examined critical flows in a channel with arbitrary

cross section but with localized forcing. Experimental results by Huang et al. (1982)
and Sun (1985) qualitatively confirmed the previous theoretical findings. A common

feature in this resonant regime is the unsteadiness of the resulting motion generated
by a steadily moving disturbance, regardless of the net volume displaced by the
disturbance (i.e. either a positive or negative forcing). Although a number of timeindependent solutions to the fKdV equation has been artificially constructed (Wu
1987; Camassa and Wu 1991; Djordjevic and Redekopp 1992), they were shown to
be unstable.
In this chapter, we shall show that the resonant flow over a step topography is
governed by an fKdV equation with the forcing term being proportional to the delta
function. Although it is mathematically similar to the "isolated bump" case, the re-

sulting physics is quite different. In particular, a sharp contrast is revealed betw
the system's responses to a positive and negative forcing, which respectively corre-

spond to a "step up" and "step down". For the case of a positive forcing, the induced

motion is qualitatively similar to the previous findings; a series of solitons march
upstream in procession. On the other hand, a nonlinear steady state eventually
emerges from transient states for a negative-forcing case, and a nonlinear stability

analysis shows that the resulting steady state is likely to be stable. By solving the
time-independent fKdV equation, the steady-state solution, found analytically, indicates an inevitable upstream influence for Froude numbers less than one, which
is confirmed by the numerical solutions. The upstream influence is realized via a

train of transient nonlinear long waves which is a counterpart of the linear transien
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waves found in the non-resonant subcritical range.

6.2 Non-resonant linear theory
We consider a layer of fluid with a free surface flows over a localized topography
an otherwiseflatbottom. T h e fluid is assumed to be inviscid, incompressible, and
the motion irrotational. W e further assume that there exists an asymptotic change
( c ^ 0) between downstream and upstream depths (i.e., a "step" topography) (Fig.
6.1). Before t = 0, the fluid and the "step" are in quiescence and at t — 0 + the
step starts to m o v e steadily at a constant speed U (or alternatively, a uniform flow
is coming from far upstream towards a stationary step). A reference frame xoy is
chosen to be moving with the step, with the x-axis pointing to the opposite direction
to the step's motion, y-axis pointing upwards, and the origin being located on the
undisturbed free surface. All variables are m a d e dimensionless by reference to the
length scale h (the undisturbed depth upstream) and velocity scale \fg~h (with g
being the gravitational acceleration). It should be emphasized here that h is not
necessarily the upstream depth corresponding to a steady state (if it exists), as will
become clear in the following discussions. T h e non-dimensionalized initial-boundary
value problem n o w reads:

$ra + <&yy — 0, in the fluid region, (6.1)
$y

*y = Ht + (*X + F)HX

=

-d(x)(F

+ $x),y = -d(x)=

-l + eD(x),

y = H(x,t),

$x, <I>y -> 0, \x\ -> oo,
*|y=o = $t\y=o = H = 0,t = 0,

(6.2)

(6.3)

(6.4)
(6.5)
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y=H(x,t)
Undisturbed
free surface

y=-d(x)=-l+£D(x)

.1
eC

T
Figure 6.1: A definition sketch.
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where $ is the velocity potential, subscripts denote partial differentiation, y =
H(x,t) is the instantaneous position of the free surface, y = —d(x) represents
the bottom, e is a dimensionless quantity characterizing the small depth change
c/h = cC, with C = D(+oo), D(-oo) = 0, D(x) = 0(1), and F = U/sfgli is the
Froude number, which characterizes the nature of the induced motion. C > 0(< 0)
corresponds respectively to a step up (down) or positive (negative) forcing.
It is well known that for F — 1 = 0(1) as e —> 0, the non-resonant problem can
be solved with a perturbation expansion in e:

$ = e0 + O(e2), (6.6)
H = eri + 0(e2), (6.7)

with which the first-order problem reads:

0.TX + (fiyy — 0, in the fluid region, (6.8)
<f>y = FD'(x), y=-l, (6.9)

0

=

(j)y + (j>tt + 2F(j)xt +''Fxxl(j)
V = 0,

(6.10)

V = -F(j)x - (j>t

(j)x,(f)y^ 0, |.x| -»• oo,

(6.11)

4,=o = 04=0 = ?? = 0, t = 0. (6.12)

The solution of (6.8)-(6.12) can be obtained via a Fourier transform as:

V(x,t)

= -^L f+0° *{K)ae±" e^x (l - ^-e~^ - jJV*-') dK, (6.13)
y/2^J-oo F2K-tam\K

\

2KF

2KF

J

'

v

'

where u± = FK ± \/K tanh K and D'(K) is the Fourier transform of the derivative

D'(x). It can be verified that r\ —> 0, as |ar| —> oo for any finite t. The large time

solution is crucially dependent on the poles of the first factor of the integrand. For
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the subcritical case F < 1, there are three poles at K — 0,±«o, where «o is
wavenumber of the progressive wave with phase velocity U:

F2KO

= tanh«0- (6-14)

The path of integration is now indented with semi-circles of vanishingly s

radius placed below the three poles K = 0, ±«o so that the total contribut
these three semi-circles is zero. The indented path T~ looks like:
-«o 0 K0
»

LJ

»

o

"

o

*

With the path of integration being properly defined, we then split the sol
two parts:
/? = Vs + V\ (6.15)
_U*_ r D'(K)sechK iK
Vs =
y/2^Jr-F2K-tanhKe ^ (6-16j
iF2 f D'(K)sechK
2

V^Jr- F

rf =
K-tanh

iKX

u-e-*'** + u+e-**-*

K ' 2KF '

[ }

where 77s represents a time-independent state, if represents the transient

which diminishes as t —> 00 in the classical case for an isolated bump (Sto
In the present case, we can similarly show, using the method of stationary

that as t —* 00, the contributions to 77* from the straightline part and th

circles centered at K = ±«o of T~ vanish like £". To examine the asymptoti

of the integral in (6.17) along the semi-circle centered at K = 0, we expa
small K as:
K3

U± = (F±1)KTJ

+ 0(K5).

(6.18)

It is seen that for F < 1, Im{uj+} < 0, Im{uj_} > 0 on the semi-circle. The

the first term in rf (the one proportional to exp(—iui+t)) vanishes as t —
similar argument as before but not the second term since its exponent has

real part on the semi-circle. The large time asymptotic form of this term,
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represents the leading contribution from 77', is found by Cauchy's residue theorem
as:

\[2~K h- F2K - tanh K 2KF
I¥

D'(0)F
+

iF2

r

/>(*)sech K

2

U+

*«_,_,),
e

H'-l^F -7^LoF K-tanhK'2K-F

^

,filQ,
(6J9)

where the path r+0 curves around K = 0 from above. The second term can be shown
to vanish as t —»• 00 and therefore we obtain the steady-state solution:

„ = ,. + v/f.fif. (6,0)
The second term represents a change in the mean free-surface level and is zero for

an isolated bump since D'(K) = IKD(K) and D(0) is finite. But if there is a chan
in depth, D'(0) = -€= ^ 0. Since 77s —> 0 as x —»• —00, the second term also
represents an upstream influence which is positive or negative depending on the
sign of C. Unlike the isolated bump case, the upstream influence in this extreme

case appears at the first order and thus should be taken into consideration in a l
model. A closely related problem is the choice of radiation condition in a steadystate problem. Strictly speaking, only through a transient model can a radiation
condition be justified. The correct radiation condition for a topography with an
asymptotic depth change should be:
77 —> 770, as x —> —00, (6-21)

where 770 = 2n-F)

an<

^ F < 1.

Since the upstream depth in the steady state remains a constant, one can take

the final steady-state upstream depth instead of the undisturbed depth as the lengt
scale, as King and Bloor (1987) did. In that case, the upstream influence is auto-

matically accounted for in the first-order problem. But it should be noted that the

upstream influence will still appear in the second-order problem through the Froude
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number because the Froude number n o w must be based on the upstream depth in
the steady state, which varies with e.
The upstream influence actually alters the "effective Froude number" which is
based on the steady-state upstream depth, and in the case of a step down (i.e.,
C < 0), the effective Froude number is larger than F and therefore the upstream
condition could become "critical" in terms of the effective Froude number. In the
next section, we shall demonstrate that even in the resonant regime F«l,a steady
state is still attainable for C < 0.
The upstream influence is realized by a train of transient waves with a leading
long wave envelope in the front ("forward surge" as called by Benjamin 1970). To
see this, let x = mt with m < 0. The exponent in (6.19) then becomes E-(K,I) =
it(mK — o>_) = itf-(K). The stationary points of /_(«;) are given by UJ'_(K) = m.

Therefore /_(«) has a stationary point if F — 1 < m < 0 and in this case the second

term in (6.19) decays like t~* for large t. From (6.19) we can see that in addition

the oscillatory wave motion, there is also a change of mean free-surface level afte

the passage of the transient waves which are led by a long wave envelope (traveling
with the speed F — 1). In front of this long wave envelope the motion decays like

t~l. It is then easy to understand that for the supercritical case F > 1 there is n
such upstream influence since no (linear) waves can propagate upstream at a speed
greater than the long-wave speed and thus the energy can no longer be radiated
upstream.
In summary, the steady-state solution in the far field is:
CF

V

2(1-F)'

x —> —oo,
(6.22)
2

i

WZF) + Ff-^?MD\Ko)e ^}, x -> +oo,
for F < 1 and:
0,

x —> -oo,

;p5-[, X^+OO,
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for F > 1. The results are basically consistent with King and Bloor's (1987).
It is interesting to note that while the upstream influence becomes unbounded as
F —> 1~, the mean height of the downstream free surface approaches j as F —> 1".
Finally, we note in passing a result which will be used in the next section. With
an asymptotic analysis one can prove that the steady-state free-surface elevation
approaches a constant algebraically (like const. + 0(.r-1)) as x —> -oo for F < 1.
With a more careful analysis, it is shown in Appendix C that it decays exponentially
as x —> —oo for F > 1.

6.3 Resonant case
6.3.1 The forced Korteweg-de Vries equation
In the vicinity of F = 1, the response predicted by the linear model becomes unbounded at large time. Using a matched asymptotic analysis (cf. Akylas 1984), one
can show that the small time linear solution can be matched to that from a weakly
nonlinear theory (with the nonlinearity and dispersion effects being assumed to be
3

weak and of the same order) at a time scale proportional to e"4. Upon introducing
the following rescaled variables:
T = A, X = €4x, $ = €*<£, H = ^Y,

(6.24)

and rewriting the governing equations (6.1)-(6.5) in terms of these "slow" variables
and slightly detuning the Froude number off the exact linear resonance as F =
1 + e^Q, (with Q = 0(1)), one can derive the forced K d V equation:
YT ~ lYYx
2

+ QYX - l-Yxxx =
6
2

l

-C8(X),

(6.25)

subject to the boundary and initial conditions:
Y,Yx,Yxx^O,

as Izl-oo,

(6.26)
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Y(X,0) = 0.

(6.27)

Equation (6.25) is identical to Djordjevic and Redekopp's (1992) result derived in
a different way. T h e only difference between this f K d V equation and that for an
isolated b u m p is the forcing term, which in the present case is proportional to
the depth change and the delta function. C > 0 (< 0) corresponds to a positive
(negative) forcing. A mass conservation law for this equation is:

/—oo

YdX

= ^—.

(6.28)

2

Therefore unlike the case of an isolated b u m p where the total mass does not change
with time, the total mass is either increasing (C > 0) or decreasing (C < 0) with time
for the problem under consideration. If w e postulate that at the downstream side
of the disturbance the mass is always decreasing due to the ever prolonging region
of depression of the free surface and a train of weakly dispersive waves oscillating
around the undisturbed level (cf. Figs. 6.2 and 6.3), we can deduce that for a positive
forcing C > 0, the mass in front of the step must be increasing in order to render an
increasing total mass; a series of solitons is therefore expected to appear upstream.
O n the other hand, for a negative forcing C < 0 (corresponding to a step down),
the upstream mass doesn't need to be increasing since the total mass decreases
with time. As a matter of fact, we shall show that the upstream mass is always
non-increasing and no solitons are emitted upstream.

6.3.2 Numerical method and results
W e adopt a simple numerical method to solve the f K d V equation (6.25). This
method is similar to that used by Johnson (1972). W e use a central difference for
the spatial derivatives and fourth-order Runge-Kutta method to inarch with time.
Similar to Akylas (1984), the j u m p condition across X = 0:
YXx\x=o+ ~ Yxx\x=o-

= -30,

(6.29)
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is replaced by a finite difference. As is common for explicit finite-difference sche
smoothing or numerical damping must be used to suppress the unphysical highfrequency oscillations. The simple numerical damping scheme proposed by If et al.
(1987) does not work primarily due to the jump condition (6.29), but we shall show
later that it works for a homogeneous evolution equation. Here we apply at a grid
point j a five-point smoothing formula used by Longuet-Higgins and Cokelet (1976):
Yj = r^(-Yj-2 + AYj~l + 10Yj + AYj+1 - Yj+2), (6.30)
16
which is applied to all grid points except for the last two points far upstream and
downstream. This smoothing formula was shown to conserve the total mass quite
well (within 5%) but the energy loss in the worst case can be as large as 10%.
Figs. 6.2 and 6.3 show the evolution of the free surface for both positive and
negative forcings and for different values of the detuning factor Cl. It should be
noted that in these figures, the scale of the vertical axis has been exaggerated.

For a positive forcing, the solution is qualitatively similar to that for an isolate
bump; a series of solitons is found to advance upstream with an ever prolonging
region of depression of the free surface and a train of weakly nonlinear and weakly
dispersive waves being shed towards the downstream region. On the other hand,
a very interesting result is that steady states are always reached when the flow is

negatively forced. It is found that there is no upstream influence for the critical

0) and supercritical cases (fl > 0) and there is an upstream advancing long wave for
the subcritical cases ft < 0, although the propagating speed is indeed very small.
This can be seen from Fig. 6.3 for different fi values. Note that for the case Cl =
the resonant solution seems to have merged with the non-resonant subcritical case,

i.e., with a train of lee waves developed downstream of the disturbance, and a train
of transient long waves propagating upstream.
The existence of a steady-state solution for the case of negative forcings can also
be explained qualitatively with Smyth's (1987) modulation theory (private commu-
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(a)

Figure 6.2: Evolution of the free surface for a positive forcing 0 = 1. T h e time
intervals between neighboring curves are respectively AT = 1.5,1.5,1.5,1.5,2.5 in
(a-e). (a) ft = -1; (b) 0 = -0.5; (c) ft = 0; (d) ft = 0.5; (e) 0 = 1.
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Figure 6.2: (b-c) See Fig. 6.2(a) for caption.

Ch.6 Flow over a step

124

20
18
16
14
12
10

8
6
4
2

-40

-30

-20

-10

10

20

30

40

(d)
35

30

25

20

15

10

-40

-30

-20

-10

10

20

30

(e)
Figure 6.2: (d-e) See Fig. 6.2(a) for caption.
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(a)

Figure 6.3: Evolution of the free surface for a negative forcing 0 = - 1 . T h e time
interval between neighboring curves is AT = 2. (a) ft = -1; (b) ft = —0.5; (c)
ft = 0; (d) ft = 0.5; (e) ft = 1.
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(b)

(c)
Figure 6.3: (b-c) See. Fig. 6.3(a) for caption.
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(d)

-40

(e)
Figure 6.3: (d-e) See Fig. 6.3(a) for caption.
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nication). It can be shown that the depth fall is equivalent to a decrease in the
detuning factor ft (and therefore the Froude number) and according to Smyth, a
"steady state" (with a constant elevation trailing an expansion fan of cnoidal waves)
can be reached if the Froude number is smaller than a critical value in the subcritical
range. But this cannot explain the fact that in the present case there is no such
expansion fan of cnoidal waves as in the case of an isolated b u m p . Furthermore,
according to his theory, the shift in the Froude number is proportional to C and as
\C\ i 0, the soliton-type solution is expected to re-appear. But our numerical evidence indicates otherwise; as \C\ j 0, the solution is qualitatively the same as that
shown in Fig. 6.3 with a diminishing gap between upstream and downstream freesurface levels, which is consistent with the mass conservation law (6.28). In other
words, steady-state solutions can always be reached for arbitrary negative forcings
O < 0. T h e steady-state solution to the nonlinear transient f K d V equation found
here is of great significance as it is the only one found so far which is physically
realistic in the resonant regime.

6.3.3 Steady-state solution for negative forcings C < 0
In this subsection, the steady-state solution for O < 0 is to be found analytically
and compared with the numerical solution. T h e steady state is governed by the
time-independent f K d V equation:

fa - MY! + l-Yt" = ~6(X), (6.31)
subject to appropriate boundary conditions which depend on the value of ft. It is
noteworthy that the parameter O can be explicitly eliminated from Equation (6.31)
via the following mappings:

X = \C\~1/4X*, Ys = \C\1/2Y*, (6.32)
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with which (6.31) becomes:
3 dV
3 K
2 dX* ""MX* ' 6dX* o 2 TiTT ~

dY* ld 3 F* 1
fil
TFI + fiJTi " o ^ A )'

(6-33)

withftt= ftlOl"1/2.
• ft >0
We impose the far-field boundary conditions as:
Ys, Y's, Y? -> 0, as X — -oo; (6.34)
Y, -> -|0|1/2a, y/, ys" -• 0, as X -> +oo, (6.35)
where a is a constant and can be found by integrating (6.31) once from X =
—oo to X = +oo:
jAQj + 6 - 2ftx
a = ^—l—
-.

(6.36)

Upon solving equation (6.31) respectively in X < 0 and X > 0 and invoking
two continuity conditions across X = 0, we obtain the solution:
f -2ftcosech2 f^X + k) , X < 0,
V 2
J
Ys={
~
2
2
1
{ \C\V [-a + ^sech (a|0| /4X + b)], X > 0,
where

(6.37)

0=^/4n? + 6, a=^, & = -¥•£&(>-")>
6 = sech^y^t", ik = -cosech-1^/^. (6.38)
Note that y" is discontinuous at X = 0 and the solution approaches constant

values exponentially both upstream and downstream, which is consistent with
the non-resonant supercritical case (cf. Appendix C).
• ft = 0
This case has been solved by Djordjevic and Redekopp (1992) with some obvi-

ous errors in their results (the first derivative was not continuous at the
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in their solution). With the boundary conditions being the same as in the
previous case, we obtain:

2
Ys=\-\c^{k-^\c\^xy ,

x<o,

\ -|Op/2[a + 3asech2(a|0|1/4X + 6)],

{es9)

X > 0,

where
a = ^—, a = -s/a, b = sech-1(l/3), k = a " i
o
z

(6.40)

Note that the solution decays algebraically upstream but approaches a nonzero constant exponentially downstream.
•

ft<0
In this case, we can no longer demand that there is no upstream influence
(Ys —> 0 as X —> — oo). Instead, the appropriate boundary conditions are:

Y, -» -|Op/27, Y'SX' - 0, as X -» -oo; (6.41)
Ys -> -\C\1/2a, y/, Ys" -> 0, as X -• +oo,

(6.42)

where 7 and a are two constants which are related by
\/(2^i + 3 7 ) 2 + 6 - 2ftx
a =

.

(6.43)

Obviously an extra condition is needed to determine 7. W e solve the equation
for X < 0 and X > 0 respectively.

(a) X < 0
Integrating (6.31) twice gives:
u' = «^/3(2ft + 37|0| 1 /2- w ),

(6.44)

where u = Ys + \C\^2-y | 0, as X -• -00. If 2ft + 3y\C\^2 ^ 0, Ys
approaches — \C\1'2^ exponentially upstream. But we know that in both
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the non-resonant subcritical case and the critical case ft = 0, the solutions
approach constant values algebraically upstream. Therefore a sensible
hypothesis is that the solution for the present resonant subcritical case
(ft < 0) approaches a constant algebraically upstream as well. Hence,

7

= -|n|C|- 1 /« = - | n 1 I

(6.45)

which confirms that there is no upstream influence at the critical case ft =
0. It is seen that the upstream influence is proportional to the detuning
factor ft, and one can actually define two threshold Froude numbers F\
and F2 such that 0 < F < F\, Fx < F < F2, and F > F2 correspond
respectively to the subcritical, transcritical, and supercriticalflows,in the
sense that the upstream or downstream height (cf. eqs. (6.22)-(6.23)) is
continuous across these two Froude numbers. Consequently, the steadystate solution could vary "smoothly" from one region into another, as if
the resonance never took place.
T h e upstream solution n o w reads:
-21

y, = \c\^

2

-7

(* - ^|Cf/'x)

(6.46)

which indeed varies algebraically as X —> — oo.

(b) X > 0
T h e solution can be found in a similar fashion as in the cases ft > 0 as:
Ya = \C\1/2[-a + v/6sech2(a|0|1/4X + &)].

(6.47)

Matching the two solutions at X = 0 yields thefinalsolution:

\C\1/2

->y-(k-£\c\v*xy

X<0,

y,

(6.48)
|C|

1/2

[-a +

/
v

2

1 4

6sech (a|0| / X + b)], X > 0,
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1.5

0.5 -

-0.5

-1.5

(a)

Figure 6.4: Comparison of the analytical steady-state solutions (solid line) and
numerical large-time solutions for 0 = -1. (a) ft = -0.5, T = 30 (plus signs),
T = 40 (dash-dotted line), T = 75 (dash line), T = 150 (dotted line).

133

Ch.6 Flow over a step

>-0.2

(b)

Figure 6.4: Comparison of the analytical steady-state solutions (solid line) and

numerical large-time solutions for C = — 1. (b) ft = 0, T - 15 (dash-dotted line),
T = 24 (dotted line), T = 30 (dash line).
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Figure 6.4: Comparison of the analytical steady-state solutions (solid line) and
numerical large-time solutions for 0 = -1. (c) ft = 0.5, T - 10 (dash-dotted line),
T = 15 (dotted line), T = 20 (dash line).
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where
-7 = -^ft, a =

v/5 2ni

"

a =

^ ^

Co = - 7 + 2 % ( a + n i ) ,fe= s e c h - 1 ^ , f c = ( - 7 - e o ) - i

(6.49)

It can be verified that as ft —+ 0~, the critical solution is recovered.
The comparison of the steady-state solutions obtained above and from the numerical method presented in §6.3.2 (strictly speaking, the numerical solutions are
only "quasi-steady") is shown in Fig. 6.4. T h e asymptotic agreement is very good.
In particular, w e can see an upstream advancing transient long wave for the subcritical case, although its propagating speed is very small indeed due to the closeness
to the critical condition; about 10 minutes C P U time was spent on a V P 2 2 0 0 supercomputer to obtain the transient solution closest to the steady-state solution.
This transient wave is a nonlinear counterpart of the linear wave discovered in the
non-resonant subcritical case. Fig. 6.4a also supports the hypothesis m a d e in the
process of finding 7 in (a).
The change in the free-surface level between upstream and downstream can also
be calculated with an exact theory (cf. King and Bloor 1987). With reference to Fig.
6.5, w e can obtain a cubic equation for the downstream depth h2 via the continuity
equation and the energy conservation as:

^2 - hi (Y

+ HI + e|c|

)

+

T/7' = °'

(6 50)

-

where hi can be found from (6.37), (6.39) and (6.48). Note that w e could have set
hi = 1 as King and Bloor (1987) did; w e didn't do this in order to facilitate the
following comparison. After h2 is found, the change in the free-surface level is given

by:
A = h2 - hi - e\C\.

(6.51)

Shown in Fig. 6.6 is the comparison of the changes in the free-surface level calculated
from the f K d V theory and the exact theory for different values of fti and the step
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Figure 6.5: Steady transcritical flow for 0 < 0.
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Figure 6.6: Comparison of the change in the free-surface level computed from the
fKdV theory (dotted lines) and the exact theory (solid lines).
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height e|0|. As expected, the agreement is better for a smaller step height. In the
subcritical range ftx < 0, the f K d V theory predicts a constant value for A while in
the exact theory A still varies with the detuning factor ftj.

6.3.4 Stability of the steady-state solution
Time-independent solutions to the f K d V equation have also been found before for
the isolated b u m p case but they were shown to be generally unstable ( W u 1987;
Camassa and W u 1991; G o n g and Shen 1994). Therefore it is natural to ask whether
the present steady-state solutions are stable or not.
Suppose that a disturbance Co(X) is introduced at T = 0 to the steady-state
solution YS(X) found in the previous subsection. The subsequent evolution of the
disturbance is denoted as ((X, T) and is governed by a nonlinear evolution equation:

Cr + V(x -

3

2(YsOx

- |CCx - ICxxx = 0, (6.52)
C - 0, |X| -• oo; C(X, 0) = Co(X),

(6.53)

and the free-surface elevation is given by Y — Ys + (.
Since even the linearized version of (6.52) is very difficult to solve analytically
( W u 1987; Camassa and W u 1991), we followed W u (1987) and solved this equation
numerically for two cases: (i) (o = 0, i.e. there is no initial disturbance; and (ii)
(o = — Ya(X), i.e. initially thefluidis motionless. W u (1987) showed that his steadystate solution was unstable under the second kind of disturbances.
A numerical method similar to that presented in §6.3.2 was employed to solve
(6.52)-(6.53). But since the governing equation (6.52) is now homogeneous, w e adopt
a numerical damping scheme proposed by If et al. (1987) instead of the smoothing
scheme. T h e numerical damping scheme adds to the governing equation a damping
term which introduces smooth loss at the far-field boundaries. This scheme was
found to conserve energy better than the smoothing scheme.
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Figure 6.7: (a) Evolution of the free surface for ft = 0 and for the disturbances
(o = 0. The time interval between neighboring curves is AT = 2.
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Figure 6.7: (b) Evolution of the free surface for ft = 0 and for the disturbances
(o = —YS(X). The time interval between neighboring curves is AT = 2.
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(i) £0 = o. Owing to the uniqueness of the solution to the fKdV equation (Wu
1987), the steady-state solution Ys is stable in this case (Fig. 6.7a).
(ii) £ 0 — —YS(X).

T h e evolution of the free-surface elevation is quite similar to

that in Fig. 6.3c; the steady state Ys is restored eventually (Fig. 6.7b). Similar
results were found for ft ^ 0. It is also seen that the unphysical oscillations
which appear in the initial stage are quickly d a m p e d out by the numerical
damping scheme. This result indicates that the steady-state solution Ys is
stable under this kind of disturbances, which is in clear contrast to the results
for the case of an isolated b u m p with negative forcing ( W u 1987). Since in
the very similar problem investigated by W u (1987), the physical instability
was apparent despite the numerical damping which was similar to the scheme
used here, w e suspect that the stability of our steady state is not merely a
consequence of numerical damping.
Although one cannot conclude that the steady state is stable just by a finite
number of tests with different disturbances, the tests completed so far strongly
suggest the stableness of the steady-state solution under other types of disturbances.

6.4 Conclusions
In this chapter, a linear theory and a weakly nonlinear theory are presented respectively for the non-resonant and resonant flows over a step topography. For the
non-resonant subcritical case, it is found that the so-called upstream influence appears at the first order. This upstream influence is also present for the resonant
subcritical case. In both cases, the upstream influence is realized by a train of
transient long waves propagating upstream.
In the resonant regime, it is shown that steady states are always reached if the
flow is negatively forced. That is to say, in the negative-forcing case, one will always
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observe steady responses for all Froude numbers, if a sufficient amount of time ha
elapsed. Since so far w e have not found any disturbance under which these steady
states become unstable, it seems reasonable to postulate the stability of these steady
states.

Chapter 7

Resonant transcritical flow over
wavy bed

7.1 Introduction
Flow over a wavy bed is an interesting problem in hydrodynamics and has some
applications in coastal and hydraulic engineering such as the formation of alongshore periodic sandbars near the coast and the formation and migration of dunes
in rivers. Numerous efforts have been m a d e to understand the theory underlying
those phenomena. L a m b (1932) gave an analytical solution for steady flows over a
sinusoidal bed extending to both far upstream and downstream. Kennedy (1963)
studied the instability of long-crested sand dunes under steady flow. T h e resonant
case found by L a m b (1932) was later studied by Mei (1969) with a modified Stokes
wave theory for a rigid sinusoidal bed, and steady states for the resonant case were
obtained. Zhu (1987, 1992) studied the near-resonant open-channel flows, either
with or without density stratification over a sinusoidal bed or side walls. Similar to
Mei (1969), he removed the resonance by taking nonlinear effects into consideration.
The numerical solution for the fully nonlinear steady problem, still for a wavy bed of
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infinite extent, was reported by Bontozoglou et al. (1991). Recently, the instabili
of the steady nonlinear solution of Mei (1969) and the possibility of chaos when
the current has a small oscillatory component were examined by S a m m a r c o et al.
(1994). Mizumura (1995) carefully checked the free-surface profile for open-channel
flows over a wavy bed or side walls. O n the other hand, m u c h less attention has been
paid to a wavy bed offiniteor semi-infinite extent. Djordjevic and Redekopp (1992)
studied transcritical, shallow-water flow over a "compact" topography (with the topographic variation having a scale comparable to thefluiddepth) and discussed as
a special case the flows over a bed with zero net volumetric displacement (which we
shall call a "wavy bed"). They showed that for this case, the leading-order problem
is governed by a nonlinear forced K d V (fKdV) equation and as a consequence, no
physically realistic steady state was found.
In this chapter, w e show that Djordjevic and Redekopp's results regarding a
wavy bed of finite (compact) extent are incorrect. A s a matter of fact, for a finiteextent bed, it is shown that the linear model is valid and a steady state exists even
within the resonant regime, with an "upstream influence". If the bed extends semiinfinitely to far downstream, the linear model breaks d o w n in the nearfield,where
the motion is governed by a series of forced K d V equations, which are matched to
the far-field linear solutions.

7.2 The linearized solution

The fluid is assumed to be inviscid and incompressible and the motion two-dimension
and irrotational. Initially the fluid system is motionless. A Cartesian coordinate
system xoy is adopted, with the origin being placed on the undisturbed free surface,
the a>axis pointing opposite to the direction of the bed motion, and the y-axis pointing vertically upwards. For the convenience of approaching the problem, the frame
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is moving with the bed at a constant speed U. The problem is equivalent to that
where the bed isfixedand a uniform current of speed U is coming from upstream.
It is assumed that initially thefluidfar upstream is of constant depth h. U p o n nondimensionalizing all variables with respect to the length scale h and velocity scale
yfgh with g being the gravitational acceleration, the governing differential system is

$xx + $yy = 0, in the fluid region, (7.1)
$y = ef'(x)(F + <S>x),y = -l + ef(x), (7.2)
$y

=

Ht + ($X +

F)HX
\y = H(x,t),

(7.3)

$ X ) $ t f ^ 0 , |z|-oo,

(7.4)

$\y=O = $t\y=O = H=0, t = 0, (7.5)

where 3> is the velocity potential, subscripts denote partial differentiation, e i
dimensionless quantity characterizing the small departure of the undulatory bottom
profile from aflatone, y = H(x, t) is the instantaneous position of the free surface,
and F = U/y/gh is the depth-based Froude number. It should be emphasized here
that h is not necessarily the upstream depth corresponding to a steady state (if
it exists), as will become clear in the following discussions. Also the boundary
condition at far downstream $x,$y —• 0, x —> + o o is not appropriate for a wavy
bed extending to far downstream and will be modified in §7.4. A linearized solution
is obtained with a perturbation expansion in e:
$ = e(p + 0(e2), H = er] + 0(e2), (7.6)

and is given by (cf. Cole 1985):
iF2 f+°° f'(K)sechK

^^-J^L

iKX(

v_

{ t

u+

iul_t\

F^-tanh/ V-2KFe

2K~F6

)^

^7)
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where i = V—T, CJ± = FK ± \/K tanh K and /'(«) is the Fourier transform of the

derivative f'(x). In the case of a semi-infinite wavy bed (cf. §7.4), where several
waves exist far downstream, the Fourier transform is understood in a more general
sense (Bracewell 1965; Titchmarsh 1948). It should be noted that the integral
in (7.7) is non-singular, although the individual terms can have poles. For the

subcritical case 0 < F < 1, hindsight indicates that the following discussions will
be simplified if we deform the path of integration in (7.7) to another one C~ in
the complex plane, with C~ being an indented real axis with two vanishingly small
semi-circles at K = ±K0, where K0 is the wavenumber of the progressive wave with
phase velocity U and is the positive real root of

F2KQ

= tanliKo- (7.8)

So the new path of integration looks like:
C~:

— KQ KQ
*

o

*

o

*

Note that the contribution from either of the two semi-circles is zero.

7.3 Wavy bed of finite extent
As stated at the beginning of Chapter 6, Djordjevic and Redekopp (1992) divided
bottom topographies into three categories: a step, a bottom of elevation or depression with non-zero net volumetric displacement, and a bottom with zero net
volumetric displacement. We refer to the last category as a "wavy bed", which is
characterized by:
/+oo

f(x)dx = 0, (7.9)
-oo
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i.e., the zeroth "moment" of the function f(x) is zero. We further assume
transformed function /(K) can be expanded at K = 0 as:

/(«) = a« + /3K2 + 0(K3), (7.10)

since /(0) = 0. The case of a = 0, i.e., with a vanishing first moment of
relatively simple; no "upstream influence" (cf. the following discussion) was found
for this case. So we shall focus on the case a ^ 0.
Djordjevic and Redekopp (1992) solved the resonant problem F ^ 1 for this type
of topography and showed that the leading-order solution is governed by a nonlinear
fKdV equation. However, the underlying assumption that a linear model fails in the
resonant regime and the estimated scales of the various quantities in a "nonlinear"
problem are incorrect. As a consequence, they obtained some erroneous results such
as the discontinuity of the outer solution near the origin. W e shall demonstrate here
that the linear theory is still valid even at F = 1 and hence a nonlinear theory is
unnecessary.
W efirstintuitively divide the free-surface elevation r) into two parts:

v = v' + v', (7-H)
V

s

F2

=

f

/(«)«sech«;

I
f(K)KSechK
e^K
Z2
Jc- FF KK —— tanh
tanh KK
, ^7r JcJc- FF22K —— tanh
tanh KK
y/2n7rJc-

(7.12)

2KF

where the path C~ has been defined in §7.2. For the non-resonant case F ^ 1, the
transient part rf vanishes at large time and ris represents the steady-state solution.
In this case, the asymptotic form of the steady-state solution is:
0, x — -oo,

V— {

(7-u)

«

{ -2V2^F2^^-oIm{f(Ko)e^x},
for 0 < F < 1, and 77 -+ 0 as \x\ -* 00 for F > 1.

x - +oo,
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For F = 1, K = 0 becomes a first-order pole in the integrals (7.12) and (7.13),
and C~ degenerates to:
0
P

0

P

In this case, we shall show that rf is bounded for all time and approaches a fini
value as t —• oo. With the method of stationary phase (cf. Stoker 1958), the

leading contribution in (7.13) for large time comes from the term proportional to
exp(—ioj~t), i.e.,

1 r ^A^sechK p^,)dK

(yi5)

V27T Jc- K — tanh K 2K

Since u~ = K3/6 + 0(K5) for \K\ < 1, the leading contribution is from K — 0:
3a

f

exp [« (KX - ft)] Swia 3ia r/„N ,
b n
rf
== /
^
— -dK =
S/2TTJC-

where
sin (£s - ^

K

—--—1(0,
y/2ir V2TT

7.16
'

/•+oo sin t s - T -

/(^) = 2 / —-^ ^ds, (7.17)

s
7o
with £ = x(t/2)~1/3. Note that the right-hand side of (7.16) is a real number, sinc
a = — -T= fj"^ xf(x)dx. It should also be emphasized that 1(0 is a non-singular
integral. Since

I'(0 = 2l°°cos (j - Zs) ds = **M-0, (7-18)
where Ai is the standard Airy function defined in Abramowitz and Stegun (1972),
we obtain:
1(0 = 1(1) + 2TT f Ai(-s)ds, (7.19)

from which one can clearly see that the free-surface profile is continuous acros
origin x = 0 (£ = 0) and an inner solution (cf. Djordjevic and Redekopp 1992) is
unnecessary. As t —» oo, £ —> 0 and
rf -»• -zav/27r, (7.20)
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which represents a change in the mean free-surface level. However, since the asym
totic form of 77s is:
(

Vs

0, x —• —00,
_
3iav27r, x —> +00,

(7.21)

the limiting form of 77* also represents an "upstream influence".
The upstream influence for the three types of topographies are now summarized
as follows. Benjamin (1970) demonstrated for a bump on the bottom (with either

zero or non-zero net volumetric displacement) and for the subcritical case that th

exists a second-order "upstream influence" carried away towards upstream by a trai

of transient waves led by a long wave envelop propagating upstream. For a step-lik
topography, it has been shown in Chapter 6 that an upstream influence exists at
the leading order for F < 1 (including the near-resonant case). Here we obtain a

remarkable result that a leading-order upstream influence appears exactly at F = 1

for a compact wavy bed. The implication of this will be elaborated in the followin
discussions.
From (7.16), we can see that the upstream influence is carried away towards
upstream by a transient wave envelop propagating with a very small speed. It
is known for a bump case that in the subcritical regime the upstream-advancing

"surge" (Benjamin 1970) travels at the long wave speed; here the long-wave envelop
propagates upstream with a velocity of 0(t~2^3) for large time. This is hardly
surprising if one notices that the incoming flow is critical with F = 1 which has
significantly blocked the upstream-advancing motion.
In summary, a steady-state solution is obtained for F = 1 as t —> 00, which has
an asymptotic form:
, -ia\f2n, x —> —00,
n-+{

(7.22)
2ia\/27r, x —> +00.

The total change in the free-surface level is 3ia\/2Tr.

It is seen from (7.14) and
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(7.22) that as F —»• 1~, the wavelength of the downstream lee waves becomes longe
and longer and finally the subcritical solution matches the "kink" solution at F
1. But an interesting phenomenon is the asymptotic behavior of the upstream

solution as F —> 1~. It is known (Benjamin 1970) that there exists a second-order

upstream influence for the non-resonant subcritical case. As F —> 1~, this second

order upstream influence approaches infinity. In view of our results, the blow-up
means that the upstream influence changes its order of magnitude from a secondorder quantity to a first-order, yet finite, quantity. Physically, this shift in
magnitude is a manifestation of the resonance. As F is increased further from 1,

the upstream influence decreases and will eventually disappear at a sufficiently
Froude number.
Now consider a special case of a sinusoidal bed
sinKx, 0<x<

2N
*
K

/(*) =

'

(7.23)

0, otherwise,
with N being the number of "sandbars" and K(> 0) being the wavenumber of the
bed wave. In this case, a = J^^2 and thus the steady response found in this
section becomes unbounded as N —• oo, i.e., with the wavy bed extending to the
far downstream. Resonance then takes place and this will be the subject of the

next section. Strictly speaking, the solution found in this section is only valid
"compact" wavy bed (Djordjevic and Redekopp 1992).

7.4

W a v y bed of semi-infinite extent

A typical wavy bed of semi-infinite extent can be represented by:
sinKx, x > 0,
(7.24)

f(x) =
0, x < 0,
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where K is the wavenumber of the sinusoidal bed profile. For this case, the boundary

condition at far downstream is somewhat undetermined. But since the steady-state
solution for an infinite wavy bed (Lamb 1932) indicates that standing waves of
the same length as that of the bed wave can exist over a wavy bed, a plausible
postulation for the boundary condition far downstream would be that only waves

of the same length as that of the bed wave can exist. The validity of this bound
condition of course needs to be further verified by experiments.
With this boundary condition imposed far downstream, the non-resonant lin-

ear solution can be obtained with a generalized Fourier transform (Bracewell 19
Titchmarsh 1948) and is similar to (7.7):
,(I,*) = _*£./ /•Msech* / _ u^_ ^ _ «t.e-^
V27T Jc- F2K - tanh K V 2KF 2KF J ' v '

d {7 25)

where C~ has been defined in §7.3. Apart from K = ±K0, we now have two more
simple poles at K = i:K because:
K
/'(«)

•K5(K
- K) V + K) + K8(K
V

/

2 V 2^L

'

'

2 H

(7.26)

'

*?-K2.

where 8 is the Dirac delta function, and we have utilized two integrals in the g
alized Fourier transform theory (Bracewell 1965):
f°° 1
/ sin xydx
Jo

= - (y / 0),
y

(7.27)

rOO

/ cosa:7/da: = irS(y),
(7.28)
Jo
which can be regarded as the limits of fo°° exp(-/.ix) exp(-ixy)dx as u. —> 0+.
singularity at K = ±K in the integral (7.25) is interpreted in the usual Cauchy-

Principle-Value sense. Upon utilizing the property of the delta function, one ca
readily show that:

n = -^f
n

SGChK

*—<!** (l - "-e~"+t+"+e~H d,, (7.29)

2TT y r - F 2 « - t a n h «

K2 - K 2

\

2KF

)

in which the path of integration T~ incorporates two semi-circles at K =
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—K

-K0

—ijj

*

O

K
*

LJ

K0
*

U/"

With Cauchy's residue theorem, the asymptotic form of 77 atfinitetime t is obtained
as:
0, x —> — 0 0 ,

V

F*KsechK_j { iKx (•, _ ^-(jQe-^+W+w+C^e-^-W^ 1
F2AT-tanhj
iifJm|e
^
2A'F
jj,X—>+00.

(7.30)

That is to say, there exist a standing wave and two progressive waves far

all of them have the same length as that of the bed wave as required by t
condition there. It is also seen that for F2 =

tan K

^ (< 1), resonance takes

Similar resonance at this Froude number for an infinite wavy bed has been

a number of authors (Mei 1969; Zhu 1987, 1992; Bontozoglou et al. 1991; S
et al. 1994). Our primary interest here is however on the other resonance

as t —*• oo, which cannot occur for an infinite wavy bed since there is n

the bottom and the long waves cannot be resonated. It should be noted tha
two resonances cannot occur simultaneously for K ^ 0.

At F — 1, the derivation of a nonlinear model closely follows that in Akyl
(1984) or Djordjevic and Redekopp (1992). It turns out that the scales of

"slow variables" are exactly the same as those for the case of a bump wit

vanishing net volumetric displacement. This is hardly surprising since th
volume displaced by the semi-infinite bed is no longer zero:

/ smKxdx^^^O.
0
A
Jo

(7.31)

In the resonant regime F = 1 + e2/3fi (with 0 being the detuning factor), we

introduce the following rescaled perturbation expansion (Djordjevic and R
1992):
H = e2/3Yi + eY2 + 0(e4/3). (7.32)
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As noted in Djordjevic and Redekopp (1992), the power of the expansion pr
in half of that of the leading-order term. Also the linear solution (7.30) is still valid
in the farfields(Akylas 1984) and will be matched by the nonlinear solution. The
equations for thefirsttwo terms in the asymptotic expansion (7.32) are:

YiT + nYiX-^YiYiX-±YiXXX = 2^'PQ, (7-33)
Y2T + QY2X-1(YIY2)X-\Y2XXX
z
o

= 0,

(7.34)

where X and T are the rescaled "slow" variables (Djordjevic and Redekopp 1992)
and 8' is the derivative of the delta function. A discontinuity is identified at the
origin X

— 0 and therefore an inner expansion is necessary as in the case of a

bump (Cole 1985). However, we shall not pursue the inner solution here. With
the matched asymptotic expansion method, the corresponding initial and boundary
conditions for (7.33) and (7.34) are:
Yi=Y2 = 0, at T = 0, (7.35)
Yh2 -• 0, as X -• -oo,
Yx _• 0, Y2 -> the linear solution in (7.30), as X -»• +oo.

(7.36)
(7.37)

Owing to the shift in the order of magnitude in the resonant regime, the
only appear in the second-order problem.
The numerical solutions for the equations similar to (7.33)-(7.37) have been
presented in a number of papers (e.g., Cole 1985; Akylas 1984; also cf. Chapter 6)
and thus will not be repeated here.

7.5 Conclusions
A study in this chapter reveals that for a "compact" wavy bed of finite
linear steady state will always be reached for any Froude number, the only remnant
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of the resonance being an "upstream influence". However, if the wavy bed
the far downstream, resonance can occur at two Froude numbers, near one of which
the resonance is similar to that for the case of a bump (Cole 1985). That is to say,
in the resonant regime of this resonance (i.e., transcritical range), weakly nonlinear
and dispersive long waves (such as solitons etc.) appear in the leading-order solution
with the linear waves over the wavy bed appearing only in the second-order problem.

Chapter 8
Concluding remarks and future
directions

In this dissertation, a number of free-surface flow problems has been considered. Our
main interest is o n the steady-state problem, with the transient solutions serving as
its theoretical justification. For the non-resonant case, the proofs on the existence of
a (linear) steady state for free-surface flow past a distribution of surface pressure, or
an isolated obstacle on an otherwiseflatbottom (with no asymptotic depth change),
or submerged stationary objects have been given previously (e.g., Stoker 1958). In
this dissertation, w e added the proofs for the cases of a surface-piercing object, a
step-like and a w a v y topographies. T h e difference between the radiation conditions
for the aforementioned cases is emphasized. W e cannot prove but can only postulate
the existence of a steady state for the fully nonlinear problem. A numerical model
was proposed to solve the fully nonlinear steady-state problem and the results were
compared with those obtained from a perturbation model.
For the resonant case, w e found a curious phenomenon that a steady state exists
for a step-like or wavy topography if the flow is properly forced. As a related
problem, w e also discussed the resonant interaction between a uniform current and
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an oscillating object and proposed a quasi-linear model to overcome the deficiency of

the linear model near the resonant frequency. The uniqueness and other theoretical
aspects of this problem have been studied by John (1949, 1950).
Several directions may be worthy of further pursuing. The evolution of bow
waves have long been a source of controversy. With our analytical method presented in Chapter 5, we can in principle study this challenging problem now. The

required effort is by no means trivial but it is believed to be well rewarding. Se

ondly, it would be nice if the attainability and stability of the nonlinear steady

found in Chapter 6 could be justified more rigorously. In order to achieve this go
the modulation theory proposed by Smyth (1987) or the Inverse Scattering Theory
(Zakharov and Shabat 1972) or its approximations (e.g., Camassa and Wu 1989)
might be resorted to.

Appendix A
Evaluation of an integral
In calculating the coefficients of the linear system derived from the Fourier transform
of the integral equation (4.15), we encounter an integral of the form:
/•oo 7 7 2 r g — T n z

Ir = T
Jo

dm,
m —

(A.l)

K

where K is a complex constant, r is a non-negative integer, and E.e{z} > 0. A
recursion formula for Ir can be easily obtained as:
(r-l)\
L
Ir = r
z

+ KIT-I,

r= 1,2,3,...

(A.2)

For r = 0, we can write Ir in terms of exponential integrals as:
•e~KZEi(KZ), if — KZ < 0;
(A-3)

Io={
e

KZ

EI(—KZ),

otherwise,

where Ei and Ei are the exponential integrals of thefirstorder defined in Abramowitz
and Stegun (1972). In the numerical computation, Ei was calculated using a truncated series expansion:
oo (_r\n

Ei(x) = -1-\nx-Y,~ZJ,

(A-4)

n=l

with the Euler's constant 7 = 0.57721..., and Ei was calculated using an IMSL
special function subroutine.
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Appendix B
Numerical evaluation of (5.55)
W efirstsimplify M _ ( £ ) and separate the singularity out as
2 r°°s m

H(u) 7T

'8

2TT

VT+ u

/

;l
»(« i)°(^) -(
+

du

sin v£ + 2TT

+

e+

s

5) (^)

V?
I - J - c o s ^ (B.l)

where C(x) and S,(x) are Fresnel integrals defined in Abramowitz and Stegun (1970),

H(u) = Jo iz^ (w > 0), and only the last term possesses a weak singularity (~ -n=)
at £ = 0. On account of this singularity, we obtain another restriction on the

function f(x), i.e., if f(x) ~ (—x)a as £ —> 0~, then a > | or a = 1. That is to s
the current model cannot handle an abrupt change at x — 0 (with a < 1).
The functions C(x) and S(x) were computed using truncated series expansions
(Abramowitz and Stegun 1970, pp. 301). For large arguments, the asymptotic forms
were used (pp. 322).
The function H(u) was computed using the following two truncated series expansions, depending on the value of the argument u:

H(u) = <
I

I l n v l n !±2£ _ v ° °
" 2n+1
m UiU
2
1-tt 2^n=0 (2n+l)2 '
lnUlU
2

u-l 4 + Z^n=0 (2n+l)2 >
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U
W

i

^ -

0 < 7/ < I
— U — l>

(B-2)
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In deriving the second expansion, the following integral was utilized (Gradshteyn
and Ryzhik 1965):
r°° In v

H

w2

^ = l T T ^ = -T

(a3)

For simple geometrical functions f(x), it is usually possible to reduce the double
integral in (5.55) to single integrals by exchanging the order of integration; otherwise
the double integral has to be evaluated. The non-singular and Cauchy principle value
integrals (occurred in the computation of the pressure distribution in Fig. 5.3) were
evaluated with two computer programs D Q A G and D Q A W C from Q U A D P A C K
(Piessens et al. 1983) which employ adaptive schemes.

Appendix C
Upstream asymptotic free-surface
profile for supercritical cases
For F > 1, the steady-state free-surface elevation is:
CF2

F2

" = W^T)+ ^1{X)'

(CJ)

where
"+°°
sech K
I(x) = y/to[ "
' ^ A
Im{D'(K)eiKX}dK.
z
Jo b K — tanh K

(C.2)

It should be noted that the integrand possesses no singularity. Since we are ma
interested in the the asymptotic form as x —»• — oo, we write:
<x x
\f2ir
sech(u/x)
\/2TT r+r+<
sech(u/x)
2
x Jo F u/x C0' r
r+°° sech K

T. s

1

F

2

-

i /o

~7o

/•

A /

_in, ,

- 3 ( ? t l ) K 2 +0(K4)

sin KxdK.

(C.3)

(x < 0)

(C.4)

From the known integrals (Gradshteyn and Ryzhik 1965)
"+°° sech« . / _iLT\ n K
f
sinKxdK
Jo
K

=

-2arctanfe *x)+-,
v
' 2

/•+oo

/

K

2rn+1

sech«sin K xd« =

(~l)

JO

7T
m+1

f

l2m+1

/i Clx
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7T

^ "sech-a:,
-^

(C.5)
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Appendix C

it is clear that starting from the second term in (C.3), we get exponential decays.
Thefirstterm can be written as:

h(x) =

O
2

F-

1

— — 2arctane ?x

(C.6)

But since
•K

arctan0 - - = J^(-l) n +i
n=0

9-2n-l
2n + l'

(C.7)

for 9 ~> 1, we have

h(x)
where 9 = e 2 1 >

C
2

F -l

l+ -9-W+ °^\

(C.8)

1. Thefirstterm cancels the semi-residue in (C.l) and the

remaining terms decay exponentially as x —> —00.
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