Abstract. We discuss the problem of scheduling tasks that consume uncertain amounts of a resource with known capacity and where the tasks have uncertain utility. In these circumstances, we would like to find schedules that exceed a lower bound on the expected utility when executed. We show that the problems are N P-complete, and present some results that characterize the behavior of some simple heuristics over a variety of problem classes.
Introduction
In this paper we discuss scheduling problems in which the resource consumption and the utility of the task are given only as probability distributions. Due to the uncertainty of the resource consumption, some scheduled tasks may not actually be performed when a schedule is executed. If we assume that we have accurate knowledge of the distribution of resource consumption and job utility, we can compute the expected utility of a schedule by accounting for both the uncertain resource consumption and utility. We can then find a schedule that maximizes the expected utility, or find a schedule whose expected utility exceeds a lower bound.
Traditionally, constraint reasoning approaches have been applied to scheduling problems with known resource consumption and temporal constraints; this has led to "global" resource constraints such as those described in [1, 2] . These techniques must be extended to handle problems with uncertain resource consumption and utility, where the goal is to find schedules that exceed a utility bound. While these problems are similar in spirit to bin-packing problems, some additional machinery is required to check resource constriants.
Theory
We first introduce some notation. Let X be a set of events, and let R be a set of resources. Let r max be the capacity of r; thus, at all times, the amount of available resource is bounded between 0 and r max . Let I r (z) be the probability distribution over the initial amount of available resource r. Define C x,r (z) as the probability distribution over the change in availability of resource r after executing x. We assume that all resource consumption probabilities are independent. Define U x (z) as the probability distribution over the change in utility after executing x. Finally, let T = τ i (x, y) be a set of binary metric temporal constraints over pairs of events x, y. We will denote a schedule by π and the j th event in a schedule by π j . We then define A π,r,j (z) as the probability distribution over the availability of resource r after the successful execution of the first j events of π. For convenience, we define A π,r,0 (z) ≡ I r (z). We can now define the probability that event j successfully executes, conditioned on the successful execution of the previous j − 1 jobs:
This formula says that event π j fails if it attempts to allocate more resource than r has available after the successful execution of the first j − 1 events of π, and succeeds otherwise. We can now write the following recurrence for A π,r,j (z):
Note that the probability distribution A π,r,j (z) is permitted to be nonzero between 0 and r max , and must be 0 elsewhere. We are now in a position to write the expected value of a schedule π. If there are n events in π, then the probability of successully executing only the first i events of schedule π is given by
(where we define S(π, r, n + 1) = 0). The expected utility of these i events is i j=1 E(U (π j )). So the expected utility of the schedule π is given by
The task is to find a schedule whose expected utility exceeds a bound B.
Initially, we will assume that there is only one resource r with maximum capacity r max . We will also assume without loss of generality that the probability that there is less than 0 resource initially available is 0. Finally, we will assume that C r,j (z) > 0 only when z < 0. We will call this problem the Uncertain Consumable Resource Scheduling Problem (UCRSP).
Proof. Suppose that the UCRSP has no temporal constraints. First, note we only need to convolve a linear number of distributions and compute a linear number of event utilities to compute the schedule utility. The multiplications and sums in the formula presented above are all polynomial time operations. All that remains is showing that the convolution operation is a polynomial time operation. In the worst case, we can do each convolution using Monte Carlo Integration, which takes constant time for a fixed error [3] . We can add temporal constraints back to the UCRSP and preserve N P-completeness. The only additional machinery needed is to observe that we can validate the temporal constraints in polynomial time using the results of Dechter, Meiri and Pearl [4] . Theorem 2. UCRSP is N P-Hard.
Proof. We will reduce the Knapsack problem to UCRSP. A Knapsack item j = (s, u) where s is the size and u is the utility. Thus, we map j to a UCRSP event j with C r,j (s) = 1 and U j (u) = 1). The initial amount of resource r in the UCRSP is the bound on the Knapsack size R. The utility bound of the Knapsack is mapped to the expected utility bound of our problem. There are no temporal constraints in the resulting UCRSP. This mapping requires only linear time. Now consider a schedule π that satisfies the expected utility bound of the UCRSP. Any schedule can be mapped into a partition of jobs by the following linear time procedure: while there is still any resource available, add π j to the Knapsack. If adding π j violates the resource constraint, pi k for k ≥ j are not in the Knapsack. Thus, the set of Knapsack items obeys the Knapsack constraint. Further, by construction of the UCRSP, each event j that contributes utility is guaranteed to contribute all of is utility, since all such events execute with probability 1. It is clear from the simplicity of this mapping that the (expected) utility of the schedule is the value of a solution to the Knapsack. Thus, a solution to the UCRSP is a solution to the Knapsack problem. Thus, UCRSP is N PHard.
Corollary 1. UCRSP is N P-Complete.
Finally, we observe that scaling the UCRSP up to multiple resources does not increase the difficulty of the problem. Suppose there are q resources. The probability of successully executing only the first i events of schedule π is now given by
. Now let us consider the situation where resources are replenishable. We refer to this problem as the Uncertain Replenishable Resource Scheduling Problem (URRSP). When computing the expected utility of a schedule, we must compute the probability that tasks fail because they consume or produce too much resource. Note that this is admirably handled by the fact that the convolution of the resource distributions is well defined for both increasing and decreasing the amount of resource available after event execution. As such, Equation 4 still applies both for single and multiple resource scenarios, and URRSP is also N P-complete.
Practice
We devised three heuristics to choose among unscheduled events: maximize the expected utility (E), minimize resource consumption of the event (R), and maximize expeceted resource availability conditioned on event success (S). To test the performance of the heuristics we performed a number of experiments on relatively simple, random domains. We considered problems with between ten and 20 jobs to be scheduled, and with approximately half that many constraints. Each of the jobs had a Gaussian distribution for the quantity of resources it consumed, with a range of values for the means. We considered problems in which the resource consumption means had uniformly low variance, uniformly high variance, and random variance, and we varied the resource limit between ten percent and 50 percent of the expected resource requirement for all the jobs. For each setting of these parameters, we generated 100 problems, and ran each of the heuristics on each problem.
We evaluated the heuristics by using them greedily to select a single valid schedule. We then computed the expected value of that schedule as shown in Equation 4 . The performance of the three heuristics was consistent over all sizes of problems and resource limits, so we show the results for a single setting of those parameters in Table 1 . In this case, the problems had 20 jobs, ten constraints, mean resource usages for the jobs uniformly distributed between ten and 50, job utilities uniformly distributed between one and ten, and a resource limit of 60 (ten percent of the expected resources required by all the jobs). We were particularly interested in the effects on the algorithms of changing the variance of the resource usage of the jobs, so we present results for three different resource usages.
As the left-hand columns of Table 1 show, the E heuristic (choose the job that maximizes the expected utility of the schedule built so far) considerably outperforms the other two on essentially all these problems. The only exception is on a few very small problems on which both E and R are finding optimal, or very close to optimal schedules. We expected the E heuristic to perform poorly when most job's resource consumption and utility are positively correlated. We performed additional experiments on such problems, but it still outperforms R and S. When job resource consumption and utility are anti-correlated R actually performed slightly better than E, but these results are not statistically significant. In fact, both heuristics produce very similar schedules for these problems, and appear to perform very close to optimal (on small problems we have computed the optimal for).
One problem with using the E heuristic is that it takes approximately 15 times as long to find a schedule as the other two, due to the complexity of the Monte Carlo estimate of the value of the whole schedule at each step. One approximation is to ignore the condition that previous jobs succeeded, and instead use the probability that the schedule up to a particular job will complete in the given amount of resources. This is easily computed for Gaussian resource usage distributions as it it simply the sum of the usages for the jobs, which is itself a Gaussian. However, it overestimates the value of each schedule. The right-hand columns of Table 1 shows results on the same set of problems using this approximation, again only for the low variance case. The approximation actually beats E for the uncorrelated problems by a statistically significant amount. Our intuition is jobs that use few resources gain more from the approximation than large jobs, so the approximation favours small jobs at the beginning of the schedule, which is good for cases such as this with tight resource bounds. The approximation performs comparably to R, and is in fact worse on anti-correlated problems. The computation time is still somewhat larger (a factor of around 2) for the approximation, which suggests that there is relatively little advantage to using the approximation over using R for many problems.
