Presence of sequencing errors in data produced by next-generation sequencers affects quality of downstream analyzes. Accuracy of them can be improved by performing error correction of sequencing reads. We introduce a new correction algorithm capable of processing eukaryotic close to 500 Mbp-genome-size, high error-rated data using less than 4 GB of RAM in about 35 min on 16-core computer. Availability and Implementation: Program is freely available at http://sun.aei.polsl.pl/REFRESH/reckoner.
Introduction
Next-generation sequencing technologies allow to produce low-cost reads. The accuracy of those data is crucial for quality of results achieved in various applications, like de novo assembly or reassembly. Therefore the correction of errors in reads is currently a popular issue. Although the most important feature of a read corrector is the quality of the results, the amount of data in modern applications can lead to large memory occupation and long processing time that are unacceptable in some situations.
We present RECKONER, a new read-error-correction algorithm, able to process eukaryotic close to 500 Mbp real sequencing data using less than 4 GB RAM in about 35 min on a 16-core machine, providing correction accuracy better or comparable to competing methods. RECKONER corrects substitution errors and is dedicated for Illumina reads.
RECKONER applies KMC 2 (Deorowicz et al., 2015) for k-mer counting and uses KMC API to access k-mers. The core of the correction stage is based on BLESS (Heo et al., 2014) . Our method, however, improves the existing approaches of error detection by more intensive utilization of read quality indicators and introduces a new way of rating possible corrections based on both quality indicators and k-mer counts. RECKONER uses parallel processing and can read compressed data.
Methods
As RECKONER is a k-spectrum based algorithm (Yang et al., 2013) , its workflow is similar to other algorithms from this family and includes: (i) k-mer counting, (ii) determining threshold of number of k-mer appearances, which indicates trusted (error-free) and untrusted (erroneous) k-mers, (iii) removing untrusted k-mers from the database, (iv) correcting the reads.
RECKONER is based on BLESS 0.12, which provided a spine of error correction scheme, although we complemented it by series of improvements. The main initial changes were employing KMC 2 for k-mer counting and storing k-mers together with counters in the KMC database accessible with KMC API (Deorowicz et al., 2013) . This allowed us to prepare a new method of rating corrections, which utilized both read quality indicators and k-mer counters. Moreover, we improved the idea of read extension while performing corrections near the read ends. RECKONER uses not only the information of extension success but also of its quality. We also use poor quality values as indicators of places, which should be checked more accurately while determining proper read form. RECKONER is implemented in C þþ, is strongly time-and memory-optimized and is parallelized with OpenMP. A detailed description of the algorithm is given in the Supplementary Material.
Meanwhile, new versions of BLESS were released. They were independently supplemented by novel functions, including k-mer counting with KMC 2 and algorithm parallelization. Nevertheless, the other improvements introduced in RECKONER are still unique.
Results
We performed tests on both simulated and real data to compare the examined algorithms in terms of correction quality characterized by V C The Author 2016. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com statistical measures (simulated data), impact on de novo assembly and reassembly (real data), memory requirements and time consumption. For testing we picked data from different Illumina sequencers.
RECKONER was compared with the state-of-the-art algorithms: Ace (Sheikhizadeh and de Ridder, 2015) , BFC (Li, 2015) , BLESS 2 (Heo et al., 2016) , Blue (Greenfield et al., 2014) , Karect (Allam et al., 2015) , Lighter (Li et al., 2014) , Musket (Liu et al., 2013) , Pollux (Marinier et al., 2015) , RACER (Ilie and Molnar, 2013) , Trowel (Lim et al., 2014) .
Comprehensive information about the datasets, software versions, used parameters, and the hardware used in tests are given in the Supplementary Material. All results, including another quality measurements, are available there as well.
Simulated data evaluation
The most direct method of evaluation of correction algorithms is performing tests on reads generated in silico, and introducing errors to them. We generated reads with Mason (Holtgrewe, 2010) using quality profiles obtained from the real datasets. Patterns have been selected to represent reads of lengths about 100 and 150 bp, two levels of data quality and two coverages (20Â and 30Â) for four organisms. The parameters of algorithms, especially k-mer lengths, have been determined empirically by choosing the best value for a specified algorithm (according to the preliminary experiments; results not shown).
Each corrected read was assigned to one of the following categories:
• TP (true positive)-read was perfectly corrected,
• FP (false positive)-error-free read was destroyed by the algorithm, • FN (false negative)-read was not corrected properly.
For comparison of correction accuracy we used three statistical measurements: sensitivity ¼ jTPj=ðjTPj þ jFNjÞ, precision ¼ jTPj=ðjTPj þ jFPjÞ; gain ¼ ðjTPj À jFPjÞ=ðjTPj þ jFNjÞ. A selection of results is given in Table 1 . It can be noticed that RECKONER is always among the three best algorithms and in two cases is the best one. It is interesting that the results for Z. mays are quite poor for all examined correctors. Probably the problem is a highly-repetitive structure of the genome. The same k-mers can be found in several places of the genome, which leads to the decision problems when looking for overlapping k-mers during the correction.
It is an open question whether the k-spectrum-based algorithms can be adopted to work well for such genomes.
Real data evaluation
In practice, the sequenced reads are mapped or de novo assembled. We performed an evaluation of correction algorithms on real data by assaying an impact of the correction on results in both of these applications.
The quality of assembly was evaluated using several measures, i.e. NG50, NGA50, NA50, N50, LGA50, coverage of the genome and the number of misassemblies. The main text presents the NGA 50 values (Table 2) . For experiments we used Minia (Chikhi and Rizk, 2013) and Velvet (Zerbino and Birney, 2008) assemblers. As it can be seen the best results are obtained by Karect, but the next places are for Blue and RECKONER. Interestingly, some of the 
The values p are average probabilities of base error. The correctors are ordered according to gain. The best values are in bold. Due to long processing times, the experiments for Z. mays were performed only for the best 5 correctors (according to gain in the experiments for shorter genomes). examined algorithms perform even poorer than when no correction is used.
The mapping was performed by Bowtie 2 (Langmead and Salzberg, 2012) . As a quality indicators we picked number of modifications required to be introduced to align a read and number of reads successfully aligned to the genome. Table 3 presents the fractions of reads mapped by Bowtie 2 after correction. The largest number of reads were mapped after correction by Karect, RACER and RECKONER. The absolute values are, however, very close, especially for S. cerevisiae dataset.
What is also important, are the memory and time requirements for the correctors (e.g. for the M. acuminata real dataset containing 67 million reads, RECKONER needed 4 GB and about 35 min at the 16-core machine). The requirements for other top correctors were: 83 GB RAM and 25 h for Karect, 31 GB RAM and 1.4 h for Blue, 46 GB RAM and 1.3 h for RACER. These values show that the top correctors scale poorly, with the exception for RECKONER, with the growing genome size. In contrast, the assemblers do their work much faster than the correction by Karect, the quality-leader, namely Minia in about 3.5 h and Velvet in about 1 h. Bowtie 2 completed in less than 1 h.
The correctors were compared in various scenarios and for a general comparison we ranked them according to various criteria (Table 4 ).
Conclusion
We have presented RECKONER, an efficient error corrector for the sequencing data. For the simulated-data it was often the best according to the gain measure. In the real-data experiments, in which we evaluated both the quality of mapping of corrected reads and quality of de novo assembly, it was among the three best algorithms. RECKONER, in contrast to other best-performing correctors, is fast and memory frugal that allows to run it even on a commodity personal computer for quite large data. The given numbers are fractions (expressed in %) of mapped reads. The correctors are ordered according to average rank. The best values are in bold. RECKONER  2  3  3  2  4  3  BLESS  4  4  2  1  3  8.5  Blue  1  6  8  3  2  3  Karect  3 10.5 10 4 1 1 Musket 6 2 7 5 6.5 6.5 BFC 9 5 1 8 5 5 Lighter 8 1 4 6 8 8.5 RACER 7 7 6 9 9 3 Ace 5 9 9 7 11 6.5 Trowel 10 8 5 11 10 10.5 Pollux 11 10.5 11 10 6.5 10.5 'Gain' and 'Gain-nuc' (counted in term of corrected nucleotides rather than reads) are quality measures for simulated reads. 'Memory' and 'time' are for average of simulated and real data. 'NGA50' and 'Mapped ones' are for real data.
