Empirical Analysis of Common Subgraph Isomorphism Approaches to the
  Lost-in-Space Star Identification Problem by Galvizo, Glenn & Lim, Lipyeow
ar
X
iv
:1
80
8.
08
68
6v
1 
 [c
s.D
S]
  2
7 A
ug
 20
18
Empirical Analysis of Common Subgraph
Isomorphism Approaches to the Lost-in-Space Star
Identification Problem
Glenn Galvizo
University of Hawaii at Manoa
glennga@hawaii.edu
Lipyeow Lim
University of Hawaii at Manoa
lipyeow@hawaii.edu
Abstract—The process of identifying stars is integral toward
stellar based orientation determination in spacecraft. Star iden-
tification involves matching points in an image of the sky
with stars in an astronomical catalog. A unified framework for
identification was created and used to analyze six variations
of methods based on their approach to star set identification,
obtaining a single image to catalog star set match, and uniquely
mapping each star in a image star set to a catalog star set.
Each method was presented an artificial image, and aspects
that were interchangeable among each process were normalized.
Given an image with false stars, the Pyramid method has the
highest average accuracy and is the fastest of the six. Given an
image where each star’s true position is distributed randomly
(Gaussian noise), the Spherical Triangle method’s accuracy is
the least sensitive.
I. INTRODUCTION
Ancient mariners could look up at the night sky, point out
which stars they were looking at, and navigate across the globe
without the use of maps. Star identification algorithms refer to
computational approaches to determining which stars are in the
sky. Given an image of the sky, star identification is matching
the bright spots in an image to stars in an astronomical catalog.
The device that performs these computations is the star tracker,
much like the navigators on the ship. Lost-in-space refers to an
additional constraint on the problem: the absence of knowing
where we took the picture and how we pointed the camera.
This problem is most prevalent in designing LEO (low
Earth orbit) spacecraft. In order for a craft to point a payload,
direct its thrusters, or orient its solar panels, an accurate
attitude (another term for orientation) must be known. There
are a few known landmarks in space where some attitude can
be extracted (the Earth, the Sun), but this requires constant
direction towards just these objects. Star trackers do not limit
themselves to a single object, rather they use multiple stars
within their field of view to determine their orientation.
There exist roughly 4,500 stars in the sky visible to the
human eye. For an image of n stars, the naive approach would
be compute C(4,500, n) combinations from this collection and
compare each to some subset of stars found in the image. For
n=3, this requires over 1010 comparisons. As an alternative,
we sacrifice storage and precision for speed by searching a
separate collection which indexes the ∼4,500 stars by one or
more features. When this subset is identified, we determine
and return the orientation of the image relative to collection
of ∼4,500 stars.
This research is motivated by a growing difference in
the number of stellar attitude determination methods and
empirical comparison between each of these methods in a
more systematic manner for star tracker development. Inter-
changeable factors are abstracted away (camera hardware, blob
detection, etc. . . ) to focus more on how each method matches
stars in an image to stars in a catalog. This paper aims to
contribute a hardware independent comparison process, an
algorithmic description of several identification methods, as
well as runtime and catalog access analysis of these methods
under various types of noise. The process of identifying blobs
in an image, constructing the image coordinate system, and
efficiently querying static databases are not addressed here.
II. ATTITUDE DETERMINATION
This section serves to give a brief overview into what
attitude is, what Wahba’s problem is & how to solve it, and
what stellar based attitude determination entails.
A. General Attitude Determination
Attitude refers to the translation between how one system
describes an object compared to how a different system
describes the same object. These systems are referred to as
reference frames, and describe objects in terms of dimensions
(x1, x2, x3, . . .). As an example, observer A at the bottom of
a mountain may describe the mountain itself as large and
above itself. Another observer B on a helicopter hovering
over the same mountain may describe it as small and below
itself. To find an attitude between A’s reference frame and B’s
reference frame is to find some function h(x1, x2, x3, . . .) that
is able to produce B’s description of the mountain with A’s
observations.
In the context of spacecraft attitude from star identification,
there exist three reference frames: the body frame, the sensor
frame, and the inertial frame. The body frame itself is fixed
to the structure of the spacecraft, the sensor frame is fixed
to the star tracker, and the inertial frame refers to some non-
accelerating frame in which stellar objects are recorded. All
observations from the spacecraft exist in the sensor frame,
but can easily be rotated to align with the body frame (the
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Fig. 1: Visual of two coordinate frames: the inertial frame K,
and the body frame I. Observation j is described with vector
Ij in the I body frame. The same observation j is described
with vector Kj in the K inertial frame. By aligning several
observations in both frames, a spacecraft orientation A
I/K can
be determined to take all points in K to I.
sensor itself is fixed to the spacecraft chassis). Consequently,
the body frame is used interchangeably with the sensor frame.
To describe the craft itself, an inertial frame is required for
finding a practical attitude. A star observed in the inertial frame
is more predictable than the same star observed in a tumbling
spacecraft, aiding the usage of the attitude with orientation
dependent processes. Using all three, the goal of attitude
determination becomes finding some method of translation
between the inertial frame and the body frame.
Figure 1 describes an inertial frame K with a right hand
set of three orthogonal vectors {u1, u2, u3} and a body frame
I with another right hand set of three orthogonal vectors
{v1, v2, v3} [34]. A rotation matrix A can be assembled to
describe the basis vectors of K in terms of I:
v1v2
v3

 =

v1 · u1 v1 · u2 v1 · u3v2 · u1 v2 · u2 v2 · u3
v3 · u1 v3 · u2 v3 · u3



u1u2
u3

 (1a)

v1v2
v3

 = AI/K

u1u2
u3

 (1b)
The issue here is that this rotation matrix A is not given and
that we need to account for the noise associated with our
measurements. This problem is known as Wahba’s problem,
first posed by Gracie Wahba in 1965 [33]. Wahba’s problem
states that finding the optimal A involves minimizing the loss
function below:
L(A) =
1
2
n∑
j
wj ‖Ij −AKj‖
2
(2)
where wj represents a non negative weight associated with the
noise between the observations Ij in the body frame and Kj
in the inertial frame.
For n > 2, Wahba’s problem exists as an optimization
problem. In the n=2 case though, the TRIAD method (short
for TRIaxial Attitude Determination) exists as a closed form
solution [20]. This algorithm starts by constructing two sets
of basis vectors: one attached to the body referential (two
observations in the body frame) [t1I t2I t3I ] and another
attached to the inertial referential (two observations in the
inertial frame) [t2I t2K t3K ] [5], [6]. This is known as the
triad frame:
t1I =
v1
|v1|
t2I =
u1
|u1|
(3a)
t2I =
v1 × v2
|v1 × v2|
t2K =
u1 × u2
|u1 × u2|
(3b)
t3I = t1I × t2I t3K = t2I × t2K (3c)
Getting from frame K to I now simplifies to multiplication of
the triad frame base change matrices:
A =
[
t1K t2K t3K
] [
t1I t2I t3I
]T
(4)
For all instances where a rotation between the inertial and
body frames was required, the TRIAD algorithm was used.
B. Stellar Based Attitude Determination
Relative to our solar system, the majority of bright stars
(m<6.0, or visible from the Earth with the naked eye) do not
visibly move. For simplicity, we make the assumption here
that all stars in K are fixed and exist in a inertial frame known
as the Earth centered inertial frame, or ECI frame. The star
vectors themselves come from star catalogs, the majority of
which use the ECI frame and record the positions of stars as
points lying on a sphere known as the celestial sphere [31].
Two pieces of information are given here: right ascension α
(equivalent to latitude on Earth) and declination δ (equivalent
to longitude). Representing some spherical point (α, δ, r) in
3D Cartesian space involves the following:
x = r cos(δ) cos(α) (5a)
y = r cos(δ) sin(α) (5b)
z = r sin(δ) (5c)
where both α and δ are in degrees, and r represents some
constant distance from Earth. Kj represents a point obtained
from a star catalog that lies in the ECI frame, r units away
from Earth.
Let Ij represent a 3D point projected from a 2D observation
taken by the star tracker. A basic star tracker is composed of
a camera, a computer for determining orientation, and a link
back to the main computer. After taking the picture, the pixel
positions of potential stars in the image are determined. This
involves finding bright blobs in the image, and computing each
blob’s center of mass to get a point (x, y). Through some 2D
to 3D transformation process involving the camera’s hardware
(i.e. field of view, focal point, etc. . . ), a 3D point is then
obtained [31].
The next issue is the focus of this paper: determining which
observation from the star tracker frame I corresponds to
which observation from the star catalog frame K. Once this
correspondence is found, Wahba’s problem is solved to obtain
A and this is returned to the main computer.
III. RELATED WORK
This section serves to give a brief overview into the different
approaches to the lost-in-space star identification problem.
More comprehensive survey papers have been published by
Spratling [13] and Bra¨tt [7].
Identification Classes: The first main class of identification
and the focus of this paper is the subgraph isomorphism class.
Subgraph isomorphism is NP complete problem which aims
to find some 1-to-1 mapping between the vertices (stars) in
two graphs (i.e. the catalog and the image) if it exists [10].
This involves describing and mapping sets of stars between
both the catalog and image in terms of their features relative
to each other.
The second class of identification is the pattern recognition
class. In contrast to subgraph isomorphism class, the pattern
recognition class commonly deals with larger star sets within
some defined field-of-view and matches patterns rather than
features. Pattern formation typically involves 2D binary ma-
trices (grids), where ‘1’ occupies a cell with a star and ‘0’
occupies a cell without one [24].
Recursive Property: Recall that the lost-in-space condition
specifies that we do not have any information about the
spacecraft’s attitude prior to starting our identification algo-
rithm. For the majority of a star tracker’s lifetime though, this
constraint can be relaxed to allow for the use of recursive star
identification. Recursive methods possess an attitude recorded
at time t, and perform the identification at a later time t+ dt.
Two methods proposed by Samaan (SP-Search and SNA)
reduce the amount of candidate stars from the catalog that
could map to stars from the image [29].
Features: Each star has a position associated with it, be it
from a star catalog or from the image. Using this position, the
most common feature is the interstar angle between two stars,
first utilized by Gottlieb to identify sets of three stars with
three angles [11]. Notable methods with geometric functions
utilizing these interstar angles were proposed by: Groth [12],
Cole & Crassidus [8], [9], and Lang [17]. Another common
feature is the interior angle between three stars, where one
star exists as a vertex to two other stars. Liebe uses this in
conjunction with interstar angles [18].
Each star also has a brightness attached it, a feature
less commonly used due to large variance in measurement.
Spratling describes two early methods to take advantage of this
feature. Scholl proposed the usage of this to remove the need
for ambiguity after matching star subsets with angular features
[30]. Ketchum later introduced the second sequential filtering
algorithm, which identifies two stars using their brightness
in comparison to the common trio required of interstar angle
methods [14]. More recent work toward integrating brightness
more heavily has been performed by Zhang et al [35].
Database Access: The naive approach to searching for
matching features in a subgraph isomorphism approach is to
perform a linear search across the entire catalog and search for
matching subsets. Early star identification methods focused on
reducing the size of the database to be queried, rather the query
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Fig. 2: Flowchart depicting the unified identification frame-
work which all methods here follow. Given an image I , this
process returns a bijection h between some subset of the input
b and a subset of the catalog r. In the event all subsets are
exhausted, the function h : b→∅ is returned (not depicted).
process itself. In 1996, Quine (according to Spratling) was the
first to reduce the database search time from linear to log time
using a binary search tree [27]. The following year Mortari’s
”Search-Less Algorithm” was introduced, which utilizes k-
vectors to search the database independent of its size [21].
Mapping: To identify a star in an image is to pair it
with some star in a catalog. Gottlieb’s method used a voting
approach to remove the ambiguity after identifying a single
star pair [11], which was later generalized by Kolomenkin
to vote for every star in the image [15]. The direct match
test was proposed by Needleman (according to Tappe), which
determines the likelihood of a map based on how many
stars from each frame align with the attitude formed by the
map [23]. In an effort to avoid the mapping processes above,
Anderson (according to Spratling) proposed the use of storing
permutations of star subsets instead of combinations at the
expense of storage [3]. The use of neural networks [19],
[2] and genetic algorithms [25] have also been proposed to
optimize the mapping process.
IV. STAR IDENTIFICATION METHODS
Six different approaches to star identification are described
in this section. The majority of the literature specifying
identification methods do not include pseudocode, rather they
specify descriptions of specific processes used by each method.
Each algorithm is composed of these processes, structured to
follow a general identification flow.
A. Unified Identification Framework
Each identification method is presented with information
about the camera hardware, an image I of size n containing all
the stars in the image reference, as well as a catalog of known
stars K . All stars in I exist in the body frame I, and all stars
in K exist in the inertial frame K. The goal of each method
is to find some bijection between a subset of the image stars
b and a subset of the catalog stars r. This function is denoted
as h with domain b and codomain r. Identification of all stars
in each image is not the focus.
Every algorithm starts with some combination from all
possible d combinations of n stars C(n, d), where d is the
size of the image subset that specific identification method
uses. b is selected using one of these combinations. For an
identification method that uses d = 2 stars to determine the
mapping in an image of n = 4 stars, the combinations of I
are:
C(4, 2) of I = {{I1, I2} , {I1, I3} , . . . , {I3, I4}} (6a)
C(4, 2) of I = {b1, b2, . . . , b6} (6b)
There exists a set Kd, composed of d sized sets of all
possible combinations (or permutations) of stars from the
catalog K . Using certain features of the image star subset,
the entire Kd set is filtered to a set of catalog star candidates
R. This is known as the catalog query step. Referencing the
same d=2 identification method as before, an image subset
b={I1, I2} may yield the candidates in Equation 7a:
R = {{K104,K899} , {K7622,K7771} , . . .)} (7a)
R = {r1, r2, . . .} (7b)
Through some filter process or restriction criteria for R
itself, a single set r from the catalog star candidates is
eventually selected. This may require going through multiple
catalog candidate sets and repeating the catalog query step.
This is known as the catalog candidate r selection step. For
a process with the R restriction criterion of |R| = 1, the
following sequence of events may occurring before finding
a single r set.
t = 1, query with b(1), get R(1) = {r11, r12, . . .}.
t = 2,
∣∣∣R(1)
∣∣∣ 6= 1, criterion not met.
t = 3, choose new image subset b(2).
t = 4, query with b(2), get R(2) = {r21}.
t = 5,
∣∣∣R(2)
∣∣∣ = 1, criterion met.
t = 6, return r, r ∈ R(2)(sole element in R(2)).
From here, a bijection h : b→ r is determined that maps
each star found in the image star subset to a single star in
the catalog candidate set. If we are not confident in h at this
Algorithm 1 Angle Identification Method
1: function FPO(P , I , A)
2: I ′ ← stars in I rotated by A
3: P¯ ← {p ∈ P | ∃ i (i ∈ I ′ ∧ θ(i, p) < 3σo)}
4: return P¯ ⊲ Stars in P that overlay with I ′.
5:
6: function DMT(b, r, I)
7: H ← all possible bijections of b and r
8: P ← all stars in catalog near r, M ← ∅
9: for h ∈ H do
10: A← TRIAD(h, b, r), Mh ← FPO(P, I, A)
11: if ∀ Mh (Mh ∈M ∧ |Mh| = |b|) then
12: return h : b→ ∅ ⊲ Not confident in result.
13: else
14: return h ∈ H associated with largest set in M
15:
16: function IDENTIFY(I,K2)
17: for i← 1 to n do ⊲ Iterate through C(n, 2).
18: for j ← i+ 1 to n− 1 do
19: b← (bi, bj), R← {r | r ∈ K
2 ∧ Pθ(r, b)}
20: if |R| = 1 then
21: h← DMT(b, R1, I)
22: if ∀ b⋆, b⋆ ∈ b ∧ h (b⋆) 6= ∅ then
23: return b, r, h
point, another image star subset is chosen and the process is
repeated. If we are confident in h, then b, r, and h are returned.
This process is detailed in Figure 2. In the event no map is
determined, an error is raised and the function h : b→ ∅ is
returned instead.
B. Angle Method (ANG)
The Angle method is composed of a naive b image subset
decision, angular features of pairs first described by Gottlieb’s
Polygon Angular Matching method, and a direct-match test
for identification.
Given a set of stars from the image I , d=2 stars are selected
to obtain the b set. The selection order is governed by lines
(2) and (3) in Algorithm 1. This fixes the star b1 in b for n
image star subset selections, while constantly changing b2 for
every new b choice. An example sequence of pairs is depicted
below for n=3 stars.
C(3, 2) of I = ({I1, I2} , {I1, I3} , {I2, I1} , . . .) (8)
The catalog query step searches the K2 catalog for pairs
such that the angular separations of the catalog pairs are close
to the angular separation of the image star subset [7]. For
the image star subset, the origin of the angular separation
calculation θ(b) is the focal point of the lens itself. For a
catalog star candidate set, the origin of this calculation θ(r)
is the center of the Earth. To obtain R, the predicate Pθ(r, b)
is used to filter the K2 catalog:
Pθ(r, b) : |θ(r) − θ(b)| < 3σθ (9)
Algorithm 2 Interior Angle Identification Method
1: function IDENTIFY(I, K¯3)
2: for c← 1 to n do ⊲ Iterate through all of I .
3: θI ← {θ(bc, bi) | bi ∈ I} ⊲ θ (all stars, bc).
4: bc1 ← bi associated with smallest θ in θI
5: bc2 ← bi associated with 2nd smallest θ in θI
6: b← (bc, bc1, bc2), R←
{
r | r ∈ K¯3 ∧ Pθ,φ(r, b)
}
7: if |R| = 1 then
8: return b, r, h : bc 7→ rc, bc1 7→ rc1,
9: bc2 → rc2
where σθ represents the deviation of the uncertainty between
the θ computation with star sensor measurements and the same
θ computation with stars defined in the catalog. Assuming the
noise follows a Gaussian distribution, it follows that 99.7% of
all true pairs will be within this range [8].
Once the catalog candidates are obtained, the |R| = 1
criterion is imposed, repeating this process until only one
candidate exists in R. This sole element R1 is then selected
to be r.
To determine the most likely bijection h, we follow Tappe’s
implementation of the method and perform a direct match test
(DMT) [31], [23]. Given an image star pair b and a catalog
star pair r for, the following is proposed:
h1 : b1 7→ r1, b2 7→ r2 (10a)
Wahba’s problem is then solved using the TRIAD method to
obtain a rotation A1 between the image and catalog frames.
This process is repeated for the other possible permutation to
obtain a second rotation A2:
h2 : b1 7→ r2, b2 7→ r1 (10b)
The most likely attitude is determined by the FPO method,
which returns how many stars from I align with K given
rotation A1 or A2. The bijection with the most stars is then
returned. If all bijections return sets of size d = 2, then we
are not confident in any of our choices and return the function
h : b→ ∅.
Accessing the catalog is the most expensive operation for
all of the identification methods. Consequently, the running
time of this algorithm Tangle can be described in terms of
the number of queries and the number of entries that exist
in the K2 catalog. There exist 2n2 catalog accesses at worst,
requiring two catalog accesses (query step and DMT calls) for
each combination of pairs in I . The log(m2) term describes
the number of comparisons until r sets are found and are
able to be returned. Given a B+ tree indexed database with∣∣K2∣∣=m2 elements, no more than O (log(m2)) comparisons
are required [26].
Tangle = O
(
n2 · log(m2)
)
(11)
C. Interior Angle Method (INT)
The Interior Angle method is composed of Liebe’s feature
set (two interstar angles, an interior angle), Liebe’s b image
subset decision, and a permutation store for identification.
Given a set of stars from the image I , a central star bc is
selected. A new central star selection does not involve gener-
ating permutations like the Angle method, rather it involves
iterating through I in a sequential manner. The two closest
stars in the image to the central star are selected next, denoted
as bc1 and bc2 [18].
The catalog query step searches the K¯3 catalog for trios
such that the features of the catalog trios are close to the
same features of the image subset [7]. Unlike the Angle
method’s Kd set, K¯d is defined to be all permutations of
size d rather than combinations. These features are defined as
the angular separation between the first closest star and the
central star (θ (bc1, bc) vs. θ (rc1, rc)), the angular separation
between the second closest star and the central star, (θ (bc2, bc)
vs. θ (rc2, rc)), and the angular separation between the two
closest stars with the central star as the origin instead of the
Earth or focal point (φ(b) vs. φ(r)). To obtain R, the predicate
Pθ,φ(r, b) is used to filter the K¯3 catalog:
Pθ,φ(r, b) : |θ(rc1, rc)− θ(bc1, bc)| < 3σθ ∧
|θ(rc2, rc)− θ(bc2, bc)| < 3σθ ∧
|φ(r) − φ(b)| < 3σφ ∧
θ(rc1, rc) < θ(rc2, rc)
(12)
where σθ and σφ represent the deviation of the uncertainty
between the θ and φ computations with the star sensor
measurements and the same θ and φ computations with stars
defined in the catalog.
After finding some R that meets the same R criterion as
the Angle method, the bijection:
h : b1 7→ r1, b2 7→ r2, b3 7→ r3 (13)
is constructed and returned. RezaToloei’s implementation im-
poses the last term in predicate Pθ,φ(r, b) at query time [28],
borrowing from Anderson (according to Spratling) by search-
ing all permutations instead of combinations to remove the
need for a star mapping procedure [3]. Storing permutations
does increase the storage required for the K¯3 catalog though,
which begs the question, “Does this extra space aid in accuracy
or runtime?”.
The running time of this algorithm Tdot is depicted below,
again described in terms of the number of queries and K¯3
catalog entries:
Tdot = O (n · log(m¯3)) (14)
where m¯3 is the size of the K¯3 catalog.
D. Spherical Triangle Method (SPH)
The Spherical Triangle method is composed of Cole and
Crassidus’s spherical area and moment features, a naive b im-
age subset decision, Cole and Crassidus’s candidate selection
process, and a direct-match test to create the image to catalog
bijection.
Given a set of stars from the image I , d=3 stars are selected
to obtain the b set in the same straightforward manner as the
Algorithm 3 Triangle Method Identification
1: function PARTIALMATCH(R, R¯)
2: for all r¯ ∈ R¯ do
3: ⊲ r¯ and r share two stars.
4: if ∃ r | (r ∈ R ∧ |r ∩ r¯| = 2) then
5: Rnew ← R¯ ∪ {r¯}
6: return Rnew
7:
8: function PIVOT(bi, bj , bk, R)
9: b← (bj , bj, bk), R¯←
{
r¯ | r¯ ∈ K3 ∧ Pa,τ (r¯, b)
}
10: R′ ← PARTIALMATCH(R, R¯)
11: if |R′| = 1 ∨ |R′| = 0 then
12: return R′ ⊲ R′ is either ∅ or a single r.
13: else
14: β ← an unused star in this pivot
15: return PIVOT(bi, bj , β, R
′)
16:
17: function IDENTIFY(I,K3)
18: for i← 1 to n do ⊲ Iterate through C(n, 3).
19: for j ← i+ 1 to n− 1 do
20: for k ← j + 1 to n− 2 do
21: b← (bi, bj , bk)
22: R←
{
r | r ∈ K3 ∧ Pa, τ (r, b)
}
23: if |R| 6= 1 then ⊲ Pivot if necessary.
24: R← PIVOT(bi, bj , bk, R)
25: if R 6= ∅ then ⊲ Verify the pivot’s success.
26: h← DMT(b, R1, I)
27: if ∀ b⋆, b⋆ ∈ b ∧ h (b⋆) 6= ∅ then
28: return b, R1, h
Angle method. For C(n, 3) combinations the star b1 is fixed
in b for n2 image star subset selections, the star b2 is fixed
for n selections, and the last star b3 is constantly changed for
every new b choice.
The catalog query step searches the K3 catalog for trios
such that the spherical area and moment of the catalog trios
are close to the spherical area and moment of the image star
subset [8]. For the image star subset, the spherical area and
moment are represented as a(b) and τ(b) respectively. For the
catalog star candidate set, these same features are represented
as a(r) and τ(r). To obtain R, the predicate Pa,τ (r, b) is used
to filter the K3 catalog:
Pa,τ (r, b) : |a(r) − a(b)| < 3σa ∧
|τ(r) − τ(b)| < 3στ
(15)
where σa and στ represent the deviation of the uncertainty
between the a and τ computations with the star sensor
measurements and the same a and τ computations with stars
defined in the catalog.
Unlike the previous two methods, the R criterion of |R|=1
not being met does not lead to an immediate new selection of
b. Instead, the candidate set itself is reduced by pivoting until
the criterion is met or pivots can no longer be performed. The
procedure starts by querying the catalog again for a second
set of catalog candidate sets R¯ with a different image star
subset b¯=(bi, bj , β). In b¯, the first two stars are held constant
while the third star is swapped with another in I that was
not already used in this specific pivot. All star trios in the
initial search that do not match a trio in the second search by
two stars (a partial match) are removed from the initial search
candidate star set [8]. A pivot uses at most n − 3 additional
catalog accesses, but prevents wasting a catalog candidate set
that may contain the correct r set for the given b.
The DMT process is used to complete the star identification
process here. Given an image star trio and a catalog star trio,
a bijection is proposed:
h1 : b1 7→ r1, b2 7→ r2, b3 7→ r3 (16a)
The TRIAD method only uses two vector observations from
each frame, meaning that the b3 → r3 pairing is disregarded
as the first rotation A1 is computed. This process is repeated
for all 5 other possible bijections to get A2, A3, . . . , A6.
h2 : b1 7→ r1, b2 7→ r3, b3 7→ r2 (16b)
h3 : b1 7→ r2, b2 7→ r1, b3 7→ r3 (16c)
h4 : b1 7→ r2, b2 7→ r3, b3 7→ r1 (16d)
h5 : b1 7→ r3, b2 7→ r1, b3 7→ r2 (16e)
h6 : b1 7→ r3, b2 7→ r2, b3 7→ r1 (16f)
For all six attitudes, the bijection yielding the most aligned
stars is returned.
The running time of this algorithm Tsphere is depicted below
in terms of the number of queries and the number of entries
in the K3 catalog. At most, this requires 2n4 catalog access:
n3 for each combination of trios in I , n− 3 potential catalog
accesses incurred for each pivot, and an additional n4 queries
with each DMT call.
Tsphere = O
(
n4 · log(m3)
)
(17)
where m3 represents the size of the K
3 catalog.
E. Planar Triangle Method (PLN)
The Planar Triangle method is identical to their Spherical
Triangle method, with the exception that each image trio is
represented as a planar triangle instead of a spherical one.
This results in the computation of a planar area and moment
as opposed to a spherical area and moment.
F. Pyramid Method (PYR)
The Pyramid method is composed of Mortari’s b image
subset decision, a custom voting based identification process
for star trios, and a voting based verification step.
Given a set of stars from the image I , d = 3 stars are
selected to obtain the b set. The selection order is governed by
lines (27), (28), and (29) in Algorithm 4. As opposed to the
selection order of the Angle and triangle methods, the b1 star
in b is no longer fixed for n or n2 image star subset selections.
This is meant to avoid the persistence of misleading stars for
Algorithm 4 Pyramid Identification Method
1: function FC(T1, T2)
2: ⊲ Flatten T1, T2 from set of sets to a set.
3: T¯1 ← ∅, T¯2 ← ∅
4: for all i ∈ {1, 2} do
5: for all t ∈ Ti do
6: T¯i ← T¯i ∪ {t1, t2}
7: return T¯1 ∩ T¯2
8:
9: function FINDT(b1, b2, b3,K2)
10: ⊲
∣∣b1∣∣ = ∣∣b2∣∣ = ∣∣b3∣∣ = 1, search with each pair.
11: T1 ←
{
r | r ∈ K2 ∧ Pθ
(
r, b1
)}
12: T2 ←
{
r | r ∈ K2 ∧ Pθ
(
r, b2
)}
13: T3 ←
{
r | r ∈ K2 ∧ Pθ
(
r, b3
)}
14: return(T1, T2, T3)
15:
16: function QUERY(b,K2)
17: (Tij , Tik, Tjk)← FINDT({bi, bj} , {bi, bk} ,
18: {bj , bk} ,K2), R← ∅
19: for all ti ∈ FC(Tij , Tik) do
20: for all tj ∈ FC(Tij , Tjk) do
21: for all tk ∈ FC(Tik, Tjk) do
22: R← R ∪ {(ti, tj , tk)}
23: return R ⊲ Return all permutations from T sets.
24:
25: function IDENTIFY(I,K2)
26: ⊲ Iterate through C(n, 3) while avoiding false stars.
27: for dj ← 1 to n− 2 do
28: for dk ← 1 to n− 1− dj do
29: for i← 1 to n− dj − dk do
30: j ← i+ dj, k ← j + dk
31: b← (bi, bj , bk), R←QUERY(b,K
2)
32: if |R| = 1 then
33: ⊲ Verification step below.
34: β ← single star in I where β /∈ b
35: (Tij , Tik, Tjk)← FINDT({bi, β} , {bj , β} ,
36: {bk, β} ,K2)
37: Tβ ← FC(Tiβ , Tjβ) ∩ FC(Tjβ , Tkβ)
38: if |Tβ | = 1 then
39: return b, r, h : b1 7→ r1, b2 7→ r2,
40: b3 7→ r3
more than a few combinations [22]. An example sequence of
trios is depicted below for n=5 stars.
C(5, 3) of I = ( {I1, I2, I3} , {I2, I3, I4} ,
{I3, I4, I5} , {I1, I2, I4} . . .)
(18)
The approach developed here was inspired by the two star
voting algorithm, which accumlates ”votes” for some star by
determining the angle between the same star and two other
stars [32]. We start by querying for pairs from the K2 catalog
such that the angular separations of the catalog pairs are close
to the angular separation of the image pair {bi, bj}. This is
repeated for the other two permutations {bi, bk} and {bj, bk}
Algorithm 5 Composite Pyramid Identification Method
1: function IDENTIFY(I,K3)
2: ⊲ Iterate through C(n, 3) while avoiding false stars.
3: for dj ← 1 to n− 2 do
4: for dk ← 1 to n− 1− dj do
5: for i← 1 to n− dj − dk do
6: j ← i+ dj, k← j + dk
7: b← (bi, bj , bk)
8: R←
{
r | r ∈ K3 ∧ Pa, τ(r, b)
}
9: if |R| = 1 then
10: ⊲ Verification step below.
11: β ← single star in I where β /∈ b
12: T12β ←
{
r | r ∈ K3 ∧ Pa,τ (r, {b1, b2, β})
}
13: T13β ←
{
r | r ∈ K3 ∧ Pa,τ (r, {b1, b3, β})
}
14: T23β ←
{
r | r ∈ K3 ∧ Pa,τ (r, {b2, b3, β})
}
15: Tβ ← FC(T12β , T13β) ∩ FC(Tj13β , T23β)
16: if |Tβ| = 1 then
17: h← DMT(b, R1, I)
18: if ∀ b⋆, b⋆ ∈ b ∧ h (b⋆) 6= ∅ then
19: return h
to obtain the sets Tij , Tik and Tjk respectively. These sets are
then flattened from sets of pairs to just a single set of stars
(FC in Algorithm 4) and the difference of two flattened sets
identify candidates for that star. For the sets of pairs Tij , Tjk
found by querying with Pθ and {bi, bj} , {bj , bk}, the common
star between each b set is bj . An example of finding catalog
candidates for bj with this method is given below:
Tij ←{{K1123,K9001} , {K8234,K33}}
Tjk ←{{K612,K1123} , {K33,K345}}
Tj = FC(Tij , Tjk) = {K1123,K33}
(19)
R is found by repeating the process above for Ti and Tk,
and generating all possible sequences. This is depicted in the
QUERY function in Algorithm 4.
After finding some R where |Ti| = |Tj| = |Tk| = 1 (same
criterion as Angle and Interior Angle), a verification step is
performed. A different star from the image β is selected and
the query step is performed for each distinct trio combination
of b and β. If |Tβ | 6= 1, then verification step has failed and
another image subset is selected. Otherwise, the bijection h :
b1 7→ r1, b2 7→ r2, b3 7→ r3 is returned. Like the Interior Angle
method, a star mapping procedure is not required to determine
h. Instead, each individual star is identified at query time.
The running time of this algorithm Tpyramid is depicted
below in terms of the number of queries and the number of
entries in the K2 catalog. At most, this requires 6n3 catalog
accesses: 3n3 accesses for each query step with an additional
3n3 accesses for each verification step.
Tpyramid = O
(
n3 · log(m2)
)
(20)
where m2 is the size of the K
2 catalog.
G. Composite Pyramid Method (COM)
The Composite Pyramid method is composed of Mortari’s
b image subset decision, Cole and Crassidus’s spherical area
and moment features, and a voting based verification step.
Given a set of stars from the image I , d = 3 stars are
selected in same manner as the Pyramid method to obtain
the b set. From here, the process to obtain the R set is the
same as the triangle methods: use Pa,τ (r, b) and b to select
all candidates from K3. If the current R set meets the same
|R|=1 criterion, then a similar verification step to the Pyramid
method is performed with the Planar Triangle features. Once
this test has passed, the DMT method is used to construct the
bijection h to potentially return. The Pyramid method did not
need this call as an implicit bijection was formed through its
query process.
The running time of this algorithm Tcomposite is depicted
below in terms of number of queries and the number of items
in the K3 catalog. At most, this requires 5n3 catalog accesses:
n3 for each query step, an additional 3n3 accesses for each
verification step, and an additional n3 accesses for each DMT
call.
Tcomposite = O(n
3 · log(m3)) (21)
where m3 represents the number of entries in the K
3 catalog.
V. EMPIRICAL EVALUATION
In this section all six identification methods are analyzed
in terms of their process to obtain the catalog candidate set
R (query step), their catalog set r selection process, and their
bijection h production process (identification) under varying
amounts of false stars and Gaussian noise. The main areas of
interest here are the accuracy of each step, and the time to
produce a result.
A. Experimental Setup
Star Catalog: The star catalog used for K is the Hipparcos
Input Catalogue [1]. Entries that do not have a point (α, δ)
associated with it were not recorded, giving 117,956 total
stars. Out of this entire set, only 4,560 are visible from
Earth with the naked eye (apparent magnitude m less than
6.0). An additional constraint for each catalog K2,K3, K¯3
that all stars in each pair or trio be within 20 degrees of
each other was placed to shorten each algorithm’s query step
running time. A field-of-view between 10 to 20 degrees is
common for most astronomy based CCD cameras [22]. All
sets K2,K3, K¯3 construct combinations and permutations
using the 4,560 elements and this field of view constraint.
To construct the point [x y z] for K , Equation 5a was used
with each recorded (α, δ) and r=1, then normalized.
Benchmark Data Generation: Before a raw image can
be used in any of the star identification algorithms presented
above, it must go through three major processes: blob detec-
tion, centroid determination, and a 2D → 3D transformation
process. If a blob is not wholly detected, the centroid is
not determined correctly, or the transformation process is not
precise enough, error will exist as input to the algorithm prior
to starting. Given that our goal is to only characterize each star
identification algorithm itself, the solution implemented here
involves generating artificial images in some quasi 3D space.
Prior to generating the benchmark data, three items are
specified: a field of view ψ, a true attitude AI/K, and a 3D
vector rf in the catalog frame K that determines the center of
the image. The next step is to find all nearby stars to the rf
in the catalog. This is denoted as J :
J =
{
j | j ∈ K ∧ θ (j, rf ) <
ψ
2
}
(22)
To get the I set, each star in J is then rotated by the true
attitude AI/K:
I =
{
A
I/K · j | j ∈ J
}
(23)
The set I , the field of view, and the rotated image center
bf = A
I/K · rf are then presented to each star identification
algorithm.
The first type of noise exists as variance between the
relative positions of stars represented in the catalog and those
represented in the image. This may come from misidentifying
the centroids in the image or out-of-date catalogs. To introduce
Gaussian noise to an image, we spherically linearly interpo-
late each star toward some random 3D vector on the unit
sphere (SLERP) and distribute the magnitude of the movement
normally. To describe our noise independent of this random
vector, we divide a normal random variable by the current
angular separation between both stars. Given a star bi ∈ I ,
Gaussian noise is applied to obtain the distributed vector
b′i [16]:
b′i =
sin(1−K)Ω
sinΩ
bi +
sin (KΩ)
sinΩ
b⋆i (24)
where b⋆i represents some random vector with uniformly dis-
tributed elements, Ω describes the angle subtended by the arc,
and K describes the magnitude of the interpolation. Below, ρ
represents the standard deviation of noise.
b⋆i = [∼ U(−1, 1),∼ U(−1, 1),∼ U(−1, 1)] (25a)
Ω = arccos (b⋆i · bi) (25b)
K =
(
∼ N
(
0, ρ2
))
· (θ (b⋆i , bi))
−1
(25c)
The additional constraint that the resulting star exist near the
image center is also applied: θ (b′i, rf )<ψ/2. If this is not met,
then the process is repeated for this star.
The second type of noise exists as falsely identified sources
of light, or spikes in the image. This involves generating b⋆i in
the same manner that was done for the Gaussian noise process,
and normalizing this. If the constraint that b⋆i be near the image
center is not met, this process is repeated until such a star is
found. This is repeated for a set number of spikes.
Hardware: All trials were performed on an Intel i7-7700
CPU, 3.60GHz with 8 GB RAM. Each algorithm was im-
plemented in C++14, and compiled without optimization (at
-O0). The exact implementation is available at the following
link: https://github.com/glennga/hoku.
Method frb∈R S tAVG (ms)
ANG 1.0 32 138.00
INT 1.0 1440 171.80
PLN / COM 1.0 1994 139.05
SPH 1.0 1984 139.60
PYR 0.99 1501 149.69
TABLE I: Depicts all data associated with testing the query
step: the frequency of correct catalog sets (rb, such that the
correct bijection can be formed with b) existing in R after
querying, the number of trials where the resulting R meets
the |R|=1 criterion (S), and the average query running time
(tAVG ) given images with no noise. There exist 2,000 runs for
each identification method.
B. Catalog Query Step
Determining Query σ: In all predicates used to query the
catalog, an assumption must be made about the difference be-
tween the catalog measurements and the image measurements.
If this deviation assumption σ is too large, false positives will
exist in R after querying and may slow down identification.
On the other hand, |R|=0 if the deviation assumption is too
small. The heuristic used to determine each query σ was to
exhaust every permutation of deviations in the set below for 30
query steps each. Work toward more accurately estimating star
identification parameters has been performed by Balodis [4]:
σgd ∈
{
10−16, 10−15, . . . , 101
}
(26)
The Interior Angle and triangular feature based methods of
|ω|=2 have 182 distinct parameter sets with 30 runs attached
to each set. The Angle and Pyramid method of |ω|=1 has 18
distinct parameter sets with 30 runs attached to each set. The
parameter sets with the largest σ choices but most number of
instances where |R|=1 were selected.
The results for each method are displayed below, and were
used for the following experiments.
ANG / PYR : σθ = 10
−4
INT : σθ = 10
−2, σφ = 10
−2
SPH / PLN / COM : σa = 10
−9, στ = 10
−9
1) Which method has the fastest catalog query step?:
In section IV, we describe each method’s running time in
terms of the number of catalog accesses n and the size of the
Kd catalog. The K2 catalog, used by the Angle and Pyramid
methods, is of size m2=353,700 elements with the apparent
magnitude and field-of-view constraints. TheK3 catalog, used
by the Spherical Triangle, Planar Triangle, and Composite
Pyramid methods is of size m3 = 12,520,359 elements. The
K¯3 catalog, used by the Interior Angle method is of size
m¯3 = 37,561,083 elements. Given the size of each catalog,
we expect that the Angle method will have the fastest query
step and the Interior Angle will have the slowest query step.
In Table I, the average running time to obtain an R set is
displayed for each identification method given an image for
2,000 runs. The slowest method on average is the Interior
SELECT r
FROM Kd
WHERE g1(r) < g1(b) + 3σg1 AND
g1(r) > g1(b)− 3σg1 AND
g2(r) < g2(b) + 3σg2 AND
g2(r) > g2(b)− 3σg2 AND
...
gd(r) < gd(b) + 3σgd AND
gd(r) > gd(b)− 3σgd
Fig. 3: Depicts a generalized SQL query used for the Angle,
Spherical Triangle, Planar Triangle, and Composite Pyramid
methods. Here, d represents the number of stars used in the
query, g represents the function used to obtain a feature, and
σ refers to the deviation of noise.
Angle method, with its tAVG = 30.64ms longer than the
average tAVG for all other methods (141.16± 4.30ms). More
time is being spent searching for the appropriate elements.
We note that the two fastest methods appear to be Angle
method and the Planar Triangle method, but their tAVG only
vary by 1.05ms. Given the null hypothesis that the difference
between the Planar Triangle method’s query step running
time and the Angle method’s query step running time is not
significant, z=8.75, p<0.0001 is found with a two-tailed two
sample Z test. The Angle method has the fastest query step
due its small catalog size.
2) Which method meets the |R| = 1 criterion the most
often?: The |R| = 1 criterion is required for all identification
methods at some point (after pivoting for the triangle meth-
ods), and meeting this criteria as often as possible prevents
additional catalog accesses from occurring.
In Table I, the lowest number of instances where the crite-
rion is met S lies with the Angle method. Out of 2,000 query
steps, the Angle method will have had to perform an additional
query step at least 1,968 more times. The Pyramid method
only has 499 of these additional query instances, which is a
factor of 3.94 less. The most likely reason for this lies with
the selection of the σθ parameter, and the fact that only one
feature is used to query K2. this comes at the cost of being
less flexible with Gaussian noise. The methods using K3 and
K¯3 have the advantage of being able to create utilize more
features of the b set and distinguish it better, compared to
only using θ(b, r) as the sole feature.
It appears that the all methods using triangular features (Pla-
nar Triangle, Composite Pyramid, Spherical Triangle) meet the
criterion the most often (average of 1,989.7±4.2 runs). Again,
a larger σa or στ query parameter may lead to a larger |R|.
The next method with the most |R|=1 runs that does not use
triangular features is the Pyramid method, which has a factor
of 0.75 less runs. Methods with triangular features are more
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Fig. 4: Depicts the average number of catalog accesses re-
quired to obtain a r set for methods with triangular features
given ρ = 0.0001◦ of Gaussian noise. To characterize the
pivoting method itself, we only display instances where |R| 6=1
with the first b selection. The Spherical Triangle method has
1,952/2,000 runs matching the criteria before, the Planar
Triangle method has 1,946 runs, and the Composite Pyramid
method has 1,957 runs.
likely on average to have more instances where the R criterion
is met when compared to methods with angular features.
3) How effective is the Pyramid method query?: In the
Angle, Spherical Triangle, Planar Triangle, and Composite
Pyramid methods, catalog queries can be generalized to the
query in Figure 3. The Interior Angle method requires the
θ(rc1, rc)<θ(rc2, rc) constraint before performing the query
above. Compared to the rest of the methods presented here,
the Pyramid method has the most involved query that involves
processing outside of SQL. Three of the queries above must
be performed to obtain the T sets, and the common stars must
be found among each R set to create a singular candidate set
for trios.
The additional complexity of the Pyramid method increases
the frequency of false negatives after querying. In Table I, the
frequency of the correct r existing in R for some b is displayed
for each identification method. The Pyramid method is shown
to have a 0.01% difference from the 100% accuracy of each
other method. Given the null hypothesis that this difference
is not significant, z=4.49, p< 0.0001 is obtained with a one
tailed two sample Z test. We find that the Pyramid method’s
query step is less accurate than other identification methods.
Although small, this error will propagate to the next steps and
will result in more catalog accesses and/or a lower average
accuracy.
C. Candidate Selection Step
1) How expensive is the pivoting process?: As seen pre-
viously, identification methods with triangular features have
the most number of instances where |R|=1 given an image
with no noise. Figure 4 displays the average number of
catalog accesses for these same methods where the first b
selection does not meet the R criterion given an image with
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Fig. 5: Depicts the frequency of correct bijections a(h, b, r)
formed with and without the verification step of both the
Pyramid and Composite Pyramid methods. There exists 2,000
runs for each identification method, with a 500 catalog access
limit. The ‘-N’ suffix indicates the method does not run with
the verification step.
Gaussian noise. We note that the average number of catalog
accesses is higher in methods that use the pivoting processes,
as opposed to those that do not. Given the null hypothesis that
the difference between the Planar Triangle method’s number of
catalog accesses and the Composite Pyramid method’s number
of catalog accesses is not significant, z = 3.3, p < 0.0001 is
obtained with a two-tailed two sample Z test. With the data
collected here, we find that the pivoting process results in more
catalog accesses on average. This increased number of catalog
accesses results in a 6.70ms difference on average between the
two.
The pivoting process was only tested with the methods most
frequently meeting the R criterion. An area of interest would
be to see the effects of applying this process to methods with
angular features (i.e. Angle, Interior Angle, Pyramid). These
methods met the criterion less frequently, and would likely
benefit from attempting to reduce the R set before deciding
to choose another b set.
D. Identification Step
1) How effective are additional verification steps?:
In Figure 5, the accuracy of the bijection produced by the
Pyramid and Composite Pyramid methods are displayed with
and without the verification step for varying levels of Gaussian
noise. Without noise, the Pyramid method without its verifica-
tion step is 4.33% less accurate than the Pyramid method with
verification on average. This behavior is consistently seen for
Gaussian noise of ρ= 0.000 001◦ & ρ= 0.001◦, and can be
attributed to the more frequent rejection of incorrect bijections
with R sets that have met the criterion. In the ρ = 0.001◦
case, there exists a difference of 389.95 accesses between
both variations of the Pyramid and a 15% bijection accuracy
difference in favor of the method with the verification step.
Given the null hypotheses that the difference between both
variations of the Pyramid method are different for each level
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Fig. 6: Both plots represent some statistic about the resulting bijection h produced by each identification method given some
image with varying Gaussian noise. There exist 2,000 runs for each identification method, with a 500 catalog access limit.
The left plot depicts the average time to obtain h, and the right plot depicts the trend line a(h, b, r) = c · ln (ρ) + d.
of noise, z0 = 15.87, z0.000001 = 16.04, z0.001 = 12.14 (all
p < 0.0001) is obtained with two-tailed two sample Z tests.
The verification step increases the accuracy of the Pyramid
method.
The response to Gaussian noise for the Composite Pyramid
begins at ρ = 0.001◦, with a 34.6% difference between the
two variants in favor of the method without the verification
step. Unlike the verification step in the Pyramid method,
this filter appears to be too aggressive for the Composite
Pyramid method. The variant without the verification step
has an average of 193.93 catalog accesses at ρ = 0.001◦.
The Pyramid variant without the verification step only had
an average of 8.114 catalog accesses, suggesting that the
|R|=1 criterion and the DMT process are sufficient enough
for rejecting incorrect r sets and bijections for the Composite
Pyramid method.
E. End to End
1) Which method is the fastest given no noise?: In Figure 6,
the left plot depicts the end to end running time of each
identification method given varying degrees of Gaussian noise.
In the no noise case, the Angle method is the slowest iden-
tification method on average. The next slowest method is the
Composite Pyramid method, a factor of 2.95 times faster than
the Angle method. Recall that the Angle method had the
fastest query step, but the largest |R|. On average, it takes
69.85 catalog accesses to obtain a bijection and 68.10 catalog
accesses to obtain r. This suggests that the Angle method’s
long running time stems from the |R|=1 criterion and not the
DMT process.
The fastest method in the no noise case appears to be the
Interior Angle method, with the second fastest method running
10.11ms slower. There exists 0/2,000 runs where the Interior
Angle method runs above the Pyramid method’s average
running time (170.79ms) and the Interior Angle method has
the fastest recorded identification run of 135ms. The Interior
Angle method is the fastest identification method given no
noise.
2) Which method is the fastest given varying levels of
Gaussian noise?: As Gaussian noise is increased from ρ=0◦
to ρ = 0.01◦, the Angle method experiences the largest
response of 5,311.57 additional ms. The next slowest method
in the noise of ρ=0.01◦ case is the Interior Angle method, a
factor of 7.46 times faster than the Angle method. On average,
the Angle method takes 399.66 catalog accesses to obtain a
bijection and only 36.72 catalog accesses to obtain r here.
In the no noise case, this method’s long running time can
attributed to the aggressive R criterion. Given Gaussian noise,
the DMT process plays a larger role with the Angle method
and returns to b decision process more often.
The Composite Pyramid method shows an interesting run-
time response to this type of noise, running 1,139.92ms longer
given 0.0001◦ of noise from no noise but 1,183.15ms shorter
from 0.0001◦ of noise to 0.01◦. The Pyramid method is
observed to have this same running time response against noise
at ρ= 0.001◦ (not depicted). The most probable explanation
lies in how far each run travels from the b decision step. At
ρ = 0.0001◦, the Composite Pyramid has gone through the
|R|=1 criterion and is likely choosing another b set after the
verification step. At ρ=0.01◦ the method is not passing the
same criterion, avoiding the verification step.
The fastest method on average given images with the set of
Gaussian noise below is the Pyramid method at 288.44ms (of
12,000 runs).
ρ ∈
{
10−1, 10−2, . . . , 10−6
}
(27)
The second fastest method given the same noise set is the
Planar Triangle method at 341.16ms. Given the null hypothesis
that the difference between both averages is not significant,
z = 24.32, p< 0.0001 is found with a two-tailed two sample
Z test. With the data collected here, the Pyramid method is
the fastest method given varying amounts of Gaussian noise.
3) Which method has the slowest growing h accuracy
response to increasing noise?: The selection of the query
σ parameters play a significant role in accuracy of each
method given images with Gaussian noise. For methods that
query the catalog using on the θ feature (Angle, Interior
Angle, Pyramid), the σ parameter serves as a rough upper
bound for the amount of Gaussian noise tolerated. When
the level of noise is equal to the Angle and Pyramid σθ
parameter (0.0001◦), both methods have an average h accuracy
of 98.59±1.34%. When Gaussian noise is increased to 0.001◦,
both methods drop to 47.02±1.58%.
For methods with features that are not angular (Spherical
Triangle, Planar Triangle, Composite Pyramid), characterizing
the effect of Gaussian noise becomes more difficult. These
methods have the parameters σa = 10
−9 and στ = 10
−9,
showing an initial accuracy response to noise at 0.000 01◦.
Ranking each method based their h accuracy is not par-
ticularly insightful here given the heavy dependence on σ
parameters, so instead we analyze the rate of change involved
with varying levels of noise. The right plot in Figure 6 depicts
the trend line for all methods where h accuracy is displayed
against the amount of Gaussian noise. It has been observed
that the accuracy of each method remains near 100% until it
decreases exponentially to zero. As such, each line was fit to
the piecewise equation below. The c · ln(ρ) + d term was fit
using least squares:
a(f, b, r) =


0 ρ < 0
1 0 ≤ ρ < ρ⋆
c · ln(ρ) + d ρ ≥ ρ⋆
(28)
where c and d are the parameters found with the regression,
a(f, b, r) is the accuracy of the bijection, and ρ⋆ is the point
where a(f, b, r) is observed to dip below 95%. The accuracy
acceleration varies across methods through the value of c:
d2a(f, b, r)
dρ2
=
−c
ρ2
(29)
A larger c suggests that a change in query σ or Gaussian
noise will not affect the accuracy of the method as much
as a method with a larger c. The method with the largest
acceleration toward 0% h accuracy is the Interior Angle
method (c= −0.15749). The Spherical Triangle method has
the slowest growing h accuracy response to increasing noise
(c=−0.09266).
4) Which method is the fastest given varying
amounts of false stars?: In Figure 7, the plot on the left
depicts the end to end running time of each method given
varying amounts of spikes. As the number of spikes increases
from 0 to 12, the Angle method again experiences the largest
response of 1,234.15ms. The next slowest method is the
Composite Pyramid method, a factor of 2.50 times faster than
the Angle method. The difference between the 1st and 2nd
slowest methods is 2.98 times less than the Gaussian noise
case. On average, it takes 114.23 catalog accesses to obtain h
and only 54.85 accesses to obtain r. Relative to the Gaussian
noise comparison, DMT and |R| = 1 criterion play a more
equal role in the decision to choose a new b set.
The fastest method on average given images with varying
amounts of spikes is the Pyramid method at 186.22ms. The
images given to each method contained ω spikes, as defined
below:
ω ∈ {3, 6, 9, 12} (30)
The second fastest method given the same noise set is the
Interior Angle method at 228.37ms. Given the null hypothesis
that the difference between both averages is not significant,
z=28.47, p<0.0001 is found with a two-tailed two sample Z
test. The Pyramid method is the fastest method given varying
amounts of spikes. The process for choosing distinct image
star sets is shown to be effective in finding a bijection that
meets the Pyramid criteria the fastest.
Each method exhibits a linear increase to runtime as addi-
tional spikes are added. To characterize how each method’s
runtime grows with increasing false stars, each method’s
runtime was fit to a linear equation using least squares:
t = c · ω + d (31)
where c and d are the parameters found with the regression
and t is the end to end running time of the method. A smaller
|c| suggests that the number of spikes will affect the end to end
runtime than that of a method with a larger |c|. The method
with the largest |c| is the Angle method with c=−414.559.
The method with the smallest |c| term is the Pyramid method
with c = −6.766. The Pyramid method is the fastest given
varying amounts of false stars, having a runtime that is also
the least responsive to increasing spikes.
5) Which method is the most accurate given varying
amounts of false stars?: In Figure 7, the plot on the right
depicts the average accuracy of each bijection given varying
amounts of spikes. As the number of false stars is increased
from ω=0 to ω=12, the methods that experience the largest h
accuracy response are the Spherical Triangle method (30.42%
average decrease) and the Planar Triangle method (29.68%
average decrease). The average accuracy of the r selection
is a few percent less than the average accuracy of h here
(0.53±1.78% for both methods). Given the null hypothesis that
the difference between the accuracy of the h bijection and the
accuracy of the r selection is not significant, z=0.37, p=0.71
was found with a two-tailed two sample Z test. There does
not exist enough data to reject this hypothesis with α=0.01.
This suggests that the DMT process is neither helpful or
detrimental to the end to end accuracy of these methods.
Ruling out the DMT process, the most likely source of
error for the triangle methods is their decision of different b
sets. If a false star exists as b1 in b, the triangle methods will
have to iterate through n2 combinations and n − 3 pivots at
most to choose another star that is not the spike. The Angle
method only has to wait n additional combinations at most if
a false star exists in b. The Interior Angle method is able to
get around the spike persistence problem by choosing b sets
based on their θ proximity to the central star bc. The Pyramid
and Composite Pyramid methods have their b decision process
designed for this situation, increasing the average turnover of
all stars in the b set.
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Fig. 7: Both plots represent some statistic about the resulting bijection h produced by each identification method given some
image with varying amounts of spikes ω. There exist 2,000 runs for each identification method, with a 500 catalog access
limit. The left plot depicts the average time to obtain h, and the right plot depicts the average accuracy of h.
The Pyramid method has the most accurate h on average
given images with ω in Equation 30 at 99.84±3.53%. The sec-
ond most accurate method is the Composite Pyramid method
at 99.19±8.95%. Given the null hypothesis that the difference
between the h accuracies of both methods is not significant,
z = 3.02, p= 0.003 with a two-tailed two sample Z test. At
α = 0.01, our hypothesis does not hold true. The Pyramid
method is the most accurate under varying amounts of spikes.
VI. CONCLUSION
In this paper, we discussed six star identification methods
and their strengths and weaknesses. A unified identification
framework was created to describe all methods for fair analy-
sis. Portions that were interchangeable amongst all methods
such as database access and centroid determination were
normalized or removed to focus on the star identification
aspect itself. To control the severity of our error, artificial
images were generated.
The Angle method is the simplest of the six and has the
fastest query step, but its runtime is heavily impacted by the
|R| = 1 criterion and DMT process. The Interior Angle
method is the fastest running method under no noise, but
its accuracy is the most sensitive to varying Gaussian noise
and the slowest query step. The Spherical Triangle method’s
accuracy is the least sensitive to varying Gaussian noise, but
is the most sensitive to varying amounts of false stars. The
Planar Triangle is on average faster than the Spherical Triangle
method, but is also very sensitive to varying amounts of
false stars. The Pyramid method is the fastest method given
varying amounts of Gaussian noise & false stars and is also
the most accurate given varying amounts of spikes, but is not
able to achieve 100% average accuracy due to its query step.
The Composite Pyramid method does not suffer from this
inaccuracy problem, but does not achieve the same consistent
performance of the Pyramid or the triangle methods due to the
number of filters implemented.
Overall, the Pyramid method handles both Gaussian noise
and false stars the best in a reasonable amount of time.
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