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Abstract
Background: Current public concern over the spread of infectious diseases has underscored the importance of
health surveillance systems for the speedy detection of disease outbreaks. Several international report-based
monitoring systems have been developed, including GPHIN, Argus, HealthMap, and BioCaster. A vital feature of
these report-based systems is the geo-temporal encoding of outbreak-related textual data. Until now, automated
systems have tended to use an ad-hoc strategy for processing geo-temporal information, normally involving the
detection of locations that match pre-determined criteria, and the use of document publication dates as a proxy
for disease event dates. Although these strategies appear to be effective enough for reporting events at the
country and province levels, they may be less effective at discovering geo-temporal information at more detailed
levels of granularity. In order to improve the capabilities of current Web-based health surveillance systems, we
introduce the design for a novel scheme called spatiotemporal zoning.
Method: The proposed scheme classifies news articles into zones according to the spatiotemporal characteristics
of their content. In order to study the reliability of the annotation scheme, we analyzed the inter-annotator
agreements on a group of human annotators for over 1000 reported events. Qualitative and quantitative
evaluation is made on the results including the kappa and percentage agreement.
Results: The reliability evaluation of our scheme yielded very promising inter-annotator agreement, more than a
0.9 kappa and a 0.9 percentage agreement for event type annotation and temporal attributes annotation,
respectively, with a slight degradation for the spatial attribute. However, for events indicating an outbreak situation,
the annotators usually had inter-annotator agreements with the lowest granularity location.
Conclusions: We developed and evaluated a novel spatiotemporal zoning annotation scheme. The results of the
scheme evaluation indicate that our annotated corpus and the proposed annotation scheme are reliable and could
be effectively used for developing an automatic system. Given the current advances in natural language processing
techniques, including the availability of language resources and tools, we believe that a reliable automatic
spatiotemporal zoning system can be achieved. In the next stage of this work, we plan to develop an automatic
zoning system and evaluate its usability within an operational health surveillance system.
Background
The International Health Regulations (2005) [1], which
entered into force on 15 June 2007, have bound 194
countries around the globe to a new legal framework for
the coordination of the management of events that may
constitute a public health emergency of international
concern. The implementation of this framework has
underlined the importance of health surveillance tech-
nology, both indicator-based, using structured data col-
lected through routine health surveillance, and report-
based, using unstructured text sources. Despite the
advances in indicator-based public health surveillance
[2,3], public health systems in resource-limited jurisdic-
tions are a significant barrier to compliance in many
parts of the world [4-6]. Report-based surveillance sys-
tems have become another crucial source of epidemic
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include MedISys [7], GPHIN [8,9], Argus [10], EpiSpider
[11], HealthMap [5], and BioCaster [12,13]. These sys-
tems generally look for outbreak signals in a variety of
electronic sources, including news wires, official reports,
and email, which can provide localized and near real-
time data on disease outbreaks [4,14,15]. The unstruc-
tured texts that are found are then processed using
automatic text mining for outbreak-related information,
which are organized and presented to the users. Most
systems provide map-based visualization by geocoding
the alerts to the country scale, with province-, state-, or
city-level resolution for the selected countries
[5,7,11-13,16].
The geo-temporal encoding of outbreak reports at a
more detailed granularity is one of the key requisites for
greater utilization of report-based health surveillance sys-
tems, but can now only be achieved with accuracy by
hand encoding of reports which is time consuming and
expensive. For automatic encoding, current systems tend
to adopt ad-hoc strategies, generally in the form of
detecting the first disease and location pair that matches
the predefined criteria or similar heuristics in order to
identify the disease-affected location, and use publication
dates as the approximate occurrence time of the outbreak
events. Although these strategies are effective in reducing
both the computational time and false alarming of out-
breaks in irrelevant locations, they may lead to the
under-reporting of events or issuance of reports at sub-
optimal levels of granularity. This results from a charac-
teristic of the news, in which more detailed information
concerning the outbreak is often stated later in the story.
In the following discussion, we refer to “high granularity”
as spatial attributes of events that can be identified at the
provincial- or country-levels (or coarser); and “low gran-
ularity” as spatial attributes that can be identified at a
more detailed resolution, i.e. the city-level or below.
In order to improve the performance of current report-
based health surveillance systems, we need to go beyond
the heuristic methods that analyze only the headlines or
the first few sentences of the documents. It has been
reported, however, that blindly searching for locations in
full text, while increasing the detection sensitivity, can lead
to excessive false positives [16]. This is because a news
story does not always discuss only the current outbreak-
affected location, but can also refer to the locations that
are related to the outbreak situation in complex ways, e.g.,
countries that provide medical assistance, previously
affected locations, and so forth. The text capture shown in
Figure 1 exemplifies this situation. To effectively identify
outbreak locations at lower granularity, a more sophisti-
cated approach that enables systems to distinguish loca-
tions where the current outbreak is occurring from other
locations must be used. More specifically, the framework
must, as a minimum, provide a means to (1) identify out-
break locations at the lowest level of granularity offered by
the text, and (2) distinguish newly reported data from his-
torical and hypothetical data.
One existing linguistic-oriented approach that is cap-
able of performing such task is information extraction
[17-19], which analyzes documents and extracts out-
break-relevant information, such as the disease, location,
and time. However, the inherent problem that any infor-
mation extraction system generally faces is a trade-off
between specificity and sensitivity. Since the low false
alarm rate of outbreak detection is very important in
health surveillance systems, information extraction used
in such systems tends to have a high specificity, which
generally leads to a failure in detecting a number of out-
break affected locations. For example, the sensitivity of
one reported information extraction system for the out-
break reporting domain was less than 50% [17].
The contribution of this article is to propose a scheme
called spatiotemporal zoning, which analyzes each event
reported in news articles with regard to its spatial and
temporal information, as a means to mitigate the limita-
tions of current report-based surveillance systems by
allowing for a fine-grained understanding of the spatio-
temporal information of events. Our proposed scheme is
represented in the form of a mark-up language that
describes the spatial and temporal information of the
textual content. Generally, the purpose of mark-up lan-
guages is to provide an inter-changeable format for elec-
tronic documents, where text content is enclosed by
structured text descriptions, called tags. Tags give clear
and concise information about the data which they
enclose. Within tags, attributes can be given in order to
Figure 1 Various locations with different roles in outbreak
news reports. The example was captured from news article
published on CBCnews [51]. The location names occur in the news
reports are not always the location of the outbreak. In the text
captures illustrated in the figure, Japan, Caribbean countries, and
Africa are referred to as a location where HTLV-1 usually occurs,
while South Africa and U.S. are the countries that provide the
medical assistance to the affected country.
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structure of mark-up language must be defined a priori,
computer programs can automatically parse marked-up
documents and understand the content easily.
In the development of automatic natural language
processing systems that involve empirical analysis, anno-
tated corpora have proven themselves to be very impor-
tant. However, the task of creating large corpora, which
generally involves more than one human-annotator,
raises concern at least in two respects, which are how to
evaluate the annotation scheme and how to assess the
reliability of the annotated data. One solution, which
has been performed in various computation linguistics
tasks, including word sense tagging [20-23], discourse
segmentation [24-29], anaphora tagging [30,31] and text
summarization [32,33], is to show the inter-annotator
agreement. In terms of evaluating the validity of the
annotation scheme, the resulting reliability indicates
how well the annotation scheme captures the truth of
the phenomenon being studied [34]. In terms of asses-
sing data quality, data are considered to be reliable if
the annotators can be shown to agree, at a certain level,
on the annotation task. The agreement on the annota-
tion results allows us to infer that they share the same
understanding, and, consequently, we can expect them
to perform consistently under this understanding. The
reliability of manually annotated data becomes very
important especially when they are used to train a sys-
tem. If the agreement for the annotation is low, then it
is likely that the system may replicate the inconsistent
behaviour of human annotators. As the first step of the
development of automatic zone annotation, in this
article, we focus on the evaluation of the annotated data
and scheme based on the inter-annotator agreement.
Several metrics are used for measuring the agreement.
Higher agreement indicates the more reliable of the
annotated data and the scheme.
In this work, we focus on news articles in the English
language. However, since our scheme deals with the
semantic attributes of events, which are language-inde-
pendent, we expect it to be readily extensible to other
languages.
The remainder of this article is organized as follows. We
first provide a concise description of our spatiotemporal
zoning and define the events considered within the scope
of our scheme. Next, we introduce the spatiotemporal
zoning scheme in detail, including the methodology for
the scheme evaluation. A quantitative analysis of the eva-
luation results is then extensively discussed. Finally, we
discuss the current limitations of our proposed scheme
and the possibility of developing automatic systems based
on this scheme. Noted that, most examples used for illus-
tration were drawn from the BioCaster corpus [35].
Methods
Task definition
The objective of our spatiotemporal zoning scheme is to
enable language technology software to partition text
into segments based on the spatiotemporal characteris-
tics of its content. Each segment, which we call a text
zone, contains a set of events that occurred at the same
geographical location in the same time frame.
The text capture shown in Figure 2 below is an exam-
ple of our spatiotemporal zoning of the type we envisage
in this article.
Definition of events
Since we are dealing with the analysis of the time and
place of events reported in natural language text, it is
necessary to explicitly specify the definition of events.
Here, the definition of an event follows the definition
used in the TimeML framework [36]. Linguistically, events
are considered as predicates describing the states or cir-
cumstances in which something changes, obtains, or holds
true, and which might need to be located in time. An event
is typically defined as a single clause that contains one pre-
dicate (i.e. verb) and its arguments (e.g. subject or object).
In our scheme, events may be expressed by
1) Tensed or un-tensed verbs;
2) Certain sets of adjectives, such as “(is) underway”
and “(was) ill";
3) Prepositional phrases, such as “(are) on board”,
“(is) on progress”, “(was) in Indonesia”.
In the rest of this paper, “event-predicate” means a
linguistic constituent consisting of a sentence, finite
Figure 2 Text capture of spatiotemporal zoning in a news
report. The example was captured from news published in WHO
website. Text is marked-up with spatiotemporal zone according to
the annotation guideline. The first zone is report zone consists of
one event-predicate, which is “reported“. This event-predicate event
occurred in Yei County, Central Equatorial, in Sudan from 1
September to 8 November 2006. These spatial and temporal
information are represented in the zone’s Location_ID, STime, and
ETime attributes, respectively. The second zone also consists of one
event-predicate, which is crossed. This event-predicate is annotated
as occurred in Yei County, in the last week of October 2006,
according to information available in the news report.
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event. Note that, in certain contexts, event-predicate
could be interchangeably used to indicate an event that
is expressed by the event-predicate. In the following
example, expressions marked in bold face represent the
event-predicate as described above.
A 75 year old Canadian has contracted the virus,
most likely when he was in New York City in early
September.
In the above example, although “was in New York
City” can not be qualified as an action in the same way
as one might possibly think of “has contracted”,b u ti t
described the state of the occurrence of the subject,
which can change overtime and can be associated with
geographical location. So, we regarded it as an event-
predicate in our definition.
For the details of the clausal unit qualified for the
annotation, please see the Appendix (Additional file 1).
Basic zone classes
In news report, some text segments convey the contents
that cannot be placed in time, i.e. cannot be associated
with temporal information. These types of content
include sentences that provide general knowledge about
certain subjects, or sentences that predict or express the
possibility of certain situations. The ability to distinguish
event-predicates that express temporally-locatable events
from other event-predicates is therefore an essential
basic requirement.
In terms of the temporal characteristics, news content
can thus be classified into three broad classes, which are
described below.
Generic information: Text content in this class
usually can not be positioned in a specific period along
a timeline. There are three major groups of text content
that are considered as generic information.
1) General knowledge that is always true or generic
events [36]. For example, “Chikungunya is spread
when tiger mosquitoes drink blood from an infected
person.”
2) Imperative and interrogative sentences, as well as
recommendations, and requests. For example, “Stu-
dents with symptoms should stay out of school.”
3) Non-eventive information, which is represented
by clauses whose subjects are linked to their predi-
cates (e.g., characteristics, attribute, etc.) via a copula
verb. For example, “The victim is a 12-year-old boy.”
Text content in the second and third groups usually
convey information about the current situation, such as
the details concerning the victims, control measures,
and so forth. In contrast, event-predicates in the first
group, i.e., general knowledge, only provide basic infor-
mation to readers.
Hypothetical event: Hypothetical events are those
that are alternative or occur in other possible worlds.
Event-predicates in this group represent only the per-
spective or anticipation of the speaker. While Hypotheti-
cal events may or may not happen, forthcoming events
are those that, without any unexpected circumstances,
will definitely occur in the future, such as events that
are planned.
Temporally-locatable event: Temporally-locatable
events are those that have happened, are ongoing, or
will definitely happen, and thus, can be located along a
timeline. Among event-predicates that represent tempo-
rally-locatable events, there is a special subclass of verbs
that are usually found in news articles and cause special
temporal interpretation of their subordinate event-predi-
cates. These verbs have a communicative function, and
we refer to them as ‘reporting verbs’ [37], such as “say”,
“tell”, “announce”,a n d“report”. From a grammatical
perspective, the timing of reporting verbs has an influ-
ence on the temporal interpretation of event-predicates
in the scope of quoted speech. Moreover, there is also
the challenge with reporting verbs in deciding whether
the time being mentioned is the time of the reporting
event-predicate or the time of the event-predicate being
reported. Given this characteristic, we believe that it is
advantageous to separate reporting event-predicates
from other happening event-predicates. For our scheme,
we decided to further classify temporally-locatable
events into two subclasses: Reporting events and Normal
events.
Reporting event-predicates are generally expressed by
reporting verbs. Some examples of Reporting event-pre-
dicates are shown below:
(1) The ministry said t h eb o ym i g h th a v eb e e n
infected by sick chickens near his home.
(2) “It’s very important to test the vaccine on humans
and to produce it,” Van added.
Normal event-predicates are temporally-locatable
events besides Reporting event-predicates. Some exam-
ples of Normal event-predicates are;
(3) A total of 14 of the 19 districts in the state,
including Murshidabad, had been affected.
(4) Five days after returning to her hometown of
Khon Kaen, she fell ill with Sars-like symptoms.
■ Attribute schema
In the spatiotemporal zoning schema, we introduce one
attribute for accommodating the event class
information.
TYPE: This attribute indicates the type of event-predi-
cates in a zone. There are four values for the TYPE
attribute. These values are defined according to the
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for the Information class, “Event_Hypothetical” for the
Hypothetical class, “Event_Report” for the temporally-
locatable Reporting class, and “Event_Normal” for the
temporally-locatable Normal class.
As mentioned earlier, events with the Information or
Hypothetical type cannot be located along a timeline. As
a result, event-predicates with the Event_Info or
Event_Hypothetical value for the zone type attribute
have no temporal attributes marked in the zone.
Temporal issue
■ Temporal granularity
In outbreak news, events are usually reported at the
level of a ‘day’ or a coarser period, such as a week,
month, or year. In terms of the requirements, organiza-
tion of the news reports in health surveillance systems
with regard to the time is done at the day level, i.e.,
news is grouped and presented on a daily basis. Given
these considerations, in our scheme, temporal attributes
are specified at the day level granularity by taking the
nearest day to the event occurring time.
■ Attribute design
Events can be either instantaneous or they can occur
over a period of time. Thus, representing the occurrence
time of events with one attribute may not be sufficiently
descriptive. One of the most obvious examples is a
report about the repetition or continuation of events
over a certain period, as in the following sentence:
From 1 September to 8 November 2006, 16 deaths of
meningococcal disease have been reported in Greater Yei
County, Central Equatorial State of South Sudan.
To enable our scheme to handle these cases, we
regard the temporal attribute of the zone as a period
with starting and ending times.
Another issue to consider is the relation between events
and time. As previously reported [38], events and time can
exhibit various relations, e.g., before, after, simultaneous,
and so forth, as shown in the example below:
All patients were admittedt ot h eh o s p i t a lb e f o r e1 0
January.
Neglecting the existing temporal relation between an
event and the time would result in the loss of detailed
information for locating events along a timeline. In
order to preserve such information, it is necessary to
provide a means to reflect the temporal relation between
events and the starting and ending times of the events’
occurrence. Two zone attributes can be introduced to
express the temporal relation between event-predicates
in the zone and the starting time of the occurrence per-
iod; and between the event-predicates in the zone and
the ending time of the occurrence period.
Another important element is the reference time.
Generally, the presence of a reference time is not signifi-
cant when an event’sa b s o l u t et i m ec a nb ei d e n t i f i e d ,
either from explicitly-stated temporal information or via
discourse-level inference. However, we often find cases
in which the temporal information is absent or vague as
when the occurrence time is represented by means of a
verb tense, for example:
At least 45 people have died of malaria in Jalpaiguri
and Coochbehar Districts of North Bengal, senior health
department officials said on Thursday.
In the above sentence, all we know is that the event-
predicate “died” started to occur at some time before
the utterance time and continued to occur until then, at
the very least. In these situations, the reference time
plays an important role in the temporal interpretation.
Therefore, we include the reference time as one of the
temporal attributes in our spatiotemporal zoning
scheme.
In news reports, there is no single standard or conven-
tion for describing temporal information. The date and
time could be referred to as an absolute time, such as “29
Aug 2008”, “15/8/2009” or as a relative time, such as “yes-
terday” or “last Tuesday”. These relative forms are less
meaningful unless they are interpreted into an absolute
time. In order to facilitate further processing and under-
standing of the event’s temporal information, we decided
to convert all temporal expressions into a uniform repre-
sentation. We chose to follow the ISO standard (ISO
8601, the International Standard for the representation of
dates and times) for representing time in this work.
■ Attribute schema
According to the issues we have discussed, we defined
six temporal attributes for spatiotemporal zone annota-
tion, which are shown below.
ANCHOR_VAL: The ANCHOR_VAL attribute is
introduced with the purpose of giving a reference time,
which is used for interpretation of the other temporal
attributes. The ANCHOR_VAL attribute consists of an
ISO Normalized form of an anchoring date.
Generally, the default value of ANCHOR_VAL is the
document date or news report date. In the case of direct
speech constructions, the timing of event-predicates in
quoted speech is interpreted with regard to the time of
speaking, i.e. the occurring time of the Reporting event-
predicate. Therefore, if the event-predicates to be anno-
tated are in the scope of direct speech, the date of that
Reporting event-predicate is selected as the value of
ANCHOR_VAL.
VAL: This attribute was introduced in order to facili-
tate the systems whose requirements are only to know
the approximate occurring time of an event-predicate
with regard to the reporting time. The value of the VAL
attribute indicates the temporal relation between the
reference time, i.e. the value in ANCHOR_VAL, and the
time at which the event in focus, which is represented
by event-predicate, holds true or happened.
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PRESENT_REF for present event-predicate s, PAST_REF
for past event-predicate s, and FUTURE_REF for future
event-predicate s.
STIME: STIME indicates the (approximate) starting
time of the event-predicates. The value in STIME is the
ISO Normalized form of the temporal information
based on the information available in the text. If there is
no explicit information indicating the starting time of
the event-predicates in the zone, the value in STIME
can be: 1) PAST, indicating the event-predicates
occurred before the ANCHOR_VAL time, 2) PRESENT,
indicating the event-predicates occurred at approxi-
mately the same time as the value in ANCHOR_VAL,
or 3) FUTURE, indicating the event-predicates occurred
after the ANCHOR_VAL time.
ETIME: ETIME indicates the approximate ending
time of the event-predicate. As with STIME, the value
of ETIME can be an absolute or approximate time, e.g.
PAST, PRESENT, or FUTURE.
STIME_DIR: The STIME_DIR attribute represents
the relative direction, i.e. temporal relation, between the
value of STIME and the event-predicates in the zone. In
the TimeML framework, there are 13 temporal relations
between events and temporal expressions or other
events [36]. These relations, however, are very detailed.
To eliminate unnecessary complexity, we decided to
group these relations together under three main classes,
which correspond to the possible values of STIME_DIR.
The value of STIME_DIR can be any of the following:
- AS_OF
This class consists of the following types of temporal
relations defined in TimeML: “simultaneous”, “includ-
ing”, “being included”, “during”, “being held during”,
“beginning”, “begun by”, “ending”,a n d“end by”.T h e
AS_OF relation is comparable to the OVERLAP relation
in the SemEval-2007 TempEval task [39].
- BEFORE
This class consists of the following types of temporal
relations defined in TimeML: “before” and “immediately
before”.
- AFTER
This class consists of the following types of temporal
relations defined in TimeML: “after” and “immediately
after”.
ETIME_DIR: ETIME_DIR is the same as STIME_DIR,
except that it represents the temporal relationship
between the value of ETIME and the event-predicates in
the zone.
Spatial issue
■ Spatial granularity
The spatial attribute of the event-predicate can be
selected from any expression considered to be a loca-
tion entity according to the BioCaster named entity
annotation specification [40]. In the BioCaster project,
the location entity is the expression that absolutely
refers to the politically or geographically defined loca-
tion at any granularity. In spatiotemporal zoning, prefer-
ence is given to the locations with the lowest level of
granularity according to the information available in
text.
■ Attribute design
It is often that one event-predicate referred to an event
that simultaneously occurred in many places. For exam-
ple, “Nearly 3,000 tribal people in Ramchandrapur,
Ramanujganj, and Wadrafnagar blocks in Surguja dis-
trict have been in the grip of malaria and typhoid.”
Although multiple locations can be identified to relate
to one event-predicate, all of these locations possess the
same relation, which is “occur in”. Thus, only one zone
attribute is required to represent all the locations where
the event expressed by an event-predicate occurred.
■ Attribute schema
We define one attribute to represent the spatial infor-
mation of an event-predicate.
LOCATION: The location attribute specifies the geo-
graphical location where the events, which are repre-
sented by the event-predicates in a zone, happened. The
value of the location attribute is the textual form of
location as it appears in the documents.
Zone generation
The task of spatiotemporal zoning can be separated into
3 main steps. (1) Document pre-processing: location
names, temporal expressions, and clause boundary in
the documents are identified and marked-up. This pro-
vides the basic elements for zone attribute analysis and
can be done automatically using natural language pro-
cessing software [41-43]. (2) Attribution annotation:
Each event-predicate is analyzed to recognize its class,
spatial and temporal attributes. (3) Zone boundary gen-
eration: This step is done based on the attribute values
of each event-predicate. If the consecutive event-predi-
cates have the same attribute values, they will be merged
i n t oal a r g e rz o n eu n i t .O t h e rwise, they will be marked
as different zones. To provide further insight into the
zone boundary generation task, the process of boundary
generation is illustrated in the figure below.
As shown in Figure 3 we annotate the text as follows.
Start at event-predicate “have confirmed”, the boundary
of the first zone will be extended to cover the subject
(The health officials in Pakistan) and the sub-ordinate
clause (the Crimean-Congo ...) of the event-predicate,
and then move to the second event-predicate “is
spread”. Since the class of the second event-predicate is
“Information”, which is different from the first event-
predicate, it is marked up in a new zone. The next step
is to analyze the event-predicates inside the sub-ordinate
clause. The attributes of “has killed” and “infected” are
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same zone.
Since the zone boundary generation task (3) is rela-
tively trivial when all attributes are known, we focus
here on the study and evaluation of attribute annota-
tion (2).
Scheme evaluation
In the scheme evaluation, we were interested in the
reliability of our scheme. This property was evaluated
through an inter-annotator agreement, which was done
by recruiting a group of annotators to annotate the
same set of documents according to the spatiotemporal
scheme. After training, three annotators, denoted as A,
B, and C, participated in our experiment. The first
annotator, annotator A, was the first author of this
paper. The second annotator, annotator B, holds a
Bachelor of Arts degree. The last annotator, annotator
C, was a linguist. The three annotators independently
performed a manual annotation on a given document
set. In the annotation task, we provided each annotator
annotation guidelines and an annotation tool that was
developed specifically for this task. This tool is available
online [44]. The details of the experimentation data are
described below.
Data collection
The proposed scheme was evaluated on a corpus con-
taining a total of 100 news reports with almost 2000 dis-
ease outbreak event-predicates, randomly selected from
the BioCaster gold standard corpus [45]. All of the news
articles were marked-up with named entity tags and
clause boundaries.
We separated 100 articles into two sets in order to
study the inter-annotator agreements between two pairs
of annotators. The first 50 files, denoted as Set1, were
annotated by annotators A and B. The other 50 files,
denoted as Set2, were annotated by annotators A and C.
The number of event-predicates and sentences in each
document set are shown in Table 1. Figures 4 and 5
show the distributions of the documents with regard to
the numbers of sentences and event-predicates that they
contain, respectively.
Figures 6 and 7 represent the distribution of the out-
break news reports in our corpus in terms of the publi-
cation date and affected country, respectively. Our
Figure 3 Zone generation process. This figure illustrates the algorithm for zone boundary generation. The boundary marked with the square
brackets in the text capture is the example of the output from the zone boundary generation process.
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2007, with 44 diseases occurring in 45 countries world-
wide. As we would expect, in some articles, one disease
outbreak was reported in multiple countries. On the
other hand, some articles reported the spreading of mul-
tiple diseases within one country.
Agreement measurement
For quantitative agreement analysis, we used two statis-
tical measures: kappa for evaluating the event class
annotation, and the percentage agreement for the spatial
and temporal attribute annotation.
■ Kappa
There have been different ways to evaluate the agree-
ment between humans for a task characterized as a
mutually exclusive category assignment. Among these,
the most widely used are the percentage agreement and
Cohen’s kappa coefficient [46]. The kappa coefficient, K,
is a statistical measure of the inter-annotator agreement
for categorical items. It is generally thought to be a bet-
ter measure of agreement than a simple percentage
agreement calculation, since K takes into account agree-
ments occurring by chance. The equation for K is;
K = 
Pr( ) Pr( )
Pr( )
,
ae
e

 1
where Pr(a) is the observed agreement among annota-
tors, and Pr(e) is the hypothetical probability of a chance
agreement. Regardless of the number of annotators, the
number of items to be classified, or the distribution of
the categories, K ≤ 0 means that there is no agreement
other than what would be expected by chance, whereas
K = 1 means that the annotators are in complete
agreement.
Table 1 Data statistics
Corpus Number of sentences/clauses/
phrases
Number of event-
predicates
Set1 808 1086
Set2 518 908
Figure 4 Distribution of the number of sentences, including partial sentences. This chart represents the distribution of the number of
sentences in our corpus. In corpus set 1, most of the news articles contain 6 to 20 sentences, while in corpus set 2, the highest proportion are
the articles that contain 6-10 sentences.
Figure 5 Distribution of the number of event-predicates to be annotated. This chart shows the distribution of the number of event-
predicates in each document in our corpus. The majority of the documents in overall consist of 6 to 25 event-predicates.
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Page 8 of 15■ Percentage agreement
In annotating the location and temporal attributes of the
marked-up event-predicates, the annotators could freely
select an event-predicate’s location as any location name
appearing in the news report. Since the nature of the
task was not exactly a mutually exclusive classification,
we decided to use the simple agreement percentage as a
measure to show the agreement characteristics between
the annotators in assigning the location and temporal
attributes. The percentage agreement was calculated by
using the below equation.
PA
               

Number of events in classA with the same attribute val , u ue marked up
Number of events in classA
 
     

Results and Discussion
Scheme evaluation results
Event type annotation
Table 2 lists the proportions of the event-predicates that
were classified by each annotator. The trend in the
event-type classification was the same for each of the
three annotators, for both corpus sets. The number of
Normal event-predicates was the highest, followed by
the Reporting event-predicates, which we usually found
in the context of the reported speech, followed by the
event-predicates in the Information and Hypothetical
classes.
For the event type of annotation, the results showed
that our annotation scheme for the zone types is reli-
able, with K = 0.87 for annotators A and B, and K =
0.90 for annotators A and C.
In a mutually exclusive category assignment task,
another tool for annotation analysis is the confusion
matrix. Table 3 shows the confusion matrices between
each of the two pairs of annotators: A and B, and A and
C. From the confusion matrices, we can see that the dis-
agreements between annotators A and B and between
annotators A and C were found mostly in the classifica-
tion between the Normal and Information classes (40
times for annotators A and B, and 27 times for annota-
tors A and C). A greater number of disagreements in
classifying between the Information and Normal classes
could result from the lack of indicative clues. Reporting
and Hypothetical classes usually have explicit linguistic
signals, such as the presence of certain words, to indi-
cate the class. In contrast, Normal and Information
classes do not have such an obvious signal for their
classification.
Disagreements between human annotators implicitly
indicate hard cases for automatic annotation. To gain
insight into the disagreements in the classification of
event-predicate, we provide a more detailed qualitative
analysis of the disagreements in the event classification
task.
1) Disagreements between Normal and Reporting
classes
We found that there are certain verbs that usually cause
disagreements between annotators. While there is a cer-
tain set of verbs that are always considered to indicate
Reporting events, such as “say”, “inform”,a n d“report”,
there are also many verbs that can be considered to indi-
cate either Reporting or Normal events, depending on the
context. These verbs include “show”, “concede”, “order”,
“urge”, “recommend”, “ask” among others.
2) Disagreements between Normal and Information
classes
Disagreements between the Normal and Information
classes are the most common among all disagreements.
The cause of these disagreements comes mainly from
t w oi s s u e s .T h ef i r s to n ei st h ed i f f e r e n c ei np e r c e p t i o n
of generic and specific events. Event-predicate repre-
senting generic events are generally in the form of pre-
dicates (i.e. verbs) whose subject argument refers to
non-specific entities. However, different annotators
might have different views on the predicate’s subject in
deciding whether it refers to a generic or specific entity.
Examples includes; “People working in the wool industry
used to be prone 50 years ago”.I nt h i se x a m p l e ,o n e
annotator could consider “People working in the wool
industry” refers to a specific group of people, while
another annotator might consider that it refers to any
workers in the wool industry.
The other source of disagreement is caused by the dif-
ference in perception between eventive and non-eventive
situations. Clauses that describe the attributes or state of
entities are considered to indicate the Information class,
such as “The victim is a 12-year-old boy”.W eo f t e n
found, however, that there were many disagreements
occurring when clauses are in the form of verb to be
and a particular adjective, for example; “Ar e dr a s his
also visible on the bodies of the affected persons.”
The above sentence can be paraphrased as “I see a red
rash ...”. Therefore, this event-predicate could be
regarded as representing a Normal event, which
expresses a perception of state by the author. We think
that this type of sentence is naturally ambiguous as to
whether it represents a state or an event.
3) Disagreements between the Normal and Hypothe-
tical classes
D i s a g r e e m e n t si nt h i sg r o u pm a i n l yo c c u r r e df r o m
confusion between the events that will definitely occur
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Page 9 of 15Figure 7 Distribution of outbreak events reported in our corpus, classified by outbreak-affected country. This figure represents the
outbreak affected countries reported in news articles in our corpus. The map illustration was created by using Google Maps API [52] for the
visualized purpose of location distribution. The chart in the top-left corner of the figure shows the number of documents that report the
situation in each country. Note that, in our corpus, although most of the articles reported the outbreak within one country, there are also some
documents that reported the outbreak situations in many countries.
Figure 6 Distribution of news articles in the corpus by date of publication. This chart shows the distribution of news articles in our corpus
in terms of the publication date. The corpus consists of news articles whose publication dates range from 1996 to 2007. However, the majority
of the news articles were published from the middle of 2005 to the end of 2006.
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Page 10 of 15in the future (i.e., expressed by a Normal event-predi-
cate), and a prediction or a conditionally possible event
(i.e., expressed by a Hypothetical event-predicate). From
error analysis, we found that there were a number of
disagreements in deciding whether “would” was used to
signal the future aspect or the hypothetical sense, as in
the following example:
The Red Cross said it would spend nearly one million
Swiss francs in a four-month awareness drive.
4) Disagreements between the Hypothetical and
Information classes
Disagreement in terms of the Hypothetical and Infor-
mation classes occurred very often when there was a
hypothetical mention of general concepts or general
knowledge, as in the following example:
B e c a u s eW e s tN i l ev i r u sa n t i b o d i e sc a ns t a yw i t h i na
person’s bloodstream for up to 500 days, it can be diffi-
cult to determine the date of infection.
While one annotator viewed “can be difficult” as indi-
cating Information about the West Nile virus, the other
annotator considered it to indicate a hypothetical situa-
tion relating to a certain West Nile virus infection.
Temporal attribute annotation
Here, we considered an annotation to be temporally-
agreed only when all the temporal-related attributes of
an event-predicate were consistently marked up by both
annotators. The agreement statistics, which were
measured by percentage agreement, for temporal attri-
butes are listed in Table 4.
From the results, we can see that the agreement on
the temporal attributes was very promising for both
pairs of annotators. This indicates that temporal annota-
tion was less confusing for human annotators than loca-
tion annotation, and that our schemes for temporal
annotation were reliable.
In order to locate the cause of disagreement, we once
again performed a drill down analysis on the annotated
documents. We observed that the disagreements mostly
occurred when the temporal information was not
directly stated but had to be inferred from the discourse.
N e w sr e p o r t sa l m o s ta l w a y sh a v ea na b s t r a c ta tt h e
beginning, which briefly states what happened, together
with the location and time of the story’s occurrence. In
cases where the news reported about an interview with
the person in charge, apart from the interview time, the
abstract part usually refers to the interviewee by using a
short description, such as “senior health officials”,
instead of their names. This often caused disagreement
between the annotators since each annotator might
judge differently whether the interviewee appearing later
in the story was the same person or was part of a group
mentioned in the abstract part. This led to an inconsis-
tency between the annotators in selecting the temporal
attributes. Figure 8 shows one example of this situation.
Disagreements were also common when there was a
temporal expression in a relative clause, as in the
Table 2 Proportions of event-predicates classified by each annotator
Corpus Annotator Normal (%) Reporting (%) Hypothetical (%) Information (%)
Set1 A 53.31 23.30 5.80 17.59
B 54.05 24.31 5.80 15.84
Set2 A 50.68 26.75 4.17 18.40
C 49.89 27.53 5.51 17.07
Table 3 Confusion matrix between annotators A and B on Set1 and between annotators A and C on Set2
Annotator A Total
Normal Reporting Hypothetical Information
Annotator B Normal 543 6 11 27 587
Reporting 17 247 0 0 264
Hypothetical 6 0 51 6 63
Hypothetical 6 0 51 6 63
Information 13 0 1 158 172
Total 579 253 63 191 1086
Annotator C Normal 436 3 2 12 453
Reporting 8 242 0 0 250
Hypothetical 1 0 36 13 50
Information 15 0 2 138 155
Total 460 245 40 163 908
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(1) It had reports of 39 deaths from the outbreak of
a suspected acute hemorrhagic fever which began in
January.
Here, one annotator felt that the “had reports” event-
predicate occurred in the same period as the beginning
of the outbreak, i.e. in January, while another annotator
t h o u g h tt h a tt h e“had reports” event-predicate could
have occurred at any time after the beginning of the
outbreak.
Differing judgments of the time span or length of an
event was another cause for disagreement, as in the
example below:
(2) On Christmas day, a 24-year-old woman from
Jakarta also died from the virus after buying a live
chicken from a market.
In the above example, while one annotator viewed
“buying” as refers to an event that occurred before
Christmas day, the other annotator considered both
“died” and “buying” to have occurred on the same day,
i.e., Christmas day.
Spatial attribute annotation
The agreement statistics, represented by the percentage
agreement, on the spatial attributes annotation are
shown in Table 5, where the agreement values are shown
for each event class, as well as the overall agreement.
In our scoring method, only the location attributes that
were annotated exactly the same by both annotators
would be considered to indicate agreement. From the
results, we found that the annotators seemed to disagree
on the location selection more often for event-predicates
in the Hypothetical and Information classes than for
event-predicates in the Normal and Reporting classes.
For the Information class, disagreements occurred most
often when the event-predicate to be annotated consisted
of general knowledge, where one annotator considered
these event-predicates as world knowledge, and therefore,
not specific to any location, while the other annotator
considered them as information about specific locations.
I nam o r ed e t a i l e da n a l y s i s ,w ef o u n dt h a te v e nw h e n
the annotators selected different locations, these loca-
tions mostly appeared to be related to each other by a
partitive relationship. In particular, either the locations
selected by one annotator are located within the loca-
tion(s) selected by the other annotator (such as “Tokyo”
and “Japan”), or the locations selected by both annota-
tors are partially the same (such as “Bangkok, Thailand”
and “Bangkok”). Although we cannot say that these
annotations represent 100% agreement, they are not
totally different. As shown in Table 6, with approximate
agreement analysis, in which a partial agreement or
inclusion of a location is acceptable, the percentage
agreement was very high, at almost 100% for most event
classes for annotators A and B. The situation was the
Table 4 Agreement statistics for temporal attributes
annotation
Annotators Normal Reporting All classes
A and B 0.92 0.97 0.94
A and C 0.95 0.89 0.93
Figure 8 Example of co-referring of event-predicates. This example was captured from the news article published on Nation Channel [53].
The captured text shown in the figure exemplifies a situation where multiple event-predicates refer to the same real-world event. In the text
example, the phrase “Medical Service director-general Dr. Chatri Banchuen said“, “Chatri added“, “hospital director Dr. Jessa Chokedumrongsuk said“,
“hospital director Dr. Vinit Pua-pradit said“, and “the doctor claimed“ are parts of the event previously mentioned in the clause “doctors at several
hospitals said yesterday“.
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Page 12 of 15same for annotators A and C, except for the Hypotheti-
cal class, in which the agreement was a little bit lower.
Although the inter-annotator agreement for exactly-
agreed annotation is slightly lower than the inter-anno-
tator agreement of other attributes annotation, in should
be noted that the spatial annotations of Normal event-
predicates usually had agreement or partial agreement
at the state or province level. Especially for the event-
predicates that could be regarded as an obvious signal
of outbreak situations, such as the event-predicates
referring to a spreading of a disease or the deaths of dis-
ease victims, the annotators usually had agreement in
annotating such event-predicates with the lowest-granu-
larity locations available in the news. This result indi-
cates the promising possibility for identifying outbreak
locations with a more detailed geographic resolution,
which is a critical area in the future development of
effective outbreak detection.
As we examined the raw data to find the characteristics
of the disagreements between annotators, we observed
that the major source of disagreement came from the
spatial information of event-predicates that needed to be
recognized via discourse-level inference. Without explicit
information at hand, we often found that while one
annotator tried to infer the most specific locations
according to what was available in the news content,
another annotator tended to select locations at a higher
level of administration, such as a location at the country
or province level, whenever there was uncertainty. The
following is an example of these situations:
(1) Mekong Delta provinces are in the grip of a den-
gue outbreak with 38% more patients year on year.
Measles is also afoot in northern Lai Chau Province.
Deputy Minister of Health Trinh Quan Huan
announced news of the outbreaks recently, saying
that measures were underway to prevent further
spread.
I nt h ea b o v ee x a m p l e ,w h i l eo n ea n n o t a t o rs e l e c t e d
the Mekong Delta provinces and Lai Chau as the loca-
tions of the “were underway” event-predicate, another
annotator doubted whether the measures were under-
way only in these affected provinces, and decided to
select Vietnam, which is more general, instead.
There was also a case where a disagreement occurred
from the different interpretation of the location of an
event-predicate. This kind of situation did not occur very
often, but the annotators could sometimes be misled by
unclear passages, such as in the following example:
(2) So far, there’s no hint of an outbreak in Canada.
But Canadian health officials are watching what
happens in the U.S. They may just start testing
birds here to find out if they’re carrying the virus.
Because if they’ve got it, mosquitoes will pick it up,
and then, people will be next.
While one annotator considered the event-predicates
“start testing”, “will pick up”,a n d“will be” related to a
hypothetical situation in Canada, another annotator
chose the U. S. as the event location.
Discussion
The investigation brought to light several issues:
■ Event-predicates relating to the spatial movement
of an entity (e.g., “transfer”, “send”, “travel”): Cur-
rently, we do not distinguish between the source and
destination locations. This information can be criti-
cal, however, for detecting international travel health
threats. For the next stage of our scheme, we plan to
include this information to the scheme.
■ Polarity of event-predicates: This information is
necessary in judging whether an outbreak event
occurred. However, a sentiment analysis is a very
complex task, which is to some extent disjoint to the
issues influencing the spatiotemporal semantics [47].
Therefore, in the current scheme, we did not con-
sider the positive or negative sentiments expressed
in a sentence.
■ Geographical grounding: Currently, the location
attributes are annotated with the surface form of the
location names as appearing in the text. In order to
Table 5 Agreement statistics for spatial attribute annotation
Annotators Normal Reporting Hypothetical Information All classes
A and B 0.82 0.84 0.80 0.70 0.806
A and C 0.75 0.78 0.58 0.72 0.749
Table 6 Agreement statistics for approximate agreement of spatial attribute annotation
Annotators Normal Reporting Hypothetical Information All classes
A and B 0.99 1 1 1 0.997
A and C 0.99 0.98 0.89 1 0.986
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Page 13 of 15effectively analyze and locate events into the geogra-
phical references, such as the geographic coordi-
nates, a grounding [48] of these location expressions
is necessary. For the next stage, we plan to include
this information to the scheme.
Our study on creating a spatiotemporal zoning
scheme is a significant step forward towards developing
an automatic system using this scheme. The reliability
evaluation has provided us with confidence that our
annotation scheme and the data produced according to
this scheme are reliable and could be effectively used for
developing an automatic spatiotemporal zone annotation
system. Current advances in natural language processing
technologies, previous studies of automatic zoning [49],
the promising results for temporal relation identification
[39,50], as well as the availability of linguistic tools and
resources, can provide a methodology to tackle each
sub-problem in spatiotemporal zoning.
Conclusions
In this article, we proposed a novel zone annotation
scheme for partitioning text into segments by means of
anchoring event-predicates to their locations and approxi-
mate times of occurrence, with the purpose of overcoming
the limitation faced in the current report-based health sur-
veillance systems. To evaluate the reliability property of
the proposed scheme, we conducted experiments for ana-
lyzing the agreements between human annotators. The
results of the study are very promising, showing that the
proposed scheme is reliable. The inter-annotator scores
are more than 0.9 kappa in average for event-type annota-
tion, more than 0.9 percentage agreement for temporal
attributes annotation, with a slight degradation in annotat-
ing the spatial attribute. In this article, we also addressed
the issues that cause disagreements between annotators.
This analysis provided us with an insight into the nature
of the spatiotemporal annotation task, which assists in the
design of automatic annotation methodologies. It is inter-
esting to consider that this might also help to highlight the
areas of potential difficulty for human analysts in health
surveillance tasks.
We are now developing an automatic zone annotation
system capable of annotating news reports according to
our proposed scheme and intend to put this into opera-
tion in an international media monitoring system.
Although we have focused mainly on the analysis of
news articles, we believe our approach can be applied to
other types of unstructured outbreak-related text, such
as official reports and ProMED-mail.
Additional file 1: Appendix: Unit of annotation. The appendix
provides the details of the linguistic units of annotation in
spatiotemporal zoning.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1472-6947-10-1-
S1.PDF]
Acknowledgements
We gratefully acknowledge the kind support of Mukda Suktarachan and
Chotika Tunleng for participating in the annotation experiments. We would
like to thank Mike Conway for proof-reading some parts of the paper. We
are grateful to the Japan Science and Technology Agency’s PRESTO
programme for partial funding of this work. We would also like to express
our gratitude for the helpful comments from the anonymous reviewers.
Author details
1National Institute of Informatics, 2-1-2, Hitotsubashi, Chiyoda-ku, Tokyo,
Japan.
2Tsuda College, 2-1-1, Tsuda-machi, Kodaira-shi, Tokyo, Japan.
3Japan
Science and Technology Agency (JST), 2-1-2, Hitotsubashi, Chiyoda-ku,
Tokyo, Japan.
Authors’ contributions
This work was directed by NC. HC carried out the framework design and
analysis with technical support and comments from NC. AK participated in
the framework design and provided linguistic support. HC carried out the
annotation experiments. All the authors contributed during the whole
length of the framework development and in writing this paper. All the
authors read and approved the final manuscript.
Competing interests
The authors declare that they have no competing interests.
Received: 2 March 2009
Accepted: 12 January 2010 Published: 12 January 2010
References
1. World Health Organization: International Health Regulations (2005). World
Health Organization, 2 2008.
2. Lewis MD, Pavlin JA, Mansfield JL, O’Brien S, Boomsma LG, Elbert Y,
Kelley PW: Disease outbreak detection system using syndromic data in
the greater Washington DC area. American Journal of Preventive Medicine
2002, 23(3):108-186.
3. Tsui F-C, Espino JU, Dato VM, Gesteland PH, Hutman J, Wagner MM:
Technical Description of RODS: A Real-time Public Health Surveillance
System. Journal of American Medical Informatics Association 2003,
10(5):399-408.
4. Heymann DL, Rodier GR: Hot spots in a wired world: WHO surveillance of
emerging and re-emerging infectious diseases. The Lancet Infectious
Diseases 2001, 1(5):345-353.
5. Brownstein JS, Freifeld CC: HealthMap: the development of automated
real-time internet surveillance for epidemic intelligence. Eurosurveillance
2007, 12(48).
6. Butler D: Disease surveillance needs a revolution. Nature 2006,
440(7080):6-7.
7. Yangarber R, Steinberger R, Best C, Etter Pv, Fuart F, Horby D: Combining
Information Retrieval and Information Extraction for Medical
Intelligence. Proceeding of Mining Massive Data Sets for Security, NATO
Advanced Study Institute. Gazzada, Italy 2007.
8. Mawudeku A, Blench M: Global Public Health Intelligence Network
(GPHIN). Proceeding of the 7th Conference of the Association for Machine
Translation in the Americas Cambridge, Massachusetts, United States of
America 2006, 7-11.
9. Mawudeku A, Lemay R, Werker D, Andraghetti R, John RS: The Global
Public Health Intelligence Network. Infectious Disease Surveillance
Infectious Disease SurveillanceM’ikanatha NM, Lynfield R, Beneden CAV, Valk
Hd 2007, 304-317.
10. Wilson JM: Argus: A Global Detection and Tracking System for Biological
Events. Advances in Disease Surveillance 2007, 4(21).
11. Tolentino H, Kamadjeu R, Fontelo P, Liu F, Matters M, Pollack M, Madoff L:
Scanning the Emerging Infectious Diseases Horizon-Visualizing ProMED
Emails Using EpiSPIDER. Advances in Disease Surveillance 2007, 2(4):169.
Chanlekha et al. BMC Medical Informatics and Decision Making 2010, 10:1
http://www.biomedcentral.com/1472-6947/10/1
Page 14 of 1512. Collier N, Doan S, Kawazoe A, Goodwin RM, Conway M, Tateno Y, Ngo Q-H,
Dien D, Kawtrakul A, Takeuchi K, et al: BioCaster: detecting public health
rumors with a Web-based text mining system. Bioinformatics 2008,
24:2940-2941.
13. Collier N, Kawazoe A, Doan S, Shitematsu M, Taniguchi K, Jin L, McCrae J,
Chanlekha H, Dien D, Hung Q, et al: Detecting Web rumours with a
multilingual ontology supported text classification system. Advances in
Disease Surveillance 2007, 4(242).
14. Keller M, Blench M, Tolentino H, Freifeld CC, Mandl KD, Mawudeku A,
Eysenbach G, Brownstein JS: Use of Unstructured Event-Based Reports for
Global Infectious Disease Surveillance. Emerging Infectious Disease 2009,
15(5):689-695.
15. Morse SS: Global Infectious Disease Surveillance And Health Intelligence.
Health Affairs 2007, 26(4):1069-1077.
16. Brownstein JS, Freifeld CC, Reis BY, Mandl KD: HealthMap: Internet-based
emerging infectious disease intelligence. Global Infectious Disease
Surveillance and Detection: Assessing the Challenges–finding Solutions:
Workshop Summary National Academies Press 2007, 183-204.
17. Grishman R, Huttunen S, Yangarber R: Information extraction for
enhanced access to disease outbreak reports. Journal of Biomedical
Informatics 2002, 35(4):236-246.
18. Grishman R, Huttunen S, Yangarber R: Real-time Event Extraction for
Infectious Disease Outbreaks. Proceedings of the second international
conference on Human Language Technology Research San Diego California
2002, 366-369.
19. Yangarber R, Best C, Etter Pv, Fuart F, Horby D, Steinberger R: Combining
Information about Epidemic Threats from Multiple Sources. Proceeding of
the Workshop on Multi-source Multilingual Infor-mation Extraction and
Summarization (MMIES’2007), RANLP’2007. Borovets, Bulgaria 2007.
20. Palmer M, Dang HT, Fellbaum C: Making fine-grained and coarse-grained
sense distinctions, both manually and automatically. Natural Language
Engineering 2007, 13(2):137-163.
21. Passonneau RJ, Habash N, Rambow O: Inter-annotator Agreement on a
Multilingual Semantic Annotation Task. Proceedings of the International
Conference on Language Resources and Evaluation (LREC). Genoa 2006,
1951-1956.
22. Mihalcea M, Chklovski T, Kilgarriff A: The SENSEVAL-3 English lexical
sample task. Proceedings of the Third International Workshop on the
Evaluation of Systems for the Semantic Analysis of Text (SENSEVAL-3).
Barcelona, Spain 2004, 25-28.
23. Bruce R, Wiebe J: Word-sense distinguishability and inter-coder
agreement. Proceedings of the Third Conference on Empirical Methods in
Natural Language Processing (EMNLP-98). Granada, Spain 1998, 53-60.
24. Passonneau RJ, Litman DJ: Intention-based segmentation: human
reliability and correlation with linguistic cues. Proceedings of the 31st
annual meeting on Association for Computational Linguistics. Columbus, Ohio
1993, 148-155.
25. Carletta J, Isard S, Doherty-Sneddon G, Isard A, Kowtko JC, Anderson AH:
The reliability of a dialogue structure coding scheme. Computational
Linguistics 1997, 23(1):13-31.
26. Hearst MA: TextTiling: Segmenting Text into Multi-Paragraph Subtopic
Passages. Computational Linguistics 1997, 23(1):33-64.
27. Teufel S, Carletta J, Moens M: An annotation scheme for discourse-level
argumentation in research articles. Proceedings of the ninth conference on
European chapter of the Association for Computational Linguistics. Bergen,
Norway 1999, 110-117.
28. Carlson L, Marcu D, Okurowski ME: Building a discourse-tagged corpus in
the framework of Rhetorical Structure Theory. Proceedings of the Second
SIGdial Workshop on Discourse and Dialogue. Aalborg, Denmark 2001,
16:1-10.
29. Marcu D, Amorrortu E, Romera M: Experiments in constructing a corpus
of discourse trees. Proceedings of the ACL Workshop on Standards and Tools
for Discourse Tagging. College Park, MD 1999, 48-57.
30. Passonneau RJ: Computing Reliability for Coreference Annotation.
Proceeding of the 4th International Conference on Language Resources and
Evaluation (LREC). Lisbon, Portugal 2004, 1503-1506.
31. Poesio M, Artstein R: The Reliability of Anaphoric Annotation,
Reconsidered: Taking Ambiguity into Account. Proceeding of ACL
Workshop on Frontiers in Corpus Annotation. Ann Arbor 2005, 76-83.
32. Teufel S, Moens M: Summarizing Scientific Articles: Experiments with
Relevance and Rhetorical Status. Computational Linguistics 2002,
28(4):409-445.
33. Nenkova A, Passonneau R, McKeown K: The Pyramid Method:
Incorporating Human Content Selection Variation in Summarization
Evaluation. ACM Transactions on Speech and Language Processing (TSLP)
2007, 4(2), ISSN: 1550-4875.
34. Artstein R, Poesio M: Inter-Coder Agreement for Computational
Linguistics. Computational Linguistics 2008, 34(4):555-596.
35. Doan S, Kawazoe A, Conway M, Collier N: Towards role-based filtering of
disease outbreak reports. Journal of Biomedical Informatics 2009,
42(5):773-80.
36. Saurí R, Littman J, Knippen B, Gaizauskas R, Setzer A, Pustejovsky J: TimeML
Annotation Guidelines Version 1.2.1. 2006.
37. Levin B: English Verb Classes and Alternations: A Preliminary
Investigation. Chicago, The University of Chicago Press 1993.
38. Allen J: Towards a general theory of action and time. Artificial Intelligence
in Medicine 1984, 23:123-154.
39. Verhagen M, Gaizauskas R, Schilder F, Hepple M, Katz G, Pustejovsky J:
SemEval-2007 Task 15: TempEval Temporal Relation Identification.
Proceedings of the 4th International Workshop on Semantic Evaluations
Prague, Czech Republic: Association for Computational Linguistics 2007.
40. Kawazoe A, Jin L, Shigematsu M, Barrero R, Taniguchi K, Collier N: The
development of a schema for the annotation of terms in the BioCaster
disease detecting/tracking system. Proceedings of KR-MED 2006, the Second
International Workshop on Formal Biomedical Knowledge Representation.
Baltimore, Maryland 2006, 77-85.
41. Ramshaw L, Marcus M: Text Chunking Using Transformation-Based
Learning. Proceedings of the ACL Third Workshop on Very Large Corpora
1995, 82-94.
42. Charniak E: A maximum-entropy-inspired parser. Proceedings of the 1st
North American chapter of the Association for Computational Linguistics
conference. Seattle, Washington 2000, 132-139.
43. Borthwick A, Sterling J, Agichtein E, Grishman R: NYU: Description of the
MENE Named Entity System as Used in MUC-7. Proceeding of the 7th
Message Understanding Conference. Fairfax, Virginia 1998.
44. Spatiotemporal zoning project. http://code.google.com/p/spatiotemporal-
zoning/.
45. BioCaster text mining project. http://biocaster.nii.ac.jp.
46. Cohen J: A Coefficient of Agreement for Nominal Scales. Educational and
Psychological Measurement 1960, 20(1):37-46.
47. Chapman WW, Bridewell W, Hanbury P, Cooper GF, Buchanan BG: A simple
algorithm for identifying negated findings and diseases in discharge
summaries. Journal of Biomedical Informatics 2001, 34(5):301-310.
48. Leidner JL, Sinclair G, Webber B: Grounding spatial named entities for
information extraction and question answering. Proceeding of HLT-NAACL
2003 workshop on Analysis of geographic references Association for
Computational Linguistics 2003, 1:31-38.
49. Mullen T, Mizuta Y, Collier N: A baseline feature set for learning rhetorical
zones using full articles in the biomedical domain. SIGKDD Explorations
2005, 7(1):52-58.
50. Mani I, Verhagen M, Wellner B, Lee CM, Pustejovsky J: Machine learning of
temporal relations. Proceedings of the 21st International Conference on
Computational Linguistics and the 44th annual meeting of the Association for
Computational Linguistics Sydney, Australia: Association for Computational
Linguistics 2006, 753-760.
51. CBCNews. http://www.cbc.ca/news/.
52. Google Maps. http://maps.google.com.
53. Nation Channel 24-hour news station. http://www.nationchannel.com/.
Pre-publication history
The pre-publication history for this paper can be accessed here:http://www.
biomedcentral.com/1472-6947/10/1/prepub
doi:10.1186/1472-6947-10-1
Cite this article as: Chanlekha et al.: A framework for enhancing spatial
and temporal granularity in report-based health surveillance systems.
BMC Medical Informatics and Decision Making 2010 10:1.
Chanlekha et al. BMC Medical Informatics and Decision Making 2010, 10:1
http://www.biomedcentral.com/1472-6947/10/1
Page 15 of 15