Abstract. -Let K be a finite extension of Q p . We use the theory of (ϕ, Γ)-modules in the Lubin-Tate setting to construct some corestriction-compatible families of classes in the cohomology of V , for certain representations V of Gal(Q p /K). If in addition V is crystalline, we describe these classes explicitly using Bloch-Kato's exponential maps. This allows us to generalize Perrin-Riou's period map to the Lubin-Tate setting.
Introduction
Let K be a finite extension of Q p and let G K = Gal(Q p /K). In this article, we use the theory of (ϕ, Γ)-modules in the Lubin-Tate setting to construct some classes in H 1 (K, V ),
for "F -analytic" representations V of G K . If in addition V is crystalline, we describe these classes explicitly using Bloch and Kato's exponential maps and generalize Perrin-Riou's period map to the Lubin-Tate setting.
We now describe our constructions in more detail, and introduce some notation which is used throughout this paper. Let F be a finite Galois extension of Q p , with ring of integers O F and maximal ideal m F , let π be a uniformizer of O F and let k F = O F /π and q = Card(k F ). Let LT be the Lubin-Tate formal group [LT65] attached to π. We fix a coordinate T on LT, so that for each a ∈ O F the multiplication-by-a map is given by a power series [ provides us with a finite unramified extension B K of B F . Recall [Fon90] that a (ϕ, Γ)-module over B K is a finite dimensional B K -vector space endowed with a compatible
Frobenius map ϕ q and action of Γ K . We say that a (ϕ, Γ)-module over B K is étale if it has a basis in which Mat(ϕ q ) ∈ GL d (A K ). The relevance of these objects is explained by the result below (see [Fon90] , [KR09] ).
The main result of this article is the construction, for an F -analytic representation V of G K , of a collection of maps
having a certain number of properties. For example, these maps are compatible with
Kn,V if n 1. Another property is that if F = Q p and π = p (the cyclotomic case), these maps coïncide with those constructed in [CC99] (and generalized in [Ber03] ).
If now K = F and V is a crystalline F -analytic representation of G F , we give explicit formulas for h 1 Fn,V using Bloch and Kato's exponential maps [BK90] . Let V be as above, let D cris (V ) = (B cris,F ⊗ F V ) G F (note that because the ⊗ is over F , this is the identity component of the usual D cris ) and let t π = log LT (T ). Let {u n } n 0 be a compatible sequence of primitive π n -torsion points of LT. Let B Using theorems B and C, we give in §3.5 a Lubin-Tate analogue of Perrin-Riou's "big exponential map" [PR94] using the same method as that of [Ber03] which treats the cyclotomic case. It will be interesting to compare this big exponential map with the "big logarithms" constructed in [Fou05] and [Fou08] . It is also instructive to specialize theorem C to the case V = F (χ π ), which corresponds to "Lubin-Tate" Kummer theory. Recall that if L is a finite extension of F , Kummer theory gives us a map δ :
. When L varies among the F n , these maps are compatible: the diagram
commutes. Let S denote the set of sequences {x n } n 1 with x n ∈ m Fn and such that
We prove that S is big, in the sense that (if F = Q p ) the projection on the n-th coordinate map S ⊗ O F F → F n is onto (this would not be the case if we did not have the factor q/π in the definition of S). Furthermore, we prove that if x ∈ S, there exists a power series f (T ) ∈ (B + rig,F )
ψq=1/π such that
and the following holds (theorem 3.4.5), where u is the basis of F (χ π ) corresponding to the choice of {u n } n 0 .
In the cyclotomic case, there is [Col79] a power series Col x (T ) such that Col x (u n ) = x n for n 1. We then have f (T ) = log Col x (T ), and theorem D is proved in [CC99] . In the general Lubin-Tate case, we do not know whether there is a "Coleman power series" of which f (T ) would be the log LT . This seems like a non-trivial question.
It would be interesting to compare our results with those of [SV17] . Let LT be the Lubin-Tate formal O F -module attached to π and choose a coordinate T for the formal group law, such that the action of π on LT is given by [π] 
(T ) denote the power series that gives the action of a on LT. Let log LT (T ) denote the attached logarithm and exp LT (T ) its inverse. If K is a finite extension of F , let
By Lubin-Tate theory (see [LT65] 
Since log LT (T ) converges on the open unit disk, it can be seen as an element of B + rig,F and we denote it by t π . Recall that g(
Recall that B † rig,F denotes the Robba ring, the ring of power series f (T ) = i∈Z a i T i with a i ∈ F such that there exists ρ < 1 such that f (T ) converges for ρ < |T | < 1. We have B † F ⊂ B † rig,F and by writing a power series as the sum of its plus part and its minus part, we get B †
. Moreover, the ring R is a free ϕ q (R)-module of rank q, and we define ψ q : R → R by the formula ϕ q (ψ q (f )) = 1/q·Tr R/ϕq (R) (f ). The map ψ q has the following properties (see for instance §2A of [FX13] and §1.2.3 of [Col16] ): ψ q (x · ϕ q (y)) = ψ q (x) · y, the map ψ q commutes with the action of 
give rise to mutually inverse equivalences of categories between the category of F -linear representations of G K and the category of étale (ϕ, Γ)-modules over B K .
but it is easy to see that it works for any uniformizer). If F = Q p , some simple examples (see [FX13] ) show that this is no longer the case. 
We prove that any overconvergent representation of G K is a quotient (and therefore also a subobject, by dualizing) of some representation of the form X ⊗ F Y as above.
Proof. -Recall (see §3 of [Ber16] ) that if r > 0, then inside B † rig,K we have the subring B †,r rig,K of elements defined on a fixed annulus whose inner radius depends on r and whose outer raidus is 1, and that (ϕ, Γ)-modules over B † Let X = ind
By dualizing, we get the following variant of theorem 1.3.1.
and an injective
1.4. Extensions of (ϕ, Γ)-modules. -In this section, we prove that there are no non-trivial extensions between an F -analytic (ϕ, Γ)-module and the twist of an F -analytic (ϕ, Γ)-module by a character that is not F -analytic. This is not used in the rest of the paper, but is of independent interest.
We define the first cohomology group H 1 (D) of a (ϕ, Γ)-module D as in §4 of [FX13] .
denote the set of continuous functions f :
is such an extension and if s : up to isomorphism.
and g ∈ Γ K , then g(f) = f and therefore ∇ g (f ) = 0. The formula above shows that if
· f , and therefore f = 0 if δ is not locally analytic.
Analytic cohomology and Iwasawa theory
In this chapter, we explain how to construct classes in the cohomology groups of Fanalytic (ϕ, Γ)-modules. This allows us to define our maps h 
Let M be a Fréchet space, and write M = lim ← −n M n with M n a Banach space such that the image of M n+j in M n is dense for all j 0.
Proposition 2.1.1.
Proof.
-By definition, we have an exact sequence 
is exact, and the proposition follows.
In this paper, we mainly use the semigroups Γ K , Γ K × Φ where Φ = {ϕ n q , n ∈ Z 0 } and Γ K × Ψ where Ψ = {ψ n q , n ∈ Z 0 }. The semigroups Φ and Ψ are discrete and the F -analytic structure comes from the one on Γ K . 
If M is a Fréchet space with a pro-F -analytic action
converges to an operator ∇ on M, which is independent of g thanks to the F -analyticity assumption. If c : Γ K → M is an F -analytic map, let c ′ (1) denote its derivative at the identity.
Proof. -Assume for the time being that M is a Banach space. We first show that the map induced by c → c ′ (1) is well-defined and lands in (M/∇M)
The formula for the corestriction follows from the explicit descriptions above:
We now show that the map is injective. If c
We finally show that the map is surjective. Suppose now that y ∈ (M/∇M)
is well-defined, and in the other direction we have the map y → c y :
These two maps are inverses of each other. 
Cohomology of F
, which correspond to F -analytic extensions of F by V by theorem 1.2.2.
rig,F the Robba ring with coefficients in C p . There is an action of G F on the coefficients of R Cp and R
by theorem 2.2.2, so that x = ϕ q (x) and the above inclusion is an equality. 
It is straightforward to check that U and T are inverses of each other (even at the level of the Z 1 an ) and that they descend to the H Proof. -This is lemma 5.1 of [FX13] .
Proof. 
Let Res : B † rig,F → F be defined by Res(f ) = a −1 where f (T )dt π = n∈Z a n T n dT . The following lemma combines propositions 2.12 and 2.13 of [FX13] . When a = q −1 , we have an exact sequence
is exact, and
which now implies that B † rig,F /(ψ q − q −1 π) = F , generated by the class of x.
We now assume again that a = q −1 and compute the kernel of (Der). and has a nonzero radius of convergence. If M is a Banach space with a locally F -analytic action of Γ K and h ∈ Γ K is close enough to 1, then
converges to a continuous operator on M. If g ∈ Γ K , we then define
This operator is independent of the choice of n such that g n is close enough to 1, and can be seen as an element of the locally F -analytic distribution algebra acting on M. 
Assume that K contains F 1 and let r(K)
= f + val p ([K : F 1 ]). For example, p r(Fn) = q n if n 1. Assume further that K contains F n(K) , so that χ π : Γ K → O ×
F is injective and its image is a free
Lemma 2.4.1. -If K = F n and m 0 and x ∈ F m+n , then
.
The lemma follows from taking k large enough so that ek m.
Lemma 2.4.2. -If b is a basis of Γ Fn and if f (T ) ∈ (B
Proof. -If m 1, then by lemma 2.4.1 and using repeatedly the fact (see §1.1) that
This proves the first claim, since an element f (T ) ∈ B + rig,F is divisible by t π /ϕ n q (T ) if and only if f (u n+m ) = 0 for all m 1. The second claim follows easily.
and ψ q (y) = y means that:
If m 2, the conjugates of u m under Gal(F m /F m−1 ) are the {ω ⊕ u m } [π](ω)=0 so that:
For m = 1, the computation is similar, except that the conjugates of u 1 under Gal(F 1 /F ) are the ω, where [π](ω) = 0 but ω = 0, which results in:
q (y)). Proposition 2.5.1.
Construction of extensions. -
such that for all 1 j d and k 0, we have
We then have c b (y)
Proof. -There is obviously one and only one continuous cocycle satisfying the conditions of the proposition. It is Q p -analytic, and in order to prove that it is F -analytic, we need to check that the directional derivatives are independent of j. We have
which is indeed independent of j, and thus c b (y) Proof. -The Lubin-Tate character maps Γ L to 1 + π n O F , and 
This proves the lemma. 
is the difference of two Laurent series, each having a simple pole at 0 with equal residues, and therefore belongs to 
of M is well defined. By proposition 2.5.1, we have
where L is the extension of K such that Γ L = Γ 
Definition 2.5.5. The theorem follows from comparing this with the explicit formula of theorem 2.5.8.
.4) and with H
1 an (Γ K × Ψ, D † rig (V )) ≃ H 1 an (K, V ) (
Explicit formulas for crystalline representations
In this chapter, we explain how the constructions of the previous chapter are related to p-adic Hodge theory, via Bloch and Kato's exponential maps. Let B dR be Fontaine's ring of periods [Fon94] and let B We assume throughout this chapter that K = F and that the representation V is crystalline and F -analytic. 
Crystalline
F -analytic representations. -If V is an F -analytic crystalline representation of G F , let D cris (V ) = (B max,F ⊗ F V ) G F (
M(D cris (V )). This implies that D
Proof. -Take h 0 such that the slopes of
. . , e n be a basis of t
The theorem follows from applying lemma 3.1.2 below to k = n, n − 1, . . . , 1.
Proof. -This is lemma 5.4 of [FX13] . 
Proof. -This is lemma 9.25 of [Col02] .
If V is a de Rham F -linear representation of G K , we can ⊗ F the above sequence with V and we get a connecting homomorphism exp Lemma 3.2.1 says that we can lift
and its image is in H
max,Qp (see lemma 1.1.11 of [Ber08] ) so that (B
max,Qp . We can therefore viewx as an element of B 
] is an isomorphism, and the dual exponential map exp
Proof. -This follows from theorem 3.2.3 and from the fact that g → log(
dR is well-defined.
3.3. Interpolating exponentials and their duals. -Let V be an F -analytic crystalline representation. By theorem 3.1.1, we have D †
is commutative, we only need to prove the theorem when n n(F ) by lemma 2.4.3 and proposition 2.5.6. By theorem 2.5.8, we have We now give explicit formulas for exp Fn,V . Take h 0 such that Fil
Proof. -Since the diagram
is commutative, we only need to prove the theorem when n n(F ) by lemma 2.4.3 and proposition 2.5.6. By theorem 2.5.8, we have
so that (in the notation of theorem 2.5.
, and therefore
The ring B † rig contains B + max,F and the inclusion (B
an equality (proposition 3.2 of [Ber02] ). This implies that
We can hence write
The theorem now follows from the fact that
by lemmas 2.4.2 and 2.4.
and from the reminders given in §3.2, in particular the fact that exp K,V is the connecting homomorphism when tensoring the exact sequence of lemma 3.2.1 with V and taking Galois invariants.
Kummer theory and the representation
so that we can write g(
where the superscript LT means that the summation is carried out using the Lubin-Tate addition. If F = Q p and LT = G m , we recover the classical Kummer map, and Tr 
Proof. -This is a straightforward consequence of the explicit description of the corestriction map.
, so that for n 1: Proof. -By [Laz62] , there exists a power series g(T ) ∈ B + rig,F such that g(u n ) = y n for all n 1. We also have
and since q = π (because F = Q p ), we can choose
This implies that (ψ q (g)−1/π ·g)(u n ) = 0 for all n 0, so that ψ q (g)−1/π ·g ∈ t π ·B + rig,F . It is therefore enough to prove that ψ q − 1/π : Definition 3.4.3. -Let S denote the set of sequences {x n } n 1 with x n ∈ m Fn and Tr
The following proposition says that if F = Q p , then S is quite large: for any k 1, the "k-th component" map Proof. 
This implies that Tr F n+1 /Fn (O F n+1 ) = πO Fn by proposition 7 of Chapter III of [Ser68] . Since π divides q/π, this shows that given y ∈ O F k , there exists a sequence {y n } n 1 with x n ∈ O Fn such that y k = y, and Tr F n+1 /Fn (y n+1 ) = q/π · y n for n 1. Take ℓ 1 , ℓ 2 0 such that π ℓ 1 O Cp is in the domain of exp LT and such that π
Let y = π ℓ 2 log LT (z). Let {y n } n 1 be a sequence as above, let x n = exp LT (π ℓ 1 y n ) and
for all n, have their log LT equal to zero and are in a domain in which log LT is injective. This proves the proposition.
If x ∈ S and y n = log LT (x n ), then y n ∈ F n and Tr F n+1 /Fn (y n+1 ) = q/π · y n , so that by proposition 3.4.2, there exists f (T ) ∈ B + rig,F such that ψ q (f (T )) = π −1 · f (T ) and 
. By theorem 3.3.2 applied to y with h = 1, we have h
By example 3.10.1 of [BK90] and lemma 3.2.2, we have δ(
This proves the theorem. 
Remark 3.4.7.
-If x ∈ S, then by proposition 3.4.2, there is a power series f (T ) such that f (u n ) = log LT (x n ) for n 1. Is there a power series
If F = Q p , such a power series is the classical Coleman power series [Col79] . If F = Q p and x ∈ S and z is a [q/π]-torsion point, and k d − 1 so that z ∈ F k , then the sequence
This means that we cannot naïvely interpolate x.
3.5. Perrin-Riou's big exponential map. -In this last section, we explain how the explicit formulas of the previous sections can be used to give a LubinTate analogue of Perrin-Riou's "big exponential map" [PR94] . Take h 1 such that
Lemma 3.5.1. -There is an exact sequence:
Proof. -Note that the map ϕ q acts diagonally on tensor products. It is easy to see that ker(1 − ϕ q ) = ⊕ 
Let u be a basis of F (χ π ) as above, and let e j = u ⊗j if j ∈ Z. To get the other n, we corestrict. rig,F (it is surjective as can be seen by "integrating" directly a power series) but the reader can check that this leads to no ambiguity in the formulas of theorem 3.5.3 above.
If F = Q p and π = p, definition 3.5.2 and theorem 3.5.3 are given in §II.5 of [Ber03] . They imply that Ω V,h coïncides with Perrin-Riou's exponential map (see theorem 3.2.3 of [PR94] ) after making suitable identifications (theorem II.13 of [Ber03] ).
Our definition therefore generalizes Perrin-Riou's exponential map to the F -analytic setting. We hope to use the results of [Fou05] and [Fou08] to relate our constructions to suitable Iwasawa algebras as in the cyclotomic case.
