A program is described that calculates exact and optimal (uniformly most accurate unbiased) confidence limits for linear functions of the normal mean and variance. The program can therefore also be used to calculate confidence limits for monotone transformations of such functions (e.g., lognormal means). The accuracy of the program has been thoroughly evaluated in terms of coverage probabilities for a wide range of parameter values.
i.e., X w A(p, a2) or (equivalently) Y = log(X) N IV(P, a2), then the expected value, variance, median, and mode of X are, respectively, E(X) = exp(p + 02/2), var(X) = exp(2p + a2)(exp(a2) -1), rned(X) = exp(p), and mode(X) = exp(p -a2). Exact and optimal (uniformly most accurate unbiased) confidence limit procedures have been developed for linear functions of p and a2 (Land, 1971 (Land, , 1973 (Land, 1974 (Land, , 1988 
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The two-sided case is more complex, and requires some additional notation. The upper limit of level 1 -a is that number m such that T(m) = tl, a(nz); i.e., it is necessary to find the unique pair of numbers m and t2 such that both GI (T(nz), t2) = 1 -a and For the one-sided limit, the secant method alone is used to find the zero of the function G(T(m)) -a. For the upper two-sided limit, the secant method is applied to find the zero of the function G2(T(nz), t2)-(1 -a), subject to the constraint that Gl(T(nz), t2) = 1 -a;
for a given m and a, this t2, which depends on m and a, is found by numerically inverting the integral defining GI. The lower two-sided limit is found in the same manner, after swit thing the order of the arguments of G1 and G2.
For u = 2 all integrals are evaluated directly, while in other cases they are approximated using the adaptive quadrature method described in Burden and Faires (1989) . With this method, subintervals are determined so that the integral is approximated with the desired accuracy using Simpson)s rule on each subinterval. This method is generally faster than simpler integration methods to achieve that same accuracy because the ultimate subdivision that is used need not be uniformly spaced over the entire interval of integration; the subintervals can be selected based on the desired accuracy and the variability of the function to be integrated (for a more complete description, see Burden and Faires 1989) .
Although the method is in general straightforward, several numerical considerations warrant discussion.
Conversion to integral over (-1, 1)
By the change of variable x(t) = t//m, and for -m < A < B < cm, simple
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is the modified Bessel of the third kind.
Similarly and
These formulas are used for the integrals in the functions G, GI and G2. When possible, the Bessel function is evaluated using the algorithm written by Cody and Stolz (Cody and Stolz, 1989) .
With the exception of the cases when the Bessel function routine is used, the integrals are evaluated using the adapt ive quadrature method described above.
Bessel Function Considerations
For numerical reasons, the product e-" 1. 
Inversion of Inteqral
After the scale change from t to x, and defining X(m) = T(m)/~m, finding xl = tl/~~for fixed m is equivalent to finding xl such that the integral from X(m) 
and the adaptive quadrature routine is called on each
subinterval. This successfully prevents premature t erminat ion of the adaptive quadrature routine for the cases of int crest.
Ifb < Xmaz then the adaptive quadrature routine is applied directly to the numerator.
However, if b > x~.z then the ratio of integrals is evaluated as
This is done to avoid redundant calculations in the numerator and denominator.
For the two-sided limits, evaluation of GI (a, b) and G2 (a, b) (equation 3.2) involves approximating expressions of the form~F
where J'(x) = gn(x) or xgn (x) and a' = a//~,
it is expected that it will generally be the case that a' < Xnaz < b'. calculations as discussed above, the ratio of integrals is evaluated as
For la -0.51>0.25,
To avoid redundant
The adaptive quadrature routine is applied directly to the integrals in the numerator, while the denominator is evaluated as This approach is successful for all cases of interest, even if la -0.5 I~0.25.
Initial Guesses for the Secant Method for One-Sided Limits
Two initial guesses are required for the secant method.
For the one-sided limits, the initial guesses are selected so that in general the sequence of approximations generated by the secant method is always on one side of the root. 
Other Modifications of Secant Method
For the one-sided limits, the secant method as described above is used to approximate the root. However, for the two-sided limits additional steps are necessary.
First, guesses for the two-tailed limits of level a are estimated based on the assumption that the one-sided limits of level 1 -(1 -a)/2 should be "close," although some fine-tuning is necessary. For the lower two-tailed limit, the first guess is the one-sided lower confidence limit (calculated using the algorithm described here) of level (1 -a)/2. The second guess is the first guess divided by 1.1. For the upper two-tailed limit, it was found that the upper one-sided limit of level 1 -(1 -a)/2 led to numerical problems, and so the first guess is set at the slightly larger value corresponding to level 1 -(1 -a)/1. 1, and the second guess is 1.05 times the first. The initial guesses are then modified as necessary to ensure than the root lies between the two guesses. Then, at each step the approximation generated by the secant method is checked to see if it lies between the two previous approximations. If it does not, then the midpoint of the two previous approximations is used as the next approximation.
Finally, the approximations are retained so that the root always lies between them. These extra steps increase the execution time, but avoid numerical instabilities that are associated with use of the secant method alone.
In the course of performing verification of the algorithms (section 4), it was necessary to use values of s well below 0.1, which is the lower bound of previously published values.
In these cases, calculation of the upper two-sided limits requires finding the zero of a function that has a large derivative at the root. The approximations generated by the secant met hod, while still in the interval cent aining the root, converge quite slowly, and usually the maximum number of iterations set by the user is exceeded. For this reason, when the maximum number of iterations is exceeded when calculating the two-sided limits, the bisection method alone is used until the difference between approximations is below a value set by the user. x:-l (~) is the @h Percentile of the Chi-squared distribution with n -1 degrees of freedom. Let C(p, q; p, a, a) denote the upper confidence limit calculated using the algorithm described here of level a on p + *02 using the sample estimates yP and s~. For a given level of confidence a, the set of pairs (p, q) for which the calculated upper confidence limit is below the true value p +~a2, i.e., for which
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Algorithm Verification
should be a region with area 1 -a. Similarly, if CL(p, q; p, a, a) and CU(p, q; p, a, a) denote 1 2 then the set of pairs (p, q) for the lower and upper two-sided confidence limits for p +~a , which should have area 1 -a.
Since C(p, q; p,a, a), cL(p, q; p,a, a) , and Cu(p, q; p,a, a) where @ -1 is the inverse of the standard normal distribution function. A similar relationship holds between pL(q) and CL (p, q; p, a, a) and between pu(q) and Cu (p, q; p, a, a) in the two-sided case.
The algorithm was checked in this fashion with p = O for the one-sided limits over the following range: u = 2,3,5,10,100,1000, a = 0.1,1,10 and a = 0. 001, 0.005, 0.01,0.1, 0.9, 0.95, 0.99, 0.995, 0.999 , with the integrals approximated with tolerance 10-6, and the confidence limits themselves approximated with tolerance 10-8. Similarly, the two-sided limits were checked for u = 2,3,5,10,100,1000, a = 0.1,1,10 and a = 0. 
APPENDIX
In this short appendix a proof is provided for the identity shown in equation (4.1).
Only the one-sided interval case is discussed, but the same proof holds for the lower and upper limits in the two-sided case. In Section 2 it is noted that, if y is the sample mean, any level 1 -a confidence limit for p + AS2 is equal to y +~where~does not depend on y (Land, 1973) . Let C denote the confidence limit using the sample mean yl. Then the calculated confidence limit using the sample mean y2 will obviously be equal to C + y2 -yl.
If we write yi = p + @(pi)a/@, where @(pi) is the pith normal quantile, then, using the notation defined above, we have that 
