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TIME FRACTIONAL STOCHASTIC DIFFERENTIAL EQUATION WITH
RANDOM JUMPS
PEIXUE WU, ZHIWEI YANG, HONG WANG, AND RENMING SONG
Abstract. We prove the well-posedness of variable-order time fractional stochastic differen-
tial equations with jumps. Using a truncating argument, we do not assume any condition on
the initial distribution and the integrability of the large jump term even though the solution
is non-Markovian. To get moment estimates, some extra assumptions are needed. As an
application of moment estimates, we prove the Ho¨lder regularity of the solutions.
Keywords: variable-order time fractional stochastic differential equation, stochastic Volterra
equation, Le´vy noise, well-posedness, moment estimates, regularity.
1. Introduction
1.1. Background and outline of the paper. Stochastic differential equations (abbreviated
as SDE) are used to describe phenomena such as particle movements with a random forcing,
often modeled by Brownian motion noise (continuous)[13, 18, 26] or Le´vy noise (jump type)
[2, 30].
The classical Langevin equation describes the random motion of a particle immersed in a
liquid due to the interaction with the surrounding liquid molecules. Let m be the mass of the
particle, and x(t) and u(t) be the instantaneous position and velocity of the particle. Then
Newton’s equation of motion for the Brownian particle is given by the Langevin equation
m
du
dt
= −γu+ ξ(t). (1)
Here γ is the friction coefficient per unit mass, and ξ(t) is the random force that accounts for
the effect of background noise and is usually described by a white noise, i.e., the correlation
function satisfies
〈ξ(t)〉 = 0, 〈ξ(t1), ξ(t2)〉 = 2Dδ(t1 − t2).
It is well known that (1) is equivalent to the following SDE:
du = − γ
m
u(t)dt+
1
m
dWt. (2)
where Wt is Brownian motion, and which generalizes to the general SDE:
du = f(t, u(t))dt+ g(t, u(t))dWt. (3)
However, when the particle is immersed in viscoelastic liquids, the temporal moments of the
random force has memory effect and is often a power function of time t
〈η(t)〉 = 0, 〈η(0), η(t)〉 = Γ(α)t−α,
leading to the generalized Langevin equation [19]
du
dt
+
∫ t
0
K(t− s)u(s)ds = η(t) (4)
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with K being the kernel, which is equivalent to the following stochastic Volterra equation
driven by fractional Brownian motion:
du =
∫ t
0
κ(t, s)u(s)ds+ dWH(t) (5)
where WH(t) is a fractional Brownian motion with Hurst index H . We refer the reader to
[17] for the modeling, and [9] for the well-posedness of (5).
Different fractional Langevin equations were derived via the Laplace transform based on the
generalized Langevin equation (4). For example, in [7, 22], the fractional Langevin equation
of the form
du
dt
+ γDαt u = η(t), 0 < α < 1. (6)
was derived. In [33], they similarly derived a fractional Langevin equation that assumes
different forms at different time scales. Namely,
du
dt
+ u = η(t), 0 < t≪ τ du
dt
+ γD
1/2
t u = η(t), t≫ τ (7)
where τ is the mean collision time of the liquid molecules with the particle.
Moreover, the surrounding medium of the particle may change with time, which leads to the
change of the fractional dimension of the media that in turns leads to the change of the order
of the fractional Langevin equation via the Hurst index [11, 23] and yields a variable-order
fractional Langevin equation of the form
du = −γDα(t)t udt+ dWH(t) (8)
All of the above examples focus on fractional Langevin equation with (fractional) Brownian
noise. However, when the surrounding medium of the particle exhibits strong heterogeneity,
the particle may experience large jumps and lead to an additional Le´vy driven noise [3]. In
this paper, we will focus on pure jump noise. Our model can be expressed as the following
variable-order time fractional SDE driven by a multiplicative Le´vy noise which also includes
a large jump term:
du(t) =
(
λ · R0Dα(t)t u(t) + f(t, u(t))
)
dt+
∫
|z|<1
g
(
t, u(t−), z)N˜(dt, dz)
+
∫
|z|≥1
h
(
t, u(t−), z)N(dt, dz), u(0) = u0, t ∈ [0, T ], (9)
where T > 0, λ ∈ R, R0Dα(t)t u(t) represents friction with memory effect, f(t, u(t)) is the
external force and the random terms represent the jump type noise. Here the variable-order
Riemann-Liouville derivative is given by
R
0D
α(t)
t u(t) :=
d
dt
∫ t
0
u(s)
Γ(1− α(t))(t− s)α(t)ds, (10)
where α, f, g, h are functions in proper classes which make the integrals meaningful. One can
see similar definitions of fractional derivatives from [14, 15, 23, 24, 28, 32, 35, 39].
As we will see in (12), our equation can be seen as a special form of stochastic Volterra
equation, with no memory effect on the random noise. For the properties of general stochastic
Volterra equation, with memory effect on the random noise, we refer the reader to [6, 27, 38]
for white noise driven stochastic Volterra equation and [1, 4, 8, 12, 29] for Le´vy driven noise.
The reason why we do not consider memory effect on the random noise is that it can be
treated similarly once we apply the moment inequalities, see Lemma 3.7. Also, the memory
effect on the drift term already makes the equation essentially different from the usual SDE
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because the solution will be non-Markovian. Therefore, it is not easy to argue that the equa-
tion has a unique solution with any initial distribution which is used to add the large jump
noise.
In our paper, we aim to prove that our equation has a unique solution with any initial
distribution, even though we do not have Markov property. Using this fact, with extra anal-
ysis, we show that without any condition on the large jump term, existence and uniqueness
of (9) holds. According to the authors’ knowledge, this is the first time showing that fact in
non-Markovian setting.
Moreover, since the kernel function is given by fractional derivative, which is special in
that it has some scaling properties, we discover that the decaying speed in the approximating
procedure of the solution is slower than the usual SDE, and it can be given explicitly by the
fractional order of the derivative, see Theorem 2.2. Also, the explicit relation between the regu-
larity of the solution and the regularity of the fractional order is also derived, see Theorem 2.5.
Outline of the paper: The rest of this paper is organized as follows: In the remaining of
Section 1, we will talk about an illustrative example. Also, some preliminaries and notations
will be mentioned. In Section 2, we will formulate the assumptions and main theorems.
In Section 3, we prove the well-posedness of (9). Indeed, we will prove a stronger result
Proposition 3.9 which implies the well-posedness. In Section 4, we prove the moment estimates
of the solution and as an application, we prove the Ho¨lder regularity of the solution. In Section
5, we discuss some further questions, including some questions which are interesting but are
outside the scope of this paper.
1.2. An illustrative example. Before we formulate our main problem, we consider the
following illustrative example.
du(t) =
(
λ · R0Dα(t)0 u(t) + f(t, u(t))
)
dt+ h(t, u(t−))δt0(t), t ∈ [0, T ], u(0) = u0 ∈ R,
where t0 ∈ (0, T ) is a fixed time and δt0 is the Dirac measure supported at {t0}. Then the
above equation can be understood as the following Volterra equation with a jump at time t0:
u(t) = u0 + λ
∫ t
0
u(s)
Γ(1− α(t))(t− s)α(t) ds+
∫ t
0
f(s, u(s))ds+
∫ t
0
h(s, u(s−))δt0(ds).
Due to the memory of the term R0D
α(t)
t u(t), solving the above deterministic equation is not
as easy as the memoryless case. The reason is that after the jump, the solution not only
depends on the behavior at the jump time, but also depends on the past. Thus we need a
finer piecewise analysis as below:
If t < t0, the equation reduces to the Volterra equation with no jump:
u(t) = u0 + λ
∫ t
0
u(s)
Γ(1− α(t))(t− s)α(t) ds+
∫ t
0
f(s, u(s))ds,
and the solution is denoted as v0(t), t < t0.
If t = t0, the solution is given by
u(t0) = u0 + λ
∫ t0
0
v0(s)
Γ(1− α(t))(t0 − s)α(t0)ds+
∫ t0
0
f(s, v0(s))ds+ h(t0, v0(t0−)),
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If t > t0, the solution is given by the following equation
u(t) = u0 + λ
∫ t0
0
v0(s)
Γ(1− α(t))(t− s)α(t) ds+
∫ t0
0
f(s, v0(s))ds+ h(t0, v0(t0−))
+ λ
∫ t
t0
u(s)
Γ(1− α(t))(t− s)α(t) ds+
∫ t
t0
f(s, u(s))ds.
If we define
k(t) := u0 + λ
∫ t0
0
v0(s)
Γ(1− α(t))(t− s)α(t) ds+
∫ t0
0
f(s, v0(s))ds+ h(t0, v0(t0−)),
then the solution for t > t0 is given by the following Volterra equation:
u(t) = k(t) + λ
∫ t
t0
u(s)
Γ(1− α(t))(t− s)α(t) ds+
∫ t
t0
f(s, u(s))ds. (11)
Under some conditions on k(t), which means we need some conditions on α, f, h, the above
equation (11) has a unique solution denoted as v1(t), t > t0. Thus the global solution on [0, T ]
can be given by
u(t) =

v0(t), t < t0
v0(t0−) + h(t0, v0(t0−)), t = t0
v1(t), t0 < t ≤ T
In order to show the differences between ordinary differential equation and the variable-order
fractional differential equation, we plot the
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
t
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
u
ODE
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
t
0.6
0.8
1
1.2
1.4
1.6
1.8
2
u
Frac
Figure 1. Plots of solutions: ordinary differential equation solutions (‘blue
color’ or ‘left one’) and the variable-order fractional differential equation (‘red
color’ or ‘right one’) with a same jump at t = t0 = 0.5. As we can see, after the
jump, the solution of the variable-order fractional differential equation depends
on the past.
In this paper, we actually deal with a random analog of the above example. We will use
a Poisson random measure to model jumps. There are two types of jumps, the first type are
the “small jumps” and there are infinitely many of them in any finite time interval. We deal
with the small jumps by compensating the jumps and the procedure is similar to the white
noise case. For large jumps, we use the interlacing procedure, see chapter 2 of [2]. However,
due to the memory term, we need a finer analysis as the above example.
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1.3. Preliminaries and notation. Let
(
Ω,F , {Ft}≥0,P
)
be a filtered probability space and
N(dt, dz) be an Ft-adapted Poisson random measure on R+ × Rd\{0} with N(0, ·) = 0 and
with intensity measure dtν(dx), where ν is a Le´vy measure which means ν{0} = 0 and∫
Rd
(1 ∧ |x|2)ν(dx) <∞. The compensated Poisson random measure is defined as
N˜(dt, dz) := N(dt, dz)− ν(dz)dt
which is a martingale measure, see chapter 4 of [2] for the definition of martingale measure.
Without loss of generality, for any t ≥ 0, Ft can be chosen as the completion and augmentation
of the filtration generated by the Poisson random measure.
The argument of this paper also works for Rd-valued SDEs. Since we are mainly interested
in the interplay of the memory term and the random noise, we concentrate on scalar SDEs.
Denote R+ := [0,+∞). We call the mappings f : R+×R→ R, g : R+×R×Rd\{0} → R, h :
R+ × R × Rd\{0} → R the drift, small jump, large jump coefficients, which are measurable
functions. To ensure the predictability of the jump coefficients, we always have the following
assumption:
Assumption (A0): For fixed t ≥ 0, z ∈ Rd\{0},
x 7→ g(t, x, z) and x 7→ h(t, x, z),
are continuous functions.
The above assumption ensures the predictability of the jump coefficients. For any ca`dla`g
process {U(t)}t≥0, the following classes of functions will make the stochastic integral mean-
ingful:
(1) L := {ϕ : R+ × R × Rd\{0} → R : ∀t > 0,
∫ t
0
∫
Rd\{0}
|ϕ(s, U(s−), z)|N(ds, dz) <
∞, a.s.}
(2) Lp,loc := {ϕ : R+ × R × Rd\{0} → R : ∀t > 0,
∫ t
0
∫
Rd\{0}
|ϕ(s, U(s−), z)|pν(dz)ds <
∞, a.s.}, where 1 ≤ p ≤ 2.
See chapter 4 of [2] for a complete definition of the stochastic integral when the jump coef-
ficients are in L and Li,loc, i = 1, 2. For the case 1 < p < 2, we use the standard truncating
technique ϕ = ϕ1|ϕ|>1 + ϕ1|ϕ|≤1 to define the integral.
For the variable-order time fractional integral operator defined by (10), if we integrate both
sides of (9), we have the following integral form:
u(t) = u0 +
∫ t
0
κ(t, s)u(s)ds+
∫ t
0
f
(
s, u(s)
)
ds∫ t
0
∫
|z|<1
g
(
s, u(s−), z)N˜(ds, dz) + ∫ t
0
∫
|z|≥1
h
(
s, u(s−), z)N(ds, dz), (12)
where
κ(t, s) :=
λ
Γ(1− α(t))(t− s)α(t) . (13)
Thus we have the following definition of (strong) solution to (9):
Definition 1.1. We say an Ft−adapted ca`dla`g process {u(t)}t≥0 is a strong solution of (9)
if for each t > 0,∫ t
0
|κ(t, s)u(s)|ds,
∫ t
0
|f(s, u(s))|ds,
∫ t
0
∫
|z|<1
g
(
s, u(s−), z)N˜(ds, dz),∫ t
0
∫
|z|≥1
|h(s, u(s−), z)|N(ds, dz).
are well-defined and finite P-almost surely, and (12) holds P a.s.
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We say the strong solution of (9) is (pathwise) unique if two solutions u˜(t), u(t) with u(0) =
u˜(0) a.s. satisfy
P(u˜(t) = u(t), ∀t ≥ 0) = 0.
In this paper, we always deal with strong solutions in the sense above. For simplicity, we
will only speak of solutions from now on.
Notational convention: Throughout the paper, we use capital letters C1(·), C2(·), · · · to
denote different constants in the statement of the results, the arguments inside the brackets
are the parameters the constant depends on. The lowercase letters c1(·), c2(·), · · · will denote
constants used in the proof, and we do not care about their values and they may be different
from one appearance to another. They will start anew in every proof. The dependence of
the integral coefficients α, λ, f, g, h will not be mentioned. Indeed, only the dependence on
the power p and time T > 0 will be mentioned explicitly. g is the small jump coefficient
and is defined on R+ × R × {z : 0 < |z| < 1}, we understand g : R+ × R × Rd\{0} → R
as g(s, x, z)1{z:0<|z|<1}(z). h is the large jump coefficient and we understand it in a similar
manner. The integral with respect to time
∫ t
0
will always be understood as
∫
(0,t]
in this paper.
2. Assumptions and statement of the theorem
Before we give the formal assumptions, we introduce the definition of Lp Lipschitz continuity
and Lp linear growth condition for the jump coefficients.
Definition 2.1. Let p > 0. We say that the small jump coefficient g : R+ × R × {z ∈ Rd :
0 < |z| < 1} → R is Lp Lipschitz continuous if there is a locally bounded function L(·) defined
on [0,∞) such that for any t ≥ 0, u ∈ R,∫
|z|<1
|g(t, u, z)− g(t, u˜, z)|pν(dz) ≤ L(t)|u− u˜|p.
We say that g satisfies the Lp linear growth condition if there is a locally bounded function
L(·) defined on [0,∞) such that for any t ≥ 0, u ∈ R,∫
|z|<1
|g(t, u, z)|pν(dz) ≤ L(t)(1 + |u|p).
We remark that L2-Lipschitz continuity and L2-linear growth condition are the same as the
usual sense. Our assumptions on the coefficients are:
Assumption (A1) (Fractional order condition): The fractional order function α : R+ → [0, 1)
is a continuous function. Thus we can define its maximal function
α∗(t) := sup
0≤s≤t
α(s) ∈ [0, 1), ∀t ≥ 0. (14)
Assumption (A2) (Lipschitz condition):
For some p ∈ [1, 2], the small jump coefficient g is Lp-Lipschitz continuous, i.e., there is a
locally bounded function L(·) defined on [0,∞) such that∫
|z|<1
|g(t, u, z)− g(t, u˜, z)|pν(dz) ≤ L(t)|u− u˜|p, t ≥ 0, u, u˜ ∈ R.
The drift coefficient f is also Lipschitz continuous, i.e., for the same locally bounded function
L(·) above, it holds that
|f(t, u)− f(t, u˜)| ≤ L(t)|u− u˜|, t ≥ 0, u, u˜ ∈ R.
Assumption (A3) (Linear growth condition):
For the same p ∈ [1, 2] as in (A2), the small jump coefficient g satisfies Lp-linear growth
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condition, i.e., there is a locally bounded function L(·) defined on [0,∞) such that for any
t ≥ 0, u ∈ R, ∫
|z|<1
|g(t, u, z)|pν(dz) ≤ L(t)(1 + |u|p).
The drift coefficient f satisfies the linear growth condition, i.e., for the same locally bounded
function L(·) above, it holds that
|f(t, u)| ≤ L(t)(1 + |u|), t ≥ 0, u ∈ R.
Under the above assumptions, the well-posedness of the solution can be established: Under
the above assumptions, we can prove the well-posedness of (9).
Theorem 2.2. If Assumptions (A1)–(A3) hold, then there exists a unique solution to (9)
for any given initial distribution u0 ∈ F0.
Remark 2.3. (A2) can be weakened to non-Lipschitz coefficients as in [34]. However, the trick
is also based on the classical approximating procedure, which is standard so we only consider
the Lipschitz case. The non-trivial part is due to the presence of the memory term. Unlike in
[12], we do not need any condition on the large jump term and the initial distribution.
If the initial distribution u0 does not have finite moment, then we can not expect the solution
to have finite moment. Thus to get Lp moment estimates for the solution to (9), first we need
to assume E(|u0|p) <∞. Apart from that, we also need some assumptions on the large jump
coefficients. The moment estimates of the solution to (9) are as follows:
Theorem 2.4. Let u(t) be a solution to (9).
Case 1: Suppose 1 ≤ p ≤ 2, u0 ∈ Lp (i.e., ||u0||pp := E|u0|p < ∞), the drift coefficient
f satisfies the linear growth condition and the jump coefficients g, h satisfy Lp linear growth
condition, i.e., there is a locally bounded function L(·) defined on [0,∞) such that for any
t ≥ 0 and u ∈ R,
|f(t, u)| ≤ L(t)(1 + |u|)∫
|z|<1
|g(t, u, z)|pν(dz) ≤ L(t)(1 + |u|p)∫
|z|≥1
|h(t, u, z)|pν(dz) ≤ L(t)(1 + |u|p)
Then for any T > 0, we have
E
[
sup
0≤t≤T
|u(t)|p] ≤ C1(p, T, ||u0||p) <∞, (15)
where
C1(p, T, ||u0||p) := c(p, T, ||u0||p)E1−α∗(T ),1(c(p, T )Γ(1− α∗(T ))T 1−α∗(T )) <∞,
and Ep,q is the Mittag-Leffler function defined in Lemma 3.5.
Case 2: Suppose that p ≥ 2, and that, in addition to the assumptions in Case 1, the
small jump coefficient g satisfies L2 linear growth condition. Then (15) holds.
As an application of the moment estimates, we can establish the Ho¨lder regularity of the
solution u(t) to (9). Ho¨lder regularity means that for any two times t1 ≤ t2, usually t2 − t1 is
small, we have for some p > 0, β > 0,
E|u(t2)− u(t1)|p ≤ c(p)|t2 − t1|β.
To establish the Ho¨lder regularity of the solution to (9), we first need a more restrictive
condition on the fractional order α(t):
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Assumption (A1’): The fractional order function α : R+ → (0, 1) is locally Ho¨lder continu-
ous with order γ > 0, i.e., for any T > 0, there exists C2(T ), such that for any 0 ≤ t1 < t2 ≤ T ,
|α(t2)− α(t1)| ≤ C2(T )|t2 − t1|γ.
Theorem 2.5. Suppose u(t) is a solution to (9) and that for some p ≥ 1
E
[
sup
0≤t≤T
|u(t)|p] ≤ C1 := C1(p, T, ||u0||p) <∞.
We further assume that (A1’) holds, f satisfies the linear growth condition and g, h satisfy
the Lp linear growth condition. If p ≥ 2, we also assume that g satisfies the L2 linear growth
condition. Then for any T > 0, there exists C3 := C3(p, T ) > 0, C4 := C4(p, T ) > 0 such that
E|u(t2)− u(t1)|p ≤ C3|t2 − t1|C4 , 0 ≤ t1 < t2 ≤ T. (16)
3. Existence and uniqueness of the solution
3.1. Some lemmas. Before we prove the existence and uniqueness, we summarize some
frequently used results which are either easy to prove or already known. We will either give
a quick proof or the reference to interested readers.
Lemma 3.1. (Discrete Jesens’s inequality [21]) For any ai ∈ R and p > 0,∣∣∣ m∑
i=1
ai
∣∣∣p ≤ max{mp−1, 1} m∑
i=1
|ai|p. (17)
We denote by D[0,∞) the space of all ca`dla`g functions defined on [0,+∞) with values in
R. The natural topology is the Skorohod topology. We will not dig into that topology and
only need the following simple lemma:
Lemma 3.2. Let f be a function on [0,∞). If fn(·) is a sequence of ca`dla`g functions such
that for all T > 0, we have
lim
n→∞
sup
0≤t≤T
|fn(t)− f(t)| = 0,
then f(·) ∈ D[0,∞).
Proof. Without loss of generality, we only prove the case for t > 0. We would like to show
that
lim
s→t,s≥t
f(s) = f(t) and lim
s→t,s<t
f(s) exists.
We will only prove that lims→t,s<t f(s) exists, because the proof of right continuity is similar.
Indeed, for any ε > 0 and fixed t > 0, we have N := N(ε, t) > 0, such that
sup
0≤s≤t
|fN(s)− f(s)| < ε
2
.
For this N , there exists a δ := δ(ε, t) > 0, such that if 0 ≤ s1 < s2 < t and t− s1 < δ,
|fN(s2)− fN (s1)| < ε
2
, |fN(t−)− fN(s)| < ε
2
.
Thus
|f(s2)− f(s1)| ≤ |f(s2)− fN(s2)|+ |fN(s2)− f(s1)| < ε.
The proof is now complete. 
Lemma 3.3. (Continuity of the Gamma function Γ(x)) Given 0 < a < 1 < b, for x1, x2 ∈
(a, b), we have the local Lipschitz continuity of the Gamma function
|Γ(x2)− Γ(x1)| ≤ L|x2 − x1|. (18)
Here L := L(a, b) is a constant.
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Proof. First, by the mean value theorem, there exists η ∈ (x1, x2) such that
tx2−1 − tx1−1 = (log t)tη−1(x2 − x1).
Then we have
|tx2−1 − tx1−1| ≤ |(log t)(ta−1 + tb−1)|x2 − x1|. (19)
Using (19) we have
|Γ(x2)− Γ(x1)| ≤
∫ ∞
0
|tx2−1 − tx1−1|e−tdt ≤ |x2 − x1|
∫ ∞
0
|(log t)(ta−1 + tb−1)|e−tdt
= |x2 − x1|
(∫ 1
0
|(log t)(ta−1 + tb−1)|e−tdt+
∫ ∞
1
|(log t)(ta−1 + tb−1)|e−tdt
)
=: |x2 − x1|
(
G1 +G2
)
.
(20)
By the fact that ∣∣∣ ∫ 1
0
tγ log t dt
∣∣∣ <∞, γ > −1, (21)
we have
G1 =
∫ 1
0
|(log t)(ta−1 + tb−1)|e−tdt ≤ −
∫ 1
0
log t(t1−a + tb−1)dt =
1
(2− a)2 +
1
b2
. (22)
Let ζ := sup1≤t<∞{(log t)(ta−1 + tb−1)|e−t/2}, it is easy to see that ζ < +∞. Then by the
definition of ζ we have
G2 =
∫ ∞
1
|(log t)(ta−1 + tb−1)|e−tdt =
∫ ∞
1
|(log t)(ta−1 + tb−1)|e−t/2e−t/2dt
≤ ζ
∫ ∞
1
e−t/2dt =
2ζ√
e
.
(23)
Plugging (22) and (23) into (20), we get
|Γ(x2)− Γ(x1)| ≤
( 1
(2− a)2 +
1
b2
+
2ζ√
e
)
|x2 − x1| =: L|x2 − x1|. (24)

Lemma 3.4. Under (A1), for any T > 0, there exist a constant C5(T ) > 0 such that for any
0 ≤ s < t ≤ T ,
|κ(t, s)| ≤ C5(T )(t− s)−α∗(T ). (25)
Proof. Recall the definition (10), and that Γ(·) is locally Lipschitz continuous on (0,∞), we
have for t− s ≤ 1,
|κ(t, s)| =
∣∣∣∣ λΓ(1− α(t))
(
1
t− s
)α(t)∣∣∣∣ ≤ c(T )(t− s)−α∗(T ).
For t− s ≥ 1, we have
|κ(t, s)| ≤ c1(T ) ≤ c2(T )(t− s)−α∗(T )
because t− s ≤ T and (t− s)−α∗(T ) ≥ c3(T ). Taking C5(T ) = max{c(T ), c2(T )}, we arrive at
the desired assertion. 
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Lemma 3.5. (Gronwall type inequality) Suppose ϕ(·), ϕ0(·) are non-negative locally bounded
function on [0,∞). If for any 0 ≤ a < b <∞, there exists C6 ≥ 0, 0 < β < 1, such that
ϕ(t) ≤ ϕ0(t) + C6
∫ t
a
ϕ(s)(t− s)β−1ds, ∀t ∈ [a, b)
then
ϕ(t) ≤ ϕ0(t) +
∫ t
a
∞∑
n=1
(C6Γ(β))
n
Γ(nβ)
(t− s)nβ−1ϕ0(s)ds, ∀t ∈ [a, b). (26)
In particular, if ϕ0(·) is non-decreasing, then
ϕ(t) ≤ ϕ0(t)Eβ,1
(
C6Γ(β)(t− a)β
)
, ∀t ∈ [a, b), (27)
where Ep,q(z) is the Mittag-Leffler function defined by (see [10, 20, 28])
Ep,q(z) :=
∞∑
k=0
zk
Γ(pk + q)
, z ∈ R, p ∈ R+, q ∈ R.
Proof. See [31] for detailed proof. Or one can prove the result directly by iteration, and the
computation in the proof Proposition 3.9. 
Lemma 3.6. If θ : [0,+∞)→ R locally bounded and α∗ ∈ [0, 1), then for all t > 0,
sup
0≤s≤t
∫ s
0
|θ(r)|
(s− r)α∗ dr ≤
∫ t
0
sup0≤r≤u˜ |θ(r)|
(t− u˜)α∗ du˜. (28)
Proof. For any s ∈ [0, t], by the change of variables u = r/s, we have∫ s
0
|θ(r)|
(s− r)α∗ dr = s
1−α∗
∫ 1
0
|θ(us)|
(1− u)α∗ du ≤ t
1−α∗
∫ 1
0
sup0≤r≤ut |θ(r)|
(1− u)α∗ du.
By the change of variable u˜ = ut, the above is equal to∫ t
0
sup0≤r≤u˜ |θ(r)|
(t− u˜)α∗ du˜.

Lemma 3.7. (Moment identities and estimates) Fix T > 0. Suppose g : Ω × [0, T ] × {z :
0 < |z| < 1} → R and h : Ω × [0, T ] × {z : |z| ≥ 1} → R are predictable. Then we have the
following:
(1) (Itoˆ’s isometry) If for any finite stopping time τ , we have
E
[ ∫ τ∧T
0
∫
|z|<1
|g(s, z)|2ν(dz)ds] <∞,
then
E
[ ∫ τ∧T
0
∫
|z|<1
|g(s, z)|2dsν(dz)
]
= E
[∣∣ ∫ τ∧T
0
∫
|z|<1
g(s, z)N˜(ds, dz)
∣∣2]. (29)
(2) For any p ≥ 2, if ∫ T
0
∫
|z|<1
|g(s, z)|2dsν(dz) <∞, a.s.
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then there exists a C7(p) > 0 such that
E sup
0≤t≤T
∣∣∣∣ ∫ t
0
∫
|z|<1
g(s, z)N˜(ds, dz)
∣∣∣∣p
≤ C7(p)
[
E
(∫ T
0
∫
|z|<1
|g(s, z)|2dsν(dz))p/2
)
+ E
( ∫ T
0
∫
|z|<1
|g(s, z)|pdsν(dz)
)]
.
(30)
(3) For any p ∈ [1, 2], if∫ T
0
∫
|z|<1
|g(s, z)|pdsν(dz) <∞ a.s.
then there exists a C8(p) > 0 such that
E sup
0≤t≤T
∣∣ ∫ t
0
∫
|z|<1
g(s, z)N˜(ds, dz)
∣∣p ≤ C8(p)E ∫ T
0
∫
|z|<1
|g(s, z)|pdsν(dz). (31)
(4) For any p ≥ 1, if ∫ T
0
∫
|z|≥1
|h(s, z)|pdsν(dz) <∞ a.s.
then there exists a C9(p, T ) > 0 such that
E sup
0≤t≤T
∣∣ ∫ t
0
∫
|z|≥1
h(s, z)N(ds, dz)
∣∣p ≤ C9(p, T )E ∫ T
0
∫
|z|≥1
|h(s, z)|pdsν(dz). (32)
Proof. The above estimates are essentially due to [25]. To see the detailed proof of the above
version, see [36]. 
Lemma 3.8. (Structure of large jumps, [2, Chap. 2]) If u(t) is an adapted ca`dla`g process,
then ∫ T
0
∫
|z|≥1
h(t, u(t−), z)N(dt, dz) =
∑
t=Tj∧T,j≥1
h(t, u(t−), P (t)),
where P (t) :=
∫ t
0
∫
|z|≥1
zN(ds, dz) is an Rd-valued compound Poisson process and {Tn}n≥0 is
defined by T0 = 0, and for n ≥ 1,
Tn := inf{t > Tn−1 : P (t) 6= P (t−)}.
3.2. Proof of the existence and uniqueness. The outline of the proof is as follows:
Step I: First we assume the large coefficienth(t, x, z) is 0, then the existence and uniqueness
can be derived similarly as in the case of the classical fractional SDE if we assume E[|u0|p] <∞,
where p ∈ [1, 2] is the constant in (A2). Indeed, we will prove a stronger version which implies
the above result.
Step II: We show that the moment condition for u0 can be dropped using a localization
trick.
Step III: We use the interlacing procedure to glue together the large jumps.
Before we prove Theorem 2.2, we prove the following result which implies Step I, Step II
and is needed in Step III.
Proposition 3.9. Suppose that Assumptions (A1)–(A3) hold and p ∈ [1, 2] is as in (A2).
Suppose also that {k(t)}t≥0 is an adapted ca`dla`g process such that ∀T > 0, we have
E( sup
0≤t≤T
|k(t)|p) <∞,
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then the following stochastic integral equation
u(t) = k(t) +
∫ t
0
κ(t, s)u(s)ds+
∫ t
0
f
(
s, u(s)
)
ds+
∫ t
0
∫
|z|<1
g
(
s, u(s−), z)N˜(ds, dz) (33)
has a unique strong solution, which is an adapted ca`dla`g process satisfying
E
[
sup
0≤t≤T
|u(t)|p] ≤ C10(p, T )E[ sup
0≤t≤T
|k(t)|p].
Moreover, if ∀t ∈ [0, T ], k(t) ∈ F0, then the moment condition for k(t) can be dropped, i.e.,
(33) has a unique solution even if
E
[
sup
0≤t≤T
|k(t)|p] =∞.
Proof. Fix an arbitrary T > 0. We first prove the first assertion of the proposition.
Part I: Suppose K(T, p) := E sup0≤t≤T |k(t)|p < ∞. Define a sequence of approximation
processes {un(t)}n≥0 by u0(t) := k(t), ∀t ∈ [0, T ] and for n ≥ 1,
un(t) := k(t) +
∫ t
0
κ(t, s)un−1(s)ds+
∫ t
0
f(s, un−1(s))ds+
∫ t
0
∫
|z|<1
g(s, un−1(s−), z)N˜(ds, dz).
(34)
By definition, each un(t) is an adapted ca`dla`g process on [0, T ]. Our goal is to establish a
good decay rate as n tends to infinity for
E
[
sup
0≤s≤t
|un(s)− un−1(s)|p
]
.
To establish the estimate for E(sup0≤s≤t |un(s) − un−1(s)|p), n ≥ 1, we apply the discrete
Jensen’s inequality,
E
[
sup
0≤s≤t
|un+1(s)− un(s)|p
]
≤ c1(p)E
[
sup
0≤s≤t
(∣∣ ∫ s
0
κ(s, r)(un(r)− un−1(r))dr
∣∣p
+
∣∣ ∫ s
0
f(r, un(r))− f(r, un−1(r))dr
∣∣p
+
∣∣ ∫ s
0
∫
|z|<1
(g(r, un(r−), z)− g(r, un−1(r−), z))N˜(dr, dz)
∣∣p)]
=: (i) + (ii) + (iii).
Applying Ho¨lder’s inequality, (25) and (28), we get
(i) = c1(p)E
[
sup
0≤s≤t
∣∣ ∫ s
0
κ(s, r)(un(r)− un−1(r))dr
∣∣p]
= c1(p)E
[
sup
0≤s≤t
∣∣ ∫ s
0
κ(s, r)1/p
′
κ(s, r)1/p(un(r)− un−1(r))dr
∣∣p]
≤ c1(p)(
∫ t
0
|κ(t, s)|ds)p/p′E
[
sup
0≤s≤t
∫ s
0
|κ(s, r)||un(r)− un−1(r)|pdr
]
≤ c2(p, T )(
∫ t
0
1
|t− s|α∗(T )ds)
p/p′
E
[
sup
0≤s≤t
∫ s
0
|un(r)− un−1(r)|p
(s− r)α∗(T ) dr
]
≤ c3(p, T )
∫ t
0
E
[
sup0≤r≤s |un(r)− un−1(r)|p
]
(t− s)α∗(T ) ds.
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For (ii), by Ho¨lder’s inequality and the Lipschitz condition (A2), we have
(ii) = c1(p)E
[
sup
0≤s≤t
∣∣ ∫ s
0
f(r, un(r))− f(r, un−1(r))dr
∣∣p]
≤ c4(p, T )
∫ t
0
E
[
sup
0≤r≤s
|un(r)− un−1(r)|p
]
ds.
For (iii), by applying the Lp Lipschitz condition (A2), we have∫ T
0
∫
|z|<1
|g(r, un(s), z)− g(r, un−1(s), z)|pν(dz)ds ≤ c5(T )
∫ T
0
|un(s)− un−1(s)|pds <∞, a.s.
because {un(t)}0≤t≤T are all ca`dla`g processes thus locally bounded a.s.. Then we apply (31)
and the Lp Lipschitz condition (A2) to get
(iii) = c1(p)E
[
sup
0≤s≤t
∣∣ ∫ s
0
∫
|z|<1
(g(r, un(r−), z)− g(r, un−1(r−), z))N˜(dr, dz)
∣∣p]
≤ c6(p)E
∫ t
0
∫
|z|<1
|g(r, un(r−), z)− g(r, un−1(r−), z)|pν(dz)ds
≤ c7(p)
∫ t
0
E
[
sup
0≤r≤s
|un(r)− un−1(r)|p
]
ds.
Since for any t ∈ [0, T ] and 0 ≤ s ≤ t, we have 1 ≤ Tα∗(T )
(t−s)α
∗(T ) . Combining the estimates for
(i), (ii), (iii), we get
E
[
sup
0≤s≤t
|un+1(s)− un(s)|p
] ≤ c8(p, T ) ∫ t
0
E
[
sup0≤r≤s |un(r)− un−1(r)|p
]
(t− s)α∗(T ) ds. (35)
Following the same argument, using the linear growth condition (A3) instead of the Lips-
chitz condition, we have
E
[
sup
0≤s≤t
|u1(s)− u0(s)|p
] ≤ c9(p, T ) ∫ t
0
E
[
sup0≤r≤s |k(r)|p
]
(t− s)α∗(T ) ds. (36)
Now we define
K(t, p) := E
[
sup
0≤s≤t
|k(s)|p], 0 ≤ t ≤ T, (37)
gn(t) := E
[
sup
0≤s≤t
|un(s)− un−1(s)|p
]
, n ≥ 1.
It follows from (36) that
g1(t) ≤ c9(p, T )K(T, p)
∫ t
0
1
(t− s)α∗(T )ds = c10(p, T )K(T, p)t
1−α∗(T ). (38)
For simplicity, we set c11 := c11(p, T ) := max{c8(p, T ), c10(p, T )}, α∗ := α∗(T ). Then by (35),
we have for all n ≥ 1,
gn+1(t) ≤ c11
∫ t
0
gn(s)
(t− s)α∗ ds. (39)
Plugging (38) into (39), we get
g2(t) ≤ c211K(T, p)
∫ t
0
s1−α
∗
(t− s)α∗ ds = c
2
11t
2(1−α∗)B(2− α∗, 1− α∗)K(T, p),
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where B is the Beta function defined as
B(x, y) :=
∫ 1
0
sx−1(1− s)y−1ds, x, y > 0.
Suppose that for n ≥ 2, we have
gn(t) ≤ cn11tn(1−α
∗)
n∏
i=2
B(i− (i− 1)α∗, 1− α∗)K(T, p),
then by induction, we have
gn+1(t) ≤ c11
∫ t
0
gn(s)
(t− s)α∗ ds
≤ cn+111
n∏
i=2
B(i− (i− 1)α∗, 1− α∗)K(T, p)
∫ t
0
sn(1−α
∗)
(t− s)α∗ ds
= cn+111
n∏
i=2
B(i− (i− 1)α∗, 1− α∗)K(T, p)t(n+1)(1−α∗)
∫ 1
0
sn+1−nα
∗−1(1− s)1−α∗−1ds
= cn+111 t
(n+1)(1−α∗)
n+1∏
i=2
B(i− (i− 1)α∗, 1− α∗)K(T, p).
Recall that
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
.
Then for n ≥ 2,
n∏
i=2
B(i− (i− 1)α∗, 1− α∗) = Γ(2− α
∗)Γ(1− α∗)n−1
Γ(n+ 1− nα∗) =
(1− α∗)Γ(1− α∗)n
Γ(1 + n(1− α∗)) .
In summary, the estimate for gn(t), n ≥ 1 is given as
gn(t) := E
[
sup
0≤s≤t
|un(s)− un−1(s)|p
] ≤ [c11Γ(1− α∗)t1−α∗ ]n
Γ(1 + n(1 − α∗)) (1− α
∗)K(T, p). (40)
By Chebyshev’s inequality, we have∑
n≥1
P( sup
0≤s≤t
|un(s)− un−1(s)| > 2−n)
≤
∑
n≥1
[2pc11Γ(1− α∗)t1−α∗ ]n
Γ(1 + n(1− α∗)) (1− α
∗)K(T, p) <∞.
The finiteness of the sum follows from the asymptotic behavior of Γ:
Γ(1 + n(1− α∗)) ∼
√
n(1− α∗)(n(1− α∗)
e
)n(1−α∗)
.
It follows from the Borel-Cantelli lemma and a standard limiting argument that there exists
an adapted ca`dla`g process u(t), 0 ≤ t ≤ T , such that
lim
n→∞
sup
0≤t≤T
|un(t)− u(t)| = 0,P− a.s..
To show that u(t) is actually a solution, we also need Lp convergence. To this end, we define
a norm on all the adapted ca`dla`g processes defined on [0, T ] as follows:
||v||p,T :=
(
E[ sup
0≤t≤T
|v(t)|p])1/p.
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Denote
Lp([0, T ]) := {v : ||v||p,T <∞}.
It is easy to check that Lp([0, T ]) is a Banach space. By (40), {un(t)} form a Cauchy sequence
in Lp([0, T ]) because ∑
n≥1
(
[c11Γ(1− α∗)T 1−α∗ ]n
Γ(1 + n(1− α∗))
)1/p
<∞.
The limit coincides with the a.s. limit u(t) and the convergence rate is given as
||un − u||p,T ≤
∑
k≥n+1
(
[c11Γ(1− α∗)T 1−α∗ ]k
Γ(1 + k(1− α∗)) (1− α
∗)K(T, p)
)1/p
→ 0.
To show that u(t) is the solution, we define
u˜(t) := k(t) +
∫ t
0
κ(t, s)u(s)ds+
∫ t
0
f
(
s, u(s)
)
ds+
∫ t
0
∫
|z|<1
g
(
s, u(s−), z)N˜(ds, dz).
If we can show that
||un − u˜||p,T → 0,
then we have
sup
0≤t≤T
|u˜(t)− u(t)| = 0, a.s.
which implies that u(t) is a strong solution. To show ||un− u˜||p,T → 0, by a similar argument
as above, we have the following:
||un − u˜||pp,T = E
[
sup
0≤t≤T
|un(t)− u˜(t)|p
] ≤ c12(p, T ) ∫ T
0
||un−1 − u||pp,T
(T − t)α∗ dt→ 0,
because ||un−1 − u||pp,T tends to 0 as n → ∞. Thus we showed that u(t) is actually a strong
solution of (9).
A by-product of the argument above is that we can directly get the moment estimate of u:
E
[
sup
0≤t≤T
|u(t)|p] = ||u||pp,T
≤ (∑
n≥1
||un − un−1||p,T + ||u0||p,T
)p
≤
{∑
n≥1
(
[c11Γ(1− α∗)T 1−α∗ ]n
Γ(1 + n(1 − α∗)) (1− α
∗)K(T, p)
)1/p
+K(T, p)1/p
}p
:= c13(p, T )K(T, p) <∞.
To finish the first part, it remains to show that if u, v are two strong solutions with the same
initial condition, then they must be the same. Indeed, if we denote h(t) := ||u − v||pp,t, then
by a similar argument,
h(T ) := ||u− v||pp,T ≤ c14(p, T )
∫ T
0
h(t)
(T − t)α∗ dt.
then by the generalized Gronwall’s inequality (27), we have u = v, a.s., i.e., the solution is
unique. Thus we have finished the first part of the proposition under the assumption
K(T, p) := E sup
0≤t≤T
|k(t)|p <∞.
16 PEIXUE WU, ZHIWEI YANG, HONG WANG, AND RENMING SONG
Part II: K(T, p) := E sup0≤t≤T |k(t)|p =∞, but we have ∀t ≥ 0, k(t) ∈ F0
Denote
ΩN := { sup
0≤t≤T
|k(t)| ≤ N} ∈ F0, N ≥ 1.
We have
Ω =
⋃
N≥1
ΩN ,P− a.s.
Indeed, since k(t) is a ca`dla`g process, for almost all ω ∈ Ω, k(t)(ω) is a ca`dla`g function, which
is bounded on [0, T ], and we must have ω is in some ΩN , which implies Ω ⊂
⋃
N≥1ΩN ,P−a.s..
The other direction is obvious.
From Part I, we know that for any N ≥ 1, the following stochastic integral equation
w(t) = k(t)1ΩN +
∫ t
0
κ(t, s)w(s)ds+
∫ t
0
f
(
s, w(s)
)
ds+
∫ t
0
∫
|z|<1
g
(
s, w(s−), z)N˜(ds, dz)
(41)
has a unique solution which is ca`dla`g and adapted, and we denote it as uN(t), t ∈ [0, T ]. Thus
we can define u(t)(ω) := uN(t)(ω) if ω ∈ ΩN , ∀t ∈ [0, T ]. First we need to show that u(t) is
well-defined. It is equivalent to show that if M > N , for P-almost all ω ∈ ΩN ⊂ ΩM , we have
uN(t)(ω) = uM(t)(ω), ∀t ∈ [0, T ]. Indeed, we have
E
[
sup
0≤t≤T
|uN(t)− uM(t)|p1ΩN
]
≤ c1(p)E
[
sup
0≤t≤T
(∣∣ ∫ t
0
κ(t, s)(uN(s)− uM(s))ds∣∣p1ΩN
+
∣∣ ∫ t
0
(
f(s, uN(s))− f(s, uM(s)))ds∣∣p1ΩN
+
∣∣ ∫ t
0
∫
|z|<1
(
g(s, uN(s−), z)− g(s, uM(s−), z))N˜(ds, dz)∣∣p1ΩN)].
For the first two integrals, the indicator function 1ΩN can be put inside because the integral is
pathwisely defined. For the stochastic integral, we use the following “stopping time argument”:
Define a stopping time (it is a stopping time because k(t) ∈ F0, ∀t ≥ 0)
TN (ω) =
{
0, ω /∈ ΩN ,
∞, ω ∈ ΩN .
Then we have ∀t ∈ (0, T ],
1ΩN = 1{TN=∞} = 1{TN≥t}. (42)
Now we use the following lemma, whose proof will be given later, to put the indicator
function inside the integral:
Lemma 3.10. Suppose g is in Lp,loc for the above p ∈ [1, 2], i.e.,∫ T
0
∫
{z:|z|<1}
|g(s, z)|pν(dz)ds <∞, a.s.
Then we have for any t ∈ [0, T ],∫ t
0
∫
|z|<1
g(s, z)N˜(ds, dz)1ΩN =
∫ t
0
∫
|z|<1
g(s, z)1ΩN N˜(ds, dz). (43)
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By the lemma above,∣∣ ∫ t
0
∫
|z|<1
(
g(s, uN(s−), z)− g(s, uM(s−), z))N˜(ds, dz)∣∣p1ΩN
=
∣∣ ∫ t
0
∫
|z|<1
(
g(s, uN(s−), z)− g(s, uM(s−), z))1ΩN N˜(ds, dz)∣∣p.
As argued in the proof of the first assertion, we have
E
[
sup
0≤t≤T
|uN(t)− uM(t)|p1ΩN
]
≤ c2(p, T )
∫ T
0
sup
0≤r≤s
E
[|uN(r)− uM(r)|p1ΩN ]
(T − s)α∗ ds.
Thus by the generalized Gronwall’s inequality we have
sup
0≤t≤T
∣∣uN(t)− uM(t)∣∣1ΩN = 0,P− a.s.
which shows that u(t) is well-defined.
It remains to show that u(t) is the unique solution to (33). First we show that it is actually
a solution. Indeed, for any N ≥ 1, using (43) twice, we have
u(t)1ΩN = u
N(t)1ΩN = k(t)1ΩN +
{∫ t
0
κ(t, s)uN(s)ds+
∫ t
0
f
(
s, uN(s)
)
ds
+
∫ t
0
∫
|z|<1
g
(
s, uN(s−), z)N˜(ds, dz)}1ΩN
= k(t)1ΩN +
∫ t
0
κ(t, s)uN(s)1ΩNds+
∫ t
0
f
(
s, uN(s)
)
1ΩNds
+
∫ t
0
∫
|z|<1
g
(
s, uN(s−), z)1ΩN N˜(ds, dz)
=
[
k(t) +
∫ t
0
κ(t, s)u(s)ds+
∫ t
0
f
(
s, u(s)
)
ds
+
∫ t
0
∫
|z|<1
g
(
s, u(s−), z)N˜(ds, dz)]1ΩN .
Thus (33) holds on every ΩN thus on Ω =
⋃
N≥1ΩN which implies that u(t) is actually a
solution.
Step II would be finished if we can show the solution of (33) is unique. Indeed, suppose
v(t) is also a solution with the same initial condition, then we claim that for all N ≥ 1,
v(t) = uN(t), P−a.s. on ΩN , ∀t ∈ [0, T ]. If the claim is true, we know that v(t) coincides with
u(t), P−a.s. and the proof would be complete.
Now we prove by contradiction: suppose the claim is not true. In other words, there exists
an N ≥ 1, such that v(t) and uN(t) are not the same on ΩN . Then we can construct another
ca`dla`g process v˜(t) defined as
v˜(t) = v(t)1ΩN + u
N(t)1Ωc
N
. (44)
v˜(t) is adapted because 1ΩN ∈ F0. We claim that v˜(t) is a solution to (41), which contradicts
the fact that (41) has only one solution.
Indeed, if ω ∈ ΩN , we have 1ΩN (ω) = 1. From our assumption that v(t) is a solution to
(33), we have P− a.s.
v˜(t)(ω) =v(t)(ω) = k(t)1ΩN (ω) +
∫ t
0
κ(t, s)v(s)ds1ΩN (ω) +
∫ t
0
f
(
s, v(s)
)
ds1ΩN (ω)
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+
∫ t
0
∫
|z|<1
g
(
s, v(s−), z)N˜(ds, dz)1ΩN (ω)
= k(t)1ΩN (ω) +
∫ t
0
κ(t, s)v(s)1ΩNds(ω) +
∫ t
0
f
(
s, v(s)
)
1ΩNds(ω)
+
∫ t
0
∫
|z|<1
g
(
s, v(s−), z)1ΩN N˜(ds, dz)(ω)
= k(t)1ΩN (ω) +
∫ t
0
κ(t, s)v˜(s)ds(ω) +
∫ t
0
f
(
s, v˜(s)
)
ds(ω)
+
∫ t
0
∫
|z|<1
g
(
s, v˜(s−), z)N˜(ds, dz)(ω),
where in the last equality, we used (43) and (44):
∫ t
0
∫
|z|<1
g
(
s, v˜(s−), z)N˜(ds, dz)(ω)
=
∫ t
0
∫
|z|<1
g
(
s, v(s−), z)1ΩN N˜(ds, dz)(ω) + ∫ t
0
∫
|z|<1
g
(
s, uN(s−), z)1Ωc
N
N˜(ds, dz)(ω)
=
∫ t
0
∫
|z|<1
g
(
s, v(s−), z)1ΩN N˜(ds, dz)(ω) + ∫ t
0
∫
|z|<1
g
(
s, uN(s−), z)N˜(ds, dz)1Ωc
N
(ω)
=
∫ t
0
∫
|z|<1
g
(
s, v(s−), z)1ΩN N˜(ds, dz)(ω)
If ω ∈ ΩcN , following the same argument with 1ΩN replaced by 1ΩcN , we get
v˜(t)(ω) = k(t)1ΩN (ω) +
∫ t
0
κ(t, s)v˜(s)ds(ω) +
∫ t
0
f
(
s, v˜(s)
)
ds(ω)
+
∫ t
0
∫
|z|<1
g
(
s, v˜(s−), z)N˜(ds, dz)(ω)
Thus v˜(t) is a solution to (41), a contradiction! The proof of the proposition is now complete.

Proof of Lemma 3.10. We only need to deal with the case t > 0. First we use the
standard approximation in chapter 4 of [2]: suppose An increases to {z : |z| < 1}, and
ν(An) <∞, ∀n ≥ 1. Then we have∫ t
0
∫
An
g(s, z)N˜(ds, dz)1ΩN →
∫ t
0
∫
|z|<1
g(s, z)N˜(ds, dz)1ΩN
in probability. The right-hand side of (43) can be dealt with similarly. Thus we only need to
show the following for any n ≥ 1:∫ t
0
∫
An
g(s, z)N˜(ds, dz)1ΩN =
∫ t
0
∫
An
g(s, z)1ΩN N˜(ds, dz) (45)
To prove (45), we use the definition of the integral. Recall ν(An) < ∞, by applying Lemma
3.8, we can define P n(t) =
∫ t
0
∫
An
zN(ds, dz), which is a compound Poisson process. Define
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{T nj }j≥1 by T n0 = 0 and for j ≥ 1,
T nj := inf{t > T nj−1 : P n(t) 6= P n(t−)}
Then the left-hand side of (45) is equal to∫ t
0
∫
An
g(s, z)N˜(ds, dz)1ΩN =
[ ∑
s≤t∧Tnj ,j≥1
g(s,∆P (s))
]
1ΩN −
∫ t
0
∫
An
g(s, z)ν(dz)ds1ΩN
=
[ ∑
s≤t∧Tnj ,j≥1
g(s,∆P (s))
]
1{TN≥t} −
∫ t
0
∫
An
g(s, z)1ΩNν(dz)ds
=
∑
s≤t∧Tnj ∧TN ,j≥1
g(s,∆P (s))−
∫ t
0
∫
An
g(s, z)1ΩNν(dz)ds
=
∑
s≤t∧Tn
j
,j≥1
[
g(s,∆P (s))1TN≥s
]− ∫ t
0
∫
An
g(s, z)1ΩNν(dz)ds
=
∑
s≤t∧Tn
j
,j≥1
[
g(s,∆P (s))1ΩN
]− ∫ t
0
∫
An
g(s, z)1ΩNν(dz)ds
=
∫ t
0
∫
An
g(s, z)1ΩN N˜(ds, dz)
where we used (42) several times. Here we remark that 1ΩN ∈ F0 thus g(s, z)1ΩN is still
predictable. Thus (45) is true, and the proof of the lemma is complete. 
Now we prove the existence and uniqueness.
Proof of Theorem 2.2. Taking k(t) ≡ u0 in Proposition 3.9, we immediately get Step I
and Step II.
Step III: Suppose h 6= 0.
From Lemma 3.8 we have a sequence of strictly increasing stopping times {Tn}n≥0, we can
construct the solution inductively. From Step II, define v0(t) to be the unique solution to
v(t) = u0 +
∫ t
0
κ(t, s)v(s)ds+
∫ t
0
f(s, v(s))ds+
∫ t
0
∫
|z|<1
g(s, v(s−), z)N˜(ds, dz),
then we define u(t), t ∈ [0, T1] as
u(t) =
{
v0(t), t < T1,
v0(T1−) + h(T1, v0(T1−),∆P (T1)), t = T1.
After the first jump, the memory term comes into play. Since
T1, P (T1) ∈ FT1, σ{v0(t) : 0 ≤ t < T1} ⊂ FT1,
we have
k1(t) := u0 +
∫ T1
0
κ(t, s)v0(s)ds+
∫ T1
0
f(s, u(s))ds
+
∫ T1
0
∫
|z|<1
g(s, u(s−), z)N˜(ds, dz) + h(T1, v0(T1−),∆P (T1))
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is FT1-measurable for any t ≥ T1. Then applying Proposition 3.9, replacing F0 by FT1 in our
case, the following equation
v(t) = k1(t) +
∫ t
T1
κ(t, s)v(s)ds+
∫ t
T1
f(s, v(s))ds+
∫ t
T1
∫
|z|<1
g(s, v(s−), z)N˜(ds, dz)
has a unique solution v1(t) on [T1,∞). Define u(t) on [T1, T2] as
u(t) =
{
v1(t), T1 ≤ t < T2,
v1(T2−) + h(T2, v1(T2−),∆P (T2)), t = T2.
Suppose we already defined the solution u(t) on [0, Tn], n ≥ 2, and vi(t), 1 ≤ i ≤ n − 1, then
we define
kn(t) :=u0 +
∫ Tn
0
κ(t, s)u(s)ds+
∫ Tn
0
f(s, u(s))ds
+
∫ Tn
0
∫
|z|<1
g(s, u(s−), z)N˜(ds, dz) +
n∑
i=1
h(Ti, vi−1(Ti−),∆P (Ti)).
The following equation
v(t) = kn(t) +
∫ t
Tn
κ(t, s)v(s)ds+
∫ t
Tn
f(s, v(s))ds+
∫ t
Tn
∫
|z|<1
g(s, v(s−), z)N˜(ds, dz)
has a unique solution vn(t) on [Tn,∞). Now we can define u(t) on [Tn, Tn+1] as
u(t) =
{
vn(t), Tn ≤ t < Tn+1,
vn((Tn+1−) + h(Tn+1, vn(Tn+1−),∆P (Tn+1)), t = Tn+1.
Since limn→∞ Tn =∞,P- a.s., the solution is defined on the whole [0,∞).
Now from Step II and Lemma 3.8, u(t) is indeed a solution to (9) and piecewisely unique
thus unique on the whole [0,∞). 
4. Proof of moment estimates and Ho¨lder regularity
Proof of Theorem 2.4: Since u(t) is a solution to (9). If 1 ≤ p ≤ 2, by the linear growth
condition of f, g, h, we can apply the inequalities in (31) and (32). Then by Jensen’s inequality,
the moment estimate can be derived as follows:
E
[
sup
0≤t≤T
|u(t)|p
]
≤ c1(p)
{
E
[|u0|p]+ E[ sup
0≤t≤T
|
∫ t
0
κ(t, s)u(s)ds|p
]
+ E
[
sup
0≤t≤T
|
∫ t
0
f
(
s, u(s)
)
ds|p
]
+ E
[
sup
0≤t≤T
∣∣ ∫ t
0
∫
|z|<1
g
(
s, u(s−), z)N˜(ds, dz)∣∣p]
+ E
[
sup
0≤t≤T
∣∣ ∫ t
0
∫
|z|≥1
h
(
s, u(s−), z)N(ds, dz)∣∣p]}
≤ c2(p, T )
(
E|u0|p + 1 +
∫ T
0
E
[
sup0≤s≤t |u(s)|p
]
(T − t)α∗ dt
)
.
Then by the generalized Gronwall inequality Lemma 3.5, we have
E
[
sup
0≤t≤T
|u(t)|p] ≤ c3(p, T, ||u0||p)E1−α∗,1(c2(p, T )Γ(1− α∗)T 1−α∗) <∞,
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where Ep,q is the Mittag-Leffler function defined in Lemma 3.5.
For the case p ≥ 2, since we assume in addition g satisfies L2 linear growth condition, we
have the desired result by applying (30) instead of (31). 
Proof of Theorem 2.5: First we assume 1 ≤ p ≤ 2. Since u(t) is a solution to (9), for
0 ≤ t1 < t2 ≤ T , we have
u(t2)− u(t1) =
∫ t2
0
κ(t2, s)u(s)ds−
∫ t1
0
κ(t1, s)u(s)ds+
∫ t2
t1
f(s, u(s))ds
+
∫ t2
t1
∫
{z:|z|<1}
g(s, u(s))N˜(ds, dz) +
∫ t2
t1
∫
{z:|z|≥1}
h(s, u(s))N(ds, dz).
The using an argument similar to the above and applying Theorem 2.4, we get
E
∣∣∣∣ ∫ t2
t1
f(s, u(s))ds+
∫ t2
t1
∫
{z:|z|<1}
g(s, u(s))N˜(ds, dz) +
∫ t2
t1
∫
{z:|z|≥1}
h(s, u(s))N(ds, dz)
∣∣∣∣p
≤ c1(p, T )(t2 − t1).
Therefore, we only need to deal with the memory term
I := E
∣∣∣∣ ∫ t2
0
κ(t2, s)u(s)ds−
∫ t1
0
κ(t1, s)u(s)ds
∣∣∣∣p. (46)
Using elementary analysis and (13), we can rewrite I as
I = E
∣∣∣∣ ∫ t1
0
(
κ(t2, s)− κ(t1, s)
)
u(s)ds−
∫ t2
t1
κ(t2, s)u(s)ds
∣∣∣∣p
≤ c2(p)
{
E
∣∣∣∣ ∫ t1
0
(
1
Γ(1− α(t2)) −
1
Γ(1− α(t1))
)
u(s)
(t1 − s)α(t1)ds
∣∣∣∣p
+ E
∣∣∣∣ ∫ t1
0
1
Γ(1− α(t2))
(
1
(t2 − s)α(t2) −
1
(t1 − s)α(t1)
)
u(s)ds
∣∣∣∣p
+ E
∣∣∣∣ ∫ t2
t1
1
Γ(1− α(t2))
1
(t2 − s)α(t2)u(s)ds
∣∣∣∣p}
=: c2(p)(I1 + I2 + I3).
Since Γ is locally Lipschitz on (0,∞) (see Lemma 3.3), we have
sup
0≤t≤T
1
Γ(1− α(t)) ≤ c(T ) (47)
and
|Γ(1− α(t2))− Γ(1− α(t1))| ≤ c(T )|α(t2)− α(t1)|. (48)
For I1, by Ho¨lder inequality, moment estimates, (47), (48) and (A1’), we have
I1 ≤
(∫ t1
0
∣∣∣∣ 1Γ(1− α(t2)) − 1Γ(1− α(t1))
∣∣∣∣ 1(t1 − s)α(t1)ds
)p/p′
· E
∫ t1
0
∣∣∣∣ 1Γ(1− α(t2)) − 1Γ(1− α(t1))
∣∣∣∣ |u(s)|p(t1 − s)α(t1)ds
≤ c3(p, T )(t2 − t1)pγ.
For I3, by Ho¨lder inequality, moment estimates, (47) and a direct computation, we have
I3 ≤
(∫ t2
t1
1
Γ(1− α(t2))
1
(t2 − s)α(t2)
)p/p′
E
∫ t2
t1
1
Γ(1− α(t2))
|u(s)|p
(t2 − s)α(t2)ds
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≤ c4(p, T )(t2 − t1)(p−1)(1−α∗(T ))(t2 − t1)1−α∗(T ) = c4(p, T )(t2 − t1)p(1−α∗(T )).
The hard part is to estimate I2, first we do a change of variables s˜ = t1 − s to the integral,
I2 = E
∣∣∣∣ ∫ t1
0
1
Γ(1− α(t2))
(
1
(t2 − s)α(t2) −
1
(t1 − s)α(t1)
)
u(s)ds
∣∣∣∣p
= E
∣∣∣∣ ∫ t1
0
1
Γ(1− α(t2))
(
1
(t2 − t1 + s)α(t2) −
1
sα(t1)
)
u(t1 − s)ds
∣∣∣∣p.
If t1 ≤ t2− t1, then by Ho¨lder’s inequality, moment estimates, (47) and a direct computation,
we have
I2 ≤ E
∫ t1
0
1
Γ(1− α(t2))
(
1
(t2 − t1 + s)α(t2) +
1
sα(t1)
)
|u(t1 − s)|pds
·
(∫ t1
0
1
Γ(1− α(t2))
(
1
(t2 − t1 + s)α(t2) +
1
sα(t1)
)
ds
)p/p′
≤ c5(p, T )(t2 − t1)p(1−α∗(T )).
If t1 > t2 − t1, we rewrite I2 as
I2 = E
∣∣∣∣(∫ t2−t1
0
+
∫ t1
t2−t1
)
1
Γ(1− α(t2))
(
1
(t2 − t1 + s)α(t2) −
1
sα(t1)
)
u(t1 − s)ds
∣∣∣∣p
≤ c6(p)
{
E
∣∣∣∣ ∫ t2−t1
0
1
Γ(1− α(t2))
(
1
(t2 − t1 + s)α(t2) −
1
sα(t1)
)
u(t1 − s)ds
∣∣∣∣p
+ E
∣∣∣∣ ∫ t1
t2−t1
1
Γ(1− α(t2))
(
1
(t2 − t1 + s)α(t2) −
1
sα(t2)
)
u(t1 − s)ds
∣∣∣∣p
+ E
∣∣∣∣ ∫ t1
t2−t1
1
Γ(1− α(t2))
(
1
sα(t2)
− 1
sα(t1)
)
u(t1 − s)ds
∣∣∣∣p}
:= c6(p)(I21 + I22 + I23).
For I21, it can be bounded similarly as I2 when t1 ≤ t2 − t1, so we have
I21 ≤ c7(p, T )(t2 − t1)p(1−α∗(T )).
For I22, observe that for any s,∣∣ 1
(t2 − t1 + s)α(t2) −
1
sα(t2)
∣∣ = 1
sα(t2)
− 1
(t2 − t1 + s)α(t2) .
then by Ho¨lder’s inequality, moment estimates, (47) and direct computation, we have
I22 ≤ c8(p, T )
(∫ t1
t2−t1
1
sα(t2)
− 1
(t2 − t1 + s)α(t2)ds
)1+p/p′
=
c8(p, T )
(1− α(t2))p
(
(21−α(t2) − 1)(t2 − t1)1−α(t2) − (t1−α(t2)2 − t1−α(t2)1 )
)p
≤ c9(p, T )(t2 − t1)p(1−α∗(T )),
where we used the elementary fact: for x, y ∈ R+, α ∈ [0, 1], we have
|xα − yα| ≤ |x− y|α.
For I23, by Ho¨lder’s inequality, moment estimates, (47) and a direct computation, we have
I23 ≤ c10(p, T )
(∫ t1
t2−t1
∣∣∣∣ 1sα(t2) − 1sα(t1)
∣∣∣∣ds)p.
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To proceed, we need the following elementary fact: For any 0 ≤ x ≤ 1, 0 ≤ α ≤ 1, it holds
that
|xα − 1| ≤ α| logx|. (49)
Without loss of generality, we assume t1 > 1, otherwise we will only have one term in the
following estimate. Also assume α(t2) ≥ α(t1). Then apply (49),
I23 ≤ c11(p, T )
(∫ 1
t2−t1
∣∣∣∣ 1sα(t2) − 1sα(t1)
∣∣∣∣ds)p + c11(p, T )(∫ t1
1
∣∣∣∣ 1sα(t2) − 1sα(t1)
∣∣∣∣ds)p
≤ c11(p, T )
(∫ 1
t2−t1
s−α(t2)
∣∣∣∣sα(t2)−α(t1) − 1∣∣∣∣ds)p + c11(p, T )(∫ t1
1
s−α(t1)
∣∣∣∣ 1sα(t2)−α(t1) − 1
∣∣∣∣ds)p
≤ c12(p, T )(t2 − t1)pγ
{(∫ 1
t2−t1
s−α(t2)| log s|ds
)p
+
(∫ t1
1
s−α(t1)| log s|ds
)p}
≤ c13(p, T )(t2 − t1)pγ.
where in the last inequality, we used (21) for the boundedness of the first integral.
Combining all the estimates above, we have
E|u(t2)− u(t1)|p ≤ C3(p, T )(t2 − t1)C4(p,T ), (50)
where C4(p, T ) := min{1, pγ, p(1− α∗(T ))}.
Now for the case p ≥ 2, the estimates for the memory term are the same. Since we assume
the L2 linear growth condition for g, our result follows easily by applying (30). In fact, the
result is exactly of the form (50). 
Remark 4.1. If we replace the Le´vy noise by white noise, then for any p ≥ 2, using the
well-known Burkholder-Davis-Gundy inequality, we can show that the solution u(t) = u0 +∫ t
0
κ(t, s)u(s)ds+
∫ t
0
f
(
s, u(s)
)
ds+
∫ t
0
g(s, u(s))dBs satisfies
E|u(t2)− u(t1)|p ≤ c1(p, T )(t2 − t1)c2(p,T )
where
c2(p, T ) := min{2− 2
p
, pγ, p(1− α∗(T ))}
Then from the well-known Kolmogorov continuity theorem, if we take p large enough such that
c2(p, T ) > 1, then the above solution has a Ho¨lder continuous version.(Recall that we need the
power of the time to be greater than 1)
However, in our case, if one of the jump terms∫
{z:|z|<1}
g(s, u(s))N˜(ds, dz),
∫ t2
t1
∫
{z:|z|≥1}
h(s, u(s))N(ds, dz)
appears, then from our moment inequalities, the best constant of the power of the difference
of time is
C4(p, T ) := min{1, pγ, p(1− α∗(T ))} ≤ 1
Then we can not expect the solution to have a continuous version, which is natural because we
have random jumps.
5. Further discussions
5.1. General kernel function κ(t, s). Though we are dealing with a special kernel function,
which is given as (13), our method definitely applies to more general kernel functions, as in
[38]. Indeed, to establish Theorem 2.2, if we take a closer look at the proof, the essential
ingredients are two fold. We need the Gronwall type inequality Lemma 3.5, and also Lemma
3.6 to get the desired estimate.
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Suppose the kernel function κ(t, s) in (12) is a general one, i.e., κ : {(s, t) : 0 ≤ s <
t} → (0,∞) is a measurable function. We want κ(t, s) to satisfy Lemma 3.5, 3.6. Indeed, for
Gronwall type inequality, we need the following: For any T > 0, we have a constant c1(T ) > 0,
another kernel function κ˜ : {(s, t) : 0 ≤ s < t} → (0,∞) such that
κ(t, s) ≤ c1(T )κ˜(t, s), 0 ≤ s < t ≤ T
and κ˜(t, s) satisfies
sup
0≤t≤T
∫ t
0
κ˜(t, s)ds < +∞, ∀T > 0,
lim
ε→0
sup
0≤t≤T
∫ t+ε
t
κ˜(t+ ε, s)ds < 1, ∀T > 0
(51)
Then we have(see [38] for details) the following results:
Lemma 5.1. Define {
r1(t, s) := κ˜(t, s)
rn(t, s) :=
∫ t
s
κ˜(t, u)rn−1(u, s)du, n ≥ 1.
Then ∀T > 0, there exists C10(T ) > 0 and 0 < C11(T ) < 1, we have
sup
0≤t≤T
∫ t
0
rn(t, s)ds ≤ C10(T )nC11(T )n ∀n ≥ 1. (52)
Moreover, we have
r(t, s) :=
∑
n≥1
rn(t, s) (53)
satisfies
r(t, s)− κ˜(t, s) =
∫ t
s
κ˜(t, u)r(u, s)du =
∫ t
s
r(t, u)κ˜(u, s)du.
Using the above result, [38] showed the following Volterra type Gronwall inequality:
Lemma 5.2. Suppose ϕ(·), ϕ0(·) are two non-negative locally bounded functions defined on
[0,∞) and for any 0 ≤ a < b,
ϕ(t) ≤ ϕ0(t) +
∫ t
a
κ˜(t, s)ϕ(s)ds, ∀t ∈ [a, b).
Then we have
ϕ(t) ≤ ϕ0(t) +
∫ t
a
r(t, s)ϕ0(s)ds, ∀t ∈ [a, b).
where r(t, s) is defined as in (53).
Apart from Gronwall type inequality, we also need a lemma as Lemma 3.6. Indeed, the
following lemma gives a sufficient condition:
Lemma 5.3. If for any u ∈ (0, 1), the function
t 7→ tκ˜(t, tu) (54)
is an increasing function. Then for any θ : [0,+∞) → R locally bounded and α∗ ∈ [0, 1), we
have for all T > 0,
sup
0≤t≤T
∫ t
0
κ˜(t, s)|θ(s)|ds ≤
∫ T
0
sup
0≤u≤t
|θ(u)|κ˜(T, t)dt.
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Proof. We can use exactly the same change of variable technique as in the proof of Lemma
3.6 to complete the proof. 
Then using the above two lemmas, we can show that Theorem 2.2 and Theorem 2.4 hold
under the condition (51), (54). However, for the regularity Theorem 2.5, we need the special
form (13) of the kernel function to proceed.
5.2. Further questions. To get the well-posedness of the solution, can the Lipschitz condi-
tion (A2) be weakened to an integrability condition as in the case of ordinary SDE, e.g. [37]?
Here we remark that the non-Lipschitz condition in [34] applies here, and what we want is the
condition as in [37]. In our proof, we essentially used Lipschitz condition of the small jump
coefficient twice.
First, in our approximating procedure, we need the Lipschitz condition to bound the error
so that it decays fast. In our case, it decays slower than the case of ordinary SDE, but still
summable, see (40). Also, it works for general kernel function using Lemma 5.2. In the case
of SDE [37], they do not need the Lipschitz condition to bound the error. Indeed, they need a
priori estimate of the Kolmogorov forward equation. Then by applying Zvonkin’s transform,
they can bound the error. However, in our case, we have the memory term and we may not
have that correspondence.
Second, we need the Lipschitz condition to make sure that we can add the large jump term.
Recall that in case of ordinary SDE, once we get the well-posedness of the solution without
large jumps, we can automatically add the large jump term. The reason is that the solution is
a Markov process and the transition function is measurable with respect to the initial point.
However, in our case, the stochastic process is non-Markovian. To apply interlacing procedure
to add the large jump term, we use the stopping time argument, see the proof of Proposition
3.9, where we essentially used the Lipschitz condtition.
The second question is what about some other properties of the solution to (9)? As the
proof of Theorem 2.5 shows, if the fractional order function α(·) does not have good regularity
property, then the regularity the solution will be worse. What about some other properties
if we weaken the regularity of α(·)? For example, long time behavior of the solution [16, 38],
density of the solution, etc. [5].
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