Abstract. -This research report is devoted to kinetic equations without confinement. We investigate the large time behaviour induced by collision operators with fat tailed local equilibria. Such operators have an anomalous diffusion limit. In the appropriate scaling, the macroscopic equation involves a fractional diffusion operator so that the optimal decay rate is determined by a fractional Nash inequality. At kinetic level we develop an L 2 hypocoercivity approach and establish a rate of decay compatible with the anomalous diffusion limit.
for a distribution function f (t, x, v) depending on a position variable in the whole space, x ∈ R d , on a velocity variable v ∈ R d , and on time t ≥ 0. All collision operators share the properties that the null space of L is spanned by the local equilibrium F , and that L only acts on the velocity variable.
The aim of this work is to handle the situation where F has a polynomial decay:
with v = (1 + |v| 2 ) 1 2 , γ > 0 and c γ a normalization constant ensuring that F is a probability density. We shall also consider the measure dµ = F −1 (v) dv and define a scalar product and a norm by
and the orthogonal projection Π on the subspace generated by F given by
We shall cover three cases of linear collision operators: the Fokker-Planck operator (a)
the linear Boltzmann operator, or scattering collision operator
and the fractional Fokker-Planck operator (c)
, with a ∈ (0, 2). In this latter case, we shall simply assume that the friction force E is radial and solves the equation
As in [20] , for the linear Boltzmann operator, we have in mind a collision kernel b which take the form b(v, v ) = v β v β or b(v, v ) = |v − v| β and in particular we shall assume that the collision frequency ν is positive, locally bounded and verifies
for a given β ∈ R. Inspired by the fractional diffusion limit proved in [20] and remarking that the above operators can formally be written on the form B(f ) − ν(v) f , we define more generally β as the exponent of polynomial behavior at infinity of the formal function ν. We thus define β through β = −2 in case (a), and β = γ − a in case (c).
The definition of β in the last case comes from the fact that under the condition (3), E verifies
where G ∈ L ∞ (R d ) is a positive function such that G −1 ∈ L ∞ (B c 0 (1)), which is proved in Proposition 20 in appendix.
The collision kernel is also supposed to conserve the mass, which is equivalent to (H1)
We also need an assumption which will be used to guarantee the microscopic coercivity or a weak version of it, saying that there existsγ < γ such that (H2) ∀R > 0, inf
Moreover, for technical reasons we assume additionally that (H3)
and when β < 0, (H4) ∀k < γ − β, Let f be a solution of (1) with initial condition f in ∈ L 1 (dx dv) ∩ L 2 (dx dµ).
Then the following alternative holds true
for any k ∈ (0, γ).
decay rate t In the limiting case γ +β = 2, there is a logarithmic correction for the decay rate.
Theorem 2. -Let d ≥ 2, γ > 0 and β = 2 − γ < 1 and let f be a solution of (1) The legend is the same as for Figure 1 The result in dimension d = 1 is slightly different. 
Let f be a solution of (1)
for any k ∈ (0, γ), except when γ ∈ (1, −β) and β < −1 for which k ∈ (0, As in [8] , the case of the flat d-dimensional torus T d x follows from our method without further efforts. Then (1) admits a global equilibrium given by
, and the rate of convergence to the equilibrium is just given by the microscopic dynamics
when β < 0, with k ∈ (0, γ). In particular, if f = f (t, v) does not depend on x, then we obtain the homogeneous equation
which gives the same rate of convergence of f to F in the norm L 2 (dµ). This is coherent with the results in [2, 25, 24, 13, 18]. Moreover, we point out that our result is a bit stronger since it uses a finite f in
1.3. The hypocoercivity strategy. -Let us consider the measure dµ = F −1 (v) dv and the Fourier transform of f in x defined by
If f solves (1), then in the equation satisfied by f ,
can be seen as a parameter and for each Fourier mode ξ, one can study the decay of f . This is what is called a mode-by-mode analysis, as in [8] . Therefore, for any given ξ ∈ R d , we consider g : (t, v) → f (t, ξ, v) on the complex valued Hilbert space H = L 2 (dµ) with scalar product and norm given by
Notice that this is a simple Hilbert extension of the scalar product and norm considered previously. As above, Π denotes the orthogonal projection on the subspace generated by F . Let us observe that the property ΠTΠ = 0 holds as a consequence of the radial symmetry of F . Always in Fourier variable, we can define the entropy as follows. First we define
The entropy H ξ is then defined by
for a given constant δ ∈ (0, 1). With all these definitions we obtain |ψ| ≤ 1 and |(v · ξ) ϕ(ξ, v)| ≤ 1, so that the Cauchy-Schwarz inequality yields
Thus, H ξ is equivalent to the L 2 (dµ) norm and more precisely we get
One can compare this new entropy to the one introduced in [14] and used in previous works where the diffusion limit is not fractional [14, 8, 9] . In these works, the operator A was defined by
which can be written in Fourier variable as
where Θ = R d |v · e| 2 F (v) dv for an arbitrary unitary vector e. One directly remarks that this operator is not defined if F does not have at least finite moments of order 2. The new operator A ξ can be written
The function on the left of Π was added to control the cases when F does not have 2 moments, and the apparition of the β in the operator provides the good scaling corresponding to the fractional diffusion limit in [20] . In this paper, the symbol of the limiting diffusion operator is indeed obtained as
where
and by assuming that ν(v) = v β , the leading order term is given by
The new operator A ξ can be seen as a mix between these two approaches.
1.4.
A brief review of the literature. -Fractional diffusion limits of kinetic equations attracted a considerable interest in the recent years. The microscopic jump processes are indeed easy to encode in kinetic equations and the diffusion limit provides a simple procedure to justify the use of fractional operators at macroscopic level. We refer to [3, 20] for an introduction to the topic in the case of operators of scattering type and a discussion of earlier results on standard, i.e., non-fractional, diffusion limits. In a recent paper, [19] , the case of a Fokker-Planck equation with heavy tails local equilibria has been considered (only when d = 1) and, in from a probabilistic point of view, [15] collects various related results. The diffusion limit of the fractional Fokker-Planck equation has been studied in [1] . In the homogeneous case, that is, when there is no x-dependence, it is classical to introduce a potential function Φ(v) = − log F (v) and classify the behavior of the solution h to (1) according to the growth rate of Φ. Assume that the collision operator is either the Fokker-Planck operator of case (a) or the scattering operator of Case (b). Schematically, if
In the range γ ∈ (0, 1), the Poincaré inequality of case (a) has to be replaced by a weak Poincaré or a weighted Poincaré inequality: see [22, 17] [9] . Standard diffusion limits provide an interesting insight into the micro/macro decomposition which has been the key of the L 2 hypocoercive approach of [14] . Another parameter has now to be taken into account: the confinement in the spatial variable x. In presence of a confining potential V = V (x) with sufficient growth and when F has a fast decay rate, typically a quadratic growth, the rate of convergence is found to be exponential. A milder growth of V gives a slower convergence rate as analyzed in [11] . With e −V not integrable, diffusion again wins in the hypocoercive picture, and the rate of convergence of a finite mass solution of (1) towards 0 can be captured by Nash and related CaffarelliKohn-Nirenberg inequalities: see [8, 9] .
A typical regime for fractional diffusion limits is given by local equilibria with fat tails which behave according to (2) with γ ∈ (0, 2): F is integrable but has no second moment. Whenever fractional diffusion limits can be obtained, we claim that rates of convergence can also be produced in an adapted L 2 hypocoercive approach. To simplify the exposition, we shall consider only the case V = 0 and measure the rate of convergence to 0. It is natural to expect that a fractional Nash type approach has to play the central role, and this is indeed what happens. The mode-by-mode hypocoercivity estimate shows that rates are of the order of |ξ| α as ξ → 0 which results in the expected time decay. In this direction, let us mention that the spectral information associated with |ξ| α is very natural in connection with the fractional heat equation as was recently shown in [4] .
Mode by mode hypocoercivity
In this section, we present the first step towards the proof of our main theorems, which is an energy estimate coming from the hypocoercivity functional. To help the readability, we recall that
We denote by L * the dual of L in L 2 (dµ) and we define α := 2+ min(γ+β−2,0) |1−β| so that α = α when γ + β ≤ 2 and α = 2 when γ + β ≥ 2. We also define the weighted norms
Proof. -Note that since ϕ and ψ commute with T and ΠTΠ = 0, we get
With these identities, using the micro-macro decomposi-
• Step 1: I 1 gives the macroscopic coercivity.
First note that since
where we used the fact that
where we define
• Step 2: a bound on micro-macro terms.
Using again the definition of Π, the second term can be written
and using the Cauchy-Schwarz inequality to control the last scalar product, we get
In the same way, we obtain for the next terms
To get a bound on I 6 , we use the fact that T * = −T to obtain
With a micro-macro decomposition, one may write
Moreover, the Cauchy-Schwarz inequality gives
It yields
In the same way, we get
• Step 3: the differential inequality.
Gathering all the estimates and defining X := Π f and Y :
which by Young's inequality leads to
One may choose σ =
To infer that C(ξ) is in fact bounded in ξ, we need to estimate carefully various coefficients. This needs the following lemmas.
is bounded by above and below when |ξ| is large and satisfies
The coefficientsμ 1 andμ 2 have been respectively defined by taking k = 1 and k = 2 inμ
where a b means that there exists a constant C > 0 such that
Lemma 6. -The coefficients λ 0 and λ 1 have been respectively defined by taking k = 0 and k = 1 in
The coefficientsλ 0 andλ 1 have been respectively defined by taking k = 0 and
which is a well defined integral since η > −γ.
Proof of Lemma 5. -Let c := |1 − β| ≥ 0 and start with the first claim. We first obtain the equivalence when ξ → 0. Note that if γ + β > 2, then
Now, if γ +β < 2, then c > 0 and we can use the change of variable v = |ξ|
Note that for any u ∈ R d \{0}, we have |ξ|
Note that the later integral is finite, since γ + β − 2 < 0 and γ > β (which implies β < 1 so that γ + β + 2 + 2c = γ − β > 0).
Finally, assume that γ + β = 2 and γ > β. Then it holds β < 1 so that c = 1 − β > 0 and
. Now looking at the part where |v| ≥ |ξ| c and by the same change of variable as above, we get
which is finite since c > 0. For the other part of the integral, since it is invariant by rotation of ξ, for any j ∈ {1, . . . , d}, it holds
with
Then by using the fact
we can also write I 1 = I 11 + I 12 with
and
But this last term is bounded when ξ → 0 since by the change of variables
c u, we obtain
Altogether, since I 11 is the only unbounded term when ξ → 0, this yields
Now turn to the equivalence when ξ → ∞. Note that since γ − β > 0, then
The first claim on µ 2 is now completed. The end of the lemma follows the same techniques, we omit the proof.
• Step 4: uniform bound on C(ξ).
From these lemmas we deduce that λ 0 andλ 0 are bounded by above and by below by a positive constant so that
We also deduce that for |ξ| large, it holds
so that for |ξ| ≥ 1 and since by hypothesis µ L and λ L are bounded by above,
Again from the previous lemmas, we also deduce that for β < 1, γ + β = 2, γ + η + 2β = 4 and γ + η + 2β = 2
Since η ≥ β ≥ 2β − γ and η ≥ −γ, it implies that for |ξ| ≤ 1
where the second inequality follows from the hypotheses on λ L and µ L . Moreover, for |ξ| ≤ 1, and γ + β < 2, it holds
which is bounded near 0 since η ≥ β and 4−3β
Since η ≥ β > 1, we get γ + η + 6β − 8 > 0 and γ + η + 4β − 4 > 0 so that we obtain once again C(ξ) 1 +μ
, which is bounded near 0 since γ + η + 4β − 6 > 0. In the critical cases when a ln(|ξ|) appears in the expression of µ 2 ,μ 1 orμ 2 , we obtain expressions of the form |ξ| ε ln(|ξ|) for some ε > 0, so that all the terms also remain bounded. We conclude that in all the cases, C(ξ) is bounded from above uniformly with respect to ξ, which ends the proof of Proposition 4.
Estimates in weighted L 2 spaces
In this section, we assume that β ≤ 0. We show the propagation of weighted norms L 2 ( v k dx dµ) with power law of order k ∈ (0, γ). This will be crucially used to prove our main Theorems 1-3. The result is the following.
.
This strategy of using the conservation of weighted norms has also been used in a companion paper [7] when F has a sub-exponential form. There, any value of k was authorized, and this was implicitly a consequence of the fact that such a F had finite weighted norms L 2 ( v k dx dµ) for any k ∈ R + . In the present case of this paper, one has to be really careful with the order of the weighted norms at stage. Note that we may not expect global propagation of higher moments than those that F has, and this justifies the range of values of k.
We thus choose to adopt the following interpolation strategy. Note that for any function h ∈ L 2 ( v k dx dµ), one has immediately
As such, it is equivalent to control the semi-group
and L ∞ (dx dv) (see [23] ), if we prove that
, which is exactly the result of Proposition 7.
The rest of this section thus goes as follows. We will separately show bound-
The first point is relatively immediate whereas the second point requires a Lyapunov and splitting strategy, as previously used in [17, 18, 7] . as in case (a), (b) or (c) . Then, in all these cases,
The boundedness in
Proof. -This is a consequence of the maximum principle.
. To obtain such a bound, we first write a Lyapunov type estimate.
Proof. -First assume that f ≥ 0. Then one may write,
In case (a),
which indeed implies the result for k < γ − β since in this case β = −2.
In case (b), using assumption (H1), one obtains
By hypothesis (H4), it yields
We conclude that inequality (9) holds for any k < γ − β.
In case (c),
where we used Proposition 20 that gives
If now we remove the assumption that f ≥ 0, the result still follows by using Kato's inequality (see e.g. [10] for the Laplacian and [12] for the fractional Laplacian) for the operator L since it implies
and we can use the estimate by replacing f by |f |.
3.3.
A factorization method. -We employ a "shrinking" strategy, as in [16, 17, 21] . We write L − T as the sum of a dissipative part C and a bounded part B such that L − T = B + C.
Lemma 10. -With the notation of Lemma 9, let
Then for any t ∈ R + , we have:
Proof. -Property (i) is a consequence of the definition of C. Property (ii) follows from Lemma 9. Indeed, for any g
To prove (iii), define g = e tB g in . By Hölder's inequality and the above contraction property, we get
As a consequence,
, so that by Grönwall's Lemma, we obtain
, which implies (iii).
Lemma 11. -Let k ∈ (0, γ) and f be a solution of (1)
Proof. -Defining the convolution of two operators by U V = t 0 U(t − s)V(s) ds, we can write the following Duhamel's formula e t(L−T) = e tB + e tB C e t(L−T) .
Combining the formulas from Lemma 10 and the fact that
which is bounded uniformly in time since k 2 − k > −β = |β|.
Interpolation inequalities of Poincaré type
Let us introduce the quadratic forms associated to the three types of microscopic operators. In the Fokker-Planck case L 1 ,
in the scattering case L 2 ,
and in the fractional Fokker-Planck case L 3 ,
Proof. -For legibility, define w(v) = v η . Note that the fact that h F = 0 and the Cauchy-Schwarz inequality yield
and the same bound holds for |v | > R, so that
• Case Γ = Γ 1
Now define h R := hχ R and χ R (v) := χ(|v|/R) where χ is a truncation function on R + with the following properties: 0 ≤ χ ≤ 1, χ ≡ 1 on [0, 1], χ ≡ 0 on [2, +∞). By the fact that χ R = 1 on B R , we obtain
However, by expanding the square, we get
so that we can use the Hardy-Poincaré inequality, which leads to
where C HP = C d,γ−η is the constant of the Hardy-Poincaré inequality. For the first term in the last integral, we use the fact that |v| < 2R to get
For the second term, the fact that
. Gathering all the inequalities, we get
Optimizing with respect to R yields the result. More precisely, this last inequality can be written under the form a ≤ R (2+η • Case Γ = Γ 3
In this case, following the idea of the proof in [25] , it holds
since β = γ − a. The result then follows by the same steps as in the FokkerPlanck case.
• Case Γ = Γ 2
In this case, when v and v are in B R , we use hypothesis (H2) to get
The result follows as in the other cases.
Remark 2. -In particular, if γ + β > 0 and η ≤ β, we obtain a weighted Poincaré inequality
If γ + β ≤ 0, then β ≤ −γ < η, which yields
Proof of the theorems

Proof of Theorem 1 in the case
γ + β > 0. -
Proposition 13. -There exists δ > 0 such that if H ξ is defined by formula (4) and H(f
Proof of Proposition 13. -By the microscopic weighted coercivity one has 1
Using the result of Proposition 4 with η = −β, this leads to
Taking δ sufficiently small yields
The result is then obtained by integrating with respect to ξ and using Plancherel's formula.
To control the macroscopic part, we shall control
in terms of Πf , which can be done in the spirit of the fractional Nash inequality
This is done in the following lemma.
, where C = max( √ 2, C Nash ) and we recall that f
Proof.
From this definition, one sees that (8) Moreover, after taking the modulus, squaring, and using identity (7), it also gives
For the first term, using the fractional Nash inequality (6) on u f and inequality (8), we get the following bound
To conclude, we just have to remark that since
, so that inequality (9) becomes
, which yields the result.
Proof of Theorem 1 when γ + β > 0. -The conclusion of the proof of the theorem in this case is now as in [8, 9, 7] . For legibility, we shall split cases according to the sign of β. If β is positive, then v β ≥ 1 and using the estimate of Lemma 14 together with the fact that the L 2 (dx dµ) ∩ L 1 (dx dv) norm is bounded by a constant, we obtain that
using the norm equivalence between f and H(f ).
If β is negative, the proof is actually very similar, except that one has to use the conservation of weighted norms given by Proposition 7 for
then by Hölder's inequality, indeed,
We obtain in this case
In both cases, the proof follows from a Grönwall's estimate. 
Proof of Theorems 1-3 in the case
Then by Proposition 7, we get that R 2d |f | 2 v k F dξ dµ is uniformly bounded in time if it is initially bounded, so that integrating with respect to ξ yields (10)
. From Proposition 4 we obtain r, t) , and integrating in ξ, we obtain
Combined with inequality (10), this yields
and by Lemma 14 and Hölder's inequality, we obtain
This yields
We are led to study the following Cauchy problem
It is true for r sufficiently small since H(f )(r, 0)
. Therefore, there exists r 0 ∈ (0, 1) such that for any r ∈ (0, r 0 ] and t ∈ R + , u(0) >ū > 1 and
which implies
we deduce that S(u(0)) remains bounded so that
1+τ +τ or equivalently
where we recall that β ≤ −γ < η ≤ k < γ. If η < 0 and min
This is in particular the case as soon as d ≥ 2 since in this case, α ≤ d, so that one can take η = −k ∈ (−γ, 0), which implies that 
Since one can take η as close as wanted to −γ, one can get any τ < k+γ kα−γ+|β|(α+1) . This finishes the proof of the theorem in this case. 
Proof of
where µ 2 is a positive increasing function of |ξ| bounded by 1 and such that
Therefore, as in the case when γ + β ∈ R + \ {2} (Proposition 13), by the weak microscopic coercivity
. and taking δ ≤
. Now, as in the classical proof of Nash's inequality, since µ 2 is increasing, we can write for any R > 0
, which can be written under the form
which translates in our case to
and Φ(X) ∼ X→∞ X/2. With the same method of proof as the non-critical cases,
The result is then deduced by Gronwall's Lemma. Let us detail the first case. Since H(f ) is easily seen to converge to 0, we are looking for the long time behavior of the solution of the following differential equation 
ln(y(t)) .
In particular, by taking the logarithm of the above equation, we obtain that ln(t) ∼ t→∞ ln y(t)
, which, injected back in equation (12) 
,
6. Quantitative estimates of µ L and λ L .
In this section, we show that the three types of operators we consider in the paper satisfy the hypothesis on µ L and λ L needed in Proposition 4, that is
For readability, let us recall that
6.1. Fokker-Planck operators. -
Proof. -Note that in this case, L is self-adjoint. Start with estimating µ L .
We can then compute
We end up with
2 , we may for legibility write A = 1 + v 6 |ξ| 2 so
From this we can readily estimate, since v 6 |ξ| 2 ≤ A,
The last part to estimate is
Combining previous estimates, we thus end up with
This allows to estimate µ L (ξ) as follows,
The conclusion then comes from following exactly the same steps as in the proof of Lemma 5, that give
We now estimate λ L . Recalling that ψ = v −2 , one has
which is a bounded quantity. Since v −η F ∈ L 1 , we conclude that λ L is bounded.
Scattering collision operators. -
Proof. -To estimate µ L , we write
Then we first remark that the inequality of Cauchy-Schwarz yields
where, by assumption (H3),
Then, since
the result follows again by adapting the proof of Lemma 5. The estimate for λ L (ξ) comes fairly easily from
Again, the inequality of Cauchy-Schwarz yields 
We shall estimate the two integrals of the latter r.h.s. separately. Start with the easiest, the second integral, which is estimated as follows. Recalling Proposition 20 which helps estimating E,
follows. The estimation of the first integral is more involved and requires estimating ∆ a 2 ((v · ξ)ϕ), that we do now in the following lemma.
Since the proof of this lemma is technical, we postpone it for a while and show now how to conclude the proof of the proposition with this lemma. From it we deduce since γ + η > 0
Gathering all previous estimates finishes the proof of Proposition 17. The only remaining thing is to present the proof of technical Lemma 18.
Proof of Lemma 18. -Only locally in that proof, we use the notation
for legibility. For any v ∈ R d , we can write the fractional Laplacian as
The rest of the proof of the lemma consists in bounding both latter integrals.
• Step 1 : a bound of I 1 .
The first integral is controlled by a second order Taylor approximation. We thus estimate the Hessian of m. Computing the gradient of ϕ yields
from which we deduce that |∇ v ϕ| v −1 ϕ. Then to estimate the Hessian of ϕ, we write Therefore, The way of estimating the second integral will actually depend on the value of |ξ|. We thus split this step into two, |ξ| ≤ 1 and |ξ| ≥ 1.
Start with |ξ| ≥ 1. Then, one starts splitting I 2 into three pieces, 
We now estimate both integrals of the last right hand side separately. By Lemma 18, ∆
) is a bounded function, from which we deduce that the first integral is bounded since γ + η > 0. For the second integral we get
which is bounded since γ + η − 2β + 6 > 0. 
