Abstract. The primary Carmichael numbers were recently introduced as a special subset of the Carmichael numbers. A primary Carmichael number m has the unique property that for each prime factor p the sum of the base-p digits of m equals p. The first such number is Ramanujan's famous taxicab number 1729. Due to Chernick, Carmichael numbers with three factors can be constructed by certain squarefree polynomials U 3 (t) ∈ Z[t], the simplest one being U 3 (t) = (6t + 1)(12t + 1)(18t + 1). We show that the values of any U 3 (t) obey a special decomposition for all t ≥ 2 and besides certain exceptions also in the case t = 1. These cases further imply that if all three factors of U 3 (t) are simultaneously odd primes, then U 3 (t) is not only a Carmichael number, but also a primary Carmichael number. Subsequently, we show some connections to the taxicab and polygonal numbers.
Introduction
By Fermat's little theorem the congruence a m−1 ≡ 1 (mod m)
holds for all integers a coprime to m, if m is a prime. Moreover, this congruence also holds for positive composite integers m, which are called Carmichael numbers and obey the following criterion. Let p always denote a prime. Subsequently, Carmichael independently derived further properties of these numbers and computed first examples of them. Theorem 1.2 (Carmichael 1910 (Carmichael , 1912 [3, 4] ). If m is a Carmichael number, then m is a positive odd and squarefree integer having at least three prime factors. Moreover, if p and q are prime divisors of m, then Following [15] , the Carmichael numbers can be also characterized in a quite different and surprising way. Let s p (m) be the sum of the base-p digits of m. Theorem 1.3 (Kellner and Sondow [15] ). An integer m > 1 is a Carmichael number if and only if m is squarefree and each of its prime divisors p satisfies both s p (m) ≥ p and s p (m) ≡ 1 (mod p − 1).
Moreover, m is odd and has at least three prime factors, each prime factor p obeying the sharp bound The set C ′ of primary Carmichael numbers was introduced in [15] , which is indeed a subset of the Carmichael numbers. We further define for a given set S ⊆ C the subsets S n ⊆ S, where each element of S n has exactly n prime factors. Let S(x) and S n (x) count the number of elements of S and S n less than x, respectively. We call a squarefree number m with exactly n prime factors briefly an n-factor number.
The first element of C In 1939 Chernick [5] introduced certain squarefree polynomials U n (t) ∈ Z[t] of degree n ≥ 3 to construct Carmichael numbers, where t ≥ 0 is an integer. More precisely, he showed that U n (t) represents a Carmichael number for t ≥ 0, whenever all n linear factors of U n (t) are simultaneously odd primes. The simplest one of these polynomials is U 3 (t) = (6 t + 1)(12 t + 1)(18 t + 1), ( At first glance, one observes that the third-smallest Carmichael number 1729, which is also known as Ramanujan's famous taxicab number (being the smallest number that is a sum of two positive cubes in two ways, see Silverman [20] ), namely, 1729 = 1 3 + 12 3 = 9 3 + 10 3 ,
is additionally the smallest primary Carmichael number. Surprisingly, a closer look reveals that the other two numbers 294 409 and 56 052 361 are also primary Carmichael numbers.
Is this pure coincidence or a hidden phenomenon?
The purpose of this paper is to show that any U 3 (t) has the property that all values of U 3 (t) for t ≥ 2, and apart from certain exceptions also in the case t = 1, lie in a certain set S ′ (as introduced in Section 2) that generalizes the set C ′ . As a main result of Section 4, it further turns out that any given U 3 (t) has the following important property: If both U 3 (t) ∈ S ′ and all three linear factors of U 3 (t) are odd primes for a fixed t ≥ 0, then U 3 (t) represents not only a Carmichael number, but also a primary Carmichael number.
Thus, almost all 3-factor Carmichael numbers, which were computed by Chernick's method so far, lie in C In 2002 Dubner [9] also used this U 3 (t) to compute the corresponding 3-factor Carmichael numbers up to 10 42 , which are all primary. By this means, one can even find a specialŨ 3 (t) very quickly such that M =Ũ 3 (1) ∈ C Table 4 .10 in Section 4 for the construction. In 1904 Dickson [8] stated the conjecture that a set of linear functions f ν (t) = a ν t + b ν ∈ Z[t], under certain conditions, might be simultaneously prime for infinitely many integral values of t.
Hence, Dickson's conjecture, as already noted by Chernick, implies that any U 3 (t) produces infinitely many Carmichael numbers, and so the set C should be infinite. This statement now transfers to the set C ′ of primary Carmichael numbers.
While the question, whether there exist infinitely many Carmichael numbers, was positively answered by Alford, Granville, and Pomerance [1] in 1994, the related question for the primary Carmichael numbers and their distribution, as posed in [15] , is still open.
Unfortunately, several computations suggest that the properties of U 3 (t) as described above do not hold for U n (t) with n ≥ 4. One may speculate whether this causes the high proportion of primary Carmichael numbers with exactly three prime factors among all primary Carmichael numbers, see Table 1 .5. However, we raise an explicit conjecture on related properties of U 4 (t) in Section 4.
Going into more detail, Table 1 .5 shows the distributions of C(x), C ′ (x), and their subsets up to 10 18 . On the one hand, one observes that in this range about 97% of the primary Carmichael numbers have exactly three factors, the remaining 3% have four and five factors. On the other hand, the ratio C ′ 3 (x)/C 3 (x) is steadily increasing for x in the range up to 10 18 , implying that about 87% of the 3-factor Carmichael numbers are primary in that range.
Interestingly, this progress about the (primary) Carmichael numbers, as partially described above, were originally initiated by a completely different context. For the sake of completeness, we give here a short survey of some results of [12] [13] [14] [15] .
As usual, denote the Bernoulli polynomials and numbers by B n (x) and B n = B n (0), respectively. The polynomials B n (x) are defined by the series (cf. [6, Sec. 9.1, ) ze
Define for n ≥ 1 the denominators D n := denom(B n (x) − B n ) of the Bernoulli polynomials, which have no constant term,
These denominators are given by the notable formula
and obey several divisibility properties. For example,
where rad(n) := p | n p. It further turns out that all Carmichael numbers satisfy the divisibility relation
which explains the unexpected link between Carmichael numbers and the function s p (·). Table 1 .5. Distributions of C(x), C ′ (x), and their subsets.
The ratios are rounded to three decimal places.
Computed Carmichael numbers and tables up to 10 18 in this paper were taken from Pinch's tables in [17, 18] , while the numbers up to 10 9 , in particular for C ′ , were rechecked by our computations. Further tables are given by Granville and Pomerance in [10] , which also rely mainly on Pinch's computations.
The rest of the paper is organized as follows. The main results, theorems, and conjectures are presented in Sections 2 -5 after introducing necessary definitions and complementary results. Subsequently, Sections 6 -8 contain the proofs of the theorems, ordered by their dependencies. Section 9 shows some connections to the taxicab numbers. Finally, in Section 10 we give applications to the polygonal numbers.
Decompositions
Let N be the set of positive integers. The sum-of-digits function s p (·) is actually defined for any integer base g ≥ 2 in place of a prime p. To avoid ambiguity, we define s 1 (m) := 0 for m ≥ 0.
For integers g ≥ 2 and m ≥ 1 define
We say that a positive integer m has an s-decomposition, if there exists a decomposition in n proper factors g ν with exponents e ν ≥ 1, the factors g ν being strictly increasing but not necessarily coprime, such that
where each factor g ν satisfies the sum-of-digits condition
Similarly, we say that (2.1) represents a strict s-decomposition, if each factor g ν satisfies the strict sum-of-digits condition
Accordingly, we define the sets S := {m ∈ N : m has an s-decomposition} and S ′ := {m ∈ N : m has a strict s-decomposition}.
One computes that Note that an s-decomposition of a number m ∈ S has not to be unique. Such an example of different s-decompositions is given by
showing all possible variants. While the definition of the set S ′ widely extends the definition of the set C ′ , the set S widely extends the set As introduced and shown in [15] , the set S has the property that C ⊂ S. Moreover, each number m ∈ S has at least three prime factors.
The next two theorems summarize the properties of S and S ′ , which also show some connections with the Carmichael numbers. Theorem 2.1. An s-decomposition of m ∈ S has the following properties:
(i) The s-decomposition of m has at least two factors, while m has at least two prime divisors.
Theorem 2.2. The sets S and S ′ have the following properties:
We further define the generalized sets of S and S ′ by S := {m ∈ N : there exists g | m with s g (m) ≥ g} and S ′ := {m ∈ N : there exists g | m with s g (m) = g}. By the definitions and the computed examples we have the relations
The following two theorems show weaker and different properties of S and S ′ compared to Theorems 2.1 and 2.2. (i) m has at least two prime divisors.
(ii) If m ∈ C 3 , then g is an odd prime.
Theorem 2.4. The set S ′ \ S ′ has the following properties:
Remark. Theorem 2.3 (ii), Theorem 2.4 (ii), and the properties of the set C ′ 3 imply that all 3-factor Carmichael numbers have the following property: Every number m ∈ C 3 satisfies the strict sum-of-digits condition (2.3) for at least one prime factor of m. This will be stated later more precisely, see Theorems 4.4, 4.5, and 5.2.
If one could show the open question, whether the set C ′ is infinite, then Theorem 2.2 would imply that S ′ is also infinite. Fortunately, the infinitude of S ′ can be shown independently of the set C ′ .
Theorem 2.5. The set S ′ is infinite.
The relations in (2.4) immediately imply the following corollary.
Corollary 2.6. The sets S, S, and S ′ are infinite.
Finally, we define the subsets S * and S ′ * of the sets S and S ′ , respectively. Each element m ∈ S * (respectively, m ∈ S ′ * ) has the property that the prime factorization of m equals a (strict) s-decomposition.
Define
By Theorem 1.3 and the definition of the set C ′ , we have the relations
While for a given number m the determination of its s-decomposition may be difficult due to searching for suitable factors (actually, this problem can be translated into a system of linear equations), the sets S * and S ′ * can be computed quite easily by checking only prime factorizations. First numbers that do not have a trivial (strict) s-decomposition are given, as follows. Table 2 .7 shows their distributions compared to C ′ (x) and C(x). 
and S(x).
At first glance, a lower bound for the growth of S ′ (x) is given by O(x 1/3 ), which will be implied by Theorem 4.4 later. We show this lower bound with explicit and simple constants.
Theorem 2.8. There is the estimate
Exceptional Carmichael numbers
We introduce the set of exceptional Carmichael numbers by
By definition we have In view of Theorem 2.4, the special properties of the 3-factor Carmichael numbers can be now restated, as follows.
In the case of the 4-factor Carmichael numbers, it seems that such exceptions occur very rarely. Indeed, the set C The 4-factor Carmichael numbers seem to play also a particular role like the 3-factor Carmichael numbers. This will be discussed in the next section. Tables 3.2 and 3.3 illustrate the distributions of the sets C ♯ n and C n , respectively. One also finds Table 3 .3 in [10] , but with values given up to 10 16 . Table 3 .3. Distributions of C(x) and C 3 (x), . . . , C 11 (x).
Universal forms
Chernick [5] introduced so-called universal forms, which are squarefree polynomials in Z[t], by
with coefficients a ν , b ν ∈ N satisfying
for all integers t ≥ 0 except for the cases when t = 0 and b ν = 1. His results can be summarized, as follows.
Theorem 4.1 (Chernick 1939 [5] ). For each n ≥ 3 there exist universal forms U n (t) with computable coefficients a ν , b ν ∈ N. Moreover, for fixed n ≥ 3 and t ≥ 0, a universal form U n (t) represents a Carmichael number in C n , if each factor a ν t + b ν is an odd prime.
Remark. Chernick required to replace t by 2t, if all coefficients a ν and b ν are odd, otherwise odd values of t would cause even values of U n (t). Actually, this already happens, if one pair (a ν , b ν ) consists of odd integers. However, we explicitly let t unchanged for our purpose. We fix this problem by requiring that a factor a ν t + b ν must be an odd prime instead of a prime, as stated in Theorems 4.1, 4.2, and 4.4.
For the special case n = 3 Chernick gave a general construction of U n (t), whereas we use a more suitable formulation by introducing several definitions, as follows.
Define the set R := r = (r 1 , r 2 , r 3 ) ∈ N 3 : r 1 < r 2 < r 3 , being pairwise coprime and the elementary symmetric polynomials for r ∈ R as
We implicitly use the abbreviation σ ν for σ ν (r), if there is no ambiguity in context. For r ∈ R define the parameter ℓ with 0 ≤ ℓ < σ 3 satisfying
One easily verifies the following parity relations for r ∈ R:
If σ 3 is odd, then
Remark. Note that congruence (4.6) is always solvable, since σ 2 is invertible (mod σ 3 ). This will be shown by Lemma 7.3. Avoiding the expression 1/σ 2 , Chernick used the compatible expression σ a 2 (mod σ 3 ) with a = ϕ(σ 3 ) − 1, where ϕ(·) is Euler's totient function.
With the definitions above define the forms with three factors as
allowing r as an index in place of n.
Theorem 4.2 (Chernick 1939 [5]
). If r ∈ R, then U r (t) is a universal form. Moreover, for fixed t ≥ 0, U r (t) is a Carmichael number in C 3 , if each of its three factors is an odd prime.
Chernick gave some examples of U r (t), which are listed in Table 4 .8. The simplest one is U r (t) = (6 t + 1)(12 t + 1)(18 t + 1) (r = (1, 2, 3) ), (4.10) as used in the introduction. The following theorem shows some unique properties of this U r (t), compared to the case r = (1, 2, 3).
Theorem 4.3. Let r ∈ R and rewrite (4.9) as
Then U r (t) has the following properties for t ∈ Z:
, then there are the equivalent properties
Moreover, one has in this case
In particular, U r (t) is odd and satisfies
(ii) If r = (1, 2, 3), then ℓ = 0, b ν = 1 (ν = 1, 2, 3), and
In particular, if σ 3 is even, then U r (t) is odd and satisfies
Otherwise, the parity of U r (t) alternates. More precisely, if σ 3 is odd, then
The next theorem shows the following remarkable property of U r (t). Given any r ∈ R we have that U r (t) ∈ S ′ for t ≥ 2. Besides certain exceptions this property also holds in the case t = 1. More precisely, for those t ≥ 1 in question the three factors of U r (t), as given by (4.9), already build a strict s-decomposition. If the three factors are odd primes, then U r (t) ∈ C 3 by Theorem 4.2. Moreover, using the property U r (t) ∈ S ′ , it then follows that U r (t) ∈ C ′ 3 . Thereby we arrive at our main results. 
where the three factors are given by
and yield a strict s-decomposition. Moreover, if each factor g ν is an odd prime, then U r (t) represents a primary Carmichael number, namely, 
For the complementary cases
the following statements hold: (i) If each factor g ν is an odd prime, then U r (t) ∈ C 3 . Additionally,
In particular, for m = U r (t) there are the properties:
(ii) If t = 0, then
Remark. To ensure the property U r (t) ∈ S ′ , the parameter τ ∈ {1, 2} in Theorem 4.4 cannot be improved in general. Table 4 .6 shows examples (taken from Tables 4.8 and 4.9) that satisfy the conditions of Theorem 4.5. Note that for r = (1, 2, 7) the decomposition 3·5·15 / ∈ S, while the value satisfies U r (0) = 225 = 5 2 · 9 ∈ S ′ . The case t = 0 and ϑ = 2, implying that U r (0) is a square, is established by a relationship between U r (t) and the polygonal numbers, see Section 10. At the end of this section, we consider the case when U n (t) has n ≥ 4 factors. Unfortunately, several computations suggest that the strong property U n (t) ∈ S ′ , which is a necessary (but not sufficient) condition for U n (t) to be in C ′ n , breaks down for n ≥ 4. However, it seems that a weaker property, if we replace S ′ by S ′ \ S ′ , still holds in the case n = 4. This situation may be confirmed by adapting the proof of Theorem 4.4 from case n = 3 to n = 4, roughly speaking.
For a provisional verification one can use Chernick's examples of U 4 (t) in [5] . On the basis of extended computations and considering the set C ♯ 4 of exceptional Carmichael numbers, we raise the following conjecture for the more complicated case n = 4. Conjecture 4.7. If U 4 (t) is a universal form, then U 4 (t) satisfies the following properties for all sufficiently large t: The example of a special U r (1) ∈ C ′ 3 , which was used in the introduction, is shown in Table 4 .10. To find such an example, the parameter r = (p 1 , p 2 , p 3 ) was chosen from a finite set of primes. 
Complementary cases
Chernick showed that any number m ∈ C 3 obeys a special formula, which is intimately connected with U r (t). Actually, he defined his universal forms thereafter. Recall the definitions of σ ν and ℓ in (4.3) -(4.6). The result can be stated, as follows. where u is an even positive integer. More precisely, let m = p 1 · p 2 · p 3 with odd primes p 1 < p 2 < p 3 , then
where t ≥ 0 is an integer satisfying u = σ 3 t + ℓ.
As a result of Theorem 4.4, we have for any r ∈ R that
where τ ∈ {1, 2}. Moreover,
when p 1 , p 2 , and p 3 are odd primes.
In the complementary cases 0 ≤ t < τ , Theorem 4.5 predicts that U r (t) ∈ C ′ 3 can only happen when t = 0. Table 5 .4 shows the first of those values with parameters r and (τ, t).
The remaining values, where U r (t) / ∈ S ′ for 0 ≤ t < τ , can be viewed as exceptions. The next theorem clarifies these cases in the context of Carmichael numbers m ∈ C 3 \ C
where the greatest prime divisor p of m satisfies
Moreover, there exist a unique r ∈ R, as defined in Theorem 5.1, and an integer t such that m = U r (t) with 0 ≤ t < τ , where τ ∈ {1, 2} is defined as in Theorem 4.4. In the case (τ, t) = (2, 1), property (5.2) also holds for the second greatest prime divisor p of m. 
Remark. For several numbers
First numbers m ∈ C 3 \ C ′ 3 with parameters r and (τ, t) are listed in Table 5 .5. By Theorem 5.2 such numbers can be represented by U r (t) with certain r ∈ R only in the cases 0 ≤ t ≤ 1, while for any r ∈ R each U r (t) represents only primary Carmichael numbers for t ≥ 2 when satisfying (5.1).
Supported by computations of the ratio C Table 1 .5, Dickson's conjecture, applied to U r (t), implies the following conjecture.
Due to the very special properties of the primary Carmichael numbers, one may initially believe that these numbers play a minor role when comparing the distributions of C(x) and C ′ (x) in 
Proofs of Theorems 2.1 and 2.3
Recall the definitions of Sections 2.
Lemma 6.1. Let g, m ∈ N. If g | m and s g (m) ≥ g, then
Proof. Since s 1 (m) = 0 and s m (m) = 1, the conditions g | m and s g (m) ≥ g imply that g is a proper divisor of m, and thus 1 < g < m.
Letting e = ord g (m) ≥ 1, we can write m = g e m ′ with g ∤ m ′ . Since m ′ < g would imply s g (m) = s g (m ′ ) < g, it follows that m ′ > g. As a consequence, we obtain m > g e+1 ≥ g 2 , showing the result.
Proof of Theorem 2.1. Let m ∈ S. We have to show five parts:
1 with e 1 ≥ 1 yields s g 1 (m) = 1, m must have at least two factors in its s-decomposition. Next we consider the prime factorization m = p e with e ≥ 1. For any factor g = p ν of m with 1 ≤ ν ≤ e, we infer that s g (m) < g. Thus, m has no s-decomposition in this case. Finally, m must have at least two prime factors.
(ii). Assume that m = g 1 · g 2 is an s-decomposition. With g 1 < g 2 we then obtain that s g 2 (m) = s g 2 (g 1 ) < g 2 , getting a contradiction. This implies that m = g
2 must satisfy e 1 + e 2 ≥ 3. (iii). We have m = g 1 · g 2 · g 3 , where all g ν are odd primes. Assume that the s-decomposition of m is not unique. Then by part (i) we would have m =g 1 ·g 2 as a further s-decomposition, whereg 1 is a prime andg 2 is a product of two primes, or vice versa. But this contradicts part (ii). Additionally, If m ∈ S ′ , then m also satisfies the condition to be in C ′ , and thus m ∈ C ′ 3 . (iv). We have the inclusions S ⊂ S and S ′ ⊂ S. If m has the s-decomposition g 1 · · · g n with n ≥ 3 factors, where g ν are odd primes, then m ∈ S by definition. Similarly, if
The exponent e ν of each factor g ν of the s-decomposition of m satisfies e ν ≤ ord gν (m). The result then follows by Lemma 6.1.
This completes the proof of the theorem.
Proof of Theorem 2.3. Let m ∈ S and g | m with s g (m) ≥ g. We have to show three parts: (i). Assume that m = p e with e ≥ 1. Then g = p ν with 1 ≤ ν ≤ e. Since s g (m) < g, we get a contradiction. Therefore m must have at least two prime factors.
(ii). We have m ∈ C 3 ⊂ S. By Theorems 1.3 and 2.1 (iii), it follows that m = p 1 · p 2 · p 3 is a unique s-decomposition, implying that g is an odd prime. Let Z p be the ring of p-adic integers, Q p be the field of p-adic numbers, and v p (s) be the p-adic valuation of s ∈ Q p . As a basic property of p-adic numbers, we have Before proving the theorems, we need several lemmas.
Proof. First we consider the triple (1, 2, r 3 ) ∈ R with r 3 ≥ 3. We then obtain that σ 3 = 2r 3 ≥ 3 + r 3 = σ 1 ≥ 6, where equality can only hold for r 3 = 3, respectively, (1, 2, 3) ∈ R. This shows this case. Since r 1 < r 2 < r 3 for r ∈ R, there remains the case where r 1 r 2 ≥ 3. It follows that σ 3 ≥ 3r 3 > 3r 3 − 3 ≥ σ 1 > 6, completing the proof.
Lemma 7.2. Let r ∈ R and j ∈ J. Define
Proof. Let r j ≥ 2. One observes by (4.4) and (4.5) that
, since the integers r 1 , r 2 , and r 3 are pairwise coprime. The congruence σ 1 ≡ σ ′ 1 (mod r j ) follows by definition. Lemma 7.3. Let r ∈ R and the parameter ℓ be defined as in (4.6) by
where 0 ≤ ℓ < σ 3 . The congruence is always solvable, since σ 2 is invertible (mod σ 3 ). In particular,
Proof. By (7.3) we have for j ∈ J and r j ≥ 2 that σ 2 ≡ 0 (mod r j ). (7.5) Note that in case r 1 = 1 we have to consider σ 3 = r 2 r 3 with two factors instead of σ 3 = r 1 r 2 r 3 . Since the integers r j are pairwise coprime, it follows that σ 2 is invertible (mod σ 3 ) by (7.5) . Therefore ℓ = 0 ⇔ σ 1 ≡ 0 (mod σ 3 ). As σ 3 ≥ σ 1 > 0 and σ 3 = σ 1 ⇔ r = (1, 2, 3 ) by Lemma 7.1, relation (7.4) follows.
Lemma 7.4. If r ∈ R and j ∈ J, then
is an integer, and the bound is sharp. In particular, η = 2 holds for j = 3 in both cases ℓ = 0 and ℓ = 0 by r = (1, 2, 3) and r = (1, 2, 7), respectively.
Proof. If r j = 1, then η is integral. Assume that r j ≥ 2. Using Lemmas 7.2 and 7.3, we obtain
For the reduced numerator of η we then infer that
implying that η is integral. For any r j ≥ 1, we have η ≥ σ 1 /r j = 1 + σ ′ 1 /r j > 1, so η ≥ 2. In particular, one computes η = 2 for r 3 by taking r = (1, 2, 3) and r = (1, 2, 7) from Tables 4.8 and 4.9, respectively. Both examples incorporate the cases ℓ = 0 and ℓ = 0. This completes the proof. Obviously, we have α, β, α + β ∈ Z/r 2 j . As r j ≥ 2, we show that α, β, α + β / ∈ Z. Let p be a prime divisor of r j and e = v p (r j ) ≥ 1. Since σ ′ 3 and r j are coprime, it follows that v p (α) = −2e < 0 and thus α / ∈ Z. In the same way, we infer by (7.1) that α − σ
where we distinguish between two cases, as follows.
/r j ) and using (7.1), we derive that α + β / ∈ Z. Case p = 2: We have that r j is even. Due to r ∈ R and the r ν being pairwise coprime, σ Lemma 7.6. Let r ∈ R and j ∈ J where r j ≥ 2. Let α and β be defined as in Lemma 7.5, and g = r j (σ 3 t + ℓ) + 1 with t ∈ Z. Define
There are the following properties: Proof. We implicitly use the definitions of (7.2) and (7.8). We have to show three parts: (i). As r j ≥ 2 and t ∈ Z, we obtain by (7.7) that
(mod r j ). (7.11) Since α = [α] + {α}, it suffices to show that αg − β ∈ Z. We then infer that
For the latter numerator in reduced form, it follows by (7.11) that
implying that θ ∈ Z.
(ii). We consider the inequalities (7.9). First we show for t ≥ 1 that
or equivalently that (1 − {α}) g > −β. Note that β can be negative, so this inequality is not trivial. Since by Lemma 7.5 α ∈ Z/r 2 j \ Z is a fraction, we obtain that
For t ≥ 1 we have g > r j σ 3 t = r 4 j α t. (7.14) Combining both inequalities above, we deduce that
( 7.15) Therefore, we show the following inequality
Let i, k ∈ J \ {j} be the other two indices complementary to j. Then the above inequality becomes
Since r i , r k ≥ 1 but r i = r k , we can use the estimate
It is easy to see that g(r j ) is strictly decreasing for r j ≥ 2. Hence, g(2) = 3/4 > f(r j ) for r j ≥ 2, implying that (7.16) holds for t ≥ 1. Finally, putting all together yields for t ≥ 1 that
Since both sides of the above inequality lie in Z, we can also write
By the same arguments, the inequalities (7.13) and (7.15) are also valid for {α} in place of 1 − {α}. In view of (7.14), we then have {α} g > r , and C > 0.
As a consequence, we infer that S < 1, and thus (7.17) holds for t ≥ 1. Again, putting all together yields for t ≥ 1 that {α} g > r 2 j α t > 1 + α + β, finally showing the inequalities (7.9).
(iii). We consider the case where r = (1, 2, 3), j = 3, and t = 0. Therefore r j ≥ 4, and ℓ ≥ 1 by Lemma 7.3. Since r 1 < r 2 < r 3 , we have α = σ ′ 3 /r 2 j < 1 and so {α} = α. By αg − β ∈ Z the inequalities (7.10) become g − 1 ≥ αg − β ≥ 1 where g = r j ℓ + 1. From (7.12) we deduce that 18) implying that αg − β ≥ 1. There remains to show that g − 1 ≥ αg − β. After dividing by g − 1 = r j ℓ, we obtain
Since ℓ ≥ 1, we continue with
From r j > 3 and using the inequalities
implying that (7.19) holds and so g − 1 ≥ αg − β. This finally shows the inequalities (7.10), completing the proof. Now we are ready to give the proofs of the theorems.
Proof of Theorem 4.3. Let r ∈ R. By (4.9) and (4.11) we consider
Expanding the first product of (7.20) yields
We have to show two parts: (i). Comparing both products of (7.20), we infer that
and by Lemma 7.3 follows that ℓ = 0 ⇔ r = (1, 2, 3). Now let r = (1, 2, 3). We have (σ 1 , σ 2 , σ 3 ) = (6, 11, 6) . Since ℓ = 0 and σ 1 = σ 3 , we deduce from (7.21) that
For any t ∈ Z we obtain
while only for t ≡ −1 (mod 3) we have
This finally implies that 22) and if t ≡ −1 (mod 3) that σ 3 3 | U r (t) − 1, implying the two claimed congruences. From (7.22) we then derive that
Thus, U r (t) is odd for all t ∈ Z.
(ii). Let r = (1, 2, 3 ). Then we have 0 < ℓ < σ 3 and by (7.20 ) that b j = 1 (j ∈ J). Using the substitution λ = σ 3 t + ℓ = 0 for any t ∈ Z, we obtain by (7.21) that
Furthermore, it follows by Lemma 7.3 that
Hence, we infer that
where λ = ℓ if t = 0, λ = σ 3 + ℓ if t = 1, and gcd(σ 3 , ℓ) | λ in any case. This implies the claimed congruences
If σ 3 is even, then (4.8) implies that 2 | ℓ, and so 2 | λ. We then derive from (7.24) that
and U r (t) is odd for all t ∈ Z.
Otherwise σ 3 is odd. In this case it follows by (4.7) that σ 1 and σ 2 are also odd. With that we infer from (7.23) that
regardless of the parity of λ, and therefore valid for all t ∈ Z. Moreover, (7.23) then implies that
where δ(t) = 1 if t ≡ ℓ (mod 2), and δ(t) = 0 otherwise. This shows the alternating parity of U r (t). If δ(t) = 1, then
Together with (7.25), since σ 3 gcd(σ 3 , ℓ) is odd, we finally achieve
being compatible with the case δ(t) = 0. This completes the proof of the theorem.
Proof of Theorem 4.4. Let r ∈ R and t ≥ 0 be an integer. As defined in (4.9), write U r (t) = g 1 · g 2 · g 3 , where the three factors are given by
and 0 ≤ ℓ < σ 3 by (4.6). Theorem 4.2 states that U r (t) is a universal form. We briefly write
keeping in mind that m and the g j depend on t.
We have to determine an integer τ ∈ {1, 2} as claimed such that the strict sum-of-digits condition holds for t ≥ τ :
In this case, the right-hand side of (7.27) provides an strict s-decomposition of m, and thus
To find the parameter τ , we will derive some conditions on the parameters (σ 1 , σ 3 , ℓ). To show condition (7.28), we proceed for each fixed j ∈ J, as follows. Let i, k ∈ J \ {j} be the other two indices complementary to j. We further write
Our goal is to find an expression for m ′ in terms of g. In view of (7.26) we can effectively rewrite g i and g k as
We then derive initially the expression
where all terms and fractions still yield integers. Since we need an expansion in g, we finally attain to the following expression for m ′ with rational coefficients:
We deduce from Lemma 7.5 that
The case r j = 1 can only happen when j = 1, while the coefficients are integers. In the other case the coefficients are fractions. However, it arises the problem of finding a suitable g-adic expansion of (7.31) to show that in fact s g (m ′ ) = g. To proceed in this way, we let "the coefficients γ ν float". We have to distinguish between the following two cases.
Case r j = 1: We rewrite (7.31) by (7.32) and (7.33) as
with the coefficients
and the parameter λ ∈ {1, 2}.
Next we show that the integers a ν are g-adic digits, so satisfying g > a ν ≥ 0 (ν = 0, 1, 2), (7.35) which implies that
By Lemma 7.1 we have the inequalities
and by (7.26 ) that g = σ 3 t + ℓ + 1. (7.36) Thus, we infer that (7.35) holds for a 0 and a 2 , if t ≥ 1 and λ = 1, 2. For a 1 we first consider (7.34) with λ = 1. The inequalities
> 0 are valid for t ≥ 2 unconditionally, and for t = 1 if ℓ ≥ σ 3 − σ 1 . Hence, (7.35) holds for a 1 in these cases.
We now consider the remaining case t = 1 and ℓ < σ 3 − σ 1 with λ = 2. From (7.34) and (7.36) we then derive the inequalities
which are valid by assumption, showing that (7.35) also holds for a 1 in that case. Finally, we achieve the conditions for the case r j = 1 as
as well as 1) . (7.37) This completes the first case r j = 1.
Case r j > 1: We rewrite (7.31) as
a 2 = γ 2 − {γ 2 }. By (7.32) and (7.33) these equations turn into a 0 = (1 − {α}) g + β + 1,
a 2 = α − {α}. Since θ = {α} g − β ∈ Z by Lemma 7.6 (i) and [α] = α − {α}, we finally arrive at the simplified equations a 0 = g − (θ − 1),
One observes that the coefficients a ν (ν = 0, 1, 2) are integers. Moreover, they satisfy a 0 + a 1 + a 2 = g. There remains to show that the coefficients a ν are in fact proper g-adic digits, implying that s g (m ′ ) = g as desired. For a 2 and t ≥ 1 this easily follows by (7.26) and (7.33) so that
By Lemma 7.6 (ii) and (7.9), we have for t ≥ 1 the inequalities
which finally imply that a 0 , a 1 ∈ {1, . . . , g − 1}. As a result, we conclude in the case r j > 1 that τ = 1 and s g (m) = g (t ≥ τ ).
(7.38)
Now we consider the special case j = 3, t = 0, and r = (1, 2, 3) . By Theorem 4.3 we have U r (t) > 1, ℓ > 0, and g > 1. Since r 1 < r 2 < r 3 , we infer that α = σ 3 /r 3 j < 1. Therefore α = {α} and [α] = 0. The coefficients a ν then become
We can apply Lemma 7.6 (iii) and obtain by (7.10) the inequalities g > θ ≥ 1.
Comparing (7.6) and (7.18) yields
where η ≥ 2 by Lemma 7.4. If θ > 1 or equivalently η > 2, then
implying that a 0 , a 1 ∈ {1, . . . , g − 1} and s g (m ′ ) = g. Otherwise, we have the case θ = 1 and η = 2. This yields m ′ = g and thus s g (m ′ ) = 1. As a result,
This completes the second case r j > 1.
Combining both cases r j = 1 and r j > 1 yields that τ = 2, if r 1 = 1 and ℓ < σ 3 − σ 1 , 1, otherwise.
As a result, if t ≥ τ , then
If g 1 , g 2 , and g 3 are odd primes, then m ∈ C ′ 3 by Theorem 2.1 (iii), finishing the proof of the theorem.
Proof of Theorem 4.5. We continue seamlessly with the proof of Theorem 4.4 and consider the complementary cases
We have to show three parts (in order of dependency):
(iii). If (τ, t) = (2, 1), then we obtain by (7.37) and (7.38) that
Thus, m ∈ S and its s-decomposition g 1 · g 2 · g 3 ∈ S \ S ′ . (i). Assume that the factors g ν are odd primes. Theorem 4.2 shows
(ii). We consider the case t = 0 and j = 3. We then have the equality ϑ = η by (7.6). If r = (1, 2, 3) , then we obtain m = 1 by (4.10) and η = 2 by Lemma 7.4. Since s 1 (m) = 0 by definition and g 1 = g 2 = g 3 = 1, the result follows. If r = (1, 2, 3) , then the implications follow by (7.39). For η = 2 we have by (7.29) and (7.39) that m ′ = g 3 = g 1 g 2 , so m = g By Theorem 5.1 there exist unique r ∈ R and t ≥ 0 such that
while Theorem 4.4 implies that 0 ≤ t < τ with some τ ∈ {1, 2}, since m / ∈ S ′ . Next we consider two cases, as follows. Case t = 0: Since m ∈ S is no square, we infer from Theorem 4.5 (ii) that (5.2) holds for p 3 .
Case t = 1: By Theorem 4.5 (iii) it follows that (5.2) holds for p 2 and p 3 .
Hence, both cases imply that m ∈ S ′ . This finally yields m ∈ (S ∩ S ′ ) \ S ′ , showing the result. The remaining proofs are given in this section, since they depend on Theorems 4.4 and 5.2. Recall the definitions of Sections 2 and 3. In the following we use the notation m = p 1 · · · p n , which means that p 1 < · · · < p n are odd primes.
Proof of Theorem 2.2. We have to show three parts:
(i). Theorem 1.3 implies that C ⊂ S by definition.
(ii). First we show that C ′ ⊆ S ′ ∩ C. If m ∈ C ′ ⊂ C, then m is squarefree and m = p 1 · · · p n with n ≥ 3, which is a strict s-decomposition by definition of C ′ . Thus m ∈ S ′ ∩ C. Next we show that C ′ = S ′ ∩ C. We search for a counterexample by constructing numbers lying in S ′ . To do so, we consider as in (4.10) again U r (t) = (6 t + 1)(12 t + 1)(18 t + 1) (r = (1, 2, 3) ).
(8.1)
As a result of Theorem 4.4, we have that
We then find m = U r (5) with its strict s-decomposition and prime factorization as m = 172 081 = 31 · 61 · 91 = 7 · 13 · 31 · 61.
One verifies by Korselt's criterion that m ∈ C. But since s 7 (m) = 19, m fails to be in C ′ . This finally implies that
by Theorem 2.1 (iii). It follows that C 
Considering the computed examples with only two prime factors, we find that, for example,
Proof of Theorem 2.5. We have to show that S ′ is infinite. It suffices to use the example in (8.1). By Theorem 4.4 and (8.2), this already implies that infinitely many values of U r (t), being strictly increasing for t ≥ 1, lie in S ′ , showing the result.
Proof of Theorem 2.8. Define the real-valued function and its inverse for x, y ∈ R ≥0 by f (x) := 1 11
We have to show that
While f (x) is strictly increasing for x ≥ 0, the function S ′ (x) increases stepwise, counting elements of S ′ less than x. Considering the first values of S ′ = {45, 96, . . .}, we have Since S ′ (x) increases after each x = g(t) for t ∈ N and S ′ (97) = 2, we conclude for x > g(1) = 1729 that
Combining both intervals for x shows (8.3) and the result. . As a consequence we infer that C ♯ 3 = ∅. This proves the theorem.
Taxicab numbers
As noted in (1.2), the smallest number, which can be written as the sum of two positive cubes in two ways, is the number 1729, known as Ramanujan's taxicab number or the Hardy-Ramanujan number.
By Section 2 we have the relations 1729 = 7 · 13 · 19 ∈ C ′ 3 ⊂ S ′ * ⊂ S * . The nth taxicab number Ta(n) is defined to be the smallest number, which can be written as the sum of two positive cubes in n ways. The next numbers Ta(n) for n = 3, 4 were listed by Silverman [20] . Subsequently, Wilson [23] found Ta(5), while C. S. Calude, E. Calude, and Dinneen [2] and Hollerbach [11] announced Ta(6) (see also OEIS [21, Seq. A011541]). Table 9 .1 reports these numbers. Similarly, allowing only cube-free numbers, one finds in [20] and [21, Seq. A080642] the corresponding taxicab numbers Tc(n) for n = 3, 4, as listed in Table 9 .2. Table 9 .2. Cube-free taxicab numbers Tc(n) for n = 3, 4.
A short computational verification reveals that all taxicab numbers of Tables 9.1 Recall the definition of a universal form U r (t) in (4.9), as well as the definitions of σ ν and ℓ in (4.3) -(4.6). We further use the definitions and results of Section 7.
The following theorem shows that for any given r ∈ R all values of U r (t) for t ≥ 0 are polygonal numbers. (ii) If m is a Carmichael number and g is a prime divisor of m, then identity (10.2) holds where h ≥ 6 is even. (iii) For n ≥ 3 let U n (t) = g 1 · · · g n be a universal form as defined in (4.1), where g ν = a ν t+b ν (1 ≤ ν ≤ n). For fixed ν and t ≥ 0, let m = U n (t) where m > g = g ν > 1. Then identity (10.2) holds where h ≥ 4 is even.
Proof. It is easy to verify that the expression G (iii). By (4.2) a universal form U n (t) for n ≥ 3 satisfies U n (t) ≡ 1 (mod g ν − 1), whenever g ν > 1. For fixed t ≥ 0, m = U n (t), and g = g ν > 1, congruence (10.3) follows by g | m.
As m > g, we infer that h ≥ 4 is integral and even, implying that (10.2) holds. This completes the proof of the theorem.
Since U r (1) = 1729, we obtain the unified formula 
