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Abstract
In this paper, we investigate the blowup properties of the positive solutions to the following non-
local degenerate parabolic equation
vτ = xα(vm)xx +
l∫
0
vp1 dx − kvq1
with homogeneous Dirichlet boundary conditions in the interval (0, l), where 0 < α < 2, p1  q1 >
m> 1. We first establish the local existence and uniqueness of its classical solutions. Then we show
that the positive solution blows up in finite time if the initial datum is sufficient large. Finally, we
prove that the blow-up set is the whole interval and we also obtain the estimates of the blow-up rate.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider the following nonlocal parabolic problem
vτ = xα(vm)xx +
l∫
0
vp1 dx − kvq1 , 0< x < l, τ > 0,
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v(x,0)= v0(x), 0 < x < l, (1)
where 0 < α < 2, p1  q1 >m> 1. In the past two decades, much effort has been devoted
to the study of blow-up properties for nonlocal semilinear parabolic equations (see [4,9–
11] and references therein). When m= 1, α = 0, the problem (1) has been studied by Wang
and Wang (see [11]). They proved that if p1 > q1 > 1 or p1 = q1 > 1 and l > k then the
solution v(x, τ ) of (1) with large initial data blows up in finite time. When α = 0,m= 1,
p1 > q1 > 1, Souplet (see [10]) obtained the asymptotic blow-up behavior of the solution.
Recently, Deng et al. ([4]) considered the case where α = 0, k = 0. It is shown that there
exist constants C1,C2 such that
C1(τ
∗ − τ )− 1q1−1  max
x∈[−l,l]v(x, τ )C2(τ
∗ − τ )− 1q1−1 ,
where τ ∗ is the blow-up time. In this paper, we introduce the spacial degeneracy and an
absorption term. The difficulties arise when we prove the local existence since there exist
two degeneracies in the equation. Moreover, for the case where p1 = q1 > 1, it is difficult
for their methods to get the blow-up rate estimate. In this paper we use other techniques to
prove the global blow-up and to get the blow-up rate for this case.
To gain the blow-up properties of (1), we need some transformation first. Let vm = u,
τ = (1/m)t in (1), then it becomes
ut = ur
(
xαuxx +
l∫
0
updx − kuq
)
, 0 < x < l, t > 0,
u(0, t)= u(l, t)= 0, t > 0,
u(x,0)= u0(x), 0 < x < l, (2)
where 0 < r = (m− 1)/m< 1, p = p1/m, q = q1/m, u0 = vm0 and p  q > 1.
In this paper, the blowup means that there exists a T ∗ <∞ such that ‖u( · , t)‖∞ <∞
for t ∈ (0, T ∗) and limt→T ∗ ‖u( · , t)‖∞ =∞.
Definition 1.1. A point x0 ∈ [0, l] is a blow-up point of u(x, t) if there exists a sequence
{(xn, tn)} such that tn → T ∗, xn→ x0 as n→+∞ and
lim
n→∞u(xn, tn)=∞.
We call the set of all blow-up points to be the blow-up set, which is denoted by S. If
S = [0, l], we say that the solutions of (2) blow up in finite time globally.
Before stating our main results, we make some assumptions on the initial values u0(x).
(H1) u0(x) > 0 in (0, l), u0(0)= u0(l)= 0 and u0x(0) > 0, u0x(l) < 0;
(H2) u0(x) ∈ C2+β((0, l])∩C[0, l] for some 0 < β < 1;
(H3) xαu0xx +
∫ l
u
p
dx − kuq  0 for x ∈ (0, l),0 0 0
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In this paper we first give a proof of the local existence for (2) by a two-steps regu-
larization procedure, since the degeneracy of (2) is introduced by two factors: u(0, t) =
u(l, t)= 0 and xα|x=0 = 0. Then, under appropriate hypotheses, we prove that the solution
blows up in finite time. Finally, we show that the blow-up set is the whole interval and
obtain the estimates of blow-up rate,
(i) if p > q > 1, then
u(x, t)∼ ((p+ r − 1)l(T ∗ − t))− 1p+r−1 , a.e. in (0, l) as t → T ∗,
that is,
lim
t→T ∗ u(x, t)(T
∗ − t) 1p+r−1 = ((p+ r − 1)l)− 1p+r−1 , a.e. in (0, l); (3)
(ii) if p = q > 1 and l > k, then there exist positive numbers c and c′ such that
c(T ∗ − t)− 1p+r−1  ∥∥u( · , t)∥∥∞  c′(T ∗ − t)− 1p+r−1 , (4)
as t close enough to T ∗.
Remark 1.1. For problem (1), letting r = (m− 1)/m, p = p1/m, q = q1/m, t =mτ , and
u= vm in (3), for the case p1 > q1, we obtain
lim
τ→τ∗ v(x, τ )(τ
∗ − τ ) 1p1−1 = ((p1 − 1)l)− 1p1−1 , a.e. in (0, l), (5)
where τ ∗ is the blow-up time. It is clear that the estimate of the blow-up rate herein depend
only on p1, not of α,m,k, q1. For the case p1 = q1, we obtain from (4) that
c0(τ
∗ − τ )− 1p1−1  ∥∥v( · , τ )∥∥∞  c′0(τ ∗ − τ )− 1p1−1 , (6)
as τ close enough to τ ∗, where c0 and c′0 depend only on p1 and k (see Remark 4.1 below).
Before leaving this section, we should remark that degenerate parabolic equations (es-
pecially, porous medium equations) without nonlocal terms were studied extensively by
many other authors (for example, see [13–17] and references therein).
This paper is organized as follows. In Section 2, we establish the local existence and
uniqueness of the solutions of the problem (2). Results relating to blow-up in finite time
are present in Section 3. And in Section 4, results regarding the estimates of the blow-up
rate for the problem (2) are established. In Appendix A we give an example of the initial
value u0(x) which satisfies the assumptions which we need in this paper.
2. Local existence
Since the problem (2) is doubly degenerate, the standard parabolic theory cannot be
used directly to obtain the local existence of its classical solutions. We shall prove the local
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problem
wt = (w+ δ)r
(
xαwxx +
l∫
0
wp dx − kwq
)
, 0 < x < l, t > 0,
w(0, t)=w(l, t)= 0, t > 0,
w(x,0)= u0(x), 0 < x < l, (7)
where δ < 1 is a small positive constant. Let ε < l be a small positive constant. We consider
the following regularized problem
wεt = (wε + δ)r
(
xαwεxx +
l∫
ε
wpε dx − kwqε
)
, ε < x < l, t > 0,
wε(ε, t)=wε(l, t)= 0, t > 0,
wε(x,0)= u0(x), ε < x < l. (8)
To show the existence of the classical solution wε(x, t) of (8), let us introduce a cut off
function ρ(x). By [5, p. 1640], there exists a nondecreasing function ρ(x) ∈ C3(R) such
that ρ(x)= 0 if x  0 and ρ(x)= 1 if x  1. Let
ρε(x)=
{0, x  ε,
ρ
(
x
ε
− 1), ε < x < 2ε,
1, x  2ε,
and let u0ε(x)= ρε(x)u0(x). We note that
∂
∂ε
u0ε(x)=
{0, x  ε,
− x
ε2
ρ′
(
x
ε
− 1)u0(x), ε < x < 2ε,
0, x  2ε.
Since ρ(x) is nondecreasing, we have (∂/∂ε)u0ε  0. From 0  ρ(x)  1, we have
u0(x)  u0ε(x) and limε→0 u0ε(x) = u0(x). Next we consider the following regularized
problem
wεt = (wε + δ)r
(
xαwεxx +
l∫
ε
wpε dx − kwqε
)
, ε < x < l, t > 0,
wε(ε, t)=wε(l, t)= 0, t > 0,
wε(x,0)= u0ε(x), ε < x < l. (9)
Lemma 2.1. There exist t0 and an a priori supersolution h ∈ C1[0, t0] depending only on
u0 and p such that for all ε > 0 there exists a unique classical positive solution wε of (9)
in (ε, l)× (0, t0] with 0wε  h.
Proof. Consider the following ordinary differential problem
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h(0)= max
x∈[0,l]
u0(x).
From the theory of the ordinary differential equations, we know that there exists a positive
constant t0 such that the above problem admits a unique positive solution h(t) on [0, t0]. It
is easily to verify that h(t) is a supersolution of (9) for all ε. It follows from Theorem 4.2.2
in [8] that there exists a unique classical positive solution wε of (9) in (ε, l)× (0, t0) with
0wε  h for all ε. The proof is complete. ✷
Lemma 2.2. Let ε0 > ε1 > ε2 > 0 and suppose that wε1 and wε2 are solutions of (9)
on (0, t0), where ε0 < l is a small positive constant. Then wε2(x, t)  wε1(x, t) for all
(x, t) ∈ (ε1, l)× (0, t0].
Proof. By the comparison principle, wε2 and wε1 are positive in their respective domains.
In particular, wε2(x, t) > 0 when x = ε1, wε2(l, t) = wε1(l, t) = 0, u0ε1(x) u0ε2(x) for
all x ∈ (ε1, l). Then
wε2t = (wε2 + δ)r
(
xαwε2xx +
l∫
ε2
wpε2 dx − kwqε2
)
 (wε2 + δ)r
(
xαwε2xx +
l∫
ε1
wpε2 dx − kwqε2
)
in (ε1, l) for t > 0. By the comparison principle, wε2 wε1 for all (x, t) ∈ (ε1, l)× (0, t0).
The proof is completed. ✷
Lemmas 2.1 and 2.2 imply that a function w(x, t) can be constructed as
w(x, t)=
{
limε→0 wε(x, t), for x ∈ (0, l] and t ∈ [0, t0],
0, for x = 0 and t ∈ [0, t0]. (10)
The idea in proving existence for (7) is that limε→0 wε(x, t)=w(x, t) is a good candidate
for the solution.
Theorem 2.1. Assume that (H1)–(H3) hold. Then w(x, t) as given in (10) is a classical
solution of (7) in (0, l)× (0, t0].
Proof. The proof is very similar to [6, Theorem 2.3]. We omit the details. ✷
Proposition 2.1. The solution w(x, t) of (7) defined in (10) is unique.
Proof. The proof is similar to [2, Lemma 10 and Theorem 12]. ✷
Next we consider the following parabolic problem
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(
xαuδxx +
l∫
0
u
p
δ dx − kuqδ
)
, 0< x < l, t > 0,
uδ(0, t)= uδ(l, t)= 0, t > 0,
uδ(x,0)= u0(x), 0< x < l, (11)
where u0 satisfies (H1)–(H3), it follows from Theorem 2.1 and Proposition 2.1 that there
exists a classical solution of (11). Again by (H3) and the maximum principle, similar to
the proof of [9, Lemma 5.4.1], we can prove that there exists a small positive constant δ0
such that the solution uδ of (11) in (0, t0] satisfies that uδt  0 for all δ ∈ (0, δ0). Then
u0(x) uδ(x, t) h(t), (x, t) ∈ [0, l] × [0, t0], where h(t) is given in Lemma 2.1.
Lemma 2.3. Let 0 < δ2 < δ1 < δ0 and suppose that uδ1 and uδ2 are solutions of (11) in
(0, t0). Then uδ1  uδ2 .
Proof. From (H3) it follows that uδt  0 for all δ ∈ (0, δ0). Thus, we have
uδ1t = (uδ1 + δ1)r
(
xαuδ1xx +
l∫
0
u
p
δ1
dx − kuqδ1
)
 (uδ1 + δ2)r
(
xαuδ1xx +
l∫
0
u
p
δ1
dx − kuqδ1
)
, 0 < x < l, t > 0,
uδ1(x, t)|x=0,l = uδ2(x, t)|x=0,l = 0, t > 0,
uδ1(x,0)= uδ2(x,0)= u0(x), 0 < x < l.
By the comparison principle, we get the result. ✷
Lemma 2.3 implies that a function u can be constructed as
u(x, t)= lim
δ→0uδ(x, t), (x, t) ∈ [0, l] × [0, t0]. (12)
Theorem 2.2. Assume that (H1)–(H3) hold. Then the function u(x, t) given in (12) is a
classical solution of (2) in (0, l)× (0, t0].
Proof. The proof is similar to [4, Lemma 2.7]. ✷
Proposition 2.2. The solution u(x, t) of (2) defined by (12) is unique.
Proof. The proof is similar to [2, Lemma 10 and Theorem 12]. ✷
3. Blow-up in finite time
We give a comparison theorem.
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function w(x, t) ∈ C2,1((0, l)× (0, T )) ∩C([0, l] × [0, T ]) satisfies
wt ()wr
(
xαwxx +
l∫
0
wp dx − kwq
)
, 0 < x < l, 0 < t < T,
w(0, t),w(l, t)(=)0, 0 < t < T,
w(x,0)() u0(x), 0 < x < l.
Then w(x, t) ()u(x, t) on [0, l] × [0, T ].
Proof. The proof is similar to [1, Theorems 2.2, 2.3]. ✷
First we consider the case of p = q > 1 and l > k. We need the following lemma.
Lemma 3.2. (See [11, Lemma 3.2].) If p = q > 1 and l > k, then there exist 0 < δ < 1
and a function w(x) ∈ C∞0 ((0, l)) such that
∫ l
0 w(x) dx = 1, 0  kw(x)  1 − δ and∫ l
0 w
p dx − kwp  δ in (0, l).
Theorem 3.1. Assume that p = q > 1, l > k and u0(x) satisfies (H1)–(H3). Then there
exists a constant a0 > 0 such that the solution u(x, t) of (2) blows up in finite time if
u0(x) a0w(x).
Proof. Let v0(x) = a0w(x). From Lemma 3.2, we know that w(x) ∈ C∞0 (0, l), i.e.,
suppw(x) ⊂⊂ (0, l). Hence there exists a positive constant λ0 such that −xαwxx  λ0
and −(xαw)xx  λ0 on [0, l]. Choose a0 > 0 such that
a0λ0  δap0 and δa
p−1
0
( l∫
0
wp dx
) p−1
p
> 2λ0l
p−1
p , (13)
where δ is given in Lemma 3.2. Combining with Lemma 3.2, we have
−xαv0xx  a0λ0  δap0  ap0
( l∫
0
wp dx − kwp
)
=
l∫
0
v
p
0 dx − kvp0 .
Let v(x, t) be the solution of the problem (2) with initial value v0(x). It follows from
Lemma 3.1 that v(x, t) is nondecreasing in t . And from (13) we have
δ
2
( l∫
0
vp dx
) p−1
p
− λ0l
p−1
p  δ
2
( l∫
0
v
p
0 dx
) p−1
p
− λ0l
p−1
p
= δ
2
a
p−1
0
( l∫
wp dx
)p−1
p
− λ0l
p−1
p > 0. (14)0
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∫ l
0 v
1−rw dx , then we have
J ′(t)=
l∫
0
v−r vtw dx =
l∫
0
(
xαvxx +
l∫
0
vp dx − kvp
)
wdx
=
l∫
0
(xαw)xxv dx +
l∫
0
vp dx − k
l∫
0
vpw dx
−λ0
l∫
0
v dx +
l∫
0
vp dx − (1− δ)
l∫
0
vp dx =−λ0
l∫
0
v dx + δ
l∫
0
vp dx
−λ0l
p−1
p
( l∫
0
vp dx
) 1
p
+ δ
l∫
0
vp dx
= δ
2
l∫
0
vp dx +
( l∫
0
vp dx
) 1
p
(
δ
2
( l∫
0
vp dx
) p−1
p
− λ0l
p−1
p
)
 δ
2
l∫
0
vp dx.
Combining with the following inequality,
l∫
0
v1−rw dx 
( l∫
0
vp dx
) 1−r
p
( l∫
0
w
p
p+r−1 dx
)p+r−1
p
,
it follows that
J ′(t) c
(
J (t)
) p
1−r ,
for some constant c > 0. By p > 1 and J (0) > 0, we yield that v(x, t) blows up in finite
time. By Lemma 3.1, u(x, t) becomes infinite in a finite time if u0(x) a0w(x). The proof
is completed. ✷
Now we consider the case of p > q > 1.
Theorem 3.2. Assume that p > q > 1. Then there exists a2 > 0 such that the solution
u(x, t) of the problem (2) blows up in finite time if u0(x) a2θ(x), where θ(x) is the first
eigenfunction of the following problem
−xαθxx = λθ, x ∈ (0, l), θ(0)= θ(l)= 0, (15)
with
∫ l
0 x
2θ(x) dx = 1.
Proof. It is well known that the eigenvalue problem (15) is solvable if 0 < α < 2; see [3].
Let a = a2/l2, ψ(x) = x2θ(x) and v0(x)= aψ(x), where a2 is a positive constant to be
fixed later. Clearly there exists λ0 > 0 such that −(x2+αθ)xx  λ0 and −xα(x2θ)xx  λ0.
Choose a2 sufficiently large such that
Q. Liu et al. / J. Math. Anal. Appl. 285 (2003) 487–505 495−xαv0xx  aλ0  ap
l∫
0
ψp dx − kaqψq =
l∫
0
v
p
0 dx − kvq0 , (16)
aq(p−q)Aq
( l∫
0
ψq+1 dx
)p−q
 (2k)q, (17)
ap−1
( l∫
0
ψp dx
) p−1
p
 4λ0l
p−1
p , (18)
where A= (∫ l0 ψ pp−q dx) q−pq .
Let v(x, t) be the solution of (2) with initial datum v0(x) = aψ(x). From (12) and
Lemma 3.1, it follows that v(x, t) v0(x)= aψ(x) and v(x, t) is nondeceasing in t .
Set J (t)= 11−r
∫ l
0 v
1−rψ dx , then we have
J ′(t)=
l∫
0
v−r vtψ dx =
l∫
0
(
xαvxx +
l∫
0
vp dx − kvq
)
ψ dx
=
l∫
0
(x2+αθ)xxv dx +
l∫
0
vp dx − k
l∫
0
vqψ dx
−λ0
l∫
0
v dx +
l∫
0
vp dx − k
l∫
0
vqψ dx.
Since
∫ l
0 v
qψ dx  (
∫ l
0 v
p dx)
q
p (
∫ l
0 ψ
p
p−q dx)1−
q
p ,
J ′(t)−λ0
l∫
0
v dx + 1
2
l∫
0
vp dx + A
2
( l∫
0
vqψ dx
) p
q
− k
l∫
0
vqψ dx
=−λ0
l∫
0
v dx + 1
2
l∫
0
vp dx +
l∫
0
vqψ dx
(
A
2
( l∫
0
vqψ dx
)p−q
q
− k
)
−λ0
l∫
0
v dx + 1
2
l∫
0
vp dx +
l∫
0
vqψ dx
(
A
2
( l∫
0
v
q
0ψ dx
)p−q
q
− k
)
−λ0
l∫
v dx + 1
2
l∫
vp dx0 0
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p−1
p
( l∫
0
vp dx
) 1
p
+ 1
2
l∫
0
vp dx
= 1
4
l∫
0
vp dx +
( l∫
0
vp dx
) 1
p
(
1
4
( l∫
0
vp dx
) p−1
p
− λ0l
p−1
p
)
 1
4
l∫
0
vp dx +
( l∫
0
vp dx
) 1
p
(
1
4
( l∫
0
v
p
0 dx
) p−1
p
− λ0l
p−1
p
)
 1
4
l∫
0
vp dx.
Combining with the following inequality,
l∫
0
v1−rψ dx 
( l∫
0
vp dx
) 1−r
p
( l∫
0
ψ
p
p+r−1 dx
) p+r−1
p
,
we have
J ′(t) c
(
J (t)
) p
1−r ,
for some constant c > 0, which implies that v(x, t) blows up in finite time. By Lemma 3.1,
u(x, t) becomes infinite in a finite time if u0(x)  a2θ(x)  aψ(x) = a2x2θ(x)/ l2. The
proof is completed. ✷
4. Global blow-up and blow-up rate
In this section, we assume that the solution u(x, t) of (2) blows up in finite time and the
blow-up time is T ∗. Throughout this section, we will assume the initial data u0(x) satisfy
(H1)–(H3) and the following assumptions:
(H4) (compatibility condition) limx→0+ xαu0xx(x)= lαu0xx(l)=−
∫ l
0 u
p
0 dx,
(H5) u0xx  0 in (0, l).
From (H3)–(H5), we know that there exist a very small positive constant ε0 and a
function v0ε(x)(ε ∈ (0, ε0]) such that v0ε(x) ∈ C2+β(ε, l − ε) ∩ C[ε, l − ε] for some
β ∈ (0,1), v0ε(ε)= v0ε(l − ε)= 0, v0ε(x) < u0(x), x ∈ (ε,2ε)∪ (l − 2ε, l − ε), v0ε(x)=
u0(x), x ∈ [2ε, l−2ε], (v0ε)xx(x) 0, x ∈ (ε, l−ε). Moreover, v0ε is nonincreasing in ε in
(0, ε0], εα(v0ε)xx(ε)= (l− ε)α(v0ε)xx(l− ε)=−
∫ l−ε
ε v
p
0ε dx , x
α(v0ε)xx +
∫ l−ε
ε v
p
0ε dx−
kv
q
0ε  0, ε ∈ (0, ε0], x ∈ (ε, l − ε). It is clear that limε→0 v0ε = u0(x). Now we consider
the following regularized problem
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(
xαvεxx +
l−ε∫
ε
vpε dx − kvqε
)
, x ∈ (ε, l − ε), t > 0,
vε(ε, t)= vε(l − ε, t)= 0, t > 0,
vε(x,0)= v0ε(x), x ∈ (ε, l − ε). (19)
It is clear that there exists a unique positive solution vε(x, t) to the above problem. And in
the same way as before, we can prove that
lim
δ→0,ε→0vε(x, t)= u(x, t)
where u(x, t) is the solution of (2).
Lemma 4.1. Assume that (H1)–(H5) hold. Then the solution u(x, t) of the problem (2)
satisfies
uxx  0, in (0, l)× (0, T ∗).
Proof. It follows from xα(v0ε)xx +
∫ l−ε
ε v
p
0ε dx − kvq0ε  0, x ∈ (ε, l− ε) and Lemma 3.1
that vε is nondecreasing in t . Set w = vεxx . Differentiating the differential equation in (19)
with respect to x twice, we get
wt − xα(vε + δ)rwxx − 2xα(vε + δ)r
(
rvεx(vε + δ)−1 + αx−1
)
wx
− (r(vε + δ)−1vεt + 2rαxα−1(vε + δ)r−1vεx
+ α(α − 1)xα−2(vε + δ)r − kqvq−1ε (vε + δ)r
)
w
= (r(r − 1)(vε + δ)−2vεt − 2rkq(vε + δ)r−1vq−1ε
− kq(q − 1)(vε + δ)rvq−2ε
)
(vεx)
2  0,
in (ε, l − ε) for t > 0. From vεt  0, we have
w(ε, t)=− 1
εα
l−ε∫
ε
vpε dx < 0
and
w(l − ε, t)=− 1
(l − ε)α
l−ε∫
ε
vpε dx < 0.
Since (v0ε)xx  0 in (ε, l − ε), by the maximum principle, we have w(x, t)  0 for all
x ∈ (ε, l−ε), t > 0. From the arbitrariness of ε and δ, we know that uxx  0 for all (x, t) ∈
(0, l)× (0, T ∗). The proof is completed. ✷
Now we turn to the estimates of the blow-up rate, which are obtained by several lem-
mata. Set g(t)= ∫ l up dx and G(t)= ∫ t g(s) ds. First we claim the following lemma.0 0
498 Q. Liu et al. / J. Math. Anal. Appl. 285 (2003) 487–505Lemma 4.2. Assume that (H1)–(H5) hold and u(x, t) blows up in finite time. Then
limt→T ∗ g(t)=∞ and limt→T ∗ G(t)=∞.
Proof. Suppose that limt→T ∗ g(t) < ∞. Let x0 ∈ [0, l] be a blow-up point, then there
exists a sequence (xn, tn)→ (x0, T ∗) such that limn→∞ u(xn, tn)=∞. Then
lim sup
n→∞
ut (xn, tn)
= lim sup
n→∞
ur(xn, tn)
(
xαn uxx(xn, tn)+
l∫
0
up(x, tn) dx − kuq(xn, tn)
)
=−∞,
which is a contradiction to the nondecreasing of u in t . Next we show that limt→T ∗ G(t)
=∞. We still assume that x0 ∈ [0, l] is a blow-up point. By (2), we have
lim sup
n→∞
1
1− r u
1−r (xn, tn)
= lim sup
n→∞
1
1− r u
1−r
0 (xn)+ lim sup
n→∞
tn∫
0
(
xαn uxx(xn, s)− kuq(xn, s)
)
ds +G(tn).
Noticing that uxx  0 and limn→∞ u1−r (xn, tn)=∞, we obtain limt→T ∗ G(t)=∞. ✷
Lemma 4.3. Assume that (H1)–(H5) hold and u(x, t) blows up in finite time. Then
limt→T ∗(uxx/g(t))= 0 a.e. in (0, l).
Proof. Let (a, b) ⊂⊂ (0, l). Set infx∈[a,b] ψ(x) = m, where ψ(x) is the solution of the
following elliptic problem
−ψxx = 1 in (0, l), ψ(0)=ψ(l)= 0.
From Lemma 4.1, we have uxx  0 in (0, l)× (0, T ∗), then
l∫
0
udx =−
l∫
0
uψxx dx =−
l∫
0
uxxψ dx −
b∫
a
uxxψ dx −m
b∫
a
uxx dx.
Since limt→T ∗
∫ l
0 udx/
∫ l
0 u
p dx = 0, we have
0 lim
t→T ∗ −m
b∫
a
uxx
g(t)
dx  lim
t→T ∗
∫ l
0 udx∫ l
0 u
p dx
= 0,
that is,
lim
t→T ∗
b∫
uxx
g(t)
dx = 0. (20)a
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lim
t→T ∗
uxx
g(t)
= 0, a.e. in Ω1.
It then follows from (20) that for every 0 < ε < 1, there exists a positive constant δ satisfies
δ/2 T ∗ − t  δ such that∫
Ω1
−uxx
g(t)
dx  ε. (21)
Choose a fixed t1 such that δ/2 T ∗ − t1  δ.
Let
Ω2 =
{
x:
−uxx(x, t1)
g(t1)

√
ε, x ∈Ω1
}
,
then it follows from (21) that
|Ω2|√ε.
It is clear that
δ→ 0, t1 → T ∗, |Ω2| → 0 as ε→ 0.
Therefore,
lim
t→T ∗
uxx
g(t)
= 0, a.e. in Ω1.
By the arbitrariness of Ω1, we get
lim
t→T ∗
uxx
g(t)
= 0, a.e. in (0, l). (22)
Set
Ω3 =
{
x: lim
t→T ∗
uxx
g(t)
= 0, x ∈ (0, l)
}
. (23)
Using (22), we have
|Ω3| = l.
The proof is complete. ✷
Lemma 4.4. Assume that (H1)–(H5) hold and u(x, t) blows up in finite time. Then u(x, t)
blows up in the whole interval.
Proof. First, we show that Ω3 ⊂ S, where Ω3 is given by (23) and S is the blow-up set
of u(x, t). Assume by contradiction that x0 ∈ Ω3 is not a blow-up point. Integrating the
differential equation in (2) over (0, t), we have
1
1− r
(
u1−r (x0, t)− u1−r0 (x0)
)=G(t)+
t∫ (
xα0 uxx(x0, s)− kuq(x0, s)
)
ds. (24)0
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lim
t→T ∗
∫ t
0 x
α
0 uxx(x0, s) ds
G(t)
= 0.
Comparing the two sides of (24), we obtain a contradiction, then Ω3 ⊂ S. Since |Ω3| = l,
it is easy to demonstrate that S = [0, l]. The proof is completed. ✷
After establishing the above preliminary lemmata, we can determine the blow-up rate.
First we consider the case of p > q > 1.
Theorem 4.1. Assume that (H1)–(H5) hold and u(x, t) blows up in finite time. If p > q > 1,
then
u(x, t)∼ ((p+ r − 1)l(T ∗ − t))− 1p+r−1 , a.e. in (0, l) as t → T ∗.
Proof. By the Hölder inequality and p > q , we have
lim
t→T ∗
l∫
0
uq
g(t)
dx = lim
t→T ∗
∫ l
0 u
q dx∫ l
0 u
p dx
= 0.
Then we get
lim
t→T ∗
uq
g(t)
= 0, a.e. in (0, l),
Hence we obtain
lim
t→T ∗
uq
g(t)
= 0, a.e. in Ω3.
Set
Ω4 =
{
x: lim
t→T ∗
uq
g(t)
= 0, x ∈Ω3
}
.
It is clear that |Ω4| = |Ω3| = l. Therefore, we have
1
1− r
du1−r
dt
∼ g(t)=
l∫
0
up dx in Ω4,
as t → T ∗, from which it follows that
1
1− r u
1−r ∼G(t)=
t∫
0
l∫
0
up dx ds in Ω4
as t → T ∗, i.e.,
u∼ (1− r) 11−r (G(t)) 11−r in Ω4
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grating it over (t, T ∗), we have
G(t)∼ 1
1− r
(
(r + p− 1)l(T ∗ − t))− 1−rp+r−1 , as t → T ∗.
Therefore, we get
u(x, t)∼ ((p+ r − 1)l(T ∗ − t))− 1p+r−1 in Ω4 as t → T ∗.
Thus the proof is completed. ✷
Finally, we consider the case of p = q > 1.
Theorem 4.2. Assume that (H1)–(H5) hold and u(x, t) blows up in finite time. If p= q > 1
and l > k, then there exist positive constants c and c′ such that
c(T ∗ − t)− 1p+r−1  ∥∥u( · , t)∥∥∞  c′(T ∗ − t)− 1p+r−1 , as t → T ∗.
Proof. Let U(t)=maxx∈Ω¯ u(x, t). From (2) and [7, Theorem 4.5], we know that
1
1− r
dU1−r
dt

l∫
0
Up dx − kUp = (l − k)Up, a.e. in (0, T ∗).
Hence, we have
1
1− r − p
dU1−r−p
dt
 (l − k), a.e. in (0, T ∗).
Integrating it over (t, T ∗) yields the lower bound of estimates of the blow-up rate
U(t)
(
(p+ r − 1)(l − k)(T ∗ − t))− 1p+r−1 , in (0, T ∗).
Now we give an upper bound of estimates of the blow-up rate. Since ut  0, we have
l∫
0
up(x, t) dx  kUp(t), in (0, T ∗). (25)
Denote by ci the different constants in what follows. Integrating (2) over (0, l)× (0, t) and
combining with
lim
t→T ∗
∫ t
0
∫ l
0 x
αuxx(x, s) dx ds
G(t)
= 0,
1
1− r
l∫
u1−r dx − 1
1− r
l∫
u1−r0 dx =
t∫ l∫
xαuxx dx ds + (l − k)G(t),0 0 0 0
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l∫
0
u1−r dx ∼ (1− r)(l − k)G(t), as t → T ∗,
from which it follows that there exists a positive constant t0 < T ∗ such that
G(t) c1
l∫
0
u1−r dx, in (t0, T ∗).
By the Hölder inequality, we have
G
p
1−r (t) c2
l∫
0
up dx, in (t0, T ∗). (26)
On the other hand, integrating (2) over (0, t) and combining with uxx  0, we also have
u1−r  c3G(t), in (t0, T ∗),
if we choose t0 closer enough to T ∗, from which we also obtain
l∫
0
up dx  c4G
p
1−r (t), in (t0, T ∗). (27)
From (26) and noticing G′(t)= g(t)= ∫ l0 up dx , we have
G(t) c5(T ∗ − t)−
1−r
p+r−1 , in (t0, T ∗).
From (25), (27), we obtain
U(t) c6
( l∫
0
up dx
) 1
p
 c7
(
G(t)
) 1
1−r  c′(T ∗ − t)− 1p+r−1 , in (t0, T ∗).
The proof is completed. ✷
Remark 4.1. By the same way, we can get the estimate of the blow-up rate for problem (1)
in the case of p1 = q1 > 1, l > k. A careful calculation shows that the coefficients of the
estimate of the blow-up rate depend only on p1 and k.
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Before we give an example of the initial value, we first consider the eigenvalue problem:
θ ′′(x)=−λx−αθ(x), θ(0)= 0= θ(l), 0 < α < 2. (A.1)
Set x1 = xl , ϕ(x1)= θ(lx1) and µ= l2−αλ. We have
ϕ′′(x1)=−µx−α1 ϕ(x1), ϕ(0)= 0 = ϕ(1).
By the transformation ϕ(x1)= x
1
2
1 y(x1), the above differential equation becomes
x21y
′′(x1)+ x1y ′(x1)+
(
−1
4
+µx2−α1
)
y(x1)= 0.
Let x1 = z 22−α , we obtain
z2y ′′(z)+ zy ′(z)+ −1+ 4µz
2
(2− α)2 y(z)= 0,
whose general solution is given by
y(z)=AJ1/(2−α)
( 2√µ
2− αz
)
+BJ−1/(2−α)
( 2√µ
2− α z
)
,
where A and B are arbitrary constants, and J1/(2−α) and J−1/(2−α) denote Bessel functions
of the first kind of orders 1/(2− α) and −1/(2 − α), respectively. Let γ be the first zero
of J1/(2−α)(2
√
µ/(2 − α)). By McLachlan [12, pp. 29 and 75], it is positive. It is easy to
know that λ = lα−2γ is the principle eigenvalue of the above eigenvalue problem (A.1),
and its corresponding eigenfunction is given by
χ(x)=
(
x
l
) 1
2
J1/(2−α)
(
2√γ
2− α
(
x
l
) 2−α
2
)
,
which is bounded positive function for x ∈ (0, l).
Then, by the properties of Bessel function, we know
lim
x→0+
χ(x)
x
= l
−1(√γ /(2− α))1/(2−α)
Γ (1/(2− α)+ 1) , (A.2)
and
lim
x→l−
χ(x)
(l − x)2 = 0, (A.3)
where
Γ (s)=
∞∫
0
xs−1e−x dx, Jn(x)≡
∞∑
k=0
(−1)k
k!Γ (n+ k + 1)
(
x
2
)2k+n
.
Let θ(x)=Dχ(x), where D is a positive constant such that ∫ l x2θ(x) dx = 1.0
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sumptions (H1)–(H5) and the blow-up conditions that we set in Theorems 3.1 and 3.2.
For convenience, we only consider a special case of (2) where α = 1/2, l = 1, p = 2 and
p  q > 1.
We set the function
Φ(x)= 64(x − x3/2)− cx(1− x)(9− 3x − x2).
By the direct calculation, we know that there exists a constant c such that 0 < c < 1 and∫ 1
0 Φ
2(x) dx = 48. Then we can verify that Φ(x) satisfies (H1)–(H5) for some positive
constant k. Since 0 < c < 1, by the simple calculation, we obtain
lim
x→0+
Φ(x)
x
= 64− 9c > 0, lim
x→1−
Φ(x)
1− x = 32− 5c > 0. (A.4)
Let Φ1(x) = aΦ(x), where a > 1. It is clear that Φ1(x) satisfies (H1), (H2) and (H5).
Since the function Φ(x) satisfies (H1)–(H5) and p = 2,p q > 1, we have
x1/2Φ1xx(x)+
1∫
0
Φ21 (x) dx − kΦq1 (x)
 a2
(
x1/2Φxx(x)+
1∫
0
Φ2(x) dx − kΦq(x)
)
 0, x ∈ (0,1) (A.5)
and
lim
x→0+
(
x1/2Φ1xx(x)+
1∫
0
Φ21 (x) dx − kΦq1 (x)
)
= 48a(a− 1) > 0, (A.6)
x1/2Φ1xx(x)+
1∫
0
Φ21 (x) dx − kΦq1 (x)|x=1 = 48a(a− 1) > 0. (A.7)
From supp w(x) ⊂⊂ (0,1), (A.2)–(A.7), it follows that Φ1(x) satisfies (H1)–(H3) and
(H5), and Φ1(x) a0w(x),Φ1(x) a2θ(x) provided the positive constant a is sufficiently
large, where a0w(x), a2θ(x) are defined in Theorems 3.1 and 3.2, respectively.
Let ε be a small positive constant. Choose ε1 and b, which depend on ε and satisfy
0 < ε1 < ε, b > a, and b→ a as ε→ 0. We may set the initial data function as
u0(x)=
{
bΦ1(x), x ∈ [0, ε1] ∪ [1− ε1,1],
Φ2(x), x ∈ [ε1, ε)∪ (1− ε,1− ε1],
Φ1(x), x ∈ [ε,1− ε],
where u0(x) ∈ C2+β((0,1]) ∩ C[0,1] for some 0 < β < 1 and Φ2(x) > Φ1(x) is a suffi-
ciently smooth function satisfying Φ2xx(x) 0 for x ∈ [ε1, ε)∪ (1− ε,1− ε1]. It is clear
that u0(0)= u0(1)= 0, u0(x) Φ1(x) > 0 and u0xx  0 in (0,1). Furthermore, in view
of (A.5)–(A.7), there must exist appropriate ε1, b and the function Φ2(x) such that u0(x)
satisfies (H3) and (H4).
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