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CHAPTER 1 
INTRODUCTION 
1.1 MAGNETIC RESONANCE PHENOMENA 
Magnetic resonance is a phenomenon exhibited by all the 
systems which have magnetic moment or a resultant angular 
momentum. Magnetic resonance is said to occur when a system 
of charges or ions or nuclei respond to the application of 
certain magnetic fields by absorbing energy from the applied 
field. The experimental technique employing the principle 
of magnetic resonance are widely used for the analysis of 
certain details about the materials. The principal 
resonance phenomena are : 
1) NMR - Nuclear magnetic resonance. 
2) NQR - Nuclear quadrupole resonance. 
2) EPR - Electron paramagnetic resonance. 
4) FMR - Ferromagnetic resonance. 
5) AFMR - Antiferromagnetic resonance. 
6) SWR - Spin wave resonance. 
7) ENDOR - Electron-Nuclear double resonance. 
The term resonance refers to the fact that at certain 
critical frequency the material under study absorbs energy 
from an incident oscillating electromagnetic field. 
The nuclear magnetic resonance is the main and the most 
accurate method for measuring the magnetic moments of atomic 
nuclei. NMR has been helpful in collecting the data on the 
structure of liquids, dielectric crystals, metals, 
semiconductors and polymers. The first investigations of 
population inversion of energy levels utilized in lasers 
were carried out with its aid. 
It was in 1946 that the nuclear magnetic resonance was 
detected in bulk materials. In 1952, Bloch [1] and Purcell 
[2] earned Noble prize for their remarkable discovery of 
nuclear magnetic resonance absorption in liquid water and 
paraffin wax respectively. In 1945, Zavoisky [3,4] in 
Russia and Cummerow and Halliday [5] in USA obtained the 
first electron paramagnetic resonance spectra, 
1. 2 PARZVMAGNETISM 
Some atoms and ions have permanent magnetic moments 
arising out of particular combination of orbital and spin 
magnetic moments of the electron. These magnetic moments in 
the absence of any external field, point in random 
directions so that there is no resultant external magnetic 
moment. When an external magnetic field is applied the 
magnetic moments tend to line-up along the field direction 
and produce a net magnetisation. Such substances which 
possesses no resultant magnetic moment in the absence of a 
magnetic field but aquires a '...jnagnetic moment in the 
direction of the applied field is called paramagnetic 
substances. 
1.3 ORIGIN OF PERMANENT MAGNETIC MOMENTS 
Atoms or molecules of a paramagnetic substance possess 
permanent magnetic moment. These permanent magnetic moments 
arise from the orbital and spin motion of the electron. 
First consider the orbital moment. An orbital electron 
revolving round the nucleus in an atom is equivalent to a 
small circulating current giving rise to a magnetic moment 
Y^ given by 
u- = iA 
~m 
where i is the current and A is the area of the orbit. But 
i=(ev/2T]r), where v is the velocity of the electron and r is 
the radius of the orbit. 
ev ^ 2 evr 
l^m = 2P ^  n ^  = -2-
But the angular momentum of the electron in the orbit of 
radius r is equal to P. = mvr or r = P^/mv. Therefore 
LI LI 
P, eP^ 
ev L L . ...,^  . 
u = -TT- X — = -X— in MKS system fm 2 mv 2m -^  
ePL 
and u = -s— in CGS system, 
rm 2mc -^ 
The ratio u /P = e/2m is called the gyrometric ratio 7^ . 
Thus 
The Bohr magneton is defined as the magnetic moment of 
an electron with an angular momentum h/2Tr, v/here h is the 
Planck's constant. 
f e h eh n n\ 
P = 2i 2if = l-ml ^^ -^ ^ 
in MKS units. This is equal to 9.27 x lO"^^ ZV-m^ . But 
^L = I^  = ^  s/i ( I +1), where X = 0,1,2, Therefore, 
P / u•4-^  = #- fe s/TTT+T) = -l^lf = BL (1.3) rm(orbit) 2m 2Tr ^  4lTm I 
Also the electron has an intrinsic angular momentum of 
magnitude -h 5^. This imparts an intrinsic magnetic moment 
to the electron. The magnitude of this intrinsic magnetic 
moment is found to be twice as large as that of the orbital 
moment. 
Pspin ^ 2m ^ ^ S 
= 2 xf-x^^xi = |^= 2p1 (1.4) 
and is equal to the magnitude of the Bohr magneton. Thus 
both orbital and spin electronic moments can be expressed in 
terras of Bohr magneton which is a fundamental atomic unit 
represented by B. There is also nuclear magneton given by 
B^ = eh/4TTM, where M is the mass of a proton. 
Thus in short the magnetic moment of an electron spin 
IS given by n = 2BS, while the magnetic moment associated 
with orbital moment is u^ = B'S. We can write u„ and u^ in 
terms of g-factor as 
% = gp^ (1.5) 
"Uj^  = gpL" (1.6) 
where g = 2 and 1 for the spin and orbital motion 
respectively. If an electron has both spin and orbital 
motion, then the total angular momentum J is obtained by 
J* = f , + ^ , where J has the possible values |L-S| to |L+S| 
differing by unity. For a free ion with resultant angular 
momentum J, the associated magnetic moment is given by 
where 'g' is the Lande g-factor given by 
rt - 1 ^ J(J+1)+S(S+1)-L(L+1) (. „. 
g - 1 + 2J(J+1) ^^ -^ ^ 
—» —» 
where L and S are orbital angular momentum and spin angular 
momentum respectively and L-S coupling holds. 
1.4 ELECTRON PimAMAGNETIC RESONANCE 
Since the discovery by Zavoisky, EPR has been a very 
useful technique for the study of solid state forces and 
interactions and the results already obtained have provided 
an immense amount of new information for the magnetic 
theories of solids as well as detailed data on ionic and 
covalent bonding and nuclear information from the hyperfine 
splitting. The nomenclature "electron paramagnetic 
resonance' refers to the magnetic resonance of the total 
magnetic dipole moment present in the system. Electron spin 
resonance is more specific, but it is inaccurate in its 
implication because orbital angular momentum as v;ell as the 
spin angular momentum contributes in general to the 
electronic magnetic dipole moment. 
Generally speaking, paramagnetic resonance can take 
place whenever a system of charges has a resultant angular 
momentum. The resultant angular momentum is partly due to 
the orbital motion and partly due to the intrinsic spin of 
the electrons with each of which is associated a magnetic 
dipole moment. Thus in any full closed shell of electrons, 
the orbital and spin angular momenta of the individual 
electrons will all cancel out to give a zero resultant and 
produce a diamagnetic substance. Similarly, when chemical 
binding takes place between different atoms, the valence 
electrons are so arranged that closed compensated shells are 
formed. These considerations lead us to think that the vast 
majority of the substances in the solid state will be 
diamagnetic. 
But there are two major exceptions .to this general 
rule. First, atoms in which the shells inside the valence 
shell are not filled and unpaired electrons are present in 
the atom all the time, like in transition elements 
containing 3d, 4d, 4f, 5d, 5f and 6d electrons. It also 
happens that transition elements with an even number of 
electrons also have in general magnetic moments, which can 
be seen from Hund's rule. Hund's rule is, 1) Assign maximum 
S, 2) Assign maximum L consistant with S, and 3) J = L-S 
when the shell is less than half full, and J = L+S when the 
shell is more than half full. Second exception is that, 
compounds in which some of the normal bonds have been 
modified or broken, to leave unpaired electrons [6,7]. This 
contains cases such as organic free radicals like CH.,, 
irradiated crystals [8] and structures with many 
dislocations or breaks, colour centres which involve trapped 
electrons or holes, conduction electrons in semiconductors 
and metals. Besides, atoms having odd number of electrons 
like hydrogen atom and odd electron molecules such as 1S!0„, 
NO and 0^. 
In the absence of a magnetic field the energy levels of 
the atom or ion are independent of the direction of the 
uncompensated electrons. But if an external field is 
applied, quantization will take place along this direction 
and the energy levels of the atom will be split and depend 
on the resolved component of the magnetic momGnt in the 
direction of the applied field. This splitting of the 
energy levels is an essential feature of the paramagnetic 
resonance, as it is transition between these component 
levels which give rise to the observed absorption. 
1.5 SCOPE OF EPR TECHNIQUE 
EPR is a very sensitive technique. Under favourable 
conditions, a signal for DPPH radical can be detected if 
-12 there is 10 g of material in the cavity of the 
spectrometer. This method can give information about the 
concentration of free radicals, establish their identities 
and help one to learn a great deal about the nature of the 
chemical bonds. There is a variety of information to be 
obtained from free radical studies [9]. In biophysical, 
biomedical and biochemical sciences there are numerous uses 
for EPR. A great deal of information has been obtained on 
radicals stabilized in irradiated biomolecules such as 
nucleic acids [9,10] and proteins [9] from EPR spectroscopy. 
In recent years EPR has been most widely used in the 
stractural studies of single crystals. In suitable cases, a 
small percentage of a metal ion can be replaced by any 
suitable paramagnetic ion and the EPR spectrum of the ion 
will give information about the position of the metal ion 
and its,' surroundings in the structure. Change in phase 
which are temperature dependent can be detected more rapidly 
as compared to X-ray [11]. The defects occuring in the 
crystalline solids, the position and behaviour of the 
vacancies formed therein can be studied with the help of 
resonance spectrum. The paramagnetic resonance studies 
gives accurate information about the strength and symmetry 
of the crystal field about the magnetic ion. From the 
anisotropy in g-value the amount of orbital contribution in 
the ground state can be estimated. The existence of 
covalent bonding and its strength also can be inferred from 
the observation of EPR spectra. EPR spectrometer has been 
used to examine high-temperature superconducting 
samples [12,13]. In a typical sample of YBapCu_0-,_ , a low 
field signal as well as a signal with g=2 has been detected. 
(The origin of both the signals is debatable). 
1.6 PRESENT STUDIES 
In this dissertation, we report our investigations on 
10 
the following systems. 
1) EPR study of K2CrO^, 2) Effect of ultra-violet 
irradiation on K„CrO. and KMnO. single crystals, 3) EPR 
study of NiBr„.6H„0 single crystals and 4) Preparation of 
YBa^Cu^O-, , GdBa„Cu-,0,, and Bi-Sr-Ca-Cu-0 systems; their 2 3 7-x 2 3 7-x ^ 
conductivity measurements on temperature ranges from room 
temperature to below the transition temperature and EPR 
study of these high-Tc superconducting ceramics. 
The dissertation has been divided into six chapters. 
The first chapter is an introduction to the subject. The 
second chapter is the theory and instrumentation of EPR. 
Methods of crystal growth has also been briefly reviewed. 
2+ The results of our study on KpCrO.rMn single crystal is 
reported in chapter 3. In chapter 4 EPR study of u-v 
irradiation effects on K2CrO. and KMnO. have been presented 
EPR study of NiBr" .6HpO is presented in chapter 5. 
Chapter 6 contains our investigations in the preparation, 
conductivity measurements and EPR studies of high-Tc 
superconductors, YBa2Cu20^_ , GdBa2Cu20_,_ and Bi-Sr-Ca-Cu-0 
systems. 
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CHAPTER 2 
BASIC THEORY OF ELECTRON PARAMAGNETIC RESONANCE 
We will be briefly discussing the important aspects of 
EPR one by one in this chapter. 
2.1 RESONANCE CONDITION 
a) Classical picture 
When a paramagnetic ion is kept in a magnetic field the 
degeneracy of the ground state is lifted and the energy 
levels undergo a Zeeman splitting. Application of an 
oscillating magnetic field of appropriate frequency will 
induce transition between the Zeonan levels and energy 
absorption will take place. 
Consider a charged particle, an electron or proton. It 
has both magnetic moment and angular momentum. When it is 
placed in a magnetic field, the magnetic moment starts to 
precess with a frequency, yi = eH/4TTm, about the field 
direction making an angle e^ (Fig. 2.1a). This is known as 
Larmor precession. If we apply an oscillating magnetic 
field B,, perpendicular to the static field, the resonance 
will occur when the frequency y of this field become equal 
to y , i.e. at y = y . This is the required resonance 
condition. 
For electron, which is nearly 2000 times lighter than 
proton, the frequency will be increased by the corresponding 
factor. For electron, oscillating field frequency required 
is in microwave region (rv^lOGHz) and for proton it is in the 
radio frequency region (rv/15MHz), for the same magnetic 
field of 0.33 tesla (1T=10^G). 
b) Quantum picture 
For a free electron (from eqn. 1.7) 
f = gp7 (2.1) 
where g is the spectroscopic splitting factor and B is the 
Bohr magneton. Classically the energy of a magnetic moment 
in a magnetic field ^ is given by 
E = •p.'B (2.2) 
To obtain the quantum mechanical Hamiltonian we replace p by 
appropriate operator and by using equation (2.1) we get, 
H = gp •j.'^ (2.3) 
If the magnetic field is applied along the z-axis, then 
Bjj = B„ = 0 and B^ = B and the scalar product becomes 
H = gpJ^-B 
The eigen values of equation (2.3) are just the multiples of 
14 
(gpB) of the eigen values of J . These eigen values are 
given by E = gpB M^, where M can have values, J, J-1, ... . ,-J 
We will illustrate this splitting by a particular example 
where J=5/2, (Fig. 2.1b) [13]. Now the application of 
microwave radiation of frequency y, having energy hy may 
cause resonance at a field which satisfy the relation, 
hy = gpB (2.4) 
The value of g determines the magnitude of the splitting of 
energy levels in a magnetic field. For free ion the value 
of g is 2.0023. Departure of g-value from the free ion 
value gives an idea about the effective covalant bonding 
[1,2]. 
In principle it is possible to observe the resonance at 
any value of magnetic field and frequency provided the 
relation (2.4) is satisfied. But the use of high magnetic 
field and frequency has the advantage that it will increase 
the sensitivity of the' spectrometer. 
For a two energy level system, incoming EM radiation 
will not only cause the electron to jump from the botton 
level to the top level, but also stimulate those in the top 
level ctb come to the bottom level. The coefficient of 
absorption and stimulated emission are equal and the total 
power absorbed or emitted depends entirely on the relative 
number of electrons in these two states. The number of 
15 
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electrons will be fewer in the upper level as expressed by 
Boltzmann factor, i.e., 
N-,^ /N2 = exp[-hy/KgT] 
where K„ is Boltzmann constant and T is the absolute B 
temperature. The energy absorbed is directly proportional 
to the difference of population in the two levels. The 
difference of population will increase with the strength of 
external magnetic field. Therefore it is desirable to work 
on higher magnetic field. 
The effect of radiation will eventually be to equalize 
the population of two levels, when it will not be possible 
to detect EPR absorption signal from the system as there 
would be no net transfer of energy from the radiation to the 
spins. This is a state of complete saturation. However, we 
would be able to detect EPR absorption signal due to 
interactions of spins with the environment. The population 
difference in two levels is maintained by relaxation 
processes [3-7]. The upper level is replenished by 
oscillating Bj^, but depleted by relaxation process and an 
equilibrium difference of population is maintained. There 
are two types of relaxation processes; the spin-lattice and 
spin-spin. 
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2.2 SPIN-LATTICE RELAXATION 
The process in which energy flows from the spin system 
to the lattice is called spin-lattice relaxation process. 
The mean time taken in the transfer of energy to the lattice 
is called spin-lattice relaxation time T,, also known as 
longitudinal relaxation time. This is defined for a two 
energy level system, as given below, 
d/dt(AN - A N Q ) = (AN - ANQ)/TJ^ (2.5) 
where /dN is the population difference between two levels at 
any instant, and A N is this difference at equilibrium. 
This differential equation gives the rate at which the 
system approaches the equilibrium, having been disturbed by 
the absorption of energy. 
For spin-lattice relaxation there are mainly three 
mechanisms which are; i) Direct, ii) Raman and iii) Orbach 
processes. In direct process, relaxation occurs through 
transfer of energy from a single spin to a single 
vibrational mode of the lattice. When relaxation is by this 
2 
process T,oc1/B T and is important only at low temperature. 
In Raman process, a phonon is inelastically scattered in the 
process of flipping a spin and T, in this case is 
7 
proportional to 1/T , for T<e where © is the Debye 
2 
temperature and T, oc 1/T for T>e', and is important at high 
18 
temperature. In Orbach process, there are two transitions 
one after the other which occurs via an intermediate state 
3 ~ A. /KT 
and l/T,oc A e ' , where A is the energy gap between 
the upper level of the electron and the energy of the 
intermediate state. 
2.3 SPIN-SPIN RELAXATION 
It contains all the mechanisms by which the spin can 
exchange energy amongst themselves, rather than giving it 
back to the lattice, or molecular system as a vjhole. In 
this process two main types of interactions have been 
identified. The dipole-dipole and exchange interactions. 
Dipole-dipole interaction arises from the influence of 
the magnetic field of one paramagnetic ion on the dipole 
moments of the neighbouring ions. The local field at any 
given site will depend on the arrangements of the neighbours 
and the direction of their dipole moments. Thus the 
resultant magnetic field on the paramagnetic ion will be the 
vector sum of the external field and the local field. This 
resultant field varies from site to site giving a random 
displacement to the resonance frequency of each ion and thus 
broadening the line widths. 
If the paramagnetic ions are identical so that they 
precess at the same frequency in the external magnetic 
19 
field, there is an additional resonance interaction. The 
precessing component of one magnetic dipole set-up an 
oscillating field at another dipole which is just at right 
frequency to cause magnetic resonance transition and 
vice-versa. Thus mutual interaction produces resonance 
transitions that are equivalent to the exchange of quanta 
between the neighbouring ions. Thus quanta are exchanged 
among neighbouring ions by mutual spin flip. If the thermal 
equilibrium of spins is disturbed, it is reestablished 
exponentially with time constant T„ which is called 
spin-spin relaxation time. 
2.4 LINE VIIDTH [2,6,8,9] 
EPR line width is determined by the uncertainty 
principle, according to which 
A E At /^ A"h (2.6) 
v/here At represents the life time of the spin system in the 
upper quantum state. The energy spread AE of this quantum 
state can be defined within an accuracy of the order of 
"h/ At. The line width of a signal can also be determined 
with the same accuracy. The factors that determine the life 
time and hence the line v;idth of an EPR signal are 
1) Spin-lattice relaxation 
20 
2) Spin-spin relaxation 
3) Dipole interaction between unlike spins, i.e. betv/een 
spins v/ith different resonant frequencies 
4) Exchange interaction 
5) Saturation by radiation field 
6) Hyperfine structure interactions 
7) Inhomogeneities in the applied magnetic field 
8) Electron quadrupole effect, and 
9) Natural width due to spontanious emission. 
2.5 CRYSTAL FIELD EFFECTS [3-6] 
When a paramagnetic ion is doped in a solid, the 
possible interactions are 
1) Interaction between the paramagnetic ions, 
2) Interaction between the paramagnetic ion and the 
diamagnetic neighbours. 
Former interaction can be reduced effectively to a 
negligibly small value by dopping small amount of 
paramagnetic ion in the diamagnetic hosts. Thus each ion 
may be considered isolated from other paramagnetic ions and 
to be independent. The latter interaction of the 
paramagnetic ion with the diamagnetic ligends modify the 
21 
magnetic properties of the paramagnetic ions. The crystal 
field theory assumes that the paramagnetic ion experiences a 
crystalline electric potential produced by neighbouring ions 
or molecules lying wholly outisde the paramagnetic ion. In 
other words, the ligands influence the magnetic ion through 
the electric field which they produce at its site and their 
orbital motion get modified. The crystal field interaction 
is affected by the electrostatic screening by the outer 
electron shells. Depending upon its magnitude relative to 
the other interactions, the crystalline field interaction is 
generally classified into three categories. 
1) Weak Crystal Field 
The crystal field interaction is weaker than the 
spin-orbit interaction. The electrons of the paramagnetic 
ions are fairly deep and well shielded from crystalline 
field and hence crystal field splitting is very small as 
compared to the splitting between multiplets. Weak crystal 
field interaction exists in case of ionic compounds of rare 
earths (4f) and certain actinide compounds. For example in 
case of rare earths, the unfilled 4f shells is well screened 
by the 5s and 5p shells. 
2) Intermediate Crystal Field 
The magnetic electron lie in the outer regions of the 
22 
ions and experience a crystal field interaction which is 
smaller than electrostatic interaction between electrons but 
larger than the L-S coupling. Here crystal field splitting 
is large as compared to the separation of different 
multiplets. This type of crystal field is found in case of 
transition group in which 3d shell is outermost shell and 
orbital motion of 3d electrons are strongly perturbed by the 
crystalline field. 
3) Strong Crystal Field 
In this case the crystal field interaction is very 
large as compared to spin-orbital interactions and is of the 
order of electrostatic interaction. In this case, there is 
strong covalent bonding which means that the orbits of 
paramagnetic electrons and those for electrons of 
neighbouring diamagnetic ions or atoms overlap appreciably. 
This type of crystal field is found in Pd and Pt group 
elements. 
2.6 THE HAMILTONIAN 
The Hamiltonian for the energy of an atom or radical 
containing unpaired electron is generally given by [6,4,10, 
11,13,18], 
23 
« = "EL ^ «CR + »LS + «SS -^  »Ze ^ »HF + »ZN 
+ Hjj + H (2.7) 
where, 
5 -1 H^ T - Free electron energy (^ 1^0 cm ) 
EL 
4 -1 H = Electrostatic energy (^ 1^0 cm ) 
2 3 - 1 E^ „ = Spin orbit interaction energy {r^lO -10 cm ) 
LS 
H „ = Spin-spin interaction energy (1 cm ) 
H„ = Interaction of electron with the external field or Ze 
Zeeman energy = gpB{L+2S) . {'^ 1^ cm ) 
H„„ = Dipole-dipole interaction between the electron and 
rir 
-1 ~3 -1 
nuclear magnetic moment (y^ lO -10 cm " ) 
-4 -1 H = Nuclear Zeeman energy = g B B.I (^ N/IO cm ) 
H^^ = Nuclear spin-spin interaction =1.J.l. (^--'10 cm ) 
-3 -1 H = Quadrupole interaction (^ v^lO cm ) 
Practical EPR spectroscopy concern itself mainly with 
the H_,c,, H„ and H„„. i.e. the fine structure, Zeeman 
splitting and hyperfine interaction as the nuclear Zeeman 
and quadrupole interactions are usually small. 
The best way to consider all the energy contributions 
is to express them in the following form including the 
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nuclear Zeeman and quadrupole terms. 
~* "*" zX -^ -*• '^ -* 
H = p.?.g.B'+ S.D.S + ^ . ,A.I + I.Q.I 
where H is the total spin Hamiltonian. "? and T are the 
s ^ 
electronic spin and nuclear spin operators respectively and 
are equivalent to J operators from mathematical point of 
view and g,D,A,Q and g are all second rank tensor 
quantities. The first term represents the Zeeman 
interaction with the applied field B. D in the second term 
represents the fine structure coupling to the crystal field. 
The third term represents the hyperfine interaction between 
S and I, the fourth expresses the quadrupole coupling 
between nuclear spin I and the electric field gradient in 
the ion and the fifth term expresses the nuclear Zeeman 
interaction. These tensors are diagonalized in a system of 
orthogonal axes, known as principal axes. In principal axes 
system equation (2.8) can be written as (neglecting the 
nuclear Zeeman interaction) 
H = B(g B S + g B S + g B S ) 
' ^x X X y y y ^z z z 
+ D[s2 - i s ( S + l ) 3 + E(s2 - S^) + \ S ^ I ^ + 
+ Q " ( I ^ - Ip ( 2 . 9 ) 
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where 
D = D^ - h[D^ + Dy]r E = h[D^ - Dy] 
and g , g , g and A , A , A are the components of g 
and A tensors respectively along principal axes. 
2.7 ELECTRONIC ZEEMAN INTERACTION 
In case of an electron associated with a free atom, not 
subjected to any external magnetic or electric field, the 
resultant g-value can be derived directly in terms of 
quantum numbers defining the total spin and orbital moments 
^, L" and 1?. The g-value is identical to Lande' s splitting 
factor (eqn. 1.8). 
When an unpaired electron is associated with an atom 
contained within a solid crystalline lattice, then simple 
Lande's g-f actor can no longer be applied because electric 
fields arising from the surrounding ligands make a shift in 
energy levels. Here the position of the resonance line for 
fixed frequency is determined by competitive effects of the 
environment which tends to quench the orbital angular 
momentum. (The electronic orbital motion strongly interacts 
with the crystalline field and became decoupled from the 
spin, a process called quenching). In general case the 
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quantitative field-frequency relation is not known apriori. 
We write generalized resonance condition as hy = gBB, where 
'g' is determined from the spectrum. 
Since the magnitude of the orbital part of the magnetic 
moment depends on the crystal field, its magnitude is 
different for different directions of applied magnetic field 
and shows an angular variation which follows the symmetry of 
the crystal field. 
2.8 FINE STRUCTURE 
V7hen a paramaagnetic ion is doped in a diamagnetic 
solid then the surrounding diamagnetic ion gives rise to an 
electric field at the site of the paramagnetic ion. This 
electric field affects the energy levels of the paramagnetic 
ion. Due to this effect the spectrum shows unequal 
separation betv/een the Zeeman levels. This feature is 
called the fine structure. As the fine structure reflects a 
splitting of the (2S+1) levels even in the absence of 
magnetic field, it is also called zero-field splitting. For 
a free ion (2S+1) levels will be degenerate. But when 
subjected to external magnetic field, the degeneracy will be 
removed, but this levels will be equidistant. Only in the 
solid state, the levels of the ion will have unequal spacing. 
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2.9 HYPERFINE STRUCTURE 
Third term in the spin Hamiltonian is hyperfine 
interaction (eqn. 2.8). Hyperfine structure is obtained due 
to the interaction between the magnetic moment of the 
nucleus and the magnetic moment of the unpaired electron of 
the paramagnetic ion. The nuclear moment produces a 
magnetic field B„ at the magnetic electrons. Thus an 
unpaired electron experiences the magnetic field which is 
applied externally as well as magnetic field due to nuclear 
magnetic moment. The resonance condition is modified to 
hy = gB[B+B„]. The nuclear magnetic moment is space 
quantized in the direction of magnetic field and can take up 
(21+1) positions, I being the spin quantum number of the 
2+ 
nucleus. In case of Mn , the situation is illustrated in 
Fig. (2.2). 
2.10 Mn^ "*" ION AS AN EXAMPLE 
2 + Let us consider the example of Mn ion. The 
paramagnetic spectrum of divalent manganese ion in 
crystalline media is quite complicated and theoretically 
2 + 
mteresting [14]. The ground state of the free ion Mn ' is 
six-fold degenerate, the spectroscopic classification being 
5 6 fi 
(d ) ^5/2* •'•^  ^^ important to note that a pure ^c,/2 
manifold is not split by an electric field because an 
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electric field is spin-independent and ^^/j -i-^  ^^ orbital 
singlet. However, if a divalent manganese ion is placed in 
a crystal environment of cubic symmetry, the electron 
paramagnetic resonance spectrum shows that the octahedral 
cubic field splits the free-ion ground state manifold into 
two levels: the upper four-fold degenerate state and the 
lower two-fold degenerate state. This ground state 
splitting can be accounted for qualitatively by observing 
that, because of the presence of spin-orbit interaction the 
ground state is not a pure S^/p. Thus the splitting in 
2+ Mn arises as the free xon spm-orbit coupling mixes 
together states with the same angular momentum. For 
6 . . 4 ^^ i-. 2 
instance ^c./^ can mix with Pc/p and. with ^c./^p- If the 
crystalline field has a symmetry lower than the cubic, 
further distortions split the quartet into two more doublets 
and in all one has three doublets with Kramers degeneracy. 
An external magnetic field removes this degeneracy and 
six-fold levels result. Magnetic dipole transitions among 
these six levels give rise to five absorption lines, which 
is the so called fine structure of EPR spectrum. The 
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nucleus of Mn has a spin of 5/2 and the hyperfine 
interaction causes each of the six fine structure levels 
split into six levels giving rise to a total of 36 levels. 
This results, using the selection rules, AM - +1 and 
^ s — 
2 + AM = 0 , in a 5x6 = 30 lines in the EPR spectrum of Mn 
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placed in a c rys ta l f ie ld of syrametry lower than cubic. The 
2+ 
levels of Mn in a non-cubic crystalline field and the 
resulting transitions are shown in Fig. (2.2) [9]. 
2+ . . . 
For Mn , a general spin Hamiltonian is of the 
following type [15] : 
H = gBHS + D'[S^ - ^S(S+1)] + E'[S^ - S^] 
+ ^ [ S ^ + S^ + S^ - ^S(S+1)(3S^+3S+1)] + SA'I, 6 X y z 5 
where the first term represents tlie Zeeman energy while the 
second and third terms represent the axial and rhombic 
crystalline fields, respectively. The fourth term is the 
cubic-field part while the last term represents the 
hyperfine interaction. The constants D',E',a' and A' in the 
above equation are all expressed in cm and are related to 
D,E,a and A through a multiplication factor of 
gp{viz D' = gpD, etc). The expressions to obtain the energy 
difference are 
a) For fine structure (expressed in Gauss) with H|!z : 
H f M - 1 — * 1 ^ - H on _Jlf_ J. 9E^ 5E^ ^ 5 
*^ 2^ '^  2 2^ ~ "o ~ "^"^  " (H^+DT ^ TH2-D) ~ (H2+3D) ^ 2^' 
H,(M = 1 _ 1) = H 9^" • 5^" • 5 E ' ^^' 3' 2 2' "o (H3-D) (H3+3D) (H3-3D) (H3+D) ' 
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\ 
^ -^2 ,'-z 
V -'/'/• 
,_ j t . . -5/2 
Hi'qh field N^ckar 
levels spiiliin^ 
~5/z 
-f-^t 
Fig. 2.2 The energy level splitting of Mn ion j!i a iinn-cubic 
crystalline field and the resulting tnnisiUfnis. (aiior 
Ingram [9] ) . 
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I. M^ - 1 _ ^ 3 . _ „ _^  ^_ _^  9 E ^ 9 E ^ 5 E ^ _ 5^ 
H (^M - - _ — » - - ) _ H^ + 2D + J^-T^ - Jn-Iu) TH7~3DT T 
H (^M = - I - . - | ) = H^ + 4D + j § ^ - j ^ ^ + 2a 
(b) For h y p e r f i n e s t r u c t u r e ( e x p r e s s e d i n Gauss) w i th H||Z 
H(m «—»> m) = - Am - (A^/2H) [ 1 (1+1) - m^ + (2M-l)m] 
The fine structure parameters are obtained from the above 
formula using the following procedure. The trial values for 
H , D and E are obtained from the equations for H, + He, 
H- + H. and H,, and afterwards, the trial value for 'a' from 
the equation for H.. Then iteration procedure is followed 
to get the best possible fit with the experimental values 
for all the fine structure transitions. 
2.11 QUADRUPOLE INTERACTION 
Fourth term of spin Hamiltonian represents the 
quadrupole interaction. V-ifhen the nucleus has a spin I and 
there is also an electric field gradient at the nucleus, 
then quadrupole interaction may arise. The electric field 
gradient is set-up by anisotropic distribution of electric 
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charges on the paramagnetic ion and its immediate 
neighbours. The effect of quadrupole interaction on 
hyperfine splitting is complex and the spacing and 
intensities of (21+1) hyperfine lines corresponding to 
transition with selection rule A M = 0 are modified by 
quadrupole interaction. 
Fifth term of spin Hamiltonian represents the direct 
effect of magnetic field on the nucleus. The nuclear 
magnetic moment interacts directly with applied field B. If 
the paramagnetic electrons are coupled to the nucleus by 
magnetic and electrostatic interactions, then there may be a 
measurable effect of this interaction on EPR spectrum. 
2.12 EPR INSTRUMENT 
The block diagram of a typical EPR instrument 
(Fig. 2.3) [4] and the general working principle and the 
function of each of the main ccmponents are briefly 
discussed here for completeness. 
The cavity containing the sample is placed between the 
poles of a strong electromagnet which produces the wide 
range of magnetic field B. The sample is then subjected to 
a microwave oscillatory field having a constant frequency y 
and perpendicular to B. The magnitude of B is changed by 
varying the electromagnet excitation current and when the 
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resonance condition is fulfilled, part of microwave energy 
is absorbed by the sample with the result that the cavity 
resonator Q-value changes. This Q-value variation is 
detected, amplified and recorded. 
Most of the EPR spectrometers operate in microwave 
region, in particular at three and one cm wavelengths. In 
paramagnetic resonance phenomenon, the resonance absorption 
depends on the total number of ions of given sample, on the 
line width, on the frequency applied, and on the microwave 
frequency power available. 
Resonant Cavity 
The choice of resonant cavity at a given frequency is 
determined by a) space available between the poles of the 
magnet, b) The Q of the cavity, the higher Q-f actor is 
desirable, provided that the microwave source is stabilized. 
Most often cylindrical cavities are used. The microwave 
magnetic field is concentrated along the axis of the cavity 
and is always peirpendicular to B. Sometimes, rectangular 
cavities are used, but there also, the oscillating magnetic 
field and the D.C. magnetic field are mutually 
perpendicular. 
In order to attain maximum sensitivity one should 
operate at the highest possible frequency or the 
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corresponding magnetic field. In practice, however, a 
number of factors limit the choice of high frequency. 
Firstly, high frequency demands very high magnetic field 
strengths. In the millimeter range such magnetic field 
become prohibitively large and expensive. Secondly the 
available oscillators have limited power in this range. 
The change in the microwave power caused by the 
resonance absorption is very small. To detect this small 
change the technique of magnetic field modulation is 
employed. If there is no resonance absorption signalf the 
output at this field modulation frequency is zero. If there 
is a resonance signal, the line is modulated and a signal 
will appear at the detecting output. 
Micro wave Unit 
This is the most sensitive part of the instrument. 
Micro wave unit consists of Gunn oscillator, power supply, 
pre-amplif ier, amplifier, automatic frequency control 
circuit etc. The microwave power from the Gunn oscillator 
reaches the hybrid Tee through a wave guide through an 
isolator and directional coupler. The hybrid Tee will not 
allow micro wave power to pass directly from the waveguide 
to the opposite arm, where the crystal detector is fixed. 
Hybrid Tee is like a Wheatstone bridge and when the 
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resonance take place, the balance will get disturbed and the 
crystal detector receives some energy. This is to be 
amplified and recorded. 
Electromagnet 
It produces a homogeneous magnetic field which can be 
varied from zero to 13,000 Gauss. For getting the resonance 
—» 
at a fixed frequency the magnetic field B has to be varied 
continuously. It is achieved by a scanning unit which 
supplies a controlled voltage to the input of the current 
regulated magnetic power supply. 
2.13 SPECTROMETER USED [12] 
In the present case, all the experiments were performed 
on a JEOL JES-RE2X, X-band spectrometer (Japan) operating in 
the frequency range 8.8 9.6 GHz, equipped with a TE-,, 
cylindrical cavity and 100 KHz field modulation. The 
magnetic field is provided by an electromagnet of 7 inch 
pole diameter with an air gap of 6 cm. The maximum magnetic 
field obtainable from this electromagnet is 1.3T. Ilomodyne 
crystal detection method is employed. Microwave output is 
0.1 }iW '-V-'200 mW with a frequency stability of 1 x 10~ . 
Resolution is 47 mG with a 5 mm sample tube at 100 KHz 
modulation. 
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2.14 CRYSTAL GROWTH [16,17] 
Good single crystal are essential for a variety of 
scientific and commercial purposes. They are needed for 
scientific appraisal of crystallography, topography and 
tensor properties of all crystalline material. Modern solid 
state electronics is based on a crystal growth revolution 
which has now made possible the commercial scale growth of 
large dislocation-free crystals of silicon and GaAs, the 
production of rods of laser materials like ruby and 
sapphire, integrated circuit technology and piezoelectrics 
like quartz. 
Much crystal growth is still art and technique than 
science. The conditions for successful growth of good 
single crystals of a new materials can not be predicted, but 
a large body of theory, experience and data has now been 
built-up. Here we will discuss few of the methods briefly 
which are quite common. 
1) The falling temperature and constant temperature 
techniques - This techniques are used for materials with 
high solubility and a large positive temperature 
coefficient, eg. K^HPO.. The symplest form of the 
crystal growth from unreplenished solution is to take a 
hot concentrated solution and let it cool. This is 
known as falling temperature technique. 
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2) The evaporation technique - This is used for materials 
with higher solubility but small positive temperature 
coefficient or negative temperature coefficient eg -
LipS0.H20. In slow evaporation technique the solvent is 
removed slowly by slov/ evaporation and thereby 
increasing the saturation of the solution which help to 
form good quality crystals. 
3) The hydrothermal technique - This is used for materials 
with low solubility which can be increased by operating 
at high temperature and consequently at high pressure, 
eg. Si02 (quartz), AlpO^ (Sapphire). It appears thati 
more research probably has been performed on 
hydrothermal technique, as it is applied to quartz, than 
any other growth technique. Since this is essentially 
the same process by which most of the quartz and agate 
grow in nature. It also provides informations regarding 
the conditions under which these naturally occurring 
materials might have grown. 
4) The gel technique - This method can be used for 
materials with low solubility which are heat sensitive, 
eg- calcium tartrate. This is one of the older methods, 
but still it is being used and investigated. For 
growing crystal by this method usually silica gel is 
used. The usual method for growing crystals consists of 
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incorporating one of the reactants (say BaCl^) within 
the gel by mixing it with the gel solution and pouring 
it in a test tube before it is set. The solution of the 
second reactant (say Na^SO.) is poured above the gel 
after it is set. The solution poured over the gel not 
only supplies one of the reaction components but also 
incidently prevent the gel from drying out. The Na^SO. 
slowly diffuces in the gel and reacts to produce BaSO. 
which ultimately grown in the form of single crystals. 
5) High pressure growth - It has been recognized that a 
very high pressure is needed for the synthesis of 
diamond. Along with high pressure a high temperature is 
also required for the proper growth. With a temperature 
of over 2000°C and pressure of above one million pounds 
per square inch, few seconds is enough for the growth of 
diamond crystals. 
6) Flux growth - Flux growth is the term most commonly used 
to describe the growth of the crystals from molten salt 
solvents at high temperature. The process is analogous 
to the crystal growth from aqueous solution and a 
similar theory will, apply to each case. A high 
temperature solvent is referred to as a flux because it 
permits growth to proceed at tonperature well below the 
melting point of the solute phase. This reduction in 
temperature is probably the principal advantage of the 
flux growth over growth from pure melt. 
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CHAPTER 3 
EPR STUDY OF Mn^^ DOPED KjCrO^ SINGLE CRYSTAI.S 
3.1 INTRODUCTION 
Potassium chromate has been the subject of various 
studies such as electrical conductivity and phase 
transformation [1,2], transition to glass-like dielectric 
behaviour [3,4,5], infrared [6] and laser Raman [7] spectra 
studies- Electron paramagnetic resonance has been used to 
study the product of irradiation of the compound by X-rays 
and y-rays [8,9]. Another application of EPR consists of a 
2+ . 
chance detection of Mn ion m K^CrO. [10] when it was 
thermally treated in the presence of iodine vapour. In this 
experiment, no manganese compound had been added 
intentionally from outside for the purpose of EPR studies. 
Their potassium chromate sample contained manganese as an 
impurity in the form of MnO", which by itself was incapable 
of giving EPR signal. Only in the course of their study of 
exchange between iodine and chromium, when potassium 
2+ 
chromate was heated with lodme at 600°C, Mn was generated 
2+ 2-
[by the reaction, MnO" + I --—» Mn + I0~ + 0 ] which was 
responsible for the spectrum. KpCrO. belongs to 
orthorhombic crystal system [11,12] with Pnam space group 
(a = 5.92 A'^^ , b = 10.40 A°, c = 7.61 A° and z = 4). Three 
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types of paramagnetic centers as indicated in this work [10] 
seems to be quite unexpected in this type of crystal 
structure. Moreover, the suggested location for their 
impurities in the lattice is also quite ambiguous. In the 
literature, there is no EPR work on naturally or laboratory 
grown single crystal of K^CrO. doped with any kind of 
paramagnetic impurity. It was thought worthwhile to 
2+ 
undertake EPR study of Mn -doped K2CrO. single crystals. 
3.2 CRYSTAL STRUCTURE 
K^CrO. belongs to orthorhombic crystal system [11,12], 
with Pnam space group and lattice parameters a=5.9 2 A , 
b = 10.40 i^  , c = 7.61 A" . A sketch of the crystal 
structure in the a-b plane is shown in fig. (3.1). There 
are four formula units per unit cell. An examination of the 
crystal structure shows that the unit cell has two kinds of 
-I-
K ions (ocand p, say, each being four in number) . All the 
four oc-type potassium ions lie in direct alignment with Cro". 
ion; but they can be further divided into two subgroups : 
two ions situated on the positive c-axis side of the oxygen 
triangle of CrO*]," ion (oC-j-say) and the other two situated 
on the negative c-axis side (oc ^ -say). The four B-type 
potassium ions can also be divided into two subgroups, two 
ions situated on the a-b faces of the unit cell (B^,say) and 
the other two lying wholly inside the unit cell {B„,say). 
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b = 10.AO & 
© © ® 
ig. 3.1 The crystal structure of K„CrO. projected onto tin! 
(a,b) plane. Numbers represent height of alDiiis in 
normalized coordinates. 
45 
+ . . 
The nearest distance between any two K xons m the unit 
cell has been calculated to be 3.70 A . There are four such 
pairs of K ions in a unit cell which are connected by the 
shortest distances. 
3.3 EXPERIMENTAL 
Single crystals of K2CrO. were grown from the slow 
evaporation of saturated equeous solution of the salt in 
which a little amount of MnCl„ was also added. Good quality 
single crystals were grown in 4-5 days with external 
morphology as hexagonal bi-pyramid. X-band ESR spectrometer 
(JES-RE2X, JEOL, Japan) was used in this investigation. All 
work was carried on at room tauperature. 
3.4 RESULTS AND DISCUSSION 
2 + 
The salient features of the EPR spectra of K„CrO.:Mn 
are the following : 
1. In a general direction, the spectrum consists of four 
sets of 30 lines each, which is shown in fig. (3.2). 
This spectrum corresponds to a general direction but 
very close to one of the magnetic axis. In a direction 
quite away from all the magnetic axis, spectrum become 
quite complicated. Fig. (3.2) and (3.3) are depicted 
with a spread of 10 00 G to show the main h — * -h 
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transitions for greater details. 
2. With the magnetic field along any direction in a plane, 
but not along any magnetic axis the spectrum consists of 
two sets of 30 lines each which is shown in fig. (3.3), 
which depicts a spectrum in a-b plane. 
3. With the magnetic field along the crystallographic or 
susceptibility c-axis, there is a clear single set of 
30 lines with a magnetic field spread of 1910G, fig. 
(3.4). This axis is coincident with a line passing from 
apex to apex of the bi-pyramidal crystal. 
4. Along the crystallographic a- or b-axis the spectra are 
identical and with a magnetic field spread of 96 6G, which 
is almost half of that on c-axis. The spectrum along 
a-axis is shown in fig. (3.5). 
5. In the a-c plane and 15° away from the c-axis on f^ lther 
side a spectrum consisting of two sets of 30 lines is 
obtained with a spread of 2140G. 
6. The crystal was mounted perpendicular to the orientation 
discussed in case 5 and then rotated. At 15° from the 
axis in position 5, on aither side a spectrum of maximum 
spread was obtained; one of the sets of 30 lines was 
found to occupy maximum spread and the other sets 
occupied some intermediate spread. The sets of maximum 
47 
CL. 
-CD 
C 
m 1—H 
a 
XJ 
1 
TO 
•S 
CO 
in 
>, 
L, 
u 
0) 
oo 
CO 
U) 
c 
o 
• r H 
+-* 
c frl 
U 
+-• 
C 
n 
• ^ 
JO 
u 
n 
n 
C/) 
.—1 
CD 
V 
b 
or 
OOQ T O ^ ^ 
or 
o 
U 
o 
+ ^ CM 'S 
QJ-
Q-" 
E 
+-» 
00 
c 
OQ 
fO 
CO 
00 
•r-l 
49 
o 
u 
u 
xz 
CM 
u: 
n 
CD 
a 
<> 
-a 
+ 
cs 
d 
S 
( M 
O 
E 3 
!^  
• - * 
U 
(1) 
Q. 
W 
CO 
DO 
c 
> 
o 
w 
X 
0) 
f 1 
u 
u. 01 
u M 
o 
—I 
(T) 
+-• 
Q; 
u 
s 
-a 
u 


52 
spread correspond to the principal z-axis of the complex 
and the parameters were calculated with the help of this 
spectrum fig. (3.6). 
In general, the spectrum is quite complex and the 
complexity of the spectrum is further enhanced due to the 
overwhelming presence of AM = +^1 and Am = +1 forbidden 
transitions. In certain directions, the main lines sink to 
very low intensities and the forbidden ones become quite 
prominent. The forbidden transition ( A M = + 1 and 
Am = +_ 1) can also see in fig. (3.3). In a general 
direction, the forbidden transitions AM = + 1 and Am = +^  2 
and higher orders can also be seen. 
The spectrum has been analysed by the following spin 
Hamiltonian. 
H = gpHS + D[s2 - •|s(S+l)] + SAI, 
where the first term represents the Zeeman energy and the 
second and third term represent the axial crystalline field 
and the hyperfine interaction respectively. The parameters 
so obtained are given below : 
g = 2.007, 
^z 
D = 231.3G, 
z 
A = 91.7G. 
z 
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Table 3.1 Spin-Hamiltonian parameters for Mn 
different host lattices. 
2+ ion doped in 
(a) 
Host compound 
o-Ca(HC00)2 
Sr(HCOO)2-2H20 
Zn(HCOO)2.2H20 
Cd(HCOO) .2H2O 
Zn(CH2COO)2.2H20 
K2Cr04 
^z 
2.021 
2.001. 
2.005 
2.001 
2.001 
2.007 
A(G) 
-92 
96 
92 
94 
89 
91.7 
D^(G) 
-367.5 
2 90 
295 
219 
248 
231.3 
E(G) 
95.3 
-27 
-30 
-22 
-25 
0 
a(G) 
-1.6 
-
-
-
-
Reference 
[15] 
[15] 
[15] 
[15] 
[15] 
Present 
work 
(b) 
Host compound 
C^2^2°7 
NH^Cl 
NaCl 
K2Cr04 
K2SO4 
Spectrum 
Spectrum 
Spectrum 
I 
II 
III 
g 
2.0004 
1.9995 
—^^ .0001-
2.0012 
2.0012 
1.95 
2.000 
2.008 
2.015 
2.053 
2.060 
2.043 
D(G) 
-418 
1603.6 
-1450 
190 
598 
660 
615 
E(G) 
41.7 
107 
-30 
-580 
-559 
-575 
A(G) 
-86.7 
-87 
Q"T A — 
-0 / . 4 
88.6 
90.7 
-85 
-88.4 
-91 
-91 
-90.5 
-91.5 
a(G) 
-
-
-
— 
-80 
-80 
-90 
Reference 
[14] 
[14] 
[14] 
[10] 
[13] 
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Table 3.1 (a and b) shows the values of spin Rami Itonian 
2+ parameters of Mn ion, when they are doped in different 
host lattices for comparison purposes. 
As seen from the spectral features there are four 
2+ 
magnetic complexes formed by Mn ions m the KjCrO. 
lattice, all of which become equivalent along any magnetic 
axis and become equivalent in pairs along any direction 
(except magnetic axis) in any plane. But what are the 
2+ locations of Mn ions m the lattice? The manganese ion 
which bear positive charge can replace only positive ions 
when they enter the lattice. There are only two types of 
positive ions in the lattice, i.e., potassium and chromium. 
+ . "^  
Potassium exists in the form of univalent K and chromium 
2-
with hexavalency in the form of CrO^ . Manganese 
2+ ——-
exists as divalent Mn in the__aoiut±0n phase cannot further 
she^ ofj£—it:s~lfour~electrons to become hexavalent and replace 
2-
chromium to form MnO, . Hence there is more likelihood that 
it will replace K ion. But the condition for charge 
2+ + 
compensation demands that Mn substituting for one K ion 
must expel another K ion from the lattice. But the next 
question is which K is to be expelled and how these two 
potassium ions, one being replaced and the other being 
expelled, related to each other. As can be seen from the 
crystal structure, there are four pairs of K ions in a unit 
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cell which are connected by shortest distances. These pairs 
2 + 
may be associated with the four kinds of Mn centers 
2+ 
encountered in the experiment. Mn substituting for a pair 
of K ions has also been reported in the isostructural 
2-
KpSO. [14]. An examination of the 0 environment of ocand 
p-type potassium ions shows that B-type potassium ions are 
2-
more compactly surrounded by negative 0 ions. On 
potential energy considerations these will be preferable 
2+ 
sites for the Mn ions. Still there is another possibility 
2+ + 
If Mn ion can replace one K ions of the pair and 
eliminate the other, it can also thought to expel both the 
potassium ions of a pair and occupy a midway position 
between them. To answer this question, the process of 
crystal formation from saturated solution must be taken into 
consideration, according to which the ions are supposed to 
wander about the nucleus or the seed in search of a most 
comfortable position and once having located it, get settled 
2+ . there. The wandering Mn ion will naturally prefer to take 
a seat at the site of a K ion and once having settled 
there, will not allow another K ion to settle at the 
. . 2+ . 
nearest position. In Mn ion taking a midway position, it 
is to be presumed that the ion has prior knov;ledge that the 
two possible nearest K ion vacancies are not going to be 
+ 2+ 
filled-up by incoming K ions. As the Mn ion can not have 
such prior knowledge, the interstitial substitution may be ruled out. 
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CHAPTER 4 
ULTRA-VIOLET RADIATION EFFECTS ON R, CrO 
^ " 
AND KMnO. : AN EPR STUDY 4 
4.1 INTRODUCTION [1,2] 
Paramagnetic resonance is observed in many diamagnetic 
substances which have been irradiated by visible, 
ultra-violet, x-ray, or nuclear radiations. It may give 
rise to electrons or holes which are trapped within the 
lattice of the crystal (colour centers). It may cause 
breaking of chemical bonds with the formation of free atoms, 
molecules, or radicals with unpaired electrons which can be 
stabilized within the crystal. EPR has been used to 
identify these centers or radicals, to measure its local 
symmetry with respect to the lattice and to obtain 
information about its interaction with the surroundings. 
The first experimental observation of paramagnetic 
resonance in irradiated crystals was by Hutchinson [3] in 
LiF and KCl crystals which had been irradiated with 
neutrons. Further Schneider and England [4] studied the 
effect of x-ray irradiation on KCl crystals. Later, 
paramagnetic resonance absorption has been observed by a 
number of investigators in alkali halides [5-8] and also in 
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several other irradiated crystalline structures, including 
ice and heavy water [9]. Griffiths et al [10] obtained 
hyperfine structure from x-ray irradiated quartz crystals. 
A general theory dealing with paramagnetic resonance from 
F-centres, with special reference to those formed by 
additional alkali metal concentrations has been described 
briefly by Khan and Kittel [11]. 
Nuclear radiation damages on K„CrO. and KMnO. have been 
investigated earlier [12], where the molecules have been 
found to be dissociated into various smaller radicals, such 
3-
as CrO'T, CrO^ , and CrO^ etc. Ultra-violet radiation being 
entirely of different nature, it was thought worthwhile to 
study the effect of U-V radiation on K^CrO. and KMnO. 
crystals by electron paramagnetic resonance. 
4.2 EXPERIMENTAL 
Crystals of K^CrO. were grown from slow evaporation of 
saturated aqueous solution of the salt. Good quality and 
large sized crystals were grown in four-five days. Good 
quality crystals of KMnO. could not be grown and hence they 
were studied in polycrystalline form. The source of 
ultra-violet radiation was 1 KVi Hg-lamp (Phillips, Holland) 
whose light was directly focussed by a quartz lens on the 
sample kept in the microwave resonance cavity. EPR 
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spectrometer was the same that described in chapter 3. All 
the work was carried on at room temperature. 
4.3 RESULTS AND DISCUSSION 
In both the cases, no signal was observed in the 
beginning of irradiation cycle and the first faint signal 
appeared after nearly 15 minutes of irradiation, which grew 
in strength in next 15-20 minutes, after which it got 
stablized at its peak value. Once this irradiation damage 
has been done, it becomes permanent as the signal remains 
undiminished even after the laps of 2-3 months of 
irradiation. EPR signal, both in single crystal and 
polycrystalline samples does not exhibit any direction 
dependence. In both cases, EPR spectrum consists of only 
one signal with practically the same g-value (g for 
K2CrO^ = 1.991 and g for KMnO. = 1.987). 
Seeing the chemical constitution of the two crystals 
and the g-value of the EPR signal in the two cases, it seems 
that the signals in the two cases have a common origin. The 
. . . 2-
common orxgm may be attributed to 0 radical, which might 
have been produced as a result of irradiation by the 
processes given below : 
+ 2-
In K^CrO.; K-CrO. = 2K + CrO. (Normal s t a t e in an ion ic crystal) 
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2CrO^".—^'^ ^^^2^7 •*• °^' 
In K-CrO., chromium has a valency of six and naturally it is 
2- 2-
maintained throughout in the radicals CrO. and Cr„0^ . 
2-None of the radicals except 0 produced m the reaction is 
capable of producing an EPR signal. 
+ — In KMnO.; KMnO. = K + MnO. (Normal state in ionic crystal) 4 4 4 
In KMnO., manganese has a valency of seven and it is 
naturally not disturbed in the reaction. Here also, only 
2-0 IS capable of producing EPR signal. It may be mentioned 
2- + here, that the two new radicals {Cr^O^ and MtiOo) proposed 
to be produced as a result of ultra-violet irradiation in 
the two cases cited above are well known to exist in various 
chemical compounds and participate frequently in various 
2-
chemical reactions. 0 being very light, is mobile in the 
lattice and hence gives orientation-independent signal. A 
little difference of 0.004 in g-value in two cases may be 
due to the difference in matrices. 
Production of 0 as a result of radiation damage has 
been substantiated in several crystals and recently also in 
high temperature superconductors [13]. 
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CHAPTER 5 
EPR STUDY OF NiBr2.6H20 SINGLE CRYSTALS 
5 -1 INTRODUCTION 
There have been several studies on NiBr^ and the 
related compounds [1-5]. EPR works on NKBrO^) 2«6H20 [6], 
NiBr2 [7], NiBr2(NH2)g [8], NiCl2 [7], NiCl2.6H20 [9] also 
have been reported earlier. But a survey of the literature 
revealed that there is no v?ork, on nickel bormide hexa-
hydrate system/ except a study of magnetic properties of 
NiBr2.6H20 [10]. Therefore, we undertook the EPR study on 
single crystals of this compound. 
5.2 BRIEF THEORY [15,16] 
In the case of most hydra ted 3d group ions the magnetic 
electrons are in 3d orbits and approach fairly close to the 
neighbouring water dipoles, so that they are strongly 
exposed to the electric field of these dipoles. The effect 
of the crystal field is then considerably greater than the 
spin orbit coupling. The total splitting are rvlO,000 cm 
for divalent complexes and .-^^  20,000 cm for trivalent 
complexes. The effect of the spin-orbit coupling and any 
non-cubic part of the crystal field arising from a 
distortion of the water octahedron, is to produce further 
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splitting of these ground state levels. These splitting are 
usually of the order of 100 cm to 1000 cm , when there is 
orbital and spin degeneracy and of the order of 1 cm when 
there is only spin degeneracy. Paramagnetic resonance 
transition would normally be induced only between the lowest 
levels; (as shown in fig. (5.1) for nickel), that is within 
a few cm of the ground level. 
Nickel belongs to the first transition group of 
elements with atomic number 28 and outer electronic 
configuration 3d 4S . The ground term of Ni free ion is 
3 F. with the total spin S = 1. 
. 2+ The behaviour of Ni ion under the influence of 
crystalline fields has been investigated theoretically by 
Schlapp and Penney. A cubic field splits the F-state into 
two triplets and a singlet, of which the singlet lies lowest 
and the triplets are of the order of 10,000 cm " higher in 
energy. Any non-cubic part of the crystalline field 
produces a further small splitting of the lowest orbital 
singlet, which has three-fold degeneracy due to spin S=l 
(see fig. (5.1)). For example, a field of axial symmetry 
may give splitting which can be formally represented by the 
2 1 
operator D[S^ - jS(S+l)] in the Hamiltonian, and fields of 
lower symmetries may give additional splittings represented 
2 2 2 + 
by E(S^ - S„). In an axial field when H=0, for Ni ion, 
^ y 
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the levels characterised by M = + 1 are separated from the 
2 
level M=0 by D(l -0) = D. It may be noted here that, this 
splitting usually ranges from 0.5 cm to 5 cm 
The Hamiltonian is given by 
H = g^pHS^ + D[S^ - is(S+l)] (5.1) 
which gives energies + g pH + ^D for the M = + 1 levels and 
2 
energy - rrD for the M=0 level. The allowed transition 
M = + 1 then occur in fields H such that g BH+D=hy, so that 
there is a fine structure in the spectrum, consisting of two 
absorption lines separated in magnetic field by 2D/g B. The 
different values of D have been obtained in different 
studies [11-14] on nickel salts and in all the cases the 
g-value was found to be isotropic and vary from 2.15 to 2.35 
in sample to sample. 'E' is found comparable with D. 
Salt q D cm E cm Reference 
NiS0^.7H20 
Ni(NH^)2(SO^)2.6H20 
NiSiFg.6H20 
2 . 2 
2 .25 
2 . 2 9 
- 3 . 5 6 
- 2 . 2 4 
0 .32 
- 1 . 5 0 
- 0 . 3 8 
0 
[14] 
[13] 
[ 1 1 , 1 2 ] 
In some of the crystals, g, D and E values are reproduced 
above [15]. 
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5.3 EXPERIMENTAL 
Single crystals of NiBr2.6H20 have been grown by slow 
evaporation technique as described earlier in chapter 2. 
The presence of water of hydration, SH-O, was confirmed as 
follows. A known weight of the sample was taken in a 
test-tube and heated to 50 0°C for two hours so that complete 
dehydration taken place from the sample, as can be seen from 
the change of the colour of the substance. The tube is then 
sealed and weighed again. The reduction in weight of the 
sample is calculated and it is found to be equal to 3 3% of 
the original weight of the sample taken. This reduction in 
weight indicates that the original sample was NiBr^.6H„0. 
EPR spectra were recorded on JEOL, JES-RE2X 
spectrometer described earlier, with a field modulation of 
100 KHz. The angular variation study of the spectra was 
done along three mutually perpendicular axis^  A, B and C 
(say). The power spectrum of the sample was also recorded. 
All the experiments were done at room temperature. The 
angular variation of the spectra in BC, CA and AB planes are 
shown in figs. (5.2) and (5.3) respectively. 
The spectra in all the planes consisted of two lines. 
They showed interesting angular variation behaviour. They 
showed a periodicity of 180°. Starting from the position of 
coalescence of two signals (let as say zero degree) for a 
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particular value of magnetic field, they again coalesced at 
a separation of 90° for another value of magnetic field and 
by a further rotation of 90°, they regained the same 
position at the starting point. 
The spectra showed nearly same angular variation 
features both in CA and BC planes. Their splittings were 
also of the same order of magnitude. In AB plane the 
spectrum showed a very little splitting. The splitting and 
angular variation indicate that the symmetry corresponds to 
that of a tetragonal system. The powder spectrum was also 
recorded and gave the value of g =2.02. With this 
^ ^average 
g-value, and then taking the spin Hamiltonian as 
2 
H = gBHS + DSg., spectrum coild not be interpretted. The 
more work is in progress by growing fresh crystals and 
recording their spectra. 
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CHAPTER 6 
PREPARATION, CONDUCTIVITY MEASUREMENTS AND 
EPR STUDY OF SOME SUPERCONDUCTORS 
6.1 INTRODUCTION 
With the discovery of high temperature superconducting 
material, a lot of activities are seen in this field both in 
theoretical and experimental aspects. EPR is a powerful 
tool to study the properties of these materials and to get a 
clue to the mechanisms b^ind the phenomenon. We have 
prepared high-temperature superconducting compounds such as 
YBa2Cu^0„_ , GdBapCu^O-_ and few phases of Bi-Sr-Ca-Cu-0. 
The conductivity measurements were performed. The EPR 
spectrum of YBa„Cu-0_ is recorded and discussed. For thie 
'^  2 3 7-x 
completeness of the topic, a brief discription about the 
development of the subject and structural consideration are 
included in this chapter. 
6.2 DISCOVERY AND DEVELOPMENT 
In the year 1911 Kamerlingh Onnes [1] found that below 
4.15 K the dc resistance of mercury dropped abruptly to 
zero. With that, the field of superconductivity was born. 
The discovery by Bednorz and Muller [2] of superconductivity 
above 30 K in LaBaCuO triggered a flood of research on high 
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temperature superconductivity. Soon R.J. Cava et al. [3] 
showed that T can be increased to about 40 K, if Ba is 
c 
substituted by stronctium in the form La2_ Sr CuO., with 
x;=is0.15. Subsequently, in 1987 superconductivity above the 
liquid nitrogen temperature, in the range 90-95 K was 
discovered by Chu et al. [4] and Wu et al. [5] followed by a 
number of of others [6,7,8] in YBa2Cu_0__ system. Bednorz 
and Muller were awarded Nobel prize in physics in 1987 for 
their work. A sequence of new materials has subsequently 
been discovered with T >100 K, in the Bi-Sr-Ca-Cu-0 system 
c ^ 
[9] and in the Tl-Ca-Ba-Cu-0 system [10,11,12], which has 
the highest T reported being 125 K. 
6.3 STRUCTURAL CONSIDERATIONS 
Structural studies of cell parameters [13-14] 
established without doubt that the phase which give rise to 
superconductivity in YBa^Cu-0^_ , where x<0.5, (also known 
as 123 compounds), has orthorhombic structure. This 
compound have a layered structure (a-b plane) with c large 
compared to a and b. For YBa2Cu,0^_ the superconductivity 
is observed for 0 <_ x <_ 0.5, for which the structure is 
orthorhombic upto about 700 K. For x between 0.5 and 1 the 
structure is tetragonal with no superconductivity. It is 
found the yttrium in YBa2Cu^0^_ can be replaced by most of 
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the other trivalent rare earth ions with only small changes 
in T , as long as the structure is orthorhombic and x < 0.5. 
For clarity we illustrate the structure of YBapCu^O^_ and 
La„_ M CuO. (M = Ba,Sr,Ca) in fig. (6.1) [31]. From 
fig. 6.1(a) and (b), it can be seen that the structure of 
YBa^Cu-O^ is related to a cubic perovskite with one of the 2 3 7-x '^  
cube axes being tripled [13-16] with oxygen deficiencies 
[14,17]. There are two dimensional network of Cu-0 atoms in 
the a-b plane and one dimensional Cu-0 chain along the 
b-axis. It has been argued that superconductivityin this 
compound is somehow related to the existence of Cu-0 layer. 
The room temperature structure of La,_ Ba CuO. is found 
to be body-centered tetragonal fig. (6.1c) with space group 
14/miTun. A tetragonal-to-orthorhombic phase transition 
occurs in La«_ M CuO._ at low temperature relevent to T . 
Among the bismuth compounds 2122 phase has been the 
most extensively studied [18,32], The perovskite-like unit 
in 2122 phase is remarkably similar to that in 123 canpound; 
the Ca and Sr cations in 2122 phase play the same roles as 
the Y and Ba cations in 123 compound. The linear chains in 
the 123 structure are replaced by the Bi-0 bilayers, proving 
that linear chains are not essential for high-temperature 
superconductivity. 
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6.4 SAMPLE PREPARATION 
Three methods are known for the preparation of high-T 
materials, namely the solid state process, the 
coprecipitation process and the sol-gel technique. Out of 
these the solid-state reaction method is the most widely 
used technique and we also used this method. This method 
consists of grinding of constituents in proper proportion 
and then firing at high tonperature Cii900''C. Calcination 
is to be done for approximately 24 hours with a few grinding 
in between. The powder is then pelletised and sintering is 
done at a more higher temperature for a suitable time. 
Finally annealing is done in presence of oxygen at 7 00"C 
for few hours. 
In the coprecipitation process the starting materials 
for calcination are produced by precipitating them together 
from solution. This has the advantage of mixing the 
constituents on an atomic scale. In addition the 
precipitates may form fine power whose uniformity can be 
controlled. Once the precipitate has been dried, calcining 
can begin as in the solid state process. 
In sol-gel technique an aquous solution containing the 
proper ratios of barium, copper and yttrium nitrates is 
emulsified in an organic phase and the resulting droplets 
are gelled by the addition of a high-mole<?illat'-%wf-gR!5i 
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primary amine which extracts the nitric acid. 
In the present work we prepared compounds, 
YBa„Cu-,0_ , GdBa^ Cu-,0-, and Bi-Sr-Ca-Cu-0 with different 2 3 7-x 2 3 7-x 
composition (i.e. 1111, 2223, 2122). Here we will explain 
the method of preparation of 123 system. 
The powders of Y-O-s (99.9 wt %, Loba chemic and CDH) 
BaCO^ and CuCO^ (both 99.9 wt %, SD Fine chem) are mixed in 
the ratio Y:Ba:Cu = 1:2:3. The mixture is grinded v/ell in a 
pestle and mortar and heated in a crucible to SOO^C in a 
furnace - the process knov>/n as calcination - for 6-12 hours. 
The compound is taken out of the furnace after cooling 
slowly and pulverized well and again heated to 90 0°C for 
several hours. This process (pulverization and calcination) 
repeated three to four times so that inhomogonety is 
removed. The powder is then made into pellets of 1.1 an 
diameter and 0.1 cm thickness, applying a pressure of 8.5 
metric ton on the sample using a hydraulic press (Carver Lab 
Press, USA). The pellets are again heated to 950°C for 
12-36 hours known as sintering. Now it is allowed to cool 
slowly (at a rate of 10 0° to 150° per hour) to room 
temperature. Slow cooling from the elevated temperature is 
important for producing the low temperature orthorhombic 
superconductor phase. 
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In the case of bismuth compounds the calcination 
temperature was 825°C and the sintering temperature was 
875°C. 
6.5 CONDUCTIVITY MEASUREMENTS 
To check whether the sample prepared by the above 
method is superconducting or not and to determine the 
transition temperature we adoped the four-probe technique. 
For conductivity measurements the pellet of 
superconducting sample was fixed on a strip of printed 
circuit bond. Four strips were drawn on the pellet with 
silver paste, which acted as electrodes and which were 
connected to the four conducting paths in the PCB. These 
four conducting paths are used for further connection to 
other part of the circuit. A constant current I = 10 mA is 
passed through the sample using the two outer terminals on 
the pellet. From the two inner terminals connection are 
given to a sensitive voltmeter, on which we can read the 
potential drop (V) across this terminals. Resistance is 
measured by the ratio V/I. The apparatus used in our 
arrangement was the four probe set-up (model FP-OOl, 
Scientific equipment, Roorkee). We also employed self made 
technique for measurements of voltage and current. The 
current was fed through by a battery (0-5 V) connected in 
series with a potentiometer (10 0 K-f^ ) and the potential drop 
was measured using a sensitive multimeter. The accuracy in 
the later was better. 
The sample with all the connections are now fixed at 
one end of a long (1.25 m) hollow metallic tube. The 
connecting wires from the pellet passed through this tube 
and soldered at a lug-strip fixed at the other end of the 
hollow tube. Further connections were made from this 
lug-strip. A copper-constantine thermocouple also fixed 
near the sample, so that the temperature at the sample can 
be directly monitored. To start the resistance 
measurements, the resistance at room temperature is noted. 
Then the hollow tube with the sample is slowly lowered in a 
nearly half-filled liquid nitrogen container. There will be 
a temperature gradient inside the container and if the 
sample is placed at different distances from the level of 
liquid nitrogen in the jar and allowed sufficient time for 
temperature to equilibrate, different temperature can be 
obtained for performing the experiment. In this way, the 
resistance at different temperatures were measured. The 
resistance vs temperature graph of YBapCu^O^_ , GdBa~Cu-,0^ _ 
and Bi^Sr-Ca^Cu^O system are shown in fig. (6.3). 
In the case of yttrium and gadolium compounds a sudden 
fall in resistance in the range 200 K to 225 K was observed 
many times. Below this temperature they had a very slowly 
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diminishing resistance till the transition temperature where 
it suddenly become lower than that could be measured by the 
instrument. The transition temperature varied a little from 
sample to sample but it always lay in the range 90K to 77K. 
Among the bismuth ccmpounds 2 223 combination is found 
to be better. The substitution of yttrium with gadolium or 
europium make only small change in T . 
In a number of cases it is observed that once the 
resistivity measurements are performed on a sample, the 
contact resistance between the sample and the silver paste 
increases, thereby showing a higher resistance at all the 
temperatures. To obviate this defect, before each 
measurements, a fresh silver contact was made. 
6.6 EPR SPECTRUM OF YBaJC\320^_ 
It is a well established fact that, copper in all the 
superconducting materials has a key role in their properties 
9 1 
copper (3d , 5=^ 5 and 1=^) has a doublet ground state and 
there can be a distinct EPR line with g-value -^2. Local 
arrangements around copper ion can be investigated with the 
help of EPR and information about the environmental 
symmetry, electronegativity as well as bonding with the 
nearest neighbours can be obtained. With this aim a lot of 
work has been performed on this system [19-21]. Most of 
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these results have shown, in general, the same features of 
the EPR spectra as obtained by us (fig. 6.4), but the 
interpretations about the resonance observed are not in 
agreement [20-25]. The main divergence comes from the fact 
2+ that some authors attributed the observed resonance to Cu 
ions located in the superconducting compounds and others to 
the impurity phases which might be present in the sample. 
For example Barucci et al [19] observed a signal in the 
2+ free-spin region which they attributed to Cu ions m the 
superconducting material. Castilho et al [22] argued that 
2+ the signal they observed comes from Cu ions located m an 
anisotropic environment. But Vier et al [23] suggest that 
all the EPR signals in different experiments are not 
intrinsic to the superconducting phase, but due to impurity 
phases. In their opinion BaCuO« is a main source of EPR 
signal in these systems. Balestrino et al [25] investigated 
EPR of YBa2Cu^0^_ over the temperature range 77-298 K and 
observed hyperfine splitting with an approximate A-value 
of 72G. 
Mesquita et al [26], in spite of two inequivalent Cu-ion 
sites in the crystal structure of this material, justified 
2+ the observed single signal in the following lines. The Cu 
ions at different sites are so close that the exchange 
energy between these ions is large enough as compared with 
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the hyperfine parameter so that whole hyperfine structure 
collapses to only one line. Also when the difference 
between the Zeeman energies for the two sites is less than 
the exchange, the two lines corresponding to the two sites 
may also collapse to only one resonance. In this paper also 
2+ they concluded that the resonance attributed to Cu are 
only due to the impurity phases and not from the 
superconducting phase. This support the \-/ork of Bowden et 
al [24] and Vier et al [23]. 
Those who argue that the signal observed is not from 
the superconducting phase take support from the observed 
fact that the impurity phases such as Y^ Cu„Ot-, BaCuO^ and 
Y^BaCuOnf (also known as green phase) prepared separately, 
also shows almost the same spectrum as that obtained in the 
superconducting sample [26,27], It is also experimentally 
found that more and more pure the sample prepared, less and 
less will be the intensity of the signal [26]. 
Mehran et al [28] claims that it is almost certain that 
; ; • 2+ 
the intrinsic: Cu. signal is absent in a pure 
superconducting phase. A plausible explanation for this on 
2+ 2+ the basis of Cu -Cu pair formation with spin singlet 
ground state is given by them. 
Sastri et al [29] and Ruth Jones et al [30] observed a 
low field absorption below T . Former suggested that the 
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low field microwave absorption in the superconducting 
YBa^Cu^O- could be attributed to a large zero field 2 3 7-x ^ 
splitting arising from the dimerization of electron spins on 
copper pairs. They argue that individual spins responsible 
for superconductivity are formed and dimerized only at T , 
with their intensity sharply increasing below T . 
The electron paramagnetic resonance spectrum for a 
powdered sample of YBa„Cu^O«_ prepared by us, as described 
earlier, at T = 293 K is shown in fig. (6.3). It is observed 
that depending on the amount of sample taken in the sample 
tube the spectra shows different features in their intensity 
and splitting. Spectrum I is obtained with a receiver gain 
of 4 and moderate amount of material in the tube. 
Spectrum II is obtained with a gain of 250 and very little 
amount of material in the sample tube ( 1/1000 part of the 
first case). This spectrum is almost similar bo the spectra 
recorded by de Mesquita et al [26] and Ruth Jones et al [2 7] 
The g value is found to be equal to g =2.16 and g = 2.11. 
From above it can be inferred that there is divergence 
of opinion regarding the origin of EPR signal in high-T 
superconductors. Therefore, we have made an elaborate plan 
to study EPR of these ceramics under different conditions. 
The presentwork contain only a preliminary report. 
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