Peak picking is an early key step in MS data analysis. We compare three commonly used approaches to peak picking and discuss their merits by means of statistical analysis. Methods investigated encompass signal to noise ratio (SNR), continuous wavelet transform (CWT) and a correlation-based approach using a gaussian template.
Introduction
Peak picking is an early key step in MS based proteomics and crucial for data analysis. It goes hand in hand with smoothing, baseline correction and peak alignment within a general workflow of preprocessing steps that allows for subsequent statistical data analysis and biological interpretation. Preprocessing of MS data aims at transforming a big amount of raw spectral data (usually > 30K data points) into a much smaller, statistically manageable set of peaks. Subsequent data analysis will typically aim at biomarker discovery or sample classification. Comprising tens of thousands of data points in each spectrum, mass spectrometry data is inherently noisy. The main sources of noise are chemical in nature such as interference from matrix material and sample contamination or electrical noise which is dependent on the analytical set-up employed [1] . As a result, various algorithms differing in principle, implementation and performance have been proposed to address these problems.
A typical preprocessing workflow comprises the following three steps: (See figure   1 for a schematic illustration and exemplary visualization of each step)
• Data Smoothing: Smoothing mainly aims at removing high frequency noise.
Beyond traditional signal processing techniques like Savitzky Golay filter [2] , Mean/Median filter or Gaussian filters also wavelet based techniques are employed for data smoothing [3] , [1] .
• Baseline Correction: Baseline correction intends to remove low frequency noise and thus eliminates the correlation of nearby features. Typically methods like Top Hat filter [4] , Loess derivative filters [5] or linear splines are applied to estimate the baseline.
• Peak Picking: The number of proposed methods for peak detection is immense.
Most common algorithms make use of signal to noise ratio (SNR), continuous The preprocessing workflow is typically composed of the steps: smoothing, baseline correction and peak picking. In the course of preprocessing a raw spectrum is transformed into a peak list suitable for further statistical analysis.
wavelet transform (CWT) [6, 7] or model functions like Gaussian function used as templates for peak detection (see section 2 for more details).
A large variety of software packages implementing the complete workflow is available. Common software tools are R or Bioconductor packages msProcess or PROcess [8] , Matlab packages LIMPIC [9] or Cromwell [3] , the comprehensive C++ library OpenMS [10] , [11] and, of course, the proprietary software packages that come with the analytical equipment.
In this article we will focus on three different peak detection algorithms (SNR, CWT and Template-based approach), illustrate their principles in an intuitive manner and compare them in terms of sensitivity and specificity using ROC curves. We have selected these tree algorithms since they are very popular and widely-used. Furthermore all tree of them are very different and derived from distinctive theoretical motivations. Many extensions or combinations for these algorithms have emerged over the last years. For a more comprehensive overview including different techniques for smoothing and baseline correction see Yang et al. [12] . While Yang et al. give a comprehensive overview on publicly available software briefly describing the applied methods, our interest in this article is rather the demonstration of the working principle of the algorithms employed in these public software packages. Following up the evaluation of available peak detection algorithms by Yang et al. Liu et al. [13] compared different feature selection and classification algorithms in a similar way.
Data set
To evaluate the different algorithms we used data obtained by MALDI-TOF MS analysis of 259 blood plasma samples from 56 different mice taken at 5 different time points. Plasma MS profiles were obtained using an Ultraflex MALDI-TOF/TOF mass spectrometer (Bruker Daltonics, Bremen, Germany). Spectra were acquired automatically for the m/z range of 700-10000. The amount of plasma obtained for each sample varied between 0 and 12 µl. Since 5 µl were needed for each sample preparation, it was possible to perform up to two sample preparations. In a few cases only one or no sample preparation could be performed. From each sample preparation 4 replicate MALDI spectra were acquired, resulting in a total of up to 8 technical replicates per sample.
The total number of mass spectra acquired was more than 2100. Prior to any data processing described in this article technical replications are averaged reducing the number of spectra to 258. For averaging multiple spectra we applied a peak alignment strategy [14] .
Peak Picking

Algorithms
The three common peak detection algorithm we will focus on are Signal to noise ratio (SNR), Template based peak detection and Continuous Wavelet Transform (CWT).
We have selected these three algorithms since they are very popular and widely-used.
For the SNR and template-based approach we used an in-house implementation while for CWT we used the R package msProcess. For instance in the Bioconductor package PROcess [8] MAD of points within a window is used. For this analysis we follow the second approach defining noise as background of the spectrum. We estimated the background using Top Hat filter [4] with small window size. Having defined the noise we calculated the signal to noise ratio. Peaks are than identified by searching a local maximum of points withing a certain neighborhood (e.g. about expected peak width) having a SNR bigger than a given threshold. 
Reference Peaks
In order to evaluate the peak picking algorithms we defined a set of reference peaks. A peak picking algorithm can then be evaluated in terms of sensitivity (how many of the reference peaks are found) and specificity (how many of the found peaks are part of the reference set). An optimal algorithm has high sensitivity and high specificity.
The reference set was created in a semi-automatic process. To this end we initially picked peaks manually and subsequently optimized peak positions automatically. This procedure ensures a high quality reference set containing very prominent peaks as well as peaks situated in the rising or falling edge of another peak or peaks with poor signal intensities. All in all the reference set contained a total of 381 peaks. The second part of figure 2 shows the signal to noise ratio along the mass window of the mean spectrum. The SNR threshold used for peak identification was 1.75 indicated as horizontal dashed line. Using SNR we identified 22 peaks in this mass range whereas we found 69% of our reference peaks (with the SNR threshold of 1.75). With this threshold we did not find any peak that was not part of the reference set.
The third box in figure 2 visualizes the performance of template-based peak detection. The correlation coefficients along the spectrum are shown. The correlation threshold of 0.6 is indicated as horizontal dashed line. All in all we found 31 of the 33 reference peaks (94%) indicated as dots above the peaks. We also found one peak that is not within the reference set (false positive) shown as asterisk above the peak.
The last part of figure 2 demonstrates the peak picking using wavelet transform.
The first 7 daughter wavelets are shown. Compared to the other two methods the peak picking is complicated by the fact that information from different time-scale domains has to be combined (see chapter 2.1 for more details). The reference peaks again appear as vertical dashed lines and the picked peaks are marked above the peaks.
Using CWT we identified 97% of the peaks but also got two false positive hits (marked with asterisks above the peaks). 
Evaluating peak picking algorithms
As already mentioned in section 2.2 the reference peak set can be used to calculate values for sensitivity and specificity. That in turn can be used to generate ROC curves (see figure 3 ). ROC curves are calculated by scanning the threshold values of the different algorithms e.g. changing the correlation threshold in the template based approach (for an illustration of the threshold operation see figure 2 ).
Stability
The combination of smoothing and baseline correction defines a bandpassfilter removing high and low frequency noise. Parameter tuning of those preprocessing steps affects the signal and noise the peak picking algorithms have to deal with. In order to evaluate the sensitivity to noise we added different quantities of high frequency noise (white noise). Since the observed error behavior for MS spectra indicates a multiplicative error behavior on log scale data (not shown), we added a normally distributed noise with mean = 0 and an error of 2%, 4% and 10%. The performances of the three methods are affected to a very different degree (see figure 4 for the ROC curves). The signal to noise ratio is very sensitive to noise and the ROC curve worsens dramatically. The other two algorithms are much more robust. While on perfectly smoothed data the template correlation approach seems to be the method of choice, for noisy data the advantage of the template-based approach decreases and CWT shows the best performance. In conclusion the three presented peak picking algorithms show a different sensitivity to noise and therefore to the number of spectra and the choice of parameters for preprocessing steps.
In order to get more insight into how noise influences the peak detection figure 5 gives a demonstration of the algorithm's performances on noisy data. The first row shows the raw spectra and the baseline. Signal to noise ratio is depicted in the second row of figure 5 . Here the noise is even amplified due to the ratio calculation leading to an increased number of false positive peaks (see the asterisks). The template correlation approach is more robust but since this method is only assessing the shape and not the intensity even small fluctuations may result in high correlation coefficients. Thus 
Discussion
The three different peak picking algorithms investigated here are distinct in terms of complexity, performance and stability. But all three methods have a common parameter: the estimated peak width. There are different ways to estimate the optimal peak width. For instance OpenMS [10] , [11] as a freely available MS processing library offers the possibility to measure the peak width manually using graphical interface or the peak width can be estimated by the CWT algorithm itself.
For an overview of the advantages and disadvantages of the algorithms see table 1.
Signal to noise ratio as a universally used signal processing technique is computationally fast, easy to implement and shows good performance on smoothed data. However, it is not very specific for this task as it ignores the shape of the peak. Since the noise is an integral part of the algorithm it is very sensitive to noise and therefore strongly depends on the quality of the data and on the performance of previously performed smoothing and baseline correction steps.
The template-based approach is much more specific for the peak picking task assuming peaks to be shaped like a gaussian function. This assumption, however, might often not be exactly applicable because peaks may show a considerable asymmetry.
Depending on the experimental parameters, particularly laser energy, significant deviation from a Gaussian peak shape can be globally obtained. Although this method has only a few parameters, it appears rather robust for lower levels of noise. However for high levels of noise the performance decreases.
CWT is like SNR a very universal signal processing technique used for many different tasks. Contrary to SNR the algorithm is complex and is computationally expensive. The large number of parameters allows for tuning CWT to be very specific for this task taking into account the shape of the peak. As smoothing is an intrinsic part of the algorithm CWT is very robust even for substantial amounts of noise. On the other • slow performance
• difficult to tune -high number of parameters Table 1 : Summary of advantages and disadvantages of the three presented peak picking algorithms.
hand tuning of the algorithm is difficult due to the large set of parameters.
For perfectly smoothed data all three methods show good performances but CWT seems to be little worse than the other two. For data including a substantial amount of noise CWT clearly outperforms the other methods in terms of sensitivity and specificity.
Both, the template based approach and CWT show good performances including a robustness for noise. Figure 6 shows two example peaks for the different peak detection using these two algorithms. In the upper row the peak at m/z 1846 was identified only with CWT while in the lower row the peak at m/z 4052 was detected only with the template-based method. The shortcoming of the template-based approach is clearly visible since the peak at m/z 1846 is not shaped like a gaussian function resulting in lower correlation coefficients. Hence this peak could not be detected using a gaussian function as template. In contrast the peak at m/z 4052 shows a good matching gaussian shape, facilitating peak detection by correlation. CWT does not find this peak since there are not enough wavelets above threshold (in this case there are only The reference set we used for evaluation was manually created assuming the human eye to be a good peak detector. With this procedure we assure that the reference set is constructed without giving preference to any algorithm. Looking at the spectra and the visualization of the three algorithms (figure 2) we see that there is one peak identified with correlation based approach and CWT (indicated as asterisks) and even with a higher SNR that was not classified as a peak using the human eye. However, remarkably the three algorithms differ in exactly this peak underlining that in general peak picking is a non-trivial task.
14 ¡ For MALDI-TOF data adequate preprocessing is required in order to allow subsequent statistical data analysis such as biomarker discovery or sample classification.
¡ Preprocessing workflow typically comprises algorithms for data smoothing such as Mean filter or Savitzki Goley filter, baseline correction like Top Hat filter or Loess derived filters and peak picking such as SNR, CWT or template based approaches.
¡ The main objective is to transform the big amount of raw spectral data into a much smaller, statistically manageable set of peaks.
¡ The number of algorithms implementing peak picking is large. The various algorithms differ in performance, implementation and theoretical motivation. ¡ Approaches based on SNR are rather simple, easy to use and fast but also sensitive for noise. Moreover the shape of the peak is ignored completely.
¡ Template-based approaches are simple, easy to use and robust to limited noise.
But they can only detect peaks shaped like the used template function and they are vulnerable to strong noise.
¡ CWT shows good performances and is stable even for strong noise but more complicated, difficult to tune and therefore harder to use and understand.
¡ Every algorithm has pros and cons as it fails in finding certain types of peaks.
Template based approach fails to detect peaks differing in shape from used template. CWT tends to miss thin peaks surrounded by higher ones.
¡ The definition of the reference peak set is a crucial step for evaluating the different algorithms. Neither the human eye nor some automatic peak detection algorithm can guarantee to detect all peaks. Still, regarding a sensitivity and specificity of 0.9, the majority of the peak show good agreement of the used algorithms and the human eye.
