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a b s t r a c t
Let F be a field and let G be a finite graph with a total ordering on
its edge set. Richard Stanley noted that the Stanley–Reisner ring
F(G) of the broken circuit complex of G is Cohen–Macaulay. Jason
Brown gave an explicit description of a homogeneous system of
parameters for F(G) in terms of fundamental cocircuits in G. So
F(G) modulo this hsop is a finite dimensional vector space. We
conjecture an explicitmonomial basis for this vector space in terms
of the circuits of G and prove that the conjecture is true for two
infinite families of graphs. We also explore an application of these
ideas to bounding the number of acyclic orientations of G from
above.
Published by Elsevier Ltd
1. Simplicial complexes and chromatic polynomials
Let E be a finite set and let ∆ be an abstract simplicial complex on E, i.e., a non-empty family of
subsets of E such that S ∈ ∆ and T ⊆ S implies T ∈ ∆. The elements S of ∆ are called faces. We will
assume henceforth that∆ is pure of rank r which means that all maximal faces S have |S| = r where
the absolute value sign denotes cardinality. Let fi = fi(∆) be the number of S ∈ ∆ with |S| = i. Then
∆ has f -vector
f = f(∆) = (f0, f1, . . . , fr)
as well as f -polynomial
f (x) = f∆(x) = f0 + f1x+ · · · + frxr
where x is a variable. Henceforth we will continue the practice of appending ∆ in parentheses or
as a subscript when we wish to specify the complex, even if we do not do so in the corresponding
definition.
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Another important invariant of∆ is its h-vector. Define a polynomial
h(x) def= (1− x)r f
(
x
1− x
)
= f0(1− x)r + f1x(1− x)r−1 + · · · + frxr .
Let hi be the coefficient of xi in h(x) so that h(x) =∑i hixi. Then the h-vector of ∆ is
h = (h0, h1, . . . , hr).
It will sometimes be convenient to extend the range of definition of the fi and hi by letting fi = hi = 0
if i < 0 or i > r .
Now suppose that G is a finite graph with vertices V = V (G) and edges E = E(G). We allow
loops and multiple edges and will use the notation p = |V | and q = |E|. We will also write v ∈ G
for v ∈ V (G) and e ∈ G for e ∈ E(G) if it is clear from context whether we are talking about
the vertices or edges of G. A coloring of G is a function c : V → {1, 2, . . . , λ} and c is proper if
c(u) 6= v(v) for all edges uv ∈ E. Consider G’s chromatic polynomial, P(G) = P(G; λ), which is the
number of such proper colorings. Note that if G has a loop then P(G; λ) = 0. It is well known that if G
is loopless then P(G; λ) is a monic polynomial of degree p in λwhose coefficients alternate in sign. By
writing
P(G; λ) = f0λp − f1λp−1 + · · · + (−1)pfp (1)
one can give the following interpretation to the coefficients fi.
Let C = C(G) denote the set of cycles of Gwhich will also be called the set of circuits. Suppose G is
ordered in that the edge set E has been given a linear ordering e1 < e2 < · · · < eq. Then each C ∈ C
gives rise to a broken circuit
C = C −min C
where min C is the smallest edge of C in the linear ordering. The broken complex of G, ∆(G), is the
family of all subsets of E which do not contain a broken circuit. It is easy to see that ∆(G) is a pure
abstract simplicial complex. Wilf [1] was the first to consider this family of sets as a complex. In fact,
∆(G) is intimately connected with the chromatic polynomial as can be seen in the following result
which dates back to Whitney [2], although he did not state it in this form.
Theorem 1.1 ([2]). Let P(G; λ) have coefficients fi as defined by (1). Then
fi = fi(∆(G)), 0 ≤ i ≤ p. 
One can think of expansion (1) as being generated by a sequence of deletions and contractions
expressing P(G; λ) as a linear combination of chromatic polynomials of graphs with no edges. One
could use chromatic polynomials of trees instead, or equivalently expand P(G; λ) in terms of the basis
{1} ∪ {λ(λ− 1)i : i ≥ 0} for the ring of polynomials in λ. So define coefficients hi by
P(G; λ) = h0λ(λ− 1)p−1 − h1λ(λ− 1)p−2 + · · · + (−1)php. (2)
The next result follows easily from the previous theorem and the definitions.
Corollary 1.2. Let hi be as in Eq. (2). Then
hi = hi(∆(G)), 0 ≤ i ≤ p. 
Our goal is to give an explicit combinatorial description of the hi directly in terms of the
broken circuits of the graph. In order to do this, we will need some machinery from the theory of
Cohen–Macaulay rings.
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2. Cohen–Macaulay rings and monomial ideals
Consider the polynomial ring F [x] = F [x1, x2, . . . , xq]where F is a field and x = {x1, x2, . . . , xq} is
a set of variables. If E = {e1, e2, . . . , eq} then any S ⊆ E has corresponding monomial
xS =
∏
ei∈S
xi.
Now given any simplicial complex∆ on E we form its Stanley–Reisner ring, F(∆), by modding out by
the non-faces of∆, i.e.,
F(∆) = F [x]
/〈
xS : S 6∈ ∆〉
where 〈·〉 denotes the ideal generated by the polynomials in the brackets. Note that since we are
generating an ideal, it suffices to consider the xS where S is a minimal non-face of∆.
If G is an ordered graph, then define
F(G) def= F(∆(G)) = F [x]
/〈
xC : C ∈ C(G)
〉
wherewe identify a (broken) circuitwith its edge set. This ring has a homogeneous systemof parameters
(hsop) of degree one, i.e., a set of polynomials θ1, . . . , θr ∈ F [x]which are homogeneous of degree one
and satisfy:
1. θ1, . . . , θr are algebraically independent, and
2. F(G)/〈θ1, . . . , θr〉 is a finite dimensional vector space over F .
Brown [3] gave an explicit construction of an hsop as follows. In order to simplify arguments, we will
assume for now that F = Z2, the integers modulo two. In the last section, we will describe how to
modify these ideas so that they will work over an arbitrary field.
First note that if G has blocks (maximal subgraphs having no cut-vertices) G1,G2, . . . ,Gb, then we
have the ring isomorphism
F(G) ∼= F(G1)⊗ F(G2)⊗ · · · ⊗ F(Gb) (3)
where⊗ denotes tensor product. This is because any cycle of Gmust be entirely contained in one of
its blocks. So there is no loss of generality in assuming that G is a block and, in particular, that G is
connected. Let T be a spanning tree of G. For each edge e ∈ T , let T ′e and T ′′e be the components of T−e.
So e defines a fundamental cocircuit
De = De(G) = {uv ∈ E(G) : u ∈ T ′e, v ∈ T ′′e }
as well as a homogeneous degree one polynomial
θe =
∑
ei∈De
xi. (4)
Since this construction will be crucial, we illustrate it with an example. Consider the graph G and
its spanning tree T given in Fig. 1. For simplicity we have labeled the edges 1, 2, . . . , 7 rather than
e1, e2, . . . , e7. Then we have
θ4 = x4 + x1 + x2,
θ5 = x5 + x1 + x3,
θ6 = x6 + x1 + x2 + x3,
θ7 = x7 + x3.
For any graph G, we have the following result.
Theorem 2.1 ([3]). If G is a connected graph and T a spanning tree then the set of polynomials defined
by (4) for e ∈ T is an hsop for Z2(G). 
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Fig. 1. A graph G and spanning tree T .
Continuing with the general development, let Mon(x) = Mon(q) denote the set of monomials in
F [x] = F [x1, x2, . . . , xq]. We will sometimes not distinguish between these monomials considered as
elements of either F [x] or some quotient of the polynomial ring. A subset L ⊆ Mon(q) is a lower order
ideal (or down set) if whenever m ∈ L and n ∈ Mon(q) divides m, then n ∈ L. Similarly, U ⊆ Mon(q)
is an upper order ideal (or filter) if wheneverm ∈ L and n ∈ Mon(q) is divisible bym, then n ∈ L. Note
that U is an upper order ideal if and only if Mon(q)− U is a lower order ideal. If S ⊆ Mon(q) then the
lower and upper order ideals generated by S are
L(S) = {n ∈ Mon(q) : n dividesm for somem ∈ S},
U(S) = {n ∈ Mon(q) : n is divisible bym for somem ∈ S}.
Macaulay [4] showed that after modding out by an hsop, one can always find a basis of monomials
which forms a lower order ideal. Also, Stanley [5] connected such a basis with the h-vector.
Theorem 2.2 ([4,5]). Suppose that I is an ideal of F [x] and that θ1, . . . , θr form an hsop for F [x]/I . Then
the ring
R = F [x]
I + 〈θ1, . . . , θr〉
has a basis L which is a lower order ideal of monomials.
Suppose further that F [x]/I is Cohen–Macaulay and F [x]/I ∼= F(∆) for some simplicial complex ∆
with h-vector h = (h0, . . . , hr). Then
hi = number of monomials of total degree i in L. 
Now consider a graph Gwith a spanning tree T and define I(G) to be the ideal of F [x] generated by
the monomials xC for C ∈ C(G). We wish to give an explicit basis for the ring
R(G) = F [x]
I(G)+ 〈θe : e ∈ T 〉
which is a lower order ideal ofmonomials. First, however, wewish to show that we have a basis inside
Mon(y) for a subset y of x.
An ordering e1 < e2 < · · · < eq of E(G) will be called standard if the last p− 1 edges in the order
form a tree. From now on we will assume that all our orderings are standard and take our spanning
tree T = T (G) to be the one determined by the last edges in the order. It will also be convenient to
denote the number of edges not in T by k = q − p + 1. We will show that our basis can be taken in
Mon(y)where y = {x1, x2, . . . , xk}.
We now return to working over Z2. Suppose k < j ≤ q and write Dj for Dej and θj for θej . Then since
θj = 0 in R(G)we have
xj =
∑
ei∈(Dj−ej)
xi (5)
1790 J.I. Brown, B.E. Sagan / European Journal of Combinatorics 30 (2009) 1786–1800
where xi ∈ y for all xi appearing in the sum. For each C ∈ C let pC = pC (y) be the polynomial obtained
from xC by substituting in the sum in Eq. (5) for xj for each j > k. Consider the ideal
J = J(G) = 〈pC : C ∈ C〉.
We immediately have the following result.
Proposition 2.3. If G is a connected graph and F = Z2 then
R(G) ∼= Z2[y]
J(G)
. 
Returning to our running example, we convert the list of circuits in G into polynomials using the
equations for θ4, . . . , θ7.
C1 = {1, 4, 5, 6}, xC1 = x4x5x6, pC1 = (x1 + x2)(x1 + x3)(x1 + x2 + x3),
C2 = {2, 4, 6} xC2 = x4x6, pC2 = (x1 + x2)(x1 + x2 + x3),
C3 = {3, 5, 6, 7} xC3 = x5x6x7, pC3 = x3(x1 + x3)(x1 + x2 + x3),
C4 = {1, 2, 5} xC4 = x2x5, pC4 = x2(x1 + x3),
C5 = {1, 3, 4, 7} xC5 = x3x4x7, pC5 = x23(x1 + x2),
C6 = {2, 3, 4, 5, 7} xC6 = x3x4x5x7, pC6 = x23(x1 + x2)(x1 + x3),
C7 = {1, 2, 3, 6, 7} xC7 = x2x3x6x7, pC7 = x2x23(x1 + x2 + x3).
Wewill now pick a specific monomialmC from each pC and these will be used to define the lower
order ideal of monomials being sought. For 1 ≤ i ≤ k, the graph T + ei has a unique circuit Ci and
these circuits will be called fundamental. We label the non-fundamental circuits in some order as Ci
for i > k. Also define
di =
{
i if i ≤ k,
min{j : ej ∈ Di} if i > k.
Now let
mC i =

x|C i|i if i ≤ k,∏
ej∈C i
xdj if i > k.
It is easy to see from the definitions that mC is indeed a term in the polynomial pC . Finally, define
upper and lower order ideals
U(G) = U(mC : C ∈ C(G)) and L(G) = Mon(k)− U(G).
Note that all these quantities depend on the ordering imposed on the edges and not just on the
graph itself, even though our notation does not reflect that. It is L(G) which will be our candidate
as a monomial basis for R(G).
Continuing with our example, C1, C2, and C3 are fundamental with 4, 3, and 4 edges (respectively)
and so
mC1 = x31, mC2 = x22, mC3 = x33.
The monomialsmC for the other four circuits are obtained by taking the variable of smallest subscript
in each factor of the corresponding pC , so
mC4 = x1x2, mC5 = x1x23, mC6 = x21x23, mC6 = x1x2x23.
Thus R(G) should have as basis
L(G) = Mon(3)− U(x31, x22, x33, x1x2, x1x23, x21x23, x1x2x23)
= {1, x1, x2, x3, x21, x23, x1x3, x2x3, x21x3, x2x23}
and this can be verified directly.
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A graph for which there is an ordering of E such that L(G) is a basis for R(G)will be said to have a no
broken circuit basis or NBC basis. The rest of this paper is organized as follows. In the next section we
will prove a general theorem about when a block has an NBC basis. In Section 4 we will apply these
ideas to show that two infinite families of graphs do indeed have NBC bases. Section 5 will be devoted
to giving an upper bound for the number of acyclic orientations for a graph with an NBC basis. We
also compare this bound to others in the literature. We endwith some comments and open problems,
including a possible approach to proving our conjecture that every graph G has an ordering which
produces an NBC basis for R(G).
3. Graphs with NBC bases
In order to show that a graph G has an NBC basis, we could try induction on the number of edges.
Since the chromatic polynomial is involved, this would entail deletion and contraction. If e ∈ E(G)
then let G\e and G/e denote G with e deleted and with e contracted, respectively. Since loops and
multiedges are allowed, both G\e and G/ewill have exactly one less edge than G. An elementary fact
about the chromatic polynomial is that
P(G; λ) = P(G\e; λ)− P(G/e; λ).
Using this equation and (2) we easily obtain the following proposition.
Proposition 3.1. Let G be a graph and e ∈ E(G). Then for all i ≥ 0 we have
hi(G) = hi(G\e)+ hi−1(G/e). 
If we choose e ∈ T then T/e is a spanning tree of G/e but T\e is no longer a tree. On the other hand,
if we choose e 6∈ T then T is still a spanning tree of G\e but T is no longer a tree in G/e. However, we
can avoid these difficulties if G has a vertex w with degw = 2 where degw, the degree of w, is the
number of edges containingw.
As noted before, we can restrict our attention to graphs Gwhich are blocks so that G\e and G/e are
connected for all e ∈ E. We will say that a standard ordering e1 < e2 < · · · < eq on G imposes the
induced ordering e1 < e2 < e3 < · · · < eq−1 on G\eq and on G/eq. Now suppose that G has a vertex
w with degw = 2 and that ek, eq are the two edges containing w. If the ordering on G is standard,
then so are the induced orderings on G\eq and G/eq. Our primary tool for showing that certain graphs
have NBC bases will be the following theorem. Note that an example which illustrates the proof of
this result follows the demonstration, so the reader may wish to read both in parallel.
Theorem 3.2. Let G be a block with a standard ordering e1 < e2 < · · · < eq. Suppose G has a vertex w
of degree two such that the edges containing w are ek and eq. If R(G\eq) and R(G/eq) have NBC bases in
their induced standard orderings, then so does R(G).
Proof. Let unionmulti denote disjoint union, and if S ⊆ Mon(k) andm ∈ Mon(k) then letmS = {mn : n ∈ S}.
We will first show that
L(G) = L(G\eq) unionmulti xkL(G/eq). (6)
So by our assumptions about R(G\eq) and R(G/eq) and the previous proposition (summed over all i),
we have
|L(G)| = |L(G\eq)| + |L(G/eq)| = dim R(G\eq)+ dim R(G/eq) = dim R(G)
where dimension is being taken over the field Z2.
Consider G\eq. Note that ek is in the tree for G\eq and so the basis for R(G\eq)will be inMon(k−1).
Also, from our assumptions on w, ek is the only edge of G\eq containing w. So C is a circuit of G\eq if
and only if C is a circuit of G not containing ek. It follows that xk is never a factor of xC for such C . It
also follows that for ej ∈ T (G\eq), ej 6= ek, we have Dj(G\eq) = Dj(G)− ek. And both of these sets have
the same minimum since ek is the edge of largest index outside the tree for G. Thus the generators for
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J(G\eq) are obtained from those for J(G) by setting xk = 0 wherever it appears. So the monomials in
U(G\eq) are precisely those in U(G) which do not have xk as a factor. Hence L(G\eq) consists of the
monomials in L(G)which do not have xk as a factor.
Now consider G/eq. The circuits of G are in bijection with the circuits of G/eq: If C ∈ C(G) contains
eq then it corresponds to the circuit C/eq of G/eq, while if C does not contain eq then it is also a circuit
of G/eq itself. We will call the former circuits (in both G and G/eq) type I, and the latter type II. Note
that because of the assumptions onw, the type I and type II circuits can also be characterized as those
which do and do not contain ek, respectively. Since eq is the only edge of T (G) containing w, we have
Dj(G/eq) = Dj(G) for each ej ∈ T (G/eq). Thus, using p˜C to denote the generators of J(G/eq),
pC =
{
xkp˜C/eq if C is of type I,
p˜C if C is of type II,
where the polynomials for the type II circuits have no factor of xk. Since ek has the largest index
outside T (G), the same relation holds between the corresponding generators of U(G) and of U(G/eq),
i.e., mC = xkm˜C/eq or m˜C depending on whether C is type I or type II (respectively), where the tilde
indicates the quantity is being calculated in C/eq.
We claim that xkL(G/eq) consists precisely of the monomials in L(G) which have a factor of xk:
Suppose that we have a monomial of L(G) divisible by xk. Then it can be written as xkm for some
m ∈ Mon(k). Since xkm is not divisible by any type I generator of U(G), and all such generators have
the form xm˜1 for some type I generator m˜1 of U(G/eq), we see thatm is not divisible by m˜1 for all type
I generators of U(G/eq). Also, xkm is not divisible by any type II generator m˜2 of U(G), and all such
generators do not have xk as a factor, so m is not divisible by any type II generator m˜2 of U(G/eq). So
m ∈ L(G/eq) and xkm ∈ xkL(G/eq). The proof of the reverse inclusion is similar.
Since L(G) is clearly the disjoint union of its monomials with a factor of xk and its monomials
without a factor of xk, we are donewith the demonstration of (6). Sowe have proved that L(G) contains
dim R(G) monomials, and thus it will suffice to show that these monomials span R(G). For that, it
suffices to show that L(G) spans U(G). So takem ∈ U(G). Suppose first that xk is a factor ofm, that is,
m = xkn for some monomial n. Then from the previous paragraph we have n ∈ U(G/eq). So by our
assumption about R(G/eq), we can write
n =
∑
l∈L(G/eq)
all+ p (7)
where the al are constants and p ∈ J(G/eq). But xkl ∈ L(G) for l ∈ L(G/eq), and xkp ∈ J(G) for
p ∈ J(G/eq) since this is true for each of the generators of J(G/eq). So multiplying (7) by xk expresses
m = xkn as a linear combination of elements of L(G)modulo J(G) as desired.
Now suppose that xk is not a factor of m. Then by our previous results concerning G\eq we have
m ∈ U(G\eq). Thus, by our assumption about R(G\eq), we can write
m =
∑
l∈L(G\eq)
all+ p (8)
where the al are constants and p ∈ J(G\eq). Now, as shown above, l ∈ L(G\eq) implies l ∈ L(G).
Furthermore, there must be a p′ ∈ J(G) such that p′(x1, . . . , xk−1, 0) = p. It follows that p′ = p+ xkp′′
for some p′′ ∈ F [y]. But, from the previous paragraph, we have that xkp′′ is spanned by L(G)modulo
J(G). So substituting p = p′ − xkp′′ into (8) expresses m as a linear combination of elements of L(G)
modulo J(G). Hence every monomial is in the span of L(G) as required. 
Returning to our example graph (which satisfies the conditions of the previous theorem), G\e7 and
the tree for the induced order are shown in Fig. 2. The relevant sets are
{θe} = {x3, x4 + x1 + x2, x5 + x1, x6 + x1 + x2},
{C} = {{1, 4, 5, 6}, {2, 4, 6}, {1, 2, 5}},
{xC } = {x4x5x6, x4x6, x2x5},
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Fig. 2. The graph G\e7 and spanning tree T (G\e7).
Fig. 3. The graph G/e7 and spanning tree T (G/e7).
{pC } = {x1(x1 + x2)2, (x1 + x2)2, x1x2},
U(G\e7) = U(x31, x22, x1x2),
L(G\e7) = Mon(2)− U(G\e7)
= {1, x1, x2, x21}.
Making the same computations in G/e7 (Fig. 3) yields
{θe} = {x4 + x1 + x2, x5 + x1 + x3, x6 + x1 + x2 + x3},
{C} = {{1, 4, 5, 6}, {2, 4, 6}, {3, 5, 6}, {1, 2, 5}, {1, 3, 4}, {2, 3, 4, 5}, {1, 2, 3, 6}},
{xC } = {x4x5x6, x4x6, x5x6, x2x5, x3x4, x3x4x5, x2x3x6},
{pC } = {(x1 + x2)(x1 + x3)(x1 + x2 + x3), (x1 + x2)(x1 + x2 + x3), (x1 + x3)(x1 + x2 + x3),
x2(x1 + x3), x3(x1 + x2), x3(x1 + x2)(x1 + x3), x2x3(x1 + x2 + x3)},
U(G/e7) = U(x31, x22, x23, x1x2, x1x3, x21x3, x1x2x3),
L(G/e7) = Mon(3)− U(G/e7)
= {1, x1, x2, x3, x21, x2x3}.
Note that we have L(G) = L(G\e7) unionmulti x3L(G/e7).
4. Two families
We will now consider two families of graphs and prove that they have NBC bases. They are called
(generalized) theta and phi graphs.
A (generalized) theta graph consists of two vertices u, v togetherwith t internally-disjoint u–v paths
P (1), P (2), . . . , P (t). Note that we are not insisting that t = 3 as is usually done for theta graphs. By
convention, we assume that the paths are listed in weakly increasing order of length. To show that
such a graph G has an NBC basis, we need to label its edges so that e1 < e2 < · · · < eq is a standard
order. We can obtain a spanning tree of G by removing an edge from all but one of the paths, so
t = k + 1. Now for 1 ≤ i ≤ k + 1, let ei label the edge of P (i) containing u. Label the remaining
edges eq, eq−1, . . . , ek+2 where the edges of P (1)\e1 come first, those of P (2)\e2 come second, and so
forth, with the edges on each P (i) listed in order starting from the one adjacent to ei. An example of
this labeling is given in Fig. 4.
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Fig. 4. A theta graph and its labeling.
Before proving that a theta graph has an NBC basis, we will need a lemma to take care of the
special case when there is more than one u–v path of length 1, that is, there is a multiedge uv of
multiplicity at least 2. Let G be a connected graph with standard ordering e1 < e2 < e3 < · · · < eq
where, for some l ≤ k, el and el−1 have the same endpoints. Let G\el have the induced ordering
e1 < · · · < eˆl < · · · < eq where the hat indicates that el has been removed. Note that the induced
ordering is standard. Then the corresponding rings are related in the manner in which one would
expect given that the chromatic polynomials do not change.
Lemma 4.1. Suppose that G has a standard ordering such that el and el−1 have the same endpoints for
some l ≤ k. If G\el is given the induced ordering above then R(G) ∼= R(G\el).
Proof. The generators for J(G) can be obtained from those for J(G\el) by replacing xl−1 with xl−1 + xl
everywhere. The additional cycle made by {el−1, el} gives xl = 0 in the quotient R(G), and the
isomorphism follows. 
Theorem 4.2. If G is a (generalized) theta graph with a theta labeling then G has an NBC basis.
Proof. Wewill induct on the number of edges of G. From the previous lemma and our convention for
listing the P (i), we can reduce to the casewhere there is atmost one u–v path of length 1. Furthermore,
when there are only one or two u–v paths the result is easy to verify. (In the latter case,G is just a single
cycle and the details appear in [3].) So we can assume that G is a block and has at least two u–v paths
of length at least 2.
Let P (i) be the first path on the path list for G which has length at least 2. Let w be the vertex on
P (i) adjacent to u. Then because of our labeling method and the fact that P (i+1) has length at least 2,
w satisfies the hypotheses of Theorem 3.2 except that w is adjacent to eq and el for some l ≤ k, not
necessarily ek itself. Recall that in the proof of that theorem, the edge ek was chosen because k was
the largest index outside T (G). This guaranteed that for each circuit C , the monomials mC would be
the same in G, G\eq, and G/eq if C was type II, but would differ by a factor of xk between G and G/eq
if C was type I. But the same statements hold in a theta graph, with xl in place of xk, because of its
geometry and the way we have chosen the labeling. Thus we can use induction in the same manner
as done in Theorem 3.2.
Now consider G\eq. This is not a theta graph in general. But the induced labeling on G\eq is a theta
labeling if we ignore the other edges on P (i). This does not cause any problems since each of these
edges is now a block and so does not contribute anything to F(G) by (3) and the fact that R(e) ∼= F for
any edge e. Hence, by induction, R(G\eq) has an NBC basis.
Now look at G/eq. This is still a theta graph and its induced labeling is a theta labeling. So, by
induction, R(G/eq) has an NBC basis. Hence, by the same reasoning as in Theorem 3.2, G has an NBC
basis. 
As a special case of the previous result, we obtain the following.
Corollary 4.3. The complete bipartite graph K2,t with a theta labeling has an NBC basis. 
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Fig. 5. The phi graph P2 × P3 and one of its phi labelings.
Rather than thinking of theta graphs as unions of paths, one could consider them as a set of cycles
joined in parallel. We will now define a family of graphs which can be thought of as joining cycles in
series. Suppose we are given t cycles C (1), C (2), . . . , C (t) all of length at least two, and in each C (i) we
are given a pair of distinguished edges e(i), f (i). Then the associated phi graph is obtained by identifying
f (i) with e(i+1) for 1 ≤ i < t . For example, if we let Pp denote the path on p vertices then the cross
product P2× Pt is a phi graph where all the C (i) have length four. (It is because of the shape of P2× P3
that we call these phi graphs.)
Again, we will need a specific labeling for a phi graph G. Note that we can obtain a spanning tree
for G by removing one edge from each C (i), so t = k. Label edge e(i) with ek−i+1, 1 ≤ i ≤ k. Now label
the remaining edges of C (1) as follows. We have C (1)− e(1)− f (1) = P unionmultiQ where P,Q are paths. Label
the edges along P (if any) starting with the one adjacent to e(1) with eq, eq−1, . . . , er+1. Now do the
same along Q using the labels er , er−1, . . . , es. Continue in a similar manner to label the rest of the
cycles. (When one gets to the last one, there will be only one path to label.) Call this a phi labeling of
the graph. The graph P2 × P3 and one of its phi labelings are given in Fig. 5.
Theorem 4.4. If G is a phi graph with a phi labeling then G has an NBC basis.
Proof. Again, we induct on the number of edges in G. As mentioned previously, the case of a single
cycle has already been done. So suppose we have at least two C (i). If C (1) has length 2, then its phi
labeling is exactly of the type considered in Lemma 4.1. Thus R(G) ∼= R(G\ek) where the latter graph
has a phi labeling and fewer edges, and the result follows by induction. If C (1) has length at least 3,
then a deletion–contraction argument similar to the one used for theta graphs will provide a proof
(the details are left to the reader). 
Corollary 4.5. The graph P2 × Pt with a phi labeling has an NBC basis. 
5. Upper bounds
If graph G = (V , E) has an NBC basis, then we can use this fact to give a simple upper bound on its
h-vector. (Lower bounds for h-vectors of various types of complexes have been given by Swartz [6].)
This, in turn, bounds the values of the chromatic polynomial P(G; λ) at negative integers since then
all terms in the expansion (2) have the same sign. In particular, this gives an upper bound on α(G),
the number of acyclic orientations of G, because of a famous theorem of Stanley [7] which states that
α(G) = (−1)pP(G;−1)
where, as usual, p = |V |. To see why one could only expect to bound these quantities, rather than
obtaining their exact values, we need to say a few words about the theory of #P problems which was
introduced by Valiant [8,9].
If A and B are two problems then we say that A is polynomially reducible to B if it is possible, given a
subroutine to solve B, to solve A in polynomial time, where we count calls to the subroutine for B as a
single step. The class #P consists of those enumeration problems where the structures being counted
can be recognized in polynomial time. In otherwords, there is an algorithmwhich is polynomial in the
size of the input problem that can verify whether a given structure should be included in the count.
So the class #P is for enumeration problems as the class NP is for decision problems. An enumeration
problem is #P-complete if any problem in #P is polynomially reducible to it. So the #P-complete
problems are the hardest in #P.
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Linial [10] first showed that computing α(G) is #P-complete. Jaeger, Vertigan, and Welsh [11]
derived more general results about computing the Tutte polynomial of a matroid which imply that
computing P(G; λ) is #P-complete for all but nine special values of λ.
The case λ = −1 has attracted special interest because logα(G) is a lower bound on the
computational complexity of certain decision and sorting problems, see for example the paper of
Goddard, Kenyon, King, and Schulman [12]. Obviously the number of acyclic orientations of G is
bounded above by the total number of orientations, giving
α(G) ≤ 2q
where q = |E|. Fredman (whose work is reported in a paper of Graham, Yao, and Yao [13, Section 7]),
and independently Manber and Tompa [14] gave the first non-trivial upper bound for α(G) as
α(G) ≤
∏
v∈V
(degv + 1),
where, as usual, degv is the degree of vertex v. This boundwas improved by Kahale and Schulman [15]
as follows.
Given a graph G, consider its cone, G∗, obtained by adding a new vertex adjacent to every vertex
of G. Then Kahale and Schulman show that α(G) is at most the number of spanning trees of G∗. Using
the Matrix-Tree Theorem, this bound can be expressed as a determinant. Since the determinant itself
could be costly to compute, they give an upper bound for its value.
Theorem 5.1 ([15]). We have the upper bound
α(G) ≤
∏
v∈V
(degv + 1)
∏
uw∈E
exp
−1
2(degu+ 1)(degw + 1)
def= β(G).  (9)
Now suppose that G has an NBC basis Mon(k)− U(mC : C ∈ C(G)). If we remove the upper order
ideal generated by just the fundamental circuits, thenwewill get a spanning set for the quotientwhich
can be used to bound the h-vector from above. Furthermore, each of these monomials has the simple
form
mC i = x|Ci|−1i .
So by Theorem 2.2 and Eq. (2), we have proved the following result, where we use Ld(S) to denote the
set of monomials in the lower order ideal L(S)which have total degree d.
Theorem 5.2. If G has an NBC basis with fundamental circuits C1, . . . , Ck then, for d ≥ 0,
hd(G) ≤
∣∣∣Ld (x|C1|−21 · · · x|Ck|−2k )∣∣∣ def= ld(G). (10)
Furthermore
α(G) ≤
p−1∑
d=0
ld(G)2p−d−1
def= γ (G).  (11)
It is an easy exercise to show that
ld(G) ≤ |Ld(Mon(k))| =
(
d+ k− 1
k− 1
)
. (12)
One can calculate the exact values of the ld(G) using the Principle of Inclusion–Exclusion (see Stanley’s
text [16, Chapter 2]).
We will now compare the bounds β(G) and γ (G) for certain theta and phi graphs. When possible,
we will compare the γ bound with the actual number of acyclic orientations. Of course, from a
practical viewpoint, it is unnecessary to use a bound when the exact value is known. But this will
show how close γ is to the real value.
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We keep the conventions of the previous section. Define Θn,t to be the theta graph consisting of
t paths of length n with their endpoints identified to form the special vertices u and v. There is an
interesting change in the behaviour of the γ bound depending on whether n is fixed and t varies, or
vice versa.
Theorem 5.3. As n→∞ we have
γ (Θn,3) ∼ α(Θn,3).
As t →∞ we have
β(Θ2,t) = o(γ (Θ2,t)).
Proof. First considerΘn,3 where p = 3n−1 and q = 3n. Since this graph only has 3 circuits, it is easy
to use Inclusion–Exclusion to calculate α(G), from which one sees that the count is asymptotic to the
first term
α(G) ∼ 2q = 23n.
To compute γ , first note that from (10) and (12) we have
hd(Θn,3) ≤ ld(x2n−21 x2n−22 ) ≤ d+ 1.
Plugging this bound into (11) gives
γ (Θn,3) ≤
∑
d≥0
(d+ 1)23n−2−d = 2
3n−2
(1− 1/2)2 = 2
3n.
So we must also have γ (Θn,3) ∼ 23n since γ is an upper bound.
ForΘ2,t note that k, the number of edges not in a spanning tree, satisfies k = t − 1. We also have
p = t + 2 and q = 2t . Using (10), we get
l(d, t) def= ld(Θ2,t) =
∣∣Ld (x21x22 · · · x2t−1)∣∣
which is the coefficient of yd in the expansion of the generating function (1+ y+ y2)t−1. From this, it
follows that the l(d, t) satisfy the recursion
l(d, t + 1) = l(d, t)+ l(d− 1, t)+ l(d− 2, t). (13)
Let γt = γ (Θ2,t). So multiplying (13) by 2t+2−d and summing over 0 ≤ d ≤ t + 2, we can use (11)
to get the following equation, with the three expressions in brackets coming from the three terms of
the recursion (respectively):
γt+1 = [2γt + l(t + 2, t)]+ [γt ]+
[
1
2
γt − 12 l(t + 1, t)
]
>
7
2
γt − 14γt =
13
4
γt (14)
where the inequality follows by noting 4l(t − 1, t) is a summand in γt and that, as provable from
the generating function, the sequence (l(d, t))0≤d≤2t−2 is symmetric and unimodal with maximum at
l(t − 1, t).
Finally, combining the estimates in (9) and (14), we see that for any 0 <  < 1/4,
β(Θ2,t) = (t + 1)23t exp −2t6t + 6 = o((13/4− )
t) = o(γ (Θ2,t))
as desired. 
Now for n ≥ 4, letΦn,t be a phi graph derived by pasting together t cycles of length n in such away
that each cycle only intersects the cycle just preceding and the cycle just following it (if any). Note
that Φn,t is actually a graph family since one can get a number of graphs with these specifications by
pasting along different edges. But they all have a uniform description of their NBC bases and degree
sequences, so the bounds under consideration will apply to any graph of the family.
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Theorem 5.4. As n→∞ we have
γ (Φn,2) ∼ α(Φn,2).
As t →∞ we have
γ (Φ4,t) = o(β(Φ4,t)).
Proof. The proof for Φn,2 is completely analogous to the proof given for Θn,3, so we leave it to the
reader.
By considering P2 × Pt+1 or any other member of Φ4,t , we see that p = 2t + 2, q = 3t + 1, and
k = t . Using bound (12) and the Binomial Theorem in (11) yields
γ (Φ4,t) ≤
2t+1∑
d=0
(
d+ t − 1
t − 1
)
22t+1−d ≤ 22t+1
∞∑
d=0
(
d+ t − 1
t − 1
)
2−d
= 22t+1 1
(1− 1/2)t = 2 · 8
t .
Now (9) gives
β(Φ4,t) ∼ a · bt , b ≈ 14.5682
finishing the proof of the theorem. 
6. Comments and open problems
6.1. Arbitrary fields
We will now indicate how to generalize our construction to an arbitrary field. We first need to
reviewwhat Brown’s hsop looks like over a field F . Fix an orientation of E(G). Also, for each ej ∈ T (G),
orient all the edges of Dj in one of the two possible directions. Now define signs
i,j =
{
1 if the orientation of ei in G is the same as in Dj,
−1 if these orientations are opposite.
We have corresponding polynomials
θj =
∑
ei∈Dj
i,jxi. (15)
Theorem 6.1 ([3]). If G is a connected graph then the set of polynomials defined by (15) for e ∈ T (G) is
an hsop for F(G). 
Solving for xj in the equation for θj and plugging into the monomials xC , C ∈ C(G), give the
generators pC for an ideal J(G) such that
R(G) ∼= F [x1, . . . , xk]
J(G)
.
Note that the monomial mC that was chosen from the expansion of pC in the case F = Z2 will also
appear with coefficient±1 for any field. So the proof of Theorem 3.2 will go through as before as long
as the generators of J(G), J(G\eq), and J(G/eq) can be related appropriately.
An orientation of G induces orientations of G\eq and G/eq merely by keeping each ei, i < q,
oriented the same way in all three graphs. Under the assumptions of Theorem 3.2 we showed that
Dj(G\eq) = Dj(G)\ek for j > k. So we can orient Dj(G\eq) the same way as D(G) in this case. We also
have Dk(G\eq) = {ek}, so it does not matter which way we orient ek in this cut set as xk is being set to
zero in the quotient. Thuswe get, as we did in the proof of Theorem 3.2, that the generators for J(G\eq)
are obtained from those for J(G) by setting xk = 0. Similar considerations show that we can define
orientations on the cut sets of G/eq so that the corresponding equalities still hold. So Theorem 3.2
holds, and similarly so do all the rest of the results of the previous sections, over any field.
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6.2. Arbitrary graphs
We conjecture that any graph G, with its edge set suitably ordered, has an NBC basis.
Conjecture 6.2. Let G be a graph. Then there is a standard ordering of E(G) such that L(G) is a basis
for R(G).
Wewill now outline a possible approach to proving Conjecture 6.2. Even though we have not been
able to push it through, it is possible that some of these ideas will be useful in finally proving or
disproving this conjecture. Recall that, by (3), it suffices to find a proof when G is a block. But any
block other than K2 (the complete graph on 2 vertices) has a nice recursive structure in that it can be
built from a cycle by adding a sequence of paths called ears. This result is due to Whitney [17]. Proofs
can also be found in the books of Diestel [18, Proposition 3.1.2] and West [19, Theorem 4.2.8].
Theorem 6.3 (Ear Decomposition Theorem). Suppose G 6= K2. Then G is a block if and only if there is a
sequence
G0,G1, . . . ,Gl = G
such that G0 is a cycle and Gi+1 is obtained by taking a non-trivial path and identifying its two endpoints
with two distinct vertices of Gi. 
Note that the graphG1 in the ear decomposition sequence is a theta graph. So onemight try to prove
Conjecture 6.2 by induction on l, the number of paths added. (Actually, one also needs to induct on the
number of edges since one contracts an edge and not a whole path.) In fact, the induction step goes
through in much the same way as our proof for theta graphs as long as the path added has length at
least two. The difficulty arises if the path is a single edge. In that case, it is still easy to relate the circuits
of G\eq, where eq is the newly added edge, to those of G. But the situation is much more complicated
in G/eq, which may not even be a block. So a more delicate analysis is needed. Unfortunately, there
are graphs (such as the complete graphs) where every ear decomposition requires the addition of a
single edge at some stage.
6.3. Not quite arbitrary matroids
As a last point, the reader may have noticed that all of the graphical definitions we used to define
NBC bases make sense for the broken circuit complex of an arbitrary matroid. So a natural question is
whether our construction goes through in that level of generality. Brown, Colbourn, andWagner [20]
have a way of producing an hsop for any representable matroid. (Actually, their construction is of
an hsop for the independence complex of the matroid. But this will also give an hsop for the broken
circuit complex since it is a subcomplex of the independence complex having the same rank.) So this
would be the natural class of matroids in which to look for NBC bases.
6.4. Gröbner bases
We note that, in general, the monomials used to generate U(G) are not the leading terms of a
Gröbner basis for the ideal J(G). As an example of this, one can take a theta graph consisting of
three paths of length two in the theta labeling as described in Section 4. Then by choosing a suitable
orientation for G and its cocircuits, J(G)will have generators
{pC } = {x1(x1 + x2)2, x2(x1 + x2)2, x1x22} (16)
from which we pick monomials
{mC } = {x31, x32, x1x22} (17)
for the NBC basis.
Suppose, towards a contradiction, that there is a term ordering giving (17) as the set of leading
terms of a Gröbner basis. Then in that term ordering we either have x1 < x2 or x1 > x2. Suppose
the former is true. Then x31 is the smallest (monic) polynomial which is homogeneous of degree three.
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Also, the generators of J(G) are homogeneous. So if x31 were a leading term of a polynomial in J(G)
then, in fact, x31 ∈ J(G). But it is easy to check that x31 6∈ J(G) since it is not a linear combination of the
polynomials in (16). (It suffices to consider linear combinations by homogeneity.) One gets a similar
contradiction using x32 if one assumes that x1 > x2. So no such Gröbner basis can exist.
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