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1 Introduction
Introduction
In 1999, M. Chas and D. Sullivan published the article String Topology [CS99] which
marks the emergence of a field now known as string topology. In the article they de-
fined a non trivial algebraic operation, now known as the Chas-Sullivan product, on
the homology of the free loop space Λ = Map(S1,M) of a closed oriented manifold
M
Hi(Λ)×Hj(Λ)→ Hi+j−n(Λ).
The operation has many interesting properties which connect it to other oper-
ations in other branches of mathematics. It was observed that the existence of a
nonnilpotent level homology (with respect to the Chas-Sullivan product) class as-
sociated to a nondegenerate closed geodesic implies that there exist infinitely many
prime closed geodesics on the manifold [GH09]. This is in parallel with a theorem
in [Hi97] relating existence of prime closed geodesics and existence of non vanishing
level homology class of a critical point with maximal index growth. There is also
a complementary theorem in [Hi93] relating the existence of prime closed geodesics
and existence of non vanishing level cohomology class of a critical point with mini-
mal index growth. This led N. Hingston to search for a product on cohomology of
the free loop space complementary to the Chas-Sullivan product. She then found
that a candidate had already been discovered in the article [Su03] by D. Sullivan,
∨ : C∗(Λ,M)→ C∗(Λ,M)⊗ C∗(Λ,M), degree ∨ = −dim M + 1.
Note that the product is defined only on cohomology of the free loop space
relative to the constant loops. M. Goresky and N. Hingston then reinterpreted
Sullivan’s description and discovered many of its algebraic and geometric properties
in the article [GH09]. They also computed the product for the n-spheres. The above
product on relative cohomology is now known as the Goresky-Hingston product.
Both the Chas-Sullivan product and the Goresky-Hingston product can be de-
scribed on level homology and cohomology respectively, however levels are to be
considered with respect to square root of the standard energy functional. In this
context we give detailed proof of some of the results mentioned in [GH09] without
proof concerning the nilpotency and nonnilpotency of the level cohomologies with
respect to the Goresky-Hingston product .
In [CS] R. Cohen and M. Schwarz gave a Morse theoretic description of the
Chas-Sullivan product. In this thesis we give Morse theoretic description of the
Goresky-Hingston product. Our Morse theoretic construction is done using the
Morse complex of gradient flow of energy functional following the construction in
[AM06]. The chain homomorphisms between the Morse complexes are described by
counting the isolated points in the intersection of stable manifold and the image of
the unstable of manifold.
In [AS04] A. Abbondandolo and M. Schwarz showed that there is an isomorphism
between the singular homology of the free loop space and the Floer homology of
cotangent bundles. In [AS08] the same authors showed that their isomorphism is a
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ring isomorphism when homology of the free loop space of M is endowed with the
Chas-Sullivan loop product and Floer homology of T ∗M is endowed with the pair
of pants product. So it is interesting to see if the Goresky-Hingston product can be
described Floer theoretically. In [AS10], the authors further constructed a product
on the Floer cohomology of cotangent bundle, we denote it by , and they expected
it to be equivalent to the Goresky-Hingston product. We attempt to prove their
assertion.
There has been very few attempts to compute the loop cohomology ring with the
Goresky-Hingston product. In [GH09] the authors computed the ring for n-sphere
with Z and Z2 coefficients. They also gave description of the ring for manifolds all of
whose geodesics are closed, which includes n-sphere and complex projective spaces.
The computation of the ring for other manifolds using the topological description
becomes difficult mainly due to certain reparametrization of the free loop space used
in the description. Morse theoretic and Floer theoretic description do not however
simplify the situation.
There is a well known theorem due to J. Jones which establishes an isomorphism
between singular cohomology (homology) of the free loop space of a simply connected
manifold and the Hochschild homology (resp. cohomology) of the singular cochain
algebra of the manifold. In [CJ02] R. Cohen and D. Jones described a product on
Hochschild cohomology of the singular cochain algebra which is equivalent to the
Chas-Sullivan product. In this thesis we attempt to find a product on the Hochschild
homology which is equivalent to the Goresky-Hingston product, we describe the
product on the Hochschild chain level. We show that our chain model of the product
agrees with a product described by H. Abbaspour in [HA13]. Using the algebraic
model we investigate some of the properties of the product. We discover the ring
structure with rational coefficient for simply connected manifolds whose cohomology
ring is generated by a single element. We also show that the computation of the
ring for n-sphere becomes a lot easier. We further find some of the generators of the
ring for the complex projective space. The structure of the loop cohomology ring
for other manifolds still remain unknown.
There has been various constructions by several authors (see [VG], [SK15], [WW11],
[SK]) of "general" operations on loop space homology and Hochschild homology
parametrised by Riemann moduli space or some such equivalent spaces. It is ex-
pected that the Goresky-Hingston product can be recovered from the "compactifica-
tion" of such constructions. To what extend this constructions are equivalent is not
fully understood. It is expected that understanding of such equivalence will shed
light on the further properties of the product.
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2 The free loop space
Let M be an n-dimensional connected oriented closed Riemannian manifold with
metric g. Let Λ(M) be the free loop space which is a completion of all piecewise
smooth curves with same initial and end point,
Λ(M) = {α ∈ H1([0, 1],M)|α(0) = α(1)}.
We denote the free loop space of M simply by Λ = Λ(M) when there is no confu-
sion about the underlying manifold. It admits a structure of Hilbert manifold (see
[Kl]). The space Λ(M) is homotopy equivalent to the Banach manifold C0(S1,M)
of continuos loops on M (also known as the free loop space). It is also homotopy
equivalent to the Frechet manifold of all smooth loops onM . The energy and length
of an element α ∈ Λ are defined respectively by
E(α) =
∫ 1
0
g(α′(t), α′(t))dt and L(α) =
∫ 1
0
√
g(α′(t), α′(t))dt (2.0.1)
The energy of a loop depends on its parametrisation, but the length does not.
There is an obvious circle action on the free loop space defined by translation
S1 × Λ→ Λ, (e2piit, α)→ β, β(s) = α(s+ t).
Both the energy and length function are invariant under the S1 action.
We have the natural evaluation mapping
evs : Λ→M, evs(α) = α(s).
Let La, Lb, Lc be compact submanifolds of M . Let Ω(La, Lb) denote the Hilbert
manifold of H1-paths α : [0, 1]→M that start at La and end on Lb. Let x0 ∈M
Ω(La, Lb) = {α ∈ H1([0, 1],M)|α(0) ∈ La, α(1) ∈ Lb}.
Let Ω(La ∩ Lb) be the space of constants loops in La ∩ Lb.
Let Θ = {α, β ∈ Λ×Λ|α(0) = β(0)}, be the space of figure-eight loops in M , we
denote by φ 1
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: Θ → Λ the usual concatenation of paths. Θ is diffeomorphic to the
space of self-intersecting loops in Λ at time 12 , Θ = {α ∈ Λ|α(0) = α(12)}. Notice that
we denote the latter space by the same notation Θ, and use them interchangeably.
The based loop space based at a point x0 ∈ M is a subspace of the free loop
space consists of all the piecewise smooth curves with a fixed initial and end point
x0
Ωx0 = {α ∈ H1([0, 1],M)|α(0) = α(1) = x0}
2.1 Closed geodesics and index growth
Let F =
√
E be the square root of the energy function. The critical points of F are
closed geodesics. We recall that the index of a closed geodesic γ is the dimension
of a maximal subspace of the tangent space Tγ(Λ) at γ of Λ on which the Hessian
d2F (γ) is negative definite, and the nullity of γ is dimT 0γ (Λ) − 1, where T 0γ is the
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null space of the Hessian d2F (γ). The −1 is incorporated to account for the fact
that every nonconstant closed geodesic γ occurs in an S1 orbit of closed geodesic. A
critical point of F is called nondegenerate if the nullity is zero, in other words the
S1 orbit of the critical point is a nondegenerate Morse-Bott critical submanifold.
Let γ be a nondegenerate critical point of F of index λ, Σ ⊂ Λ denotes the S1
orbit of γ. Let Γ+,Γ0 and Γ− be the positive, null, and negative eigenvectors of the
Hessian of F . The tangent bundle of TΛ|Σ decomposes into an orthogonal sum of
vector bundles TΛ|Σ = Γ+⊕Γ0⊕Γ−. The inclusion Σ→ Λ induces an isomorphism
TΣ ∼= Γ0. So the normal bundle of Σ in Λ can be identified with Γ+ ⊕ Γ−.
We know that iterates of closed geodesics are also closed geodesics. The following
theorem gives us estimates of indices of iterates.
Theorem 2.1. ([GH09]) Let γ be a closed geodesic with index λ and nullity ν. Let
λm resp. νm are respectively index resp. nullity of the m-fold iterates γm. Then
νm ≤ 2(n− 1) for all m and
|λm −mλ| ≤ (m− 1)(n− 1),
|λm + νm −m(λ+ ν)| ≤ (m− 1)(n− 1),
(2.1.1)
The average index
λ¯ = lim
m→∞
λm
m
exists and
|λ¯− λ| ≤ n− 1 and |λ¯− λ+ ν| ≤ n− 1
Furthermore, if γ and γ2 are nondegenerate critical points then the inequalities
in 2.1.1 are strict, and for any k ≥ 0, there exists M such that for all m ≥M ,
|λm −mλ| ≤ (m− 1)(n− 1)− k,
|λm + νm −m(λ+ ν) ≤ (m− 1)(n− 1)− k.
(2.1.2)
So the greatest and smallest possible values of λm satisfying 2.1.1 is
λminm = mλ− (m− 1)(n− 1),
λmaxm = mλ+ (m− 1)(n− 1).
(2.1.3)
We say the iterate γr has maximal (resp. minimal) index growth up to level k if
for all m ≤ rk,
λminm = mλ± (m− 1)(n− 1). (2.1.4)
The above inequalities are derived using the index and nullity formula of Bott.
The index can be stated as
λm = index(γm) =
∑
ωm=1
Ωγ(ω),
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where the ω-index Ωγ is a nonnegative integer-valued function defined on the unit
circle with Ωγ(ω). The function Ωγ is a function which is constant except at the
eigenvalues of the Poincaré map P . This map is the linearization of the geodesic
flow at a periodic point. The jump at each eigenvalue is determined by the splitting
numbers S±P (ω) ∈ Z :
lim
→0+
Ωγ(ω) = Ωγ(ω¯) + S±P (ω),
which depends only upon the conjugacy class of P in the symplectic group of
numbers.
The nullity satisfies
νm = nullity(γm) =
∑
ωm=1
NP (ω)
where NP (ω) := dim ker(P − ωI).
The numbers S±P (ω) and NP (ω) are additive on indecomposable symplectic
blocks, and on each block
S±p (ω) ∈ {0, 1}
Np(ω)− S±p (ω) ∈ {0, 1}
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3 Some string topology operations
In this section we describe some algebraic structures on homology and cohomology
of the free loop space orginally discovered by M. Chas and Sullivan ([CS08], [Su03])
and further elaborated by M. Goresky and N. Hingston ([GH09]).
We use homology with Z or Q or Z2 coefficient. Remember that our manifold
M considered above is always orientable. In the non-orientable case Z2 co-efficient
can be used.
3.1 A relative version of the Thom isomorphism
Definition 3.1. A neighborhood V of a closed subset M of a topological space N is
a tubular neighborhood if there exists a finite-dimensional vector bundle pi : E →M
and a homeomorphism Ψ : E → V ⊂ N which is identity mapping when restricted
to the zero section M .
We have the excision isomorphisms
H∗(E,E −M) ∼= H∗(V, V −M) ∼= H∗(N,N −M)
and
H∗(E,E −M) ∼= H∗(V, V −M) ∼= H∗(N,N −M).
The Thom class µE ∈ Hn(E,E −X) is the unique cohomology class that eval-
uates to 1 on the chosen homology generator of each fiber pi−(x), then the Thom
isomorphism on homology and cohomology can be described by the following com-
positions
Hi(N,N −M) ∼= Hi(E,E −M) ∩µE−−→ Hi−n(E) ∼= Hi−n(M)
H i(M) ∼= H i((E) ∪µE−−→ H i+n((E,E −M) ∼= H i+n(N,N −M).
When the normal bundle E is non-orientable the homologies and cohomologies are
considered with Z2 co-efficients.
For the construction of various topological operations below we will need relative
versions of the above isomorphisms.
Proposition 3.2. Let A ⊂ M be closed subsets of a topological space N . Let
ψ : E →M be a normal bundle of fibre dimension n. Then the Thom isomorphism
induces isomorphisms
Hi(M,M − A) ∼= Hi−n(N,N − A). (3.1.1)
and
H i(M,M − A) ∼= H i+n(N,N − A). (3.1.2)
Proof. We give a proof of 3.1.2, the proof of 3.1.1 is similar. Since A is closed in N ,
we may excise N − V from N − A to obtain an isomorphism
H i+n(N,N − A) ∼= H i+n(V, V − A) ∼= H i+n(E,E0 ∪ EA)
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Let EA = pi−1(M−A) and let E0 = E−M . Then we have the Thom isomorphism
for the bundle pi : EA →M − A. H i(M − A) = H i(EA) ∼= H i+n(EA, E0 ∩ EA) and
the following isomorphism
H i(M,M − A) ∼= H i(E,EA).
Now, the sets E0, EA ⊂ E are open, so they form an excisive pair, thus we have the
excision isomorphism
H i(EA, E0 ∩ EA) ∼= H i(E0 ∩ EA, E0)
We have the long exact sequence of the triple
E0 ⊂ (E0 ∪ EA) ⊂ E
H i(E,EA) −−−→ H i(E) −−−→ H i(EA)y ∪µEy∼= ∪µEAy∼=
H i+n(E,E0 ∪ EA) −−−→ H i+n(E,E0) −−−→ H i+n(E0 ∪ EA, E0)
Since the middle and right hand vertical mappings are isomorphisms, therefore
by the five lemma the left hand vertical mapping is also an isomorphism.
Thus combing all the isomorphisms we obtain
H i(M,M − A) ∼= H i(E,EA) ∼= H i+n(E,E0 ∪ EA) ∼= H i+n(N,N − A)
This concludes our proof.
Gysin Maps:
Taking A = M above gives Gysin maps
H i(M) ∼= H i+n(N,N −M)→ H i+n(N),
Hi+n(N)→ H i+n(N,N −M) ∼= Hi(M).
3.2 The Chas-Sullivan product
In [CS99] M. Chas and D. Sullivan defined a product by intersecting an i chain
in Λ × Λ by Θ in an appropriate sense. As in [CJ02], one can also use the Thom
collapse approach to define the product. There is a pullback square
Θ e−−−→ Λ× Λyev0 yev0×ev0
M
∆−−−→ M ×M
where ∆ is the diagonal map and ev : Θ → M, ev(α, β) = α(0) = β(0). We
know that Ωx0 ↪→ Λ → M is a fibre bundle (see [KL]), that implies ev0 × ev0 :
Λ× Λ→ M ×M is a fibre bundle, so Θ e−→ Λ× Λ can be viewed as codimension n
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embedding, with normal bundle ev∗(ν∆) ∼= ev∗(TM), where ν∆ is a normal bundle
for the embedding M ∆−→M ×M .
The Chas-Sullivan product which we denote by • can be described as the follow-
ing composition
Hi(Λ)×Hj(Λ)→ Hi+j(Λ×Λ)→ Hi+j(Λ×Λ,Λ×Λ−Θ) ∩µ−→ Hi+j−n(Θ) φ∗−→ Hi+j−n(Λ)
where µ is the Thom class for the embedding Θ ↪→ Λ×Λ. In order to accommodate
the change in grading in the Chas-Sullivan product one defines
H∗(Λ) = H∗+d(Λ)
The following theorem was proved in [CS99].
Theorem 3.3. Let M be a compact closed oriented manifold. Then the Chas-
Sullivan product defines a product
H∗(Λ)⊗H∗(Λ) •−→ H∗(Λ)
which makes H∗(Λ) an associative commutative algebra. Furthermore the evaluation
map ev : Λ→M, α→ α(0) induces an algebra homomorphism from the loop algebra
to the intersection ring.
3.3 String coproducts
Let ϕ : ∆ × [0, 1] → M ×M satisfying ϕ(., 0), ϕ(., 1) ∈ M (viewing M as diagonal
in M × M) be an i chain in Λ, here ∆ is a standard i simplex. Fix t ∈ [0, 1],
assume that ϕ(., t) tM , then K := ϕ−1(ϕ(., t) tM) is an i− n chain in ∆. Fix an
orientation on M , which induces one on M ×M . We can assign each point p ∈ K
with a sign (p) = +1 if the oriented intersection of ϕ and M agrees with that of
M ×M and (p) = −1 if not.
Let K = ⋃∆j be a simplicial decomposition of K, then the sign function  is
constant on each simplex ∆j which we denote by j. We define
ϕtj : ∆j × [0, 1]→ (M ×M)× (M ×M)
ϕtj(., s) = (ϕ(., (1− s)t), ϕ(., t+ (1− t)s))
Let Ct∗ (Λ) denote the space of all chains in Λ that are transversal to M . We
then define a chain map
∨t : Ct∗ (Λ)→ Ct∗ (Λ× Λ), ∨t(x) =
n∑
j
jϕ
t
j.
From the construction, ∨t commutes with the boundary map therefore induces a
map on homology.We know that the homology of transversal chain is isomorphic to
the homology of all chains Ht∗ (Λ) = H∗(Λ), so we get a coproduct
∨t : H∗(Λ)→ H∗−n(Λ× Λ).
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One can obviously see that for any two values t1, t2 ∈ [0, 1] the chain maps ∨t1
and ∨t2 are homotopic, a homotopy between ∨t1 and ∨t2 can be defined by varying
t between t1 and t2. Therefore they all define the same coproduct on homology.
Below we give an alternative description of ∨t for t ∈ (0, 1). For t ∈ (0, 1), let us
define evaluation map on two components (ev0, evt) : Λ→M×M,α→ (α(0), α(t)).
The map is submersion and hence transverse to the diagonal D ∈ M ×M , so its
preimage Θt = (ev0, evt)−1(D) = {α ∈ Λ : α(0) = (α(t)} has a tubular neighborhood
and a normal bundle in Λ. Consequently there is a Thom isomorphism τ : Hi(Λ,Λ−
Θt) → Hi−n(Θt). Let ct : Θt → Λ × Λ be the cutting map at time t, it cuts a self-
intersecting loop at the intersection, producing two loops. Let α ∈ Θt, we define
ct(α)(s) = (α(st), α(t+ s(1− t)).
String coproducts ∨t for t ∈ [0, 1] are described on chain and homology level as
follows.
Ci(Λ)→ Ci(Λ,Λ−Θt) τ−→ Ci−n(Θt) c∗−→ Ci−n(Λ× Λ)
∨t : Hi(Λ)→ Hi−n(Λ× Λ).
(3.3.1)
Dualising one can also obtain a product on cohomologyH i(Λ)×Hj(Λ)→ H i+j+n(Λ).
To see the equivalence of the two descriptions of the string coproducts above we
need the following lemma.
Lemma 3.4. Let M ⊂ N be a closed submanifold of a finite dimensional manifold.
Then one can triangulate N transversal to M . Furthermore, one can triangulate
every A ∩ ∆i for the simplices ∆i of the triangulation of N in a way that the tri-
angulations coincide in the intersection M ∩∆i ∩∆j. Thus one obtains a induced
triangulation of M .
Let S∗(M) and S∗(N) denote the cellular chain complex ofM and N respectively
obtained from the triangulations as in the above lemma. We can then define a chain
map
s : S∗(N)→ S∗(M) ∆→ ∆ ∩M.
One can show that s induces Gysin map on homology for the embedding M ↪→ N .
Now the Gysin map for the embedding Θt ↪→ Λ is pullback of the Gysin map for
the embedding M ↪→M ×M . In the first description we have essentially described
the Gysin map using intersection of chains. Thus the two descriptions of the string-
coproducts are equivalent. Notice that the co-products can not be described in
the alternative way (second description) for t = 0, 1 as Θ0 = Θt = Λ would not
be submanifold of Λ of strictly positive codimension. In the next subsection we
circumvent such problem using a reparametrization of the loops.
3.4 The Goresky-Hingston product
In [Su03], D. Sullivan also introduced cutting or cocomposition ∨ by cutting a path
Ω(La, Lc) at any time t ∈ [0, 1] along the path whenever it crosses Lb
∨ : H∗(Ω(La, Lc),Ω(La∩Lc))→ H∗(Ω(La, Lb),Ω(La∩Lb))⊗H∗(Ω(Lb, Lc),Ω(Lb∩Lc))
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Figure 3.4.1: graph of θ 1
2→s
of degree -dim Lb + 1. He also considered the particular case when La = Lb =
Lc = D, where D denotes the diagonal in M ×M . In this case we have Ω(La, Lb) =
Ω(La, Lc) = Ω(Lb, Lc), each of these spaces are homoeomorphic to Λ. Then Sullivan
operation defines a product on cohomology of the free loop space H∗(Λ,Λ0).
One can see that the coproducts ∨t described above in the first description of
the string coproducts defines an operator
∨t : Ct∗ (Λ)→ Ct∗ (Λ× Λ),
as the one parameter family of operations ∨t, where t ∈ [0, 1]. We also have
δ ∨ − ∨ δ = ∨1 − ∨0. Notice that the image of ∨0 lies in C∗(M)× C∗(Λ) while the
image of ∨1 lies in C∗(Λ) × C∗(M). Therefore, there is an induced map of degree
(also denoted by ∨ )1− n on cohomology,
∨ : H∗(Λ,Λ0)→ H∗(Λ,Λ0)×H∗(Λ,Λ0).
In order to avoid technical difficulties involved in the construction, instead of
cutting at any time Goresky- Hingston we use a reparametrization of the loops,
then cut the loops at time 12 . Let
Γ : Λ× [0, 1]→ Λ given by Γ (α, s) = α ◦ θ1/2→s
where θ = θ1/2→s : [0, 1] → [0, 1] the reparametrization function that is linear on
[0, 1/2], linear on [1/2, 1], has θ(0) = 0, θ(1) = 1, and θ(1/2) = s, see figure 3.4.1.
Let Γt : Λ→ Λ be the map defined by Γt(α) = Γ (α, t).
Let
c : Θ→ Λ× Λ
be the cutting map, c(γ) = (α, β) if φ 1
2
(α, β) = γ.
prism operators:
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Let ∆n be standard simplicial simplex of dimension n. In ∆n × I, let ∆n × 0 =
[v0, · · · , vn] and ∆n × 1 = [w0, · · · , wn] where vi and wi have the same image under
the projection ∆n × I → ∆n.
Given a homotopy F : M × I → N from F (., 0) to F (., 1) and a singular simplex
σ : ∆→M , we can form following composition
∆× I σ×I−−→M × I → N.
Then the prism operator F∆ : Cn(M)→ Cn+1(N) is defined by
F∆(σ) =
∑
i
(−1)iF ◦ (σ × 1)|[v0, · · · , vi, wi, · · · , wn]
It can be shown that the prism operator satisfy basic relation
δF∆ = F (., 0)# − F (., 1)# − F∆δ.
Then the dual of the operations ∨t for t ∈ [0, 1] can be defined by
Pt : Ci(Λ× Λ) −→ Ci(Θ) pi−→ Ci+n(Λ) (Γt)#−−−→ Ci+n(Λ), (3.4.1)
where pi is a Gysin homomorphism for the co-dimension n embedding Θ ↪→ Λ.
We also have the following operator on cochains:
P : Ci(Λ× Λ) −→ Ci(Θ) pi−→ Ci+n(Λ) Γˆ−→ Ci+n−1(Λ) (3.4.2)
where Γˆ : Ci+n(Λ) → Ci+n−1(Λ) is the dual of the prism operator induced by
the homotopy Γ .
Let us denote by evΛ0 the composition Λ
ev0−−→M ↪→ Λ, then we have the following
alternative description of P0 and P1:
Lemma 3.5. The cochain maps P0 and P1 on cohomology level can equivalently be
described as the composition
H i(Λ× Λ) −→ H i(Θ) τ−→ H i+n(Λ× Λ) (ev
Λ
0 ×id)∗−−−−−→ H i+n(Λ) (3.4.3)
and
H i(Λ× Λ) −→ H i(Θ) τ−→ H i+n(Λ× Λ) (id×ev
Λ
0 )∗−−−−−→ H i+n(Λ) (3.4.4)
respectively, where pi is the Gysin homomorphism for the embedding Θ ↪→ Λ× Λ.
Proof. Let E and E¯ be normal bundles of the embeddings Θ ↪→ Λ and Θ ↪→ Λ× Λ
respectively. Since both are pullback of the normal bundle of the embedding M ↪→
M ×M therefore there is an isomorphism h : E → E¯. Now let ΨΛ : E → N ⊂ Λ
and ΨΛ×Λ : E¯ → N¯ ⊂ Λ × Λ be corresponding tubular neighbourhoods, then the
following diagram commutes.
13
Θ −−−→ N Γ0←−−− Λyc yh yid
Θ −−−→ N¯ (ev
Λ
0 ×id)←−−−−− Λ
Since c is a homeomorphism, therefore the map Γ ∗0 ◦ pi is equivalent to the map
(evΛ0 × id)∗ ◦ τ . Thus the lemma follows.
Observe that P defines a cochain homotopy between P0 and P1 i.e. P0 and P1
satisfies the basic relation
P0 − P1 = δP + Pδ.
From the alternative description of P0 and P1 in the lemma observe that they van-
ishes on cochains relative to constant loops C∗(Λ,Λ0), therefore P becomes a cochain
map on relative cochains. Thus, precomposing with Künneth map, P induces a
product on cohomology
H i(Λ,Λ0)×Hj(Λ,Λ0) ~−→ H i+j+n−1(Λ,Λ0),
H i(Λ,Λ0)×Hj(Λ,Λ0) ∼= H i+j(Λ× Λ,Λ× Λ0 ∪ Λ0 × Λ) c
∗−→ H i+j+n(Θ,Θ−Θ>0,>0)
τ−→ H i+j+n(Λ,Λ−Θ>0,>0) Γ ∗−→ H i+j+n(Λ× I,Λ0 × I ∪ Λ× ∂I) ∼= H i+j+n−1(Λ,Λ0).
where τ is the Thom isomorphism. The product was studied in detail in [GH09]
and is known as the Goresky-Hingston product. The homology version of the above
product is a coproduct on homology of the free loop space relative to the constant
loops which is described as below.
α−−−−−− −→ α⊗ 1¯−−−−−−− −→ κ(α⊗ 1¯)
Hi(Λ,Λ0) i−→ Hi(Λ,Λ0)⊗H1(I, ∂I) ∼= Hi+1(Λ× I,Λ0 × I ∪ Λ× ∂I)
Γ¯−→ Hi+1(Λ,Λ−Θ>0,>0) τ−→ Hi−n+1(Θ,Θ−Θ>0,>0) c∗−→ Hi−n+1(Λ× Λ,Λ× Λ0 ∪ Λ0 × Λ)
(3.4.5)
where κ is the Künneth map, 1¯ is the generator of H1(I, ∂I). τ is the relative Thom
isomorphism.
A version of the Goresky-Hingston product can naturally be defined for the based
loop space Ωx0 . Let Θx0 = (α ∈ Θ : α(0) = x0.)
H i(Ωx0 , x0)×Hj(Ωx0 , x0) ~−→ H i+j+n−1(Ωx0 , x0),
H i(Ωx0 , x0)×Hj(Ωx0 , x0) ∼= H i+jΩx0×Ωx0 ,Ωx0×x0∪x0×Ωx0) c
∗−→ H i+j+n(Θx0 ,Θx0−Θ>0,>0x0 )
τ−→ H i+j+n(Ωx0 ,Ωx0−Θ>0,>0x0 )
Γ ∗−→ H i+j+n(Ωx0×I, x0×I∪Ωx0×∂I) ∼= H i+j+n−1(Ωx0 , x0).
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3.5 Some properties of the string products
In this subsection we discuss some of the well known properties of the Chas-Sullivan,
the string coproduct and the Goresky-Hingston product.
The string coproducts ∨t defined in the equation 3.3.1, which are same for all
t ∈ (0, 1), are almost trivial. That is why the string coproduct is also known as
degenerate string coproduct.
Proposition 3.6. For any x ∈ Hi(Λ), for any t ∈ [0, 1], we have
∨t(x) =
{
= 0 for i 6= n
χ(M).(x • 1)⊗ 1 for i = n
with (x • 1) ∈ H0(M) when x ∈ Hn(M), where χ(M) is the Euler characteristic
of the manifold M , 1 is the generator of H0(M).
Proof. A proof using topological field theory structure of Floer homology can be
found in [AS10]. For homologies with rationals coefficients, we provide a proof
using an algebraic model for the product in section 6, page 62.
It is known that both the Chas-Sullivan and the Goresky-Hingston product are
associative and graded commutative in the following way.
For a ∈ Hi(Λ) and b ∈ Hj(Λ), we have
b • a = (−1)(i−n)(j−n)a • b.
For α ∈ H i(Λ,Λ0) and β ∈ Hj(Λ,Λ0), we have
β ~ α = (−1)(i+n−1)(j+n−1)α~ β.
Let M,N be closed, oriented manifolds. It is natural to ask how the products
relate to products ofM×N , the cartesian product ofM and N . From the definition
it is not difficult to see that all the maps including Gysin maps in the definition of
the string products are natural with respect to product of underlying manifolds. So
there are natural isomorphisms
(H∗(Λ(M ×N)), •) ∼= (H∗(Λ(M)), •)⊗ (H∗(Λ(N)), •)
(H∗(Λ(M ×N),M ×N),~) ∼= (H∗(Λ(M),M)~)⊗ (H∗(Λ(N), N),~)
The Batalin-Vilkovisky structure and the string bracket
We have the circle action on the free loop space by translation
ρ : S1 × Λ→ Λ
ρ(e2piit, α)(s) = α(t+ s), t ∈ [0, 1]
defined by ρ(t, α)(s) = α(t+ s). The S1-action defines an operator
∇ : Hq(Λ)→ Hq+1(Λ)
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∇(θ) = ρ∗(1⊗ θ)
where 1 ∈ H1(S1) is the generator. Now
ρ : S1 × Λ→ S1 × Λ→ Λ
ρ(S1 × β) = γ
ρ : S1 × S1 × Λ→ S1 × Λ→ Λ
(eit1 , eit2 , α(s))→ (eit1+it2 , α(s))→ α(s+ t1 + t2), t1, t2 ∈ [0, 2pi]
then
∇2(θ) = ∇(ρ∗(1⊗ θ)) = ρ∗(1⊗ ρ∗(1⊗ θ).
By the above description we can write
∇2(θ) = ∇(ρ∗(12 ⊗ θ))
But it is obvious that 12 = 0 in H∗(S1), so ∇2 = 0
Definition 3.7. (Batalin-Vilkovisky algebra) A Batalin-Vilkovisky(BV) algebra is
an algebra (V ∗, ., [−,−]) such that 1) H∗(Λ) is graded, commutative algebra, 2) ∇ ◦
∇ = 0, 3) The binary operator [−.−] defined by
[a, b] := (−1)|a|∇(ab)− (−1)|a|∇(a)b− a∇(b)
is a derivation in each variable with a degree one operator ∇ : V → V ∗+1 which
is derivation for the product (.) is the bracket, i.e. and ∇2 = 0.
The following theorem was proved in [CS99], theorem 3.3 (page 11).
Theorem 3.8. The pair (H∗(Λ),∇) is an algebra.
In [CS99], theorem 4.7(page 16), the authors also show that the above operator
[., .] satisfies the Jacobi identity(upto grading), so makes H∗(Λ) into a graded Lie
algebra. Such a combination of being graded, commutative algebra, as well as a Lie
algebra which is a derivation in each variable is called a Gerstenhaber algebra.
3.6 String products on the level homology
In this section we will describe how the Chas-Sullivan product and the Goresky-
Hingston product passes to level homology and level cohomology respectively. In
geometry normally we consider level sets of the free loop space with respect to the
energy function. In this case, it turns out that the product behaves better with level
homology or cohomology when the levels are defined with respect to the square root
of the energy function instead of the energy function. The results in this section are
due to M. Goresky and N. Hingston ([GH09]).
Let F : Λ → R, F (α) =
√
E(α), where E is the energy function defined above.
The critical points of F are the closed geodesics. Suppose that all critical points of
the function F = Λ → R at level a are nondegenerate. Let γj’s for j = 1, 2, · · · , r
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are all the critical points at this level and Σ=a = ∪rj=1γ¯j, where γ¯j is S1 orbit of γj.
Then Hj(Λ≤a,Λ≤a − Σ=a) ∼= Hj(Λ≤a,Λ<a).
The proof follows from the fact that the inclusion (Λ≤a,Λ≤a−Σ=a) ↪→ (Λ≤a,Λ<a)
is a homotopy equivalence. A homotopy inverse is given by flow of the vector field
−grad(F ).
For any a, 0 ≤ a ≤ ∞, we denote by Λ≤a = {α ∈ Λ|F (α) ≤ a} and Λ<a = {α ∈
Λ|F (α) < a}. The Chas-Sullivan product extends to a product on level homologies
in the following way:
Hi(Λ≤a)×Hj(Λ≤b)→ Hi+j(Λ≤a+b) (3.6.1)
Hi(Λ≤a,Λ<a)×Hj(Λ≤b,Λ<b)→ Hi+j(Λ≤a+b,Λ<a+b) (3.6.2)
The homology of the group Hi(Λ≤a,Λ<a) can be computed with the help of
Morse theory ([RP63]).
Theorem 3.9. ([RP63]) Assume that the Riemannian metric on M is chosen so
that all the geodesics are nondegenerate.
1) If there are not critical values of F in [a, b] then Λ≤b retracts onto Λ≤a.
2) If c, a < c < b is the only critical value of F in the interval [a, b]. Denote
by N1, N1, · · · , Nr the components of Crit(F ) at level c, with respective indices
λ1, λ2, · · · , λr, and Γ−i → Ni, i = 1, · · · , r are the negative bundles. Then Λ≤b
retracts onto a space homeomorphic to Λ≤a with a disc bundles DΓ−i of dimension
λi disjointly attached along their boundaries.
Corollary 3.10. Suppose γ¯ be the nondegenerate critical orbit of a critical point
γ of index λ. Let G = Z when negative bundle Γ− → γ¯ is oriented and G = Z2
otherwise.
Then the local level cohomology groups are given by
H i(Λ<c ∪ γ¯,Λ<c) ∼= H i(Λ≤c,Λ≤c − γ¯) ∼=
{
G for i = λ, λ+ 1
0 otherwise.
Let Σ=a ⊂ Λ=a, a ∈ R consists of all critical points of F at level a ∈ R. Suppose
U ⊂ Λ be neighborhood of Σ=a including no other critical point of F . The inclusion
(Λ≤c − Σ=a) ∩ U ↪→ Λ≤c induces an isomorphism
H i(Λ≤c,Λ≤c − Σ=a) ∼= H i(Λ≤c ∩ U, (Λ≤c − Σ=a) ∩ U).
Suppose Uγ ⊂ Λ be neighborhood of γ¯ including no other critical point of F .
The inclusion Λ≤c ∩ Uγ ↪→ Λ≤c induces an isomorphism
H i(Λ≤c,Λ≤c − γ¯) ∼= H i(Λ≤c ∩ Uγ, (Λ≤c − γ¯) ∩ Uγ).
For a level homology class α the critical level of α is defined by
cr(α) = inf{a ∈ R : α ∈ Image(Hi(Λ≤a)→ Hi(Λ)}.
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A homology class β ∈ Hi(Λ≤a,Λ<a) is called level-nilpotent if there exists m
such that the Chas-Sullivan product in level homology vanishes
0 = β∗m ∈ Hmi+(m−1)n(Λ≤ma,Λ<ma).
A homology class α ∈ Hi(Λ) is called level nilpotent if there exists m such that
cr(α∗m) < mcr(α).
The following theorem shows how level homology classes behaves with respect
to the Chas-Sullivan product.
Theorem 3.11. ([GH09], theorem 7.3, page 142 )
Let F : Λ → R as above. Suppose that all the critical orbits of F are isolated
and non-degenerate. Then every homology class α ∈ Hi(Λ) is level-nilpotent, and
for every a ∈ r, every level homology class β ∈ Hi(Λ≤a,Λ<a) is level-nilpotent.
Similar to the above the Goresky-Hingston product extends to level cohomology.
H i(Λ≤a)×Hj(Λ≤b)→ H i+j+n−1(Λ≤a+b) (3.6.3)
H i(Λ≤a,Λ<a)×Hj(Λ≤b,Λ<b)→ H i+j(Λ≤a+b,Λ<a+b) (3.6.4)
For a cohomology class α ∈ Hj(Λ,Λ0) critical level of α is defined by
cr(α) = sup{ker(Hj(Λ,Λ0)→ Hj(Λ<b)}
A class α ∈ H i(Λ,Λ0) is level nilpotent if there exist m so that cr(α~m) >
mcr(α).
A cohomology class β ∈ H i(Λ≤a,Λ<a) is called level nilpotent if there exists m
such that β∗m = 0 in Hmi+(m−1)(n−1)(Λ≤ma,Λ<ma).
Let α ∈ H i(Λ,Λ0) and β ∈ H i(Λ≤a,Λ<a) are associated if there exist an associ-
ating class ω ∈ H i(Λ,Λ<a) with
ω −−−→ αy
β
in
H i(Λ,Λ<a) −−−→ H i(Λ,Λ0)y
H i(Λ≤a,Λ<a)
Lemma 3.12. Suppose α ∈ H i(Λ,Λ0) and β ∈ H i(Λ≤a,Λ<a) are associated, where
α = cr(α). If β is level nilpotent, then α is also level nilpotent.
Let A ∈ Λ be the space of all loops parametrized proportional to arc length.
The A is homotopy equivalent to Λ.
For A,B ⊂ Λ we write A ×M B = (A × B) ∩ Θ. Let φmin : (Θ − Λ0) → Λ
defined by φmin(α, β) = φs(α, β) with s = F (α)F (α)+F (β) , which extends continuously to
Λ0 giving a map φmin : Θ→ Λ. define A •B = Φmin(A×M B).
Proposition 3.13. Suppose that α ∈ H i(Λ,Λ − A) and β ∈ H i(Λ,Λ − B) with A
and B closed subset of Λ− Λ0. Then α~ β ∈ H i(Λ,Λ− A •B).
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The statement of the following theorem appeared in [GH09], theorem 11.3, page
161 without a proof, here we give a detail proof.
Theorem 3.14. Suppose that all critical points of the function F : Λ → R are
nondegenerate. Then for any a ∈ R every class α ∈ H i(Λ,Λ0) is level-nilpotent and
every class β ∈ H i(Λ≤a,Λ<a) is level-nilpotent.
Proof. By the above lemma, it suffices to prove that every class β ∈ H i(Λ≤a,Λ<a)
is level nilpotent, where a ∈ R is a nondegenerate critical value. Since all the
critical orbits are nondegenerate, therefore the critical set Σ=a consists of the S1
orbits of finitely many closed geodesics, say, γ1, γ2, · · · , γs. Let S1 orbit of γj is
denoted by γ¯j. We may choose the ordering so that there exists r ≤ s such that
H i(Λ≤a,Λ≤a − γ¯j) 6= 0 if and only if 1 ≤ j ≤ s. Let Σ=a0 ⊂ Σ=a consists S1 orbits
of γ1, γ2, · · · , , γr. For 1 ≤ j ≤ r, we can choose open neighborhood Uj ∈ Λ be a
neighborhood of S1 orbit of γj, denoted by γ¯j, such that Uj ∩Uk = φ for j 6= k. The
level cohomology groups can be expressed as direct sum
H i(Λ≤a,Λ<a) ∼=
r⊕
j=1
H i(Λ≤a ∩ Uj,Λ<a ∩ Uj) ∼=
r⊕
j=1
H i(Λ≤a,Λ≤a − Σa)
Using the previous proposition we obtain
b~m ∈ Hb(Λ≤ma,Λ≤ma−(Σ=a0 )∗m) ∼=
r⊕
j=1
Hb(Umaj,m, Umaj,m−γ¯mj ) =
r⊕
j=1
H i(Λ≤a,Λ≤a−γ¯mj )
(3.6.5)
where Uj,m are disjoint neighborhoods of the γ¯mj containing no other critical points
and b = mi+ (m− 1)(n− 1).
Let λm denote the index of γmj . Suppose jth summand in equation 3.6.5 is
not zero, then λm equals to either b − 1 or b, so λm = mi + (m − 1)(n − 1), or
λm = mi + (m − 1)(n − 1) − 1. On the other hand, since β ∈ H i(Λ≤a,Λ<a) 6= 0
therefore λ1 ∈ {i− 1, i} and we know from equation 2.1.1 that for any k ≥ 0 there
exist m such that λm ≤ mλ1 + (m− 1)(n− 1)− k. Now if i = λ1 or i = λ1 + 1, then
for a large k we arrive at a contradiction. This concludes the proof.
A closed geodesic γ ∈ Λ is called prime if it is not iterate of another closed
geodesic. Suppose γ ∈ Λ is prime closed geodesic of length c and index λ all of
whose iterates are nondegenerate.
Let λr denote the Morse index of the r fold iterate, and Σr ⊂ Λ be its S1 orbit.
Let αr, βr, β¯r, α¯r be generators for the local level homology and cohomology classes,
i.e.
αr ∈ Hλr βr ∈ Hλr , α¯r ∈ Hλr , β¯r ∈ Hλr+1
Theorem 3.15. ([GH09], page 162) Let γ be a prime closed geodesic of the ori-
entable manifold M all of whose iterates are nondegenerate and the negative bundle
is orientable for all r. For r ≥ 2 the following holds
1) (α1)•r = 0 and (β¯1)~r = 0;
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2) if the index growth upto r-th iterates is minimal then (α¯1)•r = α¯r, and if index
growth upto r-th iterates is maximal then (β1)~r = βr;
3) if n− λ1 is even, then (α¯1)•r = 0;
4) if n− λ1 is even, then (β1)~r = 0.
3.7 Manifolds all of whose geodesics are closed
We recall a geodesic is called prime if it is not iterate of an another closed geodesics.
Let SM denotes the unit sphere bundle of the tangent bundle of M . For manifolds
all of whose geodesics are closed it is easy to see that Σr the critical set consisting
of r-fold iterates of prime closed geodesic is diffeomorphic to SM .
Proposition 3.16. If M is orientable and all geodesics on M are closed with the
same prime period, then for any r the negative bundle Γr → Σr is also orientable.
The index growth for manifolds all of geodesics are closed with same prime length
is maximal. So the index of r-fold iterates is λr = rλ1 + (r − 1)(n− 1). The choice
of orientation of Γr determines an isomorphism
hr : Hi(Σr) ∼= H∗(Λ≤rl,Λ<rl).
Theorem 3.17. ([GH09]) Let M be an n-dimensional orientable compact Rieman-
nian manifold, all of whose prime geodesics has the same length l. Then for any
r ≥ 0 the following diagram commutes
Hi(Λ≤rl,Λ<rl)×Hj(Λ≤rl,Λ<rl) •−−−→ Hi+j−n(Λ≤rl,Λ<rl)
hr×h1
x xhr+1
Hi−λr(SM)×Hj−λ1(SM) −−−→ Hi−λr+j−λ1−2n+1(SM)
The product in the bottom row is the intersection product. Thus after composing
with the isomorphism
hr : H∗(SM)→ H∗(Λ≤rl,Λ<rl)
the Chas-Sullivan product becomes the intersection product on the homology.
Let GrI(Λ,Λ0) = ⊕∞r=1H∗(Λ≤rl,Λ<rl). Let H∗(SM)[T ]≥1 = TH∗(SM)[T ] be the
ideal of polynomials with zero constant term.
Corollary 3.18. There is an isomorphism of rings Φ : H∗(SM)[T ]≥1 → GrI(Λ,Λ0).
More precisely, there is class ω ∈ H2n−1+λ1(Λ≤l) and Φ(aTm) = h1(a) • ω•(m−1)
The Goresky-Hingston product for the level cohomologies also behaves in the
similar manner as above. The choice of orientation of the negative bundle Γr also
determines an isomorphism
hr : H i(Σr) ∼= H∗(Λ≤rl,Λ<rl).
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Theorem 3.19. ([GH09]) Let M be an n-dimensional orientable compact Rieman-
nian manifold, all of whose prime geodesics have the same length l. Then for any
r ≥ 0 the following diagram commutes:
H i(Λ≤rl,Λ<rl)×Hj(Λ≤l,Λ<l) ~−−−→ H i+j+λr+λ1+n−1(Λ≤(r+1)l,Λ<(r+1)l)
hr×h1
x xhr+1
H i(SM)×Hj(SM) −−−→ H i+j(SM)
The product in the bottom row is the cup product.
Let GrI(Λ,Λ0) = ⊕∞r=1H∗(Λ≤rl,Λ<rl). By proposition the Goresky-Hingston
product induces a product on GrI(Λ,Λ0). Let H∗(SM)[T ]≥1 = TH∗(SM)[T ] be
the ideal of polynomials with zero constant term.
Corollary 3.20. There is an isomorphism of rings Ψ : H∗(SM)[T ]≥1 → GrI(Λ,Λ0).
More precisely, there is class ω ∈ Hλ1(Λ,Λ0) and Ψ(aTm) = h1(a)~ ω~(m−1).
3.8 Existence of closed geodesics
One of the long standing problem in Riemannian geometry is whether any com-
pact simply connected Riemannian manfold admits infinitely many geometrically
distinct (prime) closed geodesics. Below we gather some of the important results on
this question.
• If the sequence of Betti numbers bk(Λ;F ) with coefficients in some field F is
unbounded, the answer is affirmative (Gromoll-Meyer theorem). This is in particular
true for manifolds whose rational cohomology ring requires at least two generators
(Vigué-Poirrier-Sullivan), and also for globally symmetric spaces of rank > 1 (Ziller).
• Among the spaces which do not satisfy the assumptions of the Gromoll-Meyer
theorem, the problem is solved in the affirmative for the 2-sphere (Bangert, Franks,
Angenent, Hingston).
• The problem is solved in the affirmative for a generic metric (Klingenberg,
Takens, Hingston, Rademacher).
The problem in the case the n-spheres Sn, n ≥ 3 remains still open.
We state here two theorems of N. Hingston, which can be applied to show that
any Riemannian 2-sphere admits infinitely many closed geodesics.
Theorem 3.21. ([Hi93]) Let γ be an isolated closed geodesic of a n-dimensional
compact manifold M of length a, index λ, and nullity η. Assume that
1) γ has non-trivial local level cohomology class i.e.
Hλ(Λ<a ∪ γ,Λ<a) 6= 0
2) (index + nullity)(γm) ≥ m(λ+ η) + (n− 1)(m− 1) for all m ≥ 1.
Then for any  > 0, if m ∈ Z is sufficiently large, there exists closed geodesic with
length in the open interval (ma−,ma). It follows that M has infinitely many closed
geodesics.
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A corollary of the theorem is that suppose M is a two-sphere and suppose that
the "shortest" Lusternik-Schnirelmann closed geodesic ( obtained by minimax) is
isolated and "nonrotating" then the above conclusion holds with λ = 1.
Theorem 3.22. ([Hi97]) Let γ be an isolated closed geodesic of a n-dimensional
compact manifold M of length a, index λ, and nullity η. Assume that
1) γ has non-trivial local level homology class i.e.
Hλ+η(Λ<a ∪ γ,Λ<a) 6= 0
2) (index + nullity)(γm) ≤ m(λ+ η)− (n− 1)(m− 1) for all m ≥ 1.
Then M admits infinitely many closed geodesics. Furthermore for any  > 0, if
m ∈ Z is sufficiently large, then there exists a closed geodesic with length in the open
interval (ma,ma+ ).
A nondegenerate closed geodesic is isolated and satiesfies the condition (1) of
both the theorem. Notice that by 2.1.1 for non-degenerate geodesic condition (2)
of the first theorem can be satisfied only when the index growth is maximal, and
condition (2) of the second theorem can be satisfied only when the index growth is
maximal.
Finally we state two theorems which tell us that in some sense the Chas-Sullivan
and the Goresky-Hingston product are complementary to each other.
Theorem 3.23. ([GH09]) Let γ be a nondegenerate closed geodesic with nonnilpo-
tent level cohomology with respect to the Goresky-Hingston product. Let a = length(γ).
Then for any  > 0, if m ∈ Z is sufficiently large, there exists a closed geodesic with
length in the open interval (ma−,ma). It follows that M has infinitely many closed
geodesics.
Proof. Let γ be an isolated closed geodesic with nonnilpotent level cohomology class
x ∈ Hj(Λ≤a,Λ<a). Denote by λm = index(γm), νm = nullity(γm).
Since x~m ∈ Hmj+(m−1)(n−1)(Λ≤ma,Λ<ma) is a non-trivial, therefore
λm ≤ mj + (m− 1)(n− 1) ≤ λm + νm + 1
for all m. Since νm ≤ 2n − 1 for all m (see [Mi]), it follows that the average index
(existence is confirmed in 2.1.1)
λ¯ = lim
m→∞
λm
m
= j + n− 1.
We also have the following fact about the average index from 2.1.1
mλ¯− (n− 1) ≤ λm
Now combing above two equation and the equation 2.1.1, we get
m(j + n− 1)− (n− 1) ≤ λm ≤ mj + (m− 1)(n− 1)⇒ λm = mj + (m− 1)(n− 1)
22
putting m = 1 in the above equation gives index(γ) = λ1 = j. Thus we have a non
trivial local level cohomology class
x ∈ Hλ1(Λ≤a,Λ<a) 6= 0
and λm = m(index(γ)) + (m− 1)(n− 1) for all m,
which is the hypothesis of the theorem 3.22. This concludes our proof.
Theorem 3.24. ([GH09]) Let γ be an isolated closed geodesic with nonnilpotent
level homology the Chas-Sullivan product. Let L = length(γ). Then for any  > 0, if
m ∈ Z is sufficiently large, there is a closed geodesic with length in the open interval
(mL,mL+ ). It follows that M has infinitely many closed geodesics.
Proof. We use the same notations as the previous theorem. Let γ be an isolated
closed geodesic with nonnilpotent level homology class x ∈ Hj(Λ≤a,Λ<a). Then
x∗m ∈ Hmj−n(m−1)(Λ≤ma,Λ<ma)
is a non-trivial homology class. It follows that
λm ≤ mj − n(m− 1) ≤ λm + νm + 1
for all m. This implies that the average index of γ is λ¯ = j − n. We have the
following fact about average index
λm + νm ≤ mλ¯+ (n− 1)
Now combining above two equations and the equation2.1.1, we get
mj−n(m− 1)− 1 ≤ λm + νm ≤ m(j−n) + (n− 1)⇒ λm + νm = m(j−n) + (n− 1)
putting m = 1, gives λ1 + ν1 = j − 1.
Therefore, we have a non-trivial local level homology class
x ∈ Hλ1+ν1(Λ≤a,Λ<a) 6= 0
and
λm + νm = m(j − n) + (n− 1) = m(λ1 + ν1)− (m− 1)(n− 1),
which is the hypothesis of the theorem 3.22. This concludes the proof.
3.9 Homotopy invariance of the string operations
In [CKS05] (page 2, theorem 1) R. Cohen, J Klein and D. Sullivan proved the
homotopy invariant of the Chas-Sullivan product.
Theorem 3.25. Let M1 and M2 be closed oriented manifolds. f : M1 → M2
be an orientation preserving homotopy equivalence. Then the induced homotopy
equivalence of loop spaces Λf : ΛM1 → ΛM2 induces a ring isomorphism
(Λf)∗ : (H∗(ΛM1), •) ∼= (H∗(ΛM2), •).
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The only tricky part of the proof is to show the naturality of the Gysin map for
the embedding Θ ↪→ Λ×Λ with respect to homotopy equivalence of the underlying
manifolds, which the above authors show using a purely topological method.
In order to show that the string coproducts are homotopy invarience we need to
show the naturality of Gysin map for the embedding Θ ↪→ Λ. This can be done in
very similar manner as for the embedding Θ ↪→ Λ × Λ. We give a compact proof
of this fact below. We need to use the following theorem from [CKS05]. Let Dk be
the unit disk, and consider the generalized diagonal embedding,
∆k : M →M ×M ×Dk
x→ (x, x, 0).
We may now identify the stabilized tangent bundle TM ⊕ k with the normal
bundle of this embedding, where k is the trivial k-dimensional bundle. This yields
an embedding, D(TM ⊕ k) ⊂ M × M × Dk. The closure of its complement is
denoted by FDk(M, 2). We note that FDk(M, 2) is homotopy equivalent to the
complement M ×M ×Dk−η(∆k(M)), where η(∆k(M)) denotes the normal bundle
of the embedding ∆k.
Theorem 3.26. Assume M1 and M2 are closed oriented manifolds and that f :
M1 → M2 is an orientation preserving homotopy equivalence. Then for sufficiently
large k there is a homotopy equivalence f2 : FDk(M1, 2) → FDk(M2, 2) so that both
square in the following diagram are homotopy commutative
M1 ×M1 × Sk−1 f×f×1−−−−→ M1 ×M1 × Sk−1
∩
y ∩y
FDk(M1, 2)
f2−−−→ FDk(M2, 2)
∩
y ∩y
M1 ×M1 ×Dk f×f×1−−−−→ M1 ×M1 ×Dk
Let η1(i) and η2(i) are tubular neighborhoods of the embeddings i1 : Θ(M1) ↪→
Λ(M1) and i2 : Θ(M2) ↪→ Λ(M2). Then the homotopy invariance of the Gysin
map Hi(Θ) → Hi−n(Λ) will be established if we can show that there is homotopy
equivalence
f¯ : Λ(M1)/(Λ(M1)− η1(i)) ∼=−→ Λ(M2)/Λ(M2)− η2(i)
making the following diagram homotopy commutative.
Λ(M1) −−−→ Λ(M1)/(Λ(M1)− η1(i))
Λ(f)
y f¯y
Λ(M2) −−−→ Λ(M2)/(Λ(M2)− η2(i))
Now one can relax this condition by asking f¯ be stable homotopy equivalence i.e.
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there are homotopy equivalences ∑k Λ(M1)/Λ(M1)− (η1(i)) ∼= ∑k Λ(M2)/Λ(M2)−
(η2(i)) of iterated suspensions.
Now, we know the following homotopy equivalence
Λ(Mi)×Dk/((Λ(Mi)×Dk)− (ηi(ι)×Dk)) '
k∑
Λ(Mi)/Λ(Mi)− (ηi(ι)),
therefore it suffices to to show that there is a homotopy equivalence induced by f
f˜ : Λ(M1)×Dk − (η1(1)×Dk)) ∼=−→ Λ(M2)×Dk − (η2(2)×Dk))
that makes the following diagram commutative.
((Λ(M1)×Dk)− (η1(i)×Dk)) −−−→ Λ(M1)×Dk
f¯
y f¯×f¯×1y
Λ(M2)×Dk − (η2(2)×Dk)) −−−→ Λ(M2)×Dk
We now produce the homotopy equivalence f˜ . First observe that for i = 1, 2,
the following diagrams are pullback squares:
Λ(M2)×Dk − (η2(2)×Dk)) −−−→ Λ(M2)×Dk
e0×e 1
2
y e0×e 12×1y
FDk(M1, 2) −−−→ Mi ×Mi ×Dk
(3.9.1)
where the vertical maps are fibrations. We construct f˜ that is a restriction of
Lf × 1 : Λ(M1) × Dk → Λ(M2) × Dk and that lifts the homotopy equivalence
fk : FDk(M1, 2)→ FDk(M2, 2).
We consider the following two maps
g1, g2 : Λ(M1)×Dk − (η2(2)×Dk))→M2 ×Dk
defined as follows: the map g1 is defined to the composition
((Λ(M1)×Dk)−(η1(i)×Dk))↪→Λ(M1)×Dk Λ(f)×1−−−−→ Λ(M1)×Dk
e0×e 1
2
×1
−−−−−→M2×M2×Dk
Similarly, the map g2 is defined to be the composition
(Λ(M1)− (η1(i)×Dk)
e0×e 1
2−−−→ FDk(M1, 2) fk−→ FDk(M2, 2) ↪→M2 ×M2 ×Dk
A homotopy H : FDk(M1, 2) × I → M2 × M2 making the bottom square in the
statement of the above Theorem determines a homotopy between g1 and g2. Since
square 3.9.1 is pullback square of fibrarions, the homotopy lifting property then
defines a map
f˜ : Λ(M1)×Dk − (η1(2)×Dk))→ Λ(M2)×Dk − (η2(2)×Dk)).
Since the maps between the other corners of the squares Λ(f)× 1, fk and f × f × 1
are all homotopy equivalences, so is f˜ . So f˜ is our required map.
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Here we note that the same Gysin map for the embedding Θ ↪→ Λ × Λ is used
in the description of the Goresky-Hingston product. However the description of
the Goresky-Hingston product also involves relative homology or cohomology. So
proving the naturality of the Gysin map does not completely proves the homotopy
invariance of the Goresky-Hingston product. In a later part of this thesis we will
show the homotopy invariance of the Goresky-Hingston product on cohomology over
rationals using an algebraic model of the product.
3.10 Serre spectral sequences in string topology
In this section we describe two multiplicative spectral sequences, one converges to
the Chas-Sullivan product and the other converges to the Goresky-Hingston prod-
uct. The main difficulty in the construction is to describe the Gysin map used in
the definition of the Chas-Sullivan product and the Goresky-Hingston product. The
construction of the spectral sequence of algebras converging to the loop homology
with the Chas-Sullivan product was first described in [CJY], here we follow the con-
struction by L. Meier (see [Me]).
One can think of spectral sequence as a book consisting of pages, each of which
is a two-dimensional array of abelian groups. There are maps between the groups
so that they form a chain complex. The groups which appear on the next page
are precisely the homology groups of these chain complexes. Diagrams below are
examples of how the first three pages of a first quadrant Serre spectral sequence
would look like.
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .
. . . . .
. . . . .
. . . . .
. . . . .
. . . . .
Spectral sequence can be constructed by various ways. It can be constructed
for example from an exact couple or a filtered complex or a double complex. The
most powerful and perhaps the most common tool in algebraic topology for the
construction is William Massey’s method of exact couples. To define exact couples
one usually begins with an abelian category, however in our case we will consider
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only a particular abelian category namely the category of finitely generated abelian
groups. An exact couple is a pair of Abelian groups A and E, together with three
homomorphisms between these objects: i : A → A, j : A → E and k : E → A
subject to the exactness condition, i.e, image of a map is equal to the kernel of
the following map. The group E corresponds to the first page E0 of the spectral
sequence with boundary map d = jk and A is some auxiliary data.
A A
E
i
jk
To pass to the next sheet of the spectral sequence we will form the derived cou-
ple. We set
E ′ = kerd/Imd, the homology of E with respect to the differential d,
A′ = i(A) ⊂ A,
i′ = i|A′, j′(ia) = [ja] ∈ E ′ and k′[e] = ke.
A′ A′
E ′
i′
j′k′
It can be easily seen that the derived couple of an exact couple is exact. This
process can now be iterated indefinitely. The sequence E,E ′, · · · with differentials
d, d′, · · · respectively is called a spectral sequence. The sequence can be written as
E0, E1, E2 · · · with corresponding differentials d0, d1, d2 · · · .
Let Er = ⊕p,q Erp,q the differentials dr : Erp,q → Erp−r,q+r−1. We say a spectral
sequence Erp,q converges to E∞p,q if there is an r(p, q) such that for all r ≥ r(p, q)
the differentials dp−r,q+r−1 and dp,qr are trivial. This forces Erp,q to be isomorphic
to E∞p,q for large r. A morphism of spectral sequences of bidegree (a, b) between
E∗ and E˜∗ consists of homomorphisms f r : Erp,q → E˜rp+a,q+b which commutes with
the differentials and satisfy H(f r) = f r+1. A morphism of exact couples induces a
morphism between the associated spectral sequence.
Let ξ : F ↪→ E → X be a fibration with X path connected, and ξ′ : F ′ ↪→ E ′ →
X a subbundle. Then we have the following theorem, see [AH] for details.
Theorem 3.27. Assume that the fundamental group pi1 acts trivially on H∗(X;G).
Then there is a spectral sequence ζ(ξ, ξ′) := {Er, dr} with E2p,q = Hp(X;Hq(F, F ′))
which converges to the relative homology Hn(E,E ′) of the pair (E,E ′) i.e. Hn(E,E ′) =⊕
pE
∞
p,n−p.
Let X(p) denote the p-th skeleton of X. We define Ep to be the preimage of the
p skeleton X(p). Let A =
∑
p,q hp+q(E(p), E ′(p)) and B =
∑
p,q hp+q(E(p), E(p) ∪ E ′(p)).
The Serre spectral sequence ζ(ξ, ξ′) of the couple (ξ, ξ′) in the above theorem is
produced by the exact couple
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B
i
jk
In the following theorem we describe a morphsim of spectral sequences which
converges to the Gysin map on the homology of the free loop space arising from the
Gysin map on the base manifold.
Theorem 3.28. ([Me11]) (Intersecting on the base) There is a morphism of con-
vergent spectral sequences of bi-degree (d, 0) between ζ(ξ) and ζ(ξ0). The morphism
is canonical starting with the second page E2 and induces the Gysin morphism
Hp(B,Hq(F )) → Hp−d(A,Hq(F )) on E2. The morphism converges to the relative
Gysin morphism Hq(E)→ Hq−d(E0) on the total space.
We have following diagram of bundle maps:
Ωx0 × Ωx0 id←−−− Ωx0 × Ωx0
φ 1
2−−−→ Ωx0y y y
Λ× Λ ←−−− Θ
φ 1
2−−−→ Λ
ev0×ev0
y ev0y ev0y
M ×M ∆←−−− M id−−−→ M
The middle row produces the Chas-Sullivan product on homology. The diagonal
embedding ∆ induces intersection product on homology and cup product on coho-
mology. The second map on top row induces Pontryagin product on homology of
the based loop space Ωx0 .
The following theorem due to R. Cohen, J. Jones and J. Yan describes morphisms
of spectral sequences converging to the Chas-Sullivan product.
Theorem 3.29. ([CJY]) Let M be a closed, oriented, simply connected manifold.
There is a first quadrant spectral sequence of algebras {Erp,q, dr : p ≥ 0, q ≥ 0} such
that
(1) Er∗,∗ is an algebra and the differential dr : Er∗,∗ → Er∗−r,∗+r−1 is a derivation for
each r ≥ 1.
(2) The spectral sequence converges to the loop homology H∗(Λ) as algebras. That
is, E∞∗,∗ is the associated graded algebra to a natural filtration of the algebra H∗(Λ).
(3) For k, l ≥ 0,
E2k,l
∼= Hk(M ;Hl(Ωx0)).
Furthermore the isomorphism E2k,l ∼= Hk(M ;Hl(Ωx0)) is an isomorphism of algebras,
where the algebra structure on H∗(M ;H∗(Ωx0)) is given by the cup product on the
cohomology of M with coefficients in the Pontryagin-ring H∗(Ωx0).
(4) The spectral sequence is natural with respect to smooth maps between manifolds.
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sketch of the proof: Here we give a sketched of the proof by Cohen, Jones
and Yan in [CJY]. We first recall than normal bundle of the diagonal embedding
∆ : M → M × M is naturally isomorphic to the tangent bundle TM . We can
form an n-sphere bundle over M by taking the one point compactification of each
fiber and gluing them together to the total space. Then we obtain the Thom space
MTM as the quotient of the sphere bundle by M . The Thom-Pontryagin map for
the diagonal embedding is therefore a map
τ : M ×M →MTM
which collapses everything outside a tubular neighbourhood of the diagonal to the
base point of MTM .
Chosse a Riemannian metric on TM and let DTM and STM be the unit disk
and sphere bundles of TM , so MTM ' DTM/STM . There is a chain equivalence
θ] : C∗(DTM/STM, ∗)→ C∗(DTM,STM),
where ∗ is the base point of DTM/STM . There is also a chain map by taking
cap product with a chochain in Cn(DTM,STM) that represents Thom class in
Hn(DTM,STM).
σ] : C∗(DTM,STM)→ C∗−n(M))
Let u] denote the composition of the following chain maps
u] : C∗(MTM)→ C∗(DTM/STM, ∗) θ]−→ C∗(DTM,STM) σ]−→ C∗−n(M))
Proposition 3.30. The following composition of chain maps
Cp(M)⊗ Cq(M) ×−→ Cp+q(M ×M) τ]−→ Cp+q(MTM) u]−→ Cp+q−n(M)
is the representative of the intersection product
(−1n(n−p) < . >: Hp(M)⊗Hq(M)→ Hp+q−n(M)
We recall pullback square from the first section
Θ e−−−→ Λ× Λyev yev0×ev0
M
∆−−−→ M ×M
where ∆ is the diagonal map and ev : Θ→M, ev(α, β) = α(0) = β(0).
In [CJY] they showed that one can pull back the construction of the τ] to obtain
a chain map
τ˜] : C∗(Λ× Λ)→ C∗(ΘTM).
There is a pushforward square
Λ× Λ −−−→ ΘTMyev0×ev0 yev∞
M ×M τ−−−→ MTM
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The composition of maps
γ : Θ
φ 1
2−→ Λ ev0−−→M
coincides with ev∞, where φ 1
2
is the standard composition of loops defined in section-
1. Therefore γ induces a map of bundles
γ : ev∗∞(TM)→ ev∗0(TM),
and therefore induces a map of Thom spaces
γ˜ : ΘTM → ΛTM .
A similar to the argument used for description of u] there is a chain map
u˜] : C∗(ΛTM)→ C∗−n(Λ)
Proposition 3.31. The composition of the four chain maps
× : C∗(Λ)⊗ C∗(Λ)→ C∗(Λ× Λ). (3.10.1)
τ˜] : C∗(Λ× Λ)→ C∗(ΘTM) (3.10.2)
γ˜] : C∗(ΘTM)→ C∗(ΛTM) (3.10.3)
u˜] : C∗(ΛTM)→ C∗−n(Λ) (3.10.4)
gives a chain representative of the Chas-Sullivan product up to sign
Hp(Λ)⊗Hq(Λ)→ Hp+q−n(Λ).
In combinatorial topology s simplical set S∗ consists of k simpleces Sk, S∗ = ⋃Sk,
and face maps ∂ : Sk → Sk−1, i = 0, · · · , k, and degeneracy maps σj : Sk → Sk+1, j =
0, · · · , k.
S∗ consists of k Let ∆k denotes the standard k-simplex. We have coface maps
di : ∆k−1 → ∆k i = 0, · · · , k
and codegeneracy maps
sj : ∆k+1 → ∆k j = 0, · · · , k.
There is an equivalence relation ∼ on S∗ defined by
(sj(t), x) ∼ (t, σj(x)), (di(t), y) ∼ (t, di(y)).
The geometric realisation |S| of a simplicial set S∗ is defined by |S| = ⋃k ∆k×Sk/
∼ .
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Given a topological space X, let S.X denotes its singular simplicial set. The
p-simplices are given by the singular simplices Sp(X) = {σ : ∆p → X}, where ∆p is
the standard p-simplex,
∆p = {(x0, x1, · · · , xp) ∈ Rp+1 : xi ≥ 0, and
∑
xi = 1
S.X has the usual face and degeneracy operations, and it is well known that its
geometric realization |S.X| has the weak homotopy type of X.
Now let F ↪→ E pi−→M be a fibration. There is filtration of the simplicial set S.E
defined as follows.
Definition 3.32. Let Fp(S.E) ⊂ S.E be the subsimplicial set whose r simplices are
given by
Fp(Sr(E)) = {T : ∆r → E : pi ◦ T = σ(i0, · · · , ir),
for some σ ∈ Sq(M), q ≤ p, and some sequence 0 ≤ i0 ≤ · · · ≤ ir ≤ q}
(3.10.5)
Proposition 3.33. Let F ↪→ E →M be a filtration as above. Consider the filtration
of chain complexes ,
{0} ↪→ · · · ↪→ Fp−1(C∗(E)) ↪→ Fp(C∗(E)) ↪→ · · · ↪→ C∗(E)
defined by Fp−1(C∗(E)) = C∗(Fp(E)) ↪→ Fp(C∗(E)) where Fp(S.E) is the p-th fil-
traton of the singular simplicial set defined above. Then this filtration induces the
Serre spectral sequence converging to H∗(E).
The following is an immediate observation based on the chain descriptions above.
Proposition 3.34. The chain maps
× : C∗(Λ)⊗ C∗(Λ)→ C∗(Λ× Λ) (3.10.6)
τ˜] : C∗(Λ× Λ)→ C∗(ΘTM) (3.10.7)
γ˜] : C∗(ΘTM)→ C∗(ΛTM) (3.10.8)
described in proposition 3.30 all preserve the above filtrations:
⊗ : Fp(C∗(Λ))⊗ Fq(C∗(Λ))→ Fp+q(C∗(Λ× Λ)) (3.10.9)
τ˜] : Fm(C∗(Λ× Λ)→ Fm(C∗(ev∗∞DTM, ev∗∞STM) (3.10.10)
γ˜] : Fm(C∗(ev∗∞DTM, ev∗∞STM)→ Fm(C∗(DLM,SLM)) (3.10.11)
and therefore induce maps of the associated Serre spectral sequence.
Then the authors proved that following
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Theorem 3.35. The chain map
u˜] : C∗(ΛTM)→ C∗−n(Λ)
induces a map on filtered chain complexes that lowers the grading of filtration by n,
u˜] : Fp(C∗(DLM,SLM))→ Fp−n(C∗(Λ))
and therefore induces a map on the associated Serre spectral sequences that shifts
grading,
u∗ : Erp,q(C∗(DLM,SLM))→ Erp−n,q(C∗(Λ)).
In particular on the E2 level u˜] is the Thom isomorphism
Hp(MTM ;Hq(ΩM))→ Hp−n(M ;Hq(ΩM)).
Now we observe that if we compose the chain maps in proposition 3.34 and the
above theorem we obtain a map on filtered complexes
µ : Fp(C∗(Λ))⊗ Fq(C∗(Λ))→ Fp+q−n(C∗(Λ))
which induces the Chas-Sullivan product by proposition 3.31. Therefor µ induces a
map of spectral sequences
µ : Erp,s(C∗(Λ)⊗ Erq,t(C∗(Λ)→ Erp+q−n,s+t(Λ).
Finally they proved that for simply connected M , on the E2-level, µ defines a map
µ : Hp(M ;Hs(ΩM))⊗Hq(M ;Ht(ΩM))→ Hp+q−n(M ;Hs+t(ΩM))
which up to sign given by the intersection product with co-efficient in the Pontryagin
ring H∗(ΩM). This complete the proof of the theorem.
In [CJY], the authors also use the above spectral sequence to compute the loop
homology algebra for the spheres and the complex projective spaces.
Let ξ0 : F0 ↪→ E0 → X0 be oriented subbundle of ξ : F ↪→ E → X of con-
stant codimension d. ξ′0 : F ′0 ↪→ E0 → X ′0 denote the intersection of two subbun-
dles ξ′ and ξ0. The Gysin map Hq(F, F ′) → Hq−d(F0, F ′0) further induces a map
Hp(X,Hq(F, F ′))→ Hp−d(X,Hq−d(F0, F ′0)). In the following theorem we describe a
morphsim of Spectral sequences which converges to the Gysin map on the homology
of the total space arising from the Gysin map on the fibre.
Theorem 3.36. ([Me11]) There is a morphism of convergent spectral sequences of
bi-degree (0,−d) between ζ(ξ, ξ′) and ζ(ξ0, ξ′0). The morphism on E2 page is given by
the Gysin homomorphism Hp(X,Hq(F, F ′))→ Hp(X,Hq−d(F0, F ′0)). The morphism
converges to the relative Gysin morphism Hq(E,E ′) → Hq−d(E0, E ′0) on the total
space.
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Let us now consider the fibrtion ξ0 : Ωx0 ↪→ Λ → M and its subbundle ξ0 :
Ω>0,>0 ↪→ Θ>0,>0 → x0.
We have following composition of bundle maps
(Ωx0 × I, x0 × I ∪ Ωx0 × ∂I) Γ−−−→ (Θx0 ,Θx0 −Θ>0,>0x0 ) ←−−− (Θx0 ,Θx0 −Θ>0,>0x0 )
c−−−→ (Ωx0 , x0)× (Ωx0 , x0)y y y y
(Λ× I,Λ0 × I ∪ Λ× ∂I) Γ−−−→ (Λ,Λ−Θ>0,>0) ←−−− (Θ,Θ−Θ>0,>0) c−−−→ (Λ,Λ0)× (Λ,Λ0)
ev0
y ev 12y ev 12y (ev0×ev0)y
(M,x0) −−−→ (M,x0) ←−−− (M,x0) ∆−−−→ (M ×M,M × x0 ∪ x0 ×M)
(3.10.12)
where Θx0 = {α ∈ Θ : α(0) = x0} be the space figure-eight loops with base point
x0. Observe that the middle row produces the Goresky-Hingston product on the
free loop space Λ and top row produces Goresky-Hingston product on based loop
space Ωx0 .
The following theorem is essentially restatement of the theorem 4.8 of [Me11].
Theorem 3.37. Let M be a closed, oriented and simply connected manifold. There
is a first quadrant spectral sequence of algebras {Erp,q, dr : p ≥ 0, q ≥ 0} such that
(1) Er∗,∗ is an algebra and the differential dr : Er∗,∗ → Er∗+r,∗−r+1 is a derivation for
each r ≥ 1.
(2) The spectral sequence converges to the loop co-homology H∗(Λ,Λ0) as algebras.
(3) For m,n ≥ 0,
E2k,l
∼= Hk(M ;H l−n+1(Ωx0 , x0)).
Here (Ωx0 , x0) is the space of base point preserving loops in M. Furthermore the iso-
morphism E2∗,∗ ∼= H∗(M ;H∗+n−1(Ωx0 , x0)) is an isomorphism of algebras, where the
algebra structure on H∗(M ;H∗(Ωx0 , x0)) is given by the cup product on the coho-
mology of M with coefficients in the ring (H∗(Ωx0 , x0),~).
Proof. For the proof we consider the Goresky-Hingston co-product on homology
described in 3.4.5.
Hi(Λ,Λ0) −→ Hi(Λ,Λ0)⊗H1(I, ∂I) ∼= Hi+1(Λ× I,Λ0 × I ∪ Λ× ∂I)
Γ−→ Hi+1(Λ,Λ−Θ>0,>0) τ−→ Hi−n+1(Θ,Θ−Θ>0,>0) c∗−→ Hi−n+1(Λ× Λ,Λ× Λ0 ∪ Λ0 × Λ)
(3.10.13)
We view M as the identity bundle Λ0 = M → M and (I, ∂I) as a bundle over
a point. Now by the theorem 3.27 E2 page of the spectral sequence ζ((Λ× I,M ×
I ∪ Λ× ∂I)) converging to the homology of the bundle (Λ,M)× (I, ∂I) is given by
E2p,q((Λ× I,M × I ∪ Λ× ∂I)) = Hp(M,Hq(Ωx0 , x0)× (I, ∂I)).
First we consider the morphism Γ . We have homomorphsim
Γ2 : Hp(M,Hq(Ωx0 , x0))→ Hp(M,Hq(Ωx0 , x0))
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given by the homomorphsim J : Hq(Ωx0 , x0) → Hq(Ωx0 , x0) which defined by the
restriction of J on the fibre Ω0 × I. The morphism between spectral sequence
ζ((Λ× I,M × I ∪ Λ× ∂I)) → ζ(Λ,Λ− Θ>0,>0) canonically given by Γ2 on the E2
page converges to Γ .
Secondly we consider the Gysin map τ . We have already seen in theorem 3.36
the description of a morphism on spectral sequence which converges to the Gysin
map on the total space.
Lastly we consider the homomorphism c∗. Let Hi(M) → Hi(M ×M) be the
homomorphism induced by the diagonal embedding M →M ×M . From the figure
3.10.12 we see that c∗ is the pull back of the homomorphism Hi(M)→ Hi(M ×M).
Hi(M)→ Hi(M ×M) induces a homomorphism
f 2 : Hp(M,Hq(Ωx0 , x0))→ Hp(M ×M,Hq−n+1(Ωx0 × Ωx0 ,Ωx0 × x0 ∪ x0 × Ωx0)).
There is a morphism between spectral sequences ζ(Θ,Θ− Θ>0,>0) → ζ(Λ× Λ,Λ×
M ∪M × Λ) canonically given by f 2 on the E2 page converging to c∗.
Composing above morphisms Γ2, f 2 and we obtain a morphism of spectral se-
quence ζ(Λ,M) → ζ(Λ × Λ,Λ ×M ∪M × Λ) which is canonical starting from the
E2 page
Hp(M,Hq(Ωx0 , x0))→ Hp(M ×M,Hq(Ωx0 , x0))
→ Hp(M ×M,Hq−n+1(Ωx0 × Ωx0 ,Ωx0 × x0 ∪ x0 × Ωx0))
,
where the first homomorphsim is the intersection product and the second homomor-
phism is a product on the based loop space dual to the Goresky-Hingston product
as described in the section 3.
We know that the dual of the intersection product is the cup product on coho-
mology. Thus the dual construction would give us a proof of the theorem.
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4 Morse theory on Hilbert manifolds
Morse theory enables one to analyse the topology of a manifold by studying differ-
entiable functions on that manifold. Ever since it was introduced by M. Morse in
the early twentieth century in [MM34], Morse theory have been extensively used in
topology, differential geometry, dynamical systems. It gives us a method to study
the topology of a manifold using the information of the critical points of a Morse
function defined on the manifold. Based on the same fundamental idea homology
theories in various forms were introduced by Palais [RP 63], Smale[SS64], Milnor
[Mi] and Witten [EW82]. In particular Smale gave methods for defining Morse ho-
mology by studying the dynamics of the gradient flow lines of Morse function. A
nice reference for such construction is the book [Sch93] by M. Schwarz. In the book
Morse homology on a finite dimensional Riemannian manifold is constructed using
transversality, compactness and gluing arguments of gradient flow lines as in Floer
theory.
In the article [AM06] A. Abbondandolo and P. Majer, combining the advantage of
various approaches, developed an alternative method to construct Morse homology
of gradient-like flows on Banach manifolds. In this thesis we shall mainly follow
their construction. Their construction can be carried out naturally on the special
case of Hilbert manifolds, in particular on the free loop space.
In [AS04], the authors constructs an isomorphism between singular homology
(cohomology) of the free loop space and the Floer homology(resp. cohomology) of
cotangent bundle, as mentioned in the introduction was constructed via the isomor-
phisms of both the homologies with the Morse homology of the free loop space. In
other words Morse theory can be seen as bridge between combinatorial topology
and the Floer theory. In order to describe the Goresky-Hingston product Floer the-
oretically we need to find the Morse theoretic description of the Goresky-Hingston
product. Our main goal in this section thus is to find the Morse theoretic descrip-
tion of the coproduct described in the equation 3.4.5. Then we can dualise the
construction to obtain Goresky-Hingston product. In the next few subsections we
give Morse theoretic description of each of the homomorphisms Γ¯ , τ , c∗ constituting
the coproduct on homology. We also develop a Morse theoretic method to simplify
the description which facilitate association of the coproduct with its Floer theoretic
counterpart.
4.1 The Morse complex
Let (M, g) be a Hilbert manifold (possibly infinite dimensional) with a complete
Riemannian C1 metric g on M and A be an open subset of M. Let F(M,A, g) be
the set of C2 functions f : M → R such that
(C1) f is bounded below on M \ A;
(C2) each critical point of f in M \A is non- degenerate and has finite Morse index;
(C3) f satisfies the Palais-Smale condition with respect to g on M \ A ;
(C4) A is positively invariant for the flow of -grad f , and this flow is positively
complete with respect to A (meaning that the orbits that never enter A are defined
for every t ≥ 0).
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We denote by crit(f)|Ac the set of critical points of f inM \A, and by critk(f)|Ac
the critical points of f in crit(f)|Ac with Morse index ind(x) = k. Let φ : R×M →M
be the flow determined by the vector field -gradf . Note that local gradient flow
extends to entire real line due to our assumptions. The limit lim
t→+∞φ(t, .) exist and
is a critical point of f. The unstable manifold
W u(x) :=
{
p ∈M| lim
t→−∞φ(t, p) = x
}
and the stable manifold of a critical point x,
W s(x) :=
{
p ∈M| lim
t→∞φ(t, p) = x
}
are submanifolds of dimension ind(x) and codimension ind(x) respectively.
Genericity: Let Cr(M) be the space of r times continuously differentiable
functions on M . A residual set is a countable intersection of dense open sets. A
generic property is one that holds on a dense open subset of Cr or on a residual
subset of Cr. For applications, if a property holds on a residual set, it may not
hold for every point, but perturbing it slightly one will generally land inside the
residual set. It means that if a property holds on a residual subset of Cr(M), then
it may not hold for every Cr function on M , but in any small neighbourhood of
that function we can find a function holding that property. Similarly we can define
generic property for metrices on M .
Morse-Smale Transversality Condition: A gradient vector field -gradf is
said to satisfy the Morse-Smale condition if for every x, y ∈ crit(f) the intersection
W u(x) ∩W s(y) is transverse. Morse-Smale condition can be achieved by a generic
perturbation of f or the metric g.
Let us assume that −gradf satisfies the Morse-Smale condition onM\A. Then com-
pactness and transversality implies that for each x, y ∈ crit(f) with ind(x)−ind(y) =
1 the intersection Wu(x) ∩W s(y) consists of finite number of points, we denote by
η
∂
(x, y) the parity. Let Mk(fA , g) be the Z2-module generated by critical points
of index k in M \ A, then we can construct a chain complex (Mk(fA , g), ∂k(fA , g))
where the boundary homomorphism ∂k(f, g) is defined by
∂k(f, g) : Mk(fA , g)→Mk−1(fA , g), ∂k(fA , g)(x) =
∑
y∈critk−1(f)
η
∂
(x, y)y,
for each y ∈ critk−1(f). The chain complex M∗(fA , g) is known as Morse complex
of (f
A
, g). The homology of the chain complex Mk(fA , g) is isomorphic to singular
homology of the pair (M,A).
HkM(fA , g) ∼= Hk(M,A).
Different choice of metric yields isomorphic homology groups.
4.2 Functoriality in Morse theory
Let (M1, g1) and (M2, g2) be complete Riemanian manifolds. Let f1 ∈ F (M1, g1)
and f2 ∈ F (M2, g2) be such that −gradf1 and −grad f2 satisfy the Morse-Smale
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conditon. Let us denote by φ1 and φ2 the corresponding flows. Let ϕ :M1 →M2
be a smooth map, we may assume that upon generic choices of metrices g1, g2 and
f1, f2 the map ϕ satisfies the following conditions:
(F1) each y ∈ crit(f2) is regular value of ϕ.
(F2) x ∈ crit(f1) ϕ(x) ∈ crit(f2)⇒ ind(x; f1) ≥ ind(ϕ(x); f2).
Given x ∈ critf1, y ∈ critf2, we define Wϕ(x, y) to be the set of pairs (q, u),
{q ∈ W u(x), u : [0,∞)→M2|u(0) = φ(q)}
such that u is a solution of the gradient equation
du
dt
= −gradf2(u(t))
satisfying the asymptotic condition
u(+∞) = y.
The conditions F1− F2 above ensure that by generic choices of metrices g1, g2 the
set Wϕ(x, y) is a manifold of dimension ind(x; f1)− ind(y; f2).
In particular, when ind(x; f1) = ind(y; f2), the set Wϕ(x, y) is discreet. The fact
that the closure of W u(x;−gradf1) in M1 is compact imply that the discrete sets
Wϕ(x, y) is compact, hence finite. We denote by ηϕ(x, y) to be the parity of the set
Wϕ(x, y).
We can define the homomorphism
Mk(ϕ) :Mk(f1, g1)→Mk(f2, g2),Mk(ϕ)x =
∑
y∈critk(f2)
ηϕ(x, y)y
for every x ∈ critk(f1).
It can be shown that the manifold W (x, y) is diffeomorphic to the set W u(x) ∩
φ−1(W s(y)). So, our description of chain homomorphism Mk(φ) agree with the de-
scription in section 2.2 of [AS10]. ThusMk(φ) is a chain homomorphism and induces
the chain homomorphism ϕ∗ : H∗(M1)→ H∗(M2) on homology.
We further consider a complete Riemannian manifold (M3, g3) with f3 ∈ F (M3, g3)
be such that −gradf3 satisfy the Morse-Smale condition. Let us denote by φ3 the
corresponding flow. Let ψ : M2 → M3 be a smooth map. We may assume that
upon generic choices of metrices g1, g2, g3 and f2, f3 the maps ψ and ψϕ satisfy the
conditions F1− F2.
In the same manner as above, we have induced homomorphism ψ∗ : H∗(M2) →
H∗(M3), (ψϕ)∗ : H∗(M1)→ H∗(M3) on homology.
Proposition 4.1. Funtoriality holds for Morse homology, meaning that
ψ∗ ◦ ϕ∗ = (ψϕ)∗
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Of course, this is straightforward to prove in singular homology but here we
give a completely Morse theoretic proof. We claim that the Morse chain homomor-
phism Mk(ψ) ◦ Mk(ϕ) is chain homotopic to the chain homomorphism Mk(ψϕ).
We construct a chain homomorphism F which defines a chain homotopy between
Mk(ψ) ◦Mk(φ) and Mk(ψφ) i.e. F satisfies the basic relation
Mk(ψ) ◦Mk(φ)−Mk(ψφ) = F∂ + ∂F (4.2.1)
As a first step towards describing the homotopy map we consider the setMF (x, z)
for given x ∈ crit(f1), z ∈ crit(f2), defined as follows:
WF (x, z) = {(q, v, p, s)|q ∈ Wu(x), p ∈ Ws(z), s ∈ (0,∞)}
where v is a solution of the gradient equation
dv
dt
= −gradf2(v(t))
satisfying the conditions
ψ(q) = v(−s), ϕ(v(+s)) = p.
Then the following proposition holds. The proof of our proposition-2.1will be re-
sumed immediately after this proposition.
Proposition 4.2. Assume that ϕ, ψ and ψ ◦ ϕ satisfies the conditions C1 − C2
above. Then for generic choices of metrices gi on Mi for i = 1, 3, the set WF (x, z)
is a smooth manifold of dimension
dimWF (x, z) = ind(x; f1)− ind(z; f3) + 1
Proof. Let φ2x : R→M2 be the gradient flow line through x with φ2(0) = x and φ22s :
M2 →M2 be the diffeomorphism given by φ22s(x) = φ2x(2s). moving the points ofM2
forward along the gradient flowline of f2 by time 2s. By generic perturbation of the
Morse function f3 we can assume that the smooth map ψ◦φ22s◦ϕ : M1 →M3 satisfies
the conditions F1−F2. By F1−F2, upto perturbing the metrices g1 and g3 we may
assume that for each x ∈ crit(f1) and for each z ∈ crit(f3) , ψ ◦φ22S ◦ϕ|Wu(x;−grad f1)
intersects W s(y;−gradf2) transversally. Therefore the intersection is a manifold
of dimension ind(x; f1) − ind(z; f3) + 1, the additional dimension comes from the
parameter s. It can easily be seen that the above intersection is diffeomorphic to
the set MF (x, z). This proves the proposition.
Sketch of the proof of the proposition 4.1 The remaining part of the proof
of the proposition-2.1 uses standard arguments from Morse theory. If x ∈ critf1
and z ∈ critf3 with ind(x : f1)− ind(z : f3) = 1, then WF (x, z) is zero dimensional
manifold. Let us denote by by ηF (x, z) the parity of such finite set. Then, we can
define the following homomorphism
F : Mk(f1, g1)→Mk(f3, g3), F (x) =
∑
z∈critk+1(f3)
ηF (x, z)z
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for each x ∈ critf1 and z ∈ critf2.
Now assume that x and z are critical points of f1 and f2 respectively with
ind(x; f1)− ind(z; f3) = 1
Then WF (x, z) is one dimensional manifold with boundary. The connected compo-
nents of WF (x, z) are diffeomorphic to (0, 1).
Let us now describe the limiting points of the open arc (0, 1).When an open end
corresponds to s→ 0, the limit corresponds to a point
{(q, v, p, s = 0)|ψ(q) = v(0) and ϕ(v(0)) = p}
i.e. to an element of Wu(x) ∩ (ψ ◦ ϕ)−1W s(z).
All other cases breaking must occur and in the limit they are elements of either
Wϕ(x, x′)×WF (x′, z)
for some x′ ∈ crit(f1) with ind(x′; f1) = ind(x; f1)− 1, or
WF (x, z′)×Mψ(z′, z)
for some z′ ∈ crit(f3) with ind(z′, f3) = ind(z, f3) + 1, or
Wϕ(x, y)×Wψ(y, z)
for some y ∈ crit(f2) with ind(y; f2) = ind(x; f2). These limiting points contribute
to either F∂, ∂F , M(ϕ) ◦M(ψ) or M(ϕψ).
On the other hand, every isolated point of w ∈ Wu(x) ∩ (ϕ ◦ ψ)−1(Ws), corre-
sponds to limiting point of an unique open arc
s 7→ (q(s), vs, p(s), s) ∈MF (x, z)
in the sense of pointwise limit, lims→0 vn(s) = ϕ(w), Every isolated point inMϕ(x, x′)×
MF (x′, z) correspond to limiting point of same open arc as s → ∞. This fact can
be proved by by standard gluing argument. Analogous gluing results holds for
Wϕ(x, x′)×WF (x′, z)
and
WF (x, z′)×Wψ(z′, z).
The above facts allow us to conclude that the equation 4.2.1 holds. This com-
pletes the proof of the proposition.
4.3 Morse theoretic description of chain homotopy
We recall some facts from cellular homology theory. Let (X1,F1) and X2,F2) be
two cellular filtration and h : (X,A1;F1)× I → (X2, A2;F2) be a cellular homotopy
between cellular maps h0, h1 : (X1, A1;F1) → (X2, A2;F2). Then the map h :
(X,F1) × I0 → (X2,F2) induces chain homotopy hˆ∗ : F∗−1(X1, A1) → F∗(X2, A2)
between h0 and h1 after identifying Fk−1(X1, A1)×I0 with Fk−1(X1, A1). Therefore,
when X1 and X2 are Hilbert manifolds then the chain homotopy can be described
in terms of intersection number as mentioned earlier.
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4.4 Morse theoretic description of Gysin map in the relative
case
Let (X, g
X
) be a Hilbert manifold, E → X be a vector bundle of real dimension n
( the dimension of the fibre) then we have the following ismorphism on homology
Hi(X) ∼= Hi−n(E,E −X)
induced by cap product with thom class of µ ∈ Hn(E,E −X) of the vector bundle
E → X. The isomorphism is known as Thom isomorphism.
Let A ⊂ X be closed subsets of Hilbert manifold (Y, g
Y
). Assume that X has
a tubular neighborhood N in Y , meaning that there exist a a real vector bundle
pi : E → X of fiber dimension n and a homeomorphism θ : E → N such that
restriction to zero section is the natural identification of zero section with X. Let us
denote by E0 be the zero section of E → X and EA = pi−1(X − A).
Then we have the following Gysin isomorphism in singular homology:
Hi(X,X − A;Z2)∼=Hi−n(Y, Y − A;Z2)
The isomorphism can be seen as the composition of the following isomorphisms
µT : Hi(X,X−A) ∼= Hi(E,EA) ∩µ−→ Hi−n(E,E0∪EA) ∼= Hi−n(N,N−A) ∼= Hi−n(Y, Y−A),
(4.4.1)
where µ is the Thom class of the vector bundle pi : E → X. The last isomorphism
in the sequence is excision.
We shall first consider the Morse theoretic description of the isomorphism
Π˜ : Hi(X,X − A) ∼= Hi(E,EA)→ Hi−n(E,E0 ∪ EA). (4.4.2)
We endow the vector bundle pi : E → X with a bundle metric pi∗g
X
. Let q be
the associated positive quadratic form. We choose a f ∈ F(X,A; g
X
) as defined in
section 2.1. We consider the C2 function on E defined by
fq(e) = f(pi(e))− q(e),
then fq ∈ F(E,E0 ∪ EA; pi∗g).
Now, we can identify the critical points of f on X \ (X \ A) = A and fq on
E \ (E0 ∪ EA) = A. This gives us a homomorphism
MΠ˜ : M∗(X,X − A; f)→ M∗−n(E,E0 ∪ EA; fq). (4.4.3)
We claim that after passing to the homology this induces the isomorphism 4.4.3.
In [CS08], it was shown to be true in the trivial case, when A = ∅. Now, the
following diagram commute upto chain homotopy.
HMi(X; f) −−−→ HMi(X,X − A; f)
∼=
y yΠ˜∗
HMi−n(E,E0, f¯) −−−→ HMi−n(E,E0 ∪ EA; f¯)
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Therefore, MΠ˜ is an isomorphism and our claim is proved.
We further choose a f¯ ∈ F(Y, Y −A; g
Y
) so that it restricts to fq on E with respect
to the identification of E with the tubular neighborhood N ⊂ Y of X in Y via
the diffeomorphism θ. A further identification of critical points of fq in A and f¯ in
A = Y \ (Y \ A) gives a homomorphism
M∗(E,E0 ∪ EA; fq)→ M∗(Y, Y − A; f¯). (4.4.4)
The induced homomorphism in Morse homology is an isomorphism and it describes
the excision isomorphism used in the equation 4.4.4
H∗(E,E0 ∪ EA; fq) ∼= H∗(Y, Y − A; f¯).
Now if we choose any k ∈ F(Y, Y −A; g
Y
) then for generic choices of Riemannian
metrices g
Y
on Y and g
X
on X, we have the following homomorphism
M∗(Y, Y − A; f¯)→M∗(Y, Y − A; k), m→
∑
i(m′)=i(m)
n(m,m′)m′,
with n(m,m′) = #(W u(m; f) ∩W s(m′; k˜q)) mod Z2
(4.4.5)
which induces the canonical isomorphism
HM∗(Y, Y − A; f¯) ∼= HM∗(Y, Y − A; k),
also known as continuation isomorphism.
Thus, combining the isomorphisms 4.4.3, 4.4.4, 4.4.5 one obtain Morse theoretic
description of µT ,
µT : HM∗(fX−A , gX) ∼= HM∗−n(kY−A , gY )
The chain homomorphism µT can also be described in terms of intersection number.
Choose Morse functions k ∈ F(Y, Y − A; g
Y
) and f ∈ F(X,X − A; g
X
) as section
4.1. Then, for generic choices of metrices on X and Y the unstable manifold of
y ∈ critf |A and the stable manifold of x ∈ critk|A intersect transversaly.
W u(y; k) t W s(x; f)
If ind(y; k) = ind(x; f) + n, then W u(y; f, Y ) ∩ W s(x; k,X) is finite dimensional
manifold. Let us denote by η
T
(y, x) to be the parity of such set. Then the following
holds:
Proposition 4.3. The chain homomorphsim
MµT : Mi(X,X−A, f)→Mi−n(Y, Y −A, k), MµT (y) =
∑
ind(x;f)=ind(y;k)−n
y∈critk
η
T
(x, y)y
induces relative umkehr map µT on homology.
Proof. Proceeding as the proof of the proposition 4.1, one can show that the homo-
morphismMµT is chain homotopic to the composition of the homomorphisms 4.4.3,
4.4.4, 4.4.5.
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Figure 4.5.1: graph of θˆ 1
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4.5 Morse theoretic interpretation of the Goresky-Hingston
coproduct
In this section we proceed to give a Morse theoretic description of the co-product
3.4.5 defined in the equation 3.4.2. We will use the Morse theory on the Hilbert
manifold described in the previous sections Λ. The few difficulties that arises are
1) Λ0 is not an open set of Λ which is required in the description of relative version
of Morse theory,
2) Λ0 is not in general an positively invariant set of standard action functional on
free loop space Λ,
3) the reparametrization Γ used in the definition of the homomorphism P is not a
smooth function.
We will see below how to get around these difficulties. First, we slightly change the
description of the homomorphism P . Consider the perturbed energy functional SL
defined by
SL(γ) =
∫
T
L(t, γ(t), γ′(t))dt, γ ∈ Λ,
where L = |p|2−V (t, q) for some V (t, q) > 0 with ||V ||∞ small enough compared to
the smallest length of a closed geodesic of M.
We denote by Θ≥,≥ = (Λ − Λ<) ×M (Λ − Λ<), the set of all composable pairs
(α, β) ∈ Λ× Λ such that SL(α) ≥  and SL(β) ≥ .
We modify the continuous reparametrization Γ by a homotopic smooth reparametriza-
tion
Γ1 : Λ× I → Λ defined by Γ1(α, s) = α ◦ θˆ 1
2→s
θˆ 1
2→s : I → I is the reparametrization defined by θˆ 12→s(0) = 0, θˆ 12→s(1) =
1, θˆ 1
2→s(
1
2) = s and on [
1
2 , 1] θˆ, t→ 2f(λ) + g(λ)), for appropriate smooth function f
and g. The figure 4.5 roughly represents θ.
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Now, the Goresky-Hingston coproduct (equation 3.4.5) can also be seen as the
following composition
H(Λ,Λ<) Γˆ1−→ Hi+1(Λ,Λ−Θ≥,≥) τ−→ Hi−n+1(Θ,Θ−Θ≥,≥)
c∗−→ Hi−n+1(Λ× Λ,Λ× Λ< ∪ Λ< × Λ).
(4.5.1)
The action functional SL is C2 on Λ and satisfies conditions C1−C3 and condition
C4 for A = Λ< in particular (section 2.1). Let us denote by PL = crit(SL) consisting
of solutions of the Lagrange equation
d
dt
∂vL(t, γ(t), γ′(t) = ∂qL(t, γ(t), γ′(t))dt.
Let Li = |p|2 − Vi(t, q) for some Vi(t, q) > 0 with ||V ||∞, i = 1, 2, 3 are small
enough compared to the smallest length of a closed geodesic. Let g1, g2, g3 be com-
plete metrics on Λ such thet −gradg1SL1 ,−gradg2SL2 and −gradg3SL3 satisfy the
Palais-Smale condition on Λ. Then, up to perturbing g1, g2, g3 and for generic
choices of (V1, V2, V3), we can assume that for every γ ∈ P(L3) with SL3(γ3) ≥ ,
the unstable manifold (W u(γ3;−gradg3SL3 × I0)) is transverse to the preimage of
φ 1
2
(((W s(γ1 : −gradg1SL1) × W s(γ2 : −gradg2SL2)) ∩ Θ) by the map Γ for each
γ¯ = (γ1, γ2) ∈ P(L1) × P(L2) with SL1(γ1) ≥ , SL2(γ2) ≥ . Transversality
ensures that the intersection
WGH(γ, γ¯) = {(W u(γ;−gradg3SL3)×I0)∩Γ−1((W s(γ1 : −gradg1SL1)×W s(γ2 : −gradg2SL2)∩Θ))
= {(α, s) ∈ ((W s(γ1 : −gradg1SL1)×W s(γ2 : −gradg2SL2) ∩Θ)× I0) such that
Γ˜ (α, s) ∈ W u(γ;−gradg3SL3)}
is a manifold of dimension ind(γ3) = ind(γ1) + ind(γ2) − n + 1, where θs→ 12 :
[0, 1]→ [0, 1] which is linear on [0, s] and [s, 1] with θs→ 12 (s) = 1/2 and θs→ 12 (1/2) =
s.
If ind(γ1) + ind(γ2) = ind(γ3)− n+ 1, then WGH(γ, γ¯) is a finite set of oriented
points. If we denote by σ(γ3, γ¯) the parity, the following holds:
Proposition 4.4. For generic choices of metrices (g1, g2, g3), the homomorphism
MP : M≥h (SΛL3 , g3)→ (M≥(SL1 , g1)⊗M≥(SL2 , g2))h−n+1 (4.5.2)
γ3 −→
∑
γ¯∈P(L1)×P(L2)
σ(γ3, γ¯)γ¯
induces the Goresky-Hingston coproduct in equation 3.4.5.
Proof. First, we note that Λ< and Λ−Θ≥,≥ are positively invariant set of the Morse
functions SLi ’s and the set Θ− Θ≥,≥ is of the restriction SL|Θ i.e. SL ∈ F(Λ,Λ−
Λ<), SL ∈ F(Λ,Λ − Θ≥,≥, gΛ) and SL|Θ ∈ F(Θ,Θ − Θ≥,≥, gΘ). Now, Morse
theoretic description of the homomorphisms Γˆ1, τ and c∗ can easily be obtained
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from the discussion in sections 4.3, 4.4 and 4.2 respectively. Finally, the proof the
proposition again can be accomplished by proceeding as the proof of the proposition
4.1.
Dualising the homomorphism MP and passing to the cohomology one obtain
Goresky-Hingston product ? on the Morse homology,
(HM i(SL1 , g1)⊗HM j(SL2 , g2)) ?−→ HM i+j−n+1(SL3 , g3).
4.6 Homotopy invariance of ~ with Z2 co-efficient
When we proceed to prove the homotopy invariance of the Goresky-Hingston prod-
uct using the the similar method that we used for string coproducts in the section
3.9 we face a additional problem of dealing with the cohomology relative to the
constant loops. As we can see above method can not be straightforwardly adapted
to the relative case.
However using the Morse theoretic description we developed in the section 4.5, we
prove that when the cohomology are considered with Z2 coefficient in the definition
of the Goresky-Hingston product, then the product is homotopy invariant.
Proposition 4.5. Let M1 and M2 be closed oriented manifolds. f : M1 → M2 be
an orientation preserving homotopy equivalence. Then the induced homotopy equiv-
alence of loop spaces, Λf : ΛM1 → ΛM2 induces a ring isomorphism of Goresky-
Hingston algebras,
(Λf)∗ : (H∗(ΛM1,M1;Z2),~) ∼= (H∗(ΛM2,M2;Z2),~).
Proof. It is enough to show that the homomorphism induced by MP is homotopy
invariance. From the discussion above we can
M≥h (S
Λ(M1)
L3 , g
M1
3 )
~−−−→ (M≥(SΛ(M1)L1 , gM11 )⊗M≥(S
Λ(M1),gM11
L2 ))h−n+1
Mf
y yMf×Mf
M≥h (S
Λ(M2)
L3 , g
M1
3 )
~−−−→ (M≥(SΛ(M2)L1 , gM21 )⊗M≥(SΛ(M2)L2 , gM12 ))h−n+1
Let us define a Morse chain homomorphism
K1 : M≥h (S
Λ(M1)
L3 , g
M1
3 )→ (M≥(SΛ(M2)L1 , gM21 )⊗M≥(SΛ(M2)L2 , gM12 ))h−n+1
by counting the transversal intersection f(Γ (W u(γM1 ;−gradg3SL3)×I0)∩((W s(γM21 :
−gradg1SL1)×W s(γM22 : −gradg2SL2) ∩Θ(M1))) as in previous section. Then using
the technique used in the proof of proposition 4.1 we can show that ~ ◦ Mf is
homotopic to K1.
Let us also define another Morse chain homomorphism
K2 : M≥h (S
Λ(M1)
L3 , g
M1
3 )→ (M≥(SΛ(M2)L1 , gM21 )⊗M≥(SΛ(M2)L2 , gM12 ))h−n+1
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by counting the transversal intersection Γ (f(W u(γ;−gradg3SL3)×I0)∩((W s(γ1 :
−gradg1SL1)×W s(γ2 : gradg2SL2)∩Θ(M1))), as in previous section. Again following
the proof of proposition 4.1 we can show that Mf ◦~ is homotopic to K2.
Now since f ◦Γ (α, s) = Γ (f(α), s) the above two intersection are just the same,
Therefore K1 = K2. This concludes the proof.
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5 Floer cohomology
Floer homology is homology theory associated to a symplectic manifold. The theory
was first introduced by A. Floer in an attempt to solve the Arnold conjecture in
symplectic geometry. Since then many closely related theories have been constructed
to answer many fundamental question in geometry and topology. Floer’s original
theory was constructed for monotone compact symplectic manifold.
In this section we briefly recall the construction of Floer Homology of cotan-
gent bundle (which is obviously non-compact) and its isomorphism with loop space
homology. The details can be found in [AS06].
Let M be a compact oriented manifold without boundary. We use standard
coordinates (q, p) for the cotangent bundle pi : T ∗M →M . The cotangent bundle is
equipped with the standard symplectic form ω = dλ where λ = pdq. We have also
canonical Louville vector field Y = p ∂
∂p
i.e. ω(Y, .) = λ. Let J be a smooth almost
complex structure on T ∗M , 1 periodic in the time variable t, and compatible with
ω, meaning that〈
ξ1, ξ2
〉
= ω
〈
ξ1, J(t, x)ξ2
〉
ξ1, ξ2 ∈ TxT ∗M,x ∈ T ∗M
is a loop of Riemannian metrics on T ∗M . We consider the class of time dependent
smooth Hamiltonian H : [0, 1]× T ∗M → R on cotangent bundle of the form
H(t, q, p) = 12p
2 + V (t, q)
V : [0, 1]×M → R is called potential. The Hamiltonian vector field XH is defined
by ω(XH , á) = −dH. Generically, The Hamiltonian system
x˙(t) = XH(t, x(t)),
has a discrete set P(H) of 1-periodic orbit.
Definition 5.1. Conley Zehnder index:
Let Sp(2n) be the group of symplectic 2n× 2n matrices. Conley-Zehnder index
( [CZ08]) assigns an integer µ(Ψ) to every path Ψ : [0, 1] → Sp(2n) satisfying
Ψ(0) = Id and det(Id−Ψ(1)) 6= 0, where Id is the identity matrix.
Here we give a description of the index in terms of crossing numbers as in [RS93].
Let Ψ : [0, 1] → Sp(2n) be smooth path. Any such path can be expressed as a
solution of an ordinary differential equation
Ψ˙(t) = J0S(t)Ψ(t),Ψ(0) = id
where t→ S(t) = S(t)T is smooth path of symmetric matrices. A number t ∈ [0, 1]
is called a crossing if det(Id − Ψ(t)) = 0. It t is a crossing then we have a crossing
form Γ(Ψ, t) : ker(Id−Ψ(t))→ R at t defined by
Γ(Ψ, t)ξ0 =< ξ0, S(t)ξ0 >
for ξ0 ∈ ker(id−Ψ(t)). It can also be shown that < ξ0, S(t)ξ0 >= ω0(ξ0, Ψ˙(t)ξ0).
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A crossing t is called regular if the crossing form is nondegenerate. Regular
crossings are isolated. For a path Ψ ∈ Sp(2n) with only regular crossing the Conley-
Zehnder is defined by the following formula
µ(Ψ) = 12sgn(S(0)) +
∑
t>0
sgn Γ(Ψ, t)
where the sum runs over all the crossing t > 0.
The Conley-Zehnder index µΛ(x) ∈ Z is an integer associated to each x ∈ PΛ(H).
Firstly the vector bundle x∗(TT ∗M) has a class of symplectic trivialisations such that
the Lagrangian subspace 0×Rn ⊂ R2n. Any two such trivializations are isotopic in
the space of all symplectic trivilisations. The path of symplectic matrices obtained
by conjugating the path t → DxφH(t, x(0)) by such trivialization is well defined.
The Conley-Zehnder index µΛ(x) is defined to the Conley-Zehnder index µCZ(Φ)
Let R2n = Rn ×Rn be endowed with its standard Euclidean metric and with its
standard symplectic structure
ω0 = dp ∧ dq, (q, p) ∈ Rn × Rn.
and with its standard complex structure
J0 =
[
0 Id
−Id 0
]
,
. So, ω(ξ1), ξ2) = J0ξ1.ξ2. Let λ0 denote the Lagrangian subspace (0)× Rn.
Lemma 5.2. Let x ∈ PΛ(H), the symplectic vector bundle x∗(TT ∗M) admits a
symplectic trivialisation
Φ : S1 × R2n → x∗(TT ∗M)
such that
Φ(eit)λ0 = T vx(t)T ∗M ∀t ∈ [0, 1]
Proof. The vertical space
(T vxT ∗M = kerDτ ∗(x) ∼= T ∗qM,x = (q, p) ∈ T ∗M
is Lagrangian subspace of (TxT ∗M,ωx). Since we have assumed M to be always
orientable, the vector bundle x∗(T vT ∗M) ∼= (pi∗ ◦ x)∗(T ∗M) is orientable, hence
trivial. Let J be ω-compatible complex structure on x∗(T vT ∗M). Then
TxT
∗M = J(t)T vx(t)T ∗M ⊕ T vx(t)T ∗M.
Let
Ψ : S1 × Rn → x∗(T vT ∗M)
be a trivialization, then we have a symplectic trivialisation
Φ : S1 × Rn ⊕ Rn → x∗(TT ∗M), Φ(t) = (−J(t)Ψ(t)J0)⊕Ψ(t)
which maps λ0 into the vertical subspace.
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Let x ∈ P(H), using the symplectic trivialization Φ provided by the above lemma
to transfer the differential of the Hamiltonian flow along x into Sp(2n)
γΦ(t) = Φ(t)−1DΦtH(x(0))Φ(0)
The path γΦ satisfies two conditions γΦ(0) = Id and and det(Id− γΦ(1)) 6== 0. We
define the Conley-Zehnder index µ(x) = µ(γΦ).
5.1 Floer homology of cotangent bundle
Let Fk(H) be the Z2 vector space generated by the elements of P(H) with Conley-
Zehnder index k. Now given x, y ∈ P(H), consider the setM∂(x, y) be the space of
smooth maps u from the cylinder R×S1 to T ∗M which solves the Cauchy-Riemann
equation with Hamiltonian perturbation
∂su(s, t) + J(u(s, t))(∂tu(s, t)−XH(t, u(s, t))) = 0 ∀(s, t) ∈ R× T
with the asymptotic conditions
lim
s→∞u(s, t) = x(t) and lims→−∞u(s, t) = y(t)
where J is the almost complex structure on T ∗M induced by a Riemannian metric
on M. If µ(x)− µ(y) = 1 then the spaceM∂(x, y) consists of of finitely many one-
parameter families of solutions σ → u(. + σ, .). Let n
∂
(x, y) be the parity of such
count that defines the homomorphism
∂k : Fk(H)→ Fk−1(H), x→
∑
y∈P(H), µ(y)=k−1
n
∂
(x, y)y
which turns out to be a boundary map. The resulting chain complex (Fk(H), ∂k)
is known as Floer chain complex. Taking dual of the boundary map ∂k one defines
Floer cochain complex. Floer cohomology HF ∗(T ∗M) is independent of metric on
M, hence the almost complex structure J .
5.2 Isomorphism between Morse and Floer homology
In this section we briefly recall the construction of chain level isomorphism between
Morse complex for Hilbert manifold Λ and Floer complex for cotangent bundle T ∗M ,
see [AS08] for details.
Let L ∈ C∞([0, 1]× T ∗M) be a lagrangian of the form
L(t, q, p) = |p|2 − V (t, q)
The the Legendre transform of L is given by
H(t, q, p) = |p|2 + V (t, q).
We have the fundamental inequality between the Hamiltonian and the Lagrangian
action functionals:
AH(x) ≤ SL(pi ◦ x),∀x : [0, 1]→ T ∗M (5.2.1)
48
with equality holding if and only if x is orbit of Hamiltonian vector field XH .
Given γ ∈ P(L) and x ∈ P(H), we denote by MΦ(γ, x), the space of maps u ∈
C∞[0,+∞)× [0, 1], T ∗M) solving the Floer equation
∂¯J,H(u) = 0.
and satisfying the boundary condition
pi ◦ u(0, .) ∈ W u(γ,−gradSL),
and the assymptotic condition
lim
s→+∞u(s, t) = x(t)
uniformly in t ∈ T.
For generic choices of H, these spaces of maps are manifolds of dimension
dimMΦ(γ, x) = ind(γ)− µ(x)
energy estimate (5.2.1) ensure the suitable compactness of the spaceMΦ(γ, x).
If µ(x) = ind(γ), then the spaceMΦ(γ, x) consists of finitely many points. if we
denote by nΦ(γ, x) to be the parity of such set, then we have the following theorem.
Theorem 5.3. ([AS08], page 51, theorem 4.1) For generic choices of metric g on
the free loop space Λ and for generic potential V , the homomorphism
Φk : Mk(SL, g)→ Fk(H, J), γ →
∑
x∈P(H)
µ(x)=k
nΦ(γ, x)x,
is an isomorphism of chain complexes.
5.3 The product  on the Floer cohomology
In [AS10] A. Abbondandolo and M. Schwarz described a product in Floer coho-
mology of cotangent bundle, which they expected to be equivalent to the Goresky-
Hingston product. Below we give a short description of their construction with slight
modification.
Let us consider the special Hamiltonian of physical type Hi = 12 |p|2 +Vi(t, q), where
Vi(t, q) is only a small potential perturbation in order to achieve Morse- nondegen-
eracy for the action AHi . Let us pick Vi(t, q) generically with ||Vi||∞ small enough
compared to the smallest length of closed geodesic, so that the orbits x ∈ P1(Hi)
with AHi(x) >  for some  > ||Vi||∞ can be seen as generator of the quotient chain
complex F∗(Hi)/F≤∗ (Hi).
Given λ ∈ (0, 1), we consider the Riemann surface Σλ which is the disjoint union
of two strips
Σλ = [0,∞)× [−1, 2λ− 1] unionsq [0,∞)× [2λ− 1, 1]
Now, given 1-periodic solutions xi ∈ P1(Hi), i = 1, 2, 3 for a generic triple of
small perturbations of (V1, V2, V3), we considerM(x1, x2, x3) as the space of solutions
(u, v, w) of
u : Σλ → T ∗Q, (v, w) : [0,∞)× T→ T ∗Q
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v(+∞), w(+∞)) = (x2, x3), u(−∞, t) = x1(t) for u(−∞, t) = x1(t) for 0 ≤ t ≤ 1,
∂¯J,H2v = ∂¯J,H3w = 0
∂¯J,H1u(s, t) = 0 for all 0 ≤ t ≤ 1, s ≤ −1,
∂¯J,H1u(s, t) = 0 for all 0 ≤ t ≤ 1,−1 ≤ s ≤ 0,
(u(s, 0), u(s, (2λ− 1)+)) =
{
(u(s, (2λ− 1)−), u(s, 1)), −1 ≤ s ≤ 0
(u(s, 1), u(s, (2λ− 1)−)), s ≤ −1
v(α, t) = u(α, (2λt− 1)) = u(α, 2θˆ 1
2→λ(
1
2(t))− 1) for 0 ≤ t ≤ 1,
w(α, t) = u(α, 2θˆ 1
2→λ(
1
2(t+ 1))− 1) for 0 ≤ t ≤ 1.
Proposition 5.4. For generic choices of J and (V1, V2, V3),Mx1;x2,x3 is a smooth
manifold of dimension
dimMx1;x2,x3 = µ(x1)− µ(x2)− µ(x3)− n+ 1
Proof. In the section 5.10 of Appendix of [AS 08], the authors essentially prove that,
under the assumptions of the proposition, the subspace of MKα0(γ; z), obtained by
fixing λ to be 12 , is a manifold of dimension µ(x1) − µ(x2) − µ(x3) − n. Now the
additional dimension in the formula for dimension ofMx1;x2,x3 comes from the fact
that λ can take any value in (0, 1).
Proposition 5.5. If AH2(x2) ≥ , AH3(x3) ≥  with ||Vi|| <  for i = 1, 2, then for
all x1 ∈ P1(H1), the spaceMx1;x2,x3 is compact upto breaking of Floer trajectories.
Proof. The proof of this proposition follows from standard argument of Floer theory
once we have the energy estimate. The following energy estimate was shown in
[AS10]
E(u, v, w, λ) ≤ AH3(x3)−AH1(x3)−AH2(x3) + 3
When µ(x1) = µ(x2) + µ(x3) + n − 1 and AH2(x2) ≥ , then by compactness
and transversality Mx1;x2,x3 is finite set of points. Let nΥ(x1;x2, x3) be the parity
of such set. Then we can define the following homomorphism
Υ : F≥h (H3, J)→ (F≥(H1, J)⊗ F≥(H2, J))h−n+1
x1 →
∑
(x2,x3)∈P(H1)×P(H2)
µ(x1)−n+1=µ(x2)+µ(x3)
nΥ(x1;x2, x3)(x2, x3)
which is a chain homomorphism. Dualising the construction we obtain a cochain
homomorphism
Υ : F l≥(H1, J)⊗ F k≥(H2, J)→ F l+k+n−1≥ (H3, J)
Let → 0 and using the continuation isomorphism of Floer theory, we obtain a
product in Floer cohomology induced by Υ
HF h>0(H1, J)×HF k>0(H2, J) −→ HF h+k+n−1>0 (H3, J).
In the next section we show that  is equivalent to Goresky-Hingston product
with respect to the isomorphism Φ described in the section 5.2.
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5.4 The (Λ,Λ0) ring isomorphism
Let L1, L2 ∈ C∞(T× TM) be the Lagrangians of the form Li = |p|2 + Vi(t, q) with
||V ||∞, as considered above. In the previous section we have shown that the upper
square in the figure 5.4.1 below commutes. In this sections we will show that the
Ch(Λ,Λ<) P−−−→ Ci−n+1(Λ× Λ,Λ× Λ< ∪ Λ< × Λ)
∼=
y y∼=
M≥(SL3 , g)
MP−−−→ (M≥(SL1 , g2)⊗M≥(SL2 , g2))h−n+1
ΦL3
y yΦL1⊗ΦL2
FΛ,≥h (H3, J)
Υ−−−→ (FΛ,≥(H1, J)⊗ FΛ,≥(H2, J))h−n+1
Figure 5.4.1:
lower square of the above diagram also commute.
Let us define a homomorphism
K0 : M≥h (SL3 , g)→ (FΛ,≥(H1, J)⊗ FΛ,≥(H2, J))h−n+1.
Fix γ ∈ P(L3) and x1 ∈ P(H1), x2 ∈ P(H2). LetMK0 (γ;x1, x2) be the space
of solutions (v, w, λ),
λ ∈ (0, 1), v : [0,∞)× [−1, 0]→ T ∗M and w : [0,∞)× [0, 1]→ T ∗M
of
∂¯J,H2v(s, t) = 0, ∂¯J,H3w(s, t) = 0
satisfying the boundary condition that
Γ˜ (φ 1
2
(pi(v(0, .)), pi(w(0, .)))◦ζ, λ) ∈ W u(γ;−gradgSL3) (ζ : [0, 1]→ [−1, 1], t→ 2t−1)
(v(0, .) and w(0, .) are composable loops i.e. v(0, .) = w(0, .)), and the asymptotic
conditions
lim
s→+∞ v(t) = x1(t) for − 1 ≤ t ≤ 0, lims→+∞w(t) = x2(t) for 0 ≤ t ≤ 1.
Then the following holds:
Proposition 5.6. For generic choices of metrics g and potentials (V1, V2), the space
MK0 (γ;x1, x2) - if non-empty is a smooth manifold of dimension
dimMK0 (γ;x1, x2) = ind(γ;L3)− µ(x1)− µ(x2)− n+ 1.
Proof. We fix λ = 12 , then the boundary condition becomes
(φ 1
2
(pi(v(0, .)), pi(w(0, .)))) ∈ W u(γ;−gradgSL3)
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which is a co-normal boundary condition, so using the results in the section 5.10 of
Appendix of [AS 08] we can say such subspace of Mk0 is a manifold of dimension
ind(γ;L3) − µ(x1) − µ(x2) − n. Here we note that the reduction of dimension by
n is due to the condition v(0, .) = w(0, .), as figure-eight loops Θ ↪→ Λ × Λ is co-
dimension n embedding. Now in the solution space MK0 we have additional one
dimensional freedom produced by the reparametrization Γ for varying λ. Thus we
conclude the proof of the proposition.
Proposition 5.7. If AH1(x1),AH2(x2) >  ≥ max(‖V1‖∞, ‖V2‖∞), then for all
γ ∈ P(L3) the solution spaceMKα0(γ; y) is compact modulo splitting.
Proof. We have the energy estimate from [AS 10]∫
(0,+∞)×(0,1)
|δsu(s, t)|2dsdt ≤ AH(u(0, .)− AH1(x1)− AH1(x1) + .
Combining the above energy estimate and the following fundamental inequality
between the Hamiltonian and the Lagrangian action functionals
A(x) ≤ SL(pi ◦ x),∀x : [0, 1]→ T ∗M,
we have the following energy estimate∫
(0,+∞)×(0,1)
|δsu(s, t)|2dsdt ≤ SL(γ)− AH1(x1)− AH1(x1) + 2.
Now using the standard argument of compactness with breaking of Floer theory we
conclude the proposition.
When ind(γ;L3) = µ(x2) + µ(x3) + n − 1 and AH1(x1),AH2(x2) ≥ , then by
compactness and transversalityMγ;x2,x3 is finite set of points. Let nK0(γ;x2, x3) be
the parity of such set. Then we can define the following homomorphism
K0 : M≥h (SL3 , g)→ (FΛ,≥(H1, J)⊗ FΛ,≥(H2, J))h−n+1
γ → ∑
(x2,x3)∈P(H1)×P(H2)
ind(γ;L3)−n+1=µ(x2)+µ(x3)
nK0(γ;x2, x3)(x2, x3)
again using standard arguments of Floer theory we can deduce that K0 is a chain
homomorphism.
Now, given 0 < λ < 1 we consider the Riemann surface ΣKα which is the disjoint
union of two strips
Σλ,α = [0, α]× [−1, 2λ− 1] unionsq [0, α]× [2λ− 1, 1]
where α is non-negative.
We start by constructing an one-parameter family of chain maps
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Kα : M≥h (SL3 , g)→ (FΛ,≥(H1, J)⊗ FΛ,≥(H2, J))h−n+1
Fix γ ∈ P(L3) and x1 ∈ P(H1), x2 ∈ P(H2). LetMKα (γ;x1, x2) be the space
of solutions (u, v, w, λ)
λ ∈ (0, 1), u : Σλ,α → T ∗M, v : [α,∞)×[−1, 0]→ T ∗M and w : [α,∞)×[0, 1]→ T ∗M
of
∂¯J,H3u(s, t) = 0 for all − 1 ≤ t ≤ 1, 0 ≤ s ≤ α− 1,
∂¯J, 12 |p|2u(s, t) = 0 for all − 1 ≤ t ≤ 1, α− 1 ≤ s ≤ α,
(u(s, 0), u(s, (2λ− 1)+)) =
{
(u(s, (2λ− 1)−), u(s, 1)), α− 1 ≤ s ≤ 0
(u(s, 1), u(s, (2λ− 1)−)), s ≤ α− 1
v(α, t) = u(α, (2λt− 1)) = u(α, 2θˆ 1
2→λ(
1
2(t))− 1) for 0 ≤ t ≤ 1
w(α, t) = u(α, 2θˆ 1
2→λ(
1
2(t+ 1))− 1) for 0 ≤ t ≤ 1
satisfying the boundary condition
pi(u(0, .)) ◦ ζ ∈ W u(γ;−gradgSL3) (ζ : [0, 1]→ [−1, 1], t→ 2t− 1)
and the asymptotic conditions
lim
s→+∞ v(t) = x1(t) for − 1 ≤ t ≤ 0, lims→+∞w(t) = x2(t) for 0 ≤ t ≤ 1
The following result can be obtained again using the results from the section
5.10 of [AS08].
Proposition 5.8. For generic choices of metrics g and potentials (V1, V2), the space
MKα0(γ;x1, x2) - if non-empty is a smooth manifold of dimension
dimMKα0(γ; z) = ind(γ;L3)− µ(x1)− µ(x2)− n+ 1.
Proposition 5.9. If AH1(x1),AH2(x2) >  ≥ max(‖V1‖∞, ‖V2‖∞), then for all
γ ∈ P(L3) the solution spaceMKα0(γ;x1, x2) is compact modulo splitting.
Proof. We have the following energy estimate from [AS 10]∫
(0,+∞)×(0,1)
|δsu(s, t)|2dsdt ≤ AH(u(0, .)− AH1(x1)− AH1(x1) + 
Combining the above and the following fundamental inequality between the
Hamiltonian and the Lagrangian action functionals
A(x) ≤ SL(pi ◦ x),∀x : [0, 1]→ T ∗M,
we have the following energy estimate∫
(0,+∞)×(0,1)
|δsu(s, t)|2dsdt ≤ SL(γ)− AH1(x1)− AH1(x1) + 2.
Now the proposition follows using the standard compactness argument of Floer
theory.
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Now we fix α0 > 0, then by standard compactness and gluing arguments, by
varying α in the interval [α0,+∞) one can define a chain homotopy between Kα0
and the composition E ◦ (ΦL1 ⊗ ΦL2). Using the same method as in proposition
4.1 one can show that K0 is chain homotopic to the composition ΦL1 ⊗ ΦL2 ◦MP .
One would expect that the proof that Kα0 is chain homotopic to K0 can be done
by constructing a homotopy between them using the spaces of solutions MKα for
α ∈ [0, α]. However this presents some analytical difficulties. If we are given a
solution u of the limiting problemMK0 , the existence of a one parameter family of
solution converging to u is problematic, due to the jump in the boundary condition
u may not be C0 limit of one parameter family of solutions.
To circumvent such difficulty we use the following lemma from [AS08] which tells
us that it suffices to prove K0 ⊗Kα0 = Kα0 ⊗K0.
Lemma 5.10. Let (C, δ) and (C ′, δ) be chain complexes, bounded from below. Let
φ, ψ : C → C ′ be chain maps. Assume that there is an element  ∈ C0 with δ = 0
and a chain map δ : C ′ → (Z, 0) such that
δ(φ()) = δ(ψ()) = 1
If φ⊗ ψ is homotopic to ψ ⊗ φ then φ is homotopic to ψ.
Proposition 5.11. The chain maps K0 ⊗Kα0 and Kα0 ⊗K0 are homotopic.
The diagram in figure 5.4.1 induces a diagram on homology, see figure below.
Now, continuation homomorphism in Morse homology and Floer homology allows
us take limit as  → 0. Passing to the limit we obtain the following commutative
diagram. This completes the proof of the theorem-1.
H i(Λ,Λ0)×Hj(Λ,Λ0) ~−−−→ H i+j+n−1(Λ,Λ0)
∼=
y y∼=
HM i≥0(SL1 , g2)×HM j≥0(SL2 , g2) ?−−−→ HM i+j+n−1≥0 (SL3 , g)
ΦL1×ΦL2
y yΦL3
HF i≥0(H1, J)×HF j≥0(H2, J) −−−→ HF i+j+n−1≥0 (H3, J)
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6 Algebraic model for some of the string opera-
tions
In [JJ87] J. Jones proved that if a commutative graded algebra A is quasi-isomorphic
to the singular cochain algebra C∗(M), then the Hochschild homology( or cohomol-
ogy) of the singular cochain algebra HH∗(A) is isomorphic to the cohomology(
resp. homology) of the free loop space H∗(Λ). Since the discovery of the string
topology operations by M. Chas and D. Sullivan([CS09] and [Su03]) there have
been many attempts in finding algebraic model for various string topology oper-
ations by Cohen-Jones ([CJ02]), Cohen-Godin([CG04]), Felix-Thomas[FT07] and
H. Abbaspour [HA13]. In [CJ02], R. Cohen and J. Jones showed that the Chas-
Sullivan product can be realised as cup product on the Hochschild cohomology
HH∗(C∗(M), C∗(M)).
In [FT08] Felix-Thomas proved that for any closed simply connected manifold
M the Chas-Sullivan BV-algebra (H∗(Λ(M)), ., [., .]) over the rationals is isomorphic
to the BV-Algebra HH∗(A,A∨) where A is a Frobenius algebra quasi-siomorphic to
the cochains algebra of M and A∨ is the dual of A.
In this section we attempt to find algebraic models for the string operations
described in section 3. We establish some of their properties using the algebraic
models. We compute the Goresky-Hingston product for the spheres and the complex
projective spaces.
convention: Throughout this section A is an algebra over the rationals.
6.1 Hochschild homology
The Hochschild complex (C∗(A), d) of a commutative differential graded algebra A
(as in [WW11]) is defined to be C∗(A) := ⊕l≥0A⊗A⊗l with differential d = d0 + d1
given by
d0(a0[a1, · · · , al]) =
l−1∑
i=0
(−1)(|a0|+|a1|+···+|al−1|)a0[a1, · · · , dA(ai), · · · al]
d1a0[a1, a2, · · · , al]) = (−1)(|a0|+|a1|+·+|al|)
l−1∑
i=0
(−1)ia0[a1, · · · , aiai+1, · · · , al]
+(−1)l+1+(|a0|+|a1|+···+|al−1|)(al+1)+alala0[a1, · · · , al−1]
(6.1.1)
where |ai| = k if ai ∈ Ak.
(C∗(A), d) defines chain complex and and homology of the chain complexHH∗(A) :=
ker d/im d is known as Hochschild homology of A. We also have the relative
Hochschild chain complex of A defined by C˜∗(A) = ⊕n≥1A⊗A⊗n equipped with the
Hochschild differential. The homology of C˜∗(A) is known as the relative Hochschild
homology of A and denoted by H˜H∗(A).
Th Hochschild cochain complex of A is defined by
C∗(A) := ⊕n≥0Cn(A) = ⊕n≥0Hom(Cn(A), A).
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The degree of a homogenous cohain complex f ∈ Cn(A) is defined to be the degree
of the linear map f : (sA¯⊗n)→M . The Hochschild differential is the sum δ = δ0+δ1
where the internal differential is defined by
δ0(f)[a1, a2, · · · , al]) = dAf(a1, a2, · · · , al])−
n∑
i=2
(−1)if([a1, dAai, · · · , al−1, al]
where i = |f |+ |a1|+ · · ·+ |ai−1| − i+ 1, and the external differential is defined by
δ1(f)[a1, a2, · · · , al]) = (−1)|a1|+1)|f |[a1, a2, · · · , al]
−
n∑
i=2
(−1)if([a1, a2, ai−1ai · · · , al] + (−1)nf([a1, · · · , al−1])al.
Then the Hochschild cohomology of A is defined to be HH∗(A) := kerD/imD.
Here we note that the general Hochschild homology and cohomology are defined
with co-efficient in an A-module M , here we consider the only case when M = A.
For x ∈ C l(A) and y ∈ Cm(A), the cup product x ∪ y ∈ C l+m(A) is defined by
x ∪ y[a1, a2, · · · , al] := (−1)|y|
∑
i≤m |ai|+1x[a1, a2, · · · , al]y[al+1, a2, · · · , al+m],
and the Gerstenhaber bracket is defined to be
[x, y] = x ◦ y − (−1)(|x|+1)(|y|+1)y ◦ x
where
x ◦ y = ∑
j
x ◦j y
with
(x◦jy)(a1, · · · , am+n−1) = (−1)|y|+1)
∑
i≤j(|aj |+1)x[a1, a2, · · · , al]y[al+1, al+2, · · · , al+m].
Definition 6.1. (Gerstenhaber Algebra) (A, ., [−,−]) is called Gerstenhaber algebra
if (A, .) is an associative and graded commutative algebra satisfying
1)[x, y] = (−1)(|x|−1)(|y|−1)[y, x]
2) Leibniz rule: [x, y.z] = [x, y].z + (−1)(|x|−1)|y|y.[x, z]
2) Jacobi identity: [[x, y], z] = [x, [y, z]] + (−1)(|x|−1)(|y|−1)[y, [x, z]]
Theorem 6.2. ([Ger63]) Let A be a differential graded associative algebra then the
cohomology algerbra with the bracket HH∗(A),∪, [., .]) is a Gerstenhaber algebra.
Below we describe a cosimplicial model for the free loop space and its relation
to the Hochschild homology established by Jones in [JJ87].
We consider the simplicial decomposition of the circle S1 consisting of k-simplices
S1k = {k + 1} which are just k + 1 element with only one nondegenerate 1-simplex
and all other simplices S1k are degenerate if k > 1. The geometric realisation of this
simplicial set is the circle.
This gives an embedding of the free loop space,
f =
∏
k
fk : Λ = Map(S1,M) = Map(
⋃
k
∆k × {k + 1}/ ∼,M)
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⊂ Map(∏
k
∆k × {k + 1};M) = ∏
k
Map(∆k;Mk+1),
where Mk is the k-th skeleton of M .
The component maps fk : Λ→ Map(∆k,Mk+1) can be described explicitly as
fk : ∆× Λ→Mk+1
(0 ≤ t1 ≤ · · · ≤ tk ≤ 1;α)→ (α(t1), · · · , α(tk), α(1))
Let f ∗k be the composition
C∗(M)⊗(k+1)
Ev∗k−−→ C∗(∆k × Λ) ./[∆k]−−−→ C∗−k(Λ),
where ./[∆k] is the slant product by the fundamental class [∆k]. Then J. Jones in
[JJ87] proved that the following diagram commute
C∗−k(Λ)
f∗k←−−− C∗(M)⊗k+1yδ yd
C∗−k+1(Λ)
f∗k+1←−−− C∗(M)⊗k
where right vertical map is the differential of Hochschild chain complex defined
above.
This results in a following important theorem.
Theorem 6.3. ([CJ02], theorem 8) For simply connected M ,
f ∗ : CH∗(C∗(M), C∗(M))→ C∗(Λ(M))
is a chain homotopy equivalence. It therefore induces an isomorphism H∗(C∗(M), C∗(M)) ∼=
H∗(Λ(M)).
We can also dualise the Hochschild chain complex of the algebra A and obtain
a cochain complex Hom(A⊗i,Q), but by the identification
Hom(A⊗i+1, k) ∼= Hom(A⊗i;A)
the cochain complex Hom(A⊗i, k) computes the the homology H∗(Λ).
Then following theorem gives a model for the Chas-Sullivan product.
Theorem 6.4. ([CJ02] theorem 3) For simply connected M , there is an isomor-
phism H∗(C∗(M), C∗(M)) ∼= H∗(Λ(M)) of graded rings.
We note the the map f∗ in the above commutative diagram restricts to a map
on the relative case and we obtain the following commutative diagram.
C∗−k(Λ)/C∗(M)
f∗k←−−− C∗(M)⊗kyδ yd
C∗−k+1(Λ)/C∗(M)
f∗k+1←−−− C∗(M)⊗k−1
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This gives us an isomorphism H˜H∗(A) ∼= H∗(Λ,Λ0). Now one can ask if there
is a product on H˜H∗(A) which is equivalent to the Goresky-Hingston product on
H∗(Λ,Λ0). We will first attempt to find chain models for the operations defined in
the equations 3.4.3 and 3.4.4. It turns out that we need some additional structures
on our CDGA in order to define such chain maps. We recall the definition of the
open Frobenius algebra from [HA13].
Definition 6.5. An open differential graded Frobenius algebra (B, dB, ·, δ) of degree
n is an unital differential graded algebra (B, dB) with associative product Bi⊗Bj ·−→
Bi+j, and (B, δ) is a co-algebra with co-associative co-product of degree m, Bi δ−→∑
k Bk⊗Bi+n−k, which is a right and left B module map i.e. if we use the simplified
notations δa = ∑(a) a′ ⊗ a′′, then∑
(a.b)
(a.b)′ ⊗ (a.b)′′ = ∑
(a)
a′ ⊗ a′′ .b = ∑
(b)
(−1)m|a|a.b′ ⊗ b′′
(A, dA, ·, δ) is symmetric if ∑(1) 1′ ⊗ 1′′ = ∑(1) 1′′ ⊗ 1′.
A manifold M is called formal if C∗(M) is quasi isomorphic to a CDGA with
vanishing differential, that means, C∗(M) is quasi-isomorphic to cohomology ring
H∗(M) with vanishing differential.
There is a co-product δ on H∗(M) defined by the following diagram.
H∗(M) δ−−−→ H∗(M)⊗H∗(M)y$ y$⊗$
H∗(M) ∆∗−−−→ H∗(M)⊗H∗(M)
where ∆ : M →M ×M is the diagonal and $ is the Poincaré duality map. The
map δ : H∗(M)→ H∗(M)⊗H∗(M) can explicitly be described as α→ α× 1∪ dM
where 1 is the unity of the ring H∗(M) and dM is the diagonal class of M defined
by
dM =
N∑
i=1
(−1)deg(ai)ai ⊗ a∗i ∈ (H∗(M)⊗H∗(M))m,
where {ai}1≤i≤N is a homogeneous basis ofH∗(M) and {a∗i }1≤i≤N is a basis ofH∗(M)
characterised by the equations
〈ai ∪ a∗i , [M ]〉 = δij,
and [M] the fundamental homology class of M (see [MS]) for details.
Thus (H∗(M), d,∪, δ) with d trivial is an example of symmetric open Frobenius
algebra.
Definition 6.6. A Poincaré duality algebra (over Q) of formal dimension n is a
non-negatively graded commutative algbera A of finite type for which there exist a
linear for ω : A→ Q of degree −n such that the bilinear form
〈., .〉 : A⊗ A→, a⊗ b→ 〈a, b〉 := ω(a, b)
is nondegenerate.
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The linear form ω is called a fundamental class of an orientation class and the
couple (A, ω) is called an oriented Poincaré duality algebra.
If A is a Poincaré duality algebra of formal dimension n then Ak ∼= An−k and
Ai = 0 for i ≥ n. Since A is of finite type i.e. finitely generated Q module,
this implies that A is finite dimensional, so it admits a homogeneous finite basis
{ai}1≤i≤N . If {ai}1≤i≤N is a homogeneous basis of A then there is a unique basis
{a∗i }1≤i≤N of A characterised by the equations
〈ai, a∗i 〉 = δij,
where δij is the Kornecker symbol, is called the Poincaré dual basis of {ai}1≤i≤N .
Notice that a Poincaré dual basis of A is also homogeneous with deg(a∗i ) = n −
deg(ai). For example if M is an oriented closed manifold of dimension n then
H∗(M) is a Poincaré duality algebra of formal dimension n. The bilinear form is
defined by
〈a, b〉 = 〈a ∪ b, [M ]〉,
where [M ] ∈ Hn(M) is the fundamental homology class of M .
In [LS04] Lambrechts and Stanley shows that diagonal class ( see above for the
case of formal manifold) exists for any Poincaré duality algebra.
Proposition 6.7. Let A be an oriented Poincaré duality algebra of formal dimension
m. Let {ai}1≤i≤N be homogenous basis of A and let {a∗i }1≤i≤N be its Poincaré dual
basis. Then the element
µ =
N∑
i=1
(−1)deg(ai)ai ⊗ a∗i ∈ (A⊗ A)m
does not depend on the choice of the basis {ai}1≤i≤N .
Lemma 6.8. Let (A, ω) be an oriented Poincaré duality algebra of finite dimension
and of formal dimension m, and let µ ∈ (A ⊗ A)m be its diagonal class. Then the
map
A→ A⊗ A, a 7→ µ.(1⊗ a)
is a homorphism of A⊗ A-modules.
Definition 6.9. Two algebras (A, d) and (A′, d′) are called weakly equivalent
if they are connected by a zig-zag of CDGA morphisms inducing isomorphisms in
homology, or quasi-isomorphisms for short,
(A, d)
∼=←− · · · ∼=−→ (A′, d′).
Theorem 6.10. ([LS]) Let k be a field of any characteristic and let (A, d) be a
CDGA over k such that H∗(A, d) is a simply-connected Poincaré duality algebra in
dimension n. Then there exists a CDGA (A′, d′) weakly equivalent to (A, d) and
such that A′ is a simply-connected algebra satisfying Poincaré duality in dimension
n.
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Let us recall some of the facts from rational homotopy theory. Sullivan in [Su77]
constructed a contravariant functor
APL : Top→ CDGAQ
from the category of topological space to the category of commutative cochain alge-
bra over the field Q. The main aspect of APL is that when X is simply connected
topological space with rational homology of finite type, then the rational homotopy
type of X is completely encoded in any CDGA weakly equivalent to APL(X). This
gives us a bijection
{rational homotopy type of spaces} −→ {weak equivalent classes of CDGA}.
Definition 6.11. A Sullivan algebra is a CDGA of the form (ΛV, d) with
• V = {V p}p≥1 and ΛV denotes the free graded commutative algebra on V ;
• V = ⋃∞k=0 V (k), where V (0) ⊂ V (1) ⊂ · · · is a n increasing sequence of graded
subspaces such that
d = 0 in V (0) and d : V (k)→ ΛV (k − 1), k ≥ 1.
Definition 6.12. A Sullivan model for a CDGA (A, d) is a quasi-isomorphism
m : (ΛV, d)→ (A, d)
from a Sullivan algebra (ΛV, d).
• If X is a path connected topological space then a Sullivan model for APL(X),
m : (ΛV, d)→ APL(X),
is called a Sullivan model for X.
• A Sullivan algebra(or model), (ΛV, d) is called minimal if
Im d ⊂ Λ+V.Λ−V.
Sullivan minimal model exists for any simply connected CDGA. One can show
that any two simply connected weakly equivalent CDGA’s has the same minimal
model and there is a bijection
{rational homotopy type of spaces} −→ { isomorphism classes of minimal Sullivan algebras}.
Applying above theorem 6.10 to the minimal Sullivan model gives us the following
corollary.
Corollary 6.13. LetM be simply connected C∗(M) be singular cochain algebra over
Q. Then there is a CDGA A over Q satisfying
1) A is quasi-isomorphic to C∗(M).
2) A satisfies Poincaré duality in dimension n. Moreover, if M ′ be another manifold
of same rational homotopy type of M then the same CDGA A satisfies (1) and (2)
for M ′.
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When M is formal then the CDGA in the corollary is given by the cohomology
algebra (H∗(M) itself. From now onwards the algebra A is an open Frobenius
algebra quasi-isomorphic to C∗(M).
In this section we construct Hochschild chain maps which induce the maps P ∗0
and P ∗1 defined in the equations 3.4.3 and 3.4.4 respectively. We proceed by proving
the following lemma.
Lemma 6.14. The chain map
fh : C∗(A)⊗C∗(A) = A⊗T (sA¯)⊗A⊗T (sA¯) ∪−→ A⊗A2 T (sA¯) = C∗(A)⊗AC∗(A)
a0[a1, · · · , al]⊗ b0[b1, b2, · · · , bm]→ a0b0[a1, · · · , al, b1, b2, · · · , bm] (6.1.2)
is a chain model for the homomorphism H∗(Λ×Λ)→ H∗(Θ) induced by the inclusion
Θ ↪→ Λ× Λ.
Proof. We consider the following pullback square of the fibration ev0 : Λ→M .
Θ −−−→ Λ× Λ
ev0
x (ev0×ev0)x
M
D−−−→ M ×M
We know that a chain model for ev0 : Λ → M is given by A ↪→ A ⊗ T (sA¯)
and a chain model for the map ∆∗ given by the multiplication in A, so we have the
following commutative diagrams, and the right hand diagram is a pushout diagram.
H∗(Θ) ←−−− H∗(Λ× Λ)
ev∗0
x (ev0×ev0)∗x
H∗(M) ∆
∗←−−− H∗(M ×M)
A⊗ T (sA¯)⊗ T (sA¯) fh←−−− A⊗ T (sA¯)⊗ A⊗ T (sA¯)
ev∗0
x (ev0×ev0)∗x
A ←−−− A× A
Since the push-out of a chain model of a fibration is a chain model of the pull-
back of the fibration, hence the lemma follows.
Next we consider the Gysin map H i(Θ) τ−→ H i+n(Λ × Λ). A chain model for τ ,
also described in [FT], is given by
C∗(A)⊗AC∗(A) = A⊗T (sA¯)⊗T (sA¯) µA−→ A⊗A⊗T (sA¯)⊗T (sA¯) = C∗(A)⊗C∗(A)
a0[a1, · · · , al ⊗ b1, b2, · · · , bm]→
∑
(a0)
a′0[a1, · · · , al]⊗ a′′0[b1, b2, · · · , bm] (6.1.3)
where δ(a0) =
∑(a0)′ ⊗ (a0)′′
We recall the construction here. The following diagrams are commutative
H∗(Θ) i!−−−→ H∗(Λ× Λ)
ev∗0
x (ev0×ev0)∗x
H∗(M) ∆!−−−→ H∗(M ×M)
A⊗ T (sA¯)⊗ T (sA¯) i!−−−→ A⊗ T (sA¯)⊗ A⊗ T (sA¯)
ev∗0
x (ev0×ev0)∗x
A
δ−−−→ A× A
Where the Gysin map ∆! for the diagonal embedding ∆ : M → M × M is the
Poincaré dual of the map H∗(∆).
Lastly we consider the map H i+n(Λ× Λ) (ev
Λ
0 ×id)∗−−−−−→ H i+n(Λ).
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Lemma 6.15. A chain model for the map (evΛ0 × id)∗ is given by
A⊗ T (sA¯)⊗ A⊗ T (sA¯) −→ A⊗ T (sA¯)
a0[a1, a2 · · · , al] ⊗ b0[b1, b2 · · · , bm] =
{
a0b0[b1, b2 · · · , bm], for m = 0
0, otherwise
(6.1.4)
Proof. Let us denote by i the inclusion M → Λ. First we observe that, a chain
model for the identity map which factors as H∗(M) ev
∗
0−−→ H∗(Λ) i∗−→ H∗(M) is given
by the identity map A→ A factoring as A ↪→ A⊗ T (sA¯) ih−→ A, where
ih(a0[a1, a2 · · · , al]) =
{
a0 for l = 0
0 otherwise
So ih is a chain model for i∗.
By definition, the map (evΛ0 )∗ : H∗(Λ)→ H∗(Λ) factors as H∗(Λ) i
∗−→ H∗(M) (ev0)∗−−−→
H∗(Λ). Therefore a chain model for (evΛ0 )∗ is given by
A⊗ T (sA¯)→ A⊗ T (sA¯)
a0[a1, a2 · · · , al]→
{
a0 for l = 0
0 otherwise (6.1.5)
So a chain model for (evΛ0 × id)∗ is given by a chain map which gives the above
map when restricted to the first component of (A⊗ T (sA¯)⊗ (A⊗ T (sA¯) and gives
the identity map when restricted to the second component, i.e.
(evΛ0 × id)∗(a0[a1, a2 · · · , al]⊗ 1) =
{
a0 for l = 0
0 otherwise (6.1.6)
and
(evΛ0 × id)∗(1⊗ b0[b1, b2 · · · , bm]) = b0[b1, b2, · · · , bm] (6.1.7)
where 1 is the unity in A.
We also have the following commutative diagrams:
H∗(Λ× Λ) (ev
Λ
0 ×id)∗−−−−−−→ H∗(Λ)
(ev0×ev0)∗
x ev∗0x
H∗(M ×M) ∪−−−→ H∗(M)
A⊗ T (sA¯)⊗ A⊗ T (sA¯) −−−→ A⊗ T (sA¯)⊗ T (sA¯)
ev∗0×ev∗0
x ev∗0x
A× A −−−→ A
So a chain model for the map (evΛ0 × id)∗ should be a trivial map or of the form
a0[a1, a2 · · · , al]⊗ b0[b1, b2 · · · , bm]→ a0b0[., ., · · · , .] (6.1.8)
The lemma can now be deduced combining the equations 6.1.5, 6.1.6 and 6.1.8.
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Thus from the above discussions (equations 6.1.2, 6.1.3 and 6.1.4) we obtain a
chain model for P ∗0 :
P h0 : C∗(A)⊗ C∗(A)→ C∗(A),
a0[a1, · · · , al]⊗b0[b1, · · · , bm]→
{ ∑
(a0b0)(a0b0)′(a0b0)′′[b1, b2, · · · , bm], for l = 0
0 otherwise
(6.1.9)
where δ(a0b0) =
∑(a0b0)′ ⊗ (a0b0)′′.
Interchanging the position of the maps ev0 and id, and using similar argument
we also obtain a chain model for P ∗1 :
P h1 : C∗(A)⊗ C∗(A)→ C∗(A),
a0[a1, · · · , al]⊗b0[b1, · · · , bm]→
{ ∑
(a0b0)(a0b0)′(a0b0)′′[a1, a2, · · · , al], for m = 0
0 otherwise
Now, we verify that the map P h : C∗(A)⊗ C∗(A)→ C∗(A) given by
a0[a1, · · · , al]⊗ b0[b1, · · · , bm]→
∑
(a0b0)
(a0b0)′[a1, a2, · · · , al, (a0b0)′′, b1, b2, · · · , bm]
defines a chain homotopy between Γ τ0 ◦ i∗ and Γ τ1 ◦ i∗
P h1 − P h0 = dP h + P hd.
So one would expect P h to be a chain model for P (equation 3.4.2) which defines
a homotopy between P ∗0 and P ∗1 . Now we take a brief pause to give the proof of a
proposition stated earlier.
proof of the proposition 3.6:
Proof. Since the chain maps P h0 and P h1 above are homotopic it follows that they in-
duce same map on Hochschild homology. Combining their chain model descriptions
we deduce that the induced map on homology P ∗0 = P ∗1 is trivial on the homology
classes represented by chains with either l ≥ 1 or m ≥ 1 i.e. chains with string
length greater that one in one of the component. For chains with l = 0 and m = 0,
P ∗0 = P ∗1 is given by
a0 ⊗ b0 →
∑
(a0b0)
(a0b0)′(a0b0)′′.
Now a Hochschild chain with string length at most one can not represent a
homology class of dimension more than n. That would mean if the class P ∗0 (x, y) ∈
H i+j+n(Λ) for x ∈ H i(Λ) and y ∈ H i(Λ) is non trivial then i + j + n ≤ n, this
implies i = j = 0.
Now the cohomology groups considered in this section is with rational coeffi-
cients, so from the homology and cohomology pairing we deduce that the dual of
P ∗0 , ∨0 is trivial on Hi(Λ) for i 6= n and for x ∈ Hi(Λ) with i = n
∨0(x) = β 1⊗ 1 ∈ H0(Λ)×H0(Λ)
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for some β ∈ Q. For a0 = b0 = 1, the identify element of A, we have
P0(1⊗ 1) =
∑
(−1)degi(aia∗i )
where {ai} is a homogeneous basis of A and {a∗i } is the dual basis. This would imply
P0(1⊗ 1) = χ(M)[M ],
where [M ] is an element representing the Poincaré dual of the fundamental class
[M ] . Since P0 is dual of ∨0 , therefore ∨0([M ]) = χ(M)1 ⊗ 1. It is known that
[M ] • 1 = 1, thus
∨0(x) = χ(M)(x • 1)⊗ 1
This concludes a proof of the proposition 3.6.
We observe that both maps P h0 and P h1 vanish on the relative Hochschild chain
complex C˜∗(A). Consequently, the homotopy P h becomes a chain map, and pass-
ing to the homology it gives rise to a product on the relative Hochschild homology
H˜H∗(A). Now we recall that the Goresky-Hingston product also arises in a simi-
lar way from the homotopy P between P0 and P1. This comparison supports the
following conjecture which is widely believed to be true but no proof has appeared
yet.
Conjecture 6.16. Let M be a simply connected compact manifold of dimension n,
and A be a open Frobenius algebra quasi-isomorphic to C∗(M) satisfying Poincaré
duality in dimension n. Then the chain map on the relative Hochschild chains
C˜∗(A)⊗ C˜∗(A)→ C˜∗(A) given by
a0[a1, · · · , al]⊗ b0[b1, · · · , bm]→
∑
(a0b0)
(a0b0)′[a1, a2, · · · , al, (a0b0)′′, b1, b2, · · · , bm]
induces a product on relative Hochschild homology which is equivalent to the
Goresky-Hingston product on the cohomology of the free loop space relative to the
constant loops.
The main difficulty in proving the conjecture is posed by the reparametrization
of the free loop space used in the definition of the Goresky-Hingston product. It
is obvious that there is no such continuous family of chain maps on the Hochschild
homology. Besides, the Hochschild chain complex is not flexible enough to model
the chain map induced by the map ev 1
2
: Λ→M, ev 1
2
(α) = α(12), which is also used
in the definition of the Goresky-Hingston product.
Comments:
In [VG], V. Godin constructed general string topology operations parametrised
by admissible fat graphs. Following that A. Kupers in [AK] constructed gen-
eral string topology operations parametrised by Bödigheimer’s radial slit config-
erations of Riemann moduli space which includes Chas-Sullivan product and de-
generate string coproducts. In [AKl] A. Klamt constructs a "general" operations on
64
Hochschild complex of commutative Frobenius algebra parametrised by looped dia-
grams (certain class of commutative Sullivan diagrams), and the construction is com-
patible with the known operations on Hochschild chains parametrised by Sullivan
diagrams. This includes the Chas-Sullivan product and the Goresky-Hingston prod-
uct. Recently in [SK15] the authors show that there is a cellular homeomorphism
between unilevel harmonic compactification of Bödigheimer’s radial slit configura-
tions and a natural compactification of admissible fat graphs by Sullivan diagrams.
So the above constructions are parallel to each other. However to what extent these
constructions are equivalent is not yet fully established. A complete proof of the
above fact should come out from such equivalence.
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7 Some computations
In this section assuming the conjecture 6.16 to be true we will explore further prop-
erties of the Goresky-Hingston product. We denote the product on the relative
Hochschild homology H˜H∗(A) described in the conjecture also by the same nota-
tion ~ as the Goresky Hingston product.
Proposition 7.1. Let f : A1 → A2 be an isomorphism of open Frobenius algebras
then it induces an isomophism f∗ : (H˜H∗(A1),~) ∼= (H˜H∗(A2),~) of rings.
We note that if two manifoldM1 andM2 have same rational homotopy type then
we can find an open Frobenius algebra quasi-isomorphic to both singular cochain
algebra of M1 and M2. So we have the following corollary.
Corollary 7.2. If f : M1 → M2 be a rational homotopy equivalence between two
closed simply connected manifolds then the induced homotopy equivalence of the loop
spaces Λf : Λ(M1)→ Λ(M2) induces a ring isomorphism
(Λf)∗ : (H∗(Λ(M1),M1),~) ∼= (H∗(Λ(M2),M2),~). (7.0.1)
A manifold M is called monogenic if the singular cohomology ring H∗(M) with
the cup product is generated by a single element. In this case the ring H∗(M) is
isomorphic to the truncated polynomial ring k[x]/xr+1 = 0 for some r, where x is the
generator. Example of such manifold includes spheres, complex projective spaces.
Suppose our manifold M is formal i.e. the singular cohomology ring H∗(M) is
quasi-isomorphic to the singular cochain complex C∗(M), then from the description
of the Goresky-Hingston product we observe that all the operations involved in the
description of the ring (H∗(Λ(M),Λ0),~) are completely determined by the singular
cohomology ring H∗(M) with cup product, so the ring (H∗(Λ(M),Λ0),~) it self is
determined by the cohomology ring H∗(M). We have the following proposition.
Proposition 7.3. Let M be a simply connected monogenic manifold, then the ring
(H∗(Λ(M),Λ0),~) is finitely generated. The number of generator is same as the
dimension of the cohomology group of the sphere bundle of M .
Proof. LetH∗(M) = k[x]/xr+1 = 0, for some r and for some x with dim(x) = m. We
know that the cohomology ring of the complex projective space CP r is k[x]/xr+1 = 0,
where x is the generator of degree 2.
Since M is simply connected monogenetic therefore it is formal i.e. C∗(M)
is quasi-isomorphic to H∗(M), we can take the open Frobenius algebra A in the
algebraic model to be the polynomial ring k[x]/xr+1 = 0. Let us consider the product
of elements of the Hochschild chain C∗(A) of the form xi0(xi1 , xi2 , · · · , xim) for some
i0, i1, · · · im ∈ N ∪ {0}. We observe that, since the co-product formula of xi, for any
i, does not depend on the degree of x, therefore the above product formula of two
such elements does not depend on the degree of x. Now, since a general element of
A = H∗(M) is of the form ∑j ajxi, where aj ∈ Q, therefore the the product formula
for any two general elements of C∗(A) does not depend on the degree of x. Thus,
(H∗(Λ(M),Λ0),~) is isomorphic to (H∗(Λ(CP r),Λ0),~).
Now we know from [GH09] that the ring (H∗(Λ(CP r),Λ0),~) is finitely gener-
ated for any r ∈ N. Therefore our proposition follows.
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We now briefly discuss a question asked by Y. Eliasberg. Given 0 < t ∈ R,
let d(t) be the maximal degree of an essential homology class at level t, that is,
d(t) = max{k : Image Hk(Λ≤t,Q) → Hk(Λ,Q) 6= 0}. Does there exist a constant
C ∈ R, independent of the metric of M , so that for all t1, t2 ∈ R+ the following
holds:
d(t1 + t2) ≤ d(t1) + d(t2) + C
In [GH09] authors proved that when HH∗(Λ(M),M),~) is finitely generated then
the above inequality holds for some constant C. And they proved that the ring is
finitely generated for manifolds all of whose geodesics are closed with same prime
length, example includes Sn,CP n.
We have the following examples of compact manifolds for whichHH∗(Λ(M),M),~)
is finitely generated:
1) compact manifolds admitting flat metrics, e.g. torus (he cohomology group of
loop space are eventually zero for such manifolds, since the index of iterates of closed
geodesics does not increase),
2) manifolds all of whose geodesics are closed as proved in [GH09],
3) product of manifolds with finitely generated Goresky-Hingston products,
4) simply connected monogenic manifolds,
5) rational homotopy types of manifolds with finitely generated Goresky-Hingston
products.
When the ringHH∗(Λ(M),M),~) (with respect to any product on the homology
or the cohomology for that matter) is finitely generated then Betti numbers of the
free loop space bp(LM) can not grow exponentially fast. We have the following
related theorem due to Ballmann and Ziller, and a conjecture of M. Gromov.
A metric is called bumpy if each critical point of the energy function is non-
degenerate.
Let nT be the number of geometrically distinct periodic geodesics ofM of length
at most T .
Theorem 7.4. ([BZ], page-629) For any bumpy metric on a simply connected man-
ifold M , there exist positive constants a and b such that for sufficiently large T
nT ≥ a maxp≤bT bp(LM).
In particular, if the Betti numbers grow exponentially then so does the function nT .
There is a beautiful dichotomy governing finite CW-complexes in rational ho-
motopy theory, expressed as follows: the rational homotopy groups of a finite CW-
complex either are of finite total dimension as graded rational vector space or grow
exponentially. We first define the former case, that of elliptic spaces, then the latter
case is known as hyperbolic spaces.
Definition 7.5. A simply connected topological space X is rationally elliptic if
dim H∗(X,Q) <∞ and dim pi∗(X)⊗Q <∞ (7.0.2)
We state here a conjecture of M. Gromov regarding growth of nT .
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Conjecture 7.6. (cf. §5.1 of [FOT]) Let M be a closed, rationally hyperbolic man-
ifold. For a generic metric on M the function nT has exponential growth.
To authors knowledge the conjecture is not proven to be true in full generality.
One of the interesting case has been proven in [SS]. There result states that a simply
connected closed four manifold with second Betti number at least three the number
nT grows exponentially as a function of T . So one can expect that the ring to be
not finitely generated for rationally hyperbolic manifolds.
Let M be manifold all of whose geodesics are closed with same prime length.
Let Σ ⊂ Λ denote the submanifold consists of al l the prime closed geodesics, it is
diffeomorphic to the unit sphere bundle SM of M and is a non-degenerate critical
submanifold of the energy functional on the free loop space.
Let Σr ⊂ Λ denote the submanifold consisting of the prime r-fold iterates of
the prime closed geodesics with F (Σr) = rl a critical value. The submanifold
is a non-degenerate critical submanifold of the energy functional on the free loop
space and diffeomorphic to the unit sphere bundle SM of M having dimension
λr = rλ1 + (r − 1)(n − 1). Let DΓr, SΓr be the unit disc bundle and unit sphere
bundle of the negative bundle Γr → Σr. We have the following proposition.
Proposition 7.7. With the above notations there is an isomorphism
H i(Σr)
∼=−→ H i+λr(Λ≤rl,Λ<rl).
Proof. The vector bundle TΛ|Σr , the tangent bundle of Λ restricted to Σr, decom-
poses into orthogonal sum of vector bundles Γ+,Γ0,Γ− spanned by the positive, null,
and negative eigenvectors (respectively) of the Hessian TΛ|Σr = Γ+ ⊕ Γ0 ⊕ Γ−.
The inclusion Σr ↪→ Λ induces an isomorphism between the tangent bundle of
Σr and the nullspace Γ0, TΣr ∼= Γ0. So the normal bundle of Σr can be identified
with Γ+ ⊕ Γ−
Let (Γ+⊕Γ0⊕Γ−) denote the  neighbourhood of the zero section of the bundle
Γ+ ⊕ Γ0 ⊕ Γ− , then for sufficiently small  the exponential map
exp : (Γ+ ⊕ Γ0 ⊕ Γ−) → Λ
is a homeomorphism onto some neighborhood U ⊂ Λ.
Let Σ−r = exp(T− Λ), where T− Λ denote an  neighborhood of the zero section
of the negative bundle Γ−. Σ−r is the unstable manifold of the critical level Σr. The
tangent of bundle of Σ−r when restricted to Σr is the direct sum TΣ−r |Σr = Γ0⊕ Γ−.
The projection Γ+ ⊕ Γ− → Γ− induces a projection pi : U → Γ− which is
homotopic to the identity by the homotopy
pit(exp(a⊕ b)) = exp(ta⊕ b)
where t ∈ [0, 1], and a ∈ T+ Λ, b ∈ T− Λ, and where pi1 is the identity and pi0 = pi.
The kernel of the differential dpi(x) : TxΛ → TxΣ−r at any point x ∈ Σr is the
kernel of the projection T+x Λ ⊕ T−x Λ → T 0xΛ ⊕ T−x Λ which is precisely the positive
eigenspace, Γ+x ⊂ TxX. So we have an isomorphism
Hi(Σ−r ,Σ−r − Σr) ∼= Hi(Γ−,Γ− − Σr) ∼= Hi(DΓ−, ∂DΓ−), (7.0.3)
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where DΓ− denotes a sufficiently small disk bundle in T−Λ and ∂DΓ− its boundary.
By the Morse theory, for a sufficiently small δ the space U≤rl+δ has homotopy
type of the adjunction space U≤rl−δ∪DΓ−DΓ−, so we have the following isomorphism
Hi(DΓ−, ∂DΓ−) ∼= Hi(U≤rl+δ, U≤rl−δ). (7.0.4)
Let us recall that a is called a nondegenerate critical value of F in the sense of
Bott if the tangent space at every point of the critical set F−1(a) is isomorphic to
the null space of the Hessian at that point. We continue the proof after the following
two lemmas.
The following lemmas are proved in [GH09], Appendix A.4, and A.5.
Lemma 7.8. Let a ∈ R and G be an Abelian group then the natural homomorphism
H∗(Λ;G)→ Hˇ∗(Λ, G) and H∗(Λ<a;G)→ Hˇ∗(Λ<a;G)
are isomorphisms, where Hˇ∗(Λ, G) is the Čech homology of Λ. Furthermore if a ∈ R
is a regular value of F , or if a is a nondegenerate critical value of F in the sense of
Bott, then the homomorphsim H∗(Λ≤a;G)→ Hˇ∗(Λ≤a, G) is also an isomorphism.
Lemma 7.9. If a′ < a ∈ R, then the inclusion Λ≤a ↪→ Λ≤a+ induces canonical
isomorphisms
Hˇ∗(Λ≤a;G) ∼= lim
→0H∗((Λ
≤a+;G)
Hˇ∗(Λ≤a, (Λ≤a
′ ;G) ∼= lim
→0H∗((Λ
≤a+, (Λ≤a′ ;G).
Using the above two lemmas we obtain
Hi(U≤rl, U<rl) ∼= Hi(U≤rl+δ, U≤rl−δ). (7.0.5)
The above equation and equations 7.0.3 along with the Thom isomrophism
Hi(DΓ−, δDΓ−) ∼= Hi−λr(Σr)
gives us the isomorphism
Hi(U≤rl, U<rl) = Hi−λr(Σr)
The proof of our proposition follows from a similar argument for the cohomology.
If r ≥ 2 and j ≤ λ2, then from the above proposition we haveHj(λrl, λ(r−1)l) = 0.
Since F is perfect, we obtain isomorphisms
Hj(Λ,Λ0) ∼= Hj(Λ≤Nl,Λ0) ∼= · · ·Hj(Λ≤l,Λ0) ∼= Hj−λ1(Σ1)
for all j < λ2( if N is sufficiently large). Note that by our use of notation Σ1 = Σ,
so we have an isomorphism
h : H∗(Σ)→ H∗+λ1(Λ,Λ0)
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Proposition 7.10. The ring (H∗(Λ,Λ0),~) is finitely generated and it is generated
by the images of the generators of H∗(Σ) by the map h.
The cohomology ring (H∗(Λ(Sn), Sn),~):
The ring was computed in [GH09] using purely geometric method. Here we
compute the same ring using the above algebraic model for the product.
case 1: when n is odd
It is know that for odd n
Hm(SSn) =
{
Q for m = 0, n− 1, n, 2n− 1
0 otherwise
and
Hk(Λ(Sn)) =
{
Q for k = m(n− 1),m(n− 1) + n,m ≥ 0
0 otherwise
Since λ = n−1 for Sn, therefore the image of generators of the cohomology group
H∗(S(Sn)) by h are cohomology classes in dimensions n− 1, 2n− 2, 2n− 1, 3n− 2.
Since the dimension of the cohomology groups Hk(Λ(Sn), Sn) in each dimension is
at most one, therefore by proposition 7.10 they represent the generators of the ring
(H∗(Λ(Sn), Sn),~).
Now, let 1 be the generator of H0(Sn) and x1 be the generator of Hn(Sn).
Then it is easy to check that the elements ω = 1[x1], X = 1[x1, x1], Y = x1[x1],
Z = x1[x1, x1] define non-trivial homology classes in the dimensions n − 1, 2n −
2, 2n − 1, 3n − 2 respectively. Thus these four elements are the generators of the
ring (H˜H∗(H∗(M)),~). Since the coproduct of 1, δ(1) = (1 ⊗ 1) ∪ dSn = 1 ⊗ x1,
where dSn = 1⊗ x1 be the diagonal class of Sn, we check that ω,X, Y, Z satisfy the
following relations
X2 = ω3, X ~ Z = ω3 ~ Y, X ~ Y = Y ~X = Z ~ ω = ω ~ Z
Z ~ Z = Y ~ Y = Y ~ Z = 0,
Setting ω = T 2, X = T 3, Y = U ⊗ T 2 and Z = U ⊗ T 3, we have
H∗(Λ(Sn), Sn) ∼= ∧(U)⊗Q[T ]≥2,
where Q[T ]≥2 is denotes the ideal (T 2) in the ring of polynomials. Here we note
that the computation produces the same ring structure as in [GH09].
case 2: when n is even
It is known that for even n
Hm(SSn) =
{
Q for m = 0, 2n− 1
0 otherwise
and
Hk(Λ(Sn)) =
{
Q for k = 0, (2m+ 1)(n− 1) + 1, (2m+ 1)(n− 1),m ≥ 0
0 otherwise
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Similar to above case for odd n we can show that the elements ω = 1[x1],
Z = x1[x1, x1] are the generators of the ring (HH∗(H∗(M), H∗(M)),~) and they
satisfy
Z ~ Z = 0
Therefore, H∗(Λ(Sn), Sn) ∼= ∧(Z)⊗Q[w].
Cohomology ring (H∗(Λ(CP n),CP n),~):
Hm(SCP n) =

Q for m = 2i, i = 0, 1, · · · , n− 1,
Q for m = 2i+ 2n− 1, i = 1, · · · , n,
0 otherwise
and
Hk(Λ(CP n)) = Q for all k
Since λ = 1 for CP n, Since λ = n − 1 for Sn, therefore the image of generators
of the cohomology group H∗(S(Sn)) by h are cohomology classes in dimensions
2i − 1, 2i + 2n for i = 0, 1, · · · , n. Since the dimension of the cohomology groups
H∗(Λ(CP n),CP n), in each dimension is at most one, therefore by proposition 7.10
they represent the generators of the ring (H∗(Λ(CP n),CP n),~),
Let β be the generator of the ring H∗(CP n), Then the elements 1[βi], for i 6= 4m
define some of the generators of the ring (H∗(Λ(CP n),CP n),~), but the remaining
generators are difficult to identify.
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