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Decoding neurons to extract information from transmission and employ them into other use is the goal of
neuroscientists’ study. Due to that the field of neuroscience is utilizing the traditional methods presently,
we hence combine the state-of-the-art deep learning techniques with the theory of neuron decoding to
discuss its potential of accomplishment. Besides, the stress level that is related to neuron activity in
hippocampus is statistically examined as well. The experiments suggest that our state-of-the-art deep
learning-based stress determinator provides good performance with respect to its model prediction accu-
racy and additionally, there is strong evidence against equivalence of mouse stress level under diverse
environments.
1. INTRODUCTION
Neural decoding is a discipline of studying the neural activity
and transforming these potential recognized patterns to link
with animal’s motor activity. It is widely applied in various
circumstances, such as mimic neuron activity to control the body
movement or understand the signal or information that the
neuron activity is transmitting. Stephen Hawking, for exam-
ple, is unable to move his body or even speaking, nonetheless,
it becomes possible if the neural decoding technique is well-
developed so that his neuron activity can be used to control his
wheelchair and speaker.
Having said that, the traditional method is still the main
trend in the neural decoding field. With the rapid development
of machine learning (ML), especially deep learning, we can treat
neural decoding as an ML problem and use deep learning tech-
niques to address it. On the other hand, the application of deep
learning approaches varies by different types of purposes of
studying neurons, such as predict motor activity, physical loca-
tion, etc.. ML may be beneficial for advancing the potential to
have better performance and deeper insight on neural function.
In addition to employ ML in neural decoding, we study the
relationship between animals’ stress level and its neuron activity.
We aim to determine the significant difference in neuron activity
in various environments. By studying it, we can observe whether
the stress has an impact on the neuron activities, either enhance
or weaken. It also tells us if the stressful or not neuron activity
is the determining factor in the animal’s motor activity. In this
paper, we summarize the contributions as follows:
• We propose an idea of predicting animals’ stress level by
applying the state-of-the-art deep learning model
• We statistically prove that the stress level is significantly
different under the various environments
2. RELATED WORK
Long-Short-Term-Memory (LSTM) [1], [2] have accomplished
influential results in time-series forecasting [3], [4], [5]. Among
the variants of LSTM, bi-directional LSTM [6] perform signifi-
cantly impressive than the vanilla LSTM[7]. In the rest of the
paper, we refer to the "bi-directional LSTM" as "BiLSTM" for sim-
plicity. BiLSTM applied additional training to traverse the input
data twice, from left to right (forward) and from right to left
(backward), so in short, BiLSTM has more training power than
the original un-bidirectional LSTM. In other words, it allows
itself to preserve information from the future and combines two
hidden states so that we are able in any point in time to preserve
information from both past and future [6].
According to the visualization of LSTM cell [8], each of them
consist of forget gate, input gate, cell gate, output gate, and
activation functions of users’ choice. We refer readers to original
LSTM paper for more details [1].
Gated Recurrent Unit (GRU) [10] has similar theory with LSTM
but slightly different architecture inside the GRU cell. It outper-
forms LSTM while the training dataset is small [10]. That being
said, GRU is a better fit for our dataset size. However, without
taking experiments into account, it is inappropriate to speak
that LSTM is not as good as GRU in our case. The model’s per-
formance comparison in terms of our dataset is offered in the
following paper. For the purpose of simplicity, we use LSTM to
represent both LSTM and GRU in the network cell and model
architecture because they share the same overall structure.
Support Vector Machine (SVM) [11] aims to find a hyperplane
in an N-dimensional space that distinctly classifies the data
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Fig. 1. LSTM cell [9]
points, in other words, the objective of SVM is to find the de-
cision boundary with maximum margin, from a mathematical
perspective:
min(w,w0)||w||22
yn(wxn + w0) > 1∀n
where weights for the input features denote by w, and intercept
denotes by w0.
Random Forest [12] is a tree-based [13] algorithm, in which train
numbers of decision trees and use voting technique of bootstrap
aggregating (bagging) [14] to make the final classification. The
method of features sub-sampling that embedded in Random
Forest algorithm can reduce the variance of unstable models and
further help the performance of models.
Naive Bayes [15] consist of three scenarios of input feature types:
Bernoulli Naive Bayes, Multinomial Naive Bayes , Gaussian
Naive Bayes. Among them, Gaussian Naive Bayes will be dis-
cussed as our input dateset follows continuous distribution. We
assume the data in a normal distribution, which is formulated
in:
p(xd|y) = N(xd; µd,y, σ2d,y) =
1√
2piσd,y
e
− (xd−µd,y )
2
2σ2d,y
where
µd,y =
1
Nc
N
∑
n=1
xndy
n
c
σ2d,y =
1
Nc
N
∑
n=1
ync (x
n
d − µd,y)2
Student’s t-test [16] is a statistical hypothesis test, where its test
statistics follow the Student’s t-distribution based upon the null
hypothesis. The general use of Student’s t-test is to determine
if the means of two sets of data are significantly different from
each other. There are several different cases for diverse data:
equal sample sizes and equal variance; equal or unequal sample
sizes and equal variance; equal or unequal sample sizes and
unequal variances; etc. of two-sample t-test, which assumes that
the two sets of data are independent. Dependent t-test for paired
samples is also available. Since we use independent two-sample
t-test with unequal sample size and unequal variances[17], the
rest of them will be omitted for simplicity purposes.
Unequal variances t-test or Welch’s t-test [17] widely imple-
ment in statistical analysis while comparing the mean difference
significance of two groups of data under the situation of their
variances are not equal. The t statistics can be calculated by
t =
X¯1 − X¯2
s∆¯
where
s∆¯ =
√
s21
n1
+
s22
n2
in which, s2i is the unbiased estimator of the corresponding
group of data, s∆¯ is not the pooled variance. Regarding the test
statistics distribution for the purpose of significance testing, it
roughly follows the ordinary Student’s t-test with the degree of
freedom:
d. f . =
(
s21
n1 +
s22
n2 )
2
(
s21
n1
)2
n1−1 +
(
s22
n2
)2
n2−1
3. PROBLEM DEFINITION
Definition 1 (Neural Decoding). It is a mathematical mapping
from brain activity to the outside world. In the sensory domain, the
outside world consists of the received visual, auditory, or other sensory
information. In the motor domain, the outside world consists of the
state of the skeletomuscular system. This is the inverse of neural
encoding, which maps the outside world to brain activity. Because
signals about motor intention precede movement, decoding can be
thought of as “mind-reading.” Neuroscientists seek to predict an action
as soon as it is intended before it ever takes place [18].
We are researching the neurons because it tells us about our-
selves and the structure of our or animal’s thoughts, as well as
progress the present artificial intelligence system, which may
also emancipate labor power from repeated or time-consuming
works in the future. Even though with the rapid development of
both neuroscience and machine learning, these two fields have
rare interactions. In studying neuron decoding, the researchers
still use traditional methods [19], [20]. Hence, we involve deep
learning algorithms into the study of neuroscience in order to fur-
ther our understanding of our or animal’s brain. Inspired by [21],
the state-of-the-art deep learning approaches that specifically
aim to solve time-series related problems, such as LSTM and
GRU, indeed significantly outperform the traditional techniques,
Wiener Filter, for example. We thus select LSTM and GRU as
our primary experimental deep learning method. We also utilize
Support Vector Machine, Random Forest, Naive Bayes as the
benchmark to measure the interactive model performance.
4. METHODOLOGY
The BiLSTM and BiGRU model will be applied in our paper. It
takes time-series data (usually embedding in Natural Language
Processing) and feed the LSTM cell forward and backward si-
multaneously. The propagation flowing procedure is:
• We move from left to right, starting with the initial time
step we compute the values until we reach the final time
step
• We move from right to left, starting with the final time step
we compute the values until we reach the initial time step
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Fig. 2. BiLSTM cell [6]
A. Data Collection and Outlook
Data collection is performed by a millisecond camera and a
behavioral camera, for recording mouse neuron and motor be-
havioral, correspondingly. Before the experiment, researchers
opened up a hole on the top of the mouse’s head and fixed the
millisecond camera in it. The camera recorded a fixed region of
the hippocampus of the mouse brain and allowed itself to record
the neuron activities by milliseconds. Another video recording
machine, named the behavioral camera, was used to keep track
of the motor activity of mice. The stored videos were saved
as 250 X 443 for the behavioral camera, and 752 X 480 for the
millisecond camera. Both had a frame rate of 30 frames/second.
Videos for neural and behavioral activities contain information
that is useful for decoding neurons. It is significant to extract
these messages with a highly accurate technique, such as CNMF-
E [22]. This method scans every frame of the video and detects
the potential neurons from the frame by its luminance. Figure.3
is the original single video frame obtained from the millisecond
camera recording. The implementation of CNMF-E labels each
neuron based on their luminance (neural firing along with light),
which is shown in Figure.4
B. Data Preprocessing
The neural activity data are extracted by CNMF-E [22] from the
video recording of mouse hippocampus cortex firing state as
input data for BiLSTM, along with the mouse location data pro-
cessed by DeepLabCut [23] from the video recording of mouse
motor activities in various experimental scenario as source of
outputs.
The neural data and motor behavioral data were videotaped
simultaneously, and the timestamp was documented as well, in
which it helps to align the frame in neural activity and motor be-
havioral videos. There will be no mouse in the first few seconds
of the motor behavioral video, be aware of clipping this part out
of the entire analysis is vital to the veracity of the data.
Neural data generated by CNMF-E has to be transposed in
order to feed one vector of neural activity for one specific time
frame into the deep learning model, in our case, BiLSTM and
Fig. 3. Example of neurons in one single frame
Fig. 4. Example of labeled neurons in one single frame
BiGRU. The output of the model is constructed by the calculation
of the distance between bullying and defeated mice that was
prepared by DeepLabCut. The distance is classified into two
classes: less than 15 centimeter: two mice interacted; over 15
centimeters: no interaction. These two classes are the target that
we would like to make the prediction. We determine the thresh-
old as 15 centimeters because there is a highly likely chance that
a defeated mouse is stressed by the bullying mouse under the
distance of 15 centimeters [24]. In other words, stress is taking
place while they are in the interaction zone (distance is less than
15 centimeter).
C. Model Architecture
Besides the following vanilla BiLSTM architecture, we add
Dropout [25], [26] layer to prevent overfitting in training the
network. Thus, we refer to Fig. 5 as the overall model architec-
ture.
D. Model Parameters
After tuning the model to reach the its best performance, we are
using hyper-parameters:
• Activation function: Softmax [27] transforms numbers or
logits into probabilities that sum to one. The outputs of
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Fig. 5. Overall Model Architecture
softmax function is a vector of a list of potential outcomes
in terms of the probability distributions [28]. The standard
softmax function is defined by the formula:
σ(z)i =
ezi
∑Kj=1 e
zj
f or i = 1, ...,K and z = (z1, ..., zK)) ∈ RK
where zi is each element of input vector z. The sum of the
output vector of softmax function is one, alternatively, each
of component will be in the interval (0,1).
• Optimization function: Adam is a stochastic gradient-based
optimization that aims to minimize the cost function, which
is a guide for optimizer to change the weight to the right
direction[29]. It outperforms significantly than the other
traditional optimizer, such as Stochastic Gradient Descent
or Momentum, in terms of computationally efficiency [30],
[29] and training and validation loss reducing [31], [29]. We
refer readers to the original paper [29] for more mathemati-
cal and structural details.
• Learning rate: we use 1e-4 as our initial learning rate.
• Cost function: we use cross entropy[32] as our cost function
since the nature of the problem is classification [33].
• Dropout rate: We drop 0.3 portion of neurons during training
session to avoid overfitting
5. EXPERIMENTS
The objectives of our experiments are to 1) evaluate the model
accuracy, precision, and recall, 2) determine the mean difference
significance between two different scenarios. The model is im-
plemented in PyTorch [34] with the processor of Intel (R) Core
(TM) i9-9980 XE CPU, 128 GB RAM, and one Nvidia GeForce
RTX 2080 Ti graphics card.
A. Experiment Settings
We use three different experiment settings to evaluate our model
and test the mean difference significance. Accuracy, Precision,
and Recall of validation and Student’s t-test p-value are the four
main metrics that we take into considerations.
Dataset is a combination of input: neuron activity data and
output: encoding with two mice distance less than or over 15
centimeters. The dataset is split into three groups: training,
testing, and validation and the portion of each is 0.56, 0.3, 0.14,
correspondingly.
Table 1. Statistics of datasets
1058 SI A 1058 SI B 3470 SI A 3470 SI B 1056 SI A 1056 SI B
Interacted 2157 1876 809 304 2383 5447
Not interacted 7080 8880 3734 4232 6959 10722
SI scenario refers to the experiments were conducted at night,
and the background color of the video is roughly red. Lights
are not permitted to use during the experimental session. The
objective is to eliminate the maximum level of noise from visual
contact between two mice. A session represents that no bullying
mouse presents in the experiment while B means the bullying
mouse is in the enclosure and defeated mouse is able to smell
its existence. The numbers, 1058, for example, is the mouse
annotated number for reference purpose.
B. Model Training & Metrics
The model follows the ordinary training procedure of deep learn-
ing model. With the defined activation function, optimizer, learn-
ing rate, and cost function, the bi-directional LSTM layer and
dropout layer are applied to train the model. We consider our
predictive model validation accuracy and loss as the metric to
evaluate the model performance, which leads to the conclusions
of how accurate this model correctly predicts the mouse social
status (interacted or not), by given of a sequence of neural activ-
ity.
Moreover, we use Student’s t-test to compare the mean differ-
ence significance between two groups of mouse neuron activity
data. The primary setting of comparisons are
• Same scenario and mouse but the different session, 1056 SI
A verse 1056 SI B, for instance, to determine if the presence of
bullying mouse makes the significant impacts on defeated
mouse’s neuron activity.
• Same scenario, session, and mouse but different stress level,
such as 1056 SI A interacted verse 1056 SI A no-interacted,
for testing the mean difference significance of mouse’s stress
level.
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Student’s t-test is applied in accordance with the hypothesis:
• Null hypothesis H0: mean of interacted neural activities =
mean of no-interacted neural activities
• Alternative hypothesis H1: mean of interacted neural activ-
ities 6= mean of no-interacted neural activities
The test statistics and the p-value is used asover, we use Stu-
dent’s t-test t metrics. If the p-value is less than 0.05, we conclude
that H1 is highly likely to be accepted and H0 is rejected.
C. Results
We use Student’s t-test to determine the mean difference sig-
nificance of neural activities and BiLSTM and BiGRU make the
prediction of interaction between two mice.
C.1. Model Accuracy, Precision, and Recall
The model validation accuracy for different datasets are listed in
Table 3 after converging. For the purpose of comparing these two
RNN models: BiLSTM and BiGRU, the results are not significant
to conclude which method is more suitable for neural decoding
since both of them take equal frequency of highest accuracy
among six datasets. However, it indeed implies that this general
RNN model roughly has 0.985 chance to correctly tell us if the
defeated mouse is interacting with bullying mouse, alternatively,
whether this mouse is stressing or not.
Table 2. Model Accuracy
1058 SI A 1058 SI B 3470 SI A 3470 SI B 1056 SI A 1056 SI B
BiLSTM (Ours) 0.974 0.982 0.979 0.992 0.984 0.986
BiGRU (Ours) 0.976 0.983 0.976 0.9918 0.990 0.985
SVM 0.921 0.910 0.956 0.975 0.912 0.934
Random Forest 0.931 0.933 0.965 0.955 0.932 0.946
Naive Bayes 0.755 0.762 0.698 0.768 0.723 0.776
LSTM-Softmax [35] Overall 0.652
LSTM-SVM [35] Overall 0.664
For simplicity purpose, we will not include all averaged preci-
sion and recall tables for every dataset. Instead, we selected 1056
mouse as our comparison because the distribution of Interacted
and Not interacted is more balanced than others.
Table 3. Model Precision and Recall
Precision Recall
BiLSTM (Ours) 0.971 0.961
BiGRU (Ours) 0.972 0.970
SVM 0.962 0.901
Random Forest 0.970 0.921
Naive Bayes 0.802 0.655
LSTM-Softmax [35] 0.656 0.688
One epoch in the Fig 6 represents 200 epochs in the substan-
tive training. Despite the accuracy of BiLSTM and BiGRU are
approaching to the similar results as the increasing of epoch
number, the time and speed of converging of BiGRU is more
efficient than BiLSTM with the same hyperparameters. BiLSTM
converges after approximately 500-600 epochs, while BiGRU
takes 300-400 epochs to converge, which suggests that BiGRU is
a preferred choice if the computational efficiency is the primary
training consideration.
Fig. 6. Accuracy of BiLSTM and BiGRU
C.2. Student’s t-test
We use the Student’s t-test to determine the significance of the
mean difference between two groups of neuron activities. The
first setting is different stress levels (presence of bullying mouse),
same mouse, session, and scenario in Table 4. There are two num-
bers in each cell and the former and latter represent the t-test
results for non-interacted and interacted class, correspondingly.
We found that all of the paired t-test p-values end up with signif-
icant, stating that the presence of bullying mouse is highly likely
influencing the neuron activities of a defeated mouse. It also
provides some clues about the stress level: the defeated mouse
has relatively higher frequency of neuron activity when noticing
the bullying appear in the enclosure, thus, taking considerations
on the source of neuron activity data - hippocampus, which is
the brain part related to the stress level of the animal [36], it
suggests that the mouse’s stress level increases when the thing
that the defeated mouse is afraid of presents.
Table 4. Student’s t-test across different stress level, same
session, class and scenario
1058SI 3470SI 1056SI
A
B
p-value 0; 0 0; 4.27e-25 0; 0
Test Statistics 35.13; 26.9 70.76; 10.35 60.36; 111.44
Another experiment is conducted under the setting of the
same mouse, session, and scenario, but different class, namely,
interacted class verse non-interacted class, detailed in Table 5. As
similar results with the previous test, all of the test is significant
due to that the t-test p-value is less than 0.05, indicating that
whether interacted with bullying mouse has a significant effect
on defeated mouse neuron activity. However, one result is less
significant than the others, which is 1058SI A. The p-value is
0.028 and it is close to our cut-off 0.05. We retrieve the session
difference mentioned earlier, A means the bullying mouse is not
shown up in the enclosure, whereas B describes the presence
of bullying mouse. It statistically expresses that mouse 1058
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has relatively low sensitivity to the enclosure, even though it is
empty, but high sensitivity to the presence of bullying mouse
because of the significance of t-test of 1058SI B. Mouse 1056 and
3470 have higher stress level to the enclosure no matter whether
the bulling mouse shows up or not.
Table 5. Student’s t-test across different session, same mouse
and scenario
1058 SI A 1058 SI B 3470 SI A 3470 SI B 1056 SI A 1056 SI B
p-value 0.028 6.68e-23 0 2.31e-56 0 3.25e-37
Test statistics 2.203 9.85 38.25 15.82 65.47 12.75
From an intuitive perspective, figure 7 explicitly demon-
strates the neuron activity difference between bullying mouse
presents and not, regarding the same scenario and mouse. The
neuron activity figure suggests that the defeated mouse will
have more neurons spiked when it has a vision on the bullying
mouse than the case of non-presence of bullying mouse, which
has shown that the defeated mouse is highly likely more stressed
during the time of presence of bullying mouse.
Fig. 7. Intuitive comparison of number of neurons spiked for
bullying mouse present or not
6. DISCUSSION
In this paper, we propose a deep learning-based stress deter-
miner on hippocampus neural decoding and statistically prove
the significance between two groups of neuron activities’ mean
value regarding the setting of the different session, same mouse
and scenario, as well as different stress level, same mouse, sce-
nario and session. The overall prediction accuracy is above
0.985, which outperforms other traditional machine learning
models. All Student’s t-test results are significant, concluding
that the mean of our experimented groups is different. It also
demonstrates that the presence of a bullying mouse and whether
the defeated mouse is physically in the interaction zone make
significant impacts on the defeated mouse’s neuron activities.
In future work, in order to improve the interpretability, we
may add an attention layer and feedforward neuron network to
our architecture [37]. We exclude the feature engineer part from
our study due to lack of time, it may be beneficial to the model
performance if we extract the importance of each neuron and
remove the ones that are not significant to the model because
they bring the noise to the training process.
Because of the limited dataset size, BiLSTM may not reach
its best performance. We hence consider merging the neuron
activity data from the different sessions but the same mouse and
scenario into one big dataset by aligning the neurons to expand-
ing our training set. The merging algorithm is contributed by
[24] but yet to test. Besides combining different sets of data, we
may use an approach named oversampling [38]. We oversam-
ple the relative minority class of dataset, in our case, interac-
tion class, until achieving the balance between interaction and
not-interaction class, the model is hereby able to reach better
performance [39]. An advanced variant of oversampling is Syn-
thetic Minority Over-Sampling Technique (SMOTE) [39], which
creates the new observation based on its nearest neighbor of a
randomly selected point instead of sampling the existing data
point in vanilla oversampling method, helps the model avoid
overfitting and get better results [40].
Place cell [41], [42] may turn out to be a potential influential
factor in model training of neuron activity. The group of neurons
spikes is not only because of stress but also likely due to place
cell. Thus, it confuses the model if the place cell neurons spike
where no stress occurs. As reference from [24], one possible way
to address this problem is to decrease the distance threshold
from 15 centimeters to 10 centimeters, which is the direction of
the future work.
We also intend to apply the deep learning model to the var-
ious scenario of the mouse experiments, Def, Hab, etc., for in-
stance, to discover the feasibility of deep learning in neural
decoding. As both of the defeated and bulling mice are free to
move inside the cage in these scenarios, the distance calcula-
tion is varied, as well as model performance and other potential
impact points.
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