Extensive evaluation of RNA-seq methods have demonstrated that no single algorithm 18 consistently outperforms all others. Removal of unwanted variation (RUV) has also been 19 proposed as a method for stabilizing differential expression (DE) results. Despite this, it remains 20 a challenge to run multiple RNA-seq algorithms to identify significant differences common to 21 multiple algorithms, whilst also integrating and assessing the impact of RUV into all algorithms. 22 2 34 consensusDE is freely available, implemented in R and available as a Bioconductor package, 35 under the GPL-3 license, along with a comprehensive vignette describing functionality: 36
consensusDE was developed to automate the process of identifying significant DE by combining 23 the results from multiple algorithms with minimal user input and with the option to automatically 24 integrate RUV. consensusDE only requires a table describing the sample groups, a directory 25 containing BAM files or preprocessed count tables and an optional transcript database for 26 annotation. It supports merging of technical replicates, paired analyses and outputs a 27 compendium of plots to guide the user in subsequent analyses. Herein, we also assess the ability 28 of RUV to improve DE stability when combined with multiple algorithms through application to 29 real and simulated data. We find that, although RUV demonstrated improved FDR in a setting of 30 low replication, the effect was algorithm specific and diminished with increased replication, 31 reinforcing increased replication for recovery of true DE genes. We finish by offering some rules 32 and considerations for the application of RUV in a consensus-based setting. 33
Introduction 40 Differential gene expression (DE) analysis aims to identify transcripts or features that are 41 expressed differently between conditions. For the detection of significant DE genes, a number of 42 Bioconductor/R [1] packages have been developed that implement different statistical models for 43 assessing DE significance. Reviews of RNA-seq DE method performance have highlighted large 44 sensitivity and specificity differences between methods [2, 3]. The confident selection of genes 45 that are truly DE is especially important when trying to define reliable markers, e.g. as 46
prognostics [3] . 47
Currently, there is no gold standard approach for the analysis of RNA-seq data. Lin and Pang 48 et al. recently proposed selecting a "best" method based on ranking DE stability against 49 permutation [4] . However, they found that no single DE method was stable in all cases, with 50 permutation or bootstrap strategies also being limited by replicate number and computational 51 demands. Another technique often used to assess performance of DE methods is 'False DE', 52 where genes not expected to exhibit significant DE are examined [2, 3] . In negative control 53 'False DE' experiments it was found that DE genes generally did not overlap and were specific 54 to individual algorithms [5] . A comparison of 11 methods found that uniquely identified DE 55 genes are often attributed to low fold changes [5] , but that methods largely (with some 56 exceptions) ranked genes similarly [5] . These findings support a "combined" or consensus-based 57 approach. 58
Removal of unwanted sources of variation (as implemented in RUVseq), is another approach 59 that has recently been proposed to improve DE accuracy [6] . RUV aims to improve 60 normalization, by obtaining factors that are assumed to describe unwanted variation, and 61 subsequently including these factors in models used for DE analysis [6] . RUV has been 62 demonstrated to stabilize modelled fold change, improving DE and separation of biological 63 samples. Whether RUV generalizes across multiple algorithms and improves modelling in a 64 "combined" or consensus-based setting has not been addressed to the best of our knowledge.
3 Implementing any consensus-based approach is challenging and requires combining 66 individual algorithms that typically require different input parameters, use different method 67 names, and generate different outputs -thus requiring the user to learn specific steps required for 68 each package. Furthermore, correction methods, such as RUV [6] , require users to learn 69 additional steps for model integration. Although a number of tools have been developed for 70 combining RNA-seq algorithms, some do not compare results from different algorithms [7, 8] , 71 lack automation ability outside of a web-based setting [9], are not maintained in a central 72 repository, require additional command line knowledge for installation [10] , implement 73 predecessor algorithms such as DESeq [11, 12] instead of DESeq2 [13] and importantly none 74 support RUV integration. 75
Integration of results from different RNA-seq algorithms would ideally allow users to easily 76 1) import data, 2) run RNA-seq analysis across multiple algorithms, 3) require minimal 77 parameter input, 4) offer flexible but simple options for removal of unwanted variation (e.g. 78 RUV integration), 5) present results together in a simple table for further analysis and finally 6) 79 provide metrics for users to determine stability of DE calls from multiple methods. Herein, we 80 describe consensusDE, an R/Bioconductor package, which enables the above, integrating DE 81 results from edgeR [14] , limma/voom [15] and DEseq2 [13] easily and reproducibly, with the 82 additional option of integrating RUV. Through reducing the results of multiple algorithms into a 83 single 'consensus' table with a number of descriptive statistics, users can readily assess how 84 consistently a gene is called DE by different methods and select a consensus set for further 85 analyses. We demonstrate the utility of consensusDE through application to real and simulated 86 data and assess the impact of RUV for comparability or integration with multiple RNA-seq 87 algorithms. We find that RUV improves stability of reported DE modelled fold change for all 88 algorithms and improves FDR in a setting of low replication (with largest improvements for 89 voom). However, the application of RUV with increased number of replicates did not improve 90 performance. We finish by offering some guidelines and considerations for application of RUV. 91 92
Materials and Methods

93
Bioinformatics analyses were performed in R version 3.5.1 (www.r-project.org) using 94 
120
For assessing trade-off between true and negative results, we utilize the F1 statistic, the mean of 121 true positive (TP) and false results (false positives (FP) and false negative (FN)) (Eq. 2) and 122 accuracy (ACC) as the proportion of TP as well as true negative (TN) versus FP and FN (Eq. 3). 123
Finally, we use the False Discovery Rate (FDR) to describe the proportion of FPs called (Eq. 4). 127
is reported, this is the resultant goodness of fit of a linear model. 130 We begin by 1) describing consensusDE functionality, followed by 2) comparison to existing 134 software and the application to 3) real and 4) simulated data for assessing performance, with and 135 without RUV integration. 136 137 consensusDE functionality 138 consensusDE follows two simple steps for performing DE analysis with multiple RNA-seq 139 algorithms 1) building a summarized experiment object and 2) performing DE analysis 140 (including plotting) using the buildSummarized and multi_de_pairs functions respectively. Fig 1  141 provides an overview of a typical consensusDE workflow, and below we describe its core 142 Table 1 ). The merged table contains statistics including the "p_union" 165 representing the union p-value, "p_intersect" representing the intersect p-value and "rank_sum", 166 being the sum of the rankings for significance of DE reported by each method. In the case of 167 methods. In addition to providing plots before and after normalisation, if RUV is employed plots 183 7 before and after RUV correction are generated, thus allowing users to assess the impact of 184 normalisation and/or RUV. Each plotting function is accessible through the 'diag_plots' function 185 in consensusDE and described in a vignette that accompanies consensusDE: 186 http://bioconductor.org/packages/consensusDE/. 187 188
131
Results and Discussion
Software Comparison 189
For summarization of software and their features, we exclusively focus on methods that report 190 multiple RNA-seq algorithm results in S1 Table. Key criteria for software comparison were 1) 191 ease of use, 2) features, 3) correction capability and 4) integration method. In comparison, consensusDE, is available in the BioConductor repository, implements edgeR 215 [14, 20] , DESeq2 [13] and limma/voom [15] , which benchmark analyses find to be some of the 216 best-performing algorithms for DE analysis [2, 10] results for each algorithm. We then ran consensusDE without RUV and then with RUV to 237 incorporate the same RUV residuals into each algorithm for comparison of results. For 238 application to real RNA-seq data, we utilize data from human "airway" smooth muscle cells 239 comparing glucocorticoid treatment to untreated controls [16] . This data is also available in the 240 airway R package and used as example data in the consensusDE vignette. 241
Application of consensusDE to airway data identified 1878 DE genes for voom, 2114 for 242 EdgeR and 2747 for DEseq2 (adjusted p 0.05), of which 1728 were in common (Fig 2A) . 243
Voom shared the highest similarity to the intersect (JC = 0.92), followed by EdgeR (JC = 0.82) 244 and DEseq2 (JC = 0.63). Application of RUV increased the overall sizes of all sets reported as 245 DE by 18% to 31% with 2724 DE genes for voom, 2935 for EdgeR and 3341 for DEseq2 246 (adjusted p 0.05), with the common set increasing by 31% ( Fig 2B) . The Jaccard Similarity 247 Coefficient similarity increased substantially for EdgeR (0.857 vs. 0.817) and DEseq2 (0.752 vs. 248 0.629), but improved only marginally for voom (0.923 vs. 0.920) ( Fig 2B-C) . Therefore RUV 249 increased the overall set size of reported DE for each algorithm (largest for voom), but also 250 increased the intersect and JC, thus stabilizing overlap. 251
We next inspected linear fit and standard deviation of modelled fold change to determine 252 if these differences translated to stability of fold change. ܴ ଶ improved between DESeq2 (0.9796 253 vs. 0.9883) and voom, and edgeR (0.9799 vs. 0.9882) and voom, but not increase between 254
DESeq2 and edgeR (0.9998 vs. 0.9999) (Fig 2B-C) . For each algorithm, the application of RUV 255 also resulted in a more stable fold change of the DE set (S2 Table) . The overall fold change SD 256 improved for each method, 0.013 (reduction of 0.004) for voom, 0.016 (reduction of 0.005) for 257 EdgeR, and 0.013 (reduction of 0.003) for DEseq2 (adjusted p 0.05). The non-intersecting set 258 for each algorithm also improved, 0.008 (reduction of 0.004) for voom, 0.027 (reduction of 259 0.012) for EdgeR and 0.012 (reduction of 0.007) for DEseq2 and intersection 0.014 (reduction of 260 0.003). Only voom demonstrated lower fold change SD than the intersecting set compared to 261
DEseq2 and EdgeR which exhibited higher fold change SD. 262
Overall, these results found that RUV 1) increased the number of reported DE genes, 263
whilst 2) improving the overlap of intersecting sets and 3) stabilizing fold change of all 264 algorithms. Thus, RUV appeared to improve the overall concordance of different methods, 265 bringing their intersecting values closer to the union of all sets. This is consistent with a 266 reduction of variability of modelled fold change across algorithms. As it is difficult to address 267 what this means in the context false discovery rate or overall performance, we next simulate data 268 with known numbers of DE genes and assess the utility of applying RUV in a consensus-based 269 manner across multiple RNA-seq algorithms for improving stability of the intersecting set. 270
271
Simulation Results. 272 For simulated data (described in Methods) we set an expected number of DE genes to 500 (or 273 5%), from a total of 10,000 genes with equal up/down regulation between two groups. We 274 simulate DE with 3 and 5 replicates (in equal groups), representing commonly performed 275 experimental designs, and report the average of 10 simulations. We begin by assessing the 276 Jaccard Similarity Coefficient (JC) of each method, with and without RUV correction 415.5 for DEseq2 (JC = 0.676), of which 280.8 were in common ( Fig 3A and S2 Table) . 282
Although JC improved overall for all methods when increasing to 5 replicates, JC was not 283 improved with application of RUV ( Fig 3A) . and 5 replicates improved between DESeq2 and voom, as well as edgeR and voom, but did not 289 increase between DESeq2 and edgeR ( Fig 3B) . However, the greatest gains in fold change 290 stability for voom were found in the 3-replicate setting, doubling the improvement observed with 291 RUV applied in a 5-replicate setting. The absolute mean fold change SD of simulated results also 292 improved with RUV correction, 0.0086 (vs 0.011 or a reduction of 0.024) for voom, 0.0147 (vs 293 0.0154 or a reduction of 0.007) for EdgeR, and 0.0133 (vs 0.0141 or a reduction of 0.008) for 294
DEseq2 (adjusted p 0.05). With the exception of edgeR, the non-intersecting set of each 295 method and the overall intersect also improved with 5 replicates, which was 0.0534 (vs. 0.0315, 296 an increase of 0.029) for voom, 0.0242 (vs 0.0252, a decrease of 0.01) for EdgeR and 0.0232 (vs 297 0.0217, an increase of 0.015) for DEseq2 and intersection (0.0085 vs 0.0107, a decrease of 298 0.022) (S2 Table) . RUV also reduced mean absolute SD with 5 replicates and the intersect had 299 the lowest value (0.0085), but increasing to 5 replicates did not improve overall deviation of fold 300 change, compared to 3 replicates. Thus, the greatest gains of RUV were made in a setting of 3-301 replicates, with diminished improvement for voom with additional replication. 302
As we defined a truth set (known DE genes) we assess the performance of consensusDE 303 with and without RUV correction for each method, as well as the union and intersect. We assess 304 1) False Discovery Rate (methods, eq. 4), being the proportion of False Positives to all positives, 305
2) the F1-statistic (methods, eq. 2), as the overall harmonic mean of true positive against false 306 predictions, and 3) accuracy (methods, eq. 3), the proportion of true and false results. Mean FDR 307 (of 10 simulations) was lowest for the intersect and improved with correction of RUV (0.0491 308 11 vs. 0.0384, for 3 replicates). Although FDR improved with the application of RUV for voom 309 (0.0494 vs 0.0390) and DEseq2 (0.1654 vs 0.1565), it did not improve for the union (0.1811 vs 310 0.1918) or edgeR (0.1610 vs 0.1847) ( Fig 3C) . Although the same pattern emerged for the FDR 311 of 5 replicates, whereby the intersect had the lowest FDR (0.0405), application of RUV did not 312 improve the FDR for any individual method (S2 Table) . Although low FDR is desirable in some 313 instances, such as a clinical setting, it does not indicate overall performance. For assessment of 314 overall performance, we use the F1 score and accuracy (ACC) (described in methods). In this 315 instance, application of RUV decreased F1 and ACC scores for both 3 and 5 replicate settings 316 (S2 Table and Fig 3D) . Although RUV did not improve F1/ACC, increased replication did. 317
Notably, the union performed surprisingly well compared to individual methods (especially the 318 intersect and voom alone) in a setting of 3 replicates, but this effect reduced with increased 319 replication. 320
Observing the lowest FDR for the intersect amongst different RNA-seq algorithms and 321 the highest for the union is consistent with a model where increased stringency through inclusion 322 of multiple forms of evidence (here multiple RNA-seq algorithms) improves FDR. This result is 323 consistent with previous benchmarking studies [10] [11] [12] . Here, we establish that RUV improved 324 FDR for the intersect for 3 replicates, approaching the same FDR as 5 replicates without 325 application of RUV, but did not further improve FDR with 5 replicates. The improvement of 326 FDR for 3 replicates related to a reduction of modelled fold-change variation of different 327 algorithms, which was greater in a setting of 3 replicates versus 5 replicates. We also found that 328 voom was the most conservative in both the 3 and 5 replicate experiments and FDR was also 329 lowest, hence a driver of the low FDR observed in the intersect. This is consistent with previous 330 results demonstrating a lower proportion of false positive results by voom [15] , but emphasises a 331 significant advantage of including voom for consensus-based DE for reduction of false positives. 332
Overall, RUV improved confidence of identifying true positives, or minimizing false positives, 333 when combined with the intersect of DE reported by multiple algorithms and experiments 334 performed with a lower number of replicates. However, the same was not true for all algorithms 335
individually, suggesting that the greatest gain in FDR results from the combination of different 336 algorithms. In this case, this also related to the conservativeness of voom and RUV stabilising 337 voom fold-change. Importantly, the difference between FDR performance with the application of 338 RUV to lower numbers of replicates (3 versus 5) diminished with increased replication. This was 12 likely due to the improved performance of the linear model based voom without RUV correction. 340
We note F1 and accuracy were largely unaffected by all approaches and RUV did not improve 341 F1 or accuracy measures, in fact decreasing performance, suggesting that RUV is favouring FDR 342 over accuracy. The union, being the combination (rather than intersection) of all evidence, 343 performed almost equally as well as any other individual method in a setting of low replication. 344
Overall, these finds support the application of RUV in a low-replicate setting for stabalisation of 345 fold-change modelling, in particular for voom, however RUV did not improve FDR or 346 F1/Accuracy with increased replicate. 347
348
Conclusions 349 We present consensusDE, a freely available R/Bioconductor package, that allows for simple and 350 automated DE analysis to be performed using multiple methods, readily allowing the user to 351 observe variability of DE due to method selection. Application of consensusDE to real and 352 simulated data highlights the following rules, some of which are already established in the RNA-353 seq community and others that require further consideration when analysing RNA-seq data. 1) 354 the intersect of multiple methods has lowest FDR, 2) RUV improves the intersect FDR with 355 smaller number of replicates but this effect diminishes with increased replication, 4) RUV does 356 not improve FDR for all individual RNA-seq algorithms, 5) the union appears to strike a balance 357 for recovery of both true positive and true negatives when using multiple methods, and finally 6) 358 increased replicate numbers, without RUV, has the best recovery of DE genes -reinforcing 359 increased replication for recovery of true DE genes. We do note however that this is not an 360 exhaustive testing of all possible scenarios. For instance, it remains to be explored if these rules 361 apply with increased modelling of noise, RUV correction methodology (here we apply RUVr), 362 number of hidden variables or if these rules generalize to other methods for combining RNA-seq 363 algorithms, such as weighting of p-values. However, our results do indicate the utility and ease 364 of consensusDE for performing analysis with multiple RNA-seq algorithms and integration with 365 RUV. Future work will aim to incorporate additional algorithms and combination methods. 
