Abstract
Introduction

13
The automatic analysis of leaf images aimed at plant classification or plant 14 image retrieval has been addressed by many researchers in the recent literature. 15 Several approaches have been proposed, including leaf shape [12, 1, 4, 7, 20, 5] , 1 color information [11, 15] and leaf texture analysis [8, 2] . 2 Although all these approaches are valid, they are not useful when dealing 3 with species having similar leaf size, color, shape and texture features. For 4 example, such is the case with individuals from different varieties of the same 5 species, which have no clear visual differences in the previously mentioned leaf 6 characteristics. Recently, some authors [6, 14, 22] stated that leaf venation prop-7 erties may be of high importance to perform plant recognition. This hypothesis 8 is also supported by recent studies [17, 18] which show correlations between 9 venation networks and leaf properties (for example, drought and damage tol-10 erance). Under these assumptions, it is feasible to think that the particular to the Unconstrained Hit-or-Miss Transform (UHMT) [19] and adaptive image 17 thresholding applied to the gray scale leaf images. The UHMT is a mathematical 18 morphology operator similar to template matching. It allows to extract all the 19 pixels having a certain foreground and background neighboring configuration.
20
Simple morphological features are measured on the segmented veins, and four 21 different state-of-the-art classifiers are compared to perform plant identification, 22 namely Support Vector Machines (SVM) [23] with linear and Gaussian kernels, 23 Penalized Discriminant Analysis (PDA) [10] and Random Forests (RF) [3] .
24
The whole procedure was used to recognize three classes of legumes, namely 25 
soybean (Glycine max (L) Merr ), red and white beans (Phaseolus vulgaris).
26
Red and white beans belong to the same species, presenting similar leaves except 27 for their vein color, which is dark for the red bean. However, color is not taken 28 into account in this paper. Only vein morphological features are considered on 29 gray scale images.
30
We report the quantitative performance of the whole procedure, discussing 31 the classification accuracies per class achieved by the automatic classifiers and 1 the advantages of the proposed methodology. The procedure was developed 2 searching also for simplicity and low cost. For this reason, the leaf images were 3 acquired using a standard scanner, without any staining procedure. The results 4 were compared to the performance achieved by human experts.
5
The proposed approach was also compared to the more sophisticated method-6 ology of analyzing digital photographs of cleared leaves images. This alterna-7 tive provides with enhanced high contrast leaf veins and higher orders of visible 8 veins, but it is a much more expensive and time demanding procedure given the 9 chemical staining process applied to the leaves.
10
The rest of the paper is organized as follows. In Sections 2.1 and 2.2 the pro-11 posed vein segmentation procedure is explained. The morphological measures 12 computed on the segmented veins are summarized in Section 2.3. The employed 13 classification algorithms are briefly described in Section 2.4. In Section 3, we 14 describe the leaf images datasets and discuss the obtained results. Finally, some 15 conclusions and future work are presented in Section 4. 17 
Materials and methods
Unconstrained Hit-or-Miss Transform (UHMT)
18
The UHMT is an extension of the Hit-or-Miss Transform (HMT) for gray 19 scale images [19] . It extracts all the pixels matching a certain foreground and 20 background neighboring configuration. A composite structuring element B is 21 employed, which is a disjoint set formed by one structuring element that specifies 22 the foreground configuration, B f g , and one structuring element for the back-23 ground setting, B bg . The origin of the composite structuring element matches 24 the foreground.
25
The UHMT is defined as
where Y is a gray scale image with set of pixels y and B is a composite structur- The color information was removed by converting the RGB images to grayscale.
6
The color information is discarded since there is interest in detecting vein pat-7 terns associated to vein morphology only.
8
The binary masks for the leaves were obtained via thresholding (automatic 9 iterative threshold selection [21]), holes filling using morphological reconstruc-10 tion [19] and removal of all the connected components except the largest one.
11
In order to segment the veins in the scanned images, the UHMTs on 5 dif- ||w||, subject to the constraint y i (w 
where C is a regularization constant.
5
If the decision surface is required to be nonlinear, a kernel function can be 6 used to map the original features into a high dimensional space, where they can 7 be separated by a linear boundary. The kernel κ is related to the transform
In this case, the problem can be stated as
and an optimization problem similar to Eq. (4) can be 10 derived.
11
In this work, we considered the linear kernel:
and the Gaussian kernel:
Both the standard deviation σ for the Gaussian kernel and the regularization 14 parameter C were optimized using inner validation during the training.
15
Binary classification using SVM can be performed by means of the following 16 classification rule
For the multiclass problem considered in this work, the one-vs-one strategy 18 was followed. In this strategy, k(k − 1)/2 binary classification problems are 19 formulated between all pairs of the k classes. The final result is obtained using 20 a max-wins criterion: the example is preliminary assigned to one of two classes 1 by each binary classifier, the corresponding class adds a vote, and the pattern 2 is finally classified into the class with the maximum number of votes. dataset, Σ W be the pooled within-class covariance matrix of the inputs and
is maximized subject to the constraint β
T denotes the inter-class covariance matrix.
16
Each β vector is a scaled eigenvector of Σ relative to the within-class covariance.
19
The classification of new observations is performed by assigning them to 20 the closest centroid in the transformed space according to a distance metric
21
(typically the Mahalanobis distance), as depicted by:
The first term is the Mahalanobis distance between the descriptor and every 23 class mean, whereas the second term is the adjustment for the class size. proposed by Hastie et al. [9] . PDA is a regularized version of LDA, which adds 6 a penalty term to the intra-class covariance matrix. PDA is useful for image 7 classification problems with large number of noisy features.
8
PDA proceeds exactly in the same manner as LDA, except for replacing Σ W 9 by the penalized within covariance matrix Σ
that β T Ωβ is large for β's having large Euclidean norm.
11
The penalty term can be defined as Ω = λI d , with
matrix. In this definition, λ is a free parameter which controls the shrinkage 13 level of the ||β||'s, similar to standard Ridge Regression [10] . The effect of 14 adding a constant to the diagonal elements of Σ W is to make rounder constraint 15 ellipsoids in hyperparameter space and avoid their shape degeneration. In this 16
work this parameter was automatically selected using a validation set in the 17 training phase. selected to split the data and grow the decision tree. Given x i , the final clas-29 sification result (F (x i )) is the class corresponding to the majority vote of the 30 ensemble of trees:
In this work, 500 trees and a standard value of m = √ p for the number of 2 variables randomly sampled as candidates at each split, were used. images of chemically cleared leaves which were acquired with a fixed mounted 10 digital camera. Next, both datasets are described in detail.
The scanned images dataset consists of a total number of 866 RGB first-12
foliage-leaf images. this set of images, as it was described previously). paragraphs.
10
In Table 1 , the average total accuracy obtained by the four considered classi-11 fiers are reported both for scanned and cleared leaves. The accuracies reported 12
for each classifier were obtained by computing the mean over 10 independent 13
runs of 10-fold cross validation (CV) of the percentages of the total number 14 of correctly classified leaves using the 35 features described in Section 2.3 and 15
AppendixA (standard deviations are also included).
16
The two datasets described in Section 3.1 were randomly sampled in order 17 to generate two balanced datasets with number of examples per class equal to 18 the one of the smallest class (172 specimens and 50 specimens per legume class 19 for the scanned and cleared leaves, respectively). The best average performance 20 corresponds to PDA, followed by SVM with linear kernel for scanned leaves 21
and SVM with Gaussian kernel for cleared leaves. The lowest accuracy for 22 scanned leaves corresponds to Random Forests, though it is over 85%. The 23 usage of scanned leaves combined with PDA diminishes slightly the average 24 performance against using cleared leaves. However, the standard deviation is 25 almost the double in the last case. This may be due to the fact that less samples 26 are considered for cleared leaves. The increase in the number of examples for 27 scanned leaves allows to achieve lower standard deviations.
28
The reason for PDA to perform better is probably related to the characteris-29 tics of the features taken into consideration. Some of these features are linearly 30 correlated to one another, as it can be noticed from the correlation matrices of 31 In Table 2 , the classification accuracy per class for the different alternative classifiers, the scanned and the cleared leaves for the three different legume 7 species are reported, considering balanced datasets and 10 times 10-fold CV. From the accuracies described in Table 2 , it is noticeable that for all the clas-5 sification algorithms under consideration and using both cleared and scanned 6 leaves, the recognition for soybean is much easier than for red and white beans 7 (the accuracies rise to, at least, 95.5% for scanned leaves and 98.0% for cleared 8 leaves). When using cleared leaves, the identification of red bean leaves seems 9 to be a slightly easier problem than for white bean leaves for all the classifiers, 10 except for SVM with linear kernel which solves the white bean recognition bet-11
ter. However, when considering the scanned leaves, the four classifiers obtain 12 similar performances both for red and white beans. Additionally, this table 13
shows that there is little advantage in using cleared leaves over scanned leaves: 14 the accuracies are slightly higher for soybean, but are lower for white bean. In 15 the case of the red bean, the performance is also slightly better when using 16 cleared leaves, except for the SVM with linear kernel which improves 6.4% with 17 scanned leaves.
18
The usage of cleared leaves partially improves the accuracies over their coun- 19 terparts obtained with the scanned leaves, but at the expense of an increase in 20 the time and cost of the image acquisition process. It requires the leaves to be 21 chemically treated in a laboratory for several hours, and it cannot be imple-22 mented directly in the field. The best results for the cleared leaves are obtained 23 by PDA for all the legume species, and it provides an improvement of 2.5% 24 and 4.3% over the best results for soybean and red bean for the scanned leaves 25
(obtained using SVM both with Gaussian and linear kernels in the first case, 26
and PDA for the second), respectively. For white bean, the best performance is 27 obtained by PDA with cleared and scanned leaves, but an improvement of 2.6% 28 is achieved by using scanned leaves.
29
In addition, the recognition accuracies achieved by using the scanned leaves 30
are superior in more than 11% to manual identification for the two bean vari-31 performance.
10
A more detailed analysis about the performance can be developed by an-11 alyzing the confusion matrices for the scanned and cleared leaves using each 12 one of the considered alternative classifiers (Table 3) , where the true labels are 
24
The inclusion of more examples per class helps to improve the overall classifi-25 cation accuracy, as shown in Table 4 , where the whole dataset of scanned leaves 26 was taken into account. Again, 10 runs of 10-fold CV were implemented and 27 the per-class and average ± standard deviation accuracies were computed. The 28 results depicted in this table can be compared to the ones reported in Table 1   29 and Table 2 for scanned leaves. Both the soybean and red bean classes (the 30 two major classes) are the species which experiment the largest improvements 31 for all the classifiers: between 1.6% and 3.5% for soybean and between 2.3% Table 4 : Accuracies for legume classification using scanned leaves, different classifiers, nonbalanced datasets and 10 times 10-fold CV. The arrows ↑ and ↓ indicate an increment or decrement in the accuracies, respectively, relative to the accuracies depicted in Table 2 for the scanned leaves. The best result is highlighted in bold. Forests, which also presents the highest standard deviation (87.8 ± 3.2%).
Scanned leaves
1
The CPU times associated to the different stages of the proposed procedure 
Conclusions
6
In this work, an automatic procedure aimed at recognizing legume species 7 is proposed. The procedure discards any leaf shape, size, color or texture infor- and time consuming, requiring much more care in the handling of the leaves.
5
In contrast, the proposed procedure using scanned leaves is much more simple, 6 could be extendable to field work, and obtains very good average classification 7 accuracies of over 87% with the PDA classifier. Even more, this accuracy can 8 be easily improved in field work using measurements over several leaves of the 9 same batch/field.
10
The comparison against manual classification is also performed. The skeleton branchpoints and tips are obtained, and the disconnected edges 
Total number of nodes (VNN).
A node is a branchpoint of two or more veins.
4
Each node is also assigned a unique code number from 1 to the number of nodes.
5
VNN is computed as the maximum code number. Euclidean distances computed in the same way as explained in the previous 12 paragraph.
13
