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Numerical Bifurcation Analysis of a 3D
Turing-type Reaction-Diffusion Model
Abstract
We perform a numerical study of a two-component reaction-diffusion
model. By using numerical continuation methods, combined with state-
of-the-art sparse linear and eigenvalue solvers, we systematically compute
steady state solutions and analyze their stability and relations in both two
and three space dimensions. The approach gives a more reliable and com-
plete picture than previous efforts based on time integration schemes and is
also typically much more efficient in terms of computing time. We are there-
fore able to produce a rich bifurcation diagram showing a variety of solution
patterns and transitions.
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1 Introduction
Among the rich numerical bifurcation analysis toolbox, continuation techniques
are efficient numerical schemes to compute solution manifolds of nonlinear sys-
tems and determine attractors as a function of model parameters for discretized
partial differential equations (PDEs). The use of it to solve nonlinear systems of
equations can be traced back to the work of E. Lahaye in 1934, for a detailed
review see [? ? ] and references therein. In order to avoid singularity of the Jaco-
bian, e.g. in turning points, an additional equation is added to normalize the tan-
gent along the branch, this leads to the well-known pseudo-arclength continuation
algorithm first published in [23]. Compared to time-marching schemes, continua-
tion methods avoid the potentially long integration process to equilibrium, hence,
obtain generic and meaningful information in much shorter computing time [1].
In each continuation step, a large nonlinear system of equations has to be
solved. The most frequently used methods are Newton-Raphson (Newton’s method
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for short) and Picard-iteration, which lead to a sparse linear systems that have to
be solved in each iteration. Both methods need a sufficiently accurate initial guess
to achieve convergence.
Apart from continuation of solutions, one often also wants to determine their
(linear) stability under variation of parameters. This leads to the solution of an
eigenvalue problem. A general method for computing all eigenvalues can be used
for small and moderate sized problems. Based on linear algebra, it can be used
to study the stability of a fixed point with respect to small perturbations [2]. For
large and sparse systems, there are a variety of iterative methods for computing
a few eigenpairs near a selected target [3]. We will employ the Jacobi-Davidson
method [28, 29].
We consider a widely studied model for spatial pattern formation, proposed
by Turing in 1952 [4]. Turing showed that a system of two reacting and dif-
fusing chemicals could produce spatial patterns in chemical concentrations from
the destabilization of a homogeneous state. Many experimental results have il-
lustrated the formation of striped and spotted patterns, as well as more compli-
cated patterns [5]. The term diffusion-driven instability has appeared in studies
of chemical and ecological processes. Turing models can exhibit most of those
patterns and they can be found in many theoretical and experimental papers. For
an overview, see [6–8]. Bifurcation and stability studies of the trivial solution
have also been conducted: Callahan and Knobloch gave the bifurcation diagram
including the solution patterns of the Brusselator model and the Lengyel-Epstein
model [9, 10] near the trivial steady state in 3D. Liu et al. [11] studied the occur-
rence of Hopf bifurcations departing from the trivial state in 1D and found con-
ditions for which these exist. They illustrate their theoretical analysis by showing
limit cycles. These theoretical results do not show what happens if one is follow-
ing a branch of non-trivial solutions.
Recently, Turing patterns have been used in complex networks. In [? ], the
authors studied Turing patterns in large random networks. The problem of Tur-
ing instabilities for a reaction-diffusion system defined on a complex Cartesian
product network is considered in [? ]. Generally, Turing problems have been ad-
dressed using the time-dependent method, while numerical continuation method
is not used often. Worth to note that McCullen and Wagenknecht in 2016 inves-
tigated patterns on complex networks computationally using numerical continu-
ation methods [? ]. However, this is only for 2D. For 3D analysis, numerical
continuation with multigrid technique is rarely used for this kind of problems.
It is known that 3D can display much richer behavior than 2D. There are much
greater possibilities for spatial multistability in three dimensions than in two. Peo-
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ple are more interested in 3D patterns both from the perspective of numerical
method and practical applications since any specific mechanism for Turing pat-
terning in a real problem happens in three dimensions. For instance, skeletal pat-
tern formation in developing chick limbs. 3D Turing patterns especially those in
the subcritical regime, where 3D localized patterns can exist may be useful for
information storage [? ]. However, due to its complexity and time dependence
of some of the solutions it is not easy to visualize 3D patterns. A decade ago,
not many 3D results existed, and the results that existed were on relatively coarse
grids, e.g. [12]. Recently, however, quite a few 3D results that were generated
on parallel computers were published, e.g. [13, 14]. Note that time integration
methods using Euler’s method are very well suited for computations on GPUs.
However, using Euler’s method, the time step must be chosen smaller and smaller
when the grid is refined.
The general form of a Turing system for modeling the evolution of the con-
centrations of two chemicals is as follows:
∂U
∂t
=DU∇2U + f(U, V ),
∂V
∂t
=DV∇2V + g(U, V ),
(1)
where U = U(x, t) and V = V (x, t) are the two concentrations, and DU and DV
are the respective diffusion coefficients. The scalar functions f and g represent
the reactions between the components, which are usually nonlinear.
There are various Turing models with different reaction kinetics depending on
the application, for instance the Brusselator model [15], the Gray-Scott model [16]
and the Lengyel-Epstein model [17]. In this paper, we study the model introduced
by Barrio et al. [18] in 1999. As a general Turing model, it has applications in
imitating the pattern formation on various fish species’ skin [19]. The equations
are obtained by expressing (1) in terms of a perturbation with respect to the sta-
tionary uniform solution (Uc, Vc), and then solving f(Uc, Vc) = g(Uc, Vc) = 0.
Neglecting terms of order higher than 3, the equations are given by
∂u
∂t
=Dδ∇2u+ αu(1− r1v2) + v(1− r2u),
∂v
∂t
=δ∇2v + v(β + αr1uv) + u(γ + r2v),
(2)
where u = U − Uc and v = V − Vc, so the point (u, v) = (0, 0) is the stationary
solution. The constant δ is a scaling factor andD is the ratio between the diffusion
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D α β δ r1 L
0.516 0.899 -0.91 2 3.5 30
Table 1: Some parameter values that will be fixed throughout this paper.
coefficients of the two chemicals. We note thatD must not be equal to one in order
to make the diffusion-driven instability occur. There are two parameters r1 and
r2 in the nonlinear interactions, affecting a cubic and quadratic term, respectively.
In [18], it is observed that the cubic term favors stripe patterns and the quadratic
ones spot patterns. In our experiments, we use periodic boundary conditions, and
to make the investigation as simple as possible, we set α = −γ, so that (0, 0) is
the only spatially uniform steady solution. In this paper we study only one set of
parameters as indicated in Table 1. This set is one of the choices made in [18].
In the following we will determine branches of steady solutions of the equations
above as a function of r2 on, respectively, an interval, a square and a cube with
edge length L = 30.
In Section 2, we analyze the model theoretically in terms of the linear stability
of the trivial solution and determine unstable modes which are hard to compute by
time dependent methods. These modes will later be used to get onto non-trivial
solution branches. Furthermore, we discuss some properties of the non-trivial
solutions, such as degrees of freedom, symmetry and similarity of the solutions.
The main numerical methods we use are introduced in Section 3: the continua-
tion methodology and the Jacobi-Davidson method for computing eigenpairs for
the linear stability analysis. Both techniques require the solution of large and
sparse linear systems. To solve these systems iteratively, a multigrid precondi-
tioned Krylov solver is used.
In Section 4 we present numerical results in 1D, 2D and 3D, including bi-
furcation diagrams, stability of various solution patterns and an overview of the
performance of the algorithms and the parallel implementation.
2 Model Analysis
In the following part, a mathematical analysis will be carried out in order to get a
better idea of the characteristics of the solutions of Eq. 2.
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Figure 1: Two eigenvalues of the linearized equations (4) for 1D with respect to
the wave number k.
2.1 Linear stability analysis of the trivial solution
We follow the exposition in [18]. We start with noting that the nonlinear part of
the right-hand side of (2) will not contribute to its Jacobian. Now, in the absence
of diffusion, standard linear analysis predicts exponentially growing solutions of
the form (u, v) = (u0 exp(λt), v0 exp(λt)) where λ is an eigenvalue, with
λ =
1
2
[(α + β)±
√
(α + β)2 − 4αβ − γ]. (3)
In the presence of diffusion, the spatial variation of the functions u and v is of
the form exp(ik · x) for one dimensional case, and the dispersion relation of the
linearized equations is given by
λ2 +Bλ+ C = 0, (4)
with B = −k2δ(1 +D) + α+ β and C = (α− δDk2)(β − δk2) + α, k2 = k · k.
Figure 1 shows the real and imaginary parts of the two eigenvalues of equation
(4) as a function of the wave number k with the parameter values given in Table
1. For k ≤ 0.34, there is a complex pair of conjugate eigenvalues, the real part
of which is less than zero, hence the trivial solution is stable there. For k ≈ 0.34
these two eigenvalues turn into two real eigenvalues, one of which is positive in
the range
[0.39, 0.52]. (5)
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So if the size of the domain allows wave numbers k in this interval then the trivial
solution will be unstable, otherwise it will be stable. Next we will study whether
they can occur on generalized squares of size L = 30 in the respective dimensions.
Unstable modes in 1D, 2D and 3D. For the parameters in Table 1, and a specific
size of the domain, say L = 30, we can now specify in the various dimensions
which modes become unstable. First we define the constant κ = 2pi/L ≈ 0.2094,
which will be used through out the paper. In 1D the wave numbers are given by
k = κm, with m = 1, 2, · · · . For m = 2 we find the sole wave number in the
interval (5): k = 0.4189. In 2D, the wave numbers are given by k = κ
√
m2 + n2,
with m,n = 0, 1, 2, · · · (and m and n not both zero) and in 3D similarly k =
κ
√
m2 + n2 + l2. In Table 2, we list the wave numbers of the modes making the
zero solution unstable together with those of surrounding stable modes.
Due to the fact that we are working on squares and cubes, the values may
be randomly permuted over m, n and l. We also gave names to the unstable
modes, because we will use these later to name the branches of solutions that they
generate. Observe that the (2,1,0) mode has two names. This is due to the fact
that for a square there is a rotated 1D mode and a genuine 2D mode, which have
the same wave number. On one hand we have cos((2x + y)κ), which we will
call S3, and on the other hand cos(2xκ) cos(yκ), which we call S4. Note that due
to the periodic boundary conditions all cosines may have a different phase shift.
Note also that cos((2x + y)κ) = cos(2xκ) cos(yκ) − sin(2xκ) sin(yκ), which
relates the two modes. The product of sines here is just a phase shifted version
of the product of cosines. Moreover, in the right-hand side we could differentiate
the kappas for the x and y direction to adjust to a non square domain. Since we
cannot do this in the left-hand side, the rotated mode will not appear on a non-
square domain. However, due to the combination in the right-hand side we are
able to see something almost of that shape if the lengths of the sides differ not
much from each other.
Similar phenomena occur in 3D. Observe that the mode (2,1,1) has three
names: S7, S8 and S9, which are a truly 3D droplet pattern started with initial so-
lution cos(2κx) cos(κy) cos(κz), a tilted lamellae pattern started with cos(2κx +
κy + κz) and a tilted cylinder started with cos(2κx) cos(κy + κz), respectively.
These are also related to goniometric identities, e.g., cos(2κx + κy + κz) =
cos(2κx) cos(κy + κz)− sin(2κx) sin(κy + κz).
We remark that the choice of L also determines how many unstable modes
will occur. For instance, if L is doubled (as is done in [12, 18]), the modes in the
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1D, 2D, 3D
type l,m, n k name
stable 1,0,0 0.2094
unstable 2,0,0 0.4189 S2
stable 3,0,0 0.6283
2D,3D
type l,m, n k name
stable 1,1,0 0.2962
unstable 2,1,0 0.4683 S3,S4
stable 2,2,0 0.5924 S1
3D
type l,m, n k name
stable 1,1,1 0.3628 S6
unstable 2,1,1 0.5130 S7,S8,S9
stable 2,2,0 0.5924
stable 2,2,1 0.6283
Table 2: Stable and unstable modes with respect to the trivial solution. Unstable
modes occur in the interval (5).
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table reoccur but with wave number twice as big in all directions. So l,m, n in
Table 2 become even numbers, which opens up the possibility that a combination
with an odd number will drop into the interval (5). A simple computation reveals
that this is indeed the case.
2.2 Magnitude estimate of non-trivial solution
A mode that makes the trivial solution unstable may turn into a stable solution
of the nonlinear equations. By performing a Galerkin projection of the problem,
an estimate of the magnitude of such a solution can be obtained. We show this
process for the 1D case, but equally well it can be done in the 2D and 3D case.
We write the steady state system related to (2) as the vector equation F (u) =
Ju + N(u) = 0, where J is the Jacobian matrix of F and N is the remaining
nonlinear part. Here, the Jacobian is the same matrix for which the eigenvalues
have been determined. Let v denote the eigenvector associated with the positive
eigenvalue; note that eigenvalue and eigenvector are both real. Next we express u
in this unstable mode and call this specific choice uk, so
uk ≡ v sin(kx)
with ||v|| = 1. By the Galerkin approach, it is required that∫ Lx
x=0
sin(kx)vTF (uk)dx = 0,
which results in ∫ Lx
x=0
sin(kx)vT [λv sin(kx) +N(uk)/)]dx = 0.
Suppose N(u) = Q(u) + C(u), where Q and C are quadratic and cubic in u,
respectively. Then we can write
N(uk)/ =  sin2(kx)Q(v) + 2 sin3(kx)C(v).
Suppose integrals over the domain of sin2, sin3, sin4 are respectively a, 0, b then
we end up with an equation of the form
λa+ 2bvTC(v) = 0,
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with
 =
√
−λa/(bvTC(v)).
In our case C(u) = αr1u1u22[−1; 1] and vTC(v) = αr1v1v22(v2 − v1), where
u = [u1;u2] and similar for v. To get a real solution,  should be real. This is
indeed the case for k = 0.4189 with the parameters specified in Table 1. For these
values v = [0.8167,−0.5771] and  = 0.1122.
The knowledge gained in this section helps us to start the continuation and we
will come back to this later.
2.3 Some properties of the solutions
Nonuniqueness of the solutions. Due to the periodic boundary conditions one
can shift the solutions around in the plane. In principle, one has to apply a (phase)
condition to prohibit this. This also results in zero eigenvalues of the Jacobian
at the solutions. The number of zero eigenvalues depends on the solution. A 1D
solution can only be shifted in one direction so it has a single eigenvalue zero.
This also holds for generalizations of 1D solutions to 2D and 3D. A genuine 2D
solution, i.e. one which cannot be found from a generalization of a 1D solution,
can be shifted in two directions, each shift giving another solution, so here we
have two zero eigenvalues. Similarly, in three dimensions there are three zero
eigenvalues for a genuine 3D solution.
Symmetries and coinciding eigenvalues. Apart from multiple zero eigenval-
ues one also finds equal non-zero eigenvalues. For instance, if in 2D the solu-
tion corresponding to the (2,0) mode is studied, we will find an unstable mode
of genuine two dimensional shape. This mode may be shifted arbitrarily in the
y-direction and gives rise to an independent eigenvector. Hence, this builds a
two-dimensional subspace of unstable modes and consequently leads to a double
positive eigenvalue.
Similarly, the 3D mode (2,1,1) has in itself already three representations, as
we have seen above. Moreover, the 2 can be at three positions, leading to at least
9 equal eigenvalues. In a numerical computation we found even up to 24 equal
eigenvalues. We will get back to that in Section 4.3 where we study some of the
3D modes.
Symmetry in solutions is a much studied subject, see for instance [20–22]. It
is possible to solve the problem on a small portion of the domain with various
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boundary conditions, whereupon various combinations of these solutions gives
the whole range of solutions. We did not exploit this in the current paper.
Similarity solutions. In Table 1 we fixed r1 = 3.5. We will show now that if
we compute the solutions for all r2, then we do so for any pair (r1, r2).
Suppose at certain parameter values (rˆ1, rˆ2) we have a steady state (uˆ, vˆ).
Now we wonder for which values (r1, r2), (µuˆ, µvˆ) is a solution. If we substitute
this into Equation (2) we have that
0 =µDδ∇2uˆ+ αµuˆ(1− r1µ2vˆ2) + µvˆ(1− r2µuˆ),
0 =µδ∇2vˆ + µvˆ(β + αr1µ2uˆvˆ) + µuˆ(γ + r2µvˆ).
(6)
After dividing by µ we find
0 =Dδ∇2uˆ+ αuˆ(1− r1µ2vˆ2) + vˆ(1− r2µuˆ),
0 =δ∇2vˆ + vˆ(β + αr1µ2uˆvˆ) + uˆ(γ + r2µvˆ).
(7)
So (µuˆ, µvˆ) is a solution if both µ2r1 = rˆ1 and µr2 = rˆ2. The family of solutions
defined by rˆ1, rˆ2 and µ has the same stability behavior, with exactly the same
eigenvalues.
3 Numerical Methods
We use a standard second order central finite difference scheme (3-point for 1D,
5-point for 2D and 7-point for 3D) to discretize (2) in space. An equidistant grid is
used in all of our experiments. Rather than discretizing the time dimension as well,
we focus on the direct computation of steady states using pseudo-arclength con-
tinuation [23]. An implementation of the algorithm is available in the Trilinos [24]
library LOCA (”Library of Continuation Algorithms”). The arising linear systems
are solved using the well-known GMRES method (Trilinos package Belos) with
an algebraic multigrid preconditioner (ML package). Eigenvalues and eigenvec-
tors are computed using PHIST, a recent implementation of the Jacobi-Davidson
method [25] that allows for non-symmetric matrices and easy integration with
Trilinos applications. Below, the methods are briefly outlined in order to make the
paper more accessible.
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Figure 2: Sketch of the continuation method: (i) prediction of the next solution in
the direction of the tangent, (ii) correction by Newton’s method.
3.1 Continuation approach
Our research is focused on the steady state of system (2). By continuation in a
specific parameter, a series of approximate solutions can be generated by solving
a system of parameterized nonlinear equations, F (u, λ) = 0, where u = (u, v)
is the solution and λ is the model parameter varying during the continuation. A
predictor-corrector scheme is used, as illustrated geometrically in Fig. 2, where
(u′j+1, λ
′
j+1) is an approximation close to the branch obtained by the predictor
step (Euler step or extrapolation) and (uj+1, λj+1) is the solution of the corrector
step (Newton’s method here) [26]. In order to avoid singularity of the Jacobian,
e.g. in turning points, instead of increasing in the parameter we increasing in
an approximation of the arclength by requiring that the increase in tangential di-
rection along the branch should be equal to a user set step size. This leads to
the well-known pseudo-arclength continuation algorithm first published in [23].
Compared to time integration methods, continuation is more efficient, especially
when computing the whole bifurcation diagram or when slowly decaying modes
lead to very slow approaches to equilibrium of the time dependent simulation. Ad-
ditionally, it allows us to investigate the stability of various branches of solutions
and capture also the unstable solutions.
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3.2 Solution of linear systems
The linearized systems that arise in the continuation process take the form of two
independent Laplace operators on the diagonal with off-diagonals for the coupling
of the unknowns u and v. The coupling makes the matrix non-symmetric, so the
solver of choice is the GMRES Krylov subspace method. We observe that the
coupling terms are constant, independent of the grid size ∆x = xi+1 − xi. There-
fore, at sufficiently high resolution, the Laplace terms dominate the convergence
of the iterative solver. Multigrid preconditioning is an obvious choice to keep the
number of linear solver iterations at bay. Being readily available in Trilinos, we
choose the smoothed aggregation AMG solver ML, see [27] for documentation.
Although the systems solved are all singular as discussed in Section 2.3, the multi-
grid method will converge to a particular solution in the solution space. This often
occurs with iterative procedures, as long as matrices inverted in those procedures
are non-singular. We have experienced that a direct method does indeed fail.
3.3 Linear stability analysis by eigenvalue computation
After computing the steady solution, we can analyze its stability by computing the
right-most eigenvalues of the Jacobian matrix at this state. While many methods
exist for solving this task, two characteristics of our algorithm guide our choice
in particular: the availability of a preconditioner for the matrix in question, and
the fact that a sequence of eigenvalue problems for a varying parameter is being
solved.
The Jacobi-Davidson QR (JDQR) method [28, 29] can be started with an ap-
proximate subspace (not just one vector) and requires the approximate solution
of a linear system, for which in turn the existing solver/preconditioner combina-
tion can be used. We use the publicly available PHIST implementation [25] of
the block Jacobi-Davidson QR method, which can straightforwardly be used in
Trilinos applications. The basic implementation described in [30] was extended
to allow using a (left) preconditioner as follows. The search space is extended in
each outer iteration by nb corrections obtained as the solutions of the independent
left-preconditioned linear systems
P−1
Q˜
(A− λ˜jI)∆qj = −P−1Q˜ (Aqj − λ˜jqj), (8)
where λ˜j, qj, j = 1, . . . , nb are the current approximations to the next few eigen-
values and eigenvectors to converge, respectively, and Q˜ = [Q, q1 . . . qnb ] also
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contains the already converged eigenspace. The right-hand side represents the
preconditioned eigenvalue residual. The preconditioner P−1
Q˜
is chosen such that
it produces vectors in the orthogonal complement of Q˜, i.e. if P−1 approximates
the action of A−1,
P−1
Q˜
= (I − Q˜P (Q˜T Q˜P )−1Q˜T )P−1, (9)
Q˜P = P
−1Q˜. (10)
We found that using an AMG cycle on the linear part of Eq. 2 for the action of P−1
yields good convergence behavior of the overall method. One argument for this
choice is that the sought eigenvalues are close to 0, so that neglecting the shifts
λ˜j in the preconditioner is a reasonable approximation. Furthermore, choosing
a symmetric preconditioning operator precludes introducing non-normality in the
operator, which may otherwise impair the quality of the updates ∆qj computed
by the inner GMRES method.
3.4 Branch switching
Leaving the trivial branch. The general way to get on the branch of non-trivial
solutions is to solve the eigenvalue problem for the Jacobian matrix of the dis-
cretized problem and select those modes that have a positive eigenvalue. With
each of these one can create a Galerkin projection as indicated in Section 2.2 and
find its approximate magnitude. At the end of that section a specific solution is
given. Based on this our starting solution will have the form
0.1 · φ(x, y, z)[1;−1], (11)
where φ is a combination of goniometric functions related to the unstable modes
in Table 2. This guess appeared to be good enough to get convergence to the
associated mode of the nonlinear system.
Switching between non-trivial branches. Once we are on a non-trivial branch
we might also need to get onto another branch. The direction where to go is given
by the eigenvector associated with the unstable eigenvalue. If u is the steady state
solution on the current branch near the bifurcation point, we use as an initial guess
u + v for some small values of  for the next Newton iteration, which will then
typically converge to a nearby solution on the new branch.
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Figure 3: Non-trivial 1D solution components u (solid) and v (dashed), left for
r2 = 0 and right for r2 = 1.
4 Numerical Experiments
In this section, we will show results for the 1D, 2D and 3D case respectively. In
all cases we use a grid with 128 nodes in each direction. A justification for this is
given in the paragraph “Refinement tests” at the end of Section 4.2.
4.1 Non-trivial solution in 1D
Table 2 shows that we have one stable nontrivial solution S2. If we choose φ(x) =
sin(2κx) in (11) we indeed find it as a solution. In Fig. 3 this solution is shown
for r2 = 0 and r2 = 1. Observe that u gets narrower tops and wider valleys
where for v this is vice versa. Below we will only consider the interval [0,1], but
here we remark that this solution is stable until about 1.58. At that point we find
a Hopf-bifurcation leading to a stable periodic solution, with period 2pi/0.1772.
This solution is stable for all values of r2 between 0 and 1. It will be clear that
this will also be a solution of the 2D and 3D case. However, we may not conclude
that it is stable in the 2D and 3D case. But if it is unstable in the 2D case, then it
must be due to a field that is genuinely 2D.
4.2 Bifurcation diagram of the 2D case
In our experiment, except for the uniform zero solution, five non-zero branches
S1–S5 are found with appropriate initial vectors based on the model analysis.
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Figure 4: Bifurcation diagram in 2D with parameter r2 varying from 0.0 to 1.0.
Stable and unstable branches are depicted by solid and dashed lines, respectively.
There are both stable and unstable stripe and spot patterns, see the bifurcation
diagram in Fig. 4. The monitor we use here and in the following is defined by
M = max
x,y
∆u, (12)
where ∆ is the Laplacian. Being sensitive to curvature, M gives an insightful
bifurcation diagram, but other choices are also possible.
The S2/S4 solution range. Below we start with a mode of the form S2 and will
discover that also a mode of the form S4 is playing an important role. We show
that the nonlinear behavior is occurring in a space built up by deformations of
these two modes.
S2 Taking φ(x, y) = sin(2κx) gives the generalization of the 1D case, see Fig. 12.
In 2D it is unstable, as expected, due to a mode with a genuinely 2D pattern
resembling the S4 mode, see Fig. 13. Since this mode makes S2 unstable
we guess that a combination of the two becomes the stable one.
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S5 By starting with the sum of the solution of r2 = 0.0 on S2 and its eigenvector
(an S4 mode), corresponding to the positive eigenvalue which makes the
stripe pattern S2 unstable (see Fig. 13), the system converges to a solution
on a stable branch which we will call S5, see Fig. 14. At r2 = 0.0 it is
a wavy striped pattern. Increasing r2 to 0.21227, the spot (S4 mode) is
getting more pronounced. At this value of r2 there is a turning point which
shows up by a new zero eigenvalue. See the bifurcation diagram for the
2D case (Fig. 4). When r2 is decreasing after the turning point, the spot
pattern (the S4 mode) is becoming even more pronounced in the solution;
see Fig. 15. The continuation parameter r2 goes back until 0.129, where the
branch connects to the S4 branch, which we will study next.
S4 When choosing φ(x, y) = cos(2κx) cos(κy) in (11), the S4 mode with hexag-
onal spots is excited and Newton converges to a non trivial solution with the
same pattern. It is unstable up to the bifurcation point r2 = 0.129, where
S5 splits off, and after that it is stable; see Fig. 16. Observe that the second
plot, i.e. the one for r2 = 0.1 is similar to the last of Fig. 15, the solution
of S5 near the bifurcation point. Also note the symmetry that is growing in
the y direction when r2 is decreasing (Fig. 15). It is clear that a sister of
S5 would be the one where the yellow band is just going along the other
sides of the spots. This will be the other solution emanating at the bifur-
cation point. Hence we have a pitchfork bifurcation here, and because the
symmetry breaks, it is also a symmetry breaking bifurcation.
Summarizing, we see that the modes S2 and S4 and their combination give a
partial solution to the problem. At r2 = 0, a combination (S5) is stable until
0.212. When in a time-dependent simulation we increase r2 from there, one will
always converge to the stable S4 branch. The interesting thing is that S4 is also
stable before 0.212, starting at 0.129, so there are two stable solutions (S4 and
S5) on the interval [0.129, 0.212]. Before 0.129, S4 is unstable and hence S5 is
the only stable solution there. We also understood why S4 changes stability at
0.129 and why S5 ceases to be stable at 0.212: S5 has a turning point at 0.212 and
returns to S4 at 0.129, being unstable along that branch. For large r2 only S4 is
stable which also agrees with the observation in [18] that the quadratic term favors
spots.
The S3 solution area. The S3 solution is a tilted version of the S2 solution.
One might expect a similar behavior but that is actually not the case as we will see
below
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S3 When taking φ = cos(κ(x + 2y)) we find again a stripe solution which is
oriented in the diagonal direction. Note that the stripes can be tilted in any
direction, depending on the initial solution. We observe that at the begin-
ning all eigenvalues are negative, see Fig. 5. Around r2 = 0.25, a pair of
positive eigenvalues emerges having the same real value. The correspond-
ing eigenvectors have a spot pattern and make the stripe solution unstable,
see Fig. 18. Observe that the eigenvectors are the same up to a shift along
the stripe direction. The bifurcation occurring at the double zero eigenvalue
is difficult to address with our approach and we do not present results for
the branches emerging at this point. In view of the eigenvectors shown in
Fig. 18, we expect a stable mode splitting off which is non-unique since it
can be shifted in stripe direction. We tried to get on the branch but the so-
lution always jumped to S4, which is probably due to the singularity of the
Jacobian.
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Figure 5: Evolution of the right-most real eigenvalues as a function of r2 on branch
S3.
Summarizing, the S3 solution is stable only for values of r2 up to 0.25. This
means that together with the previous solutions, there are three stable solutions
on the interval [0.129, 0.212]. The eigenvectors appearing at 0.25 resemble a
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tilted S4, but we were not able to find a solution when starting with a tilted
field resembling the eigenvector pattern: cos(κ(x/2 + y)) cos(κ(y − 3x/2)) =
cos(κ(x − 2y)) − cos(2κx). This field has the right periodicity conditions but is
not an eigenmode of the linear part of the equation, since the two cosines in the
last expression have different eigenvalues (5κ2 and 4κ2 for the Laplace operator,
respectively).
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Figure 6: Bifurcation diagram obtained on a 322 (black), 642 (green), 1282 (red)
and grid 2562 (blue) grid on branch S4.
Refinement test. Figure 6 demonstrates the expected second-order accuracy of
the discretization under grid refinement when following branch S4. The solution
on the 2562 grid is already very close that on the 1282 grid. We therefore use 128
grid points in each direction for our experiments. To get an impression of the ac-
curacy of the position of the bifurcation points, we perform a sensitivity analysis
for the eigenvalues of S4 w.r.t. the number of grid points. We want to locate the
bifurcation parameter r2 at which the solution becomes stable. Close to the point
where the positive eigenvalue crosses the imaginary axis, we compute the eigen-
values for different grids. In Table 3 shows the right-most non-zero eigenvalue for
various r2. In the columns, one observes the second-order convergence with the
increasing mesh size. By quadratic interpolation in each row an estimate of the
critical r2 can be computed, which is presented in the last column.
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grid r2 = 0.14 r2 = 0.145 r2 = 0.15 critical r2
322 1.308e-03 1.010e-03 7.146e-04 0.1621
642 2.476e-04 -4.953e-05 -3.409e-04 0.1442
1282 -1.040e-04 -3.955e-04 -6.479e-04 0.1384
2562 -2.010e-04 -4.900e-04 -7.30e-04 0.1369
Table 3: The positive eigenvalue as a function of the grid size.
Comparison to results from literature [18] and [31] also report 2D numerical
results of Eq. 2. They started with random initial solutions and, after hundreds
of thousands time steps using the Euler method, spot, stripe and hexagonal spot
patterns are found for different parameter values r1 and r2. They observed that
the cubic term favors stripe patterns while the quadratic term favors spot patterns.
However, the cubic term (scaled by (r1) does not completely suppress the occur-
rence of spot patterns. We also found the unstable spot patterns when r1 = 3.5
and r2 = 0.0, which is impossible by a time integration approach. Our results also
show that when r2 increases, the spot pattern is the only stable solution occurring
and therefore it will be very robust in a time integration approach. Here, we have
seen that there are regions in which 2 or even 3 stable solutions exist for the same
parameter value.
4.3 Results for 3D
There are more morphologies in three dimensions, since besides the generaliza-
tions of the 2D solutions there will be new solutions. The 3D bifurcation diagram
of branches S1–S5, including their stability properties, appeared to be exactly the
same with those of 2D case. Therefore, in the bifurcation diagram for the 3D case
we only plot the branches of genuine 3D solutions, i.e., in Fig. 7 we only plot the
branches S6–S9, which are all unstable in the computed range. Next we discuss
the classes of solutions separately.
Generalized 1D mode. We start off with the mode occurring already in the 1D
case: S2. As in 2D, taking φ(x, y) = sin(2κx) again, we obtain the generalization
of the 2D stripe pattern, which is also unstable, as expected. Since all constants
have remained the same, the eigenvalues are also the same as those in 2D. But
there are two additional independent eigenvectors appearing, i.e. four in total
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Figure 7: Bifurcation diagram in 3D with parameter r2 varying from 0.0 to 1.0,
obtained on a 1283 grid. For branches S1-S5 we refer to Figure 4
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Figure 8: 2D eigenvalues (◦) and 3D eigenvalues (+) as a function of r2 on the S4
branch.
corresponding to the positive eigenvalue. In fact we find two pairs of eigenspaces,
where each pair is an exact generalization of the 2D case: the S4 mode extended
cylindrically. The pairs are just rotated 90 degrees with respect to each other.
Since these modes make S2 unstable, a combination of the two becomes the stable
one, which is S5 explained below.
Generalized 2D modes. Next we considered the modes which were really of
2D shape. It appears that all modes S3, S4 and S5, have a similar behavior as in
the 2D case. It seems that for all these cases the 3D-generalized 2D eigenvalues
dominate over new eigenvalues corresponding to modes with truly 3D patterns.
An example of that is shown in Fig. 8 for S4. The eigenvalues from the 2D case
are indicated by a ’◦’ while the new ones entering in the 3D case are indicated by
a ’+’.
The observation that for increasing parameter r2 the spot pattern prevails does
not seem to generalize to the 3D droplet solution. Instead the generalized S4
mode, which has a cylindrical pattern, prevails over a genuine 3D droplet pattern,
most likely because the latter is not an unstable mode of the zero solution.
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name function φ for initial guess (u, v) pattern
S6 sin(κx) sin(κy) sin(κz)[1,−1] droplet (Fig. 19)
S7 cos(2κx) cos(κy) cos(κz)[1,−1] droplet (Fig. 20)
S8 cos(2κx+ κy + κz)[1,−1] tilted lamellae (Fig. 21)
S9 cos(2κx+ κy) cos(κz)[1,−1] tilted cylinder (Fig. 22)
Table 4: List of genuinely 3D solutions and initial conditions used to find them.
All of these modes are unstable in the the range 0 ≤ r2 ≤ 1.
Genuine 3D modes. Finally we consider the genuine 3D modes from Table 2.
We found four different solutions S6–S9, but all of them are unstable in the pa-
rameter range studied. Table 4 lists the initial guesses used and points to the
corresponding figures in the appendix. According to Table 2 we know that the
zero solution is unstable with respect to modes S7-S9. The eigenvalue has a high
geometric multiplicity: we computed it numerically and found 24 equal positive
eigenvalues. To single out the stable branch originating from the bifurcation is
therefore not trivial. To do so one should exploit the symmetry of the problem as
indicated in the paragraph on symmetries in Section 2.
The results presented above agree with the observation by De Wit et al. [32],
who studied the well known Brusselator reaction-diffusion model in 3D and demon-
strated possible symmetry structures with high dimension, i.e. body centered cu-
bic (BCC), hexagonally packed cylinders (HPC), and also lamellae structures. Our
results provide richer information on the pattern formation and change depending
on different parameters. In [12] and [31] model equation 2 introduced by Barrio
et al. is investigated. Their results agree with ours as well. The HPC and lamellae
patterns are generalizations of 2D solutions and have the same bifurcation diagram
as in 2D.
4.4 Numerical performance
In this section we want to give an impression on the effectiveness of the continua-
tion process, and in particular the linear and eigenvalue solvers, which constitute
most of the runtime in 3D. We use the number of sparse matrix-vector products
(matvecs) as a rough indicator of the cost of our solvers. Equally roughly one
could say that one time step with Euler’s method, used by many other authors,
would cost about one matvec per time step. We note that the number of time steps
22
0 0.2 0.4 0.6 0.8 1.0
0
200
400
600
800
1000
r2
0 0.2 0.4 0.6 0.8 1.0
0
20000
40000
60000
r2
Figure 9: Number of matvecs for computing a sequence of steady states (left) and
their associated 10 right-most eigenpairs (right) on branch S3 with parameter r2
varying from 0.0 to 1.0 on a 1283 grid.
reported in papers such as [12, 18] is on the order of hundred thousands or even
millions for reaching a single steady state for this kind of problem.
In Fig. 9, the number of matvecs is shown for the solution of the nonlinear sys-
tem (left) and the eigenvalue computation (right) at the different parameters. The
number of Newton steps per parameter value is typically 3 or 4, and an adaptive
tolerance of the inner GMRES solver is used to save some iterations. The GM-
RES method is restarted after 50 iterations to save memory and orthogonalization
time. In the Jacobi-Davidson eigensolver we use a block size of 4 and allow at
most 25 inner GMRES iterations to achieve an adaptively computed tolerance for
the correction equation. Default settings are used for the smoothed aggregation
(SA) AMG preconditioner ML from Trilinos version 11.12.1.
On the left one sees that the number of matvecs increases until the bifurcation
point r2 = 0.25 where the branch becomes unstable. After that the number of
iterations decreases slightly, possibly indicating that we are getting away from the
singularity. In the right panel, note that the first eigenvalue computation is par-
ticularly expensive. This is because no approximate eigenspace is available for
starting the block JDQR method. Hence it also shows that reusing the space from
the previous step is advantageous, because in the end it reduces the amount of
work by a factor 3. Comparing the left and right panel in Fig. 9 one observes that
eventually the cost for the linear stability analysis (i.e. the eigenvalue computa-
tion) is about twice that of the actual solution of the non-linear problem. Of course
this can be reduced by requiring fewer eigenvalues. Moreover, one could make
the amount dependent on the situation, e.g. all the eigenvalues that are within a
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Figure 10: The runtime percentage of the three main operations for computing a
sequence of steady states on branch S3 with parameter r2 varying from 0.0 to 1.0
on a 1283 grid.
certain distance from the imaginary axis.
In order to give an impression of the performance of the linear solver, we fol-
lowed a branch of steady states on a 1283 grid, running on the 64 cores of an Intel
Xeon Phi 7210 (“Knight’s Landing”) many-core processor (core frequency 1.3
GHz and configured in cluster/cache mode). In Fig. 10, we give a breakdown of
the actual runtime. A thorough performance analysis is not the goal here as all of
the building blocks are freely available software and their performance has been
studied elsewhere. The average time required for solving one linear system is 36
seconds. We display the runtime percentage of the three most expensive opera-
tions: orthogonalization of the subspace in GMRES(50) (orthog), preconditioner
applications (precon) and matrix-vector products (matvecs). Most of the time is
spent in orthogonalization. This can be reduced by decreasing the restart param-
eter m in GMRES(m) at the cost of more iterations and hence more matvecs and
preconditioner applications. The matrix-vector product can be executed very effi-
ciently in parallel here because of the simple matrix structure and therefore only
has a minor contribution to the overall runtime.
Figure 11 shows the effect of using the ML preconditioning in the Jacobi-
Davidson eigensolver. We see a significant decrease of matvecs for large grid
sizes. Note that the Jacobi-Davidson method performs some preconditioning of
the equations solved by projecting out approximate and converged eigenmodes
even if only GMRES is used as a correction solver. Therefore we expect the gap
between the unpreconditioned and preconditioned solver to be even larger when
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Figure 11: Number of matvecs in an eigenvalue computation with and without
preconditioning for different grid sizes.
computing the steady states on the branch. The actual time spent solving both
linear and eigenvalue problems depends on the balance between orthogonalization
and preconditioner applications and can be optimized by tuning solver settings in
production runs.
5 Conclusions and Future Work
We have shown that numerical continuation techniques, combined with efficient
multigrid and Jacobi-Davidson solvers, are a very effective way to analyze nonlin-
ear PDEs describing reaction/diffusion processes. Compared to previous results
on this type of problem, we presented richer bifurcation diagrams in 2D and 3D
with higher spatial resolution.
The numerical performance of the overall approach was demonstrated by re-
porting the number of operations required and giving an indication of the run
time. We note that much optimization can be done to solve such problems more
efficiently: geometric multigrid and matrix-free methods for structured grids, hy-
brid parallelization and SIMD usage (see [30]), exploiting the many symmetries in
3D, etc. In 3D we did not investigate the complete bifurcation structure as system-
atically as in 2D. Instead we demonstrated the feasibility of such an investigation
and leave it to domain scientists with a concrete application in e.g. computational
biology or chemistry.
Our own future work will focus on developing scalable linear algebra algo-
25
rithms and software to perform bifurcation analysis for other classes of nonlinear
PDEs and apply them to e.g. realistic fluid flow problems.
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In the appendices we present some of the solution patterns found in 2D and
3D. In all of the plots, the left column depicts the u-variable and the right column
the v-variable. All results were obtained using a spatial resolution of 128 grid
points per direction.
A Patterns of 2D Solutions
Figure 12: S2 unstable stripe solution at r2=0.0.
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Figure 13: Two independent eigenvectors corresponding to the positive eigenvalue
of branch S2 with a pattern of an S4 mode, with r2 = 0.0.
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Figure 14: S5 stable mixed stripe and spot solution at r2=0.0, 0.1, 0.2, 0.21227
from top to bottom.
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Figure 15: S5 after turning point: unstable mixed stripe and spot solution at
r2=0.21, 0.19, 0.15, 0.129 from top to bottom.
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Figure 16: S4 spot solution becoming stable (shown at r2=0.0, 0.2, 0.5 from top
to bottom).
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Figure 17: S3 stable stripe solution at r2=0.0 that will eventually lose stability.
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Figure 18: Two independent eigenvectors corresponding to the positive eigenvalue
of branch S3, r2 = 0.25.
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B Patterns of 3D Solutions
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Figure 19: Isosurface of 3D solution of pattern S6, with r2=0.0, 0.5, 1.0 from top
to bottom.
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Figure 20: Isosurface of 3D solution of pattern S7, with r2=0.0, 0.5, 1.0 from top
to bottom.
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Figure 21: Isosurface of 3D solution of pattern S8, with r2=0.0.
Figure 22: Isosurface of 3D solution of pattern S9, with r2=0.0.
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