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Re´sume´
Les proble`mes de satisfaction de contraintes (CSP)
constituent une puissante manie`re de capturer de
nombreux proble`mes combinatoires. Le CSP ge´ne´ral est
connu pour eˆtre NP-complet, mais la complexite´ du
proble`me parame´tre´ CSP(S) de´pend uniquement de
son parame`tre, habituellement un ensemble de relations
sur lesquelles les contraintes sont construites. Suivant
ce parame`tre, il existe des instances de CSP “faciles”
et “difficiles”. Dans cet article, nous montrons un
the´ore`me dichotomique pour tous domaines finis de
CSP ou` la disjonction entre contraintes est autorise´e.
Cette dichotomie est base´e sur un crite`re simple,
nous permettant de classer les CSP disjonctifs comme
e´tant dans P ou e´tant NP-complet. Nous prouvons
e´galement que le me´ta-proble`me, a` savoir ve´rifier le
crite`re de dichotomie pour les proble`mes de satisfaction
de contraintes disjonctifs, est fixed-parameter tractable.
De plus, nous pre´sentons un algorithme en temps
polynomial re´pondant a` cette question pour les CSP
disjonctifs sur un domaine ternaire.
Mots cle´s : Complexite´ algorithmique, proble`mes de
satisfaction de contraintes disjonctifs, the´ore`me dicho-
tomique.
1 Introduction
Les proble`mes de satisfaction de contraintes (CSP)
se pre´sentent comme un formalisme pratique pour de´-
crire de nombreux proble`mes algorithmiques prove-
nant de la combinatoire et de la the´orie de graphes,
de l’intelligence artificielle, de la bio-informatique, etc
(voir [3] pour une re´cente e´tude). Ces proble`mes re-
quie`rent une analyse quantitative e´tudiant leur com-
plexite´ algorithmique. Le but de l’e´tude de la com-
plexite´ des proble`mes de satisfaction de contraintes est
de reconnaˆıtre les crite`res permettant de distinguer les
cas faciles des cas difficiles. Cette e´tude a e´te´ commen-
ce´e par Schaefer dans son article pionnier [11], ou` il
caracte´rise comple`tement par son the´ore`me dichoto-
mique la complexite´ des CSP boole´ens, distinguant les
instances comme e´tant polynomiales ou NP-comple`tes.
Feder et Vardi [5] ont e´tendu cette e´tude aux pro-
ble`mes de satisfaction de contraintes sur les domaines
de cardinalite´ fini et ont conjecture´ l’existence d’un
the´ore`me dichotomique pour tous domaines finis. Jus-
qu’ici, ceci n’a e´te´ prouve´ que pour les domaines ter-
naires par Bulatov [1], alors que la question demeure
ouverte pour les domaines de cardinalite´ supe´rieure.
La principale difficulte´ de re´soudre cette conjecture
re´side dans le fait de l’inexistence d’ensemble fini ou
de´nombrable de fonctions, appele´ clone, par lesquelles
les relations de´finissant un CSP sont closes. Cette cloˆ-
ture par les fonctions d’un clone donne´ nous fournit
les crite`res requis pour caracte´riser la complexite´ du
CSP. Dans le cas boole´en, ces clones, organise´s par
inclusion dans le treillis de Post [9], sont en nombre
infini de´nombrable. De plus, les cas de´terminant les
instances faciles et NP-comple`tes apparaissent dans la
partie finie de ce treillis. La caracte´risation de chaque
clone peut toujours eˆtre exprime´e par un ensemble fini
de fonctions, appele´ base. Ces faits sont largement ex-
ploite´s par Schaefer dans [11]. Cependant, le treillis
correspondant aux domaines de cardinalite´ 3 et plus
est inde´nombrable, et il y existe des clones sans base
ou avec une base infinie, comme l’ont prouve´ Yanov
and Muchnik [12]. Ainsi, ces treillis pour les domaines
de cardinalite´ supe´rieure restent largement inconnus,
rendant un crite`re dichotomique difficile a` trouver.
Une fac¸on de contourner cette difficulte´ est d’intro-
duire plus de structure dans les proble`mes de satisfac-
tion de contraintes, espe´rant ainsi trouver un nombre
fini de cas seulement a` traiter. Pour introduire plus de
structure, nous avons choisit d’e´tendre les proble`mes
de satisfaction de contraintes en autorisant la disjonc-
tion de contraintes. Les CSP disjonctifs ont e´te´ aussi
e´tudie´s d’un point de vue diffe´rent par Cohen, Jea-
vons, Jonsson et Koubarakis dans [2]. Conside´rer des
CSP disjonctifs peut sembler trop restrictifs. Cepen-
dant ceci est incorrect puisqu’ils repre´sentent les CSP
sur les alge`bres faibles de Krasner, une structure bien
connue en alge`bre universelle [7, 8]. L’avantage des al-
ge`bres faibles de Krasner est qu’ils sont clos unique-
ment par des endomorphismes.
Puisqu’il existe un nombre fini seulement d’endo-
morphismes sur un domaine fini donne´, nous sommes
assure´s d’obtenir une caracte´risation finie de la com-
plexite´ des CSP disjonctifs.
Dans cet article, nous e´tudions la complexite´ des
proble`mes de satisfactions de contraintes disjonctifs,
e´galement conside´re´s comme les CSP sur des alge`bres
faibles de Krasner. Nous en de´rivons une caracte´risa-
tion comple`te de leur complexite´ a` travers un the´ore`me
dichotomique pour chaque domaine de taille finie. Une
fois le crite`re de dichotomie e´nonce´, nous e´tudierons
la complexite´ du me´ta-proble`me, i.e., la complexite´
de de´cider si un CSP disjonctif donne´ satisfait le cri-
te`re de dichotomie. Cette analyse est tout d’abord faite
pour le cas ge´ne´ral d’un domaine de n’importe quelle
cardinalite´ finie. Cependant, puisque le domaine ter-
naire pre´sente un comportement particulier, nous pre´-
sentons une nouvelle analyse de complexite´ pour le
me´ta-proble`me, obtenant ainsi un re´sultat plus pousse´
et pre´cis que pour le cas ge´ne´ral.
2 Notions de base
Tout au long de cet article, une fonction f sera une
fonction unaire surjective f : D → D′ avec D un do-
maine de taille fixe´e et D′ un sous-ensemble de D.
L’image de f , note´ ran f , est l’ensemble {f(x) | x ∈
D}. Nous e´crivons f(A) pour un sous-ensemble A ⊆ D
afin de de´signer l’ensemble {f(a) | a ∈ A}.
L’e´tude des proble`mes de satisfaction de contraintes
utilise souvent les notions de relations, de clones et de
co-clones. Une relation n-aire R sur un domaine D
est un ensemble de tuples t dans Dn. Nous notons la
i-e`me coordonne´e de t par t[i], tel que pour chaque
tuple n-aire t, nous e´crivons t = (t[1], t[2], . . . , t[n]).
Nous utiliserons comme raccourci (t[i : j]) de´signant
les e´le´ments (t[i], t[i + 1], . . . , t[j]) d’un tuple t. Nous
notons e´galement par S un ensemble de relations R ⊆
Dar(R) ou` ar(R) est l’arite´ de R.
Nous disons que la relation R est d-valide s’il existe
d ∈ D tel que le tuple (d, d, . . . , d) appartient a` R.
Par extension, nous disons qu’un ensemble S de rela-
tions est d-valide s’il existe d ∈ D tel que, pour chaque
relation R dans S, R est d-valide.
Un clone, ou un clone fonctionnel, est un en-
semble de fonctions contenant l’identite´ id et qui est
clos par composition. Le plus petit clone contenant un
ensemble de fonctions F est note´ [F ].
Exemple 2.1 Soit F = {f, g} un ensemble de fonc-
tions. Alors [F ] est tel que
[F ] = {id, f, g, ff, fg, gf, gg, fff, ffg, . . .}

Dans notre e´tude, un co-clone, ou un clone re-
lationnel, est un ensemble de relations contenant
l’e´galite´ eq = {(d, d) | d ∈ D} et qui est clos par
les ope´rations suivantes : (1) la conjonction de rela-
tions, i.e. le produit carte´sien R1 ×R2. Soit R1 et R2
deux relations d’arite´ n et m, respectivement. Alors
R = R1×R2 est une relation d’arite´ n+m de´finie par
R = {(t[1 : n+m])} tel que (t[1 : n]) ∈ R1 et (t[n+1 :
n+m]) ∈ R2 ; (2) la disjonction de relations. Soit R1 et
R2 deux relations d’arite´ n etm, respectivement. Alors
R = R1 ∨R2 est une relation d’arite´ n+m de´finie par
R = {(t[1 : n], d[n+ 1 : n+m])} ∪ {(d[1 : n], t[n+ 1 :
n+m])} tel que (t[1 : n]) ∈ R1, (t[n+1 : n+m]) ∈ R2,
(d[1 : n]) ∈ Dn et (d[n+ 1 : n+m]) ∈ Dm ; (3) l’iden-
tification de variables νi,j . Soit R1 une relation n-
aire. Alors R = νi,j(R1) est une relation n-aire de´-
finie par R = {t′ | t ∈ R1, t′[k] = t[k] avec i 6= k 6=
j, t′[i] = t′[j] = t[i]} ; (4) la quantification existentielle,
i.e. la projection pix1,x2,...,xk . Soit R1 une relation n-
aire. Alors R = pix1,x2,...,xk(R1) est une relation d’arite´
n − k de´finie par R = {(t[x1 : xk]) | t ∈ R1}. Remar-
quez qu’une structure ve´rifiant les conditions nume´ros
1, 3 et 4 est appele´e une alge`bre relationnelle. Une
structure ve´rifiant chacune des quatre conditions est
appele´e une alge`bre faible de Krasner. Ainsi tout
au long de cet article, un co-clone sera une alge`bre
faible de Krasner. Le plus petit co-clone contenant un
ensemble S de relations est note´ 〈S〉.
L’alge`bre universelle utilise souvent la notion de ker-
nel. Nous de´finissons cette notion a` l’aide des classes
d’e´quivalence. Par soucis de clarte´ et de simplicite´,
nous excluons les e´le´ments re´flexifs (d, d) pour chaque
d ∈ D puisqu’ils n’enrichissent pas ici la notion de ker-
nel. Soit f : D → D une fonction d’image ran f . Une
d-classe d’e´quivalence, pour d ∈ ran f , est l’ensemble
des e´le´ments [d]f = {x ∈ D | f(x) = d}. Le kernel
d’une fonction f , note´ ker f , est l’ensemble de toutes
les classes d’e´quivalence d’une cardinalite´ strictement
supe´rieure a` 1 pour tout d ∈ ran f , i.e.
ker f = {[d]f | d ∈ ran f and |[d]f | ≥ 2}.
Exemple 2.2 Soit f , g et h des fonctions sur le do-
maine D = {0, 1, 2, 3} tel que
x f(x) g(x) h(x)
0 0 0 1
1 1 1 1
2 2 0 1
3 3 1 1
Alors ker f = ∅, ker g = {(0, 2); (1, 3)} et kerh =
{(0, 1, 2, 3)}. 
Nous avons e´galement besoin de la notion de profon-
deur d’une fonction afin de de´crire la complexite´ algo-
rithmique d’un clone [F ]. La profondeur d’une fonction
f par rapport a` un ensemble F , note´e Depth(F, f),
est la longueur de la plus courte composition de fonc-
tions fi ∈ F requise pour obtenir f . La profon-
deur d’une fonction f , note´e Depth(f), est de´finie par
Depth(f) = max(Depth(F, f)) pour tout ensemble F
tel que f ∈ [F ]. Ainsi, si nous souhaitons obtenir une
fonction f a` partir d’un ensemble F , il est inutile de
faire des compositions de fonctions plus longue que
Depth(f). Si toutes les combinaisons de longueur in-
fe´rieure ou e´gale a` Depth(f) ne nous permettent pas
d’obtenir la fonction f recherche´e, cela signifie que f
n’appartient pas au clone ge´ne´re´ par F .
3 Proble`mes de satisfaction de
contraintes disjonctifs
Les proble`mes de satisfaction de contraintes
sont souvent pre´sente´s comme des conjonctions de
contraintes. Le proble`me parame´trique CSP(S), avec
S un ensemble de relations, est un CSP ou` les
contraintes sont construites sur les relations de S.
Les CSP sont connus pour eˆtre NP-complet en ge´ne´-
ral, mais la complexite´ des proble`mes parame´triques
CSP(S) de´pend uniquement que de l’ensemble de re-
lations S. Schaefer [11] a donne´ un the´ore`me dichoto-
mique concernant les contraintes boole´ennes. Si S ve´-
rifie l’une des six conditions pre´sente´es par Schaefer,
alors CSP(S) est polynomial. Autrement il est NP-
complet.
Nous centrerons notre inte´reˆt sur la complexite´ des
proble`mes parame´triques DCSP(S) ou` DCSP est une
ge´ne´ralisation de CSP de´finie ainsi : les contraintes
atomiques jouent le roˆle des litte´raux et les contraintes
sont construites par des conjonctions et des disjonc-
tions de contraintes atomiques.
Dans cet article, nous pre´sentons une dichotomie
aux conditions simples pour le proble`me DCSP(S)
avec S un ensemble de relations sur D. Dans cette
perspective, nous de´finissons le proble`me DCSP(S)
comme ci-dessous.
Soit R ⊆ Dk une relation sur D. Un litte´ral est une
contrainte R(x1, . . . , xk) forme´e par la relation R et
les variables x1, . . . , xk, ou` ar(R) = k. Une formule
disjonctive de contraintes est de´finie inductivement de
la manie`re suivante : (1) vrai et faux, respective-
ment note´ > et ⊥, sont des formules disjonctives de
contraintes ; (2) un litte´ral l est une formule disjonc-
tive de contraintes ; (3) si ϕ1 et ϕ2 sont des formules
disjonctives de contraintes alors ϕ1 ∨ ϕ2 et ϕ1 ∧ ϕ2 le
sont e´galement ; (4) si ϕ est une formule disjonctive de
contraintes contenant une variable libre x alors ∃x ϕ
est une formule disjonctive de contraintes ; (5) enfin,
la relation d’e´galite´ eq = {(a, a) | a ∈ D} est incluse
dans chaque ensemble S de relations. Nous ne conside´-
rons pas la ne´gation dans nos formules disjonctives de
contraintes car cela ame`nerait a` une ge´ne´ralisation tri-
viale du proble`me CSP(S) que est NP-comple`te pour
tout domaine fini de cardinalite´ supe´rieure ou e´gale a`
trois, quelque soit l’ensemble S. Voir Po¨schel [8] et le
troisie`me paragraphe de la preuve de la proposition 4.6
de cet article.
Une interpre´tation I : V → D satisfait le lit-
te´ral R(x1, . . . , xk), note´ I  R(x1, . . . , xk), si
(I(x1), . . . , I(xk)) ∈ R. Cette notion est e´tendue aux
formules disjonctives de contraintes de la manie`re sui-
vante :
– I  R1(~x) ∨R2(~x) si I  R1(~x) ou I  R2(~x),
– I  R1(~x) ∧R2(~x) si I  R1(~x) et I  R2(~x).
Remarquons que pour toute formule disjonctive de
contraintes ϕ, nous avons >  ϕ et ⊥ 2 ϕ.
Nous pouvons maintenant, a` travers les formules dis-
jonctives de contraintes ϕ, de´finir les proble`mes de
satisfaction de contraintes disjonctifs.
Proble`me : DCSP(S)
Entre´e : Une formule disjonctive de contraintes ϕ(~x)
de´finie sur S.
Question : La formule ϕ(~x) est-elle satisfaisable ?
Notre e´tude des CSP disjonctifs est rendue plus
facile par l’existence d’une correspondance de Galois
entre les clones et les co-clones. Avant de de´finir ce
qu’est une correspondance de Galois, nous avons be-
soin des notions suivantes.
Soit R une relation et f une fonction d’arite´ ar(f) =
k. Nous disons que f est un polymorphisme de R si R
est clos par f applique´e composant par composant,
comme l’on peut le voir dans la figure 1.
L’ensemble des polymorphismes d’une relation R
est note´ PolR. Par une le´ge`re surcharge de nota-
tion, l’ensemble des polymorphismes d’un ensemble
S de relations est e´galement note´ PolS, de´finis par
PolS =
⋂
R∈S PolR. Nous disons que R est un inva-
riant de f si f est un polymorphisme de R, et nous
t1 t2 . . . tn t
q q q q
f( a11 a
2
1 . . . a
n
1 ) = a1
f( a12 a
2
2 . . . a
n
2 ) = a2
...
...
...
...
f( a1k a
2
k . . . a
n
k ) = ak
Fig. 1 – Si t1, . . . , tn ∈ R alors t ∈ R.
notons Inv f l’ensemble des invariants de f et InvF
l’ensemble des invariants de l’ensemble F de fonctions.
Dans l’article de Po¨schel [8], nous pouvons voir
qu’utiliser la disjonction entre contraintes implique le
fait que les relations satisfaisant ces formules disjonc-
tives sont closes par des fonctions unaires uniquement.
Les polymorphismes de ces relations sont ainsi des en-
domorphismes. Nous les noterons End au lieu de Pol.
De plus, Po¨schel [8] spe´cifie que les ope´rateurs End
et Inv constituent une correspondance de Galois ou`
EndS est l’ensemble des endomorphismes E de S, tel
que chaque relation R ∈ S est close par chaque e ∈ E.
Notons respectivement par A et B les ensembles de
relations et de fonctions. L’e´tude de Po¨schel [8] pre´cise
que les applications End: A→ B et Inv : B → A pre´-
sentent une correspondance de Galois entre les struc-
tures ordonne´es (A,⊆) et (B,⊆), donc ils ve´rifient les
conditions suivantes :
(i) pour tout a, b ∈ A tels que a ⊆ b, nous avons
End a ⊇ End b.
(ii) pour tout c, d ∈ B tels que c ⊆ d, nous avons
Inv c ⊇ Inv d.
(iii) pour tout a ∈ A et c ∈ B, nous avons a ⊆
Inv End a et c ⊆ End Inv c.
De plus, pour toutes les relations S et les fonctions F ,
on a Inv EndS = 〈S〉 et End InvF = [F ]. Po¨schel sou-
ligne qu’en fait, les ensembles 〈S〉 et [F ] sont respecti-
vement une alge`bre faible de Krasner et un mono¨ıde
d’endomorphismes.
L’existence de la correspondance de Galois mention-
ne´e ci-dessus nous permet de de´cider facilement de la
complexite´ des CSP disjonctifs. L’analyse de la com-
plexite´ est base´e sur le re´sultat suivant.
Proposition 3.1 Soit S1 et S2 deux ensembles de
relations sur le domaine D. L’inclusion EndS1 ⊆
EndS2 implique DCSP(S2) ≤p DCSP(S1).
Preuve : De EndS1 ⊆ EndS2, nous en de´duisons
〈S1〉 = InvEndS1 ⊇ Inv EndS2 = 〈S2〉. Puisque
chaque co-clone (e´quivalent a` une alge`bre faible de
Krasner) contient l’e´galite´ eq et est close par conjonc-
tion, disjonction, identification de variables et quan-
tification existentielle, nous en concluons imme´diate-
ment la re´duction polynomiale DCSP(S2 ∪ {eq}) ≤p
DCSP(S1 ∪{eq}). Comme de´fini pre´ce´demment, l’en-
semble S de relations doit inclure la relation d’e´ga-
lite´ eq si S est une entre´e d’un proble`me DCSP.
Ainsi, nous en de´duisons la re´duction DCSP(S2) ≤p
DCSP(S1), terminant la preuve. 2
Selon la proposition 3.1, un re´sultat de complexite´
prouve´ pour un ensemble de relations S s’e´tend imme´-
diatement a` toute relation du co-clone 〈S〉.
La pre´sence de la relation quaternaire disjonctive
J = {(x, y, z, w) ∈ D4 | (x = y) ∨ (z = w)}
dans un CSP classique re´duit ce dernier a` un pro-
ble`me DCSP . Cette observation provient du re´sultat
suivant.
Proposition 3.2 Soit S une ensemble de relations
sur le domaine D. Si J ∈ S alors PolS = EndS.
Preuve : Supposons qu’il existe une fonction binaire
g ∈ PolS de´pendant de deux arguments, i.e., il existe
les valeurs a0, a1, a2, b0, b1, b2 ∈ D telles que a0 6= a1,
b1 6= b2, g(a0, a2) 6= g(a1, a2) et g(b0, b1) 6= g(b0, b2).
Clairement, les vecteurs j1 = (a0, a1, b0, b0) et j2 =
(a2, a2, b1, b2) appartiennent a` J . Cependant, le vec-
teur (
g(a0, a2), g(a1, a2), g(b0, b1), g(b0, b2)
)
est absent de J . Ainsi la fonction g ne peut pas eˆtre un
polymorphisme d’un ensemble de relations contenant
J . A` partir de toute autre fonction f d’arite´ supe´rieure
a` 2 nous pouvons toujours produire une fonction bi-
naire par identification de variables. 2
Puisque le nombre d’endomorphismes sur un do-
maine fini est toujours fini, nous sommes assure´s d’ob-
tenir une caracte´risation finie de la complexite´ de
DCSP.
4 Complexite´ de DCSP(S)
Dans cette section, nous exhiberons une dichoto-
mie de la complexite´ de DCSP(S) caracte´rise´e par
un crite`re simple. Cependant nous verrons qu’il est
plus facile de prouver cette dichotomie pour le pro-
ble`me DCSP(f(S)) ou` f est une fonction unaire gar-
dant invariant l’ensemble S. Nous avons besoin de la
proposition suivante adapte´e d’une proposition de Jea-
vons [6] de´montrant que les proble`mes DCSP(S) et
DCSP(f(S)) sont logspace e´quivalent. Ainsi, quand
DCSP(f(S)) est NP-complet, il en est de meˆme pour
DCSP(S).
Proposition 4.1 ([6]) Soit S un ensemble de rela-
tions sur D et f une fonction unaire sur D. Soit
f(S) = {f(R) | R ∈ S}. Si chaque relation R ∈ S
est close par f alors DCSP(f(S)) est logspace e´qui-
valent a` DCSP(S).
Preuve : Supposons que chaque relation R ∈ S est
close par f . Soit ϕ(~x) une instance de DCSP(f(S)).
Nous avons une formule ϕ(~x) ou` les litte´raux
R(x1, x2, . . . , xk) sont construits a` partir des relations
R ∈ f(S). D’apre`s l’hypothe`se, toutes les relations
R ∈ S sont closes par f , i.e. l’inclusion f(S) ⊆ S
est ve´rifie´e. Nous en de´duisons que ϕ(~x) est e´galement
une instance de DCSP(S).
Maintenant prenons une formule ϕ(~x) e´tant une ins-
tance de DCSP(S). Cette instance peut eˆtre trans-
forme´e par une re´duction logspace en une instance
ϕ′(~x) de DCSP(f(S)) en remplac¸ant chaque litte´-
ral construit a` partir d’une relation R par un litte´ral
construit a` partir de f(R). De plus, graˆce au fait que
R est close par f , nous avons f(R) ⊆ R et nous en
de´duisons que toutes les solutions de ϕ′(~x) sont e´ga-
lement des solutions de ϕ(~x). Re´ciproquement, si h
est une solution de ϕ(~x) alors f(h) est une solution de
ϕ′(~x). Ainsi nous avons une logspace e´quivalence entre
DCSP(f(S)) et DCSP(S). 2
Avant d’exposer les propositions ne´cessaires a` la
preuve du the´ore`me dichotomique, nous introduisons
deux propositions aussi simples qu’essentielles.
Proposition 4.2 Soit S un ensemble de relations. S
est d-valide si et seulement si 〈S〉 est d-valide.
Preuve : Le sens 〈S〉 d-valide implique S d-valide est
trivial du fait que nous avons S ⊆ 〈S〉, pour tout en-
semble S.
Pour prouver le sens S d-valide implique 〈S〉 d-
valide, il est suffisant de ve´rifier si les quatre ope´rations
de conjonction, disjonction, identification de variables
et la projection gardent la proprie´te´ de d-validite´.
La conjonction est en fait un simple produit car-
te´sien. Il est clair que le produit carte´sien de deux
relations d-valides est e´galement d-valide.
La disjonction est l’union de deux produits carte´sien
particuliers, i.e. l’union d’un produit carte´sien entre
une R1 et chaque m-tuple possible dans Dm - en par-
ticulier lem-tuple (d, d, . . ., d) - et un produit carte´sien
entre chaque n-tuples possible dans Dn - en particu-
lier le n-tuple (d, d, . . ., d) - et une relation R2, telles
que l’arite´ de R1 et R2 sont respectivement n et m.
Ainsi, il est encore une fois clair que la disjonction est
d-valide si R1 et R2 sont tous deux d-valide.
Enfin, il est e´galement clair par de´finition que l’iden-
tification de variables et la projection sont d-valides si
nous les appliquons sur des relations d-valides. 2
La proposition suivante pre´sente le lien entre un
ensemble d-valide S et l’existence d’une fonction
constante dans F l’ensemble des polymorphismes de
S.
Proposition 4.3 Soit S un ensemble de relations et
F l’ensemble des polymorphismes de S. S est d-valide
si et seulement s’il existe une fonction constante f
dans F telle que pour tout a ∈ D, on ait f(a) = d.
Preuve : Soit S un ensemble de relations e´tant d-valide.
Alors la fonction constante f e´valuant chaque e´le´ment
a ∈ D a` d (c’est-a`-dire que pour tout a ∈ D, on a
f(a) = d) est un polymorphisme de S, autrement dit
f appartient a` F .
Soit maintenant f une fonction constante dans F
e´valuant chaque entre´e a` d. Puisque c est un polymor-
phisme de S, nous devons avoir f(R) ∈ R, pour chaque
relation R dans S. Cependant, nous avons f(R) = (d,
d, . . ., d) pour toute relation R. Alors, chaque relation
dans S contient un d-vecteur, signifiant que S est d-
valide. 2
Nous e´tudierons les proble`mes DCSP(S) a` tra-
vers les ensembles de fonctions F satisfaisant l’iden-
tite´ InvF = S. Les deux propositions suivantes de´-
montrent que DCSP(S) est polynomial si S est d-
valide, et est NP-complet sinon.
Proposition 4.4 Soit S un ensemble de relations. Si
S est d-valide alors DCSP(S) est de´cidable en un
temps polynomial.
Preuve : Si S est d-valide, ceci signifie qu’il existe une
valeur d ∈ D telle que chaque relation R ∈ S contient
un d-vecteur, i.e. une application de chaque e´le´ment
du domaine vers la valeur d. Ainsi chaque instance de
DCSP(S) est safisfaisable par un d-vecteur. 2
Avant d’e´tudier le cas ou` S n’est pas d-valide, nous
observons la proposition suivante.
Lemme 4.5 Soit S un ensemble de relations tel que F
soit l’ensemble des polymorphismes de S et le clone [F ]
ne contient aucune fonction constante. Soit f ∈ [F ]
une fonction avec la plus petite cardinalite´ de ran f .
Alors End f(S) contient seulement des permutations.
Preuve : Supposons qu’il existe une fonction g ∈
End f(S) qui ne soit pas une permutation. Ne´cessaire-
ment, g n’est pas injective, i.e. l’inclusion ran g ( ran f
est ve´rifie´e. Ceci est une contradiction avec le fait que
la cardinalite´ de ran f est la plus petite parmi toutes
les fonctions dans [F ]. 2
Nous sommes maintenant en mesure de nous occu-
per du cas ou` S n’est pas d-valide.
Proposition 4.6 Soit S un ensemble de relations. Si
S n’est pas d-valide alors DCSP(S) est NP-complet.
Preuve : Ici nous adaptons la preuve de la proposi-
tion 5.6 de l’article de Jeavons [6]. Soit S un ensemble
de relations qui n’est pas d-valide, et F l’ensemble
des polymorphismes de S. Soit f ∈ [F ] une fonction
dont la cardinalite´ de ran f est la plus petite parmi les
fonctions dans F . Par le lemme 4.5, nous savons que
l’ensemble End f(S) contient uniquement des permu-
tations.
Puisque S n’est pas d-valide, nous savons par la pro-
position 4.2 que 〈S〉 n’est pas d-valide. Ainsi il est clair
que [F ] ne contient pas de fonction constante par la
proposition 4.3. Nous savons e´galement que la cardi-
nalite´ de ran f satisfait la condition |ran f | ≥ 2. Nous
traitons les deux cas suivants se´pare´ment :
Si |ran f | = 2, alors nous posons sans perte de
ge´ne´ralite´ que ran f = {0, 1}. L’ensemble End f(S)
contient seulement des permutations sur {0, 1}. Soit
RNAE la relation {0, 1}3 r {000, 111}. Il est clair que
cette relation RNAE est close par n’importe quelle
permutation sur {0, 1}. Ainsi nous avons End f(S) ⊆
EndRNAE . La relation RNAE correspond au proble`me
not-all-equal-3sat, connu pour eˆtre NP-complet.
Nous en concluons que DCSP(f(S)) est NP-complet.
Soit maintenant |ran f | ≥ 3. L’ensemble de re-
lations Inv End(f(S)) est clos par les permutations
sur ran f . En particulier, il contient l’ensemble des
relations Q ⊆ D2 ou` Q = {a1, a2, . . . , ak}2 r
{(a1, a1), (a2, a2), . . . , (ak, ak)}, tel que les e´le´ments
a1, . . . , ak pre´sents dans la relation satisfassent
|{a1, a2, . . . , ak}| = |ran f |. Les relations dans Q sont
les valuations valides pour toutes instances du pro-
ble`me de |ran f |-coloriage. Ce proble`me est connu
pour eˆtre NP-complet puisque |ran f | ≥ 3. Nous
en concluons que DCSP(f(S)) est e´galement NP-
complet dans ce cas pre´sent.
Nous avons vu dans la proposition 4.1 que le
proble`me DCSP(f(S)) est logspace e´quivalent a`
DCSP(S). Nous en de´duisons que DCSP(S) est NP-
complet. 2
De ces deux dernie`res propositions nous de´rivons le
principal the´ore`me de cet article.
The´ore`me 4.7 Le proble`me DCSP(S) est polyno-
mial si S est d-valide. Autrement, il est NP-complet.
Preuve : Imme´diat par les propositions 4.4 et 4.6. 2
Nous avons pre´sente´ un crite`re tre`s simple de dichoto-
mie concernant la complexite´ du proble`me DCSP(S)
sur un domaine D fixe´ de taille finie. Pour de´cider de
la complexite´ de DCSP(S), il suffit de ve´rifier si l’en-
semble S est d-valide ou non.
Nous pouvons e´galement conside´rer les CSP dis-
jonctifs en partant d’un ensemble de fonctions F .
E´tant donne´ un ensemble de fonctions unaires, nous
conside´rons le proble`me DCSP(InvF ). Ainsi, par le
proposition 4.3 et le pre´ce´dent the´ore`me 4.7, nous
concluons que DCSP(InvF ) est dans P si F contient
une fonction constante, et est NP-complet sinon. Une
question inte´ressante d’un point de vue complexite´
est de se demander si, e´tant donne´ un ensemble de
fonctions unaires F , le clone [F ] contient une fonction
constante. Ce me´ta-proble`me est traite´ dans la section
suivante.
5 Complexite´ des clones
Pour de´terminer si une composition de fonctions ve-
nant d’un ensemble F produit une fonction constante,
on doit calculer au moins une partie du clone [F ]. Salo-
maa [10] appelle class membership problem le proble`me
de de´cider, e´tant donne´ un ensemble de fonctions F et
une classe de fonction C, si le clone [F ] contient une
fonction appartenant a` C. Salomaa a prouve´ ce pro-
ble`me NP-difficile. Il est meˆme NP-complet si C est la
classe des fonctions constantes. Cependant, il est inte´-
ressant de noter que nous travaillons sur les CSP ou` la
taille du domaine est fixe´e. Nous verrons que ceci nous
permet de prouver que le class membership problem
est fixed-parameter tractable (FPT).
Nous avons besoin tout d’abord d’un re´sultat de Sa-
lomaa [10] nous permettant de majorer la profondeur
d’une combinaison de fonctions pour obtenir une fonc-
tion constante. Cette limite sera utile pour la preuve
de l’appartenance a` la classe NP par la suite.
Proposition 5.1 ([10]) Soit F un ensemble de fonc-
tions sans fonction constante. Soit D un domaine de
taille n. Chaque fonction constante fc sur D ve´rifie la
condition suivante
Depth(fc) ≤ n3/2− 3n2/2 + 2n
Suivant Salomaa [10], il n’est pas ne´cessaire d’aller
au dela` de cette borne polynomiale pour trouver une
fonction constante dans [F ]. La proposition suivante
pre´sente le re´sultat de Salomaa sur la NP-difficulte´ de
class membership problem.
Proposition 5.2 ([10]) Class membership problem
est NP-difficile.
De la proposition 5.2 nous de´duisons le re´sultat sui-
vant.
Proposition 5.3 Class membership problem est NP-
complet si C est la classe des fonctions constantes.
Preuve : Nous savons par la proposition 5.2 que ce pro-
ble`me est NP-difficile. Nous avons simplement besoin
de de´montrer qu’il appartient a` NP. Par la proposition
5.1, nous savons que la profondeur de chaque fonction
constante est limite´e par n3/2 − 3n2/2 + 2n, avec n
la taille du domaine. Un certificat fc ne peut pas eˆtre
plus long que cette limite. Nous avons a` ve´rifier deux
conditions. Premie`rement, que chaque fonction com-
posant la se´quence fc est dans F , et deuxie`mement,
que fc est une fonction constante. La premie`re e´tape
est en O(n3. |F |) puisque la profondeur de fc est en
O(n3), et la seconde demandant de calculer fc est en
O(n4) puisque nous avons a` calculer n valeurs n3 fois.
Notez que |F | est le nombre k de fonctions dans F fois
la taille d’une fonction, qui est n. Ainsi, le certificat fc
a une taille de´pendant de n, et il peut eˆtre de´cide´ en
O(k.n4) si fc est une fonction constante. Alors Class
membership problem est dans NP si C est la classe
des fonctions constantes, et ainsi ce proble`me est NP-
complet. 2
Nous nous concentrons maintenant sur la complexite´
du proble`me de de´cider si une fonction constante peut
eˆtre obtenue a` partir de fonctions dans F , i.e. le class
membership problem ou` C est la classe des fonctions
constantes. Si nous posons D comme ayant une taille
fixe´e, nous pouvons conside´rer la version suivante du
parametric class membership problem :
Proble`me : parametric class membership pro-
blem
Entre´e : Un ensemble F de fonctions.
Parame`tre : La taille n du domaine.
Question : Le clone [F ] contient-il une fonction
constante ?
Nous montrerons que la complexite´ de ce proble`me
est fixed-parameter tractable. Nous commenc¸ons par
introduire cette classe de complexite´.
De´finition 5.4 ([4]) Un proble`me parame´trique P
est fixed-parameter tractable, ou FPT, s’il existe un
algorithme prenant en entre´e (I, k), ou` I est la prin-
cipale partie de l’entre´e et k le parame`tre, et de´cidant
l’appartenance (I, k) ∈ P en temps f(k). |I|c, avec f
une fonction arbitraire et c une constante.
The´ore`me 5.5 Le parametric class membership pro-
blem pour un ensemble de fonctions unaires F est
fixed-parameter tractable et peut eˆtre de´cide´ en temps
O(nn. |F |), ou` n est la taille du domaine ainsi que le
parame`tre.
Preuve : Il suffit de montrer un algorithme de´cidant
de ce proble`me, prenant comme parame`tre la taille n
du domaine et terminant en O(f(n). |F |c) pour une
Algorithm 1 Parametric Class Membership Problem
1: Q← {fi | fi ∈ F}
2: S ← ∅
3: while Q 6= ∅ do
4: f ← dequeue(Q)
5: S ← S ∪ {f}
6: for all fi ∈ F do
7: g = fi ◦ f
8: if g is a constant function then
9: return “YES”
10: end if
11: if g /∈ S then
12: Q← Q @ {g}
13: end if
14: end for
15: end while
16: return “NO”
certaine constante c. Ainsi la preuve est relative a` la
complexite´ de l’algorithme 1.
Tout d’abord, montrons que l’algorithme 1 est cor-
rect et termine. On remarque que Q est l’ensemble
des fonctions que nous devons traiter (repre´sente´ par
une file), et S l’ensemble des fonctions de´ja` produites.
Au de´but, Q est initialise´ a` F . Pour chaque e´le´ment
de Q, l’algorithme les compose avec chaque fonction
de F , et empile ces combinaisons dans Q si elles sont
nouvelles (c’est-a`-dire absente de S). La proprie´te´ sui-
vante est un invariant de boucle : Q ne contient jamais
deux fois la meˆme fonction. Chaque fonction possible
ge´ne´re´e par un combinaison sera explore´e par l’algo-
rithme, et teste´e pour savoir s’il s’agit d’une fonction
constante, de´montrant la correction de l’algorithme.
Puisque le nombre de fonctions unaires sur un do-
maine fini de taille n ne peut pas eˆtre plus grand que
nn, la taille de Q ne de´passe pas cette limite. Par la
ligne 11 nous savons que la file Q ne peut pas contenir
deux fois la meˆme fonction et la ligne 4 nous montre
qu’un e´le´ment est retire´ de Q a` chaque tour de la
boucle while. Ainsi l’algorithme 1 termine.
Analysons la complexite´ de l’algorithme 1. Nous sa-
vons que |Q| ≤ nn, ainsi nous avons la limite du
nombre de tours de la boucle while. La ligne 6 ne de´-
pend que de la taille de F et la complexite´ des lignes 7
a` 13 ne de´pendent que du choix des structures de don-
ne´es. Si nous choisissons d’utiliser une table de hachage
pour repre´senter S, et que la longueur des listes de col-
lisions est proportionnelle a` n, alors ces lignes sont exe´-
cute´es en O(n). Il est clair que l’algorithme 1 tourne
en O(nn. |F |) et nous permet de conclure que le para-
metric class membership problem est fixed-parameter
tractable, ou` n est le parame`tre. 2
6 Complexite´ des clones sur les domaines
ternaires
Dnas la section pre´ce´dente, nous avons montrer que
le me´ta-proble`me est FPT, e´tant donne´ la taille du do-
maine comme parame`tre. Nous nous interessons main-
tenant a` la complexite´ du me´ta-proble`me ou` la taille
du domaine n’est plus un parame`tre, mais est connue
et fixe´e. Nous de´gageons ainsi une nouvelle technique
prometteuse pour de´terminer la complexite´ du me´ta-
proble`me ou` la taille du domaine est fixe´e.
Ainsi, le me´ta-proble`me pour DCSP sur les do-
maines ternaires peut eˆtre traite´ autrement que le
me´ta-proble`me ge´ne´ral. En fait, nous n’avons pas a`
calculer [F ], meˆme en partie, pour savoir s’il existe une
combinaison de fonctions dans F formant une fonction
constante. Pour savoir si c’est possible de produire une
telle fonction, il suffit de ve´rifier si les fonctions de F
remplissent certaines conditions. Notons tout d’abord
le fait suivant.
Remarque 6.1 Les kernels des fonctions sur un do-
maine ternaire sont limite´s a` une seule classe d’e´quiva-
lence. Ceci peut eˆtre facilement ve´rifie´ par le principe
de Dirichlet. De plus, la taille de ces kernels ne peut
qu’eˆtre e´gal a` 0, 2 ou 3.
Avant tout, nous avons besoin de ce lemme fonda-
mental, vrai pour tous domaines finis.
Lemme 6.2 Soit F un ensemble de fonctions sans
fonction constante. Le clone [F ] contient une fonction
constante fc si et seulement s’il existe deux fonctions
fa, fb ∈ [F ] telles que fc = fa ◦ fb et ran fb ⊆ ker fa.
Preuve :
⇐ Trivial.
⇒ Soit fc ∈ [F ] une fonction constante. Alors fc
doit eˆtre une composition de deux fonctions fa et fb
puisque F ne contient pas de fonction constante. Sans
perte de ge´ne´ralite´, posons fa et fb comme e´tant deux
fonctions non constantes telles que fc = fa ◦ fb.
Supposons que pour chaque classe d’e´quivalence
[d]fa ∈ ker fa, nous avons ran fb * [d]fa . Soit x, y ∈
ran fb tel que, pour chaque [d]fa on a {x, y} * [d]fa .
Alors fa(x) 6= fa(y), mais puisque x, y ∈ ran fb, il doit
exister x′, y′ ∈ D tels que fb(x′) = x et fb(y′) = y.
Ainsi, (fa ◦ fb)(x′) 6= (fa ◦ fb)(y′), i.e. fc(x′) 6= fc(y′).
Ceci est une contradiction avec le fait que fc soit une
fonction constante. 2
De ce lemme nous de´duisons le corollaire suivant.
Corollaire 6.3 S’il existe deux fonctions fa et fb
telles que ran fb = ker fa, alors la composition fa ◦ fb
est une fonction constante.
En plus du lemme 6.2, nous montrons quelques re´-
sultats utiles sur les images et les kernels des fonctions.
Lemme 6.4 Soient f, g ∈ F .
(i) ran(f ◦ g) ⊆ ran f et ker g ⊆ ker(f ◦ g) ;
(ii) si ran g * ker f et |ker f | = 2 alors ran(f ◦ g) =
ran f ;
(iii) si ran g * ker f et |ker g| = 2 alors ker g = ker(f◦
g).
Preuve : Chaque fonction unaire f est monotone, i.e.,
si A ⊆ B alors on a f(A) ⊆ f(B) pour tous sous-
ensembles A,B de D. Puisque ran g ⊆ D et f est
monotone, nous avons f(ran g) ⊆ f(D). De plus,
f(ran g) est ran(f ◦ g) et f(D) est ran f . Ainsi on a
ran(f ◦ g) ⊆ ran f .
Soit x, y ∈ ker g. On a g(x) = g(y), donc (f ◦g)(x) =
(f ◦ g)(y), i.e. x, y ∈ ker(f ◦ g).
Soit ran g * ker f et |ker f | = 2. Nous devons mon-
trer que ran f ⊆ ran(f ◦ g). Soit y ∈ ran f . Suppo-
sons que pour tout x ∈ ran g, on ait f(x) 6= y. Soit
z ∈ ran f , avec z 6= y. Donc pour tout x ∈ ran g,
on a f(x) = z puisque |ker f | = 2, ce qui implique
ran g ⊆ ker f : contradiction avec notre supposition.
Soit ran g * ker f . Nous devons montrer que ker(f ◦
g) ⊆ ker g. Supposons qu’il existe x, y ∈ ker(f ◦ g)
tels que g(x) 6= g(y). Puisque |ker g| = 2, on a
{g(x), g(y)} = ran g. Cependant on a (f ◦ g)(x) =
(f ◦g)(y), donc ran g ⊆ ker f , ce qui est une contradic-
tion. Ainsi, pour tout x, y ∈ ker(f◦g), on a x, y ∈ ker g.
2
Une fois encore, nous de´duisons le re´sultat suivant
du lemme 6.4.
Corollaire 6.5 Soit {f, g} = F tel que ran g * ker f ,
ran f * ker g et |ker f | = |ker g| = 2. Si ran f = ran g
alors pour chaque fonction h ∈ [F ] nous avons ranh =
ran f . Si ker f = ker g alors pour chaque fonction h ∈
[F ], on a kerh = ker f .
Preuve : Imme´diat par le lemme 6.4. 2
Enfin, nous avons besoin des notions de permuta-
tion circulaire et swap sur un domaine ternaire pour
pre´senter le principal re´sultat de cette section.
De´finition 6.6 Une permutation circulaire c sur
D = {0, 1, 2} est une permutation satisfaisant la condi-
tion c(x) = (x + k) mod |D| avec k ∈ D, pour tout
x ∈ D.
Une permutation swap s sur D = {0, 1, 2} est
une permutation satisfaisant les conditions s(x) = y,
s(y) = x et s(z) = z, pour x, y, z ∈ D distincts. L’en-
semble {x, y} est appele´ swap s.
Nous pouvons maintenant introduire notre principal
re´sultat, divise´ en deux parties.
Proposition 6.7 Soit F un ensemble de fonctions. Si
F satisfait l’une des conditions suivantes alors il existe
une fonction constante dans [F ].
(i) il existe une fonction constante f ∈ F .
(ii) il existe f, g ∈ F (pas ne´cessairement distinctes)
telles que ran f = ker g.
(iii) il existe f, c ∈ F telles que |ker f | = 2 et c soit
une permutation circulaire.
(iv) il existe f, s ∈ F telles que |ker f | = 2 et s
soit une permutation swap ou` swap s 6= ran f et
swap s 6= ker f .
(v) il existe f, s1, s2 ∈ F telles que |ker f | = 2 et
s1, s2 sont des permutations swap satisfaisant
swap s1 6= swap s2.
Preuve : Le cas (i) est trivial. Le cas (ii) est direct par
la corollaire 6.3. Notons ici que l’existence de f et g
satisfaisant ran f ⊆ ker g implique soit ran f = ker g
soit |ker g| = 3, i.e g est une constante. Le cas (iii) est
imme´diat par (ii) si ran f = ker f . Sinon, soit ran f =
{x, y} et ker f = {y, z} avec x, y, z ∈ D tous diffe´rents.
Notons que ker(c2 ◦f) = ker(c◦f) = ker f . Il y a deux
cas possibles :
– ran(c ◦ f) = {y, z}, donc par (ii) c ◦ f est une
fonction constante.
– ran(c ◦ f) = {x, z}. Il est facile de voir que
ran(c2◦f) = {y, z}. Par (ii), c2◦f est une fonction
constante.
Le cas (iv) est lui aussi imme´diat par (ii) si ran f =
ker f . Sinon, on a s(ran f) = ker f . Ainsi pour tout
x ∈ D on a (s ◦ f)(x) = ker f , i.e. ran(s ◦ f) = ker f ,
et nous concluons par (ii) que t (f ◦ s ◦ f) est une
fonction constante. Le cas (v) est imme´diat par (ii) si
ran f = ker f . Sinon, puisque l’on a swap s1 6= swap s2,
la composition s1 ◦ s2 produit ne´cessairement une per-
mutation circulaire. Nous pouvons alors conclure par
(iii). 2
Nous allons voir maintenant que les conditions de
la proposition 6.7 sont ne´cessaires pour obtenir une
fonction constante dans [F ].
Proposition 6.8 Soit F un ensemble de fonctions sa-
tisfaisant aucune des conditions de la proposition 6.7.
Alors il n’existe pas de fonction constante dans [F ].
Preuve : Si F ne ve´rifie aucune condition de la proposi-
tion 6.7, alors nous sommes dans l’un des cas suivants :
1. F ne contient que des permutations,
2. pour chaque f ∈ F nous avons |ker fi| = 2 et
pour tout fi, fj ∈ F (e´ventuellement fi = fj), on
a ran fi 6= ker fj et ran fj 6= ker fi.
3. F satisfait la condition 2 et contient e´galement des
permutations swap avec le meˆme ensemble swap,
tel que pour toute fi ∈ F avec |ker fi| = 2, pour
toute permutation swap sk ∈ F , on a swap sk =
ker fi ou swap sk = ran fi. Notons que les deux
en meˆme temps est impossible puisque nous avons
ker fi 6= ran fi.
Le cas (1) est trivial. Si F ne contient que des permu-
tations, alors [F ] ne contient seulement que des per-
mutations e´galement. Par le principe de Dirichlet, le
cas (2) implique ker fi = ker fj , ou ran fi = ran fj , ou
les deux, pour tout fi, fj ∈ F . Par le corollaire 6.5,
nous savons que ran fi = ran fj pour tout fi, fj ∈ F
implique que chaque f ∈ [F ] ve´rifie ran f = ran fi.
Puisque |ker fi| = 2 implique |ker f | = 2, alors f ne
peut pas eˆtre une fonction constante. Nous pouvons
appliquer le meˆme argument pour le cas ou` ker fi =
ker fj pour tout fi, fj ∈ F .
Comme dans le cas (2), pour tout fi, fj ∈ F nous
avons ker fi = ker fj , ou ran fi = ran fj , ou les deux.
Nous distinguons quatre cas.
Soit ran fi = ran fj , pour tout fi, fj ∈ F , et
swap sk = ran fi. Il est clair que ran(sk ◦ fi) =
ran(fi ◦ sk) = ran fi. Puisque |ker fi| = 2, on a
|ker(sk ◦ fi)| = |ker(fi ◦ sk)| = 2, donc sk ◦fi et fi ◦ sk
ne peuvent pas eˆtre des fonctions constantes.
Maintenant soit swap sk = ker fi, pour un fi ∈ F .
Nous devons avoir ker fi = ker fj pour tout fi, fj ∈ F
parce qu’autrement il existe fk ∈ F tel que swap sk =
ran fk, et ainsi ker fk = ran fi ce qui constitue une
contradiction. Alors on a ker(sk ◦ fi) = ker(fi ◦ sk) =
ker fi. Puisque |ker fi| = 2, nous concluons qu’il
n’existe aucune composition produisant une fonction
constante.
Par les meˆme arguments, nous voyons que nous ne
pouvons avoir de fonction constante si ker fi = ker fj
pour tout fi, fj ∈ F , que l’on ait swap sk = ran fi ou
swap sk = ker fi. 2
Par les pre´ce´dentes propositions, nous en de´duisons
le the´ore`me suivant.
The´ore`me 6.9 E´tant donne´ un ensemble de fonc-
tions F sur un domaine ternaire, le proble`me de savoir
si le clone [F ] contient une fonction constante peut eˆtre
de´cide´ en temps polynomial.
Preuve : Par les propositions 6.7 et 6.8, nous savons
que [F ] contient un fonction constante si et seulement
si F satisfait au moins l’une des conditions de la pro-
position 6.7. Le test de satisfaisabilite´ de chaque condi-
tion peut se faire en temps polynomial.
Pour le cas (i), nous avons a` tester pour tout f ∈ F
si f est une fonction constante. Cette condition est
ve´rifie´e en temps O(|F |). Pour le cas (ii), nous cher-
chons f, g ∈ F dont nous calculons ker f et ran g, telles
que ran g ⊆ ker f . Cette ve´rification se fait en O(|F |2).
Concernant le cas (iii), nous cherchons f ∈ F tel que
|ker f | = 2 et une permutation circulaire c ∈ F . Cela a
fait en O(|F |). Pour le cas, (iv), on doit ve´rifier pour
tout f, s ∈ F si |ker f | = 2, si s est une permutation
swap, et si swap s 6= ker f et swap s 6= ran f . Ceci peut
eˆtre fait en O(|F |2). Enfin, concernant le cas (v), nous
cherchons f ∈ F telle que |ker f | = 2 et s1, s2 ∈ F
telles que s1 et s2 sont des permutations swap, telles
que swap s1 6= swap s2. Ceci est ve´rifie´ en O(|F |2). 2
Nous avons de´gage´ un algorithme en temps poly-
nomial concernant le me´ta-proble`me sur un domaine
ternaire. Bien que sa complexite´ en O(|F |2) soit en
pratique moins efficace que l’algorithme du me´ta-
proble`me ge´ne´ral en o(nn. |F |), avec comme constante
n = 3, cet algorithme utilise une me´thode permettant
d’e´viter de calculer, meˆme partiellement, le clone [F ].
Ainsi, cette me´thode contitue une approche se´rieuse
pour obtenir des algorithmes en temps polynomial plus
efficace que l’algorithme du me´ta-proble`me ge´ne´ral.
7 Conclusion
Nous avons analyse´ la complexite´ algorithmique des
proble`mes de satisfaction de contraintes disjonctifs.
Nous avons obtenu un caracte´risation comple`te a` tra-
vers un the´ore`me dichotomique, distinguant les ins-
tances dites faciles des difficiles. Puisque l’ensemble
des endomorphismes EndS est e´gal au clone [F ] ge´-
ne´re´ par un ensemble F de fonctions unaires, il e´tait
e´galement inte´ressant d’e´tudier la complexite´ du me´ta-
proble`me, a` savoir e´tant donne´ un ensemble de fonc-
tions unaires F , si le clone [F ] contient une fonction
constante. Nous avons montre´ que le me´ta-proble`me
est NP-complet si le domaine fait parti de l’entre´e,
mais qu’il est fixed-parameter tractable, avec un algo-
rithme s’exe´cutant en temps O(nn |F |), si l’on consi-
de`re le domaine comme e´tant un parame`tre. En par-
ticulier, nous avons une analyse plus fine de la com-
plexite´ du me´ta-proble`me dans les domaines ternaires,
nous permettant de re´pondre a` la question de de´ci-
der si un clone [F ] contient une fonction constante en
temps polynomial, et ce sans avoir besoin de calculer,
meˆme partiellement, le clone [F ], alors que le me´ta-
proble`me ge´ne´ral est fixed-parameter tractable.
Nous pouvons e´tendre ces travaux vers plusieurs
questions ouvertes. Il serait effectivement inte´ressant
de savoir si le the´ore`me dichotomique reste vrai si
un ensemble de relations ne contient pas la relation
d’e´galite´, et s’il reste vrai sur les domaines ω cate´go-
rique (grossie`rement, sur les domaines infinis de´nom-
brables), ou sur tous domaines infinis. De plus, trou-
ver un algorithme polynomial pour re´pondre au me´ta-
proble`me concernant des domaines de cardinalite´s su-
pe´rieures est e´galement un proble`me ouvert important.
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