The cosmic ray spectrum at ultra high energies (E > 1 EeV) has two features: the ankle near 3 EeV and the so-called second break point, at 60 EeV. If cosmic rays were pure protons at the highest energies, the second break point is explained by the well known Greissen-Zatsepin-Kuz'min process: energy loss of the protons on cosmic microwave background (CMB) due to the photo-pion production. In the case of a mixed chemical composition, the prediction for the position of the second break point is complicated by the spallation of the heavier nuclei on the cosmic microwave background. In the second case, the energy of the second break point could be lower than that of pure protons. Both Telescope Array and Pierre Auger experiments have measured the spectrum at the highest energies, and the results are in good agreement from 0.1 to 25 EeV when the two measurements are adjusted to use a common energy scale. Above 25 EeV, however, there is a significant discrepancy between the two results: the second break point in Pierre Auger spectrum occurs at a significantly lower energy than that of the Telescope Array. This effect cannot be explained by adjusting the energy scales of the two experiments. In this work, we use data of the Telescope Array surface detector to show evidence of the dependence of the second break point energy on the declination. When we restrict the TA declination to a range from -15 to 24.8 o , we see that the second break point occurs at a lower energy of 40 EeV, in better agreement with the Pierre Auger result. The difference between the TA low and high declination break points is a 3.9σ effect. Also, we perform checks of the systematic uncertainties and demonstrate that this is not an instrumental effect.
Introduction
Ultra-high energy cosmic ray energy spectrum has been measured accurately by three recent experiments: High Resolution Fly's Eye (HiRes) [1] , Pierre Auger Observatory (Auger) [2] , and the Telescope Array (TA) [3] . Although these experiments have vastly different exposures and use generally different detection techniques, all three agree that the cosmic ray spectrum at ultrahigh energies has an ankle feature near 3 EeV and the second break point at 60 EeV. In the case of HiRes and TA, the ankle feature is explained by the electron-positron pair production on the cosmic microwave background (CMB) [4] and the second break point is explained by the photo-pion production on the CMB, also known as the GZK process [5, 6] . This interpretation is consistent with the results of the mass composition measurements by HiRes [7] and TA [8] , which report a light mass composition at the ultra-high energies. In the case of Auger, on the other hand, the effects of the propagation are complicated by the mixed composition result that is reported by the Auger experiment [9] and by the fact that the second break point in the Auger spectrum occurs at a lower energy of about 40 EeV [2] .
If the declination range of the TA SD spectrum measurement is restricted to the range of the sensitivity of the Auger SD analysis, from -15 to 24.8 o , the second break point of the TA SD spectrum moves from 60 EeV to 40 EeV, and the TA spectrum is in a better agreement with the Auger spectrum. The goal of this work is to present the result and to study the related systematic uncertainties.
TA Surface Detector Data
The Telescope Array (TA) is a cosmic ray detector in the Northern hemisphere initially designed to measure ultra high energy cosmic rays above 1 EeV. The sensitivity of TA has been recently extended to 4 PeV with the TA low energy extension (TALE). Figure 1 shows the configuration of the entire TA detector using a Cartesian coordinate system that is centered at the TA Central Laser Facility (CLF). The main TA detector consists of the three fluorescence detector (FD) stations: Black Rock Mesa, Long Ridge [10] , and Middle Drum [11] , that are overlooking a surface detector array of 507 counters [12] . Each TA SD counter consists of 2 layers of 3m 2 × 1.2cm plastic scintillator and uses a 50 MHz 12 bit FADC readout. The counters are deployed on a 1200m square grid so that the TA SD effectively covers a 680m 2 area on the ground. In this work, we use the data collected by the TA SD in a period from May 11, 2008 to May 11, 2015. The TA SD counters are powered by the solar cells and are calibrated using the atmospheric muons every 10 minutes. The purpose of the calibration is to determine the size of the signal that corresponds to the energy deposition of a minimum ionizing particle (MIP) and the vertical equivalent muon (VEM). The TA SD uses radio readout system and triggers on events when 3 adjacent detectors report pulse heights exceeding 3 MIPs within an 8mus window. When the event trigger occurs, all counters that fired with pulse heights exceeding 0.3 MIP in a ± 32µs time interval send their waveforms to the data acquisition communication tower. TA SD event reconstruction consists of two parts: a time fit to determine the geometry of the shower track, and a fit to the lateral distribution of the counter pulse heights to determine the quantity called S800, which is the energy deposition per unit area at an 800m distance from the shower axis [13] . The energy of the primary particle is inferred from the energy estimation table, which maps S800, sec(θ ) to the energy of the cosmic ray (θ is the shower zenith angle). The energy estimation table is made from a detailed Monte Carlo (MC) that uses CORSIKA [14] with QGSJETII.3 [15] . In order to produce large Monte Carlo sets, a thinning [16] approximation is used in the CORSIKA simulations of the showers above 0.1 EeV. We then restore the lost shower information on the ground by a dethinning technique [17] . Finally, we calibrate the energies obtained from the MC energy estimation table to the FD energy scale because the FD provides a calorimetric energy determination that is more accurate. The calibration of the SD energy scale is done by comparing the events that have been seen by the SD and FD in common. In order to match the energies of the FD, the SD energies obtained from the MC energy estimation table need to be scaled down by a constant factor of 1.27 [3] , which is independent of energy, as shown in section 4. Above 10 EeV, the TA SD has a 1.5 o angular resolution and an energy resolution better than 20% [13] . Figure 2 shows the results of the TA and Auger full sky energy spectra superimposed on top of each other, where the Auger energy has been scaled up by 1.16 to match the energy scale of the TA. The two results agree very well below 25 EeV. After 25 EeV, there is a very large discrepancy between the Auger and TA results. We see a better agreement of the TA energy spectrum with the Auger spectrum when the declination is restricted to a range from -15 to 24. Figure 3 : Comparison of Auger and TA SD energy spectra in different declination bands. Position of the second break point is different for events below and above the declination of 24.8 o . We see a better agreement with the Auger when the TA and Auger [18] spectra are restricted to the declinations from -15 to 24.8 o . Auger energies have been scaled up by 1.16 as before.
Results
shown in Figure 3 .
Check of Systematic Uncertainties
We first check whether the surface detector energy reconstruction has a bias that depends on the event energy or zenith angle. We check this by using events seen in common by the SD and FD and comparing the ratio of the SD energy to that of the FD for different slices in energy and zenith angle. As Figure 4 shows, no significant SD energy reconstruction biases are seen.
Above 10 EeV, the TA SD acceptance is independent of the event energy and the arrival direction (the aperture of the SD depends on the zenith angle only geometrically, as sin(θ )cos(θ )) [13] . 6 18.8 19 19.2 19.4 19.6 19.8 To verify this further, we perform the following test. We first note that cutting on the event declination below and above 24.8 o is equivalent to cutting on points inside and outside, respectively, of the θ , φ constant declination contour shown in the left panel of Figure 4 . θ is the zenith and φ is the azimuthal angles of the event arrival direction in the local sky. If we move this contour to the right in φ by +90 o , however (right panel of Figure 4 ), and consider two data sets which consist of events inside and outside of the contour, then the declination distributions of the two sets of data are roughly similar. If the spectrum difference is due to the declination only and not because of the acceptance or reconstruction biases in θ , φ , then the two spectra should be in a good agreement, as Figure 6 shows.
Summary
We have seen an evidence of the declination dependence of the second break point in the TA SD spectrum and we have demonstrated that this is not an instrumental effect. In the first 7 years of the TA SD data, the declination dependence of the second break point was a 3.9σ effect. A preliminary analysis of the last 2 years of the TA SD data, from May 12, 2015 to May 11, 2017, showed a reduced statistical significance of the effect. The TA X 4 extension detector, which is currently being constructed, [19] , is expected to provide additional data needed to measure the energy spectrum declination dependence more accurately.
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