Abstract. Markov Chain Monte Carlo (MCMC) methods have become very popular in financial econometrics during the last years. MCMC methods are applicable where classical methods fail. In this paper, we give an introduction to MCMC and present recent empirical evidence. Finally, we apply MCMC methods to portfolio choice to account for parameter uncertainty and to incorporate different degrees of belief in an asset pricing model.
Introduction
Asset pricing theory uses arbitrage and equilibrium arguments to derive the functional relationship between asset prices and the fundamentals of the economy: state variables, structural parameters, and market prices of risk. Asset pricing models enable researchers to derive solutions for objects of interest, such as prices or portfolio weights. The suggested models are also appealing from an empirical perspective: through a judicious choice of drift, diffusion, jump intensity and jump distribution, they accommodate a wide range of dynamics for state variables and prices. The empirical analysis of asset pricing models deals with the inverse problem, i.e., to extract information about latent state variables, structural parameters, and market prices of risk from observed prices. The Bayesian solution to this inference problem is the distribution of the parameters and state variables, denoted by , conditional on observed prices, D. This posterior distribution, P(jD), combines the information in the model and the observed prices and is the key to inference on parameters and state variables. Bayesian approaches have become popular in finance during the last years. The main building block is a fundamental theorem of probability, Bayes' theorem. Bayes' theorem shows how to incorporate prior information into decision making and statistical analysis. Formally,
where and D are two random variables, P Á ð Þ denotes a probability distribution, and P Á j Á ð Þ a conditional probability distribution. In Bayesian statistics, denotes the vector of parameters and D the observed data. P() is commonly called the prior and represents the researcher's beliefs. These prior beliefs are combined with the likelihood, P(Dj), to obtain the posterior distribution, P(jD). In this paper, we give an overview about Bayesian methods in empirical finance. We give an introduction to so-called Markov Chain Monte Carlo (MCMC) methods and present recent empirical evidence. Finally, we show the application of MCMC methods in portfolio choice. For an introduction to Bayesian statistics, we refer to ZELLNER (1971) and BERNAR and BERNARDO and SMITH (2000) . MCMC methods are covered in CARLIN and LOUIS (2000) and JOHANNES and POLSON (2003) .
Markov Chain Monte Carlo
Characterizing P(jD) in asset pricing models is difficult for a variety of reasons. First, prices are observed discretely while most models are formulated in continuous time. Second, state variables are often latent from a researcher's perspective. Third, P(jD) is typically of very high dimension. Fourth, models generate transition probabilities for price and state variables that are non-normal, complicating standard estimation methods such as maximum likelihood or generalized methods of moments. Fifth, in term structure and option pricing models, parameters enter nonlinearly as the implicit solution to differential equations. Markov Chain Monte Carlo (MCMC) methods can tackle all of these issues. MCMC methods are particularly well-suited for finance applications, in particular for continuous time models, for several reasons. First, continuoustime asset pricing models specify that prices and state variables solve stochastic differential equations, which are built from Brownian motions, Poisson processes, or other i.i.d. shocks. When discretized, these models take the form of time series models with normal, discrete mixture of normal, or scale mixture of normal error distributions. Therefore, standard tools of Bayesian inference are directly applicable. Second, MCMC is a unified estimation procedure which simultaneous estimates parameters and latent variables. MCMC directly computes the distributions of the latent variables and parameters given the observed data. This is a strong alternative to the usual approach of applying approximate filters or latent variable proxies. Third, MCMC allows researchers to quantify estimation and model risk. Finally, MCMC is based on conditional simulation without any optimization. Consider an inference problem with parameter vector and data D. To make inference, we need to know the posterior distribution P(jD). The key to Markov chain simulation is to create a Markov process whose stationary distribution is a specified P(jD), and to run the simulation sufficiently long so that the distribution of the current values of the process is close enough to the stationary transition distributions. It turns out that, for a given P(jD), many Markov Chains with the desired property can be constructed. Methods that use Markov chain simlulation to obtain the distribution P(jD) are called Markov Chain Monte Carlo (MCMC) methods. In the context of MCMC, the term ''parameter'' is used in a very general sense. A missing data point, a latent state, or an unobservable time-varying coefficient can be regarded as a parameter in the MCMC framework. Gibbs sampling (GEMAN and GEMAN (1984) ) is perhaps the most popular MCMC method. We introduce the idea of Gibbs sampling by using a simple problem with three parameters, denoted 1 , 2 , and 3 . The goal is to estimate the parameters of a certain model. For example, in a standard linear model, 1 might be the intercept and 2 and 3 the slope parameters. Suppose that the likelihood of the model is hard to obtain, but the three conditional distributions of the single parameters given the other parameters are available. That is, we assume that the conditional distributions P( 1 j 2, 3 ,D), P( 2 j 1 , 3 ,D), and P( 3 j 1 , 2 ,D) are known. The Gibbs sampler proceeds as follows. Let 2,0 and 3,0 denote two arbitrary starting values of 2 and 3 . The Gibbs sampler draws random values from the conditional distributions. First, the sampler draws 1,1~P ( 1 j 2,0 , 3,0 ,D), then 2,1~P ( 2 j 1,1 , 3,0 ,D), and finally 3,1~P ( 3 j 1,1 , 2,1 , D). This completes one Gibbs iteration. Then, using the new parameters as starting values, another Gibbs iteration is completed. Repeating this procedure n times, we obtain a sequence of random draws for the parameters 1; j ; 2; j ; È 3; j ; g n j¼1 : Under some regularity conditions, it can be shown that, for a sufficiently large sample, this sequence is approximately equivalent to a random draw from the joint distribution of the parameters P( 1 , 2 , 3 jD). The regularity conditions require essentially that for an arbitrary starting value the Gibbs iterations have a chance to visit the full parameter space. The sequence of random draws of the parameters can be used for inference. In practice, the first m random draws, usually called burn-in period, are discarded from the Gibbs sample to avoid biases form the choice of starting values. Estimates about the mean of a variable can be obtained by computing the sample average of a particular variable,
Estimates about other statistics of interest such as the standard error can be obtained analogously. Gibbs sampling decomposes a high-dimensional estimation problem into several lower dimensional ones. At the extreme, a high-dimensional problem with N parameters can be solved iteratively by using N univariate conditional distributions. In practice, convergence of a Gibbs sampler can be an important issue. Theory only suggest that the convergence occurs when the number of iterations is sufficiently high. CARLIN and LOUIS (2000) provide an overview about convergence diagnostics for Markov Chain Monte Carlo methods. A number of other algorithms which are more general or more efficient have been proposed over time. Well-known samplers include the MetropolisHastings algorithm and the Griddy Gibbs sampler. For a discussion of different samplers, we refer to ROBERT and CASELLA (2005) .
Empirical Applications of MCMC
MCMC methods are applicable in classical settings such as in regressions and stochastic volatility models. In such cases, the use of MCMC might be helpful for a number of reasons, for example, if estimation risk (parameter uncertainty) or prior information should be taken into account. The Markov Chain generated by MCMC algorithm can be used to analyze the sensitivity of financial models in the context of estimation risk. Moreover, Bayesian methods have exact finite sample properties in contrast to classical approaches. More advanced applications of MCMC methods are in area of models with latent variables, such as time-varying coefficient models, regime switching models, or jump diffusion models. Overall, many current applications are not comparable to classical statistical approaches because a counterpart does not exist. JOHANNES and POLSON (2003) show a number of applications of MCMC in financial econometrics. For example, they use MCMC methods to estimate volatility parameters jointly from the prices of options and the underlying, for a multivariate version of jump diffusion models, for time-varying equity premium models, and stochastic volatility models. For fixed income models, they extend the Vasicek model to a jump diffusion setting. Many researchers have focussed on stochastic volatility models. JACQUIER et al. (1994) (2004) estimate a regime switching stochastic volatility model to explain the behavior of short-term interest rates. In sample, they find support for this model compared to GARCH models, but out-ofsample results are mixed. SFIRIDIS and GELFAND (2002) propose a Bayesian financial event study. The advantage of this sampling based approach is that assumptions of classical approaches such as the normality of returns can be easily dropped in a MCMC setting. Similarly, BRAV (2000) proposes a Bayesian test for long-term event studies because standard tests deliver biased signals when applied to long-term event studies. These biases result from cross-correlation and non-normality of returns. He illustrates his method by examining the long-horizon returns of initial public offerings and finds that the FAMA and FRENCH (1993) three-factor model is inconsistent with the observed performance, whereas a characteristic-based model cannot be rejected.
An Application to Portfolio Theory
In this section, we apply MCMC to portfolio theory. First, we analyze the effect of parameter uncertainty on portfolio choice. Then, we impose informative priors and show how the portfolio selection problem changes. The example presented here is similar to the approach proposed by SCHERER (2004) . In a portfolio selection context, the performance of three different models for estimating expected stock returns, the historical mean, a shrinkage or Bayesian estimator and a CAPM-based estimator, is analyzed by JORIN (1991) . He finds that the CAPM shows the best out-of-sample performance, the historical sample mean the worst performance, and the Bayesian estimator is in between. Similarly, DUMAS and JAQUILLAT (1990) analyze the performance of currency portfolios chosen by a Bayesian technique which takes estimation and portfolio risk into account. Their results are somehow ambiguous. For some settings they show an insignificant overperformance, while for other settings the overperformance disappears. POLSON and TEW (2000) analyze the portfolio selection problem under informative priors for expected returns and covariance matrices and dynamic rebalancing for the S&P 500 in the time period from 1970 to 1996. They find that the optimal portfolio outperforms the benchmark. Similar, LEDOIT and WOLF (2003) focus on the estimation of a Bayesian covariance matrix. They find in the time period 1972 to 1995 a significant lower outof-sample variance than for a set of existing estimators. BLACK and LITTERMAN (1992) suggested an approach to integrate explicitly subjective views about the future performance of certain stocks and equilibrium assumptions into portfolio selection. Starting with expected returns based on the CAPM and so-called views on the relative performance of different shares, they show that the posterior mean of expected returns is a weighted average of views and equilibrium returns. The weights are determined by the perceived degree of dispersion of expected returns from equilibrium and the confidence in views. If the investor has no views on expected returns, the equilibrium distribution, holding the market portfolio, should hold. Recently, SCHERER and MARTIN (2005) (2000) review various Bayesian software packages. When applying mean-variance optimization in practice, it is necessary to form expected returns, expected volatilities, and expected correlations. An analysis of historical data is usually the starting point to form expectations. We assume that continuously compounded returns r are multivariate-normally distributed, i.e., r~MVN (2,@). To apply MCMC, priors on all parameter have to be imposed, i.e., the vector of mean returns 2 and the variance-covariancematrix @. As prior for the precision matrix, i.e., the inverse of the variance-covariance-matrix, a Wishart distribution is used, @ j1~W ishart (R,3), where R is the prior precision matrix and 3 the degrees of freedom of the distribution. Since we follow for the variance-covariance an uninformative approach, we set R to the identity matrix multiplied by 0.001 and 3 to 12, i.e., to the number of assets. This setting assures that no material prior information is incorporated. The usage of the Wishart distribution as prior for the variancecovariance is a common approach in Bayesian statistics. It ensures positive definiteness of the variance-covariance matrix and fast sampling. The vector of mean returns is updated univariately. Let " i denote the mean return for asset i. We assume a normal distribution, " i~N (" i,prior , A i,prior ) where " i,prior is the prior mean of " i , and A i,prior the confidence in this prior estimate. We impose different values on " i,prior and ' 2 i;prior . First, we follow an uninformative approach. We set " i,prior to 0 and ' i,prior to 100. Then, we assume that a portfolio selector has some beliefs about future expected returns, but he does not want to trust fully in historical returns or in a asset pricing model. We assume that the investors centers his beliefs around the CAPM estimate, " i,prior = r f + i,prior MRP. For computations, the risk free rate r f was set to 2% p.a., i is the OLS estimate, and expected market premium MRP was set to 5%. We impose two different values on ' 2 i; prior , 1 and 0.2 , representing a weak and a strong belief in the CAPM. In a more analytical setting, this issue was recently addressed by AVRAMOV (2004) . Figure 1 shows for one asset, the Novartis share, a part of the Markov Chain generated by the Gibbs sampler (left) and its histogram (right). We used 110.000 iterations and discarded the first 10.000 iterations. We estimate a mean return of 1.08% per month with a standard error of 0.42% for the uninformative case; this equals the OLS estimate. However, this results is not a random finding, but generally holds if underlying assumptions for OLS and MCMC are identical. Similar Markov Chains are created for each parameter in the model, i.e., for the mean returns for all assets and for all elements of the variance-covariance matrix. Figure 2 shows the expected returns obtained from an univariate OLS estimation, the MCMC sampler with (1) uninformative priors, (2) a small degree of confidence in the CAPM, and (3) a strong degree of confidence in the CAPM. Finally, we show the CAPM estimated return. Let us note two things. First, the OLS and MCMC results are for the uninformative case quasi equal. This is expected and indicates that the implementation was carried out properly. Second, the posterior estimate is for the informative cases-as expected-the closer to the CAPM returns the higher the degree of confidence in the prior estimate. Figure 3 shows the implications for portfolio choice. The benchmarking model is the standard mean-variance optimization approach ignoring parameter uncertainty, and without any prior beliefs. Figure 3 shows on the upper left the distribution of portfolio weights in the tangency portfolio, its mean and the standard error. For each of the 100.000 iterations of the Gibbs sampler, we take the parameter draw and pursue a portfolio optimization. The resulting distribution of portfolio weights therefore reflects the uncertainty in portfolio choice due to parameter uncertainty. The uncertainty due to parameter uncertainty is material. Figure 3 compares the four approaches in the upper right graph. It shows the distribution of assets among stocks for (1) a classical portfolio optimization ignoring estimation risk, (2) for a portfolio optimization taking estimation risk into account, and, additional to estimation risk, with a (3) weak belief in the CAPM, and (4) a strong belief in the CAPM. All non-classical approaches are more balanced than the classical approach ignoring estimation risk. The lower plot in Figure 3 shows the differences in portfolio weights. The dif'-ferences are, in general, material and positively connected with the degree of confidence in the CAPM.
Conclusion
Bayesian econometric methods are a very powerful technique. They enable the estimation of parameters for almost any model, to account for estimation risk and to incorporate prior beliefs. Moreover, they have exact finite sample properties. Closed form solutions are available for rather simple models, whereas more advanced models require numerical schemes. Therefore, Markov Chain The upper left plot shows the mean of portfolio weights for the tangency portfolio (including the one sigma confidence interval) after accounting for parameter uncertainty. The right plot in the upper part shows different compositions of the tangency portfolio for a standard approach ignoring parameter uncertainty, after accounting for parameter uncertainty, and with a weak and strong belief in the CAPM. The lower plot shows the resulting changes in portfolio weights. Monte Carlo (MCMC) methods have drawn considerable attention. The idea of Markov chain simulation is to simulate a Markov process of the parameter vector which converges to the posterior distribution. This Markov chain can be used to obtain estimates for the means and standard deviations of parameters. In financial econometrics, a wide range of applications have emerged in the last years. For example, MCMC methods have been suggested for parameter estimation for stochastic volatility models, jump diffusion models and to account for model and parameter uncertainty.
