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We consider the holomorphic twist of the worldvolume theory of flat D(2k − 1)-
branes transversely probing a Calabi–Yau manifold. A chain complex, constructed
using the BV formalism, computes the local observables in the holomorphically
twisted theory. Generalizing earlier work in the case k = 2, we find that this complex
can be identified with the Ginzburg dg algebra associated to the Calabi–Yau. How-
ever, the identification is subtle; the complex is the space of fields contributing to the
holomorphic twist of the free theory, and its differential arises from interactions. For
k = 1, this holomorphically twisted theory is related to the elliptic genus. We give
a general description for D1-branes probing a Calabi–Yau fourfold singularity, and
for N = (0, 2) quiver gauge theories. In addition, we propose a relation between the
equivariant Hirzebruch χy genus of large-N symmetric products and cyclic homology.
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1. INTRODUCTION
Supersymmetric gauge theories are a broad and interesting class of physical models. In
addition to proposals that they may play a role in physics beyond the Standard Model,
studying them has led to much progress in our understanding of quantum field theories more
generally over the last half century.
One reason that supersymmetry has proved to be such a help in this arena is that su-
persymmetric theories often admit interesting truncations to particular sectors of states or
operators, usually termed BPS [1, 2]. Computations in these special sectors are usually much
easier, as well as more robust under perturbations to the theory, than for the full interacting
QFT. Various indices have been constructed that count BPS quantities, starting with the
Witten index [3], which counts (with sign) the number of vacua in supersymmetric quantum
mechanics, and is essentially analogous to the Euler characteristic of a chain complex. Many
further indices have appeared in the literature [4–7, for example], and have been used heavily
in the preceding years in the study of supersymmetric theories.
Making a consistent truncation of a quantum field theory is subtle, and there is (as far as
we are aware) essentially only one way to do it: one can take invariants of a symmetry that
acts on the theory. The novelty of the BPS condition is that it requires states or operators
to be invariant under a symmetry generator which is fermionic, rather than bosonic. In this
case, the only appropriate notion of “invariants” appears when the generator is nilpotent,
and produces the cohomology of that operator.
Another field that has seen great activity in recent years is that of topological quantum
field theory. Here, the idea is to construct consistent models of field theory which do not
depend on the metric, and so produce topological (or smooth) invariants of the spacetime on
which they are formulated. These models have been a source of fruitful interaction between
3theoretical physics, geometry, and topology.
Topological field theories are customarily divided into two types: the so-called Schwarz
type [8, 9], in which the action is explicitly independent of the metric, or the Witten type [10],
which is a truncation (in exactly the fashion described above) of a full-fledged supersymmetric
field theory. The subtlety here is that the choice of a nilpotent supercharge breaks the Lorentz
symmetry; another action of the so(d) holonomy algebra on the fields must be found in order
to formulate the field theory on a generic spacetime. This gives rise to the established name
of the procedure, a “topological twist.” For an excellent review of topics in topological field
theory, see [11].
As we have described it, the two procedures above seem to be almost the same, and
the reader will wonder if in fact this is so. Roughly speaking, the answer is yes, up to the
subtlety of which Q is chosen: N = 1 theories in four dimensions, for example, have a well-
defined superconformal index, but do not admit topological twists. In fact, the truncation
of such a theory by Q is a peculiar sort of theory, intermediate between a standard and a
topological QFT, that has been in the literature for some time [12–18], but has attracted new
attention of late [19–22, 55]. These are the so-called holomorphic field theories; the fields
are holomorphic with respect to a chosen complex structure on the spacetime. One way to
see this is to look at the N = 1 super-Poincare´ algebra, and note that exactly half of the
momenta (corresponding to antiholomorphic components) are Q-exact. Another is to note
that, in even dimensions, the choice of Q preserves a subalgebra u(n) ⊆ so(2n) of the Lorentz
algebra, with respect to which it is a (charged) scalar. The theory can thus be formulated on
Calabi–Yau manifolds. Since such manifolds admit Killing spinors, the supersymmetry Q is
not broken by the non-flat spacetime, even in the absence of twisting (as would generically
be the case).
An important class of supersymmetric field theories arise from D-branes wrapping su-
persymmetric (BPS) cycles [23–25]. The two types of supersymmetry-preserving cycles in
Calabi–Yau varieties are, loosely speaking, special Lagrangians and holomorphic cycles. Since
we are interested in holomorphic field theories, it is natural to focus on holomorphic cycles.
More precisely, the worldsheet description of B-branes as boundary conditions in topological
open string theory on Calabi–Yau varieties leads to the identification of the BPS bound-
ary conditions as objects in the derived category of coherent sheaves on the Calabi–Yau
variety [26, 27].
In the context of geometric engineering and the AdS/CFT duality, D-branes wrapping
cycles in non-compact Calabi–Yau varieties play a prominent role. The open strings have
4a simple description in terms of quiver gauge theories [28]. The category of branes in this
case has a simple description in terms of quivers with superpotential. The superpotential
arises from the identification of the topological open string theory with a holomorphic analog
of Chern–Simons theory [29, 30]. Berenstein and Douglas [31] realized that the Calabi–Yau
condition translates into a noncommutative analog of Serre duality on the quiver. This
notion was formalized as a Calabi–Yau d-algebra by Ginzburg [32]. Additional motivation
for studying these algebras was related to mirror symmetry—roughly, a Calabi–Yau algebra
has a derived category of finitely-generated projective modules that “has all the essential
features” of the derived category of coherent sheaves on a Calabi–Yau variety [32, §3].
One goal of this work is to describe the holomorphic twists of the supersymmetric gauge
theories arising from D-branes wrapping BPS cycles and in particular the worldvolume theory
of D-branes probing the tip of a Calabi-Yau cone and their holomorphic observables. When
the worldvolume theory flows to a superconformal field theory at low energies a particularly
interesting observable is the superconformal index. We will see that the superconformal
index is a holomorphic observable. The claim to fame of the superconformal index is that it
is robust invariant of strongly coupled field theories that can often be computed using free
field methods [6, 7]. The large-N four dimensional superconformal index of the worldvolume
theory D-branes probing a Calabi-Yau singularity was shown to equal that of its holographic
dual in [33], building on earlier work [7, 34, 35]. Relatedly, a holomorphically twisted form
of the AdS/CFT correspondence was proposed by Costello and Li [22]. We will explain how
to recover supersymmetric indices from the twisted AdS/CFT correspondence.
In this work we will consider the spectrum of holomorphic observables both for finite-rank
gauge groups and in the large-N limit. As in [7, 33], there will be considerable simplification
at large N . The holomorphically twisted theory can, in some sense, be seen as (at least a
first step toward) a categorification of the superconformal index. See [36, 37] for important
earlier work in this direction.
A key ingredient of the matching of the superconformal index under the AdS/CFT duality
was the ability to mimic the passage from open to closed strings by relating the supercon-
formal index to the cyclic homology of a differential graded algebra corresponding to the
Calabi–Yau singularity. Ginzburg associated this dg algebra to every Calabi–Yau d-algebra;
we refer to it as the Ginzburg dg algebra. For Calabi–Yau 3-algebras, it was shown in [33]
that the cyclic homology of the Ginzburg dga (associated, for example, to a quiver with su-
perpotential) corresponds to a space of states in four-dimensional (quiver) gauge theory. Its
differential corresponds to the supercharge that is used to define the superconformal index.
5Here, the general setting was that of compactifications of type IIB string theory of the form
R4 × X , with X a Calabi–Yau threefold. It is thus natural to expect that for Calabi–Yau
4 algebras, the cyclic homology of the Ginzburg dga can be used to compute the large-N
elliptic genus. We will see much evidence for this expectation; however, a few new subtleties
arise.
The method of computing the index used in [33] first imposed a BPS bound and iden-
tified letters that could contribute to the index, and then took cohomology of a further
“supercharge” to produce the index itself (in the process imposing the condition of gauge
invariance). It was the intermediate space, generated by particular letters, that was identified
with Ginzburg’s dg algebra.
One key point of the current work is that this procedure, which may seem somewhat
ad hoc, in fact has a precise physical meaning. Namely, one first computes the space of BPS
operators in the free theory, and then perturbs away from this to the BPS operators in the
interacting theory itself. Indeed, in [38], it was observed that one can formulate a twist of a
Lagrangian supersymmetric theory in terms of a bicomplex in several ways: one can either
think of the twisted theory as arising from truncating the free theory (corresponding to the
decomposition d = s+Q of the differential into the original BRST part and a part from the
supersymmetry algebra), or one can imagine perturbing from the twisted free theory to the
twisted interacting theory, and correspondingly decompose d as d0 + d1. Thus, one should
generally expect a spectral sequence from the BPS states or operators of a theory at zero
coupling to those of the theory at finite coupling, and this spectral sequence was shown to
correspond to the cancellations occurring in the usual elliptic genus computations for the
Landau–Ginzburg model in two dimensions [39]. A similar spectral sequence is implicitly at
work in the computations in [33, 37].
Recognizing this allows us to repeat the same analysis for the worldvolume theory of D1-
branes transverse to a Calabi–Yau fourfold. We identify the Ginzburg algebra corresponding
to the Calabi–Yau fourfold with the complex consisting of the cohomology of d0, equipped
with the differential d1. (Implicit in this is the assumption that the spectral sequence collapses
at the E2 page.) The relevant index is the elliptic genus of the two-dimensional theory; for
N = (8, 8) Yang–Mills, this was computed in detail in [40]. While we only discuss the example
of maximally supersymmetric Yang–Mills theory in detail, it should be straightforward to
find analogous results for any theory of gauge fields with adjoint matter, and (we suspect)
for quiver (0, 2) theories in general. Unlike for threefolds, it is important to recognize which
spectral sequence is in play: the differential in the Ginzburg algebra, d1, contains terms
6originating both in Q and in s, and cannot be matched otherwise.
The worldvolume theory on D1-branes at the tip of a Calabi–Yau cone generically only
preserves N = (0, 2) supersymmetry. The worldvolume theory had been described for quo-
tient singularities in [41, 42]. While several mathematical works [43, 44] describe generic
CY 4-algebras arising from Calabi–Yau cones, the first explicit connection between CY 4-
algebras and (0, 2) theories was made in [45]. While two-dimensional N = (0, 2) theories are
typically described using E and J-type potentials with EaJ
a = 0, as reviewed in section 9,
CY 4-algebras are often described with a potential in degree −1. The key point is that the
degree-(−1) potential encodes both the E and J-terms. However, the cohomology problem
we conisder can be adapted to arbitrary (0, 2) gauge theories, such as those arising from
M5-branes wrapping four-manifolds [46] or F-theory compactifications [47].
Perhaps the earliest appearance of holomorphically twisted theories are the “half-twisted”
theories in two dimensions [12, 13]. The partition function for the half-twisted Landau-
Ginzburg model is its elliptic genus. It was computed in [39] using a free field realization
that is a variant of a free first-order (β, γ) system [48]. The four dimensional “big brother”
of the elliptic genus is the superconformal index. The four-dimensional superconformal index
was computed for gauge theories in [6, 7] using a free field description colloquially known as
letter counting. Recently, the elliptic genus of two-dimensional gauge theories was computed
in [49] using letter counting and in [50, 51] using supersymmetric localization.
In four dimensions, the holomorphic twist of a chiral multiplet can also be described as
a four-dimensional holomorphic (β, γ) system [18, 52]. Indeed, one of the things we would
like to emphasize is that the four-dimensional superconformal index can be viewed as the
partition function of a holomorphic BF theory [17, 20] coupled to a (β, γ) system. The
somewhat ad hoc nature of determining which letters contribute to the index and which
equations of motion have components on these letters is completely captured by the twisted
theory. In this paper we provide the classical differential needed to compute the spectrum
of states in the corresponding situation in two dimensions. We plan to address quantum
corrections to the differential in subsequent work. In the large-N limit, we are able to relate
this cohomology to cyclic homology, in the manner of [33].
For the sake of both self-containment and pedagogy, we rederive or rediscover a great
many well-known results along the way, and provide reasonably detailed exposition thereof.
No pretense of originality is made; the holomorphic twist of ten-dimensional Yang–Mills was
first computed by Baulieu [53], who also provided the first analysis of the Batalin–Vilkovisky
procedure for supersymmetric systems, showing how supersymmetry may be taken to act on
7antifields [54]. The same twist was also considered in great detail by Costello and Li [22],
who generalized to maximally supersymmetric Yang–Mills theories in any even dimension.
For an introduction to recent work on holomorphic twists see [21]. See also [55] for some
recent work.
Here is an outline of the rest of the paper. We summarize conventions in §2, and review
a bit of necessary representation theory in §3. §4 is an expose´ of necessary aspects of the
Batalin–Vilkovisky formalism, and §5 contains some general remarks on the idea of twisting.
After these lengthy preliminaries, we study ten-dimensional super Yang–Mills theory in §6,
and perform its holomorphic twist in §7. §8 considers dimensional reduction to maximally
supersymmetric Yang–Mills in four and two dimensions. §9 offers some quick review of (0, 2)
theories, and §10 discusses quivers and Calabi–Yau d-algebras. §11 provides some comments
on the large-N limit of the proposed correspondence and connections to cyclic homology.
Note: After the results in §10.2 were announced in [45], [56] appeared which provides
further examples of 2d quivers arising from D1-branes at CY4 singularities.
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82. SUMMARY OF CONVENTIONS AND NOTATION
Throughout this paper, we will always work in Euclidean signature. We will often use index
notation, although indices may be suppressed (particularly from the spinor representation)
when they can be restored unambiguously from the context. Indices will be written raised
and lowered to indicate inequivalent complex conjugate representations; this convention will
be disregarded for any representation whose indices can be meaningfully raised and lowered,
such as the vector of SO(2n).
A raised index for SU(n) will denote the fundamental, and a lowered the antifundamental.
Indices for SU(5) will be taken from the set jklmn. There are two standard invariant tensors
for SU(5), which will be written δjk and ǫjklmn.
S± will denote the spinor representation of SO(2n), of positive or negative chirality;
D = S+ ⊕ S− will denote the Dirac spinor. Note that the basis elements of D will be
numbered from 0 to 2n−1. A raised spinor index will denote S+, and lowered S−, of SO(10);
such indices will be taken from the beginning of the Greek alphabet (α, β, and so on).
The gamma matrices and antisymmetrized products thereof are invariant tensors; Γ will
denote matrices acting in D, which may have even or odd chirality, and γ will denote the
corresponding objects with chiral indices. Thus the standard gamma matrices of SO(10) are
a pair of symmetric matrices, Γµ ∼ {(γµ)αβ, γαβµ }. We will write γ only for emphasis. For
more details on spinors, see the review in §3 or [57].
Vector indices for SO(2n) will come from the set µ, ν, . . .. We will not place them with any
particular care, although we do adhere to the summation convention for pairs of compatibly
placed indices. Vector indices take values in {0, . . . , 2n− 1}.
When necessary, we will try to further adhere to the convention that indices a, b, . . . refer
to a basis for the adjoint representation of the gauge group, and indices p, q, . . . refer to
R-symmetries appearing upon dimensional reduction.
When discussing graded algebras (for instance, of polynomial expressions in the fields of
a supersymmetric theory), it will be convenient to use left and right derivatives. The left
derivative is the ordinary derivative, where the operator is imagined to act from the left; the
right derivative differs from it by a sign, corresponding to the Koszul rule for switching the
positions of the derivative and the expression. That is,
∂ry
∂x
= (−)|x|·|y|∂
ly
∂x
. (2.1)
(The absolute value signs here denote the parity of the corresponding expression.)
The nilpotent locus of the N-extended supersymmetry algebra in d dimensions will be
9denoted Ŷ (d,N); it is a subspace of the complex vector space dual to the space of super-
symmetry generators Q, where the Chevalley–Eilenberg “ghosts” take values. For instance,
Ŷ (10, 1) ⊂ S− ∼= C16. Since nilpotence is a scale-invariant condition, Ŷ (d,N) is always a
complex cone, and descends to the projectivization of its ambient vector space; we denote its
C× quotient by Y (d,N).
A very large number of nilpotent operators will appear in what follows, and it is both
challenging and conceptually crucial to keep them all straight. In an effort to facilitate this
task for the reader, we have endeavored to use a set of conventions that at least border
on reason and consistency. In particular, departing somewhat from established standards,
the letter Q will only ever be used for a fermionic symmetry generator that originated in a
physical supersymmetry algebra; it represents (whether before or after a twist) an element
uαQα of the odd part of the super-Poincare´ algebra, often with u lying in Ŷ (d,N).
Nilpotent operators also appear in the context of gauge theories, completely independent
of supersymmetry; for definitions and discussion of the concepts that appear, look ahead
to §4. The BRST operator, or Chevalley–Eilenberg differential, in a Koszul complex will be
denoted κ. Note, though, that we reserve this for the differential encoding a gauge symmetry.
We will similarly encode variations under supersymmetry, or other global algebras, in terms
of a differential, which will in that case be denoted δ.
In the BV formalism, two more nilpotent operators appear: the so-called “BV Laplacian,”
which (in keeping with standard practice) we will call ∆, and also the “BV differential” on
operators, defined by the operation of antibracketing with the action:
s(φ) = JS, φK . (2.2)
In the context of gauge theory, s will be related to κ, but is not necessarily the same in
general! We remark also that, in the context of the BV formalism, we reserve J·, ·K for the
antibracket, and S for the BV action solving the quantum master equation. The superscript
(·)+ will label antifields.
d will be used to represent any of these differentials, independent of its origin, which is
being regarded at that time as part of the structure of a cochain complex. For example, after
a twist, the relevant differential acting on the operators of a gauge theory will be of the form
d = s+Q. (2.3)
But other decompositions of d may be useful. For example, we will have cause to separate d
into those terms appearing in the free theory (whether originating in s or Q), and the terms
whose presence is due to interactions. In this instance, we may write d = d0 + d1.
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Lastly, in the pure spinor formalism for supersymmetric Yang–Mills theory, an entirely
new differential also appears: this is Berkovits’ operator D =
∑
uαDα. D acts, not on the
space of usual physical fields of Yang–Mills, but on a much larger space; it produces a BV
complex that is equivalent to the (untwisted) usual one.
3. REPRESENTATION THEORY
3.1. The algebra so(2n)
We will choose a basis for the Lie algebra so(2n) consisting of elementary antisymmetric
matrices Mµν (with +1 as the µν-th entry, µ < ν). It’s then easy to check that
[Mµν ,Mλρ] = δµλMνρ + δνρMµλ − δµρMνλ − δνλMµρ. (3.1)
We will choose notation that makes it convenient to think of the identification R2n ∼= Cn, in
which the j-th complex factor corresponds to the (2j, 2j + 1)-plane in R2n. In particular, we
will choose the k-th Cartan generator to correspond to elementary rotations in the (2k, 2k+1)-
plane; that is,
Hk =M2k,2k+1, 0 ≤ k ≤ n− 1. (3.2)
The Hk are therefore also a set of Cartan generators for the subgroup U(n) ⊆ SO(2n)
preserving our chosen complex structure.
We choose a basis of positive roots as follows:
αk = ek − ek+1 (for 0 ≤ k < n− 1); αn−1 = en−2 + en−1. (3.3)
Here ek are the standard basis of R
n. The fundamental weights corresponding to the two
chiral spinor representations S± are:
µ± =
1
2
(e0 + · · ·+ en−2 ± en−1) . (3.4)
When n is odd, the representations are complex (and conjugate to one another), while for n
even they are either real or pseudo-real, depending on the value of n mod 4. In particular,
the spinor representation in ten dimensions is complex.
3.2. Gamma matrices
As is well-known, the Lie algebras of spin groups are related closely to Clifford algebras.
We let the Euclidean Clifford algebra Cl2n be generated by Γµ subject to the relation
{Γµ,Γν} = 2δµν , (3.5)
11
α1 α2 αn−2
αn−1
αn
FIG. 1. Dynkin diagram and positive simple roots for so(2n)
where the indices run from 0 up to 2n − 1 as noted above. (There is an important reason
for this convention; see below.) It is easy to see that Cl2n has dimension 2
2n over the base
field. The Clifford algebra is filtered by assigning filtration degree +1 to each generator; its
associated graded algebra is the exterior algebra.
An explicit set of matrices realizing the even-dimensional Clifford algebras can be con-
structed iteratively, as follows (the method is due to Brauer and Weyl [58]): Suppose gen-
erators Γ
(2n)
µ of Cl2n have already been constructed. Then generators Γ
(2n+2)
µ for Cl2n+2 are
given by
Γ(2n+2)µ = Γ
(2n)
µ ⊗ σ3, Γ(2n+2)2n+1 = 1⊗ σ1, Γ(2n+2)2n+2 = 1⊗ σ2. (3.6)
These are 2n square matrices of size 2n. After remembering that we can use the defining anti-
commutation relation to antisymmetrize, there are 22n independent products of such gamma
matrices, which additively span the bispinor. They are also invariant tensors, providing a
complete set of intertwiners witnessing the relation
D ⊗D ∼= ∧∗V. (3.7)
We will denote such an antisymmetrized product by ΓI , where I ⊆ {0, . . . , d− 1}.
An additional matrix can be constructed, anticommuting with all of the gamma matrices:
it defines a notion of chirality on spinors. In fact, it can be thought of as arising from
dimensional reduction from the (2n+ 1)-dimensional Clifford algebra:
Γ = (−i)nΓ1 · · ·Γ2n. (3.8)
It is clear from the explicit construction (3.6) that
Γ = σ3 ⊗ · · · ⊗ σ3. (3.9)
There are corresponding projection operators onto the S± representations, which take the
form
π± =
1
2
(
1± Γ). (3.10)
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Since the Γ matrices commute with Γ, we can (if we like) write a pair of “Weyl” gamma
matrices, γµ, which carry indices for the S± representation rather than for the D. We will
often simply write these as Γ; a contraction with a Weyl spinor shows which interpretation
is intended.
We can decompose the invariant tensors (3.7) in terms of their parity; obviously, those
with odd numbers of indices behave like Γ itself, while those with even numbers of indices
are reversed. In ten dimensions, this leads to the useful identities
Sym2 S+ ∼= V ⊕ (∧5V )+,
∧2S+ ∼= ∧3V, (3.11)
S+ ⊗ S− ∼= ∧0V ⊕ ∧2V ⊕ ∧4V.
Each irreducible component is picked out by an intertwiner which is the gamma matrix with
the appropriate number of indices. Here the + subscript denotes a self-duality condition;
see [59] for details.
The space of degree-two elements in the Clifford algebra (or more precisely in its associated
graded) is spanned by commutator elements
Mµν =
1
4
[Γµ,Γν]. (3.12)
It is then not difficult to check the following identities by direct calculation:
[Mµν ,Γρ] = Γµδνρ − Γνδµρ, (3.13)
and further, that [Mµν ,Mλρ] reproduces precisely the commutation relations for the cor-
responding generators of so(N) above. This says that Mµν generate the Lie algebra, and
furthermore that Γµ transforms in the standard vector representation with respect to that
algebra (as suggested by the index it carries).
3.3. Branching rules
We will make heavy use throughout the paper of the branching of representations under
the inclusion U(1) × SU(n) ⊆ Spin(2n), and so it is worth recalling how these phenomena
are understood. Consider the following combinations of gamma matrices of SO(2n):
aj =
1
2
(Γ2j + iΓ2j+1) , aj =
1
2
(Γ2j − iΓ2j+1) . (3.14)
It is easy to check that these form a set of n fermionic creation and annihilation operators,
i.e., that they satisfy the anticommutation relations
{aj, ak} = 0; {aj, ak} = δjk. (3.15)
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In our explicit presentation for gamma matrices, they look like
aj = 1⊗ · · · 1⊗ σ+ ⊗ σ3 ⊗ · · · ⊗ σ3, (3.16)
with the raising operator occurring at the j-th place. The lowering operator aj, of course,
contains a lowering operator instead.
Implicit in this description is an identification of the Dirac spinor space D ∼= (C2)⊗n, which
can be thought of as writing the value of the spinor index (0 ≤ α < 2n) in binary. One must
only adopt the somewhat peculiar convention that the basis vector of C2 annihilated by σ−
is called 1, and the other is called 0. One can label basis vectors by the set I ⊆ {1, . . . , n}
where the digit 1 occurs. It’s then immediate from (3.16) that
aiℓ · · ·ai1 |∅〉 = ǫi1...iℓ |I〉 , (3.17)
and similarly immediate from (3.9) that
Γ |I〉 = (−)|I| |I〉 . (3.18)
The key equation for branching rules is
aiaj − 1
2
δij =
1
2
[M2i,2j +M2i+1,2j+1 + i(M2i+1,2j −M2i,2j+1)], (3.19)
which is obtained by a simple direct calculation. Recalling the antisymmetry of theMµν , this
then gives an explicit map (by contracting indices i and j) from the space of anti-Hermitian
matrices (i.e., the Lie algebra u(n)) to the real span of the Mµν , i.e., to so(2n). A generator
(T a)ij is mapped to a
j(T a)ijai.
The decomposition of the spinor representations of so(2n) into irreducibles of u(n) is then
immediate to see. The Dirac spinor representation is the fermionic Fock space generated by
the aj , on which u(n) acts so that the j indices label the fundamental representation of su(n).
With respect to the trace part, (3.19) shows that a state which is annihilated by all lowering
operators (the vacuum) must have charge −n/2; each raising operator carries charge +1.
If  is the fundamental representation of su(N), then we’ve made an identification of
the Dirac spinor with ∧∗(). Also, since the aj are linear expressions in the Γ matrices,
they anticommute with Γ. Therefore, the decomposition of S into S± corresponds to the
decomposition
∧∗ () = ∧odd()⊕ ∧even(). (3.20)
The parity corresponding to S+ depends on the dimension: for so(2n), the positive-chirality
representation S+ consists of the parity-(−)n tensors. (One remembers this by noticing that
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the vacuum state, annihilated by all aj ’s, carries an index whose binary expansion is all ones;
as noted in (3.18), Γ counts the number of ones in the binary expansion, modulo two.) In
ten dimensions, therefore, S+ = ∧odd(), and we have the decomposition
S+ → 5−3/2 ⊕ 101/2 ⊕ 15/2, S− → 1−5/2 ⊕ 10−1/2 ⊕ 53/2 (3.21)
under SU(5)× U(1) ⊆ Spin(10). The vector representation, of course, decomposes as
10→ 5+1 + 5−1, (3.22)
and it is not difficult to see that the two-form 45 = ∧2(10) branches to
45→ 10 ⊕ 102 ⊕ 10−2 ⊕ 240, Fµν 7→ {F = F jj , F jk, Fjk, F kj }. (3.23)
The 24 is, of course, the adjoint representation of SU(5).
We’ll also require the decomposition of the ten-dimensional gamma matrices themselves
into SU(5) invariant tensors. Luckily, this is now trivial to compute, since the decomposition
of the vector index of Γ just reduces it to the pair of aj and aj ! We can replace “slashed”
expressions as follows:
Γµpµ → ajpj + ajpj. (3.24)
Now, the gamma matrices are invariant tensors for SO(2n), and so (after reduction) they
must become invariant tensors for SU(n). There are two such basic tensors: the contraction
of fundamental and antifundamental indices, δij, and the Levi–Civita symbol ǫjklmn (with
either raised or lowered indices). The only things to fix are signs.
4. ANTIFIELDS
We briefly recall some basic principles of the antifield formalism for quantization of gauge
theories, due originally to Batalin and Vilkovisky. For a more thorough exposition, the reader
is referred to the classic papers [60, 61], as well as to the recent review [62]; of course, none
of the material here is original, and we are heavily indebted to these and other sources in our
presentation. However, we take the liberty of recalling these notions with some care, because
they are important in what follows; we hope that this discussion serves to keep the reader
properly oriented.
Throughout this section, we will let φi denote a collection of fields, which may be bosons
or fermions and carry arbitrary Lorentz and other indices. φi are thought of as coordinates
on a space V , which is generally a superspace: its algebra of functions O(V ) is Z/2Z-graded,
and is commutative with respect to the Koszul sign rule.
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4.1. An analogy
The intuitive picture of the BV procedure to keep in mind is the following. For the time
being, let V be an ordinary real vector space. Then T ∗V ∼= V ⊕ V ∨ carries a canonical
symplectic structure, which can be written ω = dφi ∧ dφ∨i with respect to a set of linear
coordinates on V . O(V ) is therefore equipped with a Poisson bracket.
Suppose we wish to evaluate an integral of the form∫
V
α, (4.1)
where α is a top form on V . We can attempt the following procedure: Extend α to a form
α˜ on V ⊕ V ∨, satisfying the conditions
α˜|V = α, dα˜ = 0. (4.2)
If we choose any function f ∈ O(V ), then graph(df) ⊂ V ⊕ V ∨ is a Lagrangian submanifold
with respect to ω. We can then solve for the dual variables by setting φ∨i = ∂f/∂φ
i , and
integrate the result, obtaining a result equivalent to the one we originally wanted. (One can
imagine contour integration as a procedure of this kind.) Of course, the Lagrangian condition
is not strictly necessary here, since by construction the integral of α˜ depends only on the
homology class of the cycle. However, in the BV formalism (which is a graded analogue of
the procedure just discussed), this condition will be important.
This intuitive picture will be complicated by (at least) two additional subtleties. The first
is that everything must be thought of in a graded-commutative, rather than commutative,
setting, and there are some degree shifts. The second is that the original action may contain
gauge fields, and therefore we may need to account for taking the invariants of a Lie algebra.
For that, we use the Koszul complex (or BRST procedure), which will be reviewed quickly
in the next section.
4.2. The BRST differential
Fact 4.1. The data of a Lie algebra structure on a vector space g is equivalent to the speci-
fication of a degree-one differential κ on O(g[1]) ∼= ∧∗(g∨).
Let us explain this in some detail. To define κ starting with the Lie bracket [, ] : ∧2g →
g, one takes the dual map, which is naturally of the form g∨ → ∧2(g∨), and extends it
to functions of all degrees by requiring the Leibniz rule. As the reader can easily check,
nilpotence of κ is then equivalent to the Jacobi identity for the bracket. The inverse procedure
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is obvious. (If we were to weaken the requirement that κ is of degree one, we would obtain
the structure of an L∞ algebra.)
Let ca be a set of functions dual to a choice of basis in g. Then the coordinate expression
for the differential is
κ =
1
2
fabcc
bcc
∂
∂ca
, (4.3)
where fabc are the structure constants of the Lie algebra. The cohomology of the com-
plex (O(g[1]), κ) is (perhaps by definition) the Lie algebra cohomology of g.
Now, we will also be interested in representations of Lie algebras. Recall that the data of
a module structure on a vector space V is a set of representation matrices (ρa)
i
j, where φ
i is
a set of coordinates on V ; more invariantly, it is a map
ρ : V ⊗ g→ V. (4.4)
Fact 4.2. Let g be a Lie algebra and V a g-module. The bracket structure and the module
data ρ are together equivalent to specifying a degree-one differential κ on O(V ⊕ g[1]). Note
that V is not shifted in degree; we also insist that κ has polynomial degree one.
Again, the proof is a matter of unpacking definitions. Recall that
S2(V ⊕ g[1]) ∼= S2(V )⊕ (V ⊗ g[1])⊕ S2(g[1]). (4.5)
Of course, since the Lie algebra is in odd degree, the last summand is really ∧2(g). Just as
the bracket was a map from this space to V ⊕ g in the case V = pt., we can consider the
map defined by ρ + [, ]. The dual to this map defines a degree-one map on linear functions
inside O(V ⊕ g[1]), which can be extended uniquely as a derivation κ to the whole space of
functions. The condition that κ2 = 0 is equivalent to requiring that g be a Lie algebra and
that V be a representation. In coordinates, we can write the differential in the form
κ = (ρa)
i
jφ
jca
∂
∂φi
+
1
2
fabcc
bcc
∂
∂ca
. (4.6)
κ is the BRST differential. Its cohomology in degree zero computes the g-invariants inside
of O(V ). In math, the pair (O(V ⊕ g[1]), κ) is known as the Koszul complex. We have
recovered the statement that the physical observables of a gauge theory (i.e. its collection of
gauge-invariant expressions whose expectation values may sensibly be computed) correspond
to the BRST cohomology at ghost number zero; one can simply think that the φi are the
fields of the theory, and the ca its ghosts.
The reader having experience with physical discussions of the BRST procedure may re-
mark that the usual discussion typically involves additional new fields, often called c¯ and b,
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introduced as part of the Faddeev–Popov gauge fixing. We will comment on the origin of
such fields in the antifield formalism below.
Lastly, we note that both of these remarks apply equally well to super Lie algebras. The
definitions must only be modified to take note of the additional Z/2Z grading; overall parity
is then determined by the sum of the Chevalley–Eilenberg degree (or ghost number) and
the fermion parity (or superdegree). The differentials defining the structure then must carry
ghost number one and superdegree zero, as well as polynomial degree one. Checking this is
left as a pleasant exercise to the reader.
4.3. The antifield procedure
The antifield procedure follows closely the idea shown before in §4.1, except that there
is an overall shift of parity. Concretely, for every field φi in the theory, one introduces a
new antifield, φ+i , with parity opposite to that of φ
i. (If the space of fields was W , we are
instructed to consider the new space W ⊕W∨[−1].)
Just as V ⊕V ∨ carried a canonical symplectic structure, soW⊕W∨[−1] carries a canonical
odd symplectic structure, called the antibracket:
Jf, gK =
∂rf
∂φi
∂lg
∂φ+i
+
∂rf
∂φ+i
∂lg
∂φi
. (4.7)
The antibracket clearly carries degree +1. One can quickly check that it also has the (graded)
symmetry property
Jf, gK = −(−)(|f |+1)(|g|+1) Jg, fK (4.8)
There is another canonical degree-one operator, the Batalin–Vilkovisky Laplacian, which
naturally acts on O(W ⊕W∨[−1]). It is defined by the rule
∆ =
∂
∂φ+i
∂
∂φi
(4.9)
One can straightforwardly check that this operator is nilpotent. However, it does not obey a
Leibniz rule: in fact,
∆(fg) = (∆f)g + (−)|f |f(∆g) + (−)|f | Jf, gK . (4.10)
This is a good way to remember the definition (4.7). The antibracket thus measures the
failure of ∆ to be a derivation, with respect to the ordinary product of functions. As a
consequence, it is not necessarily true (unlike in a typical cdga) that the product of a closed
and an exact object is itself exact! This fact is the source of much of the confusion in the
study of BV cohomology, and we will remark further on it in what follows.
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On the other hand, the adjoint operation of the bracket, adf(·) = Jf, ·K, is a (graded)
derivation with respect to both the product and the bracket. That is, it satisfies analogues
of both the Poisson and Jacobi identities:
adf (gh) = adf(g) · h+ (−)|g|(|f |+1)g · adf (h), (4.11)
adf Jg, hK = Jadf (g), hK+ (−)(|g|+1)(|f |+1) Jg, adf(h)K . (4.12)
Furthermore, the BV-Laplacian is a derivation with respect to the bracket:
∆{f, g} = J∆f, gK+ (−)|f |+1 Jf,∆gK . (4.13)
In fact, as (4.10) clearly shows, the antibracket is not an independent piece of structure:
it can be recovered from the ordinary product together with the BV Laplacian. However,
a BV algebra is slightly more than a cdga in which the condition that the differential be a
derivation has been removed; the Jacobi identity for the antibracket translates into a seven-
term relation expressing a constraint on the interaction of the product and BV Laplacian.
We refer the interested reader to [62].
Fact 4.3 (Main lemma [61]). Integration over Lagrangian submanifolds descends to a pairing
between the cohomology of the BV-Laplacian ∆ and the homology of the submanifold.
For the proof of this statement, we refer the interested reader to [61]. Of course, what
the homology class of a supermanifold means is perhaps unclear; really, one should refer to
the homology class of the “body” of the object. However, we will not need such generality;
for our purposes, it will be sufficient to consider Lagrangians analogous to those of the form
graph(df) mentioned previously.
Choose any fermionic element f ∈ O(W ). f is often called the gauge-fixing fermion. Then
the manifold defined by the conditions
φ+i =
∂f
∂φi
(4.14)
is (shifted) Lagrangian with respect to the antibracket. The main lemma then implies that we
can make any choice of gauge-fixing fermion we like; the path integral of a ∆-closed integrand
over the resulting space of fields, after imposing (4.14), will not depend on the choice of f ,
and will produce the correct Feynman rules for the theory whose fields are W . Note that, in
the absence of any further assumptions, imposing (4.14) may break an integer grading to a
Z/2Z grading; it must, however, preserve (−)F .
The problem then becomes to find a class of ∆-closed action functionals, S(φi, φ+i ), that
lead to sensible Feynman integrals in this way, and to relate them to standard actions S(φi)
for familiar quantum field theories.
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Fact 4.4 (Quantum master equation). The integrand of the path integral, exp(−S/~), is ∆-
closed (and therefore defines a BV cohomology class) if and only if S satisfies the so-called
quantum master equation,
JS,SK = 2~∆S. (4.15)
Proof. The key calculation is
∆(Sn) = nSn−1∆S+
n(n− 1)
2
Sn−2 JS,SK , (4.16)
which can be proved by a simple induction on n. Substituting this into the condition that
the integrand be closed then demonstrates that
0 = ∆
(
e−S/~
)
=
(
−1
~
∆S+
1
2~2
JS,SK
)
e−S/~, (4.17)
from which (4.15) follows.
Note that the quantum master equation can be solved order by order in the parameter ~:
if we expand the BV action in powers of this parameter,
S =
∑
k≥0
~
kSk, (4.18)
then it is easy to collect terms. In particular, S0 must then satisfy the classical master
equation JS0,S0K = 0.
Fact 4.5 (Observables in the antifield formalism). The gauge-invariant observables of a BV
theory are identified with the cohomology of a different operator, namely
s = adS−~∆, (4.19)
which is a nilpotent differential acting on the space of fields.
Proof. This, too, follows from a simple computation. We know that an operator φ will
define a good integrand if and only if the integrand φ exp (−S/~) of the path integral is
∆-closed. But, if the action is assumed to satisfy (4.15), then this reduces to the condition
that s(φ) = 0. Likewise, when φ is s-exact, the total integrand is ∆-exact, and therefore the
expectation value must vanish. The fact that s is square-zero is checked by noting that its
square is proportional to the quantum master equation for S.
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Note that s suffers from the same handicap as the Batalin–Vilkovisky Laplacian: it fails
to be a derivation with respect to the product of fields (except when the fields in question
have zero antibracket). The algebra structure on fields therefore does not trivially descend
to the space of observables. However, if one is just interested in the observables generated
by expressions that do not depend on antifields, ∆ vanishes trivially, and so s restricts to a
derivation on this subspace.
4.4. Solving the master equation in gauge theory
We are now tasked with putting together the results we have developed in the previous
subsections. The main remaining questions are: what does the BRST formalism for gauge
theory have to do with the antifield formalism? And how can one go about producing actions
S that can be meaningfully studied within that formalism, i.e., solutions to the quantum
master equation?
This brings us to the last key idea, which is the analogue of the “extension problem” in §4.1.
We will demonstrate that there is a canonical way to “complete” the action S(φi) of a gauge
theory to a BV action S0(φ
i, φ+i ), linear in the antifields, and satisfying the classical master
equation. This procedure can be inverted: any solution of the classical master equation that
is linear in antifields defines a complex of the form given in Fact 4.2, and therefore can be
thought of as a gauge theory. Furthermore, under certain simple criteria on the gauge theory,
S0 in fact solves the quantum master equation as well, and the procedure is complete.
Fact 4.6 (Action principle). Let W = V ⊕ g[1], for V a g-module, and let κ be the BRST
differential on O(W ), as defined in Fact 4.2. Let S be a degree-zero element of O(W ), for
which κ(S) = 0. Then the action
S0 = S + φ
+
i κ
(
φi
)
(4.20)
is a solution to the classical master equation. Moreover, the adjoint action of S0 reproduces
the Chevalley–Eilenberg differential κ on the fields and ghosts of the original theory.
It is important to note that all of these terms appear in ~-degree zero.
Similar reasoning [54, 63] allows one to conclude that S0 may be constructed so as to
preserve any global symmetry of the original Lagrangian, even when the algebra only acts on
shell! To find the action of the symmetry on antifields (which is not a priori meaningful), one
includes ghosts and terms in the differential for the entire symmetry algebra of the theory—
both gauge and global. The failure of the algebra to close off shell means that the BRST
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differential will fail to be nilpotent. However, general theorems generalizing Fact 4.6 ensure
that a solution to the classical master equation can be found, at the expense of including
quadratic and possibly higher-order terms in antifields. This differential encodes the structure
of the symmetry transformations on all of the BV fields in the manner of Fact 4.2. We follow
through this reasoning in detail in the case of ten-dimensional super Yang–Mills theory below.
(For a discussion of how anomalies are related to the quantum master equation, see [64].)
Lastly, we should remark on the absence of the typical Faddeev–Popov fields c and b. As
one can see from the form of the standard BRST transformation, these form a trivial pair and
do not contribute to cohomology; they can be included at will without altering the theory.
The necessity of including them arises from the gauge-fixing process, in which we must build
a gauge-fixing fermion f(φ) out of the original fields. With only the fields of the minimal
BV complex, no such suitable choice is possible. But introducing a trivial pair and making
a corresponding choice of gauge-fixing fermion recovers the usual Faddeev–Popov procedure
precisely. We refer the reader to the literature [60, 62] for details.
5. TWISTING
5.1. Taking invariants
At root, to “twist” a theory means to take the invariants of a fermionic symmetry. This
procedure can be performed whenever the chosen symmetry operator Q is nilpotent; the
invariants are then the cohomology of that operator (which can be thought of as all invariants,
modulo those that are invariant for an uninteresting reason, and belong to multiplets where Q
is in fact represented nontrivially). We will use the notation Ŷ (d,N) for the locus of nilpotent
supercharges inside of the fermionic part of the algebra. Since nilpotence is a scale-invariant
condition, this is a cone, and descends to the projectivization; the space of possible twists is
thus Y (d,N).
In the context of supersymmetric gauge theory, one has already gone through the machin-
ery of replacing a local bosonic symmetry (the gauge transformations) by a global fermionic
one (the BRST symmetry); one takes invariants by passing to the cohomology of the BRST
differential. Taking the invariants of a global fermionic supersymmetry is thus entirely anal-
ogous. In this context, one thus often speaks of “adding Q to the BRST differential.” It is
worth remarking that that procedure produces the E∞ page of the spectral sequence of the
associated bicomplex, whereas taking the Q-invariants of the gauge invariants would produce
the E2 page. Of course, these don’t necessarily agree; however, we are aware neither of any
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concrete example in which they fail to, nor of a theorem that guarantees collapse at E2.
Of course, taking the invariants of Q does some violence to the theory: the symmetry
algebra is broken to the commutant Z(Q) of Q. To be more precise, we mean the subalgebra
Z(Q) = {x ∈ A : [x,Q] ∝ Q} (5.1)
of the super-Poincare´ algebra A. With respect to this algebra, Q is tautologically a scalar,
possibly carrying some U(1) charges. In general, though, Lorentz generators will fail to
commute with Q (since it is a spinor), and so (by definition) will R-symmetry generators.
However, Z(Q) may nonetheless contain a subalgebra, isomorphic to the Lorentz algebra, but
defined by the graph of some nontrivial homomorphism φ from the Lorentz group to the R-
symmetry group. In this case, Lorentz symmetry is unbroken, but only in this “twisted” form.
This is the case of a standard topological twist; importantly, the twisting homomorphism φ
is usually not independent data, but is essentially fixed by the choice of Q. (The exception
is when Z(Q) is in fact so large as to contain more than one distinct so(2n) subalgebra; this
will happen, for example, in holomorphic twists of four-dimensional N = 4 theories.)
More generally, the Lorentz algebra will simply break to some subalgebra of Z(Q). In
the case of a “holomorphic” twist, for example, this will be U(n) ⊆ SO(2n). This means
that there is an interesting stratification of Y (d,N), by what type of twist a given operator
generates. Topological twists (when they exist) will form the top stratum, whereas holo-
morphic twists occur in the strata of lowest dimension. One can thus take invariants of Q
even in a theory that does not admit a twisting homomorphism in the traditional sense, the
price being that the resulting theory will not be topological, and will make sense only on
some class of manifolds with appropriately reduced holonomy group. We study the varieties
Y (d,N) and their stratification in detail in [65], from the perspective of twists; examples
have been studied in detail in the preceding literature, for example in [66–68] and (for simple
Lie superalgebras) in [69, 70]. The work in the first set of references is in the context of the
pure spinor formalism; the connection to twisting has not, as far as we know, explicitly been
noted before.
5.2. Nilpotent loci and pure spinors
There are sixteen supercharges in ten-dimensional N = 1 supersymmetry, transforming in
an S− representation of the Lorentz group [71]. One can construct an odd supersymmetry
23
by taking any linear combination of them:
Q =
∑
α
uαQα, (5.2)
where the uα are arbitrary complex constants that transform in the S+.
Let us compute the nilpotent locus, Ŷ (10, 1). The supersymmetry algebra is
{Qα, Qβ} = γIαβPI . (5.3)
So one trivially computes that A is nilpotent precisely when
{Q,Q} = (uαγIαβuβ)PI = 0. (5.4)
In other words, Q is nilpotent precisely when the u parameters satisfy the “pure spinor”
constraint (i.e., the vector quantity in parentheses vanishes) inside of the representation
space S+. Note that the u are not Grassmann; they are just complex numbers in the spin
representation of the Lorentz group. This is obvious from their origin as parameters for the
odd part of the supersymmetry algebra.
Note also that, in Lorentzian signature, the spinor representation is real, and so the
gamma matrices would satisfy a Hermiticity condition. That would mean that (5.4) would
have no solutions for real u (and in particular, none of the generators could be nilpotent). In
Euclidean, the spinor is complex, and so there is no longer a Hermiticity constraint. But that
also means that the form uΓu isn’t definite anymore; the lines spanned by the two nilpotent
generators, Q0 and Q31, lie inside Ŷ (10, 1).
The space of solutions to the pure-spinor constraint is eleven-dimensional; it is (as always)
a complex cone over its projectivization, a space of ten complex dimensions:
Ŷ (10, 1) ⊂ C16, Y (10, 1) ⊂ P 15(C). (5.5)
In fact, this space is precisely equal to the space of inequivalent complex structures on R10:
namely,
Y (10, 1) ∼= SO(10)/U(5). (5.6)
Of course, these holomorphic twists are all in a certain sense equivalent, because an SO(10)
Lorentz transformation carries any chosen complex structure into any other. But it is perhaps
more useful to think of Y (10, 1) as parameterizing the set of choices to be made as to how
Lorentz symmetry is broken in a given frame. The stratification is trivial, in this case: the
algebra admits only minimal (holomorphic) twists.
The next question to ask is, what does the tangent space to the space of pure spinors at
a point look like, inside of the space of all supercharges, in terms of the decomposition of
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spinors induced by the reduction of the Lorentz group corresponding to the chosen point? In
other words, what are infinitesimal parameters uα such that Q + uαQα is still nilpotent, at
linear order in the u’s?
Choosing a nilpotent Q fixes a reduction of the Lorentz group from SO(10) to U(5), cor-
responding to a choice of complex structure. We’ll adopt the standard notation Q,Qm, Q
mn
for the decomposition of the S− spinor, and P
m, Pm for that of the vector. Working out what
the commutation relations of the algebra reduce to, one finds
{Q,Q} = 0, {Q,Qj} = Pj , {Q,Qjk} = 0, (5.7)
{Qj , Qk} = 0, {Qj , Qkl} ∼ δkjP l − δljP k, {Qjk, Qlm} ∼ ǫjklmnPn.
So the tangent space (at least at linear order) consists of the 10 representation.
In fact, the pure spinor constraint can be solved as follows:
uum + ǫmnpqrunpuqr = 0. (5.8)
After fixing u = 1 and solving for um, this gives coordinates on Y (10, 1) in terms of the
representation space of the 10. Note that there are actually two equations that follow from
the nilpotence of uαQα, one from the Pm and one from the P
m component. However, the
other equation follows from this one, and so (5.8) is enough to ensure nilpotence of the
deformed supercharge even for finite perturbations [72].
Interestingly, nilpotence varieties carry a number of tautological bundles, which allow
one to think about the family of possible twists of a theory in a global fashion. The most
interesting of these is the complex line bundle of nilpotent operators itself, which (for a Lie
superalgebra A = A0 ⊕ A1) is a subbundle of the trivial A-bundle over Y (A):
N A× Y (A)
Y (A)
(5.9)
A similar construction defines a sheaf of algebras whose stalk at a point Q ∈ Y (A) is the
idealizer subalgebra Z(Q). This is not an honest vector bundle on Y (A), since the fiber
dimension may jump at different strata. However, it defines a vector bundle (with additional
algebraic structure) over each pure stratum.
By an associated-bundle construction, the bundle N → Y makes any A-module V into
a bundle of chain complexes over Y . In other words, we just tensor with the coordinate ring
O(Y ), producing the space of (holomorphic) sections of the trivial V -bundle over Y , and
then act in this by the nilpotent differential Q = uαQα (u being coordinates on Y ). More
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generally, we could take any bundle of A-modules over Y (for example, by tensoring V with
the space of sections of a nontrivial line bundle). For a theory whose fields are V , doing
this construction over a point in Y produces the corresponding choice of twist of Y ; doing
it globally produces all possible twists of the theory, as a natural family over Y (the moduli
space of twists of the theory).
We remark that nilpotence varieties, as mentioned before, have been featured prominently
in the pure spinor superfield formalism. In our language, the content of this formalism is as
follows: One is interested in a multiplet, like the vector multiplet in ten-dimensional super
Yang–Mills theory, for which no auxiliary-field formalism exists. Superfields, of course, do
exist (for example, the unconstrained function ring C(R10|16)), but they are much too large.
As we have emphasized, truncations of quantum field theories essentially arise by taking
invariants of (bosonic or fermionic) symmetries, i.e., by the twisting procedure. So one simply
applies the (global!) twist mentioned above to the unconstrained superfield, producing the
complex (
C(R10|16)⊗ O [Y (10, 1)] ,D = uαDα
)
. (5.10)
Rather magically, this produces exactly the BV complex of (untwisted) ten-dimensional
Yang–Mills theory; see [68] and references therein. In the so-called “non-minimal” pure
spinor superfield formalism, one resolves the holomorphic functions on Y by replacing them
by the Dolbeault complex
(
Ω0,∗(Y ), ∂¯
)
. One remark is in order: Like any unconstrained
superfield, C(R10|16) admits two commuting actions of the super-Poincare´ algebra, by opera-
tors typically called Q and D . Here, we have chosen to twist by the D-action; the Q-action
then gives the action of supersymmetry on the twisted superfield. One can follow the proce-
dure outlined here for other choices of line bundles on Y and other choices of superalgebra,
producing various well-known supermultiplets.
We close with an interesting point of speculation, to which we look forward to returning
in future work. In the pure spinor superfield formalism, one writes an action for the pure
spinor superfield which is precisely of holomorphic Chern–Simons form; this is equivalent
to the usual Yang–Mills action for the component fields. As we will review below, the
holomorphic twist of Yang–Mills is also a holomorphic Chern–Simons theory [22, 53]. So it is
natural to conjecture that the pure spinor superfield, upon this further twist by the physical
supersymmetry, simply becomes the antiholomorphic form degree of freedom. Moreover, one
might suspect that a similar story could play out in greater generality: can, for instance, the
untwisted four-dimensional N = 1 vector multiplet be formulated in terms of an appropriate
pure-spinor superfield and an action of BF type?
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5.3. Twisting an interacting theory: the F -term spectral sequence
In light of the above discussion, it is clear how one should proceed in general: First, formu-
late the BV complex for the theory, including the ghost sector encoding global symmetries.
For the untwisted theory, set the superfluous ghosts to zero; for the twisted theory, set the
(bosonic) supersymmetry ghost to a point on the nilpotence variety. The resulting complex,
correspondingly, represents the twisted or untwisted theory. For the twisted theory, regrading
will be necessary so that the differential d = Q + s has appropriate homological degree. In
this language, it is obvious that there is a spectral sequence from the untwisted to the twisted
theory, which is just the spectral sequence of the overall bicomplex. (A review of spectral
sequences in physical language is given in [38, §1].)
However, the differential d consists of several terms, which could be grouped differently.
Each such meaningful separation leads to a different spectral sequence. In particular, as was
pointed out in [38], one can separate those terms d0 that are present in the supersymmetry
tranformations of the free theory from those (called d1) that appear only in the interacting
theory. In fact, relics of this spectral sequence can already be seen in classical computations
of the elliptic genus for Landau–Ginzburg models [39]. More generally, one could consider
any supersymmetry-preserving deformation of a twisted theory.
In fact, this spectral sequence is also implicitly used in previous computations of the
superconformal index, for instance in [33, 37]. For example, in the computation of the
superconformal index of N = 4 super Yang–Mills theory [37], one first considers letters
satisfying the BPS bound with respect to their free-theory conformal dimensions. By formal
Hodge theory, this is the same as looking at d0-cohomology. One then takes the cohomology
of a further “supercharge,” which is in fact d1. (Again, one is tacitly using the collapse of
the spectral sequence at the E2 page.)
In [33], it was demonstrated that the differential d1 acting on the cohomology of d0 repro-
duces the Ginzburg dg algebra of a quiver corresponding to the N = 1 gauge theory. However,
in that case, all of the terms could be matched just by looking at the supersymmetry operator
Q. We will find that in two dimensions, the same story persists, but it is crucial to recognize
that the relevant differential is d1, which in fact contains terms from both Q and s.
6. MAXIMALLY SUPERSYMMETRIC YANG–MILLS
Keeping the discussion above in mind, we choose to formulate ten-dimensional Yang–
Mills theory in terms of a differential that represents both gauge and global symmetries.
27
The result is not the BRST differential of the theory (in other words, we do not pass to its
cohomology); however, the BRST differential can be obtained simply by setting “ghosts” for
super-Poincare´ symmetry to zero. This technique is far from new; it was applied to four-
dimensional supersymmetry multiplets in [54], while general theorems about on-shell global
symmetry algebras were proved in [63]. Our other choices of conventions parallel those used
in [40, 71].
The action of ten-dimensional super Yang–Mills theory is
S =
∫
d10x Tr
(
−1
4
FµνF
µν +
i
2
λΓµDµλ
)
. (6.1)
Note that, although we write Γ in such expressions, all relevant spinors obey a Weyl condition;
the field λ, in particular, transforms in the S+ representation. Therefore Γ can be thought of
as replaced with γ everywhere, with raised or lowered indices as appropriate to the context.
Covariant derivatives and field strengths are defined by
Dµ = ∂µ + g[Aµ, ·], Fµν = 1
g
[Dµ, Dν ] = ∂µAν − ∂νAµ + g[Aµ, Aν ]. (6.2)
Note that we have adopted the convention that the Lie algebra of u(N) consists of antihermi-
tian, rather than hermitian, matrices. This action is invariant under the global super-Poincare´
algebra, which acts on the fields by the transformations
δAµ = iεΓµλ, δλ = Γ
µνFµνε. (6.3)
In (6.3), ε is a fermionic parameter for the supersymmetry transformation, which pairs with
Q and therefore transforms in the representation S+. One should understand that
δε = {εαQα, ·} (6.4)
for any field or operator. It is worth reminding the reader of two important subtleties, typical
of supersymmetric gauge theories: the transformations (6.3) generate the super-Poincare´
algebra only up to gauge transformations, and only modulo the equation of motion for the
fermion field λ.
The gauge transformations of the fields are
δAµ = Dµξ, δλ = g[ξ, λ], (6.5)
where the gauge parameter ξ is a g-valued scalar field.
The whole symmetry algebra of the theory (both gauge and global) can therefore be
conveniently packaged in terms of a single differential, acting on an appropriate space of
28
fields and ghosts:
δAµ = Dµc+ a
ν∂νAµ + iεΓµλ,
δλ = g{c, λ}+ aν∂νλ+ ΓµνFµνε,
δc =
g
2
{c, c}+ aν∂νc− 2iεΓµεAµ, (6.6)
δaµ = 2iεΓµε,
δε = 0.
Here, the gauge parameter has become the usual anticommuting ghost field c; the other
ghosts, ε and aµ, are commuting and anticommuting respectively, and (since they are merely
stand-ins for the global supersymmetry algebra) do not depend on the spacetime coordinate.
The BRST differential κ will be obtained by setting these to zero. Alternatively, for the
holomorphically twisted theory, we will set aµ to zero and ε to a choice of point on the
nilpotence variety.
One term may deserve comment: the last part of the c-ghost transformation in (6.6)
represents the fact that the commutator of two supersymmetries produces both a translation
and a gauge transformation. (Since the differential is the dual of the bracket map, this means
that the gauge ghost acquires a term proportional to the square of the supersymmetry ghost.)
Moreover, since the algebra only acts on the fields modulo the fermion equation of motion,
the differential we have written down fails to be nilpotent; indeed, its square is proportional
to that equation of motion. It is not too difficult to check that
δ2λ = 2iε(εγµDµλ), (6.7)
which vanishes on-shell due to the Dirac equation, and that otherwise δ2 = 0. Following [54],
we therefore add a quadratic term
S(2) = 2i(ελ+)2 (6.8)
to the BV action (including all ghosts for global and gauge symmetries). In the terminology
of [54] (which performed essentially an identical computation for four-dimensional N = 1
supersymmetry), the system is of second rank, and no further terms need to be added. The
result for the complete BV action, applying the prescription of Fact 4.6 to the transformations
(6.6), is
S = tr
∫
d10x
[
−1
4
FµνF
µν +
i
2
λΓµDµλ− (A+)µ (Dµc + aν∂νAµ + iεΓµλ)
−λ+ (g{c, λ}+ aν∂νλ+ ΓµνFµνε)− c+
(g
2
{c, c}+ aν∂νc− 2iεΓµεAµ
)
+ 2i(ελ+)2
]
. (6.9)
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Setting global ghosts aµ and ε equal to zero returns the standard BV action, agreeing with
standard references [73, for instance]. On the other hand, the action of a physical supercharge
Q = uαQα on a field can be obtained by taking the adjoint action of S on that field,
and then setting the ǫ supersymmetry ghosts to u and other ghosts to zero. Essentially,
this prescription reduces to changing the supersymmetry transformation for the fermion as
follows:
δλ = ΓµνFµνε− 2i(ελ+)ε. (6.10)
This is now a nonlinear action on the BV complex. The supersymmetry variations, as well
as BRST variations, for the fields and antifields are straightforward to obtain, and we sum
them up in Table II. In addition, the fields of the theory in Berkovits’ pure spinor formalism,
with their θ and BV degrees, are shown in Table I [73].
TABLE I. Fields of ten-dimensional super Yang–Mills, with Spin(10) indices
BV: 1 0 −1 −2
θ
0
c (1)
θ
1
Aµ (10)
θ
2
λα (S+ = 16)
θ
3
λ+α (S− = 16)
θ
4
A+µ (10)
θ
5
c+ (1)
7. HOLOMORPHIC TWIST IN TEN DIMENSIONS
7.1. Reduction of the structure group
In order to perform the holomorphic twist, one chooses a nilpotent element Q = uαQα,
or equivalently a point on the pure spinor variety Y (10, 1) ∼= SO(10)/U(5). The choice
is thus equivalent to a choice of complex structure on R10, and we can simply branch all
SO(10) representations to the chosen U(5) subgroup, using the rules given in §3. After
applying (3.22), the supersymmetry transformation rules for the
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TABLE II. BRST and supersymmetry transformations
φ κφ {uαQα, φ}
c g2{c, c} 0
Aµ Dµc uΓ
µλ
λ −g{c, λ} ΓµνFµνu− 2iu(uλ+)
λ+ iΓµDµλ+ g[c, λ
+] −iA+µΓµu
A+µ −DνFνµ + iλΓµλ+ i{A+µ , c} uΓµνDνλ+
(c+)a −Dµ(A+µ )a − gf bac(λ+)bλc + gf bacccc+b 0
to
δAm = i(ε
nλnm + εmnλ
n), δAm = i(ελm + εmλ+ ǫmnpqrεnpλqr). (7.1)
For the supersymmetry action on the spinor, one needs to work out the antisymmetrized
product of two gamma matrices, considered as a map from S+ to S+. The spinor repre-
sentation itself decomposes according to (3.21), and the antisymmetric tensor 45 of SO(10)
according to (3.23). The result is
δλ = εF + εjkF
jk,
δλj = εjF + εkF jk + ǫ
jklmnεklFmn, (7.2)
δλjk = εFjk + εjkF + ǫjklmnε
lFmn
For convenience, we summarize the U(5)-invariant decomposition of the fields in Table III,
TABLE III. Holomorphic decomposition
BV: 1 0 −1 −2
θ
0
10
θ1 51 ⊕ 5−1
θ2 5−3/2 + 101/2 + 15/2
θ3 53/2 + 10−1/2 + 1−5/2
θ4 51 ⊕ 5−1
θ
5
10
and record the supersymmetry and BV transformations in holomorphic language in Table IV.
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In addition, one can write the (physical) BV action in holomorphic language:
S =
∫
d10x tr
(
− 1
4
(
F 2 + F nmF
m
n + 2FmnF
mn
)
+ i(λDmλ
m + λmDnλmn + ǫ
mnpqrλmnDpλqr) + iA
+
mD
mc+ i(A+)mDmc
− g(λ+cλ+ λ+mcλm + (λ+)mncλmn)− gccc+). (7.3)
Note that this is identical to (6.9). So far, all we have done is expressed the index structure
differently. Of course, when we actually perform the twist of the theory by adding Q to the
BRST differential κ, some terms in this action will become exact and can be discarded. We
will examine the effects of this twist in the next section.
TABLE IV. BRST and scalar SUSY transformations in holomorphic language. Color is not shown,
but can be restored by simply including commutators or anticommutators as appropriate.
φ κφ Qφ
c g2cc 0
Am, A
m Dmc, D
mc 0, λm
λ, λm, λmn −gcλ, −gcλm, −gcλmn F − 2iλ+, 0, Fmn
λ+ iDmλ
m + gcλ+ 0
λ+m iDmλ+ iD
nλnm + gcλ
+
m A
+
m
(λ+)mn iDmλn + iǫmnpqrDpλqr + gc(λ
+)mn 0
A+m −DmF −DnFnm −DnFnm + igλnλmn + igA+mc 0
(A+)m −DmF −DnFmn −DnFnm + igλλm + igǫmnpqrλnpλqr + ig(A+)mc Dmλ+ +Dn(λ+)nm
c+ −DmA+m −Dm(A+)m − gλ+λ+ gcc+ 0
7.2. Broken symmetries imply regrading
Before Q is added to the BRST differential, the U(5)-equivariant complex of fields is
graded by homological degree, or ghost number, as well as by the U(1) Lorentz symmetry
which is the phase part of U(5). The new differential explicitly breaks a combination of these
gradings: Q has Lorentz grading −5/2, and ghost number zero, while κ has ghost number
one and zero Lorentz grading. The combination which is preserved is therefore
a = dL − 5
2
dBV, (7.4)
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and the complex representing the twisted theory is graded by this quantum number. Of
course, the differential Q + κ sits in a-degree −5/2. It is straightforward to check the value
of this quantum number for all fields, using Table III. We emphasize that this regrading is
not a choice; rather, it is forced on us by the manner in which the choice of Q breaks the
symmetries of the physical theory.
Using Berkovits’ θ-grading, another grading on the complex can be defined. We can, for
example, form the combination
b =
3
2
dθ − a. (7.5)
The combination is motivated by the fact that all of the fields that survive the twist appear
in uniform b-degree. We collect the a and b gradings of all fields in Table V. (It may be
instructive to compare with [67, eq. (4.14)].) Notice that we do not claim that the b-grading
is unbroken by the twist! It is included as a way of making the table more legible; only the
a-grading, which defines the relevant notion of homological degree in the twisted theory, will
play a substantial role in what follows.1 The a-grading of the differential Q + κ is −5/2;
(Am, λm) and (λ+m, A
+
m) form two trivial pairs and disappear from the cohomology. Similarly,
the λ and λ+ singlets cancel together with singlet components of the field strength [53].
Finally, the derivative operators ∂m and ∂m sit in a-degree 1 and −1, respectively.
TABLE V. Regraded table of fields
a −52 −2 −32 −1 −12 0 12 1 32 2 52 3 72 4 92 5
b = 1/2 Am λ λ+m
b = 5/2 c Am λmn (λ
+)mn (A+)m c+
b = 9/2 λm λ+ A+m
We can sum up the preceding discussion with the following nice picture: The holomorphic
twist of ten-dimensional super Yang–Mills theory is holomorphic Chern–Simons theory. Its
BV complex consists of a single form superfield, α ∈ Ω0,∗(C5), with coefficients in the Lie
algebra of the gauge group. For brane worldvolume theories, this will be u(N).
It is important to remark that the holomorphy of α applies only to its form indices; the
functional dependence is that of any smooth function on R10. Therefore, this Dolbeault-like
complex is a resolution of the sheaf of all holomorphic functions, rather than simply of the
1 In particular, it is not obvious how to assign θ-degree to Q, κ, and derivative operators. The most plausible
assignment places Q in degree one and κ in degree zero; if this is true, then b is broken in the twisted
theory, and only a different combination, b′ = dBV + dθ, will survive. Using such a combination, in fact,
makes the cancellation between BRST-trivial pairs more apparent. However, we do not use the θ grading
in what follows, and so defer these questions to future work.
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constant sheaf. Finally, the differential on the BV complex is given by the simple formula
dα = ∂¯α + gα ∧ α. (7.6)
(Again, this result was first found by Baulieu [53].) The reader will enjoy finding the corre-
sponding terms in Table IV, and noting that they originate seemingly at random from the κ
and Q columns. In addition, the factors of g have been included, so that it is apparent how
to separate the free-theory differential d0 from the interaction terms d1: in particular, d0 is
just the ∂¯ operator.
8. DIMENSIONAL REDUCTIONS AND SUPERSYMMETRIC INDICES
Imagine a stack of N D(2k − 1)-branes, supported along Ck ⊆ C5. As we have seen in
great detail, the field content of the holomorphic twist of the D10-brane woldvolume theory
is described by holomorphic Chern–Simons theory on C5, which can be thought of as the BV
complex [
Ω0,∗(C5)⊗ u(N); d : α 7→ ∂¯α + gα ∧ α] . (8.1)
The dimensional reduction of this theory was studied in [22]. One simply applies the standard
procedure: some of the U(5) Lorentz indices become R-symmetry indices, as usual. The
resulting theory is (the holomorphic twist of) maximally supersymmetric Yang–Mills on R2k ∼=
Ck, which (in the language of minimal supersymmetry) now contains both the vector multiplet
and some additional matter. It is straightforward to see this in the language of §7: the
antiholomorphic form field α reduces to
Ω0,∗(Ck)⊗ C[ψ1, . . . , ψ5−k]⊗ u(N), (8.2)
where the new factor represents the odd generators dzi for directions transverse to the world-
volume. It is simply a (graded) polynomial algebra on odd generators ψi. This theory is the
holomorphic twist of maximally supersymmetric Yang–Mills theory in 2k dimensions.
One can view the exterior algebra C[ψ1, . . . , ψ5−k] as the Ext algebra of the skyscraper
sheaf, Op, supported at a point p ∈ C5−k (which might as well be the origin in this case).
Thus, one expects [30] that the worldvolume theory of a D(2k − 1)-brane probing a Calabi–
Yau (5−k)-fold X in the spacetime Ck×X will have a holomorphic twist whose BV complex
is
Ω0,∗(Ck)⊗ Ext•
OX
(Op,Op). (8.3)
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In the case when X is a Calabi–Yau cone, we should insist that p is the (usually singular)
point at the tip of the cone. In this paper, we will concentrate on the case of flat ten-
dimensional spacetime. However, one should expect our results to hold for any Calabi–Yau
compactification. Thus, the general setting in which one should imagine oneself (for example
in two spacetime dimensions) is that of D1-branes in C × X4; the worldvolume theory will
then have (0, 2) supersymmetry, which can be used to perform the holomorphic twist.
Of course, we must also modify the form of the differential (equivalently, of the trans-
formations in Table IV) to take into account the fact that some of the derivatives in ten
dimensions do not survive dimensional reduction. Since derivatives are set to zero upon
dimensional reduction, this just means replacing the ∂¯ operator in five complex dimensions
by its k-dimensional counterpart. This means that the collection of gauge-invariant local
operators will differ as well: in ten dimensions, holomorphic Chern–Simons has no gauge-
invariant local operators. As a prototypical example, one should think of ordinary abelian
Chern–Simons in three dimensions. There, the BV complex is simply the de Rham complex.
Since the de Rham complex is a resolution of the constant sheaf, there are no local opera-
tors; Wilson lines are a complete set of gauge-invariant observables. Similarly in (standard)
abelian holomorphic Chern–Simons, the BV complex is the Dolbeault complex, which has
no cohomology in ghost number zero. Upon dimensional reduction, though, gauge invariant
local operators will appear in the part of the theory which is in matter multiplets of minimal
supersymmetry. We study the cases k = 1, 2 in greater detail below.
8.1. Dimensional reduction to four dimensions
TABLE VI. Dimensional reduction of fields to four dimensions
(1,1) (1,3) (1,3) (1,1)
(2,1) (2,3) (2,3) (2,1)
(1,1) (1,3) (1,3) (1,1)
1 5 10 10 5 1
The ten-dimensional Lorentz symmetry is broken to a SO(4) Lorentz group and an SO(6)
R-symmetry group upon dimensional reduction. The structure group is reduced to U(5) by
the choice of a nilpotent supercharge. Thus, in the twisted, dimensionally reduced theory,
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the relevant symmetry group (unbroken Lorentz and R-symmetry) is U(2) × U(3). This is
summarized in the following diagram of inclusions of groups:
SO(10) SO(4)× SO(6)
U(5) U(2)× U(3)
(8.4)
In diagrams such as these, the horizontal arrows are dimensional reduction, and the verti-
cal arrows represent a minimal or holomorphic twist. The branching rules for the vector
representation are as follows:
10 (4, 1)⊕ (1, 6)
51 ⊕ 5−1 (21, 10)⊕ (10, 31)⊕ (2−1, 10)⊕ (10, 3−1).
(8.5)
We see that the ten-dimensional vector decomposes into a four-dimensional vector and six
scalars in the 6 of the R-symmetry group. The holomorphic piece of the vector and the
scalars in the 3 of U(3) survive in the holomorphic twist.
Similarly, the ten-dimensional spinor decomposes as:
S+ (2, 4)⊕ (2, 4)
5−3/2 ⊕ 101/2 ⊕ 15/2 (11 ⊕ 1−1, 13/2 ⊕ 3−1/2)⊕ (20, 1−3/2 ⊕ 31/2).
(8.6)
The 10 of U(5), which survives, decomposes as (1, 3)⊕ (2, 3)⊕ (1, 1). These decompositions
can be summarized as shown in Table VI. The reader will recognize the fields as the now-
familiar algebra
Ω0,∗(C2)⊗ C[ψ1, ψ2, ψ3]⊗ u(N). (8.7)
We can also view the fields in terms of N = 1 language. The fields on the leftmost diagonal
correspond to Ω0,∗(C2, g) which correspond to the N = 1 vector. The fields on the rightmost
diagonal correspond to Ω2,∗(C2, g)[1], which is the antifield to the N = 1 vector. Together,
these are the fields of holomorphic BF theory, which is the holomorphic twist of pure N = 1
gauge theory in four dimensions [17, 20]. The inner fields correspond to three N = 1 chiral
multiplets which transform in the 3 of the R-symmetry group, and their antifields which
transform in the 3 of the R-symmetry group.
8.2. Traditional letter counting and interaction spectral sequences
We now pause to compare with the traditional letter counting approaches to computing
the superconformal index [6, 7]. In the notation of [7, 36, 37] the letters that contribute to
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the superconformal index of N = 4 super Yang–Mills are
φn ≡ Φ4m, ψn ≡ −iΨn+, λα˙ = Ψ4α˙, f ≡ −iF++. (8.8)
One starts by considering the set of all expressions generated by these letters. Then, to orga-
nize the action of Q on the derivatives of fields, the following generating fields are introduced:
λm(z) =
∞∑
n=0
1
(n + 1)!
(zα˙Dα˙)
n(zβ˙λβ˙)
φm(z) =
∞∑
n=0
1
n!
(zα˙Dα˙)
nφm
ψm(z) =
∞∑
n=0
1
n!
(zα˙Dα˙)
nψm (8.9)
f(z) =
∞∑
n=0
1
n!
(zα˙Dα˙)
nf,
where zα˙ are auxiliary commuting variables. These generating fields can then be organized
in terms of a (2|3) superfield,
Ψ(z, θ) = −i [λ(z) + 2θnφn(z) + ǫmnpθmθnψp(z) + 4θ1θ2θ3f(z)] , (8.10)
The residual action of the supercharge Q on these generating fields can then be conveniently
formulated [37] as
{Q,Ψ} = Ψ2. (8.11)
While this Maurer–Cartan-like equation appears somewhat miraculously in the calculations
of [36, 37], it follows simply from the form of the supercharge in the dimensionally reduced
holomorphic Chern–Simons theory. And it is now perfectly clear what the meaning of the
“residual action” of the supercharge is: it is just the spectral sequence from the holomorphi-
cally twisted free theory to the holomorphically twisted interacting theory [38]! In particular,
it corresponds to going the “other way” around a commuting square, performing the holo-
morphic twist before turning on interactions, rather than after. In this manner, one avoids
ever dealing with the untwisted interacting theory.
In this language, the interpretation of a result like (8.11) is entirely clear. One starts with
the BV complex,[
Ω0,∗(C2)⊗ C[ψ1, ψ2, ψ3]⊗ u(N); dα = (d0 + d1)α = ∂¯α + gα ∧ α
]
. (8.12)
One first applies d0; when one does this, Ω
0,∗(C2) collapses to holomorphic functions O(C2),
and the exterior algebra and gauge indices come along for the ride. The result is the next
page of the spectral sequence,
O(C2)⊗ C[ψ1, ψ2, ψ3]⊗ u(N); d∗1α = gα ∧ α. (8.13)
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The reader will have no trouble recognizing this as the generating field Ψ and the differen-
tial (8.11), which now has a clear physical meaning. (Again, implicit in all computations like
this is the collapse of the spectral sequence at E2.)
In the previous section, the c-ghost plays the role of λm(z) and the singlet from the gaugino
antifield plays the role of f(z). The F+-terms appear as singlets of a gaugino antifield. Their
antifields F++ are represented by ψp in letter counting.
8.3. Dimensional reduction to two dimensions
TABLE VII. Dimensional reduction of fields to two dimensions
(1, 1) (1,4) (1,6) (1,4) (1,1)
(1, 1) (1,4) (1,6) (1,4) (1,1)
1 5 10 10 5 1
By analogy with the discussion in four dimensions, we consider the following diagram of
inclusions of groups:
SO(10) SO(2)× SO(8)
U(5) U(1)× U(4).
(8.14)
Note that this is the same diagram of groups as appears in [40]; in that context, U(4)
appears due to R-symmetry breaking when a (2, 2) subalgebra of N = (8, 8) is selected in
two dimensions.
The branching rules for the ten-dimensional vector representation are easy to determine:
10 2⊕ 8
51 ⊕ 5−1 (+1, 10)⊕ (0, 41)⊕ (−1, 10)⊕ (0, 4−1)
(8.15)
Similarly, the branching rules for the ten-dimensional spinor representation fit into the dia-
gram
S+
(
8+,
1
2
)⊕ (8−,−12)
5−3/2 ⊕ 101/2 ⊕ 15/2 (−1
2
, 4−1 ⊕ 41)⊕ (+1
2
, 1−2 ⊕ 12 ⊕ 60)
(8.16)
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The fields of twisted super Yang–Mills theory are summarized in Table VII. From the vector
multiplet, we see that there will be a two-dimensional gauge field Aµ which transforms as
the 2 of SO(2) (i.e., two charged scalars of U(1)). The remaining eight components are eight
scalar fields that transform in the 4⊕4 of the U(4) R-symmetry group. In the dimensionally
reduced holomorphic twist, only the scalars in the 4 will survive. From the fermions, the 4
and the 6 appear in the twisted theory. Just as in the four-dimensional case, the fields can
be neatly summarized with the BV complex
Ω0,∗(C)⊗ C[ψ1, ψ2, ψ3, ψ4]. (8.17)
9. N = (0, 2) THEORIES
We now make some remarks about more general N = (0, 2) theories. By way of no-
tation, we use N = (0, 2) superspace following [13] to construct manifestly supersymmetric
Lagrangians. The bosonic coordinates are yα (α = 1, 2); fermionic coordinates are θ+ and θ
+
.
The two supersymmetry generators are
Q+ =
∂
∂θ+
+ iθ
(
∂
∂y0
+
∂
∂y1
)
(9.1)
Q+ =
∂
∂θ
+ − iθ
(
∂
∂y0
+
∂
∂y1
)
. (9.2)
The supersymmetry generators commute with the super derivatives
D+ =
∂
∂θ+
− iθ
(
∂
∂y0
+
∂
∂y1
)
(9.3)
D+ =
∂
∂θ
+ + iθ
(
∂
∂y0
+
∂
∂y1
)
. (9.4)
There are two types of matter multiplets which we now introduce. The first matter field we
consider is the (0, 2) chiral multiplet Φ, which obeys
D+Φ = 0 (9.5)
and has components
Φ = φ+
√
2θ+ψ+ − iθ+θ+(D0 +D1)φ. (9.6)
The Fermi multiplet Λ− satisfies
D+Λ− =
√
2E, (9.7)
where E is a superfield obeying
D+E = 0. (9.8)
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We will only need to consider the case where E = E(Φi) is a holomorphic function of some
chiral superfields Φi. In addition to the E-interaction, we can introduce a J-interaction using
the (0, 2) analog of the superpotential:
LJ =
∫
d2ydθ+ Λ−,aJ
a(Φi)|θ+=0. (9.9)
For this term to be supersymmetric, the following constraint must be satisfied:
∑
a
Ea(Φi)J
a(Φi) = 0. (9.10)
The E and J-interactions can be exchanged be replacing the Fermi multiplet Λ− with its
conjugate Λ−.
10. QUIVERS AND CALABI–YAU d-ALGEBRAS
10.1. Quivers with superpotential
Quivers have been intensely studied in the context of D-branes [28]. To recall briefly, a
probe D-brane that is pointlike may decay into fractional branes. The gauge theory of open
strings between the fractional branes then takes the form of a quiver gauge theory. The
(scalar) moduli space of vacua of the D-brane worldvolume theory encodes the motion of the
original D-brane in the Calabi–Yau. Therefore the moduli space of vacua can be thought
of as a non-commutative resolution of the Calabi–Yau singularity [74]. For an introduction,
explanation, and visualization of the decay of D-branes into fractional branes in the A-model,
see [75].
A particular feature of D3-branes at a Calabi–Yau threefold singularity is that all of the
relations come from a single function known as the superpotential. Furthermore, a form
of Serre duality results in the quiver with potential having a self-dual resolution as a non-
commutative algebra [31]. This observation led to the notion of a Calabi–Yau 3-algebra
in [32, 76] and to Calabi–Yau n-algebras in [32]. All exact Calabi–Yau algebras arise from
a differential graded (dg)-quiver with superpotential [77]. Early applications of Calabi–Yau
3-algebras to AdS/CFT appear in [78].
In this section we introduce the structure of exact Calabi–Yau d-algebras following [44]
and show that in two dimensions, CY 4-algebras can be used to describe two-dimensional N =
(0, 2) supersymmetric gauge theories probing Calabi–Yau fourfold cones. Several examples
from [44] are given. More elaborate examples, giving a graphical description of the quivers
with potential, appear in [43], using methods adapted from [79].
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Several interesting new features appear in two dimensions. Unlike the situation for toric
Calabi–Yau threefolds, there does not always exist an abelian gauge theory description for
toric Calabi–Yau fourfolds as the following simple example of [80, 81] shows. A (C∗)2 action on
C6 with weights (1, 1), (−1, 0), (0,−1), (−3,−3), (3, 0), (0, 3) has no non-commutative crepant
resolution (NCCR) with only rank one modules. However, [81] shows that there exists a
NCCR given by the direct sum of 12 rank-one modules and a single module of rank two.
This corresponds to a quiver gauge theory with gauge group U(1)11 × U(2).
10.2. Calabi–Yau d-algebras
A quiver Q can be described as a collection of vertices Q0, arrowsQ1 and maps h : Q1 → Q0
and t : Q1 → Q0 called the “head” and “tail” of an arrow. A Calabi–Yau 3-algebra consists
of the following data.
1. A quiver Q = (Q0, Q1, h : Q1 → Q0, t : Q1 → Q0) .
2. A superpotential Φ ∈ CQ/[CQ,CQ].
where CQ is the path algebra of the quiver Q.
In addition to the edges of a quiver Q, a Calabi–Yau 4-algebra has an additional set R
of edges. We will construct a dg algebra where the edges in Q1 will have degree 0 and the
edges in R will have degree -1. A Calabi–Yau 4-algebra consists of the following data.
1. A quiver Q = (Q0, Q1, h : Q1 → Q0, t : Q1 → Q0) .
2. Maps h : R→ Q0 and t : R→ Q0
3. A map A : R→ CQ such that Ar := A(r) ∈ eh(r)CQet(r).
4. A symmetric function q : R ×R→ C such that
(a) q(r, s) = 0 unless r and s have the same underlying edge are oppositely oriented.
That is to say, h(r) = t(s) and h(s) = t(r).
(b) q is nondegenerate – meaning that the matrix q(r, s) is invertible.
(c)
∑
r,s∈Q1
q(r, s)ArAs = 0 mod [CQ,CQ] .
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10.3. Calabi–Yau d-algebras from quivers
A quiver with superpotential of dimension D is a dg-quiver ĈQ equipped with a superpo-
tential Φ ∈ ĈQcyc of degree 3−D with additional structure. The superpotential must satisfy
the non-commutative BV-master equation {Φ,Φ} = 0. This structure describes topological
B-branes in the B-model [82]. In dimension three, the superpotential is in degree zero. For
CY 3-algebras, the superpotential is the ordinary superpotential of the corresponding four-
dimensional quiver gauge theory. In [33], the differential in the dg algebra associated to a
CY 3-algebra was shown to coincide with a complex of fields arising from the supersymmet-
ric gauge theory. An identical phenomenon happens for two-dimensional gauge theories. In
two dimensions, the traditional letter counting reviewed in §8.2 becomes somewhat involved.
However, the action of the BV differential s and the scalar supercharge Q on the fields and
antifields of the theory in the BV formalism provides a concise way to describe the contribu-
tion of fields to the two-dimensional supersymmetric index. This corresponds to the flavored
NS elliptic genus.
Just as in four dimensions, we separate the terms coming from interactions from those
appearing in the free theory, so that d = d0+ d1. The Ginzburg dg algebra associated to the
CY d-algebra is then isomorphic to the complex H∗(d0), equipped with differential d1.
In four dimensions, the superpotential for a CY 4-algebra is in degree −1. For CY 4-
algebras, the superpotential is not the superpotential of the 2d theory, but it encodes the J
and E interaction terms. Since the potential is of degree −1, each term in the potential is
built out of an arbitrary number of chiral fields and a single Fermi field.
From the data of a CY 3-algebra, the Ginzburg dg algebra is constructed as follow. For
every arrow e ∈ Q1 of degree 0, we add an arrow e∗ of degree −1 in the opposite orientation.
For every vertex t ∈ Q0, we add a loop t∗ of degree −2. The degree-(−1) differential d is
given by
d(e) = 0
d(e∗) = ∂eΦ
d(v∗) =
∑
e deg 0
[e, e∗].
From the data of the CY 4-algebra, we can construct a dg algebra as follows. For every
arrow e ∈ Q1 of degree 0, we add an arrow e∗ of degree -2 in the opposite orientation. For
every vertex v ∈ Q0, we add a loop v∗ of degree -3. The differential d : ĈQ → ĈQ is given
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by d = {Φ,−}. More explicitly, the differential is d : ĈQ→ ĈQ is
d(e) = 0
d(r) = Ar
d(e∗) = ∂eΦ
d(v∗) =
∑
e deg 0
[e, e∗] +
∑
r,sdeg 1
q(r, s)rs.
10.4. Examples
The Ginzburg dg quiver corresponding to C3 is shown in figure 2. This quiver corresponds
to N = 4 super Yang-Mills theory in four dimensions. There are three fields x in degree 0,
three x∗ in degree −1 and one field t in degree −2. There is a superpotential
Φ = ǫijkxixjxk. (10.1)
t
3
x∗
3 x
FIG. 2. dg quiver corresponding to C3
The three fields x in degree zero correspond to the holomorphic twist of three chiral
multiplets of N = 4 super Yang-Mills theory described in section 8.1. The three fields x∗
in degree −1 can be viewed either as the twisted anti-fields to the chiral multiplets or as
components of fermions in the anti-chiral multiplet. Finally the field t in degree −2 can
be viewed as either a particular component f = F++ of the gauge field strength or as the
dimensional reduction of a particular gaugino antifield.
The dg quiver corresponding to C4 is shown in figure 3. This quiver describes N = (8, 8)
super Yang-Mills theory in two dimensions. There are four fields x in degree 0, six fields r
in degree −1, four dual fields x∗ in degree −2 and one field t in degree −3. The pairing on
degree −1 edges is
〈rij, rkl〉 = ǫijkl, (10.2)
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4
x∗
4 x
FIG. 3. dg quiver corresponding to C4
and the superpotential is
Φ =
∑
ǫijkl(xixj − xjxi)rkl. (10.3)
The four fields x in degree zero correspond to the four (0, 2) chiral multiplets described in
section 8.3. Similarly the six fields r in degree −1 correspond to Fermi multiplets and their
antifields. The four dual fields x∗ in degree −2 are the antifields to the chiral multiplets.
Finally the field t in degree −3 is the antifield to the (0, 2) vector multiplet.
v0 v1 v2a
a∗
b
b∗
u
u∗
v
v∗
w
w∗
s
r
3
p
3q
v∗0 v
∗
1 v
∗
2
FIG. 4. dg quiver corresponding to OP2(−1)⊕ OP2(−2)→ P2
Several examples of quivers corresponding to CY4 varieties are given in [44]. We now
recall two of them to give a flavor of what these theories look like. The dg quiver for
OP2(−1)⊕ OP2(−2)→ P2 [44] is shown in figure 4. The superpotential is
Φ = (ai+2wbi+1−ai+1wbi+2)pi+(aiu−vbi)qi+(bi+2ai+1−bi+1ai+2)ri+(wbiv−uaiw)si. (10.4)
The quiver for T∨
P2
→ P2 [44] is quite complicated, so we only display the fields in degree 0
and −1 in figure 6.
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FIG. 5. Underlying quiver corresponding to OP2(−1)⊕ OP2(−2)→ P2, from [44].
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FIG. 6. Underlying quiver corresponding to T∨
P2
→ P2
The superpotential is
Φ =
2∑
i=0
(aibi + dici)t− 2(biai)r − 2(cidi)s+ 2(ci+2ai+1 − ci+1ai+2)σi + 2(bi+2di+1 − bi+1di+2)ρi
+ 2(aibi+1 − di+1ci)τi,i+1 + 2(aibi−1 − di−1ciτi,i−1 + (aibi − dicd)(τii − τi+1,i+1 − τi−1,t−1).
11. EQUIVARIANT DMVV FORMULAE
While the cohomology problem for finite-dimensional gauge groups is difficult, there are
drastic simplifications in the large-N limit. The large-N single-trace index can be computed
in terms of cyclic homology of the Ginzubrg dg algebra [33]. Since there are no trace rela-
tions in the large-N limit, the full superconformal index can be determined by a Fock-space
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construction out of the single trace index. The result is that
Is.t = χ(HC
•). (11.1)
The result relies on a detailed saddle-point analysis of a matrix model [83]. Assuming that
a similar computation will work in two dimensions, we have the conjectured form of the
large-N flavored elliptic genus
Is.t = χ(HC
•). (11.2)
We defer the details of this computation to future work. A limiting form of the flavored
elliptic genus is the Hirzebruch χy genus.
In this section we will show for Y = Ck that Hirzebruch χy genus of the infinite symmetric
product of Y can be expressed in terms of the cyclic homology of Y or its corresponding
quiver. We use an equivariant version of the results of DMVV [84] formulated in [85] which
relates the elliptic genus of an infinite symmetric product of Y to the elliptic genus of Y
itself. See [86] for an elegant review. An interesting related result is the description of the
S1-equivariant cohomology of the loop space of Y in terms of the cyclic homology of Y [87].
11.1. Equivariant χy genus
Let X be a complex d-dimensional manifold. For any holomorphic vector bundle V over
X , its Euler character is defined to be
χ(X, V ) =
∑
q≥0
(−1)q dimHq(M,V ). (11.3)
We define the formal sum
Λq =
⊕
k≥0
qkΛkV, (11.4)
where Λk denotes the k-th exterior power. Recall that the Hirzebruch χy genus of X is given
by
χy(X) =
d∑
p=0
(−y)p
d∑
q=0
(−1)q dimHq(X,ΛpT ∗X)
=
∑
p≥0
ypχ(X,ΛpT ∗X). (11.5)
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Let x1, . . . , xd denote the formal Chern roots of the holomorphic tangent bundle TX. Then
the χy genus can be evaluated using the Hirzebruch Riemann-Roch theorem,
χ−y(X) =
∫
X
chΛ−y(T
∗X)Td(X)
=
∫
X
d∏
j=1
(1− ye−xj) xj
1− e−xj , (11.6)
where Td(X) is the Todd class of X . For non-compact X , the χy genus is often ill defined. In
this case, we consider the equivariant version following [85, 88]. Suppose now that X admits
a G-action and the holomorphic vector bundle V admits a G-action which is compatible with
the G-action on X. Then, for g ∈ G, the Lefschetz number is defined to be
L(X, V )(g) =
dimM∑
i=0
(−1)iTr(g|Hi(X,O(V ))). (11.7)
The Lefschetz number can be computed by the holomorphic Lefschetz formula
L(X, V )(g) =
∫
Xg
chgV
chgΛ−1(NMg/M)
, (11.8)
where Mg denotes the fixed point set of g and NMg/M is the normal bundle of M
g in M. The
equivariant orbifold elliptic genus is defined to be
χy(M,G, q, y)(t) =
∑
[g]∈G∗
1
|Z(g)|
∑
h∈Z(g)
L(Mg, E(M ; q, y)g)(h, t), (11.9)
where E(M ; q, y)g is a virtual bundle defined in [85, 88], the sum is over conjugacy classes
G∗ of G, and Z(g) denotes the centralizer of g in G. The equivariant orbifold Hirzebruch
χy genus is then defined to be the limit of the elliptic genus where q goes to zero. These
formulas are simply mathematical incarnations of the usual calculations in orbifold conformal
field theory.
11.2. The large-N limit of the equivariant χy genus
Let t1, t2, . . . , td be equivariant parameters for the coordinates of C
d. The equivariant χy
genus of Cd is
χy(C
d)(t1, t2, . . . , td) =
d∏
j=1
(1− ytj)
(1− tj) . (11.10)
For C2 the equivariant χy genus specializes to
χy(C
2) =
(1− yt1)(1− yt2)
(1− t1)(1− t2) . (11.11)
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This can be seen by direct computation.
Hq(C2,ΛpT ∗C2) =


C[z1, z2] (p, q) = (0, 0),
C[z1, z2]dz1 ⊕ C[z1, z2]dz2 (p, q) = (1, 0),
C[z1, z2]dz1 ∧ dz2 (p, q) = (2, 0),
0 otherwise.
(11.12)
The contribution from (p, q) = (0, 0) is the equivariant Hilbert series
χ0(t1, t2) =
1
(1− t1)(1− t2) . (11.13)
The contributions from (p, q) = (1, 0) and (2, 0) are
χ0(t1, t2)(−yt1 − yt2) and χ0(t1, t2)(y2t1t2), (11.14)
respectively. Summing all the contributions results in
χy(C
2) = χ0(t1, t2)(1− yt1 − yt2 + y2t1t2)
=
(1− yt1)(1− yt2)
(1− t1)(1− t2) . (11.15)
Using the χy genus of C
d we can compute the equivariant χy genus of the large-N symmetric
product of Cd by first constructing a generating series
∑
n≥0Q
nχy((C
d)n, Sn)(t1, t2, . . . , td) of
all the symmetric products and then extracting the n → ∞ limit. For C2 the generating
series is given by [85]∑
n≥0
Qnχy((C
2)n, Sn) =
∏
l≥1
∏
m1,m2≥0
(1− ylQltm1+11 tm22 )(1− ylQltm11 tm2+12 )
(1− yl−1Qltm11 tm22 )(1− yl+1Qltm1+11 tm2+12 )
. (11.16)
We can extract the n → ∞ limit by multiplying the generating function by (1 − Q) and
taking the limit Q→ 1 [7]. It is easy to see that all terms with powers of y greater than one
vanish. The plethystic log is given by
tm11 t
m2
2 (m1, m2) 6= (0, 0), l = 0
−tm11 tm22 y m1 ≥ 1, m2 ≥ 1, l = 1
y (m1, m2) = (0, 0), l = 1 (11.17)
0 otherwise.
In general for Cd all powers of y greater than d− 1 vanish. Similarly for C4
∑
n≥0
Qnχy((C
4)n, Sn) =
∏
l≥1
∏
m1,m2m3,m4≥0
(1− ylQltm+ei)(1− yl+2Qltm+ei+ej+ek)
(1− yl−1Ql)(1− yl+1Qltm+ei+ej)(1− yl+3Qltm+ei+ej+ek+el) , (11.18)
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where tm = tm11 t
m2
2 t
m3
3 t
m4
4 and ei are unit vectors in the space of exponents of m. The large-N
orbifold χy genus of C
4 is similar to the C2 case. All powers of y greater than three vanish.
However the combinatorics is slightly more involved, so it is worthwhile to pause to introduce
some notation following [89].
Each holomorphic function f on C4 has integer charges m = (m1, m2, m3, m4) under the
four isometries, and contributes tm = t1
m1t2
m2t3
m3t4
m4 to the equivariant Hilbert series. The
charges form a cone M ⊂ Z4 with m1, m2, m3, m4 ≥ 0. Since we are considering C4, the cone
is the standard orthant. The equivariant Hilbert series is
Tr tm|H0(C4,OX) =
∑
m∈M
tm. (11.19)
The contribution of order yk is
(−y)k
∑
m∈M
nkmt
m. (11.20)
where
nkm =


0 if m is on a vertex of M,(
r−1
k
)
if m is on a r-dimensional facet of M.
(11.21)
These contributions are identified with characters of reduced differential forms on C4 in
[33, 89]. The dimensions (graded by total degree) of the cyclic homology groups of C4 are
shown in Table VIII. This provides a geometric interpretation of the Q + s cohomology
groups that we have previously computed and hence a geometric description of holomorphic
observables.
1 t t2 t3 t3 t4 t5 . . .
HC0 0 4 10 20 35 56 84 . . .
HC1 0 0 6 20 45 84 140 . . .
HC2 0 0 0 4 15 36 70 . . .
HC3 0 0 0 0 1 4 10 . . .
χ(t) 0 4 4 4 4 4 4 . . .
TABLE VIII. Cyclic homology group dimensions for C4.
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