Abstract. The first-order part of the Ramsey's Theorem for pairs with an arbitrary number of colors is known to be precisely BΣ 0 3 . We compare this to the known division of Ramsey's Theorem for pairs into the weaker principles, EM (the Erdős-Moser principle) and ADS (the ascendingdescending sequence principle): we show that the additional strength beyond IΣ 0 2 is entirely due to the arbitrary color analog of ADS. Specifically, we show that ADS for an arbitrary number of colors implies BΣ 0 3 while EM for an arbitrary number of colors is Π 
Introduction
One much-studied project in reverse mathematics is determining the precise strength of Ramsey's Theorem for Pairs (RT 2 ) [3, 5, 9, 16] . Lerman, Solomon, and the first author showed [15] that Ramsey's Theorem for Pairs with two colors, RT 2 2 , splits into two parts-the Erdős-Moser principle EM [2] and the Ascending-Descending Sequence principle ADS [8] . Their argument suggests that ADS captures the aspect of RT 2 2 which requires the construction of a distinct solution for each color.
In this paper, we examine this division over an arbitrary number of colors-that is, the way the principle RT 2 divides into arbitrary color analogs of ADS and EM. Our focus is identifying the first-order part of the theory, which can usually be measured by conservativity over the hierarchy of induction principles IΣ 0 1 < BΣ 0 2 < IΣ 0 2 < BΣ 0 3 < · · · [18] . Slaman and the second author showed [1] that RT 2 is Π 1 1 -conservative over BΣ 0 3 ; combined with Hirst's result [9] that RT 2 + RCA 0 implies BΣ 0 3 , this precisely characterizes the first-order consequences of RT 2 . This result is unusual: it is known [3] that RT 2 divides into two principles, SRT 2 and COH where the former has low 2 solutions and the latter principle is known to be conservative over the weaker principle IΣ 0 2 (the standard reference on these induction principles is [7] ). Most constructions of a low 2 solution can be adapted to give conservation over IΣ 0 2 , so it is striking that conservation for SRT 2 cannot be strengthened to conservation over IΣ 0 2 . In this case, the issue is that when the low 2 construction is adapted to RT with a potentially nonstandard number of colors, the construction requires attempts to build solutions in each color. BΣ 0 3 is needed to show that if, at every step, the solution in some color gets extended, then there must be a single color whose solution is extended unboundedly many times.
This suggests that the generalization of EM to an arbitrary number of colors should be conservative over IΣ 0 2 , while the generalization of ADS to an arbitrary number of colors should imply BΣ 0 3 . The goal of this paper is to confirm these guesses.
In order to do this, we need to choose appropriate generalizations of EM and ADS to an arbitrary number of colors.
One natural choice is to adapt the definitions given in [8] : Since trRT 2 (that is, trRT <∞ restricted to the case where a = 1) is equivalent to ADS, this might seem like a natural notion. However it is known to behave oddly-for example, it is not known whether trRT n implies trRT n+1 for any n [8, 17] , leading to the unusual situation where the strength of a principle may depend on the number of colors.
EM <∞ is similarly odd; for example, it is not clear that EM <∞ is enough to show that it is possible to find solutions to finitely many simultaneous instances of EM.
The following notion seems to behave more naturally: When a = 1, fallowness and transitivity are equivalent, but in general fallowness is a stricter requirement than transitivity, so fEM ∞ implies EM <∞ , while trRT <∞ implies fRT <∞ .
As some evidence that fallowness behaves reasonably, observe that ADS implies fRT n for all finite n and that fEM <∞ shows that it is possible to solve finitely many instances of EM simultaneously. We verify this last fact. By EM × , we find an infinite set S on which every c i is homogeneous. We claim that c is fallow on S. Let x < y < z be given. Then c c(x,z) (x, z) = 1. Therefore we cannot have c c(x,z) (x, y) = c c(x,z) (y, z) = 0, since this would contradict the transitivity of c c(x,z) , so either c c(x,z) (x, y) = 1 or c c(x,z) (y, z) = 1, and therefore c(x, z) ∈ {c(x, y), c(y, z)}. Conversely, suppose fEM <∞ holds and let {c i } i≤a be given. We define
. By fEM <∞ , we obtain a set on which c is fallow. Let x < y < z be given, and suppose c i (x, y) = c i (y, z), so both c(x, y) and c(y, z) have c i (x, y) as their i-th bit.
Note that in the last step, we really appear to need fallowness of ctransitivity would not suffice-and it appears that EM <∞ may be strictly weaker.
We can now state our results. 
Proof. First, suppose BΣ 0 3 holds and let h : u × M → M be given such that ∀x < u ∃m ∃ ∞ z h(x, z) < m be given-that is,
It is well-known [7] that BΣ 0 3 is equivalent to BΠ 0 2 , so ∃M ∀x < u ∃m ≤ M ∀n ∃z > n h(x, z) < m.
This implies
and z if there is no such y. We then define r a (z) to be the least
if there is such a b, and z otherwise.
Conversely, suppose there is a b so that ∀y∃zθ(a, b, y, z) holds. Then for any z 0 , consider y = q a (b, z 0 ). There must be some least z so that θ(a, b, y, z) holds, and since
In either case, there is a z ≥ z 0 with r a (z) ≤ b. Since this holds for any z 0 , lim z→∞ r a (z) = ∞.
Suppose that ∀a < A∃b∀y∃zθ(a, b, y, z) holds and define h(a, z) = r a (z). Then for any a < A there is a b so that r a (z) ≤ b infinitely often, and therefore infinitely many z so that h(a, z) < b+1. Therefore, by assumption, there is a B so that for every a < A, h(a, z) < B infinitely often. Therefore for each a < A, there is a b < B so that ∀y∃zθ(a, b, y, z).
f is a u-coloring, and is stable and fallow. It is easy to see that f is fallow: for any a < b < c, q a,c (x) = min{q a,b (x), q b,c (x)}, so x maximizes both q a,b and q b,c iff x maximizes q a,c as well.
To see that f is stable, fix any a ∈ M. For each x, there is some minimum value min [a,∞) h(x, z), and some d by which this minimum is achieved:
By fSRT 2 , there is an infinite set S so that f ↾ [S] 2 is constant. Let x 0 < u be the color which f is constantly equal to on S. By the assumption on h, there is an M ∈ M so that, for infinitely many z, h(x 0 , z) < M . Therefore for each s ∈ S, there is a z > s with h(x 0 , z) < M , and therefore an s ′ > z with s ′ ∈ S, so f (s, s ′ ) = x 0 , and then for all
Conservativity
In this section we prove that fEM <∞ +RCA 0 is Π Because fEM <∞ is equivalent to fSEM <∞ together with COH and all these principles are Π 1 2 statements, by [22] it suffices to prove that fSEM <∞ is Π 1 1 -conservative over RCA 0 + IΣ 0 2 . Throughout this section, we assume we are working in a model of IΣ 0 2 ; in particular, unless otherwise specified, all arguments by induction have an inductive statement which is Σ 2 or Π 2 .
For the remainder of the section, we fix a stable coloring c :
3.1. Motivation. Before giving the detailed construction, we outline the main idea. In [15] , a forcing notion was used to construct solutions to instances of the Erdős-Moser principle while avoiding the construction of solutions to stable Ramsey's theorem for pairs. That construction used Matthias conditions (f, S) where f is a finite initial segment of the generic and S is a certain kind of tree of possible extensions (closely related to bounded monotone enumerations [5, 12, 14] ). Specifically, S is a function where, for each n, S(n) is a finite set of subsets where, when m > n, each set in S(m) extends a set in S(n). When we extend f , we choose extensions from some subset in S(n). Not every element of S(n) needs to have an extension in S(m)-some elements of S(n) may represent dead ends. Crucially, there is an "up or out" property: we are promised that, in S(m), every element of S(n) is either properly extended or has no extensions. (The bad case would be if a finite set stuck around forever without extending: we need to be able to identify dead ends at some finite stage.)
The families that actually occur all have the same form-we partition an interval into components with the property that certain computations do not halt on any extension taking all its elements from a single component. So when we wish to extend f , we take one of these partitions [s, s+n] = j<r g j , pick some j < r and some g ′ ⊆ g j witnessing a computation, and extend f to f ∪ g ′ . We need to ensure that j<r g j extends to a partition of [s, ∞) (that is, to a partition belonging to our family-one in which every component restricts computations as needed), which is a Π 1 property, but we also need to ensure that the j-th component is infinite in all such partitions. In order to make the conservation argument, we want the property "f ∪g ′ is a possible extension" to be a Σ 2 property, but requiring that the j-th component is guaranteed to be infinite is a Π 2 question (saying that we find extensions infinitely often).
To address this, we need to examine the behavior of the construction a bit more carefully. Suppose we are given a valid partition [s, s + n] = j<r g j , and it satisfies the Π 1 property that, for every m > n, there is a valid partition [s, s+m] = j<r h j such that, for each j < r, g j ⊆ h j . (By a "valid" partition, we mean one imposing a suitable restraint on computations.) The problem is that there might be some m > n and some valid partition [s, s + m] = j<r h j so that g j ⊆ h j for each j < r, but j<r h j represents a dead end: when m ′ > m, there exists some valid partition, [s, s + m ′ ] = j<r h ′ j with h j ⊆ h ′ j for each j < r, but in any such partition, there is some j < r with h j = h ′ j . If we are given the partition j<r h j , though, we can verify this fact in a Π 1 way-that is, the property that there are extensions of this partition for every m ′ > m is Π 1 , as is the property that there are no extensions in which h j is properly extended.
More generally, there might be several h j which are dead ends-that is, there might be an R ⊆ [0, r) so that in any extension to a partition j<r h ′ j , h j = h ′ j for all j ∈ R at once. Given {h j } j<r , R, we can verify this property in a Π 1 way, but we cannot check that R is maximal-that is, there could still be some j ∈ [0, r) \ R which will cause problems.
Our solution is to say that we find an extension of f if we have [s, s+m] = {h j } j<r , R and, for each j ∈ [0, r) \ R, and extension f ′ j ⊆ h j so that: • f ∪f ′ j witnesses some Σ 1 property (say, that some computation halts),
Then the existence of an extension becomes a Σ 2 property: we can find extensions if there is some {h j } j<r , R which is valid, {h j } j<r extends to a partition of [s, ∞), and in every such partition, the h j for j ∈ R do not extend, and we can find suitable extensions of f in every h j with j ∈ [0, r)\R.
We cannot verify that R is maximal-there might be other branches in [0, r)\R which are dead ends-but it does no harm to find possible extensions of f in dead ends which we later discard. What we are promising is that for each j, either j is a dead end or we can find the witness we need in h j , without worrying about the fact that there may be an overlap between these cases.
We end up needing to create a tree of extensions, to keep track of all the possible ways f might extend in different branches. However we will be able to control this branching by thinning it out unboundedly often. This will let us show that the tree has a unique infinite branch, and we will arrange for the unique branch of this tree to be the set on which the coloring is transitive and satisfy IΣ 2 .
Families of Partitions.
The restraint in our Matthias conditions will be a "family of partitions"; we now define this notion and what it means for one family of partitions to refine another.
Definition 3.2. A family of partitions of size r is a function S(n) such that, for some s = min S:
• for each n, S(n) is a set of partitions of [s, s + n] into r sets,
Definition 3.3. We say S is infinite if, for every n, S(n) is non-empty. We say S is extensive if whenever {g j } j<r ∈ S(n), there is an m > n so that for any {h j } j<r ∈ S(m) with {g j } j<r ⊆ {h j } j<r , g j = h j for all j < r.
When {g j } j<r ∈ S(n), we say {g j } j<r is permanent (in S) if, for all m ≥ n, there is an {h j } j<r ∈ S(m) with {g j } j<r ⊆ {h j } j<r .
Note that being infinite is a Π 1 property while being extensive is a Π 2 property.
Proof. Let m ≥ n be given. There are only finitely many {h j } j<r ∈ S(m) with {g j } j<r ⊆ {h j } j<r , so we may choose m ′ ≥ m minimizing the number of {h j } j<r ∈ S(m) such that there exists an {h
There must be some {h ′ j } j<r ∈ S(m ′ ) with {g j } j<r ⊆ {h ′ j } j<r , and we see that 
and, for every n and every
It is easy to see that if S ′′ refines S ′ via ρ ′ and S ′ refines S via ρ then S ′′ refines S via ρ • ρ ′ .
Lemma 3.6. If S is infinite then there is an extensive S ′ refining S.
Proof. Consider those {f j } j∈R so that, for all sufficiently large n, there is a {g j } j<r ∈ S(n) with f j = g j for all j ∈ R. The existence of such an {f j } j∈R is a Σ 2 property, so we may choose R maximal so that such an {f j } j∈R exists, and then define S ′ to be the family of partitions of size r − R by choosing min S ′ to be larger than max j∈R f j , choosing ρ :
The fact that S ′ is infinite follows since, for all sufficiently large n, there is a {g j } j<r ∈ S(n) with
, and the fact that S ′ is extensive follows since R is maximal.
Lemma 3.7. Let S be extensive and let S * be infinite with min S = min S * . Let j < min S be given and suppose that, for every n there is a {g j } j<r ∈ S(n) and an {h j * } j * <r * such that 0<j * <r * h j * = g j . Then there is an extensive S ′ which is a common refinement of S and S * and a surjective refinement of S.
We are really asking about ways of partitioning g j -we are interested in elements of S * where h 0 = j ′ =j g j ′ and the other r * − 1 pieces give a partition of g j .
Proof. Choose ρ
such that there is some {g j } j<r ∈ S(n) and some {h j * } j * <r * ∈ S * (n) such that:
, and
. We then refine S ′ 0 to an extensive S ′ as in the previous lemma; since S is already extensive, we are assured that when we choose {f j ′ } j ′ ∈R as in the previous lemma, R ρ
, so the refinement of S is surjective.
3.3. Conditions. Definition 3.8. By a tree of finite sets, we mean a function F such that:
• for each n, F(n) is a finite collection of finite sets,
We will reserve caligraphic F for unbounded trees (that is, where the domain is unbounded), and write F when the tree is finite-that is, when dom(F ) = [0, k] for some k. Definition 3.9. When F is a tree of finite sets with domain [0, k], a branch of F is an element of F (k).
When F is a tree of finite sets with domain M, a path of F is an unbounded set Λ such that, for each n ∈ M, Λ ∩ [0, max F(n)] ∈ F(n).
Our construction will produce an unbounded tree of finite sets which preserves IΣ 1 ; in particular, this ensures that F has an unbounded path. Our construction will also ensure that every unbounded path of F preserves IΣ 2 and is a set on which c is fallow.
In order to manage the syntactic complexity of the definition, we need to introduce our forcing conditions in stages. The first stage, the pre-precondition, captures the computable part of our definition. 
S is a family of partitions of size r, max F < min S, c.1.6 u is a map from [0, r) to the branches of F , c.1
Being a pre-pre-condition is a computable property. We write W ↾ i for the list (W 0 , . . . , W i−1 ) and
This definition is rather complicated, and needs some explanation. The first three pieces, F, F † , c * , describe the finite part of our conditionthe finite initial segment of our eventual generic. F † is the actual tree we are constructing: our goal is to simultaneously construct F † so that it preserves IΣ 1 and so that each branch preserves IΣ 2 and gives subset on which our coloring is fallow. The tree F is wider than F † -it may have additional branches-and exists for technical bookkeeping reasons. c * is a guess at the limit coloring c ∞ .
The next three pieces, S, u, U , describe a Matthias restraint. S is the restraint: branches of F (and, in particular, of F † ) should only be extended within a single component of S. The function u tells us which component of S can be used to extend a branch of F ; this is defined so that each branch f ∈ F (k) has a set u −1 (f ) of components in which it is allowed to extend. In an extension of this pre-pre-condition, we will require that all extensions of f be contained some g j with j ∈ u −1 (f ). U ⊆ [0, r) is the set of "live" extensions-the ones which will actually be part of F † .
The final two pieces, W, V , describe our progress towards matching various requirements. We need these as part of our conditions because we will have to use them to help track which branches of certain partitions are live. (This is one of the main new complications in the construction.) Roughly speaking, each W x i represents some condition we are putting on our eventual path; eventually we should have Λ ∈ i,x W x i . In practice, W * i,x will have the form {h | ∃z ≤ |h|, h ′ ⊆ hφ(x, z, h ′ )}, so f ∈ W x i will mean that, for all x ′ ≤ x, there is an initial segment f ′ ⊆ f and a z ≤ |f | so that φ(x, z, f ′ ) holds for some quantifier-free formula φ.
V is the set of pairs (i, x) of conditions which we have already succeeded in enforcing; thus f ∈ (i,x)∈V W x i .
Definition 3.11. We say (
Definition 3.12. We say a pre-pre-condition (F,
Note that being a pre-condition is a Π 1 property. The first property says that our guess c * is correct; combined with the definition of a pre-precondition, this implies that any f ∈ F (n) is a candidate to be part of a set on which c is fallow.
The third property says that if a branch can be extended to belong to 
Being a condition is a Π 2 property. When considering the pre-condition
, the only terms that matter are F ′ , S ′ , u ′ , and V ′ -the others can either be inferred (for example, c ′ * must be a suitable restriction of c ∞ and so on), or not not matter (there may be multiple choices for F ′ † and U ′ , but they do not affect whether the statement holds)-so we often write (
The significance of the second property is that says that we can satisfy W x i "densely": given any extension (F ′ , S ′ , u ′ , V ′ ), we can find suitable branches which extend so they belong to W x i . 3.4. Tree Generics. Definition 3.14. A sequence of conditions (indexed by M )
• the sequence is coded (i.e. each bounded initial segment is encoded by an element of M ),
• for every i ∈ M there is a j ≥ i with |U j | = 1. We say the sequence begins with
. We must show that there exist generic sequences at all; specifically, that we can always extend a condition to extend the domain of F , and that we can always add elements to V . (Technically, we must also ensure that the W i represent longer and longer sequences, so that for each m ∈ M there is an i so that W i is a sequence of length ≥ m, but if all we want to do is construct a generic, this could be accomplished by padding the W i with trivial sets. In the next subsection we will show that we can construct generics where the W i are chosen in a more useful manner.)
Lemma 3.15. Let (F, F † , c * , S, u, U, W, V ) be a condition and let i ≤ |W |.

Then for any x, there is a condition (F
′ , F ′ † , c ′ * , S ′ , u ′ , U ′ , W, V ∪ {(i, x)}) (F, F † , c * ,
S, u, U, W, V ) with the domain of F ′ strictly larger than the domain of F .
Proof. We wish to consider those sets L ⊆ [0, r − 1] such that there exists a {g j } j<r ∈ S(m) such that:
• {g j } j<r is permanent,
• for each j ∈ L and every partition
and c is fallow on u(j)∪ g ′ . This is a Σ 2 property, so we may choose some such {g j } j<r ∈ S(m) maximizing the size of L, and we may make this choice with m sufficiently large. By restricting S, we may assume that whenever {h j } j<r ∈ S(n),
and c fallow on f j ∪ g ′ j by c.3.2. We wish to obtain S 1 surjectively refining S so that whenever
i . We do this by repeated application of Lemma 3.7, once for each j ∈ L: for any j ∈ L, let S * j (n) consist of those partitions {h j * } j * <d+1 such that for every j * > 0, there is no
, and therefore the partition h ′ 0 = j ′ =j g ′ j ′ and h ′ j * +1 = g ′ j * belongs to S * j (n). Then one application of Lemma 3.7 gives us the property we need for j ′ with ρ(j ′ ) = j; repeating this for each j ∈ L gives the desired S 1 . (The defining property of S 1 is Π 1 , so we can carry out this iteration.)
Choose some permanent {h j ′ } j ′ <r ′ ∈ S 1 (m ′ ) with m ′ sufficiently large that, for all j ∈ L and every j ′ ∈ ρ −1 (j), |h j ′ | ≥ 1. We can now define F ′ to extend F by one additional level containing:
• for each j ∈ L, the branch f j ∪ g ′ j , • for each j ∈ L, the branches f j ∪ {min h j ′ } for every j ′ ∈ ρ −1 (j). We can further refine S 1 to S ′ of the same size by restricting to extensions of {h j ′ } j ′ <r ′ and truncating so that min S ′ is large enough that every element of F ′ has achieved its limit color; by abuse of notation, we say S ′ refines S by ρ as well. We can then define u ′ by:
We take c ′ * (i, ·) to be the restriction of c i,∞ to elements of F ′ . Finally, we let F ′ † extend F † by setting F ′ † (k + 1) to consist of those branches u ′ (j ′ ) of F ′ (k + 1) which are in W x i and such that ρ(j ′ ) ∈ U . We take U ′ to be exactly those j ′ such that u ′ (j ′ ) is a branch of F ′ † (k + 1). We claim that ( So we assume i < i * . Because (F, F † , c * , S, u, U, W, V ) is a condition, there is a level n so that for every {g j } j<r ′′ ∈ S ′′ (n) and every partition
i ′ , and has the other necessary properties. By the construction of F ′ and S ′ , since u ′′ (j) is contained in W x i , so is u ′ (ρ ′ (j)) (that is, the restriction of u ′′ (j) to a branch through F ′ ), and therefore ρ ′ (j) ∈ U ′ as needed.
In particular, using Π 2 induction, for any V ′ ⊇ V with i ≤ w for all (i, x) ∈ V ′ , we can find a pre-condition (
There are two additional properties we need for this to be a condition; the second is already guaranteed if (F, c * , S, u, U, W, V ) is a condition (because we are not extending W ), and there is always an extensive S ′′ refining S ′ , so we can find a condition (
. Next we show that we can, unboundedly often, arrange to have |U | = 1. The crucial idea is that we can actually tell, at intermediate stages of our construction, which branches are necessary. We do not see how to do this uniformly enough to avoid intermediate stages which allow |U | > 1 (at least, not without substantial bookkeeping complications), but we do not need to wait for the construction to finish to identify these branches.
Lemma 3.16. Let (F, F † , c * , S, u, U, W, V ) be a condition and let φ(y, z, G) be a quantifier-free formula. Then there is a condition (F
The argument is rather technical because conditions have many pieces, which makes them difficult to adjust, but the underlying argument is not so complicated. We shrink U to make it as small as possible while remaining a condition. If the result is that |U | = 1, we are finished. Otherwise, we pick a j 0 ∈ U and remove it; since U \ {j 0 } is not a condition, there must be some extension and an i, x witnessing the failure to be a condition. This should mean that j 0 is necessary-that there are extensions and a choice of (i, x) which could force us into the branch represented by j 0 . But this suggests that we should get a condition when we restrict to just U = {j 0 }-otherwise there should also be an extension and a choice of (i ′ , x ′ ) which forces us off the branch represented by j 0 . But, if we arrange things appropriately, this will give us a contradiction when we use the previous lemma to try to find extensions in
Proof. We first take an arbitrary proper extension (F ,F † ,ĉ * ,Ŝ,û,Û , W, V ) (F, F † , c * , S, u, U, W, V ); specifically, we need k = | dom(F )| > | dom(F )|, because we will need to modifyF (k) in the course of finding our condition. For any U 0 ⊆Û , letF
be the tree withF
is not a condition. Therefore there must be some pre-condition (
and some x so that, for every n, there is a {g j } j<r ′ ∈ S ′ (n) so that, for every j < r ′ such that ρ(j) ∈ U 0 \{j 0 } and
there is a partition witnessing the failure to be a condition. Furthermore, because p ′ is a pre-condition, if u ′ (j) ∈ W x ′ i ′ then no extension consistent with S ′ will be in W x ′ i ′ . We define two modifications as follows. We defineF ′ byF ′ (n) =F (n) for n < k and takingF ′ (k) to consist of the branches ofF ′ of the form u ′ (ρ(j)) for j <r ′ such that ρ(j) ∈ U 0 \ {j 0 }, together with all branches ofF not extended by such a branch. We takeĉ ′ * to be the restriction of c ∞ toF ′ . We defineŜ ′ as follows: for j ∈ U 0 , the j-th component ofŜ ′ is the j-th component of S. For j ∈ U 0 , we replace the j-th component of S with the corresponding components of S ′ , each of which is then partitioned, as in Lemma 3.7, into d components, some of which may then be eliminated to make the resultingŜ ′ extensive.û ′ is the natural composition with u.
TakeF ′ † so that the branches ofF ′ † are exactly the branches ofF ′ which extend branches ofF † , and takeÛ + to consist of all j which refine
is a condition-the only thing to check is c.3.2, and this follows because if (F
there is a modificationF ′′ with the same branches so that (F ′′ , S ′′ , u ′′ , V ′′ ) (F ,F † ,ĉ * ,Ŝ,û, U 0 , W, V ), and since (F ,F † ,ĉ * ,Ŝ,û, U 0 , W, V ) is a condition, so we can find a suitable extension of a branch ofF ′′ , and since only the branches ofF ′′ matter, also a branch of F ′′ has a suitable extension.
and an x ′ witnessing this failure. We modify this to become a condition. By refining S ′′ to be extensive, applying Lemma 3.7 to each j ∈ U ′′ , we obtainŜ ′′ so that no extension of a u ′′ (j) has a suitable extension belonging to W x ′ i ′ . We takeû ′′ to be the natural composition with u ′′ . We takeF ′′ † to consist of all branches (with initial segments at suitable levels) belonging to ( 
If Λ is a branch generic, in particular, for every x there is some initial segment of Λ belonging to W * x , and therefore there is some y so that φ(x, y, Λ), as needed. (F, F  † , c  *  , S, u, U, W, V ) be a condition and let φ(x, y, G) be a quantifier-free formula. Suppose that ( * ) fails.
Lemma 3.19. Let
Then there is a condition
Proof. Since ( * ) fails, we may choose a precondition (
and an x so that for every n, there is a {g j } j<r ∈ S(n) and a partition
Choose F ′′ † extending F † and contained in F ′ so that the branches of F ′′ † are exactly those extending branches of F † and contained
We wish to obtain S ′′ surjectively refining S ′ by ρ ′ so that whenever
We do this by repeated application of Lemma 3.7, once for each j with
For such a j, let S * j be the family so {h j * } j * <d+2 ∈ S * j (n) if there is a {g j } j<r ∈ S(n) with h 0 = j ′ =j g j ′ and so that for each 0
By assumption, S * j is infinite, so Lemma 3.7 gives a refinement with the property we want for j ′ ∈ (ρ ′ ) −1 (j). By iterating this, we obtain the desired S ′′ . We take 4.1. α-largeness and fEM <∞ -density. We fix a primitive recursive notation for ordinals below ω ω as follows. We consider ordinals described by the Cantor normal form α = i<k ω n i where n i ∈ N and n 0 ≥ · · · ≥ n k−1 . We write 1 for ω 0 , and ω n ·k for i<k ω n . For a given α < ω ω and m ∈ N, define
In other words, any finite set is 0-large, and X is said to be α-large if
The above definition of ω n -largeness causes a minor trouble if min X = 0. To avoid this and simplify the notation, we will always consider a finite set X ⊆ fin N with min X > 3.
Definition 4.2 (IΣ 0
1 , fEM <∞ -density). We define the notion of fEM <∞ -m-density for a finite set X ⊆ N inductively as follows. First, a set X is fEM <∞ -0-dense if it is ω-large and min X > 3. Assuming the notion of fEM <∞ -m-density is defined, a set X is fEM <∞ -(m + 1)-dense if
• for any P : [X] 2 → min X, there is an fEM <∞ -m-dense set Y ⊆ X such that P is fallow on [Y ] 2 , and,
one of the Z i 's is fEM <∞ -m-dense. Note that there exists a ∆ 0 0 -formula θ(m, X) saying that "X is fEM <∞ -mdense."
Be aware that a density notion for EM is also defined in [2] , but our density notion is different from theirs. Indeed, the second condition above requires that fEM <∞ -m-dense set is at least ω m+1 -large, thus fEM <∞ -(m + 1)-dense set needs to be at least fEM <∞ -ω m+1 -large. Here, the second condition is needed to make it compatible with the indicator argument (see [20, Section 3] ). Now, what we need for the conservation result in this section is the following. Proof. We follow the proof of [20, Lemma 3.2] . Let M |= IΣ 1 be a countable nonstandard model, and X ⊆ M be M -finite set which is fEM <∞ -m-dense for some m ∈ M \ ω. Let {E i } i∈ω be an enumeration of all M -finite sets such that each M -finite set appears infinitely many times, and {P i } i∈ω be an enumeration of all M -finite functions from [[0, max X]] 2 to c i < max X such that each function appears infinitely many times.
We will construct an ω-length sequence of M -finite sets
, and min X 3i+2 < X 3i+3 . For each i ∈ ω, we do the following. At the stage 3i, if min X 3i > c i , take X 3i+1 ⊆ X 3i so that P i is fallow on [X 3i+1 ] 2 by the first condition of fEM <∞ -density, and otherwise, put X 3i+1 = X 3i . At the stage 3i+1, if min X 3i+1 > |E i |, take X 3i+2 ⊆ X 3i+1 so that [min X 3i+2 + 1, max X 3i+2 − 1] ∩ E i = ∅ by the second condition of fEM <∞ -density, and otherwise, put X 3i+2 = X 3i+1 . At the stage 3i + 2, put
By the construction of the stages 3i + 1, I is a semi-regular cut, thus (I, Cod(M/I)) |= WKL 0 . By the construction of the stages 3i + 2, X i ∩ I is infinite in I for any i ∈ ω. To check that (I, Cod(M/I)) |= fEM <∞ , we will see the construction of the stages 3i. Let P : [I] 2 → c be a function which is a member of Cod(M/I) and c ∈ I. Then, there exists some i ∈ ω such that c = c i , P = P i ∩ I and c i < min X 3i . Hence P is fallow on [X 3i+1 ∩ I] 2 , and X 3i+1 ∩ I ∈ Cod(M/I) is an infinite set in I.
On the other hand, it is not hard to check that RCA 0 proves that any infinite set contains ω k -large subset, for any standard natural number k ∈ ω. Assuming Theorem 4.3, we have the following. Calculation for fEM <∞ -ω n -largeness. In this subsection, we will prove Theorem 4.3. We will essentially follow the combinatorial argument in [11] . In [10] , Ketonen and Solovay analyze the Paris-Harrington principle by α-largeness notion, and clarify the relation between Paris-Harrington principle and hierarchy of fast growing functions. The case for fEM <∞ is the following. Proof. We follow the idea of [2, Theorem 10] . Let X be ω 3 -large. Put a = min X. Then, |X| > (a + 1) a+1 . For a given coloring P : and a 0 , a 1 , . . . , a a ∈ X as follows. Put a 0 = a and X 0 = X. For a given X i , put a i = min X i , and choose
We will generalize the above theorem. Indeed, we need a version with larger solutions. Our target theorem is the following, which trivially implies Theorem 4.3.
Theorem 4.9 (IΣ
We will show this theorem by decomposing ω n -large sets. We first prepare basic lemmas for α-large sets. We will use the following lemmas from [11] . A set X is said to be α-sparse if min X > 3 and for any x, y ∈ X, x < y implies the interval [x, y) is α-large. One can easily check that if a set X is ω 3 -sparse then it is quadratic exponentially sparse in the following sense: for any x, y ∈ X, x < y implies 4 x 2 < y. Trivially, any subset of an α-sparse set is α-sparse. 
For a precise calculation of a finite version of EM, the grouping principle introduced in [20] is very useful. 
We say that a set X ⊆ N admits (α, β)-grouping for k-colors if for any coloring P : [X] 2 → k, there exists an (α, β)-grouping for P . In [11] , they considered colorings on [X] 2 using two colors, but here we consider colorings on [X] 2 using min X colors. We will check that the following strengthening of Theorem 2.3 of [11] still holds in our setting.
Theorem 4.12 (IΣ
The proof is essentially the same as the original, but we need to upgrade some lemmas for the min X colors version. Proof. We only show 1. (2 can be proved similarly.) Since X is ω n+1 -large and
Without loss of generality, we may assume thatX = c, so let {x i : i < c} be an enumeration ofX. Construct a sequence Proof. The original proof works with the alternated Lemma 4.14.
Finally we prove Theorem 4.12 by using the previous lemma repeatedly.
Proof of Theorem 4.12. We will show by induction on k. The case k = 0 is trivial, and the case k = 1 is Lemma 4.15. Assume k ≥ 2, and let X ⊆ fin N be ω n+6k -large and ω 3 -sparse. is an (ω n , ω k )-grouping for P .
We are now ready to prove Theorem 4.9. We will follow the idea of the proof of [20, Lemma 7.2] . The key idea here is that if X i : i ≤ ℓ is a grouping for P and P is fallow on any of [X i ] 2 and [{max X i : i ≤ ℓ}] 2 , then P is fallow on
Proof of Theorem 4.9. We first show 1. By Lemma 4.10.1, if X is ω 18n -large and min X > 3, then it is ω 18(n−1)+7 + 1-large, hence one can take X ′ ⊆ X so that X ′ is ω 18(n−1)+4 -large and ω 3 -sparse. So, it is enough to show that if X is ω 18(n−1)+4 -large and ω 3 -sparse then it is EM-ω n -large. The case n = 1 is Theorem 4.8. Assume n ≥ 2 and let X ⊆ fin N be ω 18(n−1)+4 -large. One may see 2 by induction on n. The first condition for the density follows from 1. The second condition for the density follows from Lemma 4.10.1.
Questions
While the result above places an upper bound on the strength of fEM <∞ , no corresponding lower bound is known. More generally, it is unclear what the first order part of fEM <∞ (and even EM) is. EM is known to imply BΣ 2 ([13]), and the tree structure used in the forcing above (and in other arguments controlling the strength of EM [19, 21] ) is related with a "bounded monotone enumeration" as introduced in [5] . Therefore it is possible that EM implies some variation of the principle BME which is not provable in BΣ 2 [14] . Note that BME itself is aΠ 0 3 -statement, so the original version is not provable from WKL 0 + fEM <∞ . 
