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2Abstract
This thesis summarizes the results and challenges of a series of experiments in the field
of atomic and molecular physics carried out employing innovative light sources such as
X-ray free electron lasers, high harmonic generation sources and ultrafast mid-IR lasers.
The key feature common to all of them is the ability to provide ultrashort light pulses
with a pulse duration in the 1-100 fs range (1 fs = 10-15 s) which in principle allows
the investigation atomic and molecular dynamics unfolding on such time scales. The
experiments described in this thesis constitute the first steps in this direction and shed
light on the new challenges and opportunities that arise naturally when highly innovative
tools are employed.
In the main technological chapters, which follow a brief description of the various
light sources, a variety of experimental techniques will be described, such as velocity map
imaging, electron Time-of-Flight spectroscopy, ion Time-of-Flight mass spectroscopy and
covariance mapping. Among these velocity map imaging is the one which has been used
more extensively. A VMI spectrometer for electrons with kinetic energies in the 0-200
eV range has been designed and tested for the Artemis Lab at Rutherford Appleton
Laboratories. For the analysis of the output images two well established algorithms for
Abel inversion have been implemented and compared.
In the first experimental chapter one of the first applications of the new Artemis
VMI spectrometer will be described. In the TRPEI (time-resolved photoelectron imag-
ing) Artemis experimental campaign the radiation produced by the monochromatized
HHG beamline was employed to study the photoelectron angular distribution of elec-
trons ejected from valence and inner valence shells in a number of atomic and molecular
samples.
Each of the remaining experimental chapters will be devoted to an experiment carried
out at the first Hard X-ray Free Electron Laser facility in the world: the Linac Coherent
Light Source. In the chapter devoted to the ring opening of 1,3-cyclohexadiene (CHD)
a complex molecular reaction, namely the conrotatory electrocyclic opening of CHD to
form the linear isomer 1,3,5-hexatriene, is studied on a time scale of 1 ps by X-ray induced
fragmentation. Double core hole creation is the subject of the following chapter where
the process is investigated with covariance mapping. Finally X-ray induced molecular
dynamic following core excitation of molecular oxygen is addressed in the last chapter.
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Chapter 1
Introduction
Since the introduction of lasers in 1960 there has been a continuous development of
pulsed coherent light sources. This has resulted in the invention of a number of highly
specialized lasers optimized for different performance goals. The simultaneous increase in
pulse energy and decrease in the pulse duration has allowed the scientific community to
obtain pulses with a very high peak power in the optical and mid-infrared domain capable
of inducing highly nonlinear effects in matter. The availability of few femtosecond short
pulses has created an entire new branch of science called femtochemistry which has shed
light on a number of ultrafast molecular reactions.
With the advent of Free Electron Lasers this technological advancement has been
transferred to a completely new range of photon energies. At facilities like the Linac
Coherent Light Source (LCLS) ultraintense and ultrashort pulses at photon energies in
the soft and hard X-ray range can be produced reliably. At these photon energies light
interacts directly with the core electrons resulting in the creation of core vacancies either
by direct ionization or by excitation. Several studies performed at synchrotron radiation
sources have already provided some information about X-ray-matter interaction. Because
of the temporal resolution of FEL pulses it is now possible to temporally resolve these
processes such as relaxation and dissociation following X-ray absorption. Thanks to the
high peak power of FEL we can even go beyond the single-photon interaction and start to
look at nonlinear effects such as double core hole creation. Finally we can also look at the
same molecular dynamics investigated with optical and mid-IR lasers with the important
difference that an X-ray probe does not perturb the electrons which are directly involved
in the reaction and for this reason is in principle capable of providing clearer pictures.
The research activity described in the this thesis has been focused on exploring the
concepts outlined above. I will present the results, in most of the cases still preliminary,
of a selection of experiments I took part in where the unique features of FELs have been
exploited to look at molecular dynamics and nonlinear X-ray absorption. Each of these
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experiments were done in collaboration with a number of research groups from all over
Europe, USA and Japan. My main contribution was mainly in two aspects: 1, handling
and modifying the rather complex data acquisition system (especially at LCLS) in order
to allow on-line visualization of the preliminary results and, 2, performing off-line data
processing and data analysis. I will therefore highlight for each experiment the aspects
which were more relevant to my specific task and leave the other details, especially related
to the actual experimental tools, to specialized literature.
This thesis is organized as follows. After a brief introductory chapter on the very ba-
sic ideas of X-ray-matter interaction I will describe the main features of the light sources
which have been employed in the various experiments. Although most of the scientific re-
sults presented here were obtained at the Linac Coherent Light Source other light sources
have been used in combination with the FEL, namely ultrafast mid-IR lasers and optical
parametric amplifiers. Part of the research has also involved the monochromitized HHG
(high harmonic generation) beam line at Artemis at the Rutherford-Appleton Labora-
tories so there will be a section devoted to illustrate the features of this other rather
exceptional tool.
In all the experiments presented here we employed exclusively particle detection
techniques. Those based on Time-of-Flight spectroscopy will be discussed in chapter
4 whereas chapter 5 will be dedicated to Velocity Map Imaging (VMI) and the numerical
algorithms that have been implemented and employed to analyse its outputs.
As an additional and more technological part of the research activity I designed a
VMI spectrometer for Artemis. The opportunity to test its performances and evaluate its
limitations was provided by the VUV-TRPEI1 experimental campaign which is described
in chapter 6.
I will then focus on the experiments performed at LCLS. In chapter 7 I will look at the
X-ray fragmentation of UV-excited 1,3-cyclohexadiene. Here I will discuss the challenges
of synchronizing two radically different light sources such as an optical parametric am-
plifier driven by a mid-IR ultrafast laser and a FEL. I will conclude that X-ray-induced
fragmentation is a valid tool to investigate ultrafast molecular dynamics as we will see
that it is sensitive to the changes in the excitation energies of the system which in turn
depend on the evolution along reaction coordinate.
An X-ray-only scheme was used in the experiment described in chapter 8 as we were
interested to study a peculiar nonlinear X-ray interaction in atoms and molecules: the
creation of a double core hole. Although there was little evidence of the observation of
this process for a number of experimental issues we demonstrated the applicability to
FEL experiments of covariance mapping, a refined statistical analysis technique which
offers to be an alternative to coincidence detection for high count rates.
1Vacuum-UV Time Resolved PhotoElectron Imaging
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Finally, in the last experimental chapter I will report the results obtained so far of the
first X-ray-pump/X-ray-probe experiment at LCLS. In the original idea the first pulse
was supposed to create a core excitation in O2 whereas the second was supposed to probe
the following de-excitation and dissociation dynamics. In both steps the absorption was
expected to be in the single-photon regime but clear evidence of nonlinear effects already
within the pump pulse has been found. This has added complexity to the interpretation
of the data as several charge states of the molecular ion and atomic fragments have to be
involved. At present there is no established interpretation. I will therefore present the
experimental facts and suggest a qualitatively plausible mechanism.
Chapter 2
Photoionization and Related
Processes
In this brief preliminary chapter we will introduce some concepts that will be used ex-
tensively in this thesis. We shall first discuss the photoelectric effect for single photon
absorption and and explain what is a photoelectron spectrum (PES). We will then con-
sider the possibility of measuring the direction of the photoemitted electron and introduce
the concept of photoelectron angular distribution (PAD).
X-ray ionization leaves the cation in a highly excited state which has the same energy
of a system made of a dication and an electron in the continuum. The autoionization
process that follows is known as Auger decay and it will be discussed in sec. 2.3.
To conclude a a short section will be dedicated to multiphoton processes.
2.1 Photoelectron Spectra (PES)
One of the most studied phenomena associated with light-matter interaction at low in-
tensities is single photon ionization (photoelectric effect) in which an atom or a molecule
absorbs a photon with energy higher than the ionization potential Ip and an electron is
liberated. With the only exception of hydrogen or hydrogen-like systems such as He+
the parent ion still contains a number of electrons. Especially if ionization happens from
the core or inner valence its final state cannot be thought of simply as the state prior
to the ionization with an electron removed. Complicated many-body calculations need
to be employed to describe the system in detail and it is well beyond the scope of this
thesis to review these theories. However some aspects of the problem can be highlighted
even with a very simple treatment.
Let us consider a quantum system described by an unperturbed Hamiltonian H0 to
which we add a small perturbation ∆ (electromagnetic field). If ψi and ψf denote respec-
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tively the initial and the final state with energies Ei and Ef the transition probability
per unit time w is given by the Fermi’s Golden Rule:
w =
2pi
~
|〈ψf |∆|ψi〉|2δ(Ef − Ei − ~ω) (2.1)
In general the perturbation is given by
∆ =
e
2mc
(A · p+ p ·A)− eφ+ e
2
2mc2
A ·A (2.2)
where A and φ are the vector and scalar potentials and p = i~5. The (A · A) can
normally be neglected as it is quadratic in the field. In the dipole approximation and by
means of a gauge transformation it can be shown[1] that
〈ψf |∆|ψi〉 ∝ 〈ψf |E · r|ψi〉 (2.3)
To further discuss the properties of the matrix element assumptions on the final and
initial states need to be made. In the simplest approximation the initial state is given by
the product of the orbital φi,k from which the electron is extracted and the wavefunction
ψki,R(N − 1) of all the other electrons:
ψi(N) = Cφi,kψ
k
i,R(N − 1) (2.4)
where C is the antisymmetrizing operator. Similarly the final state is written as a product
of the emitted photoelectron wavefunction φf,Ekin and the one of all the other electrons
ψkf,R(N − 1),
ψf (N) = Cφf,Ekinψ
k
f,R(N − 1), (2.5)
Consequently the matrix element is given by:
〈ψf |r|ψi〉 = 〈φf,Ekin |r|φi,k〉〈ψkf,R(N − 1)|ψki,R(N − 1)〉 (2.6)
which is the product of a single particle matrix element and a (N-1) overlap integral. In
the simplest approximation it is assumed that apart from the photoemitted electron all
the others are left exactly in the same state. In this case the second factor in eq. 2.6 is 1
and the argument of the delta in eq. 2.1 becomes Ekin +EB,k − ~ω where EB,k = −k is
the negative Hartree-Fock orbital energy of the orbital which is also known as Koopmans’
binding energy.
In a photoelectron spectroscopy experiment the measured quantity is the photocur-
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rent I which is proportional to the transition rate w:
I ∝ |〈φf,Ekin |r|φi,k〉|2δ(Ekin + EB,k − ~ω) (2.7)
If this quantity is plotted as a function of the electron energy the so-called photoelectron
spectrum is obtained. In the rough approximation considered so far this will be simply
a single peak at an energy Ef = ~ω + k.
We should expect that when an electron is removed from an atom or molecule a
number of states of the cation can be excited as a consequence of the energy deposited
in the system by the ionization process. If the index s labels the excited states of the
cation ψkf,s(N − 1) then the matrix element will be given as a sum over all these states:
〈ψf |r|ψi〉 = 〈φf,Ekin |r|φi,k〉
∑
s
cs (2.8)
where the coefficients cs are the projections of the initial state of the (N − 1) electrons
on the ψkf,s(N − 1) states. The square modulus |cs|2 is the probability that the removal
of an electron from the orbital φk leaves the cation in the state ψ
k
f,s(N − 1).
For strongly correlated systems several cs turn out to be non-zero. In this case the
photocurrent can be expressed as [1]
I ∝
∑
f,k
|〈φf,Ekin |r|φi,k〉|2
∑
s
|cs|2δ(Ekin + Es(N − 1)− E0(N)− ~ω) (2.9)
where E0(N) is the ground state energy of the system prior to ionization and Es(N − 1)
is the energy of the cation excited state. The photoelectron spectrum will be therefore
a sequence of main lines, one for each accessible orbital k, where each of them is accom-
panied by sublines at lower kinetic energies corresponding to different values of s. These
other features are very common in typical PES and are known as satellite lines.
2.2 Photoelectron Angular Distributions (PAD)
In a photoelectron spectroscopy experiment it is possible to employ detectors or tech-
niques that allow the measurement not only of the angularly integrated photoelectron
spectrum defined in the previous section but also of the angularly resolved one. In the
simple case of a single active electron system and employing a polarized incident light it
can be shown [2] that for a given photoelectron energy E the angularly resolved signal
is proportional to
dσ(E,Ω)
dΩ
=
σT (E)
4pi
[1 + βP2(cos θ))] (2.10)
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where P2 is the Legendre polynomial of order 2 and θ is the angle between the polarization
vector and the direction of the outgoing photoelectron. The coefficient β is known as
asymmetry parameter and it can assume values between -1 and 2 so that the cross section
is non-negative at every angle. In case of a closed-shell systems like noble gasses its value
is connected to the orbital of the photoelectron prior to photoionization: for example it
is expected to be 2 in case of an s state whereas for higher orbital angular momentum l
the wave function of the outgoing electron can be described as a linear combination of
partial waves with angular momentum l − 1 and l + 1. These waves interfere and give
rise to an angular distribution that can be isotropic (β = 0) or even peaked in a direction
which is orthogonal to the laser polarization (β = −1) [2].
For an ensemble of randomly oriented molecules or non closed-shell atoms it has
been shown that the formula in 2.10 still holds [3]. However for molecular orbitals the
total angular momentum is not a good quantum number so the relationship between the
orbital and the value of the symmetry parameter is more complicated.
As soon as the isotropy of the ensemble is broken the simple expression in 2.10 needs
to be replaced by a more general one in which higher order terms appear. Since the
spherical harmonics constitutes an orthonormal basis set on the unitary sphere it is
always possible to represent the PAD as
dσ(E,Ω)
dΩ
=
Lmax∑
L=0
L∑
M=−L
BLM (E)YLM (θ, φ) (2.11)
The limitation on the maximum order Lmax that needs to be included in the sum is
determined on the basis of physical arguments. An interesting cases is given by an
ensemble of fixed-in-space molecules for which it is possible to measure the PAD in the
molecular frame.
In case of atoms and randomly oriented molecules it is possible to break the isotropy if
the photonionization happens via a resonant state as the excitation step partially selects
the orientation. We assume that n is the number of photons required to induce the
transition and m is the number necessary to reach the continuum. In this case it can be
shown that[5]
dσ(E,Ω)
dΩ
=
2n+2m∑
L=0
L∑
M=−L
BLM (E)YLM (θ, φ) (2.12)
For example in case of single photon excitation followed by single photon ionization for
linearly polarized and parallel fields the sum is extended only to L = 4 and odd values
of L and non-zero values of M are not included for symmetry reasons [5]:
dσ(E,Ω)
dΩ
= B00(E)Y00(θ) +B20(E)Y20(θ) +B40(E)Y40(θ). (2.13)
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If the two fields are perpendicularly polarized the cylindrical symmetry of the system is
broken and terms with M = ±2 appear [5]:
dσ(E,Ω)
dΩ
= B00(E)Y00(θ, φ)+ (2.14)
+
∑
L=2,4
(BL−2(E)YL−2(θ, φ) +BL0(E)YL0(θ, φ) +BL+2(E)YL+2(θ, φ)) .
2.3 Auger Spectroscopy
If the photoionization occurs from an inner shell of an atom the hole that is left behind
can be filled either by means of a radiative decay or a non radiative process. In the
first case an electron from an outer shell fills the hole and a photon is emitted (X-ray
fluorescence). In the case of non radiative decay an electron occupies the vacancy and
the energy released in the process is turned into kinetic energy of a further electron
which is then ionized. This process is known as Auger decay as it was observed for
the first time by Pierre Auger in 1925. Between the two competing processes nature
seems to favour the Auger decay: only if the transition energy is beyond 10 keV is the
X-ray emission predominant as the cubic dependence of Einstein’s spontaneous emission
coefficient on the emission frequency makes the radiative decay more favourable at high
photon energies.
Different Auger processes are identified by specifying the 3 orbitals which are directly
involved: the one from which the photoionization occurs, the one of the electron filling
the hole and the one from which the Auger electron is emitted. For example a KLILII
process a vacancy is created in the K-shell and the final dication is left with two vacancies
in the L-shell. A reasonable estimate of the energy of the Auger electron can be obtained
from the binding energies of the various shells involved:
EA = EK − (ELI + E′LII ) (2.15)
where EK and ELI are the binding energies of the respective shells of the neutral and
E′LII is the binding energy of the LII of the cation.
The calculation of the transition probability requires the knowledge of the orbitals
ψi(r1) and χi(r2) of the two electrons after the core ionization as well as the filled orbital
χf (r1) and the continuum wavefunction ψf (r2) :
Pif =
2pi
~
|
∫∫
χf (r1)ψf (r2)
e2
|r1 − r2|ψi(r1)χi(r2)dr1dr2|
2 (2.16)
In terms of selection rules a given Auger transition is possible if the initial and the
final states have the same symmetries, L,S,J and parity. As long as the transition is
20 2. Photoionization and Related Processes
energetically possible any set of three subshells can be involved. In a typical Auger
spectrum the strongest lines will be given by the so called Coster-Kronig transitions. In
this case the photoionized electron and the one filling the hole come from subshells with
the same principal quantum number (e.g. LILIIM) and therefore there is a large overlap
between the wavefunctions giving rise to transition which are on order of magnitude larger
than other Auger processes.
A single Auger process can result also in the ejection of two Auger electrons (on top
of the photoelectron). This is the case of the double Auger process: when the first Auger
electron is ejected from the inner shell the outer electrons see a sudden change in the
effective charge and a shakeoff process may occur.
Finally it is important to consider the fate of the atom after the Auger process is
over. In case of core ionization the holes are filled by electrons which leave vacancies
in higher shells or subshells. These can be filled with other electrons so that a Auger
cascade is produced. For example it has been observed that the average charge of a
Xenon atom after K-shell ionization is 8+ while ions with charge as high as 22+ have
been measured[7].
2.4 Multiphoton Processes
In section 2.1 we have considered the case when an atom or a molecule ionizes following
the absorption of a single photon. The expression for the ionization rate has been ob-
tained with the Fermi Golden Rule which is an application of first order time dependent
perturbation theory. If we include higher order terms we allow the system to absorb 2
or more photons and we can then introduce a generalized cross section σN for N-photon
processes. In the framework of perturbation theory it can be shown that the N -photon
ionization rate dPN/dt satisfies the relationship
dPN
dt
∝ σNIN (2.17)
where I is the radiation field intensity. The generalized cross section decreases rapidly
with N so in order to observe these processes the availability of intense sources is critical.
It is not surprising that the first observation of two photon ionization by Abella [8] came
two years after the invention of the laser.
The multiphoton ionization cross section is increased by several orders of magnitude in
the case of resonance enhanced multiphoton ionization (REMPI). In this case N = n+m
photons are required to overcome the potential barrier of which the first n induce the
transition to an excited state and the remaining m are responsible for the ionization.
In a two-color multiphoton ionization scheme the excitation and ionization are achieved
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employing light sources at different wavelengths. If a temporal delay is introduced be-
tween them time-resolved information about the excited state can be obtained which
makes this technique highly employed for atomic and molecular spectroscopy. An exam-
ple of how to employ such scheme will be given in chapter 6.
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Chapter 3
Ultrafast Light Sources
3.1 Introduction
Since the invention of the laser in 1960 there has been a huge technological development
in the field of generation of coherent light pulses. Nowadays researchers can rely on a
number of sources that cover almost the entire electromagnetic spectrum. In several
university laboratories around the world commercial table-top systems provide intense
pulses in the mid-IR to UV range with a pulse duration of only a few femtoseconds (1
fs = 10−15 s). With a high harmonic generation source the attosecond time-scale and
XUV photon energy range can be reached. At the cost of a complete change in the size
of the source the photon energy available can be even higher. Coherent and intense hard
to soft X-rays are generated by free electron lasers (FELs) which are housed in 1-2 km
long facilities.
The experiments reported in the following chapters were based on a number of these
new sources. The objective is to give to the reader an overview of these systems high-
lighting the basic physics principles and specifying some relevant features such as pulse
energy, pulse duration and photon energy range. Obviously this chapter does not pre-
tend to be exhaustive. Only the general properties and some specific aspects which are
relevant for the experiments will be presented.
This chapter is divided in 4 sections corresponding to the 4 main light sources used
during the research activity reported in this thesis. The first one is about FELs: the
basics principles, the scaling laws and some specific aspects of the Linac Coherent Light
Source will be presented. Then the attention will move to ultrafast table top laser sources:
a brief summary of chirped pulse amplified (CPA) lasers will be followed by an overview
of optical parametric amplification (OPA) and high harmonic gneration (HHG). The
chapter will be concluded by a description of the HHG-XUV beamline at Artemis where
part of the research was done.
23
24 3. Ultrafast Light Sources
3.2 Free Electron Lasers
In 1976 John Madey and coworkers [1] observed an amplification of the radiation at 10.6
µm produced by a bunch of electrons injected with a kinetic energy of 24 MeV in a region
of oscillating magnetic field. Although the gain was just 7% they obtained a remarkable
result: free electron lasing was demonstrated for the first time.
Since then there has been a tremendous technological advance in the field. Today
there are several fully operating FELs which exploit the principles outlined in the seminal
work of Madey to generate photons with wavelengths ranging from 1 mm to a fraction
of 1 A˚ and with a gain that can be of several orders of magnitude.
This section will go through the aspects of X-ray FEL (XFEL) sources relevant to
the experiments presented in chapter 7, 8 and 9. An overview of the basics principles
and general scaling laws will be followed by a specific description of the Linac Coherent
Light Source where the work reported was done. Moreover an experimental techniques
to generate either a single or two consecutive few femtoseconds long pulses currently
implemented with success at LCLS will be discussed.
3.2.1 Basic Principles
In an X-ray free electron laser a bunch of electrons is accelerated to relativistic kinetic
energies in a particle accelerator (a linear accelerator or simply linac in the case of LCLS)
and then it is injected in a region of spatially varying magnetic field. This field has a
sinusoidal shape and it is generated by magnets of alternating polarity with a period λu
called undulator period. Since the electron motion has a non-zero acceleration component
orthogonal to the undulator axis electromagnetic radiaton is emitted in the direction of
the propagation.
The radiation power increases exponentially as the electron beam travels in the un-
dulator. In a self-amplified spontaneous emission XFEL (SASE-FEL) like LCLS the
process starts from noise and the net increase in power is of several orders of magnitude.
A key aspect is that the undulator works as a single pass amplifier so there is no need
to build an optical cavity where challenging high reflectivity X-ray mirrors are needed.
Such a huge increase in the power (exponential gain) is due to the fact that the process
is self sustaining. When the electron bunch enters the undulator the initially incoher-
ent radiation interacts with the electron bunch and causes a modulation in the electron
density which has the periodicity of the fundamental emitted wavelength λs (see below).
This modulation enhances the emission of radiation at that wavelength which in turn
enhances the charge density modulation. Smaller bunches of electrons are formed along
the electron bunch (microbunching) which are spatially separated by λs. This effect is
the equivalent of the population inversion of an ordinary laser as it is directly respon-
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Figure 3.1: Schematic representation of the undulator section of a XFEL.
sible for the amplification although it is a very different physical process. Because of
microbunching the radiation from each microbunch intereferes constructively with the
one from the next microbunch. The radiation power increases and this leads to further
microbunching. The final result is an exponential growth of the radiation power along
the undulator until saturation occurs due to space charge as a higher charge density in
each microbunch cannot be achieved.
The fundamental wavelength emitted λs is proportional to λu/2γ
2 where γ is the
relativistic Lorentz factor. This relationship can be obtained in three steps [2]. The
first consists in determining the contraction of the undulator length experienced by the
electrons. For an electron with kinetic energy γmec
2 this is λe = λu/γ. An observer
looking against the electron beam will observe a relativistic Doppler shift in the radiation
which yields
λs =
λe
2γ
=
λu
2γ2
(3.1)
A correction due to the sinusoidal shape of the electron trajectory needs to be applied.
In this case it is parametrized by the dimensionless undulator parameter K given by
K =
eB0λu
2pimec
(3.2)
where B0 is the amplitude of the magnetic field. The final expression is [2]
λs =
λu
2γ2
(
1 +
K2
2
)
(3.3)
For relativistic electrons the wavefronts will move slightly faster than the electron bunch.
The condition above ensures that each wavefront overtakes the electron bunch over an
undulator period by an amount equal to λu+λs. In this way the electron oscillation and
the radiation are phase-matched. This phase matching condition is also satisfied by the
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harmonics of the fundamental
λn =
λs
n
(3.4)
The undulator radiation spectrum presents narrow spikes at these wavelengths. However
only the odd ones are amplified as the even harmonics interfere destructively.
A key feature of FELs which is inherited from the acceleration technology is tunabil-
ity. Eq. 3.3 states that it is possible to change the undulator radiation wavelength by
increasing the electron kinetic energy and also by modifying the undulator parameter K
by acting on the amplitude of the magnetic field B0. Since permanent magnets are em-
ployed (laterally tapered undulators) this is achieved by moving directly the field sources.
Eq. 3.3 shows that a kinetic energy on the order of GeV is required to generate soft to
hard X-rays. In fact assuming an undulator parameter1 of 1 and a undulator period of
25 mm (B0 = 0.43T) to produce photons with a photon energy of 248 eV an electron
kinetic energy of 1 GeV is required.
Compared to other sources of X-rays such as synchrotron radiation facilities XFELs
deliver pulses characterized by a number of photons per unit of time which is several
orders of magnitude higher. In the general case of synchrotron radiation (of which the
radiation from undulators is a special case) the radiated power of the single electron is
proportional to the square of the particle charge e2. For a bunch of Ne electrons with a
bunch length σz the total irradiated power is simply given by the product of the power
irradiated by a single electron times the number of electrons in the bunch. However if
the wavelength of the radiation is much bigger than the bunch length the electrons start
to emit coherently as if they were a single particle of charge Nee. The irradiated power
grows with the square of charge and hence it will scale with N2e . It is impossible to
create such a short electron bunch in the soft X-ray to hard X-ray regime because of the
strong repulsion that space charge would cause. The solution adopted in X-ray FELs is
to distribute the electrons in several bunches (microbunches) smaller than the radiation
wavelength so that space charge is not too disruptive. At the same time the distance
between each bunches is such that the emission from each entity is coherent. As we will
see in the following the radiation itself is responsible for the realization of this scheme.
When the electrons pass through the undulator there is a constant transfer of energy
between the electrons and the radiation field Ex = E0 cos(k1z − ω1t + ψ0). This is
summarized by the following equation [3]
d(γmc2)
dt
= −eE·v = −eE0Kc
2γ
[cos((k1+ku)z−ω1t+ψ0)+cos((k1−ku)z−ω1t+ψ0)] (3.5)
which simply gives the variation of kinetic energy in presence of a radiation field of
1In general if K is equal or smaller than 1 the electron trajectory is within the radiation cone.
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frequency ω1. Neglecting the fast oscillating second term there is a gain or a loss of
kinetic energy over the undulator. Some electrons will gain energy whereas some others,
half a radiation period away, will lose energy. The net effect is the formation of bunches
separated by the radiation wavelength which has a positive feedback on the radiation.
The microbunches radiate coherently, the radiation field builds up along the undulator,
microbunching is enhanced. It is therefore not surprising that the radiation power grows
exponentially with the motion of the electrons in the undulator.
An important limitation of SASE FELs like LCLS is the pulse temporal profile. Since
the amplification process starts from noise (random modulation of the charge density
within the bunch) the longitudinal coherence of the electron bunch does not stretch over
the entire bunch length but it is instead realized only in smaller segments whose average
length is called the coherence length Lc. Each of these segments lases independently from
the others giving birth to a pulse whose temporal profile is for LCLS a sequence of 1-2
fs long spikes.
3.2.2 Scaling Laws
It is possible to derive the fundamental parameters and relative scaling laws of FEL radi-
ation from a simplified one dimensional theory [2] where the electron bunch is considered
homogeneous and long enough so that the effect at the edges of the bunch are negligible.
Three important parameters are introduced: the gain paramater Γ, the Pierce parameter
ρFEL and power gain length Lg0:
Γ =
(
piµ0K
2
JJe
2ne
2λuγ3me
)1/3
(3.6)
ρFEL = Γ
λu
4pi
=
1
4pi
√
3
λu
Lg0
(3.7)
Lg0 =
1√
3Γ
=
1
4pi
√
3
λu
ρFEL
(3.8)
where µ0 is the permeability of free space. The parameter KJJ is the analogous of the
undulator parameter K defined in eq. 3.2 but now the coupling between the electron
beam oscillations and the radiation is taken into account:
KJJ = K(J0[K
2/(4 + 2K2)]− J1[K2/(4 + 2K2)]) (3.9)
where Jn(x) is the n-th Bessel function of first kind. The meaning of ρFEL will be be
clarified later in this section as it will be related the FEL power and pulse bandwidth.
One of the key requirements for the electron bunch is a very high electron current, on
the order of few kA. The equation for the gain parameter clarifies this aspect as it relates
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Γ with the charge density ne and electron beam energy. A quantitative example can be
found in ref. [4]. Here it is shown that employing the typical electron bunch parameters
and undulator features of FLASH (Free electron LASer in Hamburg) for a gain length of
1 m a current of 2.5 kA is required to produce radiation at λ = 6.5 nm.
The solution of the simplified 1D model yields the following power gain law:
P (z) ∝ exp(z/Lg0) (3.10)
Simulations show that if the amplification process is started with radiation at wavelength
λs (seeding) the exponential rise in the power begins after 2 or three gain lengths and
after about 20 gain lengths saturation is achieved. A similar result is also obtained if
the process is started by a random modulation (more realistic for a SASE XFEL) of the
current density with the difference that for SASE to reach saturation more gain lengths
are required.
It can be shown[5] that the FEL efficiency defined as the ratio between the saturation
power Psat and the electron beam power Pbeam is given by the FEL parameter ρFEL:
Psat
Pbeam
≈ ρFEL (3.11)
In terms of bandwidth the gain curve of the FEL is a gaussian with an exponentially
growing amplitude[2]:
g(z, η) ∝ exp
(
z
Lg0
)( −η2z
9ρ2FELLg0
)
(3.12)
where η(ω) = −(ω−ωs)/2ωs is the deviation from the resonant frequency ωs. From this
equation we derive the root mean square frequency bandwidth of a SASE FEL:
σω(z)
ω
= 3
√
2ρFEL
√
Lg0
z
(3.13)
At saturation σω/ω ≈ ρFEL. For example employing the FLASH parameters (ρFEL =
1.6 · 10−3) in ref. [4] a relative bandwidth 1.5·10−3 is computed. Therefore Free Electron
Lasers act as narrow amplifiers.
A long discussed feature (and limitation) of SASE FEL radiation is that the spec-
trum is a sequence of peaks corresponding to short spikes in the temporal domain. As
mentioned earlier this is due to the stochastic nature of the process that starts the ampli-
fication. A significant parameter is the temporal coherence which is related to the above
mentioned FEL parameters by the relationship
τcoh =
√
pi
3
√
2ωsρFEL
√
z
Lg0
. (3.14)
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The pulse duration τs is typically longer than the coherence time. A number M = τs/τcoh
of unrelated wavepackets (corresponding to spike in the temporal profile) is created in the
amplification process. They are characterized by random phases and amplitudes and this
allows statistical optics to be employed to describe some aspects of the FEL radiation.
The pulse energy W follows a distribution p(W ) of the form[6]
p(W ) =
MM
Γ(M)
(
W
< W >
)M−1 1
< W >
exp
(
−M W
< W >
)
(3.15)
The number of spikes M is related to the normalized energy variance σ2W,n by the rela-
tionship
1
M
= σ2W,n =
< (W− < W >)2 >
< W >2
(3.16)
which means that from the statistical analysis of the pulse energy distribution it is possible
to extract information about the temporal structure. The normalized energy variance
can be as high as 50% of the mean pulse energy. For experiments that strongly rely on
pulse energy stability (see chapter 8) it is important that this quantity is measured on a
shot-to-shot basis. For example at LCLS this is done by means of a set of 4 gas monitor
detectors which will be described in the next subsection.
The gain curve of the FEL is very narrow so for an efficient amplification the energy
spread σKin of the electrons needs to be minimized. It can be shown [7] that the gain
length increases by 25 per cent if σKin/EKin = 0.5ρFEL. So the condition that is normally
imposed on the energy spread is
σKin
EKin
< 0.5ρFEL (3.17)
which requires a carefully designed electron source since a typical ρFEL is on the order of
1.5 · 10−3.
An efficient amplification relies critically on the continuous overlap between the elec-
tron bunch and the radiation produced so that the positive feedback loop can be main-
tained throughout the undulator. The important parameter is the electron bunch emit-
tance  defined as
 =
1
p¯z
√
< x2 >< p2x > − < xpx >2 (3.18)
where x and z are respectively the transverse coordinate and the longitudinal coordinate
along the undulator. The emittance scales with the inverse of the average longitudinal
beam momentum p¯z so it is convenient to introduce a normalized emittance n defined
as
n =
p¯z
mec
 ≈ γ (3.19)
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It can be shown [4] that for a diffraction limited beam a perfect overlap between the
electron bunch and the FEL beam is achieved if the emittance satisfies the condition by
 ≤ λs
4pi
(3.20)
which in terms of normalized emittance can be written as
n =
λu
8piγ
(
1 +
K2
2
)
(3.21)
To have a quantitative idea employing the undulator parameters of LCLS and the in
case of an electron bunch with a kinetic energy of 13.6 GeV the requirement in terms of
normalized emittance n is 0.3 µm for a resonant wavelength of 1.5 A˚ [8].
The brilliance B is defined as the number of photons per unit of time N˙ph in a given
bandwidth dω/ω per unit area A and per unit solid angle Ω:
B = ω
N˙ph
dω
1
AΩ
(3.22)
It can be shown that it can be expressed in terms of simple FEL parameter such as the
normalized width of the pulse energy distribution σ2W,n according to the formula:
Bfel =
4
√
2
h
Wph
λ2
σ2W,n (3.23)
In fig. 3.2 a comparison in terms of peak brilliance (brilliance for a single FEL pulse)
between XFELS and synchrotron radiation sources is shown. The typical XFEL brilliance
is several orders of magnitude higher and it easily reaches the 1030 photons/(s mrad2
mm20.1%bwidth) range.
The requirements of high charge densities (corresponding to high peak currents),
normalized emittance around 1 µm, kinetic energies in the GeV range and an energy
spread of 0.1% is met by radiofrequency (RF) electron guns [10] and subsequent injection
in RF linear accelerators. In a RF gun a laser is focused on a solid target (photocathode)
to produce electrons by the photoelectric effect. The electrons are quickly accelerated
in a strong field to reduce emittance increase due to space charge which affects less
heavily relativistic electrons due to the length expansion(in the frame of the electrons).
Picosecond short bunches can easily be produced with this technique. The peak currents
are still not on the order of kA which is the requirement for efficient amplification. Further
bunch compression stages (magnetic chicanes) are typically installed between different
acceleration stages.
The RF linacs are dephased so that an energy chirp along the electron bunch is
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Figure 3.2: Comparison of the peak brillance of XFELs (FLASH,LCLS, European XFEL)
with third generation synchrotron radiation sources (Petra III, SPring-8, ESRF, APS,
BESSY, SLS). Diagram taken from ref. [9]
.
introduced. Particles in the rising edge of the bunch are slightly less energetic than the
ones in trailing edge. When the bunch enters the magnetic chicane faster particles are
driven along a shorter curved trajectory than the slow ones (see fig. 3.4) and hence the
bunch is compressed at the exit.
Magnetic chicanes are characterized by a momentum compaction factor R56. If σi
is the initial bunch length, ξ = dη/dz is the energy chirp and ση,i is the uncorrelated
relative energy spread then the final bunch length is given by [2]
σf =
√
(1 + ξR56)2σ2i +R
2
56σ
2
η,i (3.24)
Because of the energy chirp the energy spread is increased after compression. The higher
the kinetic energy of the bunch the more accentuated the chirp is needed to be applied to
obtain efficient compression. It is therefore not convenient to install a single compression
stage at the end of the acceleration section. On the other hand compressing at low kinetic
energies introduces space charge effects. The solution normally adopted is then to use
two compression stages, one at low energy (hundreds of MeV) and one at high energies
(few GeV).
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Figure 3.3: Schematic layout of the Linac Coherent Light Source at Stanford University.
There are a total of 4 linear accelerators and two bunch compression stages. The kinetic
energy and the longitudinal dimension σz (in mm) of the electron bunch for a typical
operation setting is indicated.
3.2.3 The Linac Coherent Light Source
The Linac Coherent Light Source at SLAC (Stanford Linear ACcelerator) produces co-
herent radiation with a photon energy in the 485-9600 eV range. Relativistic electrons
reaching the undulator section with a kinetic energy between 6.7 and 14.7 GeV are com-
pressed in two magnetic chicanes to reach a peak current as high as 3 kA. The number of
photons per pulse is ∼ 2 ·1013 in the soft X-ray range (485-2000 eV) with a peak brillance
of 0.3 1032photons/sec/mm2/mrad2/0.1%BW.
The system can be operated in two electron bunch modes. In the full electron bunch
mode the maximum possible charge is delivered in the bunch (250 pC) and pulses with
a duration between 70 and 400 fs are generated. In the short bunch mode the charge is
reduced to 20 pC. In this case the number of photons per pulse is reduced by a factor of
4 but the pulse duration is typically below 10 fs.
The layout of the facility is shown in fig. 3.3. The accelerator is the last kilometer
of the former SLAC 3 km long linac. Radiofrequency fields at 2.856 MHz (S-Band) are
employed to accelerate electrons in principle up to 50 GeV. The repetition rate is 120 Hz
as this is the highest frequency supported by the accelerator. The initial electron beam
current is 35 A with a normalized emittance of less than 1 µm.
The undulator section is 132 meters long and it is a collection of 33 magnets segments.
Each of these 3.42 m long segments is a periodic sequence of 113 magnets with alternated
polarity with a period of 3 cm (undulator period) and a resulting K parameter of 3.5. To
constantly optimise the overlap between radiation field and the electron beam quadrupole
focusing magnets are installed in the gaps between two consecutive magnets segments.
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Figure 3.4: Scheme to generate two few femtosecond long Xray pulses with an adjustable
delay in the 0-80fs range. The energy-chirped electron bunch enters the magnetic chicane
and at the point of maximum tilt of the electron bunch with respect to the flight axis t a
thin foil with two slots is inserted. The distance between the two slots (see insert) defines
the delay between the two pulses and can be changed by moving the foil vertically (in
and out of the paper).
The adjustments of pulse energy is possible thanks to gas attenuation. Nitrogen-filled
4 m long pipes at low pressure can linearly decrease the pulse energy over a range of three
orders of magnitude. Two sets of two almost transparent gas monitor detectors (cells filled
with nitrogen) are installed before and after the attenuation to monitor the pulse energy.
The UV fluorescence following X-ray absorption is measured with photomultipliers. The
calibration is performed off-line by measuring the energy deposited on a silicon surface
upon X-ray absorption.
3.2.4 Generation of two fs Short X-ray Pulses
A technique which allows the generation of two consecutive few femtoseconds long pulses
with a controllable delay in the 0-80 fs range has been implemented recently at LCLS
(see chapters 7 and 9). The scheme was first introduced by Emma et al. [1] with the
specific aim to generate few femtoseconds and even subfemtosecond long pulses from
SASE XFELs.
We have seen in the section 3.2.2 that the normalized emittance of the electron bunch
is a critical parameter to allow the SASE process to happen. In the case of LCLS for
which the electron kinetic energy can be as high as 14.3 GeV the normalized emittance
n ≈ γ is required to be below 1 µm. This condition, however, has to be satisfied
34 3. Ultrafast Light Sources
only over the so-called undulator slippage length (number of undulator periods times the
radiation wavelength). This is connected to the fact that even for relativistic electrons
the radiation wavefronts travel slightly faster than the electron bunch. As the electrons
proceed in the undulator the wavepackets generated, for example, by the tail of the
electron bunch interact and are amplified by the electrons forward in the bunch. The
slippage length is a measure of how much a given wavefront has overtaken the slice of the
electron bunch that has generated it when the bunch reaches the end of the undulator.
For LCLS the slippage length (divided by the electron bunch velocity) is 1 fs which means
that the transverse emittance must be kept below 1 µm over at least 1 fs so to have some
lasing by at least a part of the electron bunch. Since the LCLS electron bunch has a
temporal duration of 200 fs there will still be lasing if the emittance is spoiled for most
of the beam with the exception of a few fs long slice. Only the unspoiled part will lase
and it will result in a few femtosecond long shot.
In section 3.2.2 it has been noted that by phasing off the crest of the RF accelerating
field an energy chirp is introduced in the electron bunch to allow compression in the
magnetic chicane. Electrons in the trailing edge are more energetic than the ones in the
rising edge. When they enter the bunch compressor section particles in the rising edge
are driven along a longer trajectory than the trailing ones. This results in a tilt of the
electron bunch with respect to the flight axis (see fig. 3.4). At the point of maximum
tilt a single thin foil on which a slot has been cut is inserted in the beam (in the insert
of fig. 3.4 we have considered the case of a V-shaped slot to generate two pulses with
variable delay). The electrons crossing the foil are subject to Coulomb scattering which
spoils the emittance. The emittance of the electrons which go through the slots in the
foil is unperturbed: lasing is only possible in this case.
The minimum pulse length is achieved by choosing the minimum slit width compatibly
with the betatron beam size
√
β [1]. The criterion is normally ∆x ≤ 3√β which gives
a value for ∆x of 250 µm. This correspond to a bunch duration of 8 fs but it does not
imply that the pulse duration is 8 fs. The current along the unspoiled part of the bunch
is not constant but it has a gaussian shape. Since only the central part of the bunch lases
(gain narrowing) the final pulse duration will be shorter: for a 8 fs long electron bunch
with the LCLS parameters the pulse duration is expected to be around 4-5 fs.
It is now easy to imagine how this scheme can be employed to produce two few fs
long pulses at variable delays. It is sufficient to employ a thin foil with a V-shape cut like
in fig. 3.4. The delay between the two pulses can be controlled by adjusting the position
of the foil with respect to the bunch.
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3.3 Ultrafast Lasers
Since its introduction in 1960 by T. H. Maiman there has been a huge advance in laser
technology which has led to the reliable generation of intense pulses with a duration of few
femtoseconds. Two techniques have made this revolution possible: mode-locking[12] and
chirped pulse amplification[13]. The former produces low energy (tens of nJ) ultrashort
(7-25 fs) pulses at very high repetition rates (70-100 MHz). The latter takes these pulses
as an input and greatly increases the pulse energy by 5-6 orders of magnitude without
affecting significantly the temporal properties.
3.3.1 Mode-Locking
In a typical optical cavity several longitudinal optical modes are supported as the medium
gain bandwidth is much larger than the frequency separation of adjacent longitudinal
modes[12]. In general these modes are independent from each other and have random
and variable phase relationships due to instabilities (e.g. thermal or mechanical) of the
cavity. Constructive and destructive interference results in a radiation field which has
a temporal profile either uniform or given by a sequence of random spikes depending
on the number of modes. Mode-locking consists of introducing elements in the cavity
which create a stable and constant phase difference between consecutive modes. It can
be shown that such pulses correspond in the temporal domain to very short and very
intense laser pulses separated by a time interval tp−p given by
tp−p = 2L/c (3.25)
The pulse duration τ depends on the mode-locked bandwidth ∆ν,
τ =
1
∆ν
(3.26)
which is given by the frequency separation between two consecutive modes multiplied by
the number of mode-locked modes.
There are two main classes of techniques with which mode-locking is realized. In
active mode-locking[14] the modulation is performed by intracavity optical elements such
as electro-optic or acousto-optic modulators triggered by an external signal. In passive
mode-locking the modulation is caused by the radiation itself. This is the case of saturable
absorbers[15] [16] or Kerr lenses[17] [18].
The Kerr-effect is a nonlinear phenomenon consisting in a intensity induced variation
of the refractive index of a medium:
n(r, t) = n1 + n2I(r, t) (3.27)
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The resulting time dependence of n gives rise to the effect called self-phase modulation[19]
that affects the spectral properties of any intense enough beam that propagates through
the medium. The spatial dependence gives rise to the so called Kerr-lens effect[20].
When a gaussian beam propagates into a medium that presents high Kerr nonlinearity
there is focusing effect due to the fact that the central part of the beam experiences a
high refractive index whereas the outer part experiences a low refractive index. If the
optics delivering the pumping beam are designed so that the illuminated section of the
crystal is smaller than the cross section of the CW mode this mode will have high losses.
Self-focused intense mode-locked pulses will have a matching cross section and they will
therefore be amplified.
For years mode-locked lasers have employed Nd:YAG crystals as active media. A big
leap forward in laser technology was done with the introduction of Ti:Sapphire-based
systems [18][21] which are capable of mode-locking without any other element simply
due to the high Kerr nonlinearity. The gain bandwidth is very large ensuring either very
short pulses or large tunability in the 650-1100 nm range. Current commercial oscillators
deliver stable 10 fs long pulses at a repetition rate of 100 MHz and pulse energies of 10
nJ.
3.3.2 Chirped Pulse Amplification
In some applications, especially in the domain of femtochemistry, pulses produced by
Ti:Sapphire oscillators have enough energy to perform experiments successfully with ex-
cellent temporal resolution. For most current experiments, however, where the stress is
on highly nonlinear effects an amplification stage is necessary. Using a second active
medium pumped by an external source might seem to be the simplest way of achiev-
ing amplification. The limitation is that despite its excellent mechanical and thermal
properties the damage threshold of Ti-Sapphire can easily be exceeded because of self
focusing.
Chirped pulse amplification technology overcomes this difficulty [13]. An ultrashort
laser pulse is stretched in the time domain so that subsequent amplification is well below
the damage threshold. Amplification is achieved in a Ti:Sapphire crystal pumped by an
external source. In order to recover the temporal structure of the input pulse a final
compression stage is added and peak powers of 5-6 orders of magnitude higher than the
seed pulse are easily achieved.
When the seed pulse enters the stretcher it has a pulse duration below 1 ps and hence
it is spectrally quite broad, at least on the orders of few nanometers. The stretching
step stretches it further in the time domain to few picoseconds or even nanoseconds. The
stretching is done by strongly dispersive elements such as optical gratings. A similar
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design is normally chosen for the compressor stage as its role is to induce the same effect
as the stretcher but opposite in sign.
There are two main schemes currently employed for the amplification stage: regen-
erative [22] and multipass [23]. In both cases the desired amplification requires that
the seed pulse passes through the active medium several times. In the regenerative am-
plification scheme a Ti-Sapphire crystal is placed in an optical resonator. When the
population inversion has reached a certain level the seed pulse is injected in the cavity
with an electro-optic (e. g. Pocket cells) or acousto-optic switch. Several round trips in
the cavity increases the pulse energy until the pulse is released with another electro-optic
or acousto-optic switch and it is injected in the compressor.
In multipass amplifiers no optical cavity is needed. The beam simply crosses the
crystal several times (in different points) and hence the use of trasmission optical compo-
nents such as waveplates and Pockels cells is minimized. This feature is rather welcome
as these elements can affect the spectral phase of the pulse in such a way that optimal
compression becomes more challenging. The main disadvantage of a scheme where no
optical cavity is employed is the far worse spatial quality compared to the regenerative
scheme.
3.4 Optical Parametric Amplifiers
The basic principle of optical parametric amplification is quite simple [24]. A high in-
tensity pump beam with a high frequency ωp is focused on a nonlinear crystal where it
amplifies a lower intensity signal beam at a lower photon energy ~ωs. As a side effect
of this process another low intensity beam called idler is generated at an even lower
frequency ωi. This process is known as optical parametric generation (OPG). The con-
servation of energy requires that
~ωp = ~ωs + ~ωi. (3.28)
The OPG is said to be operating in the degeneracy condition if ωs = ωi = ωp/2. In
principle ωs can vary from the degeneracy condition to ωp and consequently the idler
frequency can vary in the (0, ωp) range.
There are two main schemes that employ OPG to obtain tunable light sources. In the
case of optical parametric oscillators[25] (OPO) the OPG crystal is placed in an optical
cavity designed so that the gain of the parametric process exceeds the losses. In optical
parametric amplifiers (OPA) a weak seed beam is amplified in a non linear crystal where
there is an energy transfer from the pump to the signal[26]. OPOs can be pumped with
low intensity systems but can provide low energy pulses at very high repetition rates.
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OPAs require high pump intensities at a repetition rate on the order of 1 kHz but the
output energy is much higher than OPOs and the absence of an optical cavity makes the
operation much easier.
A typical OPA is pumped by a CPA Ti-Sapphire system producing 100 fs long pulses
with pulse energies in the mJ range. If pumping is done with the second harmonic the
tunability range goes from the UV to the mid-infrared and the pulse energies can be in
the order of hundreds of µJ [27]. OPA can be used efficiently also as pulse compressors
due to the broad gain bandwidth in the parametric interaction.
The first stage of an OPA is the generation of the seed. This has to rely on a
nonlinear effect as the frequency of the signal is by definition different than the one
of the pump. A typical implementation employs white light generation for this step.
A portion of the pump beam is focused on a transparent material such as fused silica
or sapphire. A combination of self focusing and self phase modulation results in large
spectral broadening of the pulse. Around 1 µJ of the output of a 100 fs, 800 nm Ti-
Sapphire system is enough to generate white light in a sapphire plate with a thickness of
1 to 3 mm. In this configuration the white light spectrum extends in the visible range
from 0.42 to 1.5 µm and a pulse energy is around 10 pJ.
The second stage is a first amplification stage in which the pump and the signal are
carefully temporally and spatially overlapped in a OPG crystal. A further amplification
stage then follows which is normally driven to saturation with a conversion efficiency
of around 30 per cent. Finally the in case of broad band amplification the pulses are
compressed and transform limited pulses are delivered.
3.5 HHG Sources
High Harmonic Generation (HHG) has greatly extended the range of physical phenomena
that can in principle be observed with high temporal resolution as it provides intense
hundreds of attoseconds(1 as = 10−18 s) long pulses with photon energies ranging from
the extreme ultraviolet to soft X-rays (XUV).
The basic physics principles underlying this process can be understood with intuitive
semiclassical arguments [28]: an atomic gas sample is irradiated with a mid-IR field with
an intensity in the 1013 − 1015W/cm2. The Coulomb barrier that keeps the electrons
bound to the nucleus is weakened and as a consequence tunneling ionization occurs. If
the electron is released in the continuum at the right phase of the driving field it recollides
back on the parent ion upon the field sign change. Here recombination may happen with
subsequent release of a burst of light in the XUV range of the electromagnetic spectrum.
Quantitatively a reasonable description is provided by the strong-field approximation
(SFA). Under the assumption that 1) there is only one electron (the outermost one)
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involved in the process, 2) the system is a two state, ground state and continuum state,
3) ground state depletion is ignored, 4) once the ionization happens the parent ion does
not affect the electron motion in the continuum, a simple analytical expression of time-
dependent dipole can be derived [29]. From this quantity the HHG spectrum from a
single atom can be calculated simply by performing a Fourier transform.
The measured radiation spectrum is the result of the contribution of several atoms
in the gas sample. A crucial aspect in the process is therefore the collective effect of
all the emitters coupled with the propagation of the field in the medium. It has been
shown experimentally and calculated in great detail that under certain conditions (phase
matching) the radiation from single emitters add up constructively and pulses with a
significant number of photons are produced.
A typical HH spectrum is a sequence of narrow peaks at frequencies which are 2n+ 1
times (n = 15 − 25 is commonly observed in experiments) the frequency of the driving
field. The intensity of these peaks decreases rapidly for low harmonics, it keeps constant
over most of the spectrum (harmonic plateau) and then dies off after a cut off which is
given by Ip + 3.17Up where Ip is the ionization potential of the sample and Up is the
ponderomotive energy.
The capability to produce extremely short pulses in the attosecond range is related
to the fact that an attosecond long burst of photons is produced at each half laser cycle.
If the temporal profile of the driving field stretches over several cycles the harmonic
radiation (under certain conditions) becomes a train of pulses with a temporal duration
on the order of hundreds of attoseconds. In order to get a single attosecond pulse the
generation from a single laser half cycle is required. Two main techniques are commonly
employed: polarization gating and amplitude gating.
From simple classical arguments it can be shown that elliptically polarized light can-
not generate a photon burst because the electrons miss the parent ion. This has been
confirmed very clearly in experiments as HHG is suppressed as soon as ellipticity is intro-
duced. The generation from a single laser cycle exploits this effect. The polarization of
two few-cycle co-propagating pulses can be tailored to create a light pulse with a variable
ellipticity along the laser pulse and it is linear only for a half cycle. Pulses as short
as 130 as have been generated with this method with energies of 70 pJ[30][31]. A two
color scheme known as double optical gating [32] has relaxed the requirements in terms
of driving fields and it is possible to generate sub 150 as pulses starting from 30 fs laser
pulses [33].
Another possibility is to use carrier-envelope-phase (CEP) stabilized2 few cycle pulses
2In a few cycle pulse E(t) = A(t) cos(ωt + φ) the relative phase φ of the carrier with respect to the
envelope (CEP), which has normally no relevance for longer pulses, becomes important as it is critical in
determining the temporal profile of the electric field.
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with spectral filtering. The starting point is a cosine wave in a few cycle pulse. The central
peak has an intensity higher than the surrounding ones so that the photons generated
at this cycle have higher photon energies and hence they contribute to the cut off. The
attosecond pulse is isolated by spectrally filtering out the plateau. This technique has
led to the generation of pulsse with pulse duration as low as 80 as[34].
A major drawback of HHG is the low efficiency of the process, on the order of 10−8−
10−4. Several techniques have been employed to increase the number of photon and
generate intense attosecond pulses. One of these relies on a loose-focusing geometry
where the driving radiation is focused on a long gas cell. The enhancement arises from
the extension of the source volume. For example Takahashi et al. [35] employed a 14-cm
long cell filled with xenon at 0.6 Torr and a focal length of 5 m to generate pulses with
energies on the order of 10 µJ.
Operating on the phase matching has also been proven to be a viable option to gener-
ate bright XUV pulses. In quasi-phase-matching techniques the yield of the harmonics is
increased by periodically correcting the phase mismatch at every coherence length [36].
If ionization is saturated due to the high intensity of the driving field generation
from gas samples becomes unfeasible. As an alternative generation form solid targets
has been proposed and demonstrated, see [37] for a recent review. In this scheme fields
with intensities above 1016W/cm2 are used to ionize solid surfaces and to generate a high
density plasma which then constitutes the medium for HHG. The physical principles for
these schemes are different from the generation in gaseous samples. As a consequence
scaling laws, spectral features (even harmonics are produced) and photon energy ranges
are different. In 2007 HHG up to 3.8 keV from a CH target with pulse energies up to µJ
has been reported [38].
Although most of the HH sources provide photons in the ≤ 100 eV photon energy
range it has been demonstrated that it is possible to go reliably beyond that limit and
generate even in gaseous media photons with kinetic energies in the keVs. By focusing a
5 fs, 1 mJ, 730 nm pulse to an intensity of 1.4 1016W/cm2 on a helium sample Seres et
al. [39] demonstrated HH X-ray generation up to 1.3 keV.
3.6 Light Sources at Artemis
Artemis at the Rutherford Appleton Laboratory is a user facility specialized in ultrafast
XUV science. Several beam lines providing photons from the XUV to the mid-IR are
available thanks to a 14 mJ, 30 fs, 1 kHz Ti:Sapphire CPA laser (Red Dragon from
KMLabs). The system is carrier-envelope-phase (CEP) stabilized to generate pulses
with precise electric field configurations and it can be operated also at a repetition rate
of 3 kHz with a pulse energy of 3.5 mJ. Part of the output can be spectrally broadened
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Figure 3.5: Tuning curve of the Topaz at Artemis.
in a gas-filled hollow core fiber and compressed with a set of chirped mirrors to achieve
a pulse durations of 10 fs.
The Red Dragon (up to 8 mJ) can also be employed to pump an optical parametric
amplifier (HE-Topas from Light Conversion) which is capable of generating pulses ranging
from 230 nm to 20 µm (see fig. 3.5). At a wavelength of 1300 nm the output energy
per pulse can be as high as 1 mJ and the pulse duration, measured with a single shot
autocorrelator is around 40 fs.
Two HHG-XUV beamlines are available. In the monochromatized beamline a state
of the art time preserving monochromator (see next section) is implemented to isolate
single harmonics without spoiling significantly their temporal properties. In the non
monochromatized beam line the whole harmonic bandwidth is preserved.
In a single large HHG chamber two gasjets are installed, one for each beamline.
In experiments where low gas loads and high interaction lengths are required a kHz
pulsed gasjet with piezo-actuator from Attotech is employed. A simple continous gasjet
(Swagelok end-piece with a 100 nm hole) is utilized for inflammable gasses or when
rotational cooling is required. The laser is focused to an intensity of 1014W/cm2 in
target of Argon and about 0.0001 % of the energy is converted to short pulses of XUV
radiation in the 10 - 100 nm (10 - 100 eV) range. The XUV pulses have a similar
pulse-duration to the driving laser pulse ( 30 fs) and are synchronised to it with sub-fs
resolution. With a conversion efficiency of 10−6 at 30 eV, a photon flux of up to 1011
photons/s per harmonic is achievable.
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Figure 3.6: Schematic of the single grating monochromator at Artemis. The first mirror
collimates the beam on the grating, the second mirror focus the radiation on the exit slit.
Wavelength selection is performed rotating the grating about its axis.
3.6.1 Time Preserving Monochromator
In the previous section we have seen that HHG has attracted a lot of interest especially
because of its capability to produce attosecond pulses. There is however a whole range
of phenomena for which a resolution on the order of tens of femtoseconds is sufficient
and that would benefit from the availability of coherent photons in the XUV range. For
example ionization of inner valence electrons which can be used to probe femtosecond
molecular dynamics can be achieved also with low energy pulses. These kinds of exper-
iments are the target of the monochromatized beam line at Artemis. High Harmonic
radiation cannot be employed directly as a probe as every harmonic would induce ioniza-
tion separately and disentangling the different contributions would be rather challenging.
Narrow bandwidth XUV pulses are required: these can be generated reliably thanks to
a time preserving monochromator.
The easiest way to spectrally select a single harmonic is to use multilayer mirrors
(MLM) at normal incidence. The efficiency is very high and the temporal profile is not
affected but several MLMs need to be employed to cover the spectral range of harmonic
radiation. Another option is to employ gratings at grazing incidence but the pulse dura-
tion is considerably stretched due to diffraction. In fact it can be shown that at the first
diffraction order the total delay in the optical path is given by λN where N is the num-
ber of illuminated grooves. For a 20 mm illuminated surface, λ = 30 nm and a typical
number of grooves N = 100 gr/mm the total delay is 200 fs. A possible solution is to use
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a time-delay compensated monochromator (TDCM) where two gratings are employed to
reduce the temporal stretch. This layout however has the problem of having a very low
efficiency (on the order of 0.1-0.2) and to introduce still some stretching [40] [41].
In the off-plane mount (OPM) configuration the efficiency increases considerably and
it has been shown that it can be as high as the reflectivity of the coating [42]. In this
case the incident light is contained in a plane parallel to the grooves as opposed to the
standard configuration where the grooves are perpendicular to the incoming rays. An
efficiency in the range 0.10-0.18 and a response of 13 fs at the 19th harmonic and 8 fs
at the 23rd harmonic has been measured in ref. [43]. The main drawback is the rather
complicated setup involving 2 gratings and 4 toroidal mirrors.
The single grating monochromator designed for Artemis [44] is characterized by an
extreme simplicity in the design: only 1 grating in the OPM configuration and 2 toroidal
mirrors are required (see figure 3.6). Four different gold-coated gratings with different
number of grooves per mm can be placed in position with a motorized stage. Different
values of N correspond to different spectral efficiencies (two are peaked at 28 eV, two
at 62 eV) and different resolution. Calculations predict a time response of 5-18 fs for
the low resolution ones and 30-80 fs for the medium resolution ones with a measured
efficiency in the 0.2-0.3 range.
Monitoring the production of Kr2+ in a XUV-IR experiment the pulse duration (24-
28 fs) over the 21st-27th harmonics spectral range has been measured [45]. Ionization
from the 4s or 4p levels is observed when a XUV photon is absorbed by a krypton atom.
At the same time a shake up process promotes a further electron so that the cation ends
up in an excited satellite state:
Kr[1s2...3d104s24p6] + ~ω(H21-H27)→ Kr+[1s2...3d104s24p4np] + e− (3.29)
From here an IR photon can strongly ionize and a production of dications is observed:
Kr+[1s2...3d104s24p4np] + ~ω(IR)→ Kr2+[1s2...3d104s24p4] + e− (3.30)
There is no route that leads to double ionization if IR precedes the XUV. As a consequence
the Kr2+ yield is a good measurement of the cross correlation of the IR field.
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Chapter 4
Detection Technology
4.1 Introduction
In this chapter we review the particle detection techniques that were used in the research
activity reported in chapters 6-9, with the exception of Velocity Map Imaging (VMI)
which will be discussed in the next chapter. A section will be dedicated to each of the
following: ion Time-of-Flight mass spectroscopy (iTOF), electron Time-of-Flight spec-
troscopy (eTOF) and magnetic bottle electron spectroscopy (MBES). A brief description
of the AMO endstation at LCLS will conclude the chapter.
4.2 Time-of-Flight Mass Spectroscopy
When a charged particle is driven toward a detector by means of uniform electrostatic
fields the arrival time (time of flight, TOF) is directly related to the mass-to-charge
ratio and the kinetic energy that the particle had immediately after the ionization. This
principle is at the basis of the experimental technique called Time-of-Flight spectroscopy.
If the electric output signal of the detector is measured as a function of time the resulting
waveform (TOF trace) will be a sequence of peaks reflecting the kinetic energy and mass-
to-charge ratio distribution of the detected particles.
A typical TOF spectrometer consists of four elements: a source of charged particles,
a particle detector, an accelerating region and a drift tube. In the accelerating region
electrostatic fields are employed to drive the particles into the field free drift tube where
they are allowed to move at constant velocity until they hit the detector (see fig. 4.1a).
If we consider a particle ejected along the detector axis with an initial kinetic energy
1
2mv
2
0 and charge q the time of flight is the sum of two terms,
TOF(m/q, v0) = TA + TD (4.1)
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corresponding to the time to reach the field free region and the time to reach the detector.
Let us assume for simplicity that the accelerating field ~E = Ekˆ is uniform as the one we
would obtain if the second electrode was a metallic mesh kept at a constant voltage. In
this case
TA =
v1 − v0
qE
=
√
2m
qE
(√
K0 + U −
√
K0
)
(4.2)
TD =
D
v1
=
D
√
m/2√
K0 + U
(4.3)
where U = qEA is the kinetic energy acquired by the particle due to the accelerating
field. If the amplitude of the field is such that the initial kinetic energy is much smaller
than U we can expand the square roots as follows:
√
K0 + U =
√
U +
1
2
K0√
U
(4.4)
1√
K0 + U
=
1√
U
− K0
2U3/2
(4.5)
and obtain the following expression for TOF:
TOF(m/q, v0) =
√
m
q
D + 2A√
2AE
− m
q
1
2E
v0 +
(
m
q
) 3
2
√
2(A−D)
4E3/2A3/2
v20 (4.6)
The first term does not depend on the particle initial velocity but only on the square
root of the mass to charge ratio. Two species with different values of
√
m/q will give
rise to peaks whose centres are separated on the TOF trace. To a first approximation
the width of these peaks is related to the second term as it depends linearly on v0. If we
assign m, q and v0 but we assume that particles can be ejected in all possible directions
it is easy to see that the slowest particle (the one with ~v0 = −v0kˆ will reach the detector
mv0/(qE) seconds after the fastest one (~v0 = v0kˆ). Consequently for monoenergetic
particles the temporal spread of the peak is given by the so called turn around time τ :
τ =
mv0
qE
(4.7)
The third term in eq. 4.6 also contributes to the spread of the peak but it is of order
3/2 in K0/U (whereas τ is of order 1) and it is normally neglected. In the simple scheme
described so far we have not taken into account that the source of particles has a non
negligible spread along the detector axis. This will be converted to a temporal spread of
the peak for a given mass-to-charge ratio and velocity as particles with the same m, q and
~v0 created at different points on the z axis will reach the detector at different instants.
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Figure 4.1: (a) Layout for a single field ion TOF spectrometer and (b) two-field Wiley-
McLaren scheme. Electrodes 2 and 3 can either be made out of a metallic mesh (which
has a particle transmission lower than 100%) or simply solid plates with holes (which
induce possible distortions due to non uniform fields).
If we assume that the source region has a length ∆A along the detector axis the spread
of TOF will be given by
∆TOF =
∂TOF
∂A
∆A =
√
m
q
1√
2E
(
2A−D
2A
√
A
)
∆A (4.8)
where once again the term proportional to (K0/U)
3/2 has been neglected. It is apparent
that the spreading effect can be corrected (at least at first order) simply by choosing
2A = D. This is known as the first-order geometric spatial focusing condition.
This requirement to achieve better mass resolution is rather limiting as it forces the
acceleration region to be half as long as the drift tube. Wiley and Mclaren [1] proposed
a scheme which overcomes this problem and derived a non geometric spatial focusing
condition for any choice of A and D. In this layout two separate uniform electrostatic
fields were employed (see fig. 4.1b). For sake of simplicity let us examine the case of zero
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initial kinetic energy. The total time of flight is the sum of three contribution,
TOF = TS + TA + TD =
√
m
q
(√
2S
Es
+
√
2A
EA
+
2ESS
E2A
−
√
2ESS
E2A
+
D√
2EAA+ 2ESS
)
(4.9)
It can be shown that if we define the parameter
α =
ESS + EAA
ESS
(4.10)
the condition that nullifies the derivative of TOF with respect to S is
D = 2Sα3/2
(
1− 1
α+ α1/2DS
)
(4.11)
For a given choice of A,D and S spatial focusing can be achieved by adjusting the ratio
EA/ES to satisfy the equation above.
A contribution to the spread in the TOF due to a finite particle source is also given by
the higher order derivatives of TOF with respect to S. In a two field scheme it is in general
not possible to find a practical choice of A,S,D and ES/EA for which, for example, both
∂TOF/∂S and ∂2TOF/∂S2 are zero. The only option is to introduce further electrodes
and therefore increase the number of the degrees of freedom. A systematic study of
the topic can be found in ref. [2] where configurations with three and four fields are
considered. The main conclusion is that although it is in principle possible to cancel the
contribution of derivatives of every order employing the appropriate number of electrodes
the mass resolution is ultimately determined by the spread in TOF due to uncertainty
in the ejection angles of the particles.
4.3 Electron Time-of-Flight Spectroscopy
It is rather straightforward (at least in principle) to employ linear TOF spectrometers
to measure electron kinetic energies. In this case there is no need to apply any external
field as all the particles have obviously the same mass to charge ratio and electrons with
different kinetic energies will reach the detector naturally at different times. If D is the
length of the flight tube (see fig. 4.2) the TOF for an electron ejected with initial kinetic
energy along the detector axis (due to the absence of driving fields particles ejected in
the opposite direction are not detected) is simply
TOF = D
√
me
2K0
(4.12)
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Figure 4.2: Scheme of the simplest linear electron TOF spectrometer. The detector
diameter d is normally much smaller than the length of the drift tube D (which should
be as large as possible as this affects energy resolution) so θ  pi/2. The drift tube is
normally housed in a shielding made out of a material with high magnetic permeability
(µ-metal) to screen from stray magnetic fields.
This simple equation has the important consequence that the energy resolution is not
constant with the kinetic energy of the electron. The difference in the TOF between two
electrons with kinetic energies that differ by ∆K0 is given by
∆TOF ' ∂TOF
∂K0
∆K0 = −D
√
m
2
√
2
∆K0
K
3/2
0
(4.13)
which implies that the difference in the TOF decreases as K0 increases. If we assume
that the maximum temporal resolution is constant over the whole TOF spectrum as it
is ultimately limited by the detector response the minimum detectable energy difference
increases quite rapidly (as K
2/3
0 ) with the energy. For very energetic particles such
as the ones produced by photoionization with soft X-rays it is convenient to introduce a
retarding field ~E (oriented along the z in fig. 4.2). If the extension of the retarding region
is very small compared to the length of the drift tube the TOF is still well approximated
by D
√
me/
√
2K) but now the electron kinetic energy is K = K0 − eEA. The difference
in the TOF for particles with initial kinetic enrgies K0 and K0 + ∆K0 now increases to
∆TOF ' ∂TOF
∂K0
∆K0 = −D
√
m
2
√
2
∆K0
(K0 − eEA)3/2
(4.14)
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The price to pay for this improved energy resolution is that obviously particles with a
kinetic energy smaller than qEA are rejected.
The collection efficiency of an electron TOF spectrometer is much lower than the
one of an ion TOF. This is because only the electrons ejected within the solid angle
Ω = 2pi[1 − cos θ]  4pi steradians (typically few millisteradians) around the detector
axis reach the detector as there are no accelerating voltages like in the case ion TOFs.
For electrons with kinetic energies on the order of few hundreds of eV or higher, such as
the ones ejected consequently to interaction of gaseous samples with soft X-rays, we have
seen that in order to increase the energy resolution it is often necessary to significantly
retard the electrons. It follows that employing an accelerating field is obviously not an
option unless we are looking at low energy threshold photoelectrons.
A great advantage of a small acceptance angle is that it is possible to measure pho-
toelectron angular distributions. In an ideal angle resolved electron spectroscopy experi-
ment using linear electron TOFs the spectrometer axis is positioned orthogonally to the
propagation direction of a linearly polarized light source. The angle-resolved electron
spectrum is obtained simply by rotating the laser polarization (or the electron spectrom-
eter). An application of this method can be found in ref. [3]. Another option, which
is viable in the case of light sources with fixed polarization such as X-ray FELs, is to
install more than one electron TOF spectrometer at different angles with respect to the
polarization (see for example ref. [4]). In section 4.5 we will see that this is the solution
adopted for the AMO chamber at the Linac Coherent Light Source.
4.4 Magnetic Bottles
The magnetic bottle spectrometer was introduced by Kruit and Read [5] to overcome the
difficulty arising from low detection efficiency in traditional electron analyzers. The idea
is to use a magnetostatic field to drive the electrons emitted with an angle θi < pi/2 with
respect to the detector axis toward the detector without affecting the kinetic energy of
the particle and hence without degrading the energy resolution. The collection efficiency
is significantly increased and can in principle be as high as 2pi steradians. The field
configuration is schematically depicted in fig. 4.3. A magnetic field ~Bi on the order of 1
T is applied by means of an electromagnet on the electron source volume. The field lines
are oriented toward the detector so particles which are emitted with an angle θi < pi/2
with respect to the detector axis experience a Lorentz force ~F = −e~v × ~Bi. This results
in helical motion toward the detector at an angular frequency ωi = eBi/me and with a
cyclotron radius ri = v sin θi/ωi. The angular momentum li is given by
li = mer
2
i ωi =
m2v2 sin2 θ2i
eBi
(4.15)
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Figure 4.3: Field lines and electron trajectories in a magnetic bottle. Adapted from the
original paper by Kruit et al. [5].
The intensity of the magnetic field is decreased adiabatically along z to the final value
Bf (on the order of few mT) and it is kept uniform throughout the drift tube by means
of Helmoltz coils. Here adiabatic variation signifies that the change of the field over
z is negligible over the distance covered by the particle in one complete orbit. In this
condition it can be shown that the angular momentum is conserved. Consequently
sin θf
sin θi
=
(
Bf
Bi
)1/2
(4.16)
which implies that the transverse velocity is reduced. Since there is no change in the
modulus of the velocity in a magnetostatic field the longitudinal velocity vz increases to
the value
vzf = v cos θf = v
√
1− sin2 θf = v
√
1− Bf
Bi
sin2 θi (4.17)
which is very close to v. The net effect is a transfer of velocity from the transverse com-
ponent to the longitudinal one or, in simpler terms, that the trajectories are parallelized.
If the parallelization happens on a distance which is much shorter than the length of
the flight tube the times of flight of electrons with same kinetic energies but ejected at
different angles will be the similar as they are essentially given by D/vzf which depends
very weakly on θi:
TOF = TD =
D
vzf
' v
(
1 +
Bf sin
2 θi
2Bi
)
(4.18)
From eq. 4.17 we see that to have a high degree of parallelization it is crucial that
the ratio Bf/Bi be very small. In the original design it was in fact set to 10
-3.
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Figure 4.4: The AMO endstation at LCLS
4.5 The AMO Endstation at LCLS
The AMO chamber at LCLS is provided with three interchangeable types of ion spec-
trometers (iTOF in fig. 4.4)[6]: a Wiley-McLaren spectrometer for mass spectroscopy, a
velocity map imaging spectrometer to measure projections of the ion three-dimensional
momentum distributions, and a reaction microscope-type spectrometer [7] with a position
sensitive detector for the measurement of full 3D momentum distributions.
Five electron TOF spectrometers are also placed at various angles with respect to the
laser polarization. The design is based on the one from Hemmers et al. in ref. [8] who
installed a similar apparatus at the Advanced Light Source. X-ray interaction normally
results in electrons with kinetic energies on the order of hundreds of eV corresponding
to TOFs of hundreds of nanoseconds per metre of flight tube. In order to preserve the
energy resolution high retardation voltages (hundreds of volts) need to be applied. To
this purpose each spectrometer features cylindrical focusing (i. e. obtained employing
a cylindrical electrode) to preserve the temporal resolution and ensures high collection
efficiency even for highly retarded electrons.
Two eTOFs are oriented along the axes perpendicular to the X-ray beam (parallel and
perpendicular to the polarization) whereas the other three are at certain ‘magic’ angles.
In chapter 2 we saw that for linearly polarized light and randomly aligned samples the
differential cross section for photoemission processes is
dσ
dΩ
=
σ(E)
4pi
(1 + 1/2β2(3 cos
2 θ − 1)) (4.19)
where θ is measured with respect to the polarization direction and β2 = β2(E). If we
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define the dipole magic angle θm through the relation
3 cos2 θm = 1 (4.20)
then for this angle (which defines a cone in the 3D space) the intensities of the peaks
on the PES will be independent of β2. If we go beyond the dipole approximation higher
order corrections need to be applied eq. 4.19 [8] which define another (nondipole) magic
angle (this time since the cylindrical symmetry is broken we will have to specify both θ
and φ). The orientation of the remaining three eTOFs of the AMO chambers was chosen
so that one of them satisfies both the dipole and nondipole magic angle conditions. The
other two are oriented so that only the dipole magic angle condition is satisfied so that
the nondipole corrections can be measured.
In terms of the data acquisition system the TOF traces from all the instruments are
acquired on a shot-to-shot basis with Acquiris from Agilent Technologies, an analog-to-
digital converter that has a maximum time resolution of 125 ps and a maximum number
of samples per trace of 2 · 105. Shot-to-shot VMI images and other images for diagnostic
purposes are captured with CCD cameras whereas for slow variables that do not need
to be saved for each shot (such as chamber pressures, delay stage positions, etc.) a
special system is in place known as EPICS (Experimental Physics and Industrial Control
System).
All data is saved in a special format called xtc which can be read and manipulated with
a number of routines written in C++ and Python and provided by the LCLS IT team.
For the experiments reported in chapters 7-9, two different alternatives were explored:
conversion of the xtc files to other formats which could be manipulated in the Matlab
environment and direct access to the xtc by mean of a software called CASS (CFEL ASG
Software Suite)1 developed by the CFEL group of the Max Plank Institute for Nuclear
Physics in Heidelberg.
1Available at http://www.mpi-hd.mpg.de/personalhomes/gitasg/cass/index.html
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Chapter 5
Background to Velocity Map
Imaging
In this chapter we will introduce the technique which was most extensively used in the
experimental campaigns described in this thesis: Velocity Map Imaging (VMI). We will
elucidate the principles of operation, present the VMI spectrometer designed for Artemis
and provide a detailed description of the computational techniques used to extract the
relevant physical information from VMI images.
5.1 Momentum Distribution Imaging
In the previous chapter we have seen that TOF spectrometers can also be employed to
partially measure the 3D momentum distribution of a cloud of charged particles, for
example photoelectrons and photoions resulting from focusing a laser beam on a gas
phase sample. They offer excellent energy resolution but in order to obtain the angular
dependence it is necessary to acquire TOF traces for many different orientations of the
laser polarization with respect to the TOF axis. Moreover in order to have an acceptable
angular resolution very small acceptance angles are required. The count rate is, therefore,
inevitably low and this leads to longer acquisition times over which it is difficult to ensure
the stability of parameters such as laser energy, pointing and sample density.
With the advent of position sensitive detectors (PSD) such as microchannel plates
(MCP) these difficulties have been overcome in a simple and elegant way. With PSDs
it is possible to measure in a single measurement the whole spatial distribution of par-
ticles (image) on the detector plane from which the 3D momentum distribution can be
extracted.
The setup for a typical gas phase momentum imaging experiment is similar to a
TOF experiment (with the exception of the PSD) and it employs essentially 4 elements:
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Figure 5.1: Projection of a uniform distribution of monoenergetic particles on the detector
plane.
molecular beam, radiation beam, set of electrodes and position sensitive detector. The
sample is delivered into a vacuum chamber in the form of a molecular beam. At its
intersection with the ionizing radiation beam (source volume) a cloud of charge particles
is created. By applying an electrostatic field (voltages on electrode) the cloud of particles
is pushed toward the detector and an image is formed on the PSD which is a measurement
of the 2D particle distribution on the detector plane. Under certain conditions it can be
shown that this distribution is a projection of the 3D momentum distribution on a plane.
It is obvious that a single projection is not sufficient to extract the full 3D distribution in
the general case. However in the specific case of cylindrical symmetry the reconstruction
of the 3D distribution from a single projection, normally known as Abel inversion, is
possible and mathematically rigorous. Several algorithms to efficiently perform this task
have been proposed and tested successfully.
The first successful demonstration of this technique was by Helm et al. [1] who
measured the photoelectron angular distribution in Xenon atoms photonionized with
620-640 nm radiation. To project the cloud of photoelectrons on the PSD the simplest
possible electrostatic field was chosen, namely a uniform field. In that case the only
adjustable parameter was the intensity of the field which, as shown in the next section,
determined the maximum detectable kinetic energy as well as the accuracy with which
the momentum imaging was performed.
5.1.1 Uniform Electrostatic Field Momentum Imaging
Let’s consider an electron which is created in the origin of our reference frame with
a momentum ~p(p, θ, φ) in a uniform electrostatic field ~E = −Ejˆ oriented along the
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negative direction of the y-axis (see fig. 5.1). If L is the distance between the origin and
the position sensitive detector the solution of the Newton’s equations give the following
expression[2] for the coordinates of the impact point:
xd =
2L cosϕ sin θ
γ
(√
sin2 ϕ sin2 θ + γ − sinϕ sinϑ
)
(5.1)
zd =
2L cos θ
γ
(√
sin2 ϕ sin2 θ + γ − sinϕ sinϑ
)
(5.2)
where
γ =
eEL
K
(5.3)
is the ratio between the kinetic energy acquired in the field and the initial kinetic energy
K = p2/2. If γ >> 1 the above equation assume a much simpler form:
xd =
2L cosϕ sin θ√
γ
(5.4)
zd =
2L cos θ√
γ
(5.5)
which reveals one key aspect of this 2D momentum imaging technique. Particles with
the same values of θ (i.e. distributed on a plane parallel to pxpy plane in the momentum
space) end up on a line perpendicular to the z-axis with |xd| ≤ 2L sin θ/
√
(γ). So if we
start with a set of monoenergetic particles whose angular distribution is a uniform (i.e.
a spherical surface in the momentum space) the image formed on the detector would be
the one we would obtain by simply projecting a sphere of radius 2L/
√
γ on the detector
along the y-axis. If K is the kinetic energy of the particles its dependence on the radius
of the circle formed on the detector is quadratic:
K =
eE
4L
r2max (5.6)
For a general normalized momentum distribution P (px, py, pz) the distribution on the
detector will be given by
Pd(xd, zd) =
(
2L
eE
)3/2 ∫ +∞
−∞
P
(
px = xd
√
2L
eE
, py = y
√
2L
eE
, pz = zd
√
2L
eE
)
dy (5.7)
It is obvious that it is impossible to obtain the full 3D distribution solely from the
knowledge of Pd(xd, zd). However, if the distribution has an axis of cylindrical symmetry
around the z axis (or any other axis in the xz plane) it can be shown that the above
5.1. Momentum Distribution Imaging 61
integral can be written as
Pd(xd, zd) =
1
2pi
(
2L
eE
)3/2
2
∫ +∞
xd
P
(
pρ = ρ
√
2L
eE
, pz = zd
√
2L
eE
)
ρdρ√
ρ2 − x2d
(5.8)
which is known as Abel transform. Although the transform has an analytical inverse,
namely,
P (pρ, pz) = − 1
2pi2
(
eE
2L
)3/2 ∫ +∞
pρ
√
eE
2L
∂
∂xd
Pd
(
xd, zd = pz
√
eE
2L
)
dxd√
x2d − eE2Lp2ρ
(5.9)
because of the presence of the derivative it is not suitable to be used for experimental
images as the evaluation of derivatives for discretized functions introduces noise. How-
ever several alternative efficient numerical techniques are available which are collectively
called Abel inversion algorithms. Two of them, which will be used in this thesis, will be
described in details later in this chapter.
A fundamental aspect of momentum imaging with uniform electrostatic fields which
to some extent is applicable to the VMI case is that strictly speaking the image on
the detector is related the Abel transform of the full 3D momentum distribution only
if the initial kinetic energy of the particles is much smaller that the one acquired after
travelling in the electrostatic field. If this condition is not satisfied the full equations
(5.1) need to be employed and the transformation that connects the 3D distribution to
the distribution detected is not, even in case of cylindrical symmetry, the Abel transform.
Numerical simulations [2] show that a value of γ on the order of 104 or higher is what
is ideal in order not to introduce distortions by using Abel inversion. A value of 100
decreases the energy resolution of the device while for γ = 1 the distortion is such that
employing Abel inversion is meaningless.
5.1.2 Velocity Map Imaging
In the previous section particles were assumed to be generated in a region of space with
negligible dimensions (source point). In real experiments, however, it is more appropriate
to think of it as a finite region of space defined by the intersection of the molecular beam
(see fig 5.2) and the the region within the laser beam where the intensity is above the
ionization threshold. For the sake of simplicity the source volume can be thought as a
cylinder whose length (the radius is normally negligible with respect to the length) is
either limited by the confocal parameter of the radiation beam (e.g. when long focal
length focusing optics are employed) or the transversal dimension of the molecular beam.
In both cases the size is rarely smaller than 1 mm. This order of magnitude is sufficient
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Figure 5.2: VMI spectrometer
to introduce a blurring of the image and worsen the energy resolution.
In order to compensate for this effect Eppink et al. [3] suggested to implement a
slightly more complicated field layout in which, starting from plain uniform electrostatic
field a further electrode is added (Velocity Image Mapping spectrometer) which has
the effect of gently curving the field lines around the interaction region. Computer
simulations show that the overall effect on the particle trajectory is very small so that
the equations introduced in the previous section still hold. By carefully adjusting the
voltages it is possible to achieve a condition in which particles with the same velocity end
up in the same point on the detector compensating in this way for the finiteness of the
interaction region. This effect is normally referred as ‘focusing effect’ as particles with a
broad spatial distribution are focused in one point.
The design suggested by Eppink et al. consists mainly of three electrodes (see fig
5.2) referred to as repeller, extractor and ground (which in figure 5.2 is the base of the
flight tube). In one of the possible operation modes a high voltage is applied to repeller
and extractor whereas the flight tube and the front plate of the PSD are grounded.
The focusing effect is obtained by carefully adjusting the ratio ρre between repeller and
extractor voltages.
A full understanding of the features of a VMI spectrometer would require the solu-
tion of the Newton’s equations for the given field configuration. This is however rather
impractical as there is no analytical solution available with the exception of some spe-
cific cases ([4]). The strategy commonly employed is then to build a computer model of
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Figure 5.3: Field configuration in a typical VMI spectrometer
the spectrometer and then calculate the particles’ trajectories by numerical integration.
Ion trajectory simulators like the commercially available SIMION 8 perform this task
efficiently and accurately and therefore will be extensively used in this thesis.
In figure 5.3 we can see the results of a simulation of a VMI spectrometer which has
been designed for the AMO chamber at Artemis Facility which will be described in the
next section. Since all VMI spectrometers have cylindrical symmetry only a section of it
is shown in the figure (the one in the xy plane, see fig. 5.2). The third axis is assigned to
the electrostatic potential. Here for simplicity only three electrons have been fired at the
interaction region in the xy plane (equidistant to the repeller and extractor). Each has a
kinetic energy of 10 eV and they are fired from three different points along the y-direction,
1 mm apart. Their initial momenta lie in the xy plane and are oriented at 45 degrees
with respect to the positive direction of the y axis. The problem is then fully contained
in the xy plane. The voltages applied to the repeller and the extractor are respectively
-2000 V and -1480 whereas the detector and the flight tube are grounded. The ratio is
adjusted so that the particles hit the PSD in the same point (see insert 2). The focusing
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(a) The VMI spectrometer at Artemis.   
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(b) Schematic design of the electrodes design with rel-
evant dimensions.
Figure 5.4
happens because of the curvature of the equipotential lines in the region around the hole
in the extractor (see the mount in insert 1). Electrons see it as a valley so they tend to
be dragged towards its center. The region around the hole in the flight tube front plate
has a defocusing effect but for the right ratio between repeller and extractor voltages the
curvatures of the electrostatic potentials can be adjusted as so to have focusing on the
detector plane.
A look at the field lines reveals that the distortion compared to the case of uniform
field is significant only around the holes in the electrodes. The field-free region inside
the flight tube has the only effect of increasing the size of the particle cloud and hence it
does not affect at all the mapping properties. We can therefore expect that the equations
given in the previous section still hold. In particular we can assume that the distribution
measured on the detector plane is the Abel transform of the 3D momentum distribution
and hence we can use Abel inversion algorithms to retrieve it. If we take the field free
region into account equation (5.6) becomes
K =
L
(2L+ L1)2
eEr2max (5.10)
where L and L1 are respectively the distance between the source volume and the
entrance of the flight tube and the length of the flight tube.
5.2 The VMI Spectrometer at Artemis
A VMI spectrometer was designed for the AMO chamber at the Artemis, Central Laser
Facility, Rutherford Labs. The spectrometer was optimized to measure the momentum
distribution of electrons with kinetic energy from 0 up to 200 eV. Because of the way that
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the different electrodes are held together1 it is very simple to change or add electrodes
and to modify their distance. Artemis is a user facility and therefore different users may
have different requirements in terms of electrode geometry.
Equation (5.10) shows that the maximum kinetic energy for a given value of rmax
(which is normally limited ultimately by the radius of the active area of the PSD) is
proportional to the electrostatic field and it decreases as the length of the drift tube L1
increases. Consequently in order to measure high energy electrons it is necessary to apply
high voltages and employ squat flight tubes (and obviously PSD with large active areas
although the high cost of large aperture MCPs is the main limitation). The distance
between the interaction region and the PSD detector was set to 18.5 cm so that electrons
with kinetic energies around 200 eV can still be collected when the repeller voltage is
at 15 kV which is the highest possible value allowed by the voltage supply. In order
to prevent electric discharges which are possible at such high voltages electropolished
electrodes were employed.
The whole apparatus is enclosed into a double layer of µ-metal in order to cancel the
effect of the Earth’s magnetic field. In order to increase the pumping efficiency holes
with a diameter of 2.5 cm have been made in both the flight tube and µ-metal shield.
To operate the spectrometer as a plain VMI described in the previous section only
three separate high voltage connections are needed (repeller, extractor, flight tube). How-
ever the top flange of the chamber has been designed so that up to 8 feedthroughs can be
used and hence 8 different electrodes can be employed. This allows the implementation
of more complicated electrostatic fields which are required for techniques such as slice
imaging [5].
The electrodes are held together by screws made out of a high voltage and vacuum
compatible plastic (Kapton). The spacing between the electrodes is customizable as it is
obtained by means of ceramic spacers (MACOR) which sit in four holes on each plate.
The PSD detector is a set of two microchannel plates with pore size of 12 µm and a
phosphor screen. The active diameter of the detector is 75 mm. It is possible to run the
detector in different voltage configurations according to the voltage applied on the VMI
plates and the particles detected. In a commonly used configuration the front surface
of the MCP is grounded and the back surface is set to a voltage between 1.7 and 2 kV.
The phosphor screen is between 3 and 5 kV above the voltage on the back of the MCP.
When a charged particle hits the front of the MCP a cascade of electrons is produced
through the channels. The voltage across the plates drives this electron current towards
the phosphor screen where a a bright spot is produced (luminescence). An image of the
phosphor screen is finally captured by a CCD camera.
1The design aspect was based on the one of ref. [5]
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(a) (b)
Figure 5.5: (a)Simulated image obtained by firing electrons with initial kinetic energy of
15, 50, 100, 150, 200 eV and uniform angular distribution. The voltage on the repeller is
set to -15kV and the extractor/repeller voltage ratio ρer is set to 0.73. For each energy
value a total of 106 particles are fired. (b) Inverted image obtained with PBASEX.
5.2.1 Performance on Simulated Images
An estimate of the performances of the device in terms of maximum kinetic energy de-
tectable and energy resolution was obtained by performing simulations with SIMION 8
with the repeller set at 15kV and at different repeller/extractor voltage ratios ρer. In each
simulation the trajectories of a total of 5×106 electrons with fixed initial kinetic energies
(15,50,100,150,200 eV, 106 particles per value) and uniform angular distributions were
calculated. To take into account that the interaction region has a non negligible size the
initial position for each particle was assigned randomly according to a 3D gaussian distri-
bution with σx = 1000 µm, σy = σz = 50 µm where x is the laser propagation direction
(see fig. 5.2). For each simulation the (x, z) coordinates of the particle on the detector
were recorded and the simulated image was obtained by binning the particles according
to the impact coordinates in 512x512 greyscale images. The images are then inverted
using the PBASEX algorithm (see next section) to obtain the full 3D momentum distri-
bution. Fig. (5.5) shows a typical simulated image. Each concentric ring corresponds
to the projection on the detector plane of a set of monoenergetic electrons with uniform
angular distribution, i.e. a sphere in the momentum plane.
In general there is no unique setting of the extractor/repeller voltage ratio ρer that
ensures an optimum focusing for every choice of the initial kinetic energy of the particles.
In order to assess the extent of this effect simulations analogous to the one in fig. (5.5)
were run for different values of ρer. The results are summarized in figure (5.6).
From each of the inverted images the radial distribution was calculated (see sec.
5.4.3). For a device with perfect energy resolution and for monoenergetic particles the
radial distribution should be the equivalent of a discrete delta function, i.e. a distribution
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(a)
(b)
Figure 5.6: (a) Relative radial resolution as a function of ρer for different electron energies.
(b) Pixel-to-energy curves for different values of ρer.
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which is non zero only at a specific radial pixel. Real spectrometers, however, have a
finite resolution and consequently each peak resulted in a radial distribution which has
roughly the shape of a gaussian. The relative radial resolution was calculated by finding
the FWHM in pixels of the curve and dividing it by the position of the maximum.
From figure 5.6a it can be seen that for energies up to 50 eV the best focusing is
achieved for ρer = 0.74. Then the focusing condition moves to ρer = 0.72 for energies of
150 eV and 200 eV.
In order to obtain an estimate of the maximum detectable energy a proper calibration
was performed. For each value of ρer the positions in radial pixels of each peak were fitted
with the function
px = aEα. (5.11)
In figure 5.6b the results of this procedure are summarized and the values for a
and α for different voltages are reported. Earlier it has been shown that for a set of
monoenergetic particles the relationship between its energy and the maximum radius of
the circle on the detector is quadratic and hence the value of α is expected to be around
0.5.
The conversion from radial pixels to energy performed for the voltages for which the
focusing is optimum at different energies yields the following values for the relative energy
resolutions
Res15eV = 5.83% (5.12)
Res50eV = 2.77% (5.13)
Res100eV = 2.02% (5.14)
Res150eV = 1.72% (5.15)
Res200eV = 1.61% (5.16)
(5.17)
which are roughly twice as much as the values for the momentum relative resolution,
compatibly with the quadratic relationship. In order to obtain the maximum kinetic
energy detectable it is sufficient to reconvert the formulas in fig 5.6 (b) in energy as a
function of the actual distance from the center of the detector. The pixel-to-distance in
mm conversion factor used in the simulations is 0.1406. Using this value we obtain the
following relationship for energy as a function of radius in mm
E(eV) = 0.1657R(mm)2.0636 (5.18)
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Figure 5.7: Comparison between the simulated spectra obtained convolving the spectrum
of bromobenzene (HeI) in [6] with a gaussian (σ = 0.3 eV) and the spectrum obtained
after the inversion with PBASEX of the image.
which gives a maximum kinetic energy detectable Emax = E(R = 32.5) of 218 eV.
In order to see the combined effect of the finite energy resolution of the spectrometer
and the possible distortion of the spectrum introduced by the inversion procedure a real-
istic photoelectron spectrum was simulated. The reference spectrum was provided by the
photoelectron spectrum of bromobenzene ionized with HeI radiation [6]. The experimen-
tal spectrum was extracted in the form of a series of gaussians and then convoluted with
a gaussian of σ = 0.3 eV. This was been done in order to reproduce the experimental
conditions of the VUV-TRPEI campaign (see chapter 6). The areas under each gaussian
in the final spectrum was taken as a reference to assign the number of particles for each
peak. From fig. 5.7 we can see that the agreement of the reconstructed spectrum with
the simulated one is reasonable. Minor discrepancies are due to an insufficient number
of particles trajectories simulated.
5.3 Abel Inversion
In this section we will review two well known numerical algorithms to perform the Abel
inversion: the PBASEX algorithm [7] and the iterative algorithm [8]. For each of them
a detailed description of the implementation used for the experimental images in this
thesis will be given.
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5.3.1 The PBASEX Algorithm
The PBASEX algorithm is based on another inversion algorithm designed by Debrinskyet
al. [9] known as BASEX (BAsis Set EXpansion). The image formed on the phosphor
screen is decomposed on a set of forward (2D) basis functions for which the inverse Abel
transform is known analytically (3D basis functions). Each of the 3D basis functions,
labelled by the indexes h, k is a product of two gaussians in the cylindrical coordinates
(ρ, z) (z is the axis of cylindrical symmetry) as follows:
fhk(ρ, z) =
( e
k2
)k2 (ρ
σ
)2k2
e(−ρ/σ)
2 ×
( e
h2
)h2 ( z
σ
)2h2
e(−z/σ)
2
(5.19)
h = 1, 2, ..., Nh (5.20)
k = 1, 2, ..., Nk (5.21)
The total number of basis functions Nh ×Nk is normally chosen to be equal to the total
number of pixels of the experimental image. If Pd(xd, zd) is the particle distribution on
the detector plane then the experimental image Iij will be given by
Iij = Dij
∫ zdi+d/2
zdi−d/2
∫ xdj+d/2
xdj−d/2
Pd(xd, zd)dxddzd (5.22)
i = 1, 2, ..., Ni
j = 1, 2, ..., Nj
where d is the size of the pixel, Ni and Nj are respectively the number of rows and
columns and Dij is a matrix that takes into account the possible nonuniformity in the
gain of the detector. If we hypothesize that the distribution does not vary much over the
size of a pixel we can rewrite eq. 5.22 as
Iij = DijPd(xdj , zdi)d
2. (5.23)
We then introduce the matrices Hhk,ij
Hhk,ij = d
2Dij
∫ +∞
xdj
ρfhk(ρ, zdi)√
ρ2 − x2dj
dρ (5.24)
The fundamental assumption in the BASEX algorithm is that the distribution on the
detector Pd(xd, zd) can be written as
Pd(xdj , zdi) =
∑
h,k
Chk
∫ +∞
xdj
ρfhk(ρ, zdi)√
ρ2 − x2dj
dρ (5.25)
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which is equivalent to say that the experimental image is a linear combination of the Hhk
matrices:
Iij =
∑
hk
ChkHhk,ij (5.26)
The inversion consists in finding the solution of the above system of Ni×Nj (number of
pixels) linear equations in the Nh ×Nk (number of basis functions) unknowns Chk. The
number of basis functions is normally less than the total number of pixels so the system
is overdetermined. The solution is then given by the set of coefficients which minimizes
the χ2 associated to the system. Once the Chk coefficients have been determined it is
straightforward to obtain the 3D distribution:
P (ρ, z) =
∑
hk
Chkfhk(ρ, z) (5.27)
from which the 3D momentum distribution can be extracted by means of a pixel-to-
momentum or pixel-to-energy calibration (see sec. 5.4.3) as P (ρ, z) in the equation above
is the 3D momentum distribution in the 3D pixel space.
The PBASEX algorithm is based on the same priciples but it offers to be an im-
provement, in certain cases, of the BASEX algorithm. The main difference lies in the
fact that the basis functions are not assigned in cylindrical coordinates but in spherical
coordinates (Polar BASis EXpansion):
gkl(R, θ) = e
(R−Rk)
2σ2 × Pl(cos(θ)) (5.28)
k = 1, 2, ..., Nk
l = 1, 2, ..., Nl
where Pl(cos(θ)) is a Legendre polynomial of order l. The inversion procedure is then
analogous to the one in the BASEX algorithm. The great advantage of PBASEX over its
predecessor is that the number of basis function to be employed is, in some specific but
quite common cases, much smaller. For example in case of a randomly oriented molecular
sample (or an atomic sample) for linearly polarized light the distribution of the electrons
ejected by single-photon ionization is P (θ) = 1/(4pi)(1+β2P2(cos θ)). It is apparent that
in this case the only relevant Legendre polynomials included in the analysis are l = 0
and l = 2.
The algorithm requires that the experimental image is converted to polar pixels q, α
(see sec. 5.4.3). The polar experimental image will be a matrix of the form Qqα where
Nq is the number of ‘radial pixels’ and Nα is the number of ‘angular pixels’. In order
to obtain the set of 2D basis functions the gkl need to be projected numerically as their
analytical Abel transform is not known. The gkl are naturally expressed in spherical
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coordinates for which the Abel integral does not have a straightforward expression. It
is convenient therefore to express (and compute) the 3D basis functions in cartesian
coordinates g˜kl(x, y, z) and then perform the integral as a simple integral along y. In this
case
Gkl,qα =
∫ +∞
−∞
g˜kl
(
x = q sin
α
∆α
, y, z = q cos
α
∆α
)
dy (5.29)
where ∆α is radians per angular pixel. The basis assumption is that the following
decompostion holds:
Qqα =
∑
kl
CklGkl,qα (5.30)
The Ckl,qα coefficients are once again sought in the least squares sense as the number of
equation is bigger than the number of unknowns. Once this step is performed the 3D
distribution is simply given by
P (R, θ) =
∑
kl
Cklgkl(R, θ). (5.31)
The main advantage of the PBASEX over the BASEX algorithm lies in the way that
PBASEX deals with the noise which is inevitably present in the experimental images.
For the case of BASEX as well as other inversion techniques such as the ‘onion peeling’
technique it has been shown that noise typically accumulates along the line that defines
the axis of cylindrical symmetry. Being designed in polar coordinates the PBASEX
algorithm has the great advantage of accumulating the noise only at the center of the
image which normally carries little or no information about the physical process that
has been observed. Another interesting feature of PBASEX is that computing the radial
distribution and the asymmetry parameters is straightforward,
I(R) = R
2
Imax
∑
k Ck0gk0(R), (5.32)
β2 =
R2
I(R)Imax
∑
Ck2gk0(R) (5.33)
whereas for BASEX it is necessary to extract the angular distribution and then fit with
Legendre polynomials.
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(a)
(b)
Figure 5.8: (a) Comparison between simulated 3D-gaussian distributions (see text) and
reconstructed distributions from images inverted with Pbasex. (b) Same as in (a) but
for projected distributions
5.3.2 An Implementation of PBASEX: Performance on Simulated Im-
ages
For a typical image of 512x512 pixels Nk is chosen to be normally equal to 257 which
means that the distance between the peaks of two adjacent gaussians is 1 pixel. The
chosen value for the FWHM of each gaussian is the result of a compromise. If the width
is too small the computation of equation 5.29 becomes cumbersome as it would require
integrating functions which are non zero only on a small part of the integration interval.
Moreover it would be meaningless to go too much below the width of 1 pixel as this
74 5. Background to Velocity Map Imaging
is the size of the smallest possible feature in the experimental image. If the width is
too large small features in the experimental images cannot be reproduced and hence
the overall resolution is affected. A value for the FWHM of 2 has been found to be
appropriate, for example, for the simulated images produced with SIMION 8 to evaluate
the performance of the VMI at Artemis. There are some cases, however, where the
images are very noisy and hence the smallest features are chosen deliberately not to be
reproduced. This procedure can be thought of as a sort of noise filtering at the level of
the inversion step. To this end a higher value of the FWHM is selected and the value of
Nk is chosen accordingly. An application of this idea is shown in chapter 9.
The size of each basis function matrix is set so that the number of radial pixels Nq
is equal to the radius in pixel of the raw image (namely 256 for a 512x512 image). The
number of angular pixels Nα is chosen so that the total number of pixels is not above the
number of pixels of the image in cartesian coordinates. A value of Nα = 360 is used both
for simulated and experimental images as any variation in the angular pattern for any
experimental images is highly unlikely to happen within less than a degree. The time it
takes to convert the raw image to polar coordinates and to generate the basis function
matrices is linear in the number of angular pixels so it is desirable to keep Nα as low as
possible.
The generation of the 2D functions is done according to equation 5.29. For each
value of q and α the projection integral is evaluated. The cylindrical symmetry is
used so that the integral can be performed only over (0,+∞) but all the basis function
are zero if
√
x2 + y2 + z2 > 256 so the integral is performed over the interval [0, 300].
The integral is performed simply with the composite Simpson’s rule. The integrand
g˜kl(x(q, α), y, z(q, α)) is evaluated in 40000 equidistant points in the interval [0, 300].
Care must be taken at this point because if the number of points is small the estimate of
the integral is poor because the integrand is non zero only in a very small region of the
integration interval. The value of 40000 has been selected by observing that increasing
this number does not affect significantly the result of the calculation.
Once all the 2D basis functions are generated the pseudoinverse of the matrix Gkl,qα
is computed using a Matlab implementation of the singular value decompositions. The
actual inversion is a simple matrix multiplication that yields the C coefficients.
In order to assess the performance of the algorithm some 3D distributions have been
simulated and projected numerically on the detector plane and subsequently inverted
using the algorithm. The sample images were all made of 256x360 pixels (in polar coor-
dinates). The basis functions employed were 129 (l = 0 as no angular distributions were
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simulated) with σ = 0.85. We first generated 3D gaussians with varying σ (fig. 5.8):
Pgn(q) = 4pi exp
(
−(q − 150)
2
2σ2n
)
σn = 0.2, 0.5, 1, 10 (5.34)
The corresponding radial distributions (Pg0.2, Pg0.5, Pg1 and Pg10) are shown in figure 5.8
panel (a). The gaussians were numerically projected on the detector plane and then
inverted with the PBASEX. The retrieved radial distributions (P ∗g0.2, P ∗g0.5, P ∗g1 and P ∗g10)
are also plotted in figure 5.8 panel (a) for direct comparison. In panel (b) the comparison
is shown between Qg0.2, Qg0.5, Qg1, Qg10 which are the radial distributions obtained from
the numerically projected Pgn, and Q
∗
g0.2, Q
∗
g0.5, Q
∗
g1, Q
∗
g10 which are the projection on
the detector plane of P ∗gn. The agreement is excellent for σ = 1, 10 whereas it becomes
worse for σ = 0.5 and below. This is due to the fact that the gaussians employed have
σ = 0.85. However the agreement in panel (b) is excellent even for σ = 0.5 and σ = 0.2.
This is due to the fact that we have not assigned the projected image in every point of the
space but only in a finite number of points. There are in principle infinite 3D functions
whose projections have the assigned values in those point. The algorithm finds the one
which can be expressed as a the linear combination of Gkl. This does not necessarily
correspond to the one we are looking for.
It is interesting to see the performance of the algorithm with distributions for which
the analytical Abel transform is known. Let’s consider the functions
Pc(ρ) =
{
1 if ρ < 256
0 elsewhere
(5.35)
Pf (ρ) =
Pc(ρ)√
(256)2 − ρ2 (5.36)
It can be proven that
2
∫ +∞
x
Pc(ρ)
ρdρ√
ρ2 − x2 = 2
√
(256)2 − x2 = Qc(x) (5.37)
2
∫ +∞
x
Pf (ρ)
ρdρ√
ρ2 − x2 = piPc(x) = Qf (x) (5.38)
The distribution obtained by inverting Qc is a roughly constant distribution as ex-
pected.The highly oscillatory behaviour around the q = 256 is due to the fact that
the derivative is infinite and we are representing it with a linear combination of gaussian
functions with finite derivative everywhere.
The reconstruction of Pf from the constant distribution Qf is rather good if we con-
sider that Pf (ρ) diverges for ρ = 256. The interest in simulating this special distributions
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(a)
(b)
Figure 5.9: Performances of the PBASEX algorithm on simulated distributions with
known Abel inverse (see eq. 5.35-5.38). The simulated distribution Qc is inverted and
the result (P ∗c ) is compared with the analytical distribution Pc. P ∗c and is also projected
back on the detector plane (Q∗c) for comparison with Qc.
lies in the fact that it explains the so called edge effect. If the experimental image is non
zero at large radii because it has a constant offset then the inversion will yeld a peak well
described by Pf (ρ).
5.3.3 Abel Inversion: the Iterative Algorithm
The iterative inversion algorithm[8] is based on the idea that for most of the problems
with cylindrical symmetry the angular part of the full 3D momentum distribution is very
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(a)
(b)
Figure 5.10: Performances of the PBASEX algorithm on simulated distributions with
known Abel inverse (see eq. 5.36-5.38). The simulated distribution Qf is inverted and
the result (P ∗f ) is compared with the analytical distribution Pf . P
∗
f and is also projected
back on the detector plane (Q∗f ) for comparison with Qf .
similar to the one projected on the detector plane. Being an iterative procedure a first
guess of the 3D distribution needs to be provided. In this thesis the experimental image
is used to that purpose. At each iteration step the current guess for the 3D distribution
is projected on the detector plane then it is compared with the experimental image and
from the difference a correction is extracted and applied to the 3D distribution of the
next iteration step. The procedure is repeated until a reasonable agreement with the
experimental image is achieved.
The usual spherical coordinates are not the most natural coordinates for this problem.
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It is convenient to introduce the pseudospherical coordinates (p, θ, ϕ) in the momentum
space defined by
px = p cos θ cosϕ
py = p cos θ sinϕ
pz = p sin θ (5.39)
with θ ∈ [0, 2pi) and φ ∈ [0, pi). The volume element is given by the modulus of the
Jacobian of the transformation J(p, θ, ϕ) which in this case is given by:
dV = |J(p, θ, ϕ)| dpdθdφ = p2 |cos θ| dpdθdφ. (5.40)
We assume that the system has cylindrical symmetry along the z axis which implies that
the 3D momentum distribution does not depend on ϕ.
The normalized full momentum distribution P (p, θ) can be thought as the product
of a velocity distribution and a velocity dependent angular distribution
P (p, θ) = P1(p)P2(p, θ)
P1(p) = pi
∫ 2pi
0
P (p, θ)dθ
P2(p, θ) =
P (p, θ)
P1(p)
(5.41)
The normalization condition is
pi
∫ 2pi
0
| cos θ|dθ
∫ +∞
0
P (p, θ)p2dp = 1 (5.42)
The normalized projected distribution on the detector plane Pd(ρd, θd) can be decom-
posed into a similar fashion:
Pd(ρd, θd) = P1,d(ρd)P2,d(ρd, θd) (5.43)
P1,d =
∫ 2pi
0
Pd(ρd, θd)dρd (5.44)
P2,d =
Pd(ρd, θd)
P1,d(ρd)
(5.45)
In this case the area element is the usual one in polar coordinates so the normalization
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condition is simply ∫ 2pi
0
dθd
∫ +∞
0
Pd(ρd, θd)ρddρd = 1 (5.46)
The idea is now to assume that a first approximation for P (p, θ) is given by the
experimental image itself:
P0(p, θ) = P1,0(p)P2,0(p, θ) (5.47)
P1,0(p) = P1,d(ρd = p)/2pip, (5.48)
P2,0(p, θ) = P2,d(ρd = p, θd = θ) (5.49)
where we have assumed that both the momentum p and the radial coordinate ρd are
measured in dimensionless camera pixels so to give meaning to the expression ρd = p.
At this point the distribution P1(p, θ) = P1,0 × P2,0 can be numerically projected on the
detector plane to obtain a new distribution Q1(ρd, θd). This can be decomposed in a
velocity and velocity dependent angular distribution and then it can be compared with
the experimental image. The difference between them can be used as correction to P0
yielding a new estimate for the 3D distribution according to the general formula:
P1,i(p) = P1,i−1(p)− c1Q1,i−1(ρd = p)− P1,d(ρd = p)
2pip
P2,i(p, θ) = P2,i−1(p, θ)− c2[Q2,i−1(ρd = p, θd = θ)−Q2,exp(ρd = p, θd = θ)]
The procedure is repeated iteratively until a satisfactorily small difference between Qi
and Pd is achieved.
5.3.4 Implementation and Performance on Simulated Distributions
The computer implementation of the algorithm described so far needs to take into account
that the actual image is not a continuous distribution but discrete matrix. If Qqα is
the experimental image in polar coordinates the normalization condition 5.46 and the
equation 5.43 for the i-th iteration become∑
qα
qQiqα∆α = 1, (5.50)
Q1,iq =
∑
α
Qiqα∆α (5.51)
Q2,iqα = Q
i
qα/Q
1,i
q (5.52)
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(a)
(b)
Figure 5.11: (a) Comparison between simulated 3D-gaussian distributions (see text) and
reconstructed distributions from images inverted with the iterative algorithm. (b) Same
as in (a) but for projected distributions.
where ∆α is the size of the angular pixel in radians (we assume ∆q = 1). In the same
way, for the i-th step 3D distribution matrices P iqα the equations 5.42 and 5.41 become
pi
∑
qα
P iqαq
2| cos(α/∆α)|∆α = 1 (5.53)
P 1,iq =
∑
α
P iqα| cos(α/∆α)|∆α (5.54)
P 2,iqα = P
i
qα/P
1,i
q (5.55)
The most delicate part of the algorithm implementation is to perform the Abel integral
for each iteration step. The difficulty lies in the fact that the integrand is a matrix
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rather than a continuous distribution which implies that ordinary numerical integration
techniques cannot be employed because the integrand is known only in a discrete set of
points. Moreover matrices are expressed in pseudospherical coordinates for which the
Abel integral does not have a straightforward expression. It is therefore necessary to
rewrite the Abel integral in a form that it is suitable for a quick computation.
Let us suppose that we know the continuous 3D distribution P i for the i-th iteration.
The projected matrix Qiqα can be expressed as a line integral of P
i as follows:
Qiqα = 2
∫
γ(q,α)
P idλ (5.56)
where the curve γ(q, α) is defined as
x = q cos
α
∆α
(5.57)
γ(q, α) : y = t t ∈ [0,+∞) (5.58)
z = q sin
α
∆α
(5.59)
The distribution P i is naturally expressed in pseudopolar coordinates so it is convenient
to convert the parametric eq. 5.57 into this coordinate system:
p cos θ cosϕ = q cos
α
∆α
(5.60)
γ(q, α) : p cos θ sinϕ = t t ∈ [0,+∞) (5.61)
p sin θ = q sin
α
∆α
(5.62)
the sum of the squares of the three equations gives:
p2 = q2 + t2 (5.63)
the sum of the squares of the first and second gives
p2 cos2 θ = j2 cos2
α
∆α
+ t2 (5.64)
The two previous equation combined together yield the following implicit equation of γ
in pseudospherical coordinates
p2(cos2 θ − 1) = q2
(
cos2
α
∆α
− 1
)
; (5.65)
This equation is all that we need to perform the Abel integral because we assume that P i
has cylindrical symmetry so we do not need the equation for φ. Now P i is a continuous
function of (p, θ) so to perform the integral in 5.56 we just need to build an array of closely
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spaced values for t, then create the corresponding arrays pt and θt for p (using 5.63) and
for θ (using 5.64) respectively (care must be taken in choosing the right determinations of
the square root and the arccosine, see later in this section). The integral would then be
twice the sum of the corresponding P it = P
i(pt, θt) array multiplied by the appropriate
length element. However the continuous P i is not known as only its discrete version
P iqα is available. An option could be to interpolate the P
i
qα to get the set P
i
t but this
is computationally very time consuming. In this implementation we have chosen the
less accurate but much faster option consisting of selecting the values of t so that the
corresponding P it are elements of P
i
qα:
tk =
√
(q + k)2 − q2 k = 0, 1, ..., qmax− q (5.66)
for which pt = k. The corresponding values of θtk = θk are obtained by the equation
k2(cos2 θk − 1) = q2
(
cos2
α
∆α
− 1
)
; (5.67)
In order to have θk ∈ [0, 2pi] the determinations of the square root and the inverse cosine
need to be chosen carefully
θk = cos
−1
[√
q2
k2
(
cos
α
∆α
− 1
)
+ 1
]
α ∈ [0, pi/2) (5.68)
θk = cos
−1
[
−
√
q2
k2
(
cos
α
∆α
− 1
)
+ 1
]
α ∈ [pi/2, pi) (5.69)
θk = 2pi − cos−1
[
−
√
q2
k2
(
cos
α
∆α
− 1
)
+ 1
]
α ∈ [pi, 3pi/2) (5.70)
θk = 2pi − cos−1
[√
q2
k2
(
cos
α
∆α
− 1
)
+ 1
]
α ∈ [3pi/2, 2pi) (5.71)
In general the values of θk computed in this way do not coincide with any angular pixel.
Another approximation is then required: θk is replaced with its closest angular pixel αk
so that the final expression for the Abel integral is
Qiqα =
qmax∑
k=q+1
(
P ikαk + P
i
k−1αk−1
)
dk (5.72)
where the distance dk is
dk =
√
k2 − q2 −
√
(k + 1)2 − q2 (5.73)
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Figure 5.12: Performances of the iterative algorithm on simulated distributions with
known Abel inverse (see eq. 5.35-5.38). The simulated distributions Qc and Qr are
inverted and the results (P ∗c and P ∗r ) are compared with the analytical distributions
Pc and Pr. P
∗
c and P
∗
r are also projected back on the detector plane (Q
∗
c and Q
∗
r) for
comparison with Qc and Qr.
.
To assess the performance of the algorithm we have tested the routine on the same
sets of simulated distributions on which the PBASEX was tested (see fig. 5.11 and 5.12).
It is rather clear that the performances of this algorithm is worse than PBASEX and
this is not surprising if we consider the level of approximation used to perform the Abel
integral. For gaussian distributions (fig. 5.11) a small discrepancy appears already for
σ = 2 pixels but the error introduced is expected to be within the normal noise of an
experimental image.
In the case of the distributions with known Abel inverse PBASEX again outperforms
this implementation of the iterative algorithm (fig. 5.12). The noise that appears whenQc
is inverted seems to be due to the fact that the algorithm has picked a different minimum
which has the same Abel projection of Pc. The projection on the plane is, in fact, in very
good agreement with the simulated distribution. The rather unsatisfactory inversion of
the constant distribution Qr is due to the attempt to reconstruct a divergent distribution.
It suggests that additional care must be taken in subtracting the constant background
from any experimental image or some significant distortion may be introduced.
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5.3.5 PBASEX vs Iterative
The comparison between the PBASEX and Iterative algorithms on simulated distribu-
tions shows that at least for the implementations used in this thesis PBASEX offers in
general more accurate and faster performance. For this reason PBASEX will be the main
inversion algorithm adopted in this thesis and the iterative one will be used mainly to
confirm that no significant artefacts are introduced by the inversion. The actual inver-
sion for PBASEX is a simple matrix multiplication and therefore it can be executed very
quickly. In principle single shot images could be inverted on the fly provided that the
number of counts for each image is high enough to make the inversion mathematically
meaningful. On the other hand the computation of the basis functions is quite time con-
suming and it is not unusual that at the beginning of the acquisition of images in different
experimental conditions they need to be computed again, even just to modify parameters
such as the number and order of Legendre polynomials, the width of each gaussian and
their distance. For the iterative inversion it takes on the order of few minutes to perform
a single inversion but it can deal with any image with a cylindrical axis of symmetry.
Another aspect to consider is how the algorithm manages noisy images and hence what
the requirements are in terms of image quality. In the case of the iterative algorithm the
noise is amplified by the inversion. In the case of PBASEX the inversion is also a fit of
the image so noise is partially filtered out. In chapter 9 it will be shown that adjusting
parameters such as the width of the gaussians and their distance it is possible to use
PBASEX to analyse very noisy images.
PBASEX has one main limitation. If the 3D angular distribution is not a linear
combination of few Legendre polynomials the inversion is inaccurate (unless there are
enough computer resources and time to compute high order functions). To a certain
extent this is the case of images that present a certain degree of ellipticity due to imperfect
experimental conditions. In such situations the iterative algorithm, which does not make
any assumption on the shape of the angular distributions, provides a useful way to
measure the extent of this distortion.
5.4 Pre and Post Processing of VMI Experimental Images
In this section a few procedures that complete the analysis of an experimental VMI
images are described. Both the algorithms used in this thesis require a conversion to
polar coordinates so a brief review of the routine used is given. After the inversion the
physically relevant quantities are the energy spectrum and angular distributions so a few
details on how to extract them from the inverted images are given.
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5.4.1 Conversion to Polar Coordinates
As has been pointed earlier in this chapter, both the PBASEX and the iterative al-
gorithms require that the experimental image is converted to polar coordinates. This
conversion can be performed with different levels of accuracy. In this thesis a simplified
approached is chosen in order to reduce the computational time and because in none
of the experimental images the angular distribution suggested that an extremely careful
conversion was required. A typical polar image is a matrix Qqα of Nq rows and Nα
columns. Nq is chosen to be equal to the minimum between half the number of rows
and half the number of columns of the raw image. Nα is chosen to be 360 so that each
angular pixel corresponds to one degree. The conversion to polar coordinates used in
this thesis is defined such that each polar image is not intended as a matrix whose values
yield the integral of the particle distribution over the polar pixels. Here the value in a
given (q, α) pixel is simply an approximation of the particle distribution in the central
point of the pixel. In other words if an image Iij is related to the particles distribution
by the equation
Iij = Dij
∫ zdi+d/2
zdi−d/2
∫ xdj+d/2
xdj−d/2
Pd(xd, zd)dxddzd (5.74)
i = 1, 2, ..., Ni (5.75)
j = 1, 2, ..., Nj (5.76)
then the corresponding polar image Qqα is given by
Qqα = Pd(xd(q, α), zd(q, α)) (5.77)
where xd = xd(q, α), zd = zd(q, α) are the usual cartesian-to-polar transformation equa-
tions. This implies that in order to get the total number of particles from the polar image
it is not correct to sum up all the values of Qqα. These need to be multiplied by the
Jacobian first.
The procedure to obtain Qqα is the following. For each value of q and α the corre-
sponding cartesian indexes iqα, jqα are calculated according to the equations
iqα = bi0 + q ∗ sin(α ∗ pi/180)c (5.78)
jqα = bj0 + q ∗ cos(α ∗ pi/180)c (5.79)
where the symbol bxc indicate the largest previous integer of x and (i0, j0) are respectively
the central row and the central column of the images. At this point Qqα is obtained as a
linear interpolation over Pd(jqα, iqα), Pd(jqα + 1, iqα), Pd(jqα, iqα + 1), Pd(jqα + 1, iqα + 1)
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that can be extracted by the raw image by means of the following expression:
Pd(i, j) =
Iij
d2Dij
(5.80)
where d is the pixel size and Dij is the detector response matrix.
5.4.2 Radial Distributions and Asymmetry Parameters
If P (ρ, θ, φ) is the 3D distribution of a set of particles in polar coordinates its integral
over the the solid angle yields the radial distribution R(ρ):
R(ρ) =
∫ pi
0
dφ
∫ pi
0
ρ2P (ρ, θ, φ) sin θdθ (5.81)
The iterative algorithm outputs a matrix Pqα which is a measurement of the particle
momentum distribution in the plane φ = 0 in polar coordinates. If we take into account
that Pqα is expressed in a different coordinates system (pseudospherical) and that cylin-
drical symmetry is assumed (integral over φ yields simply pi) the equivalent of eq. 5.81
for Pqα is given by
Rq = pi
360∑
α=1
q2Pqα| sin(α ∗ pi/180)|∆α (5.82)
where ∆α = pi/180 is the width in the size in radians of each angular pixel.
For the PBASEX algorithm computing the radial distributions is straightforward as
it can be extracted directly from the Ckl coefficients according to the following
R(q) = q2
∑
k
Ck0gk0(q) (5.83)
As far as the angular distribution is concerned it can be efficiently summarized by
the asymmetry parameters βn(ρ) that are defined by the expansion
P (ρ, θ) = N(ρ)
(
1 +
∑
n
βn(ρ)Ln(cos θ)
)
(5.84)
where Ln(ρ) is a Legendre polynomial of order n. Computation of βn from the matrix
Pqα produced by the iterative algorithm requires each row to be fitted as follows
Pqα = Nq
(
1 +
∑
n
βn,qLn (|sin(α ∗ pi/180)|)
)
(5.85)
where again the use of a pseudospherical system of coordinates is taken into accounts.
For PBASEX the asymmetry parameters are once again readily available from the Ckl
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coefficients:
βn(q) =
q2
R(q)
∑
Ckngk0(q) (5.86)
5.4.3 Conversion to the Energy Domain: Kinetic Energy Distributions
and Asymmetry Paramaters Spectra
One of the main purposes of the analysis of a VMI image is to extract the kinetic energy
spectrum of the particles P˜E . This is readily available from the radial distribution defined
in the previous section provided that an experimental (or simulated) pixel-to-energy
calibration has been performed. As observed earlier in this chapter the relationship
between radial pixels and kinetic energy can be expressed as
E = f(q) = Aq2 (5.87)
The value of the conversion coefficient A is determined by the pixel-to-energy calibration.
The PBASEX algorithm outputs an analytical representation of the radial distribution
in pixels R(q) so the conversion to the energy domain is simply obtained by means of the
jacobian. In fact if we assume that
P˜ (E)dE = R(q = f−1(E))dq (5.88)
it follows that the kinetic energy spectrum is given by
P˜ (E) = R(q = f−1(E)) ∗ d
dE
f−1(E) (5.89)
The conversion to energy of the asymmetry parameters spectra βn(q) does not require
the multiplication by the jacobian but the simple evaluation of β(q) in q = f−1(E):
β˜n(E) = βn(q = f
−1(E)). (5.90)
The iterative algorithm does not provide analytical expressions for the functions R(q)
and βn(q) but only their values Rq and βn,q in a finite number of points. It follows that
in order to perform the conversion to energy eq. 5.89 and 5.90 can still be employed but
an interpolation of Rq and βn,q has to be performed.
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Chapter 6
The Artemis VMI Spectrometer
Performance in a VUV-TRPEI
Experiment
6.1 Introduction
In this chapter one of the first experiments which employed the Artemis VMI spec-
trometer will be presented. The idea of the VUV time-resolved photoelectron imaging
campaign (VUV-TRPEI) was to combine the new monochromatized HHG beamline with
the photoelectron imaging capabilities of the VMI to explore ultrafast molecular dynam-
ics. At present, however, this goal has not been achieved as in the early stages of the
experiment some artefacts were found in the experimental electron VMI images which
motivated a detailed experimental study of the performance of the spectrometer. These
allowed to highlight the difficulties arising from operating the spectrometer in non opti-
mal conditions and indicated clearly which aspects need to be improved for the success
of future experiments.
The experiment, whose scientific motivations will be briefly summarized in the next
section, consisted of two separate phases. In the first stage electron VMI images of gas-
phase unexcited halobenzenes ionized with VUV (HHG) radiation were acquired (sec.
6.3.1) and progress was made in one of the challenging aspects of the experiment, namely
the achievement of spatial and temporal overlap between the VUV beam and the UV
output of the TOPAS (sec. 6.3.2).
Oﬄine data analysis revealed that the PES spectra of the unexcited samples presented
rather significant distortions which were originally attributed to the VMI spectrometer
(but which were later identified as contamination from air). The second phase of the ex-
periment was therefore devoted to a detailed study of the VMI performance for simpler
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Figure 6.1: Schematic diagram of the experimental set up of the VUV-TRPEI campaign
at Artemis. A single harmonic is selected by means of the time-preserving monochroma-
tor (TPM) described in chapter 3.
atomic systems such as argon (sec. 6.4.1) and xenon (sec. 6.4.2). Both the analysis of the
experimental data and the SIMION simulations confirmed the existence of effects intro-
duced by a non optimal behaviour of the spectrometer and shed light on the limitations
of the current experimental setup.
6.2 VUV-TRPEI Experimental Campaign
The original aim of the VUV-TRPEI campaign at Artemis was to apply time-resolved
photoelectron imaging with VUV femtosecond probe pulses to study ultrafast molecu-
lar dynamics in polyatomic molecules. In particular we were interested in carrying out a
time-resolved study of the relaxation leading to dissociation of two photoexcited haloben-
zenes, namely iodobenzene, C6H5I, and bromobenzene, C6H5Br. Upon absorption of a
photon at 260 nm (pump) a wavepacket is launched in an electronically excited state that
results in the cleavage of the C-halogen bond on a time scale of hundreds of femtoseconds
(for C6H5I) to few picoseconds (for C6H5Br) [1]. The VUV pulse at a photon energy of 30
eV (19th harmonic of 800 nm) probes the system at different instants by photoionization
both from the outer valence and the inner valence shells. The resulting photoelectron
spectrum and photoelectron angular distribution is recorded with the VMI spectrometer
as a function of the pump-probe delay with a temporal resolution on the order of tens of
femtoseconds.
The experimental setup is shown schematically in fig. 6.1. The output of the Red
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Figure 6.2: A typical high harmonic spectrum at Artemis in the experimental conditions
of the VUV-TRPEI experiment. The green line is the result of the best fit of the peak
corresponding to the 17th harmonic with a gaussian function (σ = 0.3 eV).
Dragon was split in two separate beams one of which was sent to the TOPAS to generate
radiation at 260 nm whereas the other was employed to generate high order harmonics in
Argon. A single harmonic was then isolated by means of the time-preserving monochro-
mator (see chapter 3) and it was then focused in the center of the VMI installed in the
AMO chamber. On its route to the interaction region the UV beam was driven to a
translation stage so that its temporal delay with respect to the HHG beam could be
varied.
Figure 6.2 shows a typical spectrum of the high harmonic radiation generated in
Argon on the monochromatized beamline1. The gaussian fit of the 17th harmonic (green
line) yields a FWHM of about 0.6 eV. For photoelectrons with kinetic energies on the
order of 10 eV i. e. electrons produced by single photon ionization of noble gases with
the 17th harmonic the energy resolution was therefore limited by the photon bandwidth
as the spectrometer relative energy resolution was better than 6% (see chapter 5).
The sample delivery system was rather simple. We employed a leak valve whose nozzle
was placed immediately behind the repeller plate and aligned with the 4mm diameter
aperture. A metallic mesh was attached to the repeller so that the interaction region
could be screened by the field created by the induced charge on the nozzle. Molecular
effusion produced a rather uncollimated sample beam and this resulted in a long region
1The spectrum was obtained by reducing the slit width and by rotating the monochromator grating
about its axis.
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of uniform but not particularly high gas density at the intersection of the light source.
Because of the low pressure of the halobenzenes ideally the nozzle should have been
placed as close as possible to the VUV beam in order to have maximum sample density.
This however was hindered by the fact that high voltages were applied on the repeller
and extractor plates. Since the pipe delivering the gas was made of conductive material
(stainless steel) it was impractical to place it directly between the electrodes because of
the perturbation it would have introduced in the electrostatic field. The option to use
an insulating pipe end was explored but artefacts were still observed in the images due
to the polarization of the dielectric caused by the high voltages.
6.3 Toward VUV-TRPEI
6.3.1 VUV Spectra of Unexcited Halobenzenes
As a preliminary measurement we studied the single-photon ionization of C6H6, C6H5I
and C6H5Br in their ground states (probe only) photoionized with the 17
th harmonic
(26.35 eV) of the Red Dragon beam. At room temperature these compounds are liquids
with vapour pressures of 100 mmHg (at 26.1 C), 1 mmHg (at 24.7 C) and 5 mmHg (at
27.8 C) respectively. The sample was placed in a metallic container attached to the gas
line and, in order to reduce the contamination from residual gas in the line it was frozen
(by immersion in a bucket containing liquid nitrogen) and the line was flushed repeatedly.
The availability of tunable monochromatized HHG radiation allowed us to perform
a very accurate radius to energy calibration of the VMI spectrometer. Single photon
ionization of xenon with photon energies from 14 to 26 eV (9th-17th harmonic of 800 nm)
resulted in two rings for each harmonic (see fig. 6.3) in the electron VMI images corre-
sponding to ionization from the 5p subshell with Xe+ left either in the 2P3/2 (ionization
potential of 12.13 eV) or the 2P1/2 state (I.P. = 13.44 eV). The radii ri of these rings in
terms of camera pixels and the corresponding kinetic energies (Ki = ni~ω − IPi) were
fitted using the function ri = aE
b
i and the coefficients were then used to obtain the PES
(see fig. 6.3). The calibration was also used to obtain a more accurate estimate of the
fundamental frequency as several fits were performed as a function of the photon energy.
The best results in terms of fit accuracy were obtained for a photon energy of 1.575 eV2.
An electron VMI image of iodobenzene ionized with the 17th harmonic and integrated
over 6×106 shots is shown in figure 6.4a. The signal in the center of the detector is likely
to be due to a background of low energy electrons born outside the interaction region as
no significant change in the size of the feature was observed if the voltages were changed.
The slightly asymmetric shape also suggests that the particles were not velocity mapped.
2This photon energy corresponds to a wavelength of 781 nm. This is well within the bandwidth of the
Red Dragon which is centred at 790 nm.
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Figure 6.3: Photoelectron spectra of Xenon ionized with 9th-17th harmonics.
(a) Raw electron VMI image of
iodobenzene ionized with the 17th
harmonic.
(b) Slice through the 3D momen-
tum distribution extracted by invert-
ing the image in fig. 6.4a with PBA-
SEX.
Figure 6.4
The image was inverted with the PBASEX algorithm introduced in the previous chap-
ter and a slice of the retrieved 3D momentum distribution is shown in figure 6.4b. The
strongly oscillating behaviour at the center of the image is the typical noise introduced
by the inversion procedure (ultimately determined by the noise of the image itself) which
is concentrated in the center as the algorithm operates in polar coordinates.
The corresponding angularly integrated photoelectron spectrum (PES) is plotted in
the central panel of figure 6.5. In the same figure the top spectrum obtained with He I
radiation (21.218 eV) by Cvitas et al. [2] is shown for comparison. The vertical red lines
which indicate the binding energy of the molecular orbitals of benzene are based on the
peak assignment in ref. [2].
It is quite apparent that there are some significant differences between the two spec-
tra. Ionization with the monochromatized HHG beamline at Artemis would result in
a broadening of the peaks due to the extended bandwidth which would be absent in
the case of a highly monochromatic source such as He I (25 meV FWHM bandwidth).
For a clearer comparison the PES in ref. [2] was extracted and fitted with 10 gaussian
functions (blue line in bottom panel of fig 6.5). A gaussian convolution (σ = 0.3eV) was
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Figure 6.5: Top panel. PES of iodobenzene obtained with He I radiation from Cvitas et
al. [2]. Central panel. PES extracted from the 3D momentum distribution slice shown
in fig. 6.4b. Bottom Panel. Gaussian fit of the spectrum from ref. [2] (blue line) and its
gaussian convolution (green line, σ = 0.3 eV.)
then performed (green line in the bottom panel) in order to include the effect of the finite
bandwidth of the 17th harmonic. The comparison with the experimental PES shows that
for the 3b1-2b1 orbitals the agreement is reasonable. The 5b2-8a1 structure still carries
signature of the two peaks in the convoluted PES whereas in the experimental one it
appears as one broad peak. A rather significant discrepancy is observed for the 3b2-6a1
and 5a1 peaks which seem more intense if compared to the He I spectrum.
The discrepancy for high binding energy orbitals was originally attributed to distor-
tion induced by the VMI spectrometer. This motivated the SIMION simulation which
was presented in chapter 5 as well as a detailed study of the spectrometer performance
with simple systems (atomic samples) which will be presented in the following sections.
The result of the analysis confirmed that the spectrometer introduced some artefacts in
the PES which then reflected in the values of the branching ratios and asymmetry param-
eter (see next section). However these effects were not sufficient to explain satisfactorily
the experimental spectra.
In figure 6.6 the PES of benzene obtained in experimental conditions similar to
iodobenzene is shown together with a reference spectrum obtained with He I radiation
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Figure 6.6: Top panel. PES of benzene measured with He I radiation by Baltzer et al [3].
Bottom panel. PES of benzene (blue) and N2 (red) measured with the 17
th harmonic at
Artemis.
by Baltzer et al. [3]. Here the distortion seems to be even stronger than the case of
iodobenzene: ionization from the valence seems very small compared to ionization from
the 1b2u orbital and this is in sharp contrast with the observations in ref. [3]. Moreover
the signal from 3e2g orbital seems to be absent.
The detailed study of the VMI performance with samples with increasing complexity
provided the explanation for these features even though the spectrometer turned out not
to be directly responsible. The red line in the bottom panel of figure 6.6 is the PES of N2
ionized with the 17th harmonic. The very clear correspondence between the spectra in
the high binding energy range suggests unequivocally that the measurement were heavily
affected by contamination from air. A first hypothesis was that N2 was introduced in the
gas line (no hits were observed when the gas valve was closed) somehow when the sample
container was plunged into liquid nitrogen but the broad peak around 12.5 eV was later
assigned to molecular oxygen (see ref. [4] for a photoelectron spectroscopy study of O2).
The contaminant was therefore simply air and it was likely that it was injected in the
line by a leak in the gas delivery system.
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Figure 6.7: Electron VMI images of benzene at different delays between a UV pulse at
354 nm (two-photon resonant with the transition to the S3 state) and an IR pulse at 800
nm. Negative delays indicate the UV pulse coming before the IR.
6.3.2 The Quest for the UV-VUV Spatial and Temporal Overlap
One of the challenges of the VUV TRPEI experimental campaign was to obtain spatial
and temporal overlap at the interaction region between the UV and the VUV pulses.
Because of the low sample density at the interaction region and the small number of
photons in the VUV pulse (compared to an ordinary laser source) the overlap was first
found in Xenon employing the 800 nm beam. On the monochromatized HHG beamline
the propagation of the 800 nm beam in the VMI chamber could be easily achieved by
rotating the monochromator grating so that the zero diffraction order could be sent to
the chamber. The UV wavelength was set to 249 nm to induce the 1S0-
2P3/2 (5p
56s)
transition (80119.47 cm-1, [5]) by absorption of two UV photons followed by ionization
by the IR beam (2 more photons) when the spatial and temporal overlap between the
beams was realized.
The next step was to observe signature of the UV-IR overlap in benzene. The TOPAS
wavelength was set to 354 nm so that a two photon absorption process would result in
the population of the S3 (
1E1u) state. From there the ionization would occur via the
absorption of two more IR photons.
The electron VMI images at different delays τ are shown in fig. 6.7. Negative delays
correspond to UV preceeding the IR beam. A clear enhancement of the yield of some
channels can be seen for τ = −50 fs and τ = 50 fs.
The final step was to reset the monochromator grating position so that the VUV
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Figure 6.8: Electron VMI images at different extractor/repeller voltage ratios of Argon
ionized with the 11th harmonic of the Red Dragon Ti-Sapph system at Artemis.
radiation could reach the interaction region. VUV ionization from benzene in the S3
state was expected to provide confirmation and allow optimization of spatial and temporal
overlap.
This goal, however, was never achieved. Negligible differences in the PES spectrum
were observed when both UV and VUV were present compared to the VUV only case.
This could have been due to a proportionately small population of excited molecules
because of the non linear nature of the absorption and the low sample density. A role
could have also been played by the change in the beam pointing when the toroidal mirror
was rotated back to transmit the harmonics which would have resulted in the lost of
spatial overlap.
6.4 Performance of the Artemis VMI with Atomic Samples
6.4.1 Argon
A monochromatized HHG beamline is an excellent opportunity to study in detail the
performance of a VMI spectrometer as it provides tunable VUV pulses which ionize no-
ble gas atoms and simple molecules both from the outer valence and inner valence shells.
The ionization in these cases follows the absorption of a single photon so the angular
distribution of the photoelectrons (for randomly aligned samples) is completely deter-
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(a) Comparison of the PES obtained from VMI
images acquired with different extractor/repeller
voltage setting. The best focusing is obtained for
Vext/Vrep=0.736.
(b) Energy dependence of the asymmetry pa-
rameter (green lines) for different Vext/Vrep val-
ues (indicated on top of each panel) and corre-
sponding PES (blue lines).
Figure 6.9
mined by the asymmetry parameter β2. Moreover several studies have been carried out
at synchrotron radiation facilities or with He I radiation in which asymmetry parameters
and branching ratios have been measured with great precision.
Ionization of Argon with the 11th harmonic of a Ti-Sapph was the simplest process
that can be studied on the monochromatized beamline at Artemis. At this photon
energy ionization occurs only from the 3p subshell in principle giving rise to two peaks in
the PES corresponding to the cation left in the 2P3/2 and
2P1/2 states. In principle the
spectrometer resolution could resolve the double peak structure but because of the rather
large photon bandwidth a single peak was observed in all the experimental images. This
was however not particularly important as the values of β2 for the two levels are very
similar at this photon energy so we could approximately consider the two peaks as one
with β2 equal to the average of β2(3/2) and β2(1/2).
We recorded VMI images at a repeller voltage of 991 V (measured by the high voltage
supply) and for different values of the extractor voltage in order to see the effect of
different focusing conditions. From figure 6.8 we can see that when the voltage ratio was
far from the optimum value clear distortions in the images appeared because the field
configuration was such that particles in the interaction region away from the center were
not properly velocity-mapped. They still carried a shift along the direction of propagation
(horizontal in figure) which resulted in an elliptical shape.
Since the angular distribution was expected to be 1 + β2P2(cos θ) PBASEX was the
best choice to perform the Abel inversion. The resulting PES for different voltage ratios
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Figure 6.10: Asymmetry parameters relative to ionization of Ar with the 11th harmonic
for different extractor/repeller voltage ratios. The values in blue were obtained by per-
forming a weighted average of the β spectrum over the PES (see text). The values in red
were obtained by simply reading the spectrum at energies corresponding to the peak of
the PES.
are shown in fig. 6.9a. The width of the peak could be estimated to be a minimum of
0.4 eV and for non-optimal focusing it increased fairly rapidly and asymmetrically due
to the ellipticity induced in the image.
Simulations of the trajectories in the VMI spectrometer (see chapter 5) showed that
for a given repeller voltage the optimum focusing for different electron kinetic energies
requires different extractor voltages. It is therefore inevitable that if a given energy
range appears well focused in the image the peaks in the PES outside that range will be
distorted. The images in fig. 6.8 show how rapidly in ‘real life’ the focusing degrades.
The lesson we learn is that we cannot record a full high quality PES with a rich structure
like the one resulting from single VUV photon ionization of iodobenzene in a single image.
For an extended interaction region several images have to be taken at different voltage
settings.
In order to have an estimate of the variation of the β parameters with the focusing
condition a weighted average of the β2 spectrum was calculated over the energy range
where the PES was significantly non-zero. For each energy bin the weight was the value
of the PES in that bin. The comparison of the values obtained in this way for each
voltage setting and the values of β2(E) at the peaks of the PES is shown in figure 6.10.
It can be seen that simply sampling the beta spectrum at the peak of PES yields values
that can vary rather sharply from one setting to another whereas averaging over the
extent of the ring gives rather consistent answers. Dehmer et al. [6] reported a collective
β2 = 0.08±0.05 employing a photon energy of 16.85 eV which provides an estimate of the
accuracy with which the asymmetry parameters can be measured with this spectrometer.
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Figure 6.11: Electron VMI images of Xenon ionized with 11th harmonic at different
repeller voltages. The bottom right panel contains a ’synthetic’ distribution similar to
the experimental images to highlight the presence of a background of low energy electrons.
6.4.2 Xenon
The spin-orbit splitting in Xenon is about 1.3 eV so it was expected to be clearly re-
solved by the spectrometer as it was larger than the bandwidth of the single harmonic.
Electron VMI images of single photon ionization with the 11th harmonic were acquired
with different repeller voltages but keeping the extractor/repeller voltage ratio to 0.73
(see fig. 6.11). The purpose was to verify that the size of the images scaled properly
with the repeller voltage and that no distortions were introduced in the PES and angular
distributions. The images confirmed that the spectrometer was able to clearly resolve
the two peaks and the radius of the rings increased as the repeller voltage was decreased
as expected.
The PES obtained from the PBASEX inverted images are shown in figure 6.12a. If
the spectrum of the ionizing radiation is a symmetric gaussian curve as in case of the
single harmonic from the monochromatized HHG beamline at Artemis the peak of a
single-photon ionization process is expected to reflect the same symmetry. The spectra
in fig. 6.12a however show both for the 2P3/2 and
2P1/2 peaks long tails at higher
binding energies (corresponding to lower electron kinetic energies). A contribution from
low kinetic energy background electrons similar to the one observed in iodobenzene could
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(a) PES of Xenon (11th harmonic) for different re-
peller voltages.
(b) Comparison between the PES
of Xenon obtained by inverting the
full image (blue line) and only the
part around the polarization direc-
tion (green line, see text.)
Figure 6.12
partially explain it. For xenon the feature was subtler so for comparison in the bottom
right panel of fig. 6.11 the image resulting from projecting the distribution
F (R, θ) = e−(R−R1)
2/(2σ2)−(R−R2)2/(2σ2) (1 + P2(cos(θ))) (6.1)
on the detector plane is shown. The asymmetry parameter was set to 1 in order to
reproduce approximately the value expected for the 2P3/2 and
2P1/2 peaks. The synthetic
distribution has almost no signal (it would be zero for β2 = 2) whereas in comparison
if we move along the equator line e. g. in the top right image of fig. 6.11 the signal
seems to increase. It was not possible to remove this background by simple subtraction
as images taken with no gas injection showed no counts. The feature once again seemed
to appear only if both the radiation source and the particle source were present hinting
toward some sort of scattering mechanism or possibly the effect of secondary ionization
by photoelectrons.
The signal at low kinetic energy could be explained by background electrons but it
could not be responsible for the asymmetry in the slopes of each peak. A careful look at
the spectra in fig. 6.9a reveals that the effect was also present in the PES of Argon for
the best focusing condition. The large interaction region beyond the focusing capabilities
of the spectrometer and due to the very basic sample delivery system was most likely
responsible for the effect. Single-photon ionization is much less sensitive than strong-field
ionization to the beam intensity profile along the propagation direction as it is linear in
the intensity so the factor that determines the extension of the interaction region is
ultimately the particle source. If this is such that the region of constant gas density is
too large then ionization will occur from a region too large for the VMI spectrometer.
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(a) Asymmetry parameters for Xenon (H11)
for different repeller voltages and a photon en-
ergy of 17.05 eV.
(b) Results of the fit of a typical xenon
PES to extract the branching ratio.
Figure 6.13
Particles born at the extremes would not be focused properly resulting in a blurring of
the image due to a shift in the direction of propagation (equator line in the images).
We would expect this transversal blurring to be more accentuated along the horizontal
direction than the vertical one simply because of the horizontal stretch of the particle
source. When the angular integration is performed to obtain the PES the jacobian in
spherical coordinates weighs each emission angle θ (measured with respect to the vertical
line) by sin θ. Consequently the contribution from the blurring effect at the equator is
amplified and a pronounced asymmetric broadening affects the peak.
This interpretation seems to be confirmed by the PES in figure 6.12b. Here we
compare the ordinary PES (blue) with the PES obtained by taking the same image,
converting it to polar coordinates and replacing the radial distribution for each angle
with the average of the radial distribution over 10 degrees around the laser polarization.
After this procedure the image was inverted and the PES was calculated (green line).
The comparison shows that the PES from the modified image is narrower and the tail is
less pronounced. It is also noisier due to less statistics and the branching ratio of the two
peaks appears different but this is not surprising since a range of emission angles have
been selected. It is worth mentioning that simply plotting the radial distribution along
the vertical line from the full inverted image would have not given the same improvement
as by nature the inversion algorithm distributes the broadening also along the vertical
axis.
The asymmetry parameters for the xenon images were calculated with the same pro-
cedure followed in the previous section, i. e. as a weighted average of the beta spectrum
on the PES. Due to the overlap of the peaks the weighted average was limited to the
energy ranges around each state for which the contribution from the other state was
6.4. Performance of the Artemis VMI with Atomic Samples 103
Figure 6.14: 2P3/2/
2P1/2 branching ratios in Xe for different repeller voltages.
negligible. The results are shown in figure 6.13a.
Dehmer at al. [6] measured β3/2 = 1.39±0.04 and β1/2 = 1.23±0.04 for a very similar
photon energy (16.85 eV) whereas the values reported here are lower for β1/2. This can
once again be explained by the distortion introduced by the extended interaction region
which ultimately affects also the angular distribution in a non trivial way.
The shape of the peaks in the PES made the extraction of the 2P3/2/
2P1/2 branching
ratio not straightforward. The method adopted was to fit each peak in the spectra with
the following fitting function
f(E) = A
(
H(x− a)e−b(x−a) +H(a− x)e−c(x−a)2
)
(6.2)
where H(x) is the Heaviside step function. An example of the accuracy of the fit is given
in fig. 6.13b.
The branching ratio was obtained as the ratio of the areas under the two curves. The
fit was limited to binding energies smaller than 14 eV in order to exclude at least the effect
due to background electrons. Since the procedure adopted was rather approximate the
values obtained for the branching ratio need to be taken with a rather large uncertainty
(the ones reported in figure which were calculated from the confidence intervals of the fit
parameters). In fact a non negligible change was observed when the repeller voltage was
changed (see fig. 6.14).
To complete the study of xenon electron VMI images were taken for different harmon-
ics to study the dependence of the branching ratio and asymmetry parameters on photon
energy. The results are shown in figure 6.14 and 6.15a together with the values obtained
in ref. [7] for comparison (synchrotron radiation study). Although the agreement is not
perfect we can see that at least the trend is reproduced.
104 6. The Artemis VMI Spectrometer Performance in a VUV-TRPEI Experiment
(a) Asymmetry parameters in xenon as a func-
tion of photon energy.
(b) 2P3/2/
2P1/2 branching ratio for different
photon energies.
Figure 6.15
6.5 Conclusions
The first phase of the VUV-TRPEI experimental campaign highlighted the importance
of the sample delivery system. Its simple design and the low vapour pressure of the
halobenzenes had the effect of introducing significant contamination from air in the PES
and made it difficult to identify clearly the features due to the spatial and temporal
overlap of the UV pump and VUV probe. This aspect was also complicated by the
observed change in the beam pointing when the probe pulse photon energy was switched
from the fundamental to HH radiation. In this respect at Artemis efforts have been put
to build a scheme that allows the measurement of the pointing of VUV beam at the
interaction region which exploits the fluorescence induced by an XUV beam in a cerium-
doped YAG crystal [8]. This scheme has been employed successfully and clear signature
of the UV-pump VUV-probe signal has been observed by other Artemis users.
The second phase of the experiment shed light on the limitations and capabilities
of the VMI spectrometer. The VMI was designed with the specific aim of detecting
electrons with kinetic energies up to 200 eV and hence a short flight tube was chosen in
order to increase the maximum detectable kinetic energy without applying impractically
high voltages. The particles were expected to be generated by strong laser field at the
intersection of the laser beam with a supersonic molecular beam. Consequently the
interaction region was expected to be very small as ionization probability for strong field
interaction scales nonlinearly with the field intensity making ionization possible only in
a rather small region around the focus of the laser.
In the VUV-TRPEI experiment particles were produced at much lower kinetic en-
ergies (up to 20 eV) and from a much more extended source. Effusion resulted in a
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rather large region of significant gas density which then transferred to a large source
volume as the linearity of the laser interaction prevented the selection of a small volume.
The Artemis VMI spectrometer turned out to be not fully capable of compensating for
the transversal spread and some artefacts appeared in the electron spectra and angular
distributions.
It is rather apparent that for the success of the experimental campaign some im-
provements of the setup are necessary. In this respect the measurements taken so far
have proven to be invaluable as they have clearly indicated the direction that needs to be
taken. The delivery of the gas sample is crucial and therefore the installation of a proper
molecular beam source is essential. An option which has been considered at Artemis is to
use a cantilever piezo valve such as the one designed by Irimia and coworkers [9] to pro-
duce a cold molecular beam at a repetition rate of 1 kHZ and with a temporal duration
of tens of microseconds. This would increase the gas density by a factor of 10-100 and
it would allow the installation of two skimmers one of which would be very close to the
interaction region. This would ensure that the extension of the interaction region (less
than 1 mm) is well within the focusing capabilities of the current VMI spectrometer.
In order to increase the number of VUV photons an alternative scheme is already
being investigated. This consists of generating harmonics employing a few fs mid-IR
beam such as the one which can be obtained by hollow-core fibre compression [10]. This
capability is already present at Artemis and the generation of pulses as short as 8 fs has
been demonstrated. Employing these pulses it is in principle possible to increase the
production of harmonics by more than two orders of magnitude as has been shown by
Spielmann et al. [11].
Finally, the design of the spectrometer needs to be modified in order to optimize the
energy and angular resolution for electrons with kinetic energies in the 0-30 eV range.
Fortunately this is a relatively easy modification thanks to the flexibility of the design.
Moreover, as has been noticed in chapter 5, the detector flange is provided with a number
of connections which allow the installation of further electrodes which could in principle
improve even further the spectrometer performance.
To sum up, although the main purpose of the experimental campaign has not been
achieved yet, a number of important aspects of the Artemis VMI spectrometer and its
use in combination with the monochromatized HHG source have been highlighted. We
anticipate that future Artemis users who wish to perform experiments employing the
VMI spectrometer will benefit from the analysis presented in this chapter.
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6.6 Appendix: Image Processing
A peak finding routine was employed to generate the experimental images presented in
this chapter. Frames containing electrons hits produced by up to 4000 shots (depending
on the count rate) were acquired, processed and then added together in order to improve
the spatial resolution and correct for the non uniformity of the detector gain.
A degradation of the spatial resolution was observed due to the fact that the single
electron hit illuminated several camera pixels. Moreover regions of low gain on the
detector surface due to damage by particle hits were clearly observed. Both these effect
could be corrected by converting each frame in a logical matrix (with entries from the
{0, 1} domain) whose non zero elements had indexes corresponding to the ones of the
centroids of the electron hits in the original frame.
The routine was a sequence of 4 steps and had to be applied on-the-fly as the repetition
rate was too high to allow to collect and save single frames. Since single shot images
contained very few counts each frame was a collection of multiple shots in order to reduce
processing time. First a Wiener filter (low pass filter) was applied to the raw frame to
reduce the noise level and remove very bright pixels. These were turned into lower
intensity and broader features (see fig. 6.16e and 6.16b) so that they could be easily
eliminated by applying a threshold (fig. 6.16c). Since the intensity profile of a single
particle hit was not a smooth surface each frame was then convoluted with a gaussian
matrix (see 6.16d) in order to simplify the centroid-finding algorithm. The result was a
collection of spots with gaussian-like intensity profiles whose maxima (centroids) could
be found simple by comparison with the nearest four neighbours.
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(a) Portion of a typical frame (accumula-
tion of 4000 laser shots)
(b) Effect of the application of Wiener filter
(c) A threshold is applied to remove false
hits.
(d) Output of gaussian convolution
(e) Example of a full experimental image
without peak-finding.
(f) Output of peak-finding applied to the
image in 6.16e
Figure 6.16
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Chapter 7
Time-Resolved X-ray-Induced
Fragmentation of UV-Excited
1,3-Cyclohexadiene
7.1 Introduction
In this chapter we will present the results of a time-resolved study of the X-ray frag-
mentation of 1,3-cyclohexadiene (CHD) performed at the Linac Coherent Light Source.
The experiment was an application of a technique demonstrated for the first time by
Glowinia et al. [1] to solve the problem of the synchronization of LCLS with an external
laser. It was a pump-probe experiment where a UV field (pump, third harmonic of the
output of a Ti:Sapphire CPA system) was employed to electronically excite the sample
(CHD) which then underwent a partial isomerization process leading to its linear isomer,
1,3,5-hexatriene or (HT), within hundreds of femtoseconds. The X-ray pulse (probe, 850
eV) was delayed with respect to the pump and it core-ionized the sample leading to
dissociation. The resulting ion fragments were collected to extract information on the
ongoing reaction.
The key aspect that makes LCLS particularly appealing for this application is the
possibility to core-ionize the sample with appropriate time resolution. The advantage of
core ionization lies in the fact that a lot of energy is deposited in the system without
significant distortion of the Coulomb potential of the valence states. Molecular dications
are produced following rapid Auger decay and the resulting dissociation is fast so that the
kinetic energy release from the fragments carries a detectable signature of the geometry
of the molecule before the interaction.
There are several synchrotron radiation sources providing photons in the same energy
range as LCLS (in fact a preliminary phase of the experiment was done at the Advanced
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Light Source in Berkeley) but they are not able to provide short enough pulses to follow
the reaction as it unfolds. Ti-Sapphire CPA pulses are well above the requirements in
terms of pulse duration but they cannot induce core-ionization. The Linac Coherent Light
Source combines the photon energy range of a synchrotron source with the pulse duration
of an optical laser. The overall temporal resolution is however limited by the temporal
jitter (up to 1 ps) of the FEL with respect to optical lasers. The scheme proposed
by Glowinia et al. [1] employed in this experiment can in principle reduce this effect
by an order of magnitude. However post-processing revealed that the actual temporal
resolution was on the order of 300 fs. This prevented us from observing direct signature of
the isomerization reaction but it still allowed us to investigate the dynamics that the hot
product (HT) and educt (CHD) undergo at longer timescales. The experiment therefore
confirmed that X-ray fragmentation is sensitive to molecular dynamics and that it is a
valid technique to study ultrafast dynamics, especially considering that robust techniques
that determine to tens of fs the time delay of each shot now exist.
A more detailed discussion on the advantages of X-ray ionization will be presented in
the next section. A brief description of the UV-induced ring opening of 1,3-cyclohexadiene
and its application will follow in section 7.3. The attention will then shift to the exper-
iment at LCLS with the description of the experimental setup where the technique to
control the XFEL-UV jitter will be explained.
The experiment was proposed and led by V. Petrovic from PULSE Institute at Stan-
ford University and it is the result of a wide collaboration of various institutions in the
USA and Europe (see ref. [2] for a complete list of contributors). My contribution to the
experiment was in the data collection, but especially in the data processing and analy-
sis and therefore a substantial part of the chapter will be dedicated to this aspect (see
section 7.5.1). The final results and interpretation will be presented in section 7.5.2 and
7.5.3 followed by some concluding considerations in section 7.6.
7.2 Advantages of X-ray-Induced Fragmentation
The isomerization of CHD to form HT is an example of an ultrafast chemical reaction as
it unfolds over a time interval on the order of 200 fs. In order to temporally resolve the
reaction it is necessary to employ an imaging technique that has an adequate temporal
resolution. Coulomb Explosion Imaging (CEI) with ultrashort IR fields [3] is a valid
option as the temporal resolution that it offers is ultimately limited by the pulse duration
which can be as short as a few fs. However a fast (before any significant nuclear motion)
double (at least) ionization is required so that the simple Coulomb explosion picture
in which the fragments fly apart along the bond direction is appropriate. For example
Cornaggia et al. [4] observed that in case of multiphoton ionization and dissociation
7.3. Ring Opening of CHD 111
of N2 with a pulse duration of 40 fs and an intensity above 10
15 W/cm2 the measured
total kinetic energy release was 70 per cent of the kinetic energy release expected for a
simple model in which the point-like charges are placed at their equilibrium interatomic
distances. This effect was found to be due to a dramatic increase in the multiphoton
ionization and subsequent Coulomb explosion at interatomic distances higher than the
equilibrium distances [5].
The requirement of intense and ultrashort pulses poses the problem of possible dis-
tortions of the potential energy surfaces due to the presence of the strong field. A valid
alternative is given by X-ray ionization as it offers the possibility to achieve an almost
field free ionization. In lighter atoms such as carbon and for the photon energies available
at LCLS a single Auger process is expected to happen rapidly resulting in a charge state
of 2. The repulsion between the two positive charges would lead to fragmentation which
is expected to happen on a faster time scale than the evolution of the isomerization. The
Auger decay is a fast process that happens on a timescale of few femtoseconds and hence
shorter than the typical nuclear motion. The condition of ‘frozen’ nuclei during ionization
is more likely to be satisfied. Moreover the ponderomotive energy even for the brightest
X-ray sources such as LCLS is very low compared to the strong IR field case so nonlinear
effects are ruled out. The kinetic energy of the fragments is therefore expected to carry
a signature of the position and momentum of the fragments before fragmentation.
At present hard X-ray CEI has been demonstrated for complex molecules such as
bromobenzene and bromophenol [7]. Employing a photon energy of 1.57 keV at a syn-
chrotron, slightly higher than the Br K edge, Iwayama et al. found that their observations
are in good agreement with their trajectory simulations based on simple Coulomb explo-
sion model. In comparison with previous work [7] the experimental campaign presented
in this chapter has partially overcome the lack of adequate temporal resolution, typical
of a synchrotron radiation source. It will be shown that X-ray fragmentation offers the
opportunity to follow complex molecular dynamics.
7.3 Ring Opening of CHD
The optically induced ring opening of 1,3-cyclohexadiene (C6H8, CHD) to form di− s−
cis − Z-1,3,5-hexatriene (cZc-HT) is a prototypical photoinitiated conrotatory electro-
cyclic reaction. An electrocyclic transformation is a special case of a pericylic reaction
(organic reaction where the transition state has cyclic geometry) in which a σ bond is
formed (or broken) at the expenses of a pi bond. More specifically a single bond is created
(or broken in the reverse reaction) at the ends of a linear system containing pi electrons
[8]. Such transformations can be conrotatory if the termini rotate in the same direction
or disrotatory in case the rotations occur in opposite directions (see fig. 7.1). Which
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Figure 7.1: Schematic representation of a conrotatory (a) and disrotatory (b) electrocyclic
reaction in cZc-1,3,5-hexatriene to form 1,3-cyclohexadiene. Double bonds are in black.
The hydrogen atoms bound to the terminal carbons are in different colors to highlight
the direction of the rotation.
of the two patterns is preferred depends on the mechanism which triggers the reaction.
For instance the ring closing of cZc-1,3,5-hexatriene to form 1,3-cyclohexadiene is disro-
tatory if activated by thermal excitation whereas it has a clear conrotatory character if
prompted by UV absorption. This behaviour which is rather general in the field of peri-
cyclic reactions led Woodward and Hoffman to formulate the Woodward-Hoffmann rules
with which it is possible to predict the character of a reaction on the basis of the symme-
try of the HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied
m. o.) [8].
The ring opening of CHD has been widely studied in the last twenty years as it
is a simplified version of a process which happens commonly in the human skin: the
isomerization of 7-dehydrocholesterol to form the previtamin D3 upon absorption of the
UV radiation from the sun [9].
The reaction pattern is schematically depicted in fig. 7.2 and can be summarized
as follows. Upon UV excitation (260-280 nm) a wave packet is launched in the bright
spectroscopic state 1B. Here Franck-Condon active vibrational modes corresponding to
stretches and twists of the pi bonds are initially excited . Rapidly the vibrational energy
is transferred to the CH2 −CH2 σ bond from which the wavepacket falls in the dark 2A
state circumventing the 1B/2A conical intersection. In this conical intersection the C2
symmetry of the molecules is still preserved [10]. The 2A potential surface presents a
minimum called the pericyclic minimum due the to conical intersection between the 1A
and the 2A potential surfaces. The relaxation down to this minimum proceeds along a
C2 symmetry breaking coordinate. From the C2-symmetry breaking conical intersection
between the 2A and 1A potential surfaces the reaction finally branches to the product
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1A 
1B 2A 
1B/2A CoIn 
2A/1A CoIn 
UV excitation 
1,3-CHD cZc-1,3,5-HT 
Figure 7.2: Potential energy curves and conical intersections scheme for the ring opening
of 1,3,5-cyclohexadiene.
HT and the reactant CHD. The whole reaction is believed to be completed within 200
fs. [10].
Different techniques such as time-and-mass-resolved ionization in the gas phase [11],
REMPI (resonance enhanced multiphoton ionization) spectroscopy [12], resonant Raman
excitation spectroscopy [13], electron diffraction [14] and electron energy loss measure-
ments [15] have been employed to shed light on this rather complicated process. Dissocia-
tive intense-field ionization (DIFI) has been particularly useful as it was able to provide
time constants which can be associated to specific steps of the reaction[11].
The ring opening reaction discussed above produces vibrationally excited HT (and
CHD). The excitation energy allows the system to undergo further dynamics which results
in the formation of a number of stable conformers (a few possible conformers are shown
in fig.7.3). Dou et al. performed detailed semiclassical calculations which revealed that
the transition to the tZt isomer is completed within ∼250 fs but there are a variety of
further conformational changes which happen within 1 ps after the UV absorption [16].
There has been experimental evidence of the successful control of the reaction by
pulse shaping. Kotur et al. [17] exploited the difference between the CHD-HT fragmen-
tation patterns to distinguish between the two molecules so that a closed-loop scheme to
control the branching ratio could be implemented. The profile of the third harmonic of a
Ti-Sapphire laser was tailored with an acousto-optic modulator to maximise the isomer-
ization. The ion fragment chosen to distinguish between the two species was (C6H7)
+)
whose yield was greatly enhanced in HT. The observed increment in the isomerization
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cZc-Hexatriene cZt-Hexatriene tZt-Hexatriene
Figure 7.3: Conformational states of hexatriene following ring opening of cyclohexadiene:
di−s−cis−Z-hexatriene (cZc), mono−s−trans−Z-hexatriene (cZt), di−s−trans−Z-
hexatriene (tZt).
was around 37 per cent.
7.4 Experimental Procedure and Preliminary Measurements
In this experimental campaign we employed the VMI spectrometer and one of the 5 e-
TOF converted to an ion-TOF which are part of the LCLS AMO endstation (see chapter
4).
At room temperature CHD is a liquid with low vapour pressure (10 mbar) so in order
to have a reasonable density in the interaction region the sample was delivered by means
of a buffer gas (Helium, 200 mbar).
The electronic excitation in the 1B state was achieved by absorption of the third
harmonic of a Ti:Sapphire CPA laser synchronized with the LCLS electron gun (50 fs,
50 µJ, 266 nm). X-ray pulses with a temporal duration of less than 70 fs and with a
photon energy of 850 eV core-ionized the sample at different delays in the ± 3 ps range.
The LCLS full charged mode (250 pC) followed by pulse ‘truncation’ by means of the
emittance spoiler (see chapter 3) was the method used to obtain 70 fs long X-ray pulses.
The choice of the photon energy was driven by stability reasons as the value of 284 eV
corresponding to the carbon K-edge was outside the available range at LCLS. For each
delay setting the projection of the fragments momentum distribution (VMI images) and
the ion TOF spectrum was measured on a shot-to-shot basis and at a repetition rate of
60 Hz.
One of the challenges of the experiment was to achieve a satisfactory temporal overlap
between the UV pulse and the X-rays. For this aim a two-step scheme was employed
consisting in overlapping the UV and the X-ray pulses separately with a reference IR
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Figure 7.4: Average kinetic energy of all positive fragments as a function of UV-IR delay.
Positive abscissas correspond to the IR beam coming after the UV beam.
beam at 800 nm.
For the UV-IR overlap we injected CHD in the chamber and recorded ion VMI images
(all positive fragments) as a function of UV-IR delay . A transient increase in the average
kinetic energy (see fig. 7.4) was observed. In similar experimental conditions Fuss et
al. observed a transient increment of two orders of magnitude of the yield of H+ peaked
about 200 fs after UV absorption [11]. This increase was also accompanied by an increase
by a factor of 2 of the H+ kinetic energies. We assumed therefore that the increase we
observed in the average kinetic energy was due to a shift of the kinetic energy distribution
towards higher values due to the transient increase of the yield of H+. The delay setting
corresponding to the maximum was therefore assigned to a time delay of 200 fs.
Adjusting and measuring the delay between the IR and the X-ray was more challeng-
ing because of the inevitable time jitter between the X-rays and IR. For a pump-probe
experiment in the ideal case when both the pulses are derived by the same optical laser
by means of a beam splitter and the delay is controlled by adjusting the path lengths
the temporal jitter can be below 1 fs. The situation is very different when the sources of
the two pulses are extremely different as in the case of an XFEL and an optical laser. In
principle the radio frequency driving the accelerator could be used to obtain a first de-
gree of synchronization, on the order of 1 ps at LCLS. However the electron bunch arrival
time (BAT) at the undulator fluctuates with respect to the RF. This is because of several
factors such as change of the accelerator dimensions due to temperature fluctuations and
noise and drift in the RF distribution network. Moreover it can be shown that due the
field layout in the magnetic chicane energy jitter in the electron bunch is converted into
temporal jitter. In order to account for all these time shifts we employed a scheme to
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measure the arrival time of the electrons with respect to the RF which has been proposed
and demonstrated by Glowinia et al. [1]. A brief description of the technique is reported
below.
The technique is based on the use of two resonant RF phase cavities (PCAV-1 and
PCAV-2). When the electron bunch passes through each cavity a radiofrequency field at
2805 MHz is generated (this is the resonant frequency of the so-called S-band cavities).
The phase of this field is measured and it is compared to the one of a stabilized frequency
reference at 476 MHz. From the phase difference it is possible to extract the bunch arrival
time in the cavity. The running average of this quantity is constantly monitored and every
second a feedback signal is sent to the frequency reference so that its phase can be shifted
to match the electron arrival time. The optical laser in the experimental hall is locked
to this shift-corrected frequency reference and the shot-to-shot BAT is used to reduce
timing jitter in the off-line data analysis.
The technique was first demonstrated with a IR-pump (800 nm, Ti:Sapphire sys-
tem ) X-ray-probe (1050 eV) experiment in N2 where the oscillator of the Ti:Sapphire
was locked to the 476 MHz reference. The IR field was employed to impulsively align
N2 molecules which were subsequently core-ionized with X-rays. The N2
++ signal was
monitored as a function of pump-probe delay. When the molecule was core ionized a
standard Auger KLL process occurred which resulted in the formation of molecular dica-
tions within few femtoseconds in a number of metastable states. If the IR field preceded
the X-rays the peak corresponding to this species on the time-of-flight trace was delay-
independent. If the IR field succeeded the X-ray strong field dissociation (N+ production
via resonant absorption or non-resonant photodissociation) was triggered and hence a
drastic decrease in the N2
++ yield was observed.
Employing this scheme Glowinia et al. [1] measured a time jitter of hundreds of
femtoseconds but with oﬄine BAT sorting they found the relative arrival time betweeen
the optical laser and the X-ray with a FWHM of 120 fs. They also anticipated that with
some technical improvements of the reference-oscillator locking technology this number
could be reduced to 50 fs.
In our experiment the final temporal resolution was not optimal and after phase cavity
correction it was estimated to be ∼300 fs. This was mainly due to the uncertainty in
the transverse position of the electron bunch with respect to the slot on the emittance
spoiler foil which limited the accuracy of the measurement of the BAT to the temporal
duration of the electron bunch. In principle it is possible to measure this position but the
information turned out to be unavailable as it had not been written in the data stream
when this data was taken.
Although the electron arrival time can be measured with a precision of tens of fem-
toseconds the phase cavity scheme described above cannot avoid the timing jitter intro-
7.5. UV-Pump/X-ray-Probe: Momentum Distribution and H+ Yield 117
(a) VMI image of all the positive frag-
ments resulting from the interaction
of an X-ray pulse and IR pulse (pre-
ceding the X-ray) with a sample of
N2. Core ionization resulted in the
production of N2
2+ in a metastable
state which had little kinetic energy
release and therefore hit the center of
the detector.
(b) When the IR succeeded the X-ray
an increase of the signal was observed
at higher radii due to the IR-induced
dissociation of N2
2+.
Figure 7.5
duced due to the long distance between the BAT measurement location and the actual
experiment. An alternative method has recently been introduced at LCLS [18] which
is based on the concept of measuring the pump-probe (IR-X-ray) delay directly at the
experimental hall and which provided a resolution of less than 50 fs.
In our experiment a similar scheme to the one employed by Glownia et al. was used
to overlap X-rays and IR. The momentum distribution of fragments produced by the
interaction of N2 was recorded as a function of IR-X-ray delay. X-ray core-ionization and
rapid Auger decay resulted in the production of molecular dications with small kinetic
energies which therefore hit the detector in the center. When the IR field succeeded
the X-ray pulse the dissociation of N2
2+ was triggered and an increase of the yield of
energetic N+ fragments was observed. In fig. 7.5a and 7.5b two images corresponding to
two delay settings are shown: in one the IR beam preceded X-rays whereas in the other
IR followed X-rays. The clear increase of signal at higher radii (higher kinetic energies)
was attributed to the presence of energetic N+ ions following IR disociation.
7.5 UV-Pump/X-ray-Probe: Momentum Distribution and
H+ Yield
The main results of the experimental campaign described in this chapter were obtained
from the analysis of the momentum distribution of positive fragments and the mass
118 7. Time-Resolved X-ray-Induced Fragmentation of UV-Excited 1,3-Cyclohexadiene
spectra (in particular H+) as a function of the UV-X-ray delay. In the first subsection we
will describe the routine that was implemented to analyse the ion (all fragments) VMI
images. We will then focus on description of the results and provide an interpretation
based on some theoretical calculations.
7.5.1 Data Analysis
The LCLS data acquisition system was designed to record for every shot the time-of-flight
(TOF) spectra from the 5 electron TOF spectrometers, the images from several CCD
cameras and a number of machine parameters and settings. If we take into account that
a typical LCLS campaign is a set of five shifts of 12 hours at a repetition rate of 120 Hz
in principle around 5 · 107 shots are recorded. The data processing therefore becomes a
critical and highly time consuming phase of the research. For this particular case, for
example, some preliminary results were obtained after no less than 12 months after the
actual experiment.
The data of a typical LCLS experiment are split in several runs which are saved in
a special compressed format called xtc. Although at the time of this experiment C++
scripts were provided by LCLS to read and manipulate the data we preferred to employ
a routine to convert the xtc files into a less compressed format called hdf5. Despite these
files being much bigger in size than the corresponding xtc files their hierarchical structure
allowed them to be easily read with other software. Matlab provides functions to browse
the hdf5 file and save relevant variables directly in the Matlab workspace.
The first step in the data analysis consisted of extracting the relevant parameters for
each shot and saving them in a matlab file. This operation allowed for all the subsequent
analysis to take place in the Matlab environment and removed the need to slowly read
from the hdf5 files for each shot. A timestamp was recorded for each shot and this was
used as a unique identifier. We selected the following parameters: the 4 pulse energy
measurements from the gas detectors before and after the experimental chamber, the
BAT at PCAV-1 and PCAV-2 and the two independent measurements of the bunch
charge from the two phase cavities.
Parameters such as the gas pressure were not expected to change rapidly over the
course of the run so they were recorded (with the EPICS system, see chapter 4) but
not on a shot-to-shot basis. A simple Matlab script was written to scan through the
timestamps and find shots for which these variables were recorded. By means of linear
interpolation we estimated and assigned the values for these parameters to the shots for
which the information was missing.
Once the complete shot-to-shot parameters list was obtained shot filtering was per-
formed. Shots for which any of the parameters listed above was missing were discarded
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Figure 7.6: (a). Typical VMI ion image (all fragments) for the UV-X-ray scan (in this
case X-rays preceded UV). (b). Same image as in (a) with a modified colormap for which
pixels with values higher than 10 or lower than 5 are blanked. (c) Same as in (b) but
after ellipticity correction.
together with shots for which the values were outside a narrow range. In the case of pulse
energy, which was calculated as the average of the 4 gas detector monitor measurements,
the accepted range was 0.95 to 1.1 mJ.
The next step was to sort each shot into delay bins. The pump-probe delay in
time units was calculated simply as the position of the relevant step motor (also saved
in the datafile) converted to time units plus the average of the two phase cavity time
measurements. Each temporal bin was set to be 66.72 fs wide which resulted in a total
of 103 time bins.
In figure 7.6a a typical bin-averaged experimental VMI image is shown. It is the
projection on the detector plane of the momentum distribution of all the positive frag-
ments resulting from X-ray induced fragmentation. In the course of our experiment and
in particular during the initial alignment phase1 the detector was continuously hit by
energetic ions produced by the ionization both of the background gas and the sample by
the X-rays. This affected significantly the sensitivity of detector which after few hours
of operation started to show clear signs of damage. When the images shown in this
chapter were taken some areas of the detector were heavily damaged and this explains
the dramatic artificial anisotropy in the images.
Before submitting the images to the inversion algorithm an ellipticity correction was
performed. The image shown in fig. 7.6b was obtained by adjusting the color map to
highlight only the region with a roughly constant signal intensity. From the adapted
ellipse it can be seen that the image had a small degree of ellipticity which was artifi-
1In the initial alignment phase the VMI was operated in a special mode which allowed the focal volume
to be imaged on the detector. This had the side effect of triggering a damage induced reduction of the
detector sensitivity as a high number of charge particles was focused on a very narrow line (focal volume).
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r1 = 275 pixels
r2 = 325 pixels
Figure 7.7: In order to have a reasonable estimate of the center of the heavily damaged
VMI images we employed an algorithm that for each choice (u, v) of the image center
measured the goodness of the guess (see text). A typical T (u,w) surface is shown in (a).
Panel (b) shows the circles which defined the area of interest that was used to calculate
T .
cially induced by the measurement procedure as no angular dependence was expected.
The procedure employed to correct for this effect (see below) was rather simple but it
was ascertained to be accurate enough for the purpose of extracting only the kinetic
energy release and neglecting the angular distribution. In general an accurate ellipticity
correction is required only for an accurate measurement of the asymmetry parameters.
The correction was performed as follows. Starting from the image in fig. 7.6b the
highlighted region was fitted by eye with an ellipse. The semiaxes of the ellipse were
measured and from their ratio the final ellipticity correction factor (1.06) was obtained.
If Iij denotes the raw image and i and j are respectively the row and the column indexes
of each pixel the ellipticity corrected image Ghk was obtained as
Ghk = I˜i(h,k),j(h,k) (7.1)
where i(h, k) = 1.06× i and j(h, k) = j. The tilde on the the I signifies that a (bicubic)
interpolation was performed as I was not known in a pixel with non integer indexes.
Due to the heavy damage of the detector it was not straightforward to determine the
centre of the image. It was also observed that due to in the voltage supplies the position
of the center was not constant as the delay scan was performed so the center-finding
procedure was repeated at every delay setting.
For each guess (u,w) of the image center indices the total signalQn(u,w), n = 1, 2, 3, 4
in all four quadrants was calculated. In order to prevent the detector damage affecting
the procedure the integration was limited to the region between the circles of radius equal
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Figure 7.8: Typical fragment kinetic energy spectrum extracted from the VMI images.
The damage of the detector affected mainly the part of the spectrum for E < 2 eV.
to 275 and 325 pixels. (see fig. 7.7b). The quantity T (u,w) defined as
T (u,w) = (Q1 −Q2)2 + (Q3 −Q4)2 + (Q1 −Q3)2 + (Q2 −Q4)2 (7.2)
was calculated for each choice of (u,w). The image center was taken as the minimum of
T (plotted in fig. 7.7a). The observed maximum shift due to laser pointing was 12 pixels
for u and 4 pixels for v.
The images were subsequently converted to polar coordinates and a small constant
background was subtracted so to eliminate the effect of the detector edge (fictitious
sudden rise in the signal in the radial distribution for high radii).
Due to the detector damage and since there was no expected angular pattern the
experimental angular distribution was neglected. Each column of the polar image2 was
replaced with the average over all the columns so that the final distribution was isotropic.
Abel inversion was performed employing the PBASEX algorithm. The maximum
order of the Legendre polynomial was set to 23 and a total of 256 radial basis functions
were employed. The experimental image resolution which was originally 1024x1024 pixels
was reduced by a factor of two to speed up the calculations.
Finally from the inverted image the radial distribution was extracted and the kinetic
energy release spectrum was obtained by means of a pixel-to-energy calibration produced
by SIMION simulations where singly charge particles trajectories were simulated4.
2A typical polar image is a rectangular image in which the column index is the radius and the row
index is the angle, see chapter 5.
3The second order Legendre polynomial is superfluous for an isotropic distribution but it was included
in the analysis for control.
4The analysis of the ion TOF spectra revealed that only singly charged positive fragments were
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Figure 7.9: Temporal evolution of the fragment kinetic energy spectrum as a function
of UV-X-ray delay. Each column of the map corresponds to a different delay and it is
the difference between the corresponding KE spectrum and a ‘reference’ KE spectrum
obtained as an average on early delays in the (-3000,-2000) fs range.
Since the Abel integral is mathematically a transform and not a 1-to-1 correspondence
it might be argued the effect of the detector damage would be somehow spread on the
whole inverted image. This is true only to a certain extent: if the raw image is damaged in
a given area the inverted image would be corrupted on an area which is in general bigger
but the value of a 3D distributions at a give radius R affects the projected distribution
at r < R only. Since the damage was restricted to the pixels within a circle of 100
pixels radius we assumed that the part of the inverted image at R > 100 pixels was not
corrupted.
7.5.2 Results
The results of the experimental campaign described in this chapter were mainly two: 1,
the observation of an increase of the average kinetic energy per fragment and, 2, the
observation of a increase of the yield of H+ fragments as a function of UV-X-ray delay
in particular for X-rays following UV.
From the map shown in figure 7.9 it can be seen that from t0 (temporal overlap)
onward there is an increase of particles with kinetic energy around 15 eV (red area) at
the expenses of particles with lower KE. The average kinetic energy release plotted in
produced.
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figure 7.10c was calculated according to the formula
< K >=
∫ 30ev
2eV
EP (E)dE (7.3)
The lower limit was set to 2 eV (100 pixels) in order to exclude the portion of the
spectrum corresponding to the damaged area of the detector. From the plot it can be
seen that after a first a increase in < K > when the overlap was reached between UV
and X-rays the signal reached a plateau. The detected increase was most probably be an
underestimate of the real effect due to a background of non UV-excited molecules that
was present at every delay and which reduced the value of < K > at longer delays.
The image for each delay was obtained as an average of all the images in the corre-
sponding bin for which the pulse energy was in a very narrow range (between 0.95 and
1.1 mJ) to avoid systematic error due to poorly characterized X-ray source. This allowed
a direct comparison of the total number of counts calculated as the integral of the KER
spectrum from 2 eV onward (see figure 7.10b ).
Ion-TOF spectra were also acquired for different delay settings and an increase in the
H+ ion count as a function of the delay was observed (see fig 7.10a). Data were normalized
by x-ray pulse energy (selected above 0.1 mJ) and background spectra (gasjet off) were
subtracted.
7.5.3 Discussion
As we have seen in section 7.3 the isomerization of CHD to form HT upon UV excitation
is completed within 200 fs. On the other hand the delay scans presented revealed a
clear evolution happening on a longer timescale of hundreds of femtoseconds up to 1
picosecond. We concluded that with the current set up the temporal resolution was not
sufficient to follow the dynamics of the isomerization but it was sensitive to dynamics
happening on longer time scales. At these time scales further conformational changes
occur as it has been shown in ref. [16].
A preliminary study devoted to highlight the differences in the fragmentation pattern
of CHD and HT upon core-ionization was carried out at the Advanced Light Source
employing synchrotron radiation at the same photon energy employed at LCLS (850 eV).
The normalized differences of the yields of various fragments between the two species are
shown in fig. 7.11 where we can see that an increase of the H+ yield was observed for
HT. This effect gives an idea of how much the geometry of the species is responsible for
the increase of H+ observed at LCLS. Since the increase in the H+ yield found at ALS
is smaller than the one observed at LCLS5 the natural conclusion is that the internal
5Numerically the results in the two experiments might appear very similar but there is a fundamental
difference: at ALS we injected HT in its ground state with a concentration above 95% whereas at LCLS
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Figure 7.10: (a). Yield of H+ ions as a function of the UV-X-ray delay. The UV pulse
follows the X-ray pulse for positive delays. (b) and (c). Total ion counts obtained as
integration of the VMI images and fragment average kinetic energy (see text) as a function
of UV-X-ray delay.
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Figure 7.11: Normalized CHD-HT differences of the integrated yields of several fragments
(grouped according to the number of carbon atoms) recorded at the Advanced Light
Source at Lawrence Berkley National Lab.
energy left in the molecule after UV excitation must have a significant influence. At ALS
the linear isomer was mainly in its ground state whereas at LCLS we had a mixture of
vibrationally excited CHD and HT.
A contribution to the increase of the yield of H+ might come from the increase
of the bond length between the core-ionized carbon and its partner hydrogen due to
stronger nuclear repulsion following electron detachment. Ab initio molecular dynamics
simulations of CHD with a vacancy in the core showed an increase in the average C-H
bond length6. In principle this effect does not depend on UV-absorption but we can
expect that for a vibrationally excited system (either CHD or HT) during or after the
UV absorption it would be easier to employ the the excitation energy to break a stretched
bond.
In order to investigate the origin of the increase in the average kinetic energy release
ab initio excited state dynamics calculations were performed to determine the average
bond lengths during the isomerization reaction (see the supplemented material in ref.
[2]) to see whether simply the change in the molecular geometry upon excitation was a
possible explanation. These calculations reproduced the isomerization dynamics reported
in the literature with the established conical intersections and also confirmed a decrease
in the average C-H bond length during the first 300 fs. This effect however was too small
to account for the observed increase in the fragments kinetic energy release as less than
a percent increase in the kinetic energy of H+ upon excitation was predicted.
Calculations of the intensities of the Auger transitions revealed that X-ray core-
ionization followed by Auger decay leave the dication in an electronically excited state
the linear isomer (but also hot CHD) was produced by UV excitation so there was a significant population
of unexcited molecules also for positive delays.
6This increase was observed only for the core-excited atom. Conversely the C-H bond length, averaged
on the entire molecule, was found to decrease slightly upon UV excitation.
126 7. Time-Resolved X-ray-Induced Fragmentation of UV-Excited 1,3-Cyclohexadiene
  
Figure 7.12: Relative population of various dicationic states (identified by their electronic
excess energy with respect to the ground state of CHD) in which CHD, CHD* (1B) and
HT are left after Auger decay.
(see supplemented material in ref. [2]). Fragmentation is the only possible relaxation
route as there is not enough energy for a further Auger process (ionization from dication
to trication is larger than the excitation energy) and radiative decay happens on a much
longer timescale. It is therefore realistic to imagine that the excess energy is turned into
kinetic energy of the fragments. The calculated branching ratio for the electronically
excited dicationic states after Auger decay are shown in figure 7.12 for CHD in the
ground state and in the 1B2 state (CHD
*) and for HT. This calculations show that the
excess energy is dependent on the geometry and excitation so it can readily account for
a difference in the kinetic energy release.
7.6 Conclusions
The ability to temporally resolve the complex dynamics that follow UV excitation in
small molecules by means of X-ray fragmentation is extremely appealing. Core ionization
followed by Auger decay can be used as a tool to probe the evolution of molecular systems
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without disturbing the valence electrons directly involved in such dynamics. Free-electron
laser technology is, however, very new. Any researcher who aims to exploit the unique
opportunities offered by light sources such as LCLS has to face a number of experimental
challenges that have never been seen before.
The synchronization of the FEL with an optical laser has been extensively discussed
in the last few years and a number of solutions have been found [1][18][19]. In the
experiment described here we employed an indirect method which finally provided a
temporal resolution of 300 fs. This was not ideal to study the CHD-HT isomerization
but it was enough to demonstrate that X-ray fragmentation is sensitive to the excitation
of the system (both hot HT and CHD) which then leads to the further conformational
changes that happen on a time scale of hundreds of femtoseconds.
New schemes for which the UV-FEL jitter can be reduced to tens of femtoseconds
are already available. Employing the low charge mode or the emittance spoiler the X-ray
pulse duration can be reduced to few fs. Combining these two methods we have strong
reasons to believe that we will be able to temporally resolve ultrafast molecular dynamics
by means of X-ray fragmentation.
Even without resorting to alternative techniques to control and measure the pump-
probe delay there are several aspects of the experiment that could be improved rather
easily. First of all one would ideally employ a detector with uniform sensitivity so that
the information about low kinetic energy fragments is preserved. Micro channel plates
are known for their rather short lifetime so ideally two detectors should be employed,
one for the alignment and initial tests and the other for the actual measurements.
Although a VMI spectrometer is not equivalent to a Time-of-Flight spectrometer,
fragments with different mass to charge ratios reach the detector at different times. It
follows that if a temporal gate is applied to the detector for example by gating the
voltages applied to the plates, images of specific fragments can be acquired. This idea
was not implemented in this experiment as fragments other than protons were released
with much lower kinetic energies and therefore hit the detector in the regions of low or
no sensitivity.
Finally the most effective change would be to tune the photon energy to the carbon
K-edge (284 eV) as this would increase the photoionization cross-section by at least an
order of magnitude. It was mentioned earlier that the choice of a photon energy of
800 eV was dictated by stability reasons rather than physical ones essentially because
the carbon K-edge is outside the photon energy range provided by LCLS. A beamtime
application has been submitted to the free electron laser in Hamburg (FLASH) which
provides photons with energies in the 27.5 - 300 eV range and therefore it could prove to
be the perfect tool to study ultrafast chemical reactions in organic molecules.
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Chapter 8
Covariance Mapping for Double
Core Hole Spectroscopy at LCLS
8.1 Introduction
The objective of this chapter is to show in the framework of X-ray FEL science the poten-
tial of covariance mapping, an experimental technique which offers to be an alternative to
coincidence methods to shed light on core ionization of atoms and molecules. The physi-
cal process we are interested in is the creation of double core holes (DCH) which happens,
for example, when two X-ray photons are sequentially absorbed before any Auger relax-
ation1. The LCLS is capable of producing high intensity pulses in the appropriate photon
energy range, increasing the probability of observing the phenomenon which has a rather
low cross section (at least compared to double core-ionization(P)/Auger-decay(A) pro-
cesses PAPA) due to its nonlinearity. Double core holes were already observed at LCLS
by other groups but the signature was not particularly strong [1][2], or the existence of
strong competing processes required a careful background subtraction [3]. Conversely
covariance mapping offers in principle the chance to clearly separate the DCH from such
background as we will see later in the course of this chapter.
Like most of the experiments at LCLS, this one is the result of a broad collaboration of
institutions from Europe (Uppsala and Stockholm University, Elettra, CNR-IMP, ASG-
MPI, Oxford University, Imperial College London), USA (Stanford and Western Michigan
Universities) and Japan (IMS, Tohoku and Hiroshima Universities). My contribution
was mainly in the data analysis, both on site during the experiment and the oﬄine
post processing (see section 8.5). In a unique facility such as LCLS where a very limited
amount of beam time is granted and where the chance to repeat the experiment is seldom
1An alternative route could be the ejection of two electrons following the absorption of a single photon
with suitable energy.
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given it is absolutely crucial to have prompt feedback on each measurement taken to
identify problems and solve them as quickly a possible. The LCLS DAQ system has
limited capabilities in terms of online data visualization. Time-of-flight traces from all
the 5 eTOF spectrometers as well as images from a number of CCD cameras can in
principle be displayed ‘on-the-fly’ but very little manipulation can be done. Conversely
we will see later in the chapter that covariance mapping requires a nontrivial and quite
time consuming manipulation of the TOF spectra so that a different approach had to
be used. A user-customizable software environment (CASS) alternative to the LCLS
DAQ and capable to intercept the LCLS online data stream had been written and tested
successfully in previous experiments by the ASG-MPI group. My contribution was to
add new functionalities to the software so that covariance maps could be displayed in real
time. I also used the same software to do a first stage of data post-processing since at
the time there was no other simple and fast ways (other than CASS) to build covariance
maps from the xtc files.
The outline of the chapter is the following. In the first section we will introduce
atomic and molecular double core hole creation and discuss its role within the general
framework of ESCA (Electron Spectroscopy for Chemical Analysis). The following sec-
tion will be dedicated to illustrating the details of covariance mapping and in particular,
how the technique successfully separates contributions from competing processes in pho-
toionization/photofragmentation experiments. Then we will move to the description of
the actual experiment, from the scientific motivations to the experimental setup. A de-
tailed description of the algorithm used to build the covariance maps will be followed
by two results sections where the maps for neon and acetylene will be presented. The
chapter will then be concluded with remarks on the effectiveness of the technique and
possible future improvements.
8.2 Double Core Hole Creation
In chapter 2 we have seen that core-photoionization with photon energies below 10 keV is
usually followed by Auger decay in which an electron from an outer shell rapidly relaxes
down to fill the hole and another one is released in the continuum. In this section we
consider a higher order extension of the same process known as double core hole: two
vacancies are created in the core, either upon the absorption of one photon (single-photon
double-ionization) or with rapid absorption of two consecutive photons (sequential two-
photo double ionization) before any Auger relaxation takes place.
If the target system is a molecule the two holes can either be created on the same
atomic site (single-site DCH or SSDCH) or on two different atoms giving birth to what is
know as a two-site double core hole (TSDCH) state. Cederbaum at al. [4] were the first
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Figure 8.1: Comparison of the single-site and two-site DCH energies for different hydro-
carbons calculated by Cederbaum et al. [4].
to explore theoretically these molecular excitations. They computed the binding energies
of the TSDCH states of three simple hydrocarbons, ethane (C2H6), ethylene (C2H4) and
acetylene (C2H2), which exhibit single, double and triple C-C bonds respectively and
predicted a difference of 4 eV between the different species. This value was remarkably
higher than the difference of less than 1 eV the same authors had found for the binding
energies of SSDCH states in the same molecules (see fig. 8.1). These findings were of
great importance as they were stating clearly that DCH states were significantly affected
by the chemical environment and therefore could be employed for chemical analysis of
more complex systems.
The binding energy for a single core electron can be schematically thought of as the
sum of two separate contributions: the orbital energy and the relaxation energy which
takes into account the change of the orbital energy of all the other orbitals due to the
decrease of screening. Both these energies have been found to be only weakly affected by
the chemical environment for single core hole processes (for example the orbital energies
differ by less than 0.5 eV in C2H2, C2H4 and C2H6 [4]).
In the case of DCH the repulsion between the two core holes has to be taken into
account as well. It is easy to expect that the type of bond between the carbons will
affect the TSDCH as the repulsion energy grows with the inverse of the C-C distance,
whereas in SSDCH whether the bond is single, double or triple it will be irrelevant. The
relaxation energies are also affected. Calculations on the electron density show that for
SSDCH all the atoms, the hydrogens and the other carbon transfer negative charge to
the positive center. In case of TSDCH only the hydrogen can donate electrons and hence
we expect an enhanced sensitivity on whether it is a single, double or triple bond as 3, 2
and 1 electrons are involved, respectively.
In molecules containing atoms with low Z, so that radiative decay can be neglected,
the fate of a DCH state is normally a sequence of two Auger processes [5] both involving
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an electron from the valence shell filling the hole and another one sent to the continuum.
If C and V denote a vacancy in the core and the valence shell respectively the process is
DCH→ CVV + e−(Auger)→ VVVV + e−(Auger) (8.1)
which leaves the system with 4 vacancies in the valence shell. The absorption of the first
(second) photon may leave the cation (dication) in an excited state. Part of the Auger
electron energy may also be converted into excitation energy of the parent ion. As a
consequence the photoelectron spectrum as well as the Auger spectrum are expected to
present main lines accompanied by a wealth of satellites. Less probable relaxation routes
involve double Auger decay (one vacancy is filled, two Auger are ejected) and direct
DCH→ VVVV + 2e−(Auger).
Despite the original paper from Cederbaum having been published a quarter of a
century ago the reliable production of DCH states has been achieved only recently. Being
a nonlinear effect DCH creation requires a very high photon flux in the soft X-ray photon
energy range. Moreover because of the competing Auger decay which happens on a
few-femtoseconds timescale, a pulse duration on the same order of magnitude is ideally
required so that the DCH signal could rise above the background of photoelectron-Auger-
photoelectron processes. It is easy to understand why a significant boost in the field has
been given by XFELs which are capable of delivering few fs X-ray pulses.
At LCLS clear evidence of DCH was observed in Neon [6] whereas Fang et al. [1]
reported for the first time the observation of SSDCH in N2 produced by the sequential
absorption of two photons at 1 keV and a pulse duration of 280 fs. The angular distri-
bution of the Auger electrons for the same processes was measured by Cryan et al [2],
employing the low charge mode operation of LCLS capable of producing sub-10fs pulses.
The same technique was used more recently by Salen et al. [3] to create TSDCH in small
molecules such as N2, N2O and CO2.
A different approach was employed by Eland et al. [7]. They have employed syn-
chrotron radiation sources at much lower intensities compared to XFELs but with a
count rate low enough (ionization rate below light pulse rate) so that they could per-
form coincidence measurements (see next section). They looked at SSDCH created by
a single photon for which the ionization cross section is 3 orders of magnitude less than
the single core hole process. They acquired photoelectron spectra in a magnetic bottle
ionizing CH4 (~ω=750 eV) and NH3 (~ω=950 eV) and integrated over shots for which
the energy distribution of the detected electrons was compatible with the creation of a
double core hole state. From this spectrum they extracted the binding energies of SS-
DCH states very accurately and compared them with theory. Similarly Lablanquie et al.
[8] employed a fourfold coincidence technique in single photon DCH creation in N2 with
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syncrotron radiation and measured the binding energy very accurately, revealing a set of
satellite states by looking at the sum of the 2 photoelectron kinetic energies. Moreover
they measured the binding energy of the SSDCH on small molecules containing oxygen
(O2, CO and CO2) and showed that they were affected by a small chemical shift.
8.3 Covariance Mapping
In statistics and probability theory if X and Y denote two random variables with finite
second moments the covariance of the two variables is defined as
Cov(X,Y ) = E[X − E[X]]E[Y − E[Y ]] (8.2)
where E[X] is the expectation value of X. The linearity of E[X] with respect to its
argument allows to rewrite the above expression as
Cov(X,Y ) = E[XY ]− E[X]E[Y ] (8.3)
The covariance is a measure of the correlation between the two variables. If an increase
(decrease) of the value of X corresponds to an increase (decrease) of the value of Y the
two variables are said to be positively correlated and the covariance will have a positive
value. In case of negative correlation which corresponds to an increase of X and a
simultaneous decrease of Y the covariance assumes a negative value. For uncorrelated
variable the covariance is expected to be zero.
In a fragmentation experiment where the digitized TOF spectrum of the fragments is
recorded we can think of each channel of the trace as a random variable that fluctuates
due to a number of factors such as laser intensity, sample density, etc. If we consider a
molecular fragmentation process such as
AB + n~ω → AB2+ + 2e− → A+ + B+ (8.4)
we expect that the two TOF channels corresponding to the A+ and B+ fragments are
positively correlated as the probability to detect one of them is higher when the other is
detected. Consequently if we acquire a sufficiently high number of TOF traces and then
calculate covariance of the two channels we will find a positive value.
In a pioneering work published in 1989 Frasinski et al. [9] extended the ideas outlined
above and introduced the covariance mapping technique in which the covariance of each
channel with every other channel is calculated and displayed as a map. If i = 1, 2, ..., N
is the index that labels the channels of the k-th TOF trace T
(k)
i the covariance map C
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Figure 8.2: Ion covariance map relative to the fragmentation of CO (see text for details).
In the two side panels the two terms of the sum in eq. 8.5 are shown separately. Image
taken from ref. [9].
becomes a N ×N matrix whose elements are given by
Cij = E[(Ti − E[Ti])(Tj − E[Tj ])] = E[TiTj ]− E[Ti]E[Tj ] = (8.5)
=
1
M − 1
M∑
k=1
T
(k)
i T
(k)
j −
1
M(M − 1)
M∑
k=1
T
(k)
i
M∑
k=1
T
(k)
j
where M is the total number of traces acquired.
We assume that single shot TOF traces are recorded so that the index k is the shot
number. Integration over multiple shots significantly decreases the quality of the map
as uncorrelated particles coming from different shots are recorded in the same trace and
introduce a fictitious correlation.
An example of a covariance map taken from ref. [9] is shown in figure 8.2. The
observed process is the fragmentation of CO following multiple photoionization. Each
region of positive signal (‘island’) indicates a positive correlation that can ultimately be
connected to a specific dissociation channel. The reflection symmetry with respect to
the diagonal arises from the invariance of Cov(X,Y ) with respect to the exchange of its
arguments, Cov(X,Y ) = Cov(Y,X). The map yields the variance of each channel in the
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points X = Y which can be thought of as the correlation of each channel with itself so it
is usually strong compared to the off-diagonal elements. Since a single hit on the detector
is spread on more than one TOF channels there is a positive correlation between adjacent
channels and this is reflected in the fact that the map is positive also for elements slightly
off diagonal.
The power of the technique can be appreciated by comparing the averaged TOF
trace either on the bottom or on the side of the map and the map itself. For example the
broad O+b peak at 1.65 µs ‘opens’ up into three different contributions: CO
2+ → C++O+
(bright red spot at the intersection between x = Ob
+ and y = Cf
+), CO3+ → C2+ + O+
(red island at x = Ob
+ and y = Cf
2+) and CO4+ → C3+ + O+ (very weak island at x =
Ob
+ and y = Cf
3+, the elongated shape is a sign of momentum conservation and helps
to identify it as a real correlation island as correlation due to artefacts manifests itself as
a blob [9]).
The linear shape of the correlation islands is the signature of the momentum conser-
vation and it stems from the linear dependence of the time of flight on the momentum.
In general the charge ratio between the two fragments determines the angle of the island
with respect to the autocorrelation line. In the case of CO2+ → C+ + O+ where the two
fragments have the same charge the island is oriented orthogonally to the autocorrelation
line.
Frasinski et al. have also demonstrated that the covariance mapping technique can
be employed to explore processes in which three correlated fragments are produced. An
example is given by the following process[10]:
N2O
6+ → N2+ + N2+ + O2+ (8.6)
In this case the covariance map becomes a 3D object whose elements Chij are given by
Chij =
1
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(k)
i T
(k)
j + 2
1
M2(M − 1)
M∑
k=1
T
(k)
h
M∑
k=1
T
(k)
i
M∑
k=1
T
(k)
j +
− 1
M(M − 1)
M∑
k=1
T
(k)
h T
(k)
i
M∑
k=1
T
(k)
j −
1
M(M − 1)
M∑
k=1
T
(k)
i T
(k)
j
M∑
k=1
T
(k)
h +
− 1
M(M − 1)
M∑
k=1
T
(k)
i T
(k)
j
M∑
k=1
T
(k)
h (8.7)
The autocorrelation line now becomes a set of three autocorrelation planes (x = y, y =
z, x = z) and each 3D island appears in six different locations due to the E[X,Y, Z] =
E[X,Z, Y ] = E[Y,X,Z] = E[Y, Z,X] = E[Z,X, Y ] = E[Z, Y,X] symmetry. The visual-
ization of the map is not trivial and requires ‘slicing’ at planes parallel, for example, to
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the z = 0 plane.
The main point of covariance mapping is to highlight correlations between peaks in the
TOF spectrum. The technique in general is not capable of discerning real correlations
from artefacts. For example in case of an intensity fluctuating light source artificial
correlations between all the peaks appear because an intensity induced increase in the
number of fragments of a given species is also accompanied by an increase of all the other
fragments. If the shot-to-shot laser intensity I(k) is available it is possible to estimate
quantitatively this effect and subtract it from the covariance map [11]. To this end we
define a correction map C˜ij which measures the contribution to the covariance due to
intensity fluctuations:
C˜ij =
Cov(Ti, I)Cov(Tj , I)
Var(I)
(8.8)
where
Cov(Ti, I) =
1
M − 1
M∑
k=1
I(k)T
(k)
i −
1
M(M − 1)
M∑
k=1
I(k)
M∑
k=1
T
(k)
i (8.9)
and Var(I) is the intensity variance
Var(I) =
1
M − 1
M∑
k=1
(
I(k)
)2 − 1
M(M − 1)
(
M∑
k=1
I(k)
)2
(8.10)
The partial covariance map Pij which shows intensity-fluctuation-free correlations is fi-
nally given by
Pij = Cij − C˜ij . (8.11)
8.4 Scientific Background and Experimental Procedure
Several aspects contribute to make the observation of DCH a challenging task. It consists
of the sequential absorption of two soft X-ray photons (for low Z atoms) and hence
a high photon flux is necessary at wavelengths which are not currently available with
table-top systems. It competes with the standard Auger decay which has a lifetime
of few femtoseconds so ultrashort pulses are required. If photoelectron and/or Auger
spectroscopy is employed the desired signal is often swamped by a large background
of undesired competing processes. For example in the case of molecular nitrogen and a
photon energy of 500 eV the single core hole (N1s-1) photoelectron peak will appear at 89
eV. The SSDCH (N1s-2) photoelectron is expected2 at 9.9 eV so it is reasonably far away
2Calculations [12] of the SSDCH and TSDCH have given values of respectively 901.155 eV and 835.8-
836.4 (singlet and triplet states).
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from the main line to be succesfully detected [1][2]. However the TSDCH photoelectrons
(i.e. the electrons ejected after the absorption of the second photon) will have a kinetic
energy of 74.7 eV which happens to be in the same range where the well-known satellites
[13] of the main line appear (7-30 eV below the main line).
Despite these difficulties SSDCH and TSDCH have been observed in a number of
atomic and molecular systems thanks to the high intensity and short pulses provided
by LCLS in the low bunch charge mode. The studies in ref. [1] and [2] focused on the
SSDCH in N2 which did not present the issue of the overlap with satellite lines. In ref.
[3] an accurate high intensity (focused XFEL) minus low intensity (unfocused XFEL)
subtraction revealed TSDCH in CO2, N2 and O2.
The other route which proved to be successful, but is viable only at synchrotron
radiation facilities, is to employ multiple coincidence techniques [7],[8]. The low intensity
of typical synchrotron radiation sources ensures that the ionization rate is kept below the
light pulse rate so that the risk of fake coincidences is minimized. At the same time the
high repetition rate of these sources allows a significant number of events to be recorded
so that statistical significance can be achieved in a reasonable amount of time.
In this framework it is easy to understand the original idea of the experimental cam-
paign presented here: to combine the high photon flux and short pulse duration of LCLS
with the advantages in terms of background of coincidence techniques. The 30-120 Hz
repetition rate of LCLS is such that the regime in which the ionization rate is kept below
the light pulse rate is impractical. Several days of acquisitions would be required to
achieve statistical significance. Covariance mapping offers a viable solution to this prob-
lem as the ionization rate is allowed to be in principle as high as the detector saturation
allows. Moreover it efficiently separates the contributions from the competing processes
because on the covariance map electrons due to DCH production give rise to features
located in very specific locations in this two dimensional TOF space. If we consider
again the example of TSDCH creation in N2 with ~ω = 500 eV the two overlapping
processes PP(TSDCH)AA
3 and P(sat)APA will both yield photoelectrons (P(TSDCH) and
P(sat)) with kinetic energies of ∼75 eV. For the first one the P photoelectron will have a
kinetic energy of 89 eV so there will be an island of positive covariance around the point
with coordinates (75,89). For the second one the kinetic energy of the photoelectron will
be ∼ 60 eV ([1]) so for this process the island will be around (75,60) and therefore easily
separated.
The experimental setup consisted mainly of a high resolution magnetic bottle4 that
was installed at the beam focus at the LCLS AMO hutch. A pulsed gas jet delivered the
3In the following P will indicate electrons ejected following core ionization, V will refer to electrons
ionized from the valence shell and A will refer to Auger electrons.
4The design was based on the spectrometer in ref. [14]
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sample and it was adjusted to intercept the focused XFEL beam. The resulting Auger
and photoelectrons were collected over the whole solid angle by a permanent magnet
producing a magnetic field on the order of 1 T and were driven toward a 2m long flight
tube. Here the weak field (∼1 mT) produced by a solenoid guided the electrons toward
a detector (custom made HEX 75 anode from RoentDek) whose signal was sent to a
digitizer so that shot-to-shot TOF waveforms could be recorded with a resolution of
0.5 ns. The magnetic bottle was also equipped with an electrostatic lens system which
allowed the application of a retarding voltage with the aim of improving the energy
resolution in the strategic energy range5.
The information from the gas monitor detectors (pulse energy) was also recorded
on a shot-to-shot basis and was later employed in the postprocessing to build partial
covariance maps.
The LCLS was operated in the low bunch charge mode (20 pC or 40 pC) in order to
have sub-10fs X-ray pulses. A variety of atomic (Ne,Ar) and molecular samples (C2H2,
C2H4, C2H6, NH2COH, C4H4N2) were investigated and consequently the photon energy
was chosen to be well above the 1s binding energy of the relevant species and possibly
below the one of background species (nitrogen and oxygen) whenever possible. In the
following only the results obtained in neon and acetylene will be reported as they were
the ones which showed some evidence of DCH creation. For these species the photon
energy was set to 1065 eV and 498 eV respectively.
8.5 Data Analysis
For each XFEL shot the TOF traces and a number of machine parameters were saved in
the xtc compressed format which is the standard choice at LCLS. A first important step
of the analysis was to perform an efficient conversion to the less compressed but easily
readable hdf5 format. This allowed the core part of the analysis to be performed with
Matlab.
A typical single-shot electron time of flight trace following core-ionization of neon
with a photon energy of 1065 eV is shown in figure 8.3a. A digitizer with up to 20000
channels was employed yielding a temporal resolution of 0.5 nanoseconds which was well
below the width of ∼7 ns for a single hit pulse. This significant time spread was due
to the detector response function which was well above the normal 0.5-1 ns value of
ordinary MCPs. The final energy resolution was heavily affected by this fact. If we
assume a temporal spread of ∼7 ns and no retardation voltage this corresponds to an
5Due to the nonlinear relationship between particle kinetic energy and TOF the energy resolution is
significantly energy-dependent. Applying a retardation voltage allows the modification of this relationship
so that energy resolution can be optimized in the range of interest.
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(a) Sample single shot electron Time-of-Flight trace in neon at a photon energy of 1065 eV.
(b) Zoom of the above TOF trace where the shape of the peak due to single particle hit is shown.
Figure 8.3
energy spread of ∼10 eV and ∼120 eV for electrons with kinetic energies respectively of
200 and 1000 eV.
More than one electron hit per digitizer channel (pile-up) was allowed because in
principle the statistical foundations of covariance mapping ensure that no artefacts (false
correlations) are introduced in this case.
The conversion to energy scale was done on shot-to-shot basis in order to apply a shot-
to-shot photon energy jitter correction. In a magnetic bottle the relationship between
the particle TOF t and the its kinetic energy E is
t = τ(E) =
α√
E − E0
+ t0 (8.12)
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where the parameters α,E0 and t0 are usually obtained with a calibration (obtained
either with SIMION simulations or empirically by using peaks corresponding to well-
known kinetic energies). If S(t) denotes the analog TOF signal (voltage across the MCP)
a digitizer with NC channels outputs a vector {Tj}NCj=1 by sampling S at the instants tj ,
Tj = S(tj). In the energy domain we consider a vector {Ei}NCEi=1 of equally spaced (∆E)
energy values. The corresponding energy waveform {Qi}NCEi=1 is defined so that
Qi∆E =
∫ t′i
t′′i
S(t)dt (8.13)
where t′i = τ(Ei + ∆E/2) and t
′′
i = τ(Ei −∆E/2). This definition ensures that the time
integrated signal is equal to the energy integrated signal:
∫ tmax
tmin
S(t)dt =
NC−1∑
j=1
1
2
(Tj + Tj+1)∆t =
Emax∑
i=1
Qi∆E. (8.14)
The integral in eq. 8.13 is calculated with the trapezoidal rule The procedure is schemat-
ically described in fig. 8.4 (a) and (b). A linear interpolation is used to estimate S(t′i)
and S(t′′i ). If tα is the first sampled instant after t
′′
i and tβ is the last one before t
′
i we
have
Qi =
1
2∆E
[
(S(t′′i ) + Tα)(tα − t′′i ) +
β−1∑
i=α
(Ti + Ti+1)∆t+ (Tβ + S(t
′
i))(t
′
i − tβ)
]
(8.15)
Due to the highly nonlinear relationship between t and E once ∆E is chosen (arbi-
trarily, in principle) the higher the value of Ei the narrower the temporal interval over
which the integral in eq.8.13 needs to be performed6. As a consequence ∆E must be
chosen so that the smallest corresponding interval in the time domain is not too much
below the digitizer temporal resolution ∆t. In this analysis ∆E was set to 1 eV.
Before energy conversion the median of each TOF trace was calculated and subtracted
so to eliminate the numerical offset which varies on a shot-to-shot basis. This procedure
was necessary because of the fact that the nonlinearity in eq. 8.12 transfers a constant
offset in the time domain into a non constant one in the energy domain as it is illustrated
schematically in fig.8.4 (c) and 8.4 (d).
Thanks to eq. 3.3 an estimate of the shot-to-shot photon energy could be extracted
from the undulator parameters and the shot-to-shot electron beam energy. This value
was employed to correct for the XFEL photon energy jitter. The correction consisted
simply in shifting each energy spectrum by an amount equal to the difference between
6This is equivalent to say that the energy resolution decreases with the particle energy which is a
common feature of magnetic bottles.
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Figure 8.4: (a) and (b). Schematic description of the TOF-to-energy scale conversion.
(c) and (d). Effect of a constant offset on the procedure. In panel (c) we consider a TOF
trace containing no hits and a non-zero offset. The corresponding trace in energy units
is shown in panel (d).
Figure 8.5: Histogram of the shot-to-shot pulse energy measurements (average of the two
gas detector monitors before the attenuation stage) for the neon run.
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Figure 8.6: Histogram of the photon energy for the neon run. The photon energy is given
by the square of the electron beam energy times a conversion factor that depends on the
undulator parameters. The center of the fitted gaussian curve is 1065 eV.
the current shot photon energy and the average value. This procedure had the effect of
improving the resolution for the photoelectron lines at the price of a slight broadening
of the Auger peaks as the kinetic energy of an Auger electron does not depend on the
photon energy.
Finally with the jitter-corrected energy traces the covariance map was built according
to eq. 8.6 (see next two sections). The information on the pulse energy was also available
on a shot-to-shot basis. From the histogram in fig. 8.5 it can be seen that the shape of
the pulse energy distribution was roughly gaussian and that allowed energy fluctuations
corrections (partial covariance) to be performed, according to eqs. 8.8 and 8.11.
8.6 Neon
In order to explore the capability of electron covariance mapping to separate overlapping
features in X-ray photoelectron spectroscopy a dataset was taken choosing the simplest
atomic sample, neon, and a photon energy of 1065 eV. In chapter 3 we have seen that the
resonance condition for a FEL provides an estimate of the photon energy of the amplified
radiation by combining the electron beam kinetic energy and the undulator parameters.
In figure 8.6 the histogram of the photon energy of the neon run is shown. The gaussian
fit shows that the mean photon energy was around 1065 eV. This value was used to
perform an empirical TOF-to-energy calibration using the peaks on the average TOF
trace corresponding to Neon Auger (805 eV), an average between the K-edge of O2 and
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the relative Auger (respectively at 1065-547 = 518 eV and 496 eV7, from background
gas) and the neon K-edge (1065-871 = 974 eV). This calibration was rather imprecise
but it proved to be more accurate that the one obtained from SIMION simulations, at
least for zero retardation voltage, and it did not produce any major inconsistencies in
the spectrum.
In figure 8.7a and b the average time of flight spectrum and the corresponding electron
excess kinetic energy are shown. We observed weak photoionization from neon 2s and
2p shells (peak 1) which have binding energies of 48.5 eV and 21.6 eV. The centre of the
peak appeared at 1025 eV which is reasonable if we consider that the energy resolution
in that energy range was not good enough to resolve the peaks and a small variation
of the calibration induces a significant shift at high energies due to the highly nonlinear
TOF-to-energy relationship. The broad feature centred at 800 eV and labelled as 2 in
figure 8.7b was clearly due to the Auger electrons following core ionization of neon. For a
simple PA (core Photoelectron-Auger) process Auger transitions yielding electrons with
kinetic energies of 805 eV (strongest line), 770 eV and 750 eV have been measured [16]
corresponding to [2p2], [2s2p] and [2s2] vacancies. Once again the poor energy resolution
did not allow the structure to be resolved.
For this photon energy the oxygen K-edge (1065 - 547 = 518 eV) and the correspond-
ing Auger (at around 495 eV [15]) overlap giving rise to a peak centred at 504 eV labelled
as 3 in figure 8.7a and b. Neon core ionization (peak 4) yielded electrons at 193 eV (ex-
pected at 1065 - 871 = 194 eV) for a PA process whereas in case of a P1AP2 process the
second photoelectron had a kinetic energy of 138 eV (expected at 138-140 eV [17], peak
5). The peak labelled as 6 in fig. 8.7 at 101 eV can be assigned to the P2 photoelec-
tron in a P1AVP2 process (102-105 eV [17]) where a valence ionization precedes second
core ionization. The signature of sequential triple photoelectron-Auger (P1A1P2A2P3)
is observed in the peak at 60 eV (peak 7, the third photoelectron is expected at 63 eV
[17]).
In figure 8.8a the partial covariance map calculated according to eq. 8.6 and 8.8 is
shown for the same data set. Along the autocorrelation line we can see the islands of neon
Auger, oxygen and also some molecular nitrogen. This is not surprising as in the kinetic
energy spectrum the neon Auger peak exhibits a weak shoulder at ∼660 eV (which is
compatible with the N2 K-edge, 1065-410=655 eV) and a pair of peaks at ∼ 360 eV and
∼ 340 eV can be seen (N2 Auger, [2]).
The map presents three areas which show interesting correlations: the one at the en-
ergy range of Ne photoelectrons (0-250 eV), the one in correspondence with the photoelectron-
Auger electrons (700-900 eV) and the photoelectron-valence region (above 900 eV).
The 0-250 eV energy range is expanded in fig. 8.8c (no photon-jitter correction
7Approximate estimate of the center of the peak from [15].
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Figure 8.7: Electron (a) Time-of-Flight spectrum and (b) kinetic energy spectrum of
Neon ionized with a photon energy of 1065 eV (average on ∼60000 XFEL shots) and no
retardation voltage. The peak identification is as follows: (1) (centered around 1025 eV)
ionization from 2s and 2p (small inaccuracies in the calibration have a big impact on
the high energy range due to the nonlinear TOF-to-energy relation so it is not surprising
that with the empirical calibration used here the valence electron appears at a slightly
lower energy than expected); (2) broad structure due to electron Auger (centered at 800
eV); (3) core-ionization of molecular oxygen and relative Auger (the feature is centered
at 504 eV); (4) photoelectrons from neon (193 eV); (5) P2 from P1AP2 process (138 eV);
(6) P2 from P1AVP2 or P2(sat) from P1AP2(sat) (101 eV); (7) P3 from P1AP2AP3 (60
eV).
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(b) Photoelectron-Auger correlations: (1) ordi-
nary PA, (2) P2A from P1AP2, (3) P2A from
P1AVP2, (4) P3A from P1A1P2A2P3
  
(c) Phototoelectron-Photoelectron correlations
with no photon jitter correction.
  
1
2
3
6
4
5
P1P2P3
(d) Phototoelectron-Photoelectron correlations
(photon-jitter corrected): (1) P1P2 from P1AP2,
(2) P1P2 from P1AVP2, (3) P1P3 from
P1A1P2A2P3, (4) P2P3 from P1A1P2A2P3, (5)
sequential single photon PV, (6) P2 with either
P1 or V from P1VAP2.
Figure 8.8
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applied) and 8.8d (photon-jitter corrected). The most striking feature is the diagonal
island labelled as (5) which is due to the simultaneous ejection of a K-shell electron
and a valence electron upon absorption of a single photon. Since the two electrons are
correlated (single photon double ionization) energy conservation needs to be satisfied
and therefore the sum of the kinetic energies KP and KV has to be constant. In fact
the equation of the line is KP + KV ' 142 eV which is the kinetic energy that the
photoelectron (P2) would have if it was the only ejected particles (KV = 0). This value
is in agreement with the limit of the 2p−np shake-up series found8 by Martensson et al.
[20].
Core-ionized electrons (vertical line labelled as P1 at 193 eV in fig. 8.8d) show
positive correlation with P2 electrons (from P1AP2, 138 eV, island (1)), P3 electrons
(from P1AP2AP3, 60 eV, island (3)) but also with electrons at kinetic energies of 100 eV
(island (2)). Earlier we mentioned that this energy is compatible with the kinetic energy
of P2 from P1AVP2 process.
Electrons at 138 eV (P2 vertical line) correlate with P3 from P1AP2AP3 (island (4))
but there is also a weak feature at 100 eV. This is compatible with the kinetic energy of
the P2 electron in a P1VAP2 where the first photon ejects two electrons (island(5)) and
the second photon performs a second core ionization. In principle this electron should
correlate with electrons with energies in the entire 0-142 eV energy range but here we
observe the correlation only with the extremes of the range since the energy distribution
for single photon double ionization favours asymmetry in the energy distribution [20].
If we compare the photon energy jitter corrected and the raw map we see how photon
jitter squeezes the islands along the diagonal as the kinetic energies of both the electrons
is shifted in the same direction of the photon energy shift. The effect can be seen in
all the photoelectron-photoelectron islands on the map and helps to distinguish between
different types of correlations. For photoelectron-Auger islands the stretching happens
only along one axis as the Auger energy is not affected by the photon energy.
The multiple islands in fig. 8.8b reveal that the broad Auger peak is the sum of the
contribution from different processes. The simplest process is the ordinary P1A1 which
gives rise to the strongest island (1). Auger electrons with the same energy are also
detected in ’coincidence’ with P2 electrons from P1A1P2 (2). In P1AVP2 a correlation
is expected between P2 and A and this is observed in (3). Finally the P3A pair from
P1AP2AP3 is responsible for the island labelled as (4).
8Martesson et al. recorded the photoelectron spectrum of neon following the absorption of 1487 eV
photons. On top of the main peak due to ordinary ionization from the K-shell they observed two series
of peaks at lower kinetic energies, the 2p − np series and the 2s − ns series, corresponding to shake-up
processes in which core-ionization and excitation of a 2p or a 2s electron to np or ns orbitals happen
simultaneously. The limit of these series correspond to the shake-off energy, which is the kinetic energy
that the K-shell photoelectron would have if the valence electron was just ionized with no kinetic energy.
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Figure 8.9: Photoelectron-valence correlations: (1) two-photon VP, (2) P2V from
P1AVP2, (3) P2V from P1AP2V, (4) P1V from P1AP2V, (5) P1V from P1AP2V.
Double core hole creation in neon has been clearly observed by Young et al. at LCLS
with the same photon energy [6] and with a nominal pulse duration of 80 fs (which was
then estimated to be between 20 and 40 fs) and with pulse energies between 0.3 and
1.3 mJ. For the run analysed in this section we employed the 40 pC bunch charge mode
in principle capable of producing sub-10 fs long pulses and pulse energies of 0.3 mJ. We
would expect that our conditions were more favourable to create DCH states so it is quite
surprising that no sign of them has been found in the covariance map. The double-core
ionization potential in Neon is 1863 eV [16] and that would result in a photoelectron
with a kinetic energy of 1065-(1863-871)=73 eV. This energy is not too far from the
one of the P3 from the P1AP2AP3 process which has been deemed responsible for the
islands labelled as (4) in fig. 8.8d and 8.8b. The correlation with the Auger in this case
is capable of resolving the ambiguity: the Auger electron resulting from the relaxation of
a DCH is expected to have a kinetic energy of 870.5 eV ([16]) whereas here is detected at
the same energy as the ordinary Auger in a PA process. This seems to suggests that our
initial interpretation is correct and therefore in our experimental conditions there was no
significant production of DCH states in neon.
The reason why DCH in Ne was observed with longer pulses might be due to the
stochastic nature of the SASE process. We have seen in chapter 3 that the temporal
profile of a SASE-FEL pulse is a sequence of uncorrelated 1-2 fs long spikes. Reducing
the pulse duration (keeping the same pulse energy) does not only result in an increase
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Figure 8.10: Time-of-Flight and Energy spectrum of acetylene (C2H2) with ~ω =490 eV
and retardation voltage of 100 V: (1) valence and inner valence electrons (unresolved
due to poor resolution), (2) ionization from He+, (4) Auger electrons from carbon, (3)
Auger electrons from nitrogen (background), (5) core electrons from carbon (K-shell),
(6) second core electron in SSDCH process.
in the intensity but also in the reduction of the average number of spikes per pulse. The
probability that within each pulse there is a very intense spike which might create DCH
states is also reduced. It follows that for a longer pulse it might be surprisingly more
likely to create DCH states than for ultrashort pulses.
Correlations between valence electrons and core electrons can be seen in the map in
fig. 8.9. Sequential valence-core ionization gives rise to (1) where the core electron has
a kinetic energy of 170 eV. The VP2 and VP1 pairs of the P1AVP2 process are assigned
to (3) and (4): valence electrons are less energetic as they are stripped from the atom
with two vacancies in the valence. Finally a similar process is responsible for (2) and
(5): they are respectively the VP2 and VP1 pairs of a P1AP2V process and the kinetic
energy is even lower due to the further core vacancy.
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8.7 Acetylene
The photon energy for the experiment with acetylene (C2H2,mixed with 50% of helium)
was set to 498 eV which is below the K-shell ionization energy of oxygen (547 eV), hence
the signal due to background in the chamber was reduced. A retardation voltage of 100
V was applied to increase the energy resolution in the energy range of interest (100 to 250
eV). For this retardation voltage the TOF-to-energy calibration obtained with SIMION
simulations of the magnetic bottle spectrometers was found to be accurate. The spectra
in figure 8.10 show peaks due to core ionization of carbon in the acetylene molecule ((5),
IP = 291.14 eV [12], kin. en. = 498 - 291 = 207 eV) and subsequent Auger decay ((4),
∼ 240-250 eV [21]) but also ionization from outer and inner valence shells (1) and from
He+ (2) (I.P. = 52 eV). The background gas is responsible for the broad peak due to
N2 Auger ((3), two barely resolved peaks at ∼340 eV and ∼360 eV in good agreement
with [2]) but the corresponding photoelectron peak is absent because of the retardation
voltage (the IP of N2 1s is 409.9 eV giving birth to photoelectrons with a kinetic energy
of 88 eV). The most interesting feature in the spectra is the one labelled as (6) at a
kinetic energy of 136 eV. This peak has been assigned to the SSDCH as it is compatible
with the kinetic energy of 138 eV that the second electron would have according to the
calculated value of the DIP in acetylene (DIP = 651 eV [12], kin. en. = 498 - (651 - 291)
= 138 eV).
In the partial covariance map (fig. 8.11a) the strongest off-diagonal correlation is
between the 1s photoelectron and the Auger electron from the standard PA process. As
expected the single core hole creation has the biggest cross section. If we expand the
map in the 0-250 eV range and reduce the colour scale by a factor of 5 (see fig 8.11c)
along the photoelectron line (P1, 206 eV) a long island appear at energies in the range
150-206 eV. The resolution at these energies and for this retardation voltage is poor
hence no structure can be resolved. The energy range is however compatible with the
energy range of the P2 photoelectron in a sequential P1A1P2 process calculated with
CASSCF/CASCI (from Osama Takashi, unpublished). This assignment is confirmed by
the fact that a similar broad structure appear at the Auger energy range (A, 240-250
eV): if the correlation between the P1 and P2 process is observed then the island due to
the pair P2A1 must also be present.
The feature on the P1 line centred at 136 eV and labelled as P1P2 is due to the
correlation of the two photoelectrons in a SSDCH process. The P2 electron at 136 eV
correlates also with the Auger A1 (P2A1, 240-250 eV). In the P1P2A2A19 process the
first Auger (A2) sees two vacancies in the core so it is ejected with a higher kinetic energy
9Here we have chosen to label the first Auger electron with A2 as the second one is expected at a
similar energy to the Auger in an ordinary P1A1 process.
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(c) Same as in (a) but expanded on the 100-300 eV range and with a reduced colour scale to show
P1P2 and P2A1 correlations from P1P2A2A1 and P1P2 and P2A1 correlation from P1A1P2. The
position of the P1A2, P2A2 and A1A2 from P1P2A2A1 is also indicated for comparison.
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Figure 8.12: Spectrum obtained by integrating the covariance map in fig. 8.11c along
the x axis between 203 and 209 eV to reveal the correlations with P1 electrons.
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Figure 8.13: Covariance map of acetylene (~ω = 498 eV) obtained with a retardation
voltage of 150 V to increase the resolution in the 160-200 eV range. The P1P2 and P2A1
features from P1AP2 are well separated respectively from the P1 autocorrelation and the
P1A correlation.
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Figure 8.14: Energy spectrum of acetylene (~ω = 498 eV) with retardation voltage of
150 V. The P2 peak as well as the P1(sat) peak are well resolved (see text).
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Figure 8.15: Spectrum obtained from the map in fig. 8.13 by integrating in one dimension
between 203 and 209 eV to highlight correlations with P1 electrons.
than an ordinary Auger from PA process. Conversely the second Auger electron comes
from an ion with only one hole in the core and two holes in the valence so we can expect
the shift respect to a normal Auger to be smaller. It is in fact detected at a slightly lower
energy, centered at around 240 eV (P2A1).
The creation of SSDCH involves two photoelectrons (P1 at 206 eV, P2 at 138 eV)
and two Auger electrons (A2 at ∼300, A1 at ∼ 240-250 eV) so we expect to observe a
total of 6 islands. The pairs P1P2 and P2A1 can be seen in 8.11c. P1A1 overlaps with
the single core hole PA so it is buried under the strongest off-diagonal feature. If the
colour scale is changed in figure 8.11a to highlight subtler features (fig. 8.11b) the three
remaining islands, P1A2,P2A1 and A1A2, appear in correspondence with electrons with
kinetic energy around 300 eV (on the horizontal axis) and P1,P2 and A1 respectively.
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It is surprising that islands coming from pairs of correlated electrons in the same
process present such a variety of intensities. In order to highlight the three missing
islands the colour scale in fig. 8.11b had to be reduced by a factor of 10 with respect
to the one in fig. 8.11c. In principle in a P1P2A2A1 process detecting the P1P2 pair
should happen with the same probability of detecting, for example, a P1 and a A2
electron. The covariance map seems to suggest that this is not the case. A possible
explanation is provided by an energy dependent detection efficiency. Particles with higher
kinetic energies are detected less efficiently than the lower energy ones and this is directly
reflected in the covariance map. However the variation is so big (up to a factor a 5) that
it cannot be explained only by this effect. Further analysis devoted to finding possible
distortions of the single shot TOF waveform that might introduce artefacts is currently
in progress. At present this is still an open question.
The primary objective of the experiment was to apply the covariance mapping tech-
nique with the specific aim of observing evidence of two-site DCH creation. If SSDCH is
created then also TSDCH has to be present on the map as in principle the cross-sections
are similar. In the case of acetylene the P1P2 TSDCH island is expected to be very close
to the autocorrelation line in correspondence of the P1 peak. According to Tashiro et
al. [12] the DIP for a TSDCH in acetylene is 596 eV which would imply that the second
photoelectron would have a kinetic energy of 498-(596-291) = 193 eV. From the maps
we can see that in general the autocorrelation line is not restricted to the diagonal but
it stretches over a much bigger off-diagonal area. This is possibly due to the fact that
the single electron pulse in the TOF waveform extends to several digitizer channels and
this effect is even worse when more than one electron at the same energy is detected in
the same waveform (pile-ups). Two channels which are less than the single pulse width
away from each other will be correlated because each electron hit in that energy range
will produce signal in both. In figure 8.12 the integrated map with respect to horizontal
axis in the 205-209 eV range is plotted versus energy showing the electrons correlated to
the P1 peak. We can clearly see that the position of the TSDCH is well within the tail
of the P1 peak itself (autocorrelation line) whereas the SSDCH is safely far from it so
that it is not affected.
If the retardation voltage is increased the energy resolution improves and the structure
due to P2 from P1AP2 can be resolved with respect to the main photoelectron line. In
fact in the energy spectrum shown in figure 8.14 which is obtained from another run of
acetylene at 498 eV at a retardation voltage of 150 V, a peak centred at 184 eV appears.
Another peak centred at 192 eV which could in principle be assigned to TSDCH is also
present but unfortunately this energy is also compatible with a satellite of the main
photoelectron line (P1(sat)). The covariance map (fig. 8.13) reveals that there is not a
clear feature at 192 eV in coincidence with the P1 electron. The peak at 192 eV gives
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rise only to a feature on the autocorrelation line showing that it is correlated to itself
and to the Auger electrons, confirming that the correct assignment is P1(sat)A. If we
look at the spectrum obtained by integrating the map in one dimension between 205 and
209 eV (see fig. 8.15) and therefore in coincidence with the P1 electron there is only a
weak shoulder at the expected TSDCH energy (labelled as TSDCH on the map). The
conclusion is that there is no clear evidence of TSDCH.
8.8 Conclusions
The experimental results presented in this chapter have demonstrated that to a certain
extent electron covariance mapping can be applied to gas-phase experiments at X-ray
FEL facilities. Although at a much lower repetition rate than a synchrotron radiation
source the high photon flux of LCLS combined with the statistical properties of the tech-
nique have fulfilled the task of unravelling multielectron processes which would otherwise
be overlapped in a standard photoelectron or Auger spectrum. The most remarkable
evidence is the island in the map of neon due to single photon core-valence ionization:
here the map reveals that the two particles are ejected simultaneously and also that their
momenta are correlated.
Regarding the creation of double core holes there was no evidence of SSDCH in Neon.
This is rather surprising as it has been observed by Young et al. [6] at LCLS with the
same photon energy. The main difference between this experimental campaign and the
one in ref. [6] is the choice of the electron bunch operation mode. They employed a higher
charge electron bunch which resulted in pulse duration that they estimated being on the
order of 20-40 fs. The 40 pC electron bunch selected in this experiment was expected
to yield ≤5 fs long pulses. It is then plausible that the irregular temporal structure of
the pulse is such that reducing the bunch charge ensures a shorter pulse duration, but
the simultaneous loss of high intensity spikes results in the disappearance of intensity
sensitive features such as DCH.
It might be argued that because of the debatable TOF-to-energy calibration for the
neon run the feature assigned to PAPAP is actually DCH. This is in sharp contrast with
the observation of Young et al. who measured a shift in the Auger electron following the
DCH decay with respect to the ordinary PA. No evidence of this shift has been found
here.
Surprisingly evidence of single site double core hole has been observed in acetylene.
In this case, however, a different kind of question arises from the map. Why do the six
islands corresponding to pairs of particles with the same detection probability present
such a different range of intensities? If we exclude that there is strong energy dependence
of the detection efficiency a possible explanation could be that there is a distortion in the
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single shot waveforms which is then transferred to the map. It is important to note that
covariance mapping does not allow any form of manipulation on the input waveforms as
this might result in artefacts. For example a simple peak finding routine which would
have greatly improved the energy resolution could not be employed as this assumes that
there is only one hit per digitizer channel. Conversely the count rate was chosen so
that more than one electron hit per channel was allowed as covariance, as opposed to
coincidence, can cope with it.
Ideally a deconvolution of each waveform with the detector response function would be
the best way to reduce the width of the single particle peak whilst keeping the information
of the height and shape of each peak. This route is currently under investigation but it is
not a simple task as extracting the response function from the experimental waveforms
has been found to be quite challenging. Moreover performing a deconvolution with an
experimental response function has the added disadvantage of increasing noise as it would
be transferred from the response function to the final trace.
In view of future experiments employing the current magnetic bottle spectrometer
the most obvious technical improvement would be to install a detector with a faster
temporal response. Several companies are capable of fabricating microchannel plate
stacks provided with metallic anodes offering a temporal resolution of less than 1 ns (in
comparison with the 8 ns of the detector used in this experiment). Thanks to the highly
nonlinear energy-to-time relationship the advantage in terms of energy resolution would
be significant, especially for electron energies on the order of few hundreds eV which are
critical to disentangle the different Auger processes.
A careful selection of the retardation voltage would also result in an increase in
the energy resolution. In order to highlight very elusive processes such as double core
hole creation a retardation voltage very close to the energy of the the corresponding
photoelectron might be necessary so that the feature on the map could be well separated
by the neighbouring main photoelectron island.
A smaller choice of samples (5 samples were investigated during this beam time
including some more complex molecules such as formamide and pyrimidine) and longer
acquisitions are also advisable in view of the very limited time available. This will
generally improve the quality of ordinary covariance maps and will pave the way to 3-
fold and 4-fold covariance which are the ideal tools to study processes such as double
core hole creation where up to 4 electrons are involved.
Looking even further ahead, the new generation Free Electron Lasers will definitely
benefit from the technique demonstrated in this chapter. When the proposed seeding
schemes will be fully implemented[22][23] these facilities will provide ultrashort almost
transform-limited pulses with negligible photon energy jitter and narrower bandwidths
than the current SASE-FELs. This will dramatically improve the quality of the covari-
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ance maps as there will not be any broadening of the Auger lines due to photon energy
jitter corrections and the main photoelectron lines will be narrower. Moreover the shorter
pulse duration and the smoother temporal profile will favourably affect the ratio between
PPAA and PAPA processes so that the technique could be exported easily to observe
double core hole creation in more complex systems.
In conclusion, in the analysis done so far the validity of electron covariance mapping
with XFEL science has been demonstrated. The sensitivity of the technique to any
manipulation of the TOF waveforms results in an additional complexity in the data
analysis process and is the subject of ongoing work.
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Chapter 9
Time-resolved X-ray Induced
Fragmentation Dynamics in O2
9.1 Introduction
The experiment described in this chapter was the first experiment in which the technique
introduced by Emma et al. [1] (see chapter 3) to generate two few fs short pulses at
variable delay at LCLS was put into practice. It was therefore the first X-ray-pump X-
ray-probe experiment in which the temporal resolution (as short as 5 fs) allowed ultrafast
molecular dynamics to be investigated. The general advantage of X-ray-pump X-ray-
probe over optical-pump X-ray-probe (see chapter 7) or all-optical schemes is the ability
to create a localized perturbation of the system. Core ionization or core excitation of
a molecular system produces a vacancy which is deep enough that can be considered
localized on a single atom. The second X-ray photon can probe the dynamics triggered
by the excitation/ionization in principle with the same degree of localization. Moreover
since the two pulses come from the same electron bunch the problem of the jitter between
FEL pulses and optical lasers is naturally solved.
In this experiment the photon energy of the LCLS was tuned to be resonant with
a core excitation in O2. An electron in the 1σu molecular orbital can be promoted to
the 1pi∗g orbital upon absorption of a soft X-ray photon at 531 eV [2] which corresponds
to a transition from the ground state 3Σ−g to the excited state 3Πu (see fig 9.1). This
transition has been widely studied in recent years as it provides a clear example of the
so-called lifetime vibrational interference1.
If a second X-ray pulse with the same photon energy arrives before Auger decay has
1Lifetime vibrational interference affects typically the Auger electrons resulting from the relaxation
of core-excited states. These states have very short lifetimes so the natural linewidth is comparable to
the spacing of the vibrational levels. It follows that the Auger spectra exhibit lines whose shapes are
influenced by the vibrational structure of the intermediate state before relaxation[3].
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happened (the Auger decay lifetime is ∼4.2 fs [4] for O2) no more core excitations can
occur as the photon energy is not sufficient to create a double core excitation (bleaching
of the transition). Conversely if the time delay is such that Auger relaxation has occurred
core excitation can be induced on the cation2. By this time, however, molecular disso-
ciation has started. The potential energy curves (PEC) of the cation are different from
the ones of the neutral so in principle a photon energy of 531 eV is expected not to be
able to promote a core electron in the pi∗ orbital due to the shift in the molecular levels.
However as the dissociation continues new levels, possibly with different symmetries, are
expected to be brought into resonance at particular internuclear distances. The aim of
the experiment was to measure the time-resolved ion yield and momentum angular dis-
tribution on a time scale compatible to the molecular dissociation as these were expected
to carry signature of the ongoing dynamics.
The very high number of photons per pulse which is a unique feature of the LCLS
had the effect that the actual experimental conditions were rather different from the
ideal experiment described above. The production of highly charged fragments such as
O2+ and O3+ with kinetic energies compatible with O3+ → O+ + O2+ and O4+ → O+
+ O3+ (which will be referred to as (1,2) dissociation and (1,3) dissociation channels
in the following) was observed already for a single pulse. In order to produce triply
charged and quadruply charged cations (which would then give the observed fragments
with the measured kinetic energy) at least two photons need to be involved. Multiphoton
absorption within a single pulse is not surprising as the pulse duration of a each pulse
(4-5 fs) is compatible with the Auger lifetime, so by the end of the pulse a significant
part of the core-excited molecule has already undergone Auger decay.
It is also likely that the high photon flux saturated the core excitation which has a
cross-section of few Mb3. Moreover some preliminary calculations of the cation potential
energy surfaces revealed that if certain excited states are populated by the Auger decay
O2
+ also can undergo core excitation (see fig. 9.1) so a second absorption immediately
after Auger decay is possible. Yet sequential two-photon absorption is unable to explain
the yield of O2
4+ (leading to O+ + O3+) unless we assume that each core excitation
is followed by double Auger decay. On this matter, although there has not been any
detailed work addressing double Auger yield in pi∗ core-excited O2, double Auger decay
has been studied for core-to-valence excitation [6]. Moreover in the case of a similar
system like CO it has been measured that at a photon energy of 534 eV (promotion of
2This statement is based on the preliminary results of some calculations performed by D. Haxton from
L. Berkeley Nat. Labs, of the core-excited states of the O2
+
3According to the X-ray absorption study of molecules containing oxygen in ref. [5] the cross section
for oxygen core-excitation in CO is twice as much as the core-ionization cross section. For atomic oxygen
the cross section is 0.5 Mb at the K-shell. For O2 we multiply by a factor of two since there are two centers
and by another factor of two due to excitation-ionization ratio. This provides a final (very approximate)
estimate of 2 Mb.
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core-excited state (π*)
core-excited state (σ*)
Auger decay
core-excited states
of the cation 
(preliminary calculations by
D. Haxton from LBNL)
states of the cation
populated by Auger
relaxation
double core-excited states
of the neutral
531 eV
Figure 9.1: Energy levels of O2 and O2
+. The position of the 3Πu of the neutral as well
as the position of the states of the cation were obtained from the potential energy curves
at the equilibrium distance of the 3Σ−g state. This is obviously inaccurate but it serves
the purpose of showing that it is possible to induce core-excitation immediately after the
Auger decay also in O2
+.
an electron from the O1s to the pi∗ orbital) 20% of the absorption events lead to double
Auger decay [7],[8].
The interpretation of the measurements, even for the single pulse case, turned out
to be rather challenging. An accurate calculation of the potential energy surfaces for
O2, O2
+ and O2
2+ is required. It is also important to investigate the states left behind
by the Auger decay which is known to populate several excited states of the molecule
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Figure 9.2: Sample VMI images (all positive fragments) recorded by scanning the photon
energy to find the pi∗ resonance. The image in (a) corresponds to the fragmentation
following core-excitation to the pi∗ (perpendicular transition) whereas the image in (b) is
relative to core-excitation in the near (10 eV higher) σ∗ orbital (parallel transition).
(similarly to the core-ionization of 1,3-cyclohexadiene in chapter 7). Efforts have been
made to perform these calculations but at the time of writing this major task has not
been completed. This chapter will be therefore devoted mainly to illustrate the experi-
mental facts and propose some preliminary interpretations in anticipation of a final full
interpretation.
The chapter will be organized as follows. First we will describe the setup and provide
the details of the experimental procedure. A section will be dedicated to image processing
and Abel inversion. We will then present the results of the single pulse experiment
and, in a subsequent section, the results of the pump-probe experiment. A summary
of the interpretation of the data proposed so far and the direction in which the data
analysis/calculations will proceed will conclude the chapter.
9.2 Experimental Procedure
The experiment was done at the AMO endstation at LCLS which was described in chapter
4. We studied the momentum distribution of the positive fragments resulting from the
dissociation of O2, in particular O
2+ and O3+, employing the AMO VMI spectrometer.
We also recorded electron Time-of-Flight spectra (in particular Auger spectra) with all
of the 5 eTOF available in order to investigate the angular dependence of Auger electron
emission. The analysis of the electron data is still at a very preliminary stage so it will
not be included in this chapter.
By means of a pulsed gasjet operating at 120 Hz the sample was delivered at the
focus ( 1 µm diameter) of the X-ray beam in the AMO chamber. The pulse energy was
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normally in the 100-200 µJ range (distributed in one or two consecutive pulses) but we
also took advantage of a non optimal operation of the FEL to record the momentum
distributions of positive fragments at lower pulse energies (5-100 µJ).
The first step was to scan the photon energy in order to find the setting corresponding
to 1pi∗g resonance as the estimate of the photon energy obtained by the shot-to-shot
electron beam energy is not always reliable as it depends on the particular operating
conditions of the undulator. This step was done by looking with the VMI spectrometer at
the symmetry of the momentum distribution of the positive fragments resulting from the
dissociation induced by interaction with the X-rays. In fig. 9.2 two images corresponding
to two settings of the X-ray electron beam energy (which ultimately determines the
photon energy) are shown. In the images a clear change of symmetry can be seen as a
consequence of the selection rules. The 1Σ−g →1 Πu transition is forbidden for molecules
whose internuclear axis is oriented along the laser polarization (perpendicular transition)
therefore on resonance the distribution of the fragments is expected to be peaked at 90
degrees with respect to the laser polarization. On the other hand if the photon energy
is shifted up toward the oxygen K-edge (545 eV) the dissociation happens via core-
excitation corresponding to the promotion of a core electron to the 3σ∗ molecular orbital
(at 539.5 eV [9]). This is a parallel transition so it selects molecules oriented along the
X-rays polarization. A change in the angular distribution of the fragments occurs as is
shown in the figure.
We then measured the momentum angular distribution of positively charged frag-
ments and the electron Auger spectra for 5 different settings of the emittance spoiler
(three of which are schematically shown in 9.3, see also chapter 3). Employing a foil with
two slots we obtained a single 4-5 fs long pulse by moving it in the transverse direction
so that one of the two slots intercepted the beam in the center of the electron bunch.
The other slot was interacting with the tail end of the electron bunch for which the emit-
tance was such that there was no lasing also without emittance spoiling. By realigning
the slot so that its axis was centred on the electron bunch a sequence of two identical
pulses was produced with a delay given by the separation between the slots. The delays
we investigated were 9, 13 and 17 fs. We also recorded VMI images and Auger spectra
employing a single pulse whose pulse duration was approximately twice the duration of
each pulse in the two pulse configuration (single ‘fat’ pulse). This was achieved by means
of a second foil whose slot was shaped like in fig. 9.3 (central panel).
For all the spoiler settings we recorded VMI images of O2+ and O3+ by applying a
time gate to the detector. The singly charged fragment distribution was recorded only for
the single ‘thin’ pulse configuration. This was due to the fact that during the experiment
a very strong O+ signal was observed which seemed to saturate the detector and distort
the distribution (and it also prevented the use of any peak finding routine, see next
9.3. VMI Image processing 165
  
Figure 9.3: Schematic representation of three different emittance spoiler settings which
were employed to generate a single 4-5 fs short pulse (left panel, referred in the text as
‘thin’ pulse), a single pulse with a pulse duration of ∼10 fs (central panel, referred in the
text as ‘fat’ pulse) and two 4-5 fs pulses separated with a delay of 13 fs (right panel). In
order to ensure that the pulse duration of the single ‘thin’ pulse was identical to each of
the two pulses for the double pulse configuration the foil was shifted horizontally so to
intercept the electron bunch center with the left slot. Little or no radiation was expected
to be produced by the tail of the electron bunch intercepting the right slot as for these
electrons the natural high emittance prevents them from lasing.
section). A possible solution would have been to attenuate the X-rays but that would
have resulted in a poorer signal for higher charge fragments (it is always preferable to
keep the same experimental conditions over different runs). The other option was to
reduce the sample density by moving the gasjet away from the interaction region but
this turned out to be not feasible because moving the position of the gasjet was found to
be a non-reversible operation. Despite these difficulties a set of VMI image of O+ was
taken but only for the single ‘thin’ pulse configuration and with a lower gas density with
respect to the other runs so a quantitative comparison was not possible. No significant
distribution was observed for molecular fragments such as O2
+ or O2
2+ because they had
no significant kinetic energy release.
9.3 VMI Image processing
A typical ion VMI image which is the accumulation of 55000 XFEL shots is shown in
fig. 9.4a. Because a time gate was applied to the detector low kinetic energy fragments
were not present in the O2+ and O3+ images but they were still hitting the detector. As
mentioned earlier this signal was quite strong so it had the effect of transiently saturating
the central part of the detector (in particular the phosphor screen) so that when slower
fragments arrived they were not detected as efficiently as the ones on the outer part of
the MCP. Attempts based on peak finding algorithms were made to compensate at least
partially for this effect. For this experiment we employed a slightly more refined routine
than the one used in chapter 6 and which was based on fast convolution with a gaussian
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(a) Sample ion VMI image (gated on
O2+) obtained as a sum of raw single-
shot camera images over 55000 shots
(b) Collection of all the ion hits
recorded in the single-shot frames for
the same run as in (a).
Figure 9.4
profile to simplify the local maxima finding routine. The result of this procedure applied
to the sample image is shown in fig. 9.4b.
A single shot image zoomed on an area containing a few clear particle hits is displayed
in fig. 9.5a. The first step consisted in applying a median filter so as to eliminate very
intense (saturated) or very dark isolated pixels (the so-called ‘salt and pepper’ noise).
Each pixel value was replaced by the median of the 8 closest pixels plus the pixel itself.
Since only 9 elements were involved for each pixel the median was simply evaluated by
sorting the 9 values in increasing order and then picking the central one (see fig. 9.5b).
The second step consisted of applying a preliminary threshold. Pixels below the
threshold value were set to zero. Since background illumination varied from shot to shot
the threshold was shot-dependent and it was calculated as the minimum between the
maximum pixel for each column and the maximum pixel for each row multiplied by a
factor which was set4 to 0.75. The result of this procedure is shown in fig. 9.5c.
The image Iij was then convoluted with a gaussian. We first built a 1024x1024 matrix
gij given by
gij =
1
2piσ2
exp
(
−(i− 512)
2 + (j − 512)2
2σ2
)
(9.1)
The convoluted image I˜ij was obtained by applying FFT2D and IFFT2D functions from
the fftw C++ library as follows:
I˜ij = IFFT2D (FFT2D(Iij). ∗ FFT2D(gij)) (9.2)
4It was observed that this value was a reasonable compromise between including false hits due to
background noise and excluding real ones
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Figure 9.5: (a) Sample single-shot frame zoomed on a 300x300 pixel area. (b) Output of
median filtering. (c) After applying first threshold. (d) Result of convolution with a 2D
gaussian with σ = 2 pixels. (e) After applying second threshold. (f) Same as in (a) but
with white circles indicating the hits that have been extracted by the hit-finding routine.
This image shows that some background hits were counted as real in the procedure (e.g.
the small one of the pair in the upper right portion of the image) as the value of the
second threshold was slightly lower than optimum in order to keep as many true hits in
the low sensitivity region as possible (see text).
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where the .∗ indicates the pixel-wise multiplication and σ = 2 pixels. The result of this
operation (shown in fig. 9.5d) was an image in which every ion hit had a smooth gaussian
spatial profile.
A second threshold was applied with the same procedure described above in order
to remove residual background hits5 (see fig. 9.5e). These were not removed completely
because the threshold was set at a slightly higher value than optimum. In this way very
weak hits in the region of low sensitivity could be detected with no significant distortion
to the average spatial distribution as the distribution of background hits was expected to
be spatially uniform. In order to find the position of the peaks it was sufficient to parse
the image and compare each pixel signal with the four nearest neighbours.
A comparison of fig. 9.4b and 9.4a shows that the peak finding algorithm generally
improved the quality of the image but an artificial decrease of the number of counts was
still present around the center despite the slightly low value of the second threshold. As
a consequence in the analysis of the fragment kinetic energy spectra the part at very low
kinetic energy was neglected.
The resolution had to be reduced by a factor of 4 since the implementation of the
PBASEX algorithm that was used to invert the images accepted 256x256 pixels inputs.
Even after rebinning the resulting images resulted were rather grainy6, partly because
of a metallic grid that was placed in front of the detector. In order to prevent strong
oscillations in the retrieved spectrum the radial width (σ) of the basis functions was set
to 3.4 pixels and the number of functions was chosen so that the distance between two
(radially) consecutive functions was 6 pixels. This setting was the result of a detailed
study in which the width of the gaussians and their distance was changed. The final
setting was chosen as the one with the smallest width of the gaussians for which the
anomalous oscillations in the energy spectra of the fragments disappeared.
Another detailed investigation was performed in order to determine the maximum
order of Legendre polynomials that had to be included in the polar basis set. In figure 9.6
the relative difference between a sample raw image and the image obtained by projecting
the inverted image back on the detector is shown. The different panels correspond to
increasing maximum order of Legendre polynomials included. We can see that including
the polynomial of order 4 slightly improves the distribution (relative difference becomes
smoother, the discrepancy left is due to noise) whereas no appreciable improvement was
obtained by adding also higher order polynomials. The β4 contribution could either be
attributed to a distortion in the electrostatic field or it could indicate a possible saturation
of the core-excitation along the perpendicular direction. In any case the effect is rather
5This time the multiplicative factor was set to 1
6Due a limited availability of beam time each ion image was the result of the accumulation over a
relatively small number of shots (up to 1.5 x 105 for a 20 minutes long run).
9.4. Fragmentation Induced by a Single X-ray Pulse 169
  
Sample Image Order 0-2 Order 0-4
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Figure 9.6: Comparison of the performance of the PBASEX inversion algorithm with
different values of the maximum order of Legendre polynomials. Each image Iij was
obtained as Iij = (Pij −Rij)/Rij where Rij was the raw image and Pij was the result of
the projection back on the detector plane of the inverted image.
small (around 0.1) so at the current state of the analysis it can be neglected.
9.4 Fragmentation Induced by a Single X-ray Pulse
In this section we focus our attention to the angularly resolved momentum distribution
of positive fragments produced by the interaction with a single ultrashort (4-5 fs) X-
ray pulse resonant with the 1Σ−g →1 Πu transition. This is a necessary step before the
analysis of the pump-probe data as already for a single pulse interaction there is clear
evidence of the absorption of more than one photon.
In figure 9.7 three sample raw7 VMI images are shown respectively for O+, O2+
and O3+. These were obtained by selecting only shots for which the pulse energy was
between 100 and 200 µJ. For all the fragments the distributions were mainly peaked
along the FEL propagation direction, compatibly with the perpendicular character of
the transition. The ratio between the total number of counts for O2+ and O3+ was
7By raw images here we refer to the outputs of the peak finding routine.
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Figure 9.7: Sample raw VMI images of singly, doubly and triply charged atomic fragments
produced by the interaction of molecular oxygen with a 4-5 fs pulse at 531 eV and with
a pulse energy in the 100-200 µJ range.
Figure 9.8: Fragment kinetic energy spectra of singly, doubly and triply charged atomic
fragments extracted from the images in fig. 9.7. For an easier comparison the O3+ and
O+ spectra have been multiplied by a factor of 20 and 0.5 respectively.
approximately 20. As mentioned earlier it was not possible to obtain the relative yield
of singly charged fragments with respect to the doubly charged ones due to different
experimental conditions.
The fragment kinetic energy spectra for the three fragments (pulse energy between
100 and 200 µJ) are shown in figure 9.8. With reference to the O+ spectrum there is a
very low energy channel which is probably due to O2
2+ (which has a metastable ground
state, see refs. [10] [11]) as it has the same mass/charge ratio of O+ so it is expected
to appear in the images for singly charge fragments. Molecular dications should have
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little or no kinetic energy release (i. e. the peak should be centered at zero) but because
of the transient detection saturation we cannot really trust the spectrum at very low
kinetic energies. The peak that appears at 2.2 eV (and maybe also as a shoulder in
the other spectra) is likely to be due to the dissociation of the molecular cation (O2
+
→ O + O+) after Auger decay (see ref. [10] for an extensive study of the dissociation
limits of the O2
+ PECs). The broad peak around 5 eV could be assigned to a (1,1)
dissociation of the O2
2+ with a kinetic energy release smaller that the one that we would
obtain by simple Coulomb explosion. In fact if we consider the equilibrium distance of
the molecular cation in the ground state (1.11 A˚, [12]) and we allow a further ionization
step to occur leaving the system on a Coulomb-type PEC we obtain a kinetic energy
per fragment of 6.5 eV. Obviously this number needs to be taken only as a very rough
estimate as a proper analysis of the PECs of the excited states of O2
2+ (and their relative
populations) is required (see for example ref. [13]).
It is quite surprising that both the (1,0) and (1,1) dissociation channels appear also
in the O2+ and O3+ spectra. An explanation might be provided by assuming that
the emittance spoiler did not completely prevent emission from the perturbed part of
the electron bunch. In that case further ionization could have happened on the singly
charged atomic fragments long after the dissociation. It is worth mentioning that the O+
fragments can be easily core-excited (with a cross section compatible with the similar
excitation in the molecule) by absorbing a photon at 531 eV8. Single or double Auger
decay would then produce O2+ and O3+ with the kinetic energy of a singly charge oxygen
atom.
The O2+ and O3+ spectra have also two broad peaks centered respectively around
11 and 15.5 eV. A pair of candidate channels could be (1,2) and (1,3) dissociations.
Pure Coulombic dissociation of triply charged and quadruply charged molecular cations
would give fragment kinetic energies of 11.88 and 17.81 eV if we take for simplicity the
internulear distance of the neutral molecule at equilibrium. However neither of these
peaks is clearly visible in the O+ spectrum suggesting either further autoionization of
O+ or simply that these peaks are buried under the long tail of the (1,1) channel. In
any case the presence of (1,2) and (1,3) channels is a clear indication of the absorption
of more than one photon within the single pulse. Even if we stretch our imagination and
consider double Auger decay after single core excitation there is no chance to produce
O2
3+ and O2
4+ unless at least one other photon is absorbed. As said before this is
not surprising if we consider that it is possible to core-excite O2
+. Moreover the Auger
lifetime of the core-excitation of the neutral is comparable to the estimated pulse duration
(4.2 fs vs 4-5 fs) so it is reasonable to believe that there is a significant population of
8This transition was obtained employing the Los Alamos National Laboratories Atomic Physics Code
available on internet and it corresponds to the transition from 1s22s22p3 to 1s12s22p4 configurations
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Figure 9.9: Yield of singly, doubly and triply charged atomic fragments per shot as
a function of pulse energy. The black solid lines on O+ and O3+ indicate linear and
quadratic growth respectively.
de-excited molecular cations before the end of the pulse. The (1,2) channel might come
from two sequential core excitations where any of the two is followed by double Auger
decay whereas two double Auger decays would be required to obtain the (1,3) channel.
In order to investigate the multiphoton nature of the absorption we took advantage of
the strong shot-to-shot variation of the FEL pulse energy and binned the images in several
10 µJ wide energy bins with centers ranging from 5 to more than 300 µJ. The number
of counts per shots as a function of energy for the three fragments is shown in figure 9.9.
The only apparent linear growth can be found at very low pulse energies for the O+ (the
superimposed black solid line indicates linearity) and O2+ (15-30 µJ) but for the latter
there is a rather abrupt change in the power law. Both the yield of O+ and O2+ grow
nonlinearly above 60 µJ but less than quadratically, indicating some form of saturation.
It has been shown[14] that the focal volume effect for nonlinear processes yields an I3/2
power law for a wide range of intensities in the saturation regime which in principle
would explain this super-linear but less than quadratic growth. This however assumes a
‘dog-bone’ geometry of the focus whereas in the case of the LCLS the Rayleigh range is
so long that the intensity variation along the propagation axis can be neglected[15]. The
triply charged fragment starts with a quadratic growth which saturates around 100 µJ
suggesting that the production of O3+ requires a different number of photons than the
O2+ and O+. An alternative explanation could be that also the O2+ total yield grows
quadratically but the contribution from the (1,1) channel (see fig. 9.8), stronger here
than in the O3+ spectrum and assumed to grow with a different power law, has a non
negligible impact.
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Figure 9.10: VMI images of O2+ recorded at low pulse energies. The resolution was
reduced by a factor of 32 to highlight the change in the symmetry of the angular distri-
bution. The calibration of the gas monitor detectors for this run was different from the
one from which the power laws in fig. 9.9 were extracted so a direct comparison is not
possible.
Further insight of the response of the system to a single X-ray pulse could be gained
in principle by looking at the images at lower pulse energies which were taken when the
FEL was not fully optimized9. The lowest chance of a two photon absorption should in
principle reduce the number of possible channels and provide a clearer picture. If we look
at the sequence of images in fig. 9.10 we find that at lower energies other channels come
into play.
The images in figure 9.10 are the projection of the 3D momentum distribution of
O2+ at lower pulse energies. Due to the low number of counts the resolution was re-
duced by a factor of 32 in order to clearly highlight the change in the symmetry of the
angular distribution. Note that for this run the absolute calibration of the gas detector
monitors (which provide a shot-to-shot measure of the FEL pulse energy, see chapter 3)
was different from the high pulse energy runs discussed above, so a direct comparison
of the bin energies is unfortunately not possible. For low pulse energies sequential two
photon core-excitation should be suppressed, as the first absorption would happen at
the central part of the pulse rather than on its rising edge (which is what we assume
happened at high pulse energies to allow de-excitation and further core-excitation) and
the pulse would be over before de-excitation of a significant part of the population of
the excited molecules. Single core-excitation followed by either single or double Auger
decay in principle should not provide doubly charged cations. It follows that the change
9This operation mode accidentally provided a high number of shots in the low energy bins so that the
total number of counts was sufficient to build reasonable images
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of symmetry at low intensity must be connected to a two photon absorption process
which does not have to wait for Auger decay for the second photon to be absorbed. It
is likely that valence ionization is involved here and that might account for the change
of symmetry due to the independence of valence ionization on molecular orientation. At
present, however, there is no quantitative interpretation.
9.5 X-ray Pump/ X-ray Probe
In the previous section we have seen that the interaction of a single X-ray pulse with the
system is already rather complex. The explanation in terms of sequential core-excitation
followed by single or double Auger decay (for high pulse energies) is not unrealistic but
it should ideally be backed up by calculations confirming that double Auger relaxation
is statistically significant. Some efforts have been put to calculate the PECs of the core-
excited molecular cation to look for possible states that can explain a second absorption.
It seems, however, that a deeper understanding of the level structure of the molecular
dication is essential, as to account for the yield of O3+ we have to assume that first
excitation resulted in double Auger decay. In this uncertain framework of single pulse
interactions any attempt to interpret the two pulse results should be taken with a certain
level of caution. For this reason this section will be mainly focused on showing that there
is indeed a variation of the momentum distribution with pump-probe delay but without
offering a final interpretation at this stage.
The change in the momentum distribution of positive fragments as a function of
pump-probe delay affected mainly the triply charged ions. In figure 9.11 the spectra
obtained from fluence-normalized images for different settings of the emittance spoiler
are shown. There is a clear transient increase in the yield of triply charged fragments
which seems to be peaked at a delay between 9 and 13 fs. We will assume that the second
pulse acts only on the molecules which have interacted with a single photon in the pump
pulse and which have undergone double Auger decay10. If we map the time delay into the
internuclear distance in the dissociating system we can imagine that different levels of the
molecular dication are brought into resonance. In general the manifolds of excited state
of a molecular system converge to a smaller number of atomic levels if the internuclear
distance is increased. As a consequence, for certain internuclear distances more levels
could be excited by the broadband (2 eV FWHM) probe pulse. This transient increase
in the cross-section for the absorption of an additional photon would then be responsible
for the increase of the ion yield.
10There is obviously a background of molecules which have already absorbed two photons in the pump
pulse but we assume that these do not interact with the probe or that if the interaction happens even
higher charge states are formed.
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Figure 9.11: Kinetic energy spectra per fragment for O3+ for different emittance spoiler
settings corresponding to either single (‘thin’ and ‘fat’) or double pulse with variable
delays (9, 13 and 17 fs). Images were normalized by total number of photons and were
obtained by adding together frames for shots in the 100-200 µJ range.
For O3+ also the angular distribution seems to have a dependence on the pump probe
delay . In fig. 9.12 the difference between the normalized images taken at various delay
settings (in this sense we consider the ‘fat’ pulse as a sequence of two consecutive ‘thin’
pulses) and the single pulse one is shown. It seems that there is a transient change
in the symmetry of the angular distributions. There is a highest chance to detect ions
emitted along the laser polarization at 9 fs delay with respect to other delays. This in
principle is compatible with the idea of new molecular states brought into resonance for
core excitation for particular internuclear distances. These levels would have in general
different symmetries allowing parallel transitions to happen. The change in the angular
distribution would then derive from the fact that for two pulses overlapped in time
we have a sequence of two perpendicular transitions, whereas when the molecules start
to dissociate the angular distribution is the composition of a perpendicular transition
followed by combination of parallel and perpendicular transitions.
To conclude, evidence has been found of a variation of the total yield and angular
distribution of O3+ on the X-ray-pump/X-ray-probe delay. A preliminary mechanism has
been suggested but further investigations, possibly in the form of detailed calculations,
are required.
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Figure 9.12: Difference between normalized images of O3+ fragments for different spoiler
settings with respect to single ‘thin’ pulse (shown in the top left panel as a reference).
9.6 Conclusion
The novelty of the experiment described in this chapter lies in the fact that it was the first
time that a X-ray-pump/X-ray-probe scheme was employed with fs temporal resolution.
It therefore paves the way to an entirely new set of investigations devoted to the study
of core-excited (or core-ionized) physical systems and the ultrafast dynamics that follow.
In this particular case the unique capability of LCLS to provide X-ray pulses with very
high photon flux allowed us to go beyond the single-photon pump/single-photon probe
conventional (at least for X-ray interactions) scheme, but it had the side effect of adding
complexity to the observations. At present there is no established interpretation of the
momentum distributions of the various charged fragments resulting from the interaction
of a single laser pulse. The power laws hint toward a sequential two photon absorption so
that in order to account for the high charge states and kinetic energy release we need to
assume that, for the (1,3) dissociation channel, each absorption is followed by a double
Auger decay. At present there is no detailed study providing estimates of the branching
ratio of double/single Auger for core-excited O2. Hitchcock et al. have shown that in
the case of core-excited CO this ratio is ∼0.25 which is definitely not negligible but in
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order to confirm our hypothesis we need to look at the ratio for core-excited molecular
dication. On this matter it is not even established whether for O2
2+ it is possible to
induce core-excitation with 531 eV photons. If it turns out to be impossible then valence
ionization has to be taken into account.
It would be useful to repeat the experiment employing much weaker X-ray pulses
which would ensure single photon absorption. A variation in the angular distribution
with the pump-probe delay would be more difficult to observe due to the significantly
lower number of core-excited molecules but the interpretation of the experimental data
would be much easier. Once a complete picture of the single photon regime is available,
especially in terms of dissociation channels and precise measurements of the kinetic energy
release, the pulse energy could be increased again to induce nonlinear processes. In this
case the picture would be clearer as we would be able to follow the evolution of each
dissociation channel separately.
Ideally VMI images should be acquired at two or three different nominal pulse en-
ergies. It is not difficult to reduce the pulse energy to 5% of the one employed in this
experiment by means of gas attenuators. Because of the natural shot-to-shot energy
fluctuation this would provide shots in a large range of energies which would result in a
better estimate of the order of the observed process. This is of paramount importance
when nonlinear phenomena occur.
Another necessary improvement to the current setup would be to be able to acquire
VMI images of the atomic cation in a configuration for which they can be compared
directly with O2+ and O3+. This will require a reduction of the gas density at the
interaction region until a regime is reached for which there is no saturation of the cation
images but the signal for high charge states is still appreciable.
Finally, averaging over a larger number of shots would be advisable. During the
experiment no hint of a finer structure was observed in the kinetic energy release spectra
but that could have been just blurring induced by space charge. With a reduced pulse
energy and a lower gas density in the interaction region space charge would be reduced
significantly and the broad and smooth distributions shown in this chapter might reveal
their inner structure.
To sum up, this experiment has demonstrated the feasibility of X-ray pump/X-ray
probe experiments with fs temporal resolution. Complications due to the nonlinear ab-
sorption already within the pump pulse have prevented us reaching a satisfactory con-
clusion so far, but the signature of some ultrafast dynamics has been observed.
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Chapter 10
Conclusions
In this thesis we have explored the opportunities offered by new light sources such as
X-ray Free Electron Lasers and High Harmonic Generation sources to shed light on
the structure and the dynamics of atoms and small molecules. The excellent temporal
resolution, photon energies in the VUV to soft-X-ray range, and the high number of
photons per pulse (at least for FELs) combine together to provide tools that probes
matter in an entirely new way as they interact directly with core and inner valence
electrons.
In chapter 6 we described an experiment which employed high harmonic radiation
combined with VMI devoted to studying the relaxation leading to the dissociation of
halobenzenes. The experiment was hindered by a number of experimental issues such
as a non optimal sample delivery system and the difficulty of finding the pump-probe
temporal overlap. Nevertheless ionization from inner valence shells was observed in ben-
zene and iodobenzene, suggesting that the number of photons per pulse available at the
monochromatized beamline at Artemis is sufficient to obtain a detectable signal. Some
progress was made also in the direction of pump-probe overlap as this was achieved in
benzene employing IR and UV fields.
In chapter 7 we explored the possibility of following a complex molecular reaction,
namely the ring opening of 1,3-cyclohexadiene, by means of X-ray induced fragmentation.
We saw that core ionization followed by Auger decay effectively probes the evolution of
molecular systems. The time jitter between the FEL and the optical laser resulted in
a temporal resolution of 300 fs which was not sufficient to observe CHD-HT isomeriza-
tion, but it still allowed us to demonstrate the sensitivity of X-ray fragmentation to the
excitation that leads to the further conformational changes of the system.
The important achievement of the experiment described in chapter 8 was the demon-
stration of the validity of electron covariance mapping at X-ray FEL facilities. We saw
that by employing this technique it was possible to separate the contributions of a num-
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ber of processes triggered by the sequential multiple absorption of X-ray photons. In this
respect covariance mapping proved to be able to fill the gap left by coincidence techniques
which cannot be employed at FELs due to the low repetition rate.
Finally in chapter 9 we discussed the first experiment where a X-ray-pump/X-ray-
probe scheme was employed with a temporal resolution of few femtoseconds. Core-
excitation was induced in O2 and the following dissociation was studied with the aim
of observing the signature of the transition from a molecular system to its atomic con-
stituents. The unexpected absorption of more than one photon within the pump probe
added complexity to the dynamics and it required a more detailed theoretical analysis
which, at the time of writing, has not been completed yet. Although only a prelimi-
nary interpretation of the data was given, the signature of the ongoing dissociation was
observed and therefore the validity of the technique was demonstrated.
