Previous research that considered the response of the trade balance between Malaysia and China to exchange rate changes used a linear model and did not find any significant long-run link. Suspecting that the results suffer from aggregation bias as well as ignoring nonlinear adjustment of the exchange rate, we consider the trade balance of 59 industries that trade between the two countries and use a nonlinear ARDL model to show that almost 1/3 rd of the industries are affected by ringgit depreciation against yuan, in an asymmetric manner. The largest industry which accounts for more than 25% of the trade is found to benefit from ringgit depreciation but not hurt from appreciation. In total, 15 industries that account for 40% of the trade enjoy this property.
I. Introduction
The economic success of Malaysia is due to its transition from agriculture based economy to an industry based economy with a substantial part of its external trade. It has achieved success in getting specialty in high tech goods like electrical and electronics and built comparative advantage in exporting such manufactured goods, more to other Asian countries than to the U.S.
and European Union. Today, the largest export market for Malaysia happens to be China. Indeed, in terms of aggregate trade China is the largest trading partner of Malaysia. Therefore, it is important to determine if there is any role for the ringgit-yuan exchange rates in the trade between the two countries. In order to see how the real ringgit-yuan exchange rate has moved overtime, we plot that rate in Figure 1 . In trying to answer the above question, a common practice by economists is to infer the size of trade elasticities summarized by the well-known Marshall-Lerner condition. The condition asserts that as long as sum of price elasticities of import demands is greater than one, a depreciation will improve the trade balance in the long run. In the distant past, the condition was mostly estimated for industrial countries due to availability of data. Recent studies, however, have included countries from developing world. Examples are Khan (1974) who estimated the condition for 15 countries, Bahmani-Oskooee (1986) who did it for seven developing countries, BahmaniOskooee and Niroomand (1998) who estimated the condition for 28 developed and developing countries, and Bahmani-Oskooee and Kara (2005) who updated the estimate for the same 28 countries using a different method. Unfortunately, none of the studies have included Malaysia in order to get some direction. Even if they did, it will be between Malaysia and the world and not between Malaysia and China. 1 Today, a common practice to assess the effectiveness of exchange rate changes on the bilateral trade balance of a country is to rely upon a reduced form trade balance model which included the real exchange rate in addition to scale variables as determinants of the trade balance.
Indeed, Bahmani-Oskooee and Harvey (2010) relied upon this approach and estimated bilateral trade balance models between Malaysia and 14 largest partners including China. In the results with China, they found that ringgit depreciation has no significant long-run effects on Malaysia-China trade balance. There are two deficiencies associated with this study. First, the lack of significant link between Malaysia-China trade balance and the real ringgit-yuan exchange rate could be due to aggregation bias. If the bilateral trade data are disaggregated by commodity, for sure there will be some commodities that could benefit from ringgit-yuan depreciation. Second, BahmaniOskooee and Harvey (2010) used Pesaran et al.'s (2001) linear ARDL bounds testing method which assumes exchange rate changes to have symmetric effects on the trade balance. Thus, introducing nonlinear adjustment of the real exchange rate may have different impact. In this paper we correct these two deficiencies and consider the trade balance of each of the 59 industries that trade between Malaysia and China by applying the nonlinear ARDL approach of Shin et al. (2014) which is an extension of the linear ARDL approach of Pesaran et al. (2001) . To this end, we outline the models and review the two approaches in Section II. In section III we present our results mostly 1 For a review article on the Marshall-Lerner condition see Bahmani-Oskooee and Hegerty (2013) . Note that Lal and Lowinger (2001) , Duasa (2007) and Yusoff (2007 Yusoff ( , 2010 have estimated aggregate trade balance of Malaysia with the rest of the world and have found no significant link between the exchange rate and Malaysia's trade balance. This maybe an indication of violation of the Marshall-Lerner condition.
supporting nonlinear model and evidence of asymmetric effects of exchange rate changes. Finally, while Section IV concludes, data definition and sources are cited in an Appendix. Rose and Yellen (1989) developed a theoretical model which identified the level economic activity in two trading partners and the real bilateral exchange rate to be the main determinants of the bilateral trade balance. Indeed, Bahmani-Oskooee and Harvey (2010) included these three variables in their specification. Therefore, we adopt the same model here as outlined by equation (1): (1) where TBj is the trade balance of industry j. It is defined as the ratio of Malaysian imports from China over its exports to China. Since the data are monthly, the only measures available for both countries are Index of Industrial Production which are denoted by IP ML for Malaysia and IP CH for China as measures of economic activities. Since an increase in Malaysian economic activity is expected to boost its imports, we expect an estimate of α1 to be positive. By the same token since an increase in economic activity in China is expected to boost Malaysian exports, we expect an estimate of α2 to be negative.
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3 Lastly, the REX in (1) denotes the real bilateral exchange rate and is defined in a manner that a decline reflects a real depreciation of ringgit against yuan. If ringgit depreciation is to discourage Malaysian imports of commodity j and stimulate its exports of commodity j, we expect an estimate of α3 to be positive. 2 The method in this section closely follows Bahmani-Oskooee and Fariditavana (2016) who raised the asymmetry concern against Rose and Yellen (1989) . Both studies relied upon aggregate bilateral trade balance model. 3 Note that if the increase in economic activity is due to an increase in production of import-substitute goods, an estimate of α1 could be negative and that of α2 could be positive.
Ever since introduction of the J-curve concept in 1973, it is now a common practice to distinguish short-run effects of currency depreciation from its long-run effects. To do so, we must specify (1) in an error-correction format. We too follow Pesaran et al.'s (2001) 
The above equation is an error-correction model where instead of including lagged error term from (1) in (2), Pesaran et al. (2001) A main assumption in (1) or (2) is that exchange rate elasticity is the same for a depreciation and an appreciation. Fariditavana (2015, 2016) argued that this need not be the case. Traders' expectation and reaction could be different to a depreciation compared to an appreciation. Furthermore, there is now evidence that import and export prices react to exchange rate changes asymmetrically (Bussiere 2013) . This implies that the quantities, hence the trade balance should also react to exchange rate changes in an asymmetric manner. Shin et al. (2014) who introduced the concept of asymmetry cointegration, proposed decomposing the variable of concern into its positive and negative changes. In our case, this amounts to forming ΔLnREX which includes positive changes (ringgit appreciations) and negative changes (ringgit appreciation). From this series we generate two new variables as follows:
In (3) the POS variable is the partial sum of positive changes in ΔLnREX and represents only ringgit appreciation and the NEG variable is the partial sum of negative changes and represents only ringgit depreciation. The next step is to go back to (2) and replace the LnREX variable by POS and NEG to arrive at: (4) is another error-correction model that is known as the nonlinear ARDL model whereas, (2) is called a linear model. The nonlinearity is due to method of constructing the two partial sum variables. Because of dependency between the two variables, Shin et al. (2014, p. 291) recommend treating them as a single variable in testing for cointegration such that the critical value of the F test remains the same in (4) compared to (2). First, since imports originate in China and exports in Malaysia and the two countries are subject to different rules and regulations, it is possible to have short-run adjustment asymmetry where ΔPOS and ΔNEG variables take different lag order. Second, short-run asymmetric effects will be present if . Again, we will apply the Wald test here.
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III. The Results
In this section we estimate both the linear model (2) and the nonlinear model (4) Tables 1-3. While Table 1 reports short-run coefficient estimates attached only to the exchange rate (to save space), Table 2 reports long-run estimates for all exogenous variables.
Diagnostic statistics are reported in Table 3 . Tables 1-3 go about here From the short-run results in Table 1 it is clear that in 21 industries there is evidence of significant short-run effects since the exchange rate carries at least one significant coefficient.
These industries are coded as 01, 08, 22, 27, 29, 43, 52, 54, 56, 62, 72, 74, 76, 77, 78, 83, 85, 87, 89, 93, and 97 . These industries together engage in almost 50% of the trade (see trade shares in Table 3 ). The largest industry coded 77 (Electrical machinery) with 27.6% trade share is among the list. In how many of these industries, short-run effects last into the long run? From Table 2 we gather that in 20 industries the normalized estimate attached to the real exchange rate is significant. Furthermore, while in industries coded 03, 22, 23, 34, 52, 53, 56, 57, 72, 73, 74 , and 88 the estimate is positive, in 04, 08, 09, 27, 32, 61, 62 , and 84 it is negative. 6 The largest industry is no longer in the list and 12 industries that benefit from ringgit depreciation engage in almost 15% of the trade.
Therefore, the Rose and Yellen (1989, p. 67 ) definition of the J-curve, i.e., short-run deterioration combined with long-run improvement is supported only in 12 industries.
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For the long-run estimates to be valid, cointegration must be established. The result of the F test along with some other diagnostics are reported in Table 3 . From Next we consider the estimates of the nonlinear models. Again, due to volume of the results they are reported in four tables. While Table 4 reports short-run estimates associated with ringgit appreciation, the ones associated with ringgit depreciation are reported in Table 5 . Long-run estimates appear in Table 6 and associated diagnostics in Table 7 .
Tables 4-7 go about here
From Tables 4 and 5 we gather that either ΔPOS or ΔNEG carry at least one significant coefficient in 34 industries that are coded 01, 03, 08, 12, 22, 27, 29, 32, 33, 43, 51, 52, 54, 56, 61, 62, 63, 64, 65, 68, 69, 71, 72, 74, 76, 77, 79, 81, 83, 85, 87, 88, 89, and 93 . These 34 industries together account for 69% of the trade between the two countries. This increase in the number of industries from 21 with 50% trade share in the linear model to 34 with 69% share in the nonlinear model must be attributed to nonlinear adjustment of the real ringgit-yuan rate. Furthermore, the short-run estimates reveal that the size of coefficient estimate attached to ΔPOS is different than the one attached to ΔNEG at a given lag, supporting short-run asymmetric effects of exchange rate changes. However, the sum of these estimates are significantly different only in 16 industries coded as 03, 08, 22, 27, 32, 56, 63, 65, 68, 69, 74, 79, 81, 87, 88 , and 89, supporting short-run cumulative or impact asymmetry. This is due to the fact that the Wald statistic reported as Wald-S in Table 7 is significant only in these industries. Finally, there is also evidence of short-run adjustment asymmetry in 30 industries since in these 30 industries number of optimum lags on ΔPOS (Table 4) are different than the number of optimum lags on ΔNEG ( Table 5) . As mentioned before, adjustment asymmetry could be due to the fact that exports originate in Malaysia and imports in China. The two countries are subject to two different trade, production, delivery, tariff, etc. rules and regulations. Do short-run asymmetric effects last into the long run?
From the long-run normalized coefficient estimates in Table 6 we gather that either the POS variable or the NEG variable carries a significant coefficient in 27 industries coded as 03, 04, 09, 22, 23, 27, 32, 34, 43, 52, 53, 55, 57, 58, 62, 65, 71, 73, 74, 76, 77, 78, 81, 83, 84, 87, and 89. Again, the increase in number of industries from 20 in Table 2 to 27 in Table 6 must be attributed to nonlinear adjustment of the real bilateral exchange rate. Note that this time the largest industry, i.e., 77 (Electrical machinery, apparatus and appliances) with 27.6% market share is among the list and since the NEG variable in this case carries a significantly positive coefficient, this industry will benefit from ringgit depreciation. However, the POS variable carries an insignificant coefficient in this industry, supporting long-run asymmetric effects. This long-run asymmetric effects is supported by the Wald test reported in Table 7 as Wald-L. All in all, industries that will benefit from ringgit depreciations are 03, 34, 43, 52, 53, 57, 58, 73, 74, 77, 78, and 87 . This supports the new definition of the J-curve due to Fariditavana (2015, 2016 ).
If we are to conform to the definition of the J-curve from the linear model, we must also add industries coded 22, and 71 to the list since in these two cases the POS variable carries a significantly positive coefficient.
The above long-run estimates are meaningful since either the F test or ECMt-1 test reported in Table 7 are significant. Furthermore, the Wald-L statistic is significant not just in the largest industry but also in 15 other industries coded 03, 04, 05, 07, 09, 11, 23, 28, 29, 65, 69, 75, 76, 77, 83 , and 89, supporting significant long-run asymmetric effects of exchange rate changes on the trade balance of these industries. All other diagnostics are similar to those of the linear models,
i.e., there is lack of autocorrelation in most models, most optimum models are correctly specified, estimates are stable, and most models enjoy good fit.
V. Summary and Conclusion
Since the introduction of asymmetry cointegration and error-correction modeling by Shin et al. (2014) , the link between the trade balance and the real exchange rate is receiving a renewed attention. This new approach requires separating currency depreciations from appreciations and including nonlinear adjustment of the real exchange rate. The main result from previous research is that the insignificant link between the trade balance and the real exchange rate in linear models could be due to avoiding nonlinear adjustment of the exchange rate.
In this paper we try to support the above conclusion by considering trade between Malaysia and China. Indeed, one previous study considered aggregate trade between the two countries and found no significant link between the bilateral trade balance and the real bilateral ringgit-yuan exchange rate between the two countries. Our claim in this paper is that not only that finding suffer from aggregation bias, but also it could be due to avoiding nonlinear adjustment of the exchange rate. To that end, we disaggregate the trade flows between the two countries by commodity and consider the trade balance of each of the 59 industries. We first apply the linear ARDL approach of Pesaran et al. (2001) and then apply the nonlinear ARDL approach of Shin et al. (2014) .
Overall, we find more support for the short-run and long-run importance of the real ringgityuan exchange rate from the nonlinear model compared to the linear model. From the linear model, we find significant short-run effects in 21 industries. This number increases to 34 from the nonlinear model. The linear model supports significant long-run effect in 20 industries, whereas, the number increases to 27 in nonlinear models. Furthermore, the nonlinear models reveal that in almost all cases the real bilateral exchange rate was significant, there was evidence of asymmetry in the short-run as well as in the long run. The findings are industry specific and reveal useful information and policy implications. Malaysia has transitioned its economy from agriculture to industry, specializing and gaining advantage in high tech goods like electrical and electronics which constitute more than 25% of the trade with China. Our approach reveals that if we were to rely on the old approach of estimating a linear model, the real ringgit-yuan rate would have no significant long-run effects on the trade balance of this industry and like previous research we would have stopped our investigation here. However, when we introduced nonlinear adjustment of the exchange rate, we find that a real ringgit-yuan depreciation will have favorable effects on the trade balance of this industry in the long run but an appreciation of ringgit-yuan will have no significant effect, a sign of long-run asymmetric effect. All in all, 12 industries will benefit from ringgit depreciation in the long run and these 12 industries engage in 41.4% of the trade between .1542 97-Gold, non-monetary -17.7505 Notes: * (**) show the significance at 10% (5%) respectively. The critical values of standard t-distribution, i.e., 1.64 and 1.96 are used to arrive at * and **, respectively. Abbreviation n.e.s. refers to not elsewhere defined. Notes: * (**) show the significance at the 10% and 5% respectively. The critical values of standard t-distribution, i.e., 1.64 and 1.96 are used to arrive at * and **, respectively. Abbreviation n.e.s. refers to not elsewhere defined. 
