We present a couple of general inequalities related to the Jensen-Steffensen inequality in its discrete and integral form. The Jensen-Steffensen inequality, Slater's inequality and a generalization of the counterpart to the Jensen-Steffensen inequality are deduced as special cases from these general inequalities.
Introduction
Let the real function be defined on some interval I of the real line R We say that is convex on I if
holds for all ∈ I and λ ∈ [0 1] Geometrically, this means that if P Q and R are three distinct points on the graph of with Q between P and R then Q is on or below the chord PR One important quality of convex functions is the existence of the left and the right derivative on the interiorI of I (see [10] ). If : I → R is convex then for any ∈I the left derivative − ( ) and the right derivative + ( ) exist, − (·) and It can be also proved that for any convex function : I → R the inequalities
hold for all ∈I One consequence of (1) and (2) is that : I → R is convex if and only if there is at least one line of support for at each 0 ∈I Furthermore, is differentiable if and only if the line of support at 0 ∈I is unique. In this case, the line of support is A ( ) = ( 0 ) + ( 0 ) ( − 0 )
In 1919 J. F. Steffensen proved the following theorem [12] for convex functions:
Theorem 1.1 (Steffensen).

Let be a convex function defined on an interval I of the real line and let ∈
where P := =1 , = 1 , then
The inequality (4) is known in the literature as the discrete Jensen-Steffensen inequality. The equality case in (4) was investigated in [1] . An integral analogue was also proved by Steffensen, but here we consider a variant given by R. P. Boas [2] :
Theorem 1.2 (Steffensen-Boas).
Let : [α β] → ( ) be a continuous and monotonic function, where −∞ < α < β < +∞ and −∞ ≤ < ≤ +∞ and let : ( ) → R be a convex function. If λ : [α β] → R is either continuous or of bounded variation satisfying
In the same paper Boas proved that the integral Jensen-Steffensen inequality (6) holds even if the monotonicity condition on is slightly reduced. Of course, it must be balanced by strengthening the conditions (5) This result is stated in the next theorem. 
Theorem 1.3 (Boas).
If is monotonic on each of the intervals
then the inequality (6) holds.
In paper [11] M. L. Slater proved an interesting companion inequality to Jensen's inequality in its discrete and integral form. Here we cite his result only in its integral form.
Theorem 1.4 (Slater).
Let (Ω A µ) be a measure space with 0 < µ (Ω) < ∞ let : ( ) → R be convex and monotonic on ( ) and let
holds whenever Ω + ( ) µ = 0 In the case when is strictly convex we have equality in (8) if and only if is constant almost everywhere on Ω The paper is organized in the following way. In Section 2 we prove a couple of general companion inequalities related to the discrete Jensen-Steffensen inequality. We show that the Jensen-Steffensen inequality (4) as well as a discrete Slater type inequality, can be obtained from these general inequalities as special cases. In the end of this section we prove that one of our general companion inequalities, under some additional assumptions on the function is tighter then the obtained Slater type inequality. In Section 3 we establish the integral variants of the results presented in Section 2.
Discrete Jensen-Steffensen inequality
In the rest of the paper we consider a convex function : (
) we may take any element of [ − ( ) + ( )] but without any loss of generality we can set ( ) = + ( ) (of course, if is differentiable then ( ) = + ( ) = − ( )). To prove our main result we need the following technical lemma. Lemma 2.1.
is nonnegative on ( ) nonincreasing on ( ] and nondecreasing on [ ).
Proof. a) It can be easily seen from (1) that ∆ is nonnegative on ( ).
Now we can present the main result of this section.
Theorem 2.1.
Let : ( ) → R be a convex function and ∈ R = 1 such that the conditions in (3) hold. Then for any
we have
and the inequalities
hold for all ∈ ( ).
Proof. First we consider the case 1 ≤ 2 ≤ · · · ≤ .
We define the numbers δ = ∆ ( ) = 1 as in Lemma 2.1 with = , that is
From Lemma 2.1 we know that δ ≥ 0 for all = 1 and comparing with 1 2 · · · we must consider three cases:
We define nonnegative numbers P by
We can write 
From the above discussion we conclude that always
From (10) we immediately obtain the left hand side in (9) . To obtain the right hand side inequality in (9) we define numbers δ = ∆ ( ) = 1 as in Lemma 2.1 with = that is δ :
Here we have δ ≥ 0 for all = 1 and comparing with 1 2 · · · we must again consider three cases: < < 1 and 1 ≤ ≤ In all three cases, similarly as before but with δ instead of δ we obtain
from which the second inequality in (9) immediately follows. It remains to prove that 1 ≤ ≤ . We have
and also
Next we consider the case 1 ≥ 2 ≥ · · · ≥ . We define
and applying (9) on ( ) and ( ) we obtain
so that both inequalities in (9) are proved. Of course, in this case we have 1 ≤ ≤ that is ≤ ≤ 1 .
Remark 2.1.
Analogous companion inequalities to Jensen's inequality were proved in [7] . These results generalize the results obtained in [5] .
Under the stated assumptions on ( ) and ( ) the inequalities in (9) are valid for all ∈ ( ) so in the first inequality in (9) we may set = and obtain the discrete Jensen-Steffensen inequality (4) Moreover, the choice = is the best possible since
for all ∈ ( ) On the other hand, if we set = in the second inequality in (9) we obtain a result of Dragomir and Goh [3] , but under the conditions as in (3) Such result was later established by Elezović and Pečarić in [6] , but here we give a refinement of such result.
Theorem 2.2.
Suppose that all the conditions of Theorem 2.1 are satisfied. Then
Proof. As a special case of (9) for = and ∈ ( ) we have
which can be written as
Taking the infimum over ∈ ( ) we deduce the first and the second inequality in (11) The third inequality in (11) follows from inf
Suppose that all the conditions of Theorem 2.1 are satisfied and additionally assume that is strictly convex and differentiable on ( ) Then
Proof. First note that since is increasing on ( ) we have ∈ (( )) We define the function ψ :
The function ψ is differentiable on ( ) and ψ ( ) = ( ) − The equation ψ ( ) = 0 is equivalent to the equation ( ) = and since is strictly increasing on ( ) this equation has a unique solution 0 = ( ) −1 ( ) ∈ ( ). We can easily see that
(12) can be written as
where ∈ ( ) Combining (13) and (14) we deduce
Results analogous to those obtained in Theorem 2.2 and Theorem 2.3, but with positive weights , were obtained in [4] .
If we go back to Theorem 2.1 we can see that the second inequality in (9) implies a Slater type inequality due to Pečarić [8] :
Theorem 2.4 (Pečarić).
Suppose that is convex on ( ) and
are real numbers such that the conditions (3) hold and if
Namely, it can be easily seen that if we can choose ∈ ( ) such that
the second inequality in (9) becomes ≤ ( ) But under the condition
the equality(15) is equivalent to = therefore ≤ ( ) whenever ∈ ( ). The interested reader can find the multidimensional case of Slater's inequality in [9] . Next we will consider two estimations of :
and
Since ( ) ≤ and P > 0 the inequality (16) implies
which is under the assumption =1 ( ) = 0 equivalent to
It is known that under the conditions (3) the monotonicity of ( ) ensures ∈ ( ) so in order to obtain (16) and (17) we must additionally assume ∈ ( ) That is all included in the next theorem in which we prove that (16) is sharper than (17) 
Suppose that is nondecreasing and is concave on ( ) In this case is nonnegative and nondecreasing on ( )
On the other hand,
so in both cases we can conclude =1 ( ) > 0 since by the assumption we know that
follows − ≥ 0 Also, if we apply the inequality (4) to the convex function − we obtain
Taking it all into account we obtain
where the second inequality follows from (10) When is nonincreasing and is convex on ( ) the proof is similar.
Integral Jensen-Steffensen inequality
We start this section with the following technical lemma: 
Proof. a) Under the proposed assumptions we may use the integration-by-parts formula for Riemann-Stieltjes integral and obtain
We know that
and since is nondecreasing we obtain
Taking into account that
from (20) we easily obtain (18) b) Using again the integration-by-parts formula we obtain
Besides,
and since is nonincreasing − is nondecreasing, hence
from (21) we easily obtain (19)
Now we present the main result of this section.
Theorem 3.1.
Suppose that and λ are as in Theorem 1.2. Then and given by
are well defined and ∈ ( ) Furthermore, if ( ) and λ have no common discontinuity points, then the inequalities
hold for each ∈ ( )
Proof. By the assumptions we know that is continuos and is convex on ( ) hence ( ) is continuous on ( )
This implies that both integrals in the expressions for and are well defined, and since λ (β) − λ (α) > 0 the numbers and are well defined. To prove ∈ ( ) we first assume that is nondecreasing. In this case the function
is nonnegative and nondecreasing, so applying Lemma 3.1 a) we obtain
Dividing by λ (β) − λ (α) we obtain ≥ (α) Similarly, but starting from (β) − ( ) ∈ [α β] which is nonnegative and nonincreasing, and using Lemma 3.1 b) we obtain ≤ (β) hence (α) ≤ ≤ (β) For nonincreasing, by similar argument we get (β) ≤ ≤ (α). So in either case we have
Next we prove the first inequality in (22) Suppose that is nondecreasing. Then
where ∆ is defined as in Lemma 2.1 a) with = In other words,
From Lemma 2.1 a) it follows that δ is nonnegative, and since and ( ) are continuous the integral 
hence, by Lemma 2.1 a), δ is nondecreasing on [ β] Using the same argument as in the previous two cases we obtain
Hence, in all three cases the inequality
Dividing ( 
From Lemma 2.1 b) it follows that δ is nonnegative, and we know that is continuous and monotonic, ( ) is continuous and ( ) is monotonic with no common discontinuity points with λ From all this follows that the integral β α δ ( ) dλ ( ) exists. Using the same analysis as before we obtain
If we divide (24) by λ (β) − λ (α) > 0 we obtain the second inequality in (22) The proof is complete.
Now we can analyze the obtained results. If in the first inequality in (22) we choose = ∈ ( ) we obtain
which is the integral Jensen-Steffensen inequality (6) On the other hand, if in the second inequality in (22) we choose = ∈ ( ) we obtain the integral variant of the result stated in Theorem 2.4.
Theorem 3.2.
Under the assumptions of Theorem 3.1 the following inequalities hold:
Proof. This is a special case of Theorem 3.1 for = = Of course, we can establish a Slater type inequality. Namely, if
and providing = ∈ ( ) from the second inequality in (22) we obtain ≤ ( ) Therefore, whenever ∈ ( ) we have two different estimations of :
Since ( ) ≤ and λ (β) − λ (α) > 0 from the first of these two estimations follows
which can be written as 
Proof. We can write
First suppose that is nondecreasing and is concave on ( ). If is nondecreasing, then ( ) is nonnegative and nondecreasing, and by Lemma 3.1 a) it follows that
On the other hand, if is nonincreasing then ( ) is nonnegative and nonincreasing, and by Lemma 3.1 b) it follows that In case of nonincreasing and convex the proof is analogous.
In the end we prove that the inequalities (22) remain valid under the assumptions of Theorem 1.3. 
