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Abstract
In this thesis we characterize various topological phases of matter by studying their response to external perturbations.
In the first half of the thesis we study incompressible fluid phases with odd, or Hall, viscosity. This kind of viscosity
was originally discovered in quantum Hall fluids, where it can be computed by studying the stress response of the
quantum Hall fluid to time-dependent area-preserving deformations, which are a particular example of a geometric
perturbation. In Chapter 2 we study classical two-dimensional fluids with Hall viscosity in their own right. In partic-
ular, we study the physics of a swimmer immersed in such a fluid, and in the low Reynolds number regime in which
the effects of conventional viscous forces outweigh the effects of inertial forces. There we find that the Hall viscosity
leads to a number of striking effects on the swimmer’s motion, for example the swimmer can rotate itself only by
changing its area. In Chapter 3 we study Hall viscosity directly in the context of the quantum Hall effect. There we
compute the Hall viscosity in the Chern-Simons matrix model of the Laughlin states, which is a certain regularization
of the noncommutative Chern-Simons theory of these states proposed by Susskind. Our calculations show that these
noncommutative theories are able to describe the most important contribution, namely the guiding center contribution,
to the Hall viscosity (and other geometric response properties) of the Laughlin states.
In the second half of the thesis we study electromagnetic response and anomalies in two families of bosonic
symmetry-protected topological phases. These are the bosonic integer quantum Hall (BIQH) and bosonic topologi-
cal insulator (BTI) phases. Although these phases were originally defined in three and four spacetime dimensions,
respectively, we generalize them to all higher spacetime dimensions (odd dimensions for BIQH and even for BTI).
We then study the bulk electromagnetic response of these theories as well as the anomalies in quantum field theories
which can describe the boundaries of these phases. Our results include the discovery of an interesting quantization of
the response coefficients (analogous to Hall conductance) for these phases, which depends explicitly on the spacetime
dimension. We also study perturbative and global anomalies in the boundary theories for the BIQH and BTI phases,
and we prove that the anomalies we compute are robust to a large set of deformations of the boundary theories which
preserve the symmetry of the BIQH and BTI phases. We provide an introduction to perturbative and global anomalies
in Chapter 1 of the thesis so that readers can follow the discussion of anomalies for the BIQH and BTI states in Chapter
5.
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1.1 Basic aspects of topological phases of matter
The study of topological phases of matter is now one of the most active areas of research in condensed matter physics.
In fact, interest in the peculiar properties of these phases has spread beyond condensed matter physics, as witnessed by
the fact that several well-known high-energy physicists and mathematicians are now working on the topic. There are
several reasons for this intense interest. From an experimental point of view these phases are of interest because (i) they
display precise quantization of physical properties (for example Hall conductance), and (ii) these properties are robust
in the sense that they do not change even when the material is subjected to various kinds of perturbations, doped with
impurities, etc. These properties may make some topological phases of matter extremely useful for the construction of
new devices and the development of new technologies. For example, Kitaev’s proposal [1] to use topological phases
with anyons to perform fault-tolerant quantum computation has been a major source of motivation for much of the
work on topological phases in the past two decades. From a theoretical point of view, topological phases are of interest
because of their connection to deep ideas in physics and mathematics such as anomalies in quantum field theory and the
topology of fiber bundles. In addition, the challenge of developing a theoretical understanding of topological phases
has forced theorists to move beyond traditional ways of understanding phases of matter. For example, the existence
of distinct phases of matter which cannot be distinguished by their symmetry properties has forced condensed matter
physicists to move beyond Landau’s idea [2] that different phases can be distinguished by the symmetries that they
break.
Let us describe some basic properties that all topological phases have in common. All topological phases have an
energy gap to excitations in the bulk of the system. That is, the Hamiltonian describing the topological phase will have
a finite number of nearly degenerate low energy states, or ground states, and then a large energy gap separating these
states from the rest of the spectrum. In addition, the gap in the spectrum stays finite even as the size of the system
is taken to infinity. The large gap in the spectrum is the reason why the properties of a topological phase are robust
to perturbations. Typically, the interesting properties of a topological phase are unaffected by perturbations which
do not close the gap in the bulk spectrum. Two examples of “interesting properties” that are protected by the bulk
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energy gap are gapless conducting modes at the boundary of the phase and quantized transport properties such as Hall
conductance in the bulk of a phase.
In discussing topological phases, we must distinguish between two kinds of such phases. The first kind of topo-
logical phase is the kind which is said to possess intrinsic topological order [3]. Hallmarks of intrinsic topological
order are as follows. First, the system can have bulk excitations with fractional quantum numbers such as charge
and statistics. For example, the ν = 1m Laughlin fractional quantum Hall state, which occurs (for m odd) in systems
whose basic building blocks are electrons of charge −e, has “quasihole” excitations with a fractional charge em and
fractional exchange statistics of ei
pi
m . By fractional exchange statistics we mean that ei
pi
m is the phase picked up by the
wave function of the system after an (adiabatic) exchange of the positions of two quasihole excitations. The fractional
charge and statistics of the quasihole excitations is quite striking considering the fact that these excitations arise in a
system constructed solely from electrons with charge−e and fermionic exchange statistics. We note here that particles
with fractional statistics are called anyons [4]. There are two kinds of anyons which can exist in phases with intrinsic
topological order. The first kind are called Abelian anyons and are characterized by the fact that the wave function
of the system picks up a phase (which is not equal to ±1) when two such anyons are exchanged or braided. The
second kind are called non-Abelian anyons. Under an exchange of two non-Abelian anyons the state vector for the
system is multiplied by a unitary operator (as opposed to a simple phase), and this operator rotates the state vector
within a subspace of several degenerate states which form a basis for the sector of the Hilbert space that describes the
topological phase with several non-Abelian anyon excitations present.
The second property which characterizes systems with intrinsic topological order is topology-dependent ground
state degeneracy. Hamiltonians which describe a phase with intrinsic topological order will have a ground state
degeneracy which depends on the topology of the spatial manifold that the topological phase is placed on. For our
example of the ν = 1m Laughlin state, a Hamiltonian which describes this state is predicted to have a ground state
degeneracy ofmg when the system is placed on a Riemann surface (a closed, orientable, two-dimensional manifold) of
genus g (the genus g counts the number of “holes” in the manifold). In realistic systems the exact degeneracy of these
multiple ground states is expected to be split by an amount which is exponentially small in the system size, so that
the exact degeneracy is recovered in the thermodynamic limit of an infinitely large system. This topology-dependent
ground state degeneracy can also be used as a diagnostic to test whether two different Hamiltonians describe the same
topological phase.
Phases with intrinsic topological order are long-range entangled, meaning that the quantum states (or wave func-
tions) describing these phases exhibit entanglement over macroscopically large length scales (for example length
scales of the order of the system size). In fact, the topology-dependent ground state degeneracy of these systems is
often associated with the presence of loop or string structures in the wave function, in which the loops or strings wrap
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around the different “handles” or cycles of a spatial manifold with nontrivial topology. This kind of extended structure
in the wave functions for phases with intrinsic topological order explains why these phases are able to “sense” global
properties of the spatial manifold that they live on, even when the Hamiltonian which describes the phase only has
local interactions.
The second kind of topological phase is the kind which does not possess intrinsic topological order. These systems
do not have quasiparticles with fractional quantum numbers, and Hamiltonians which describe such phases always
have a single unique ground state on any closed spatial manifold, regardless of the topology of the manifold. One
might then ask what, if any, are the special properties of this second kind of topological phase. The answer is that while
these phases are trivial in the bulk, they typically display interesting properties at their boundary (or at an interface
with a different phase). For example, in one spatial dimension there exist topological wires made up of electrons which
bind a fractional charge − e2 at their boundary [5]. Higher-dimensional examples include the celebrated quantum spin
Hall system in two dimensions [6] and the time-reversal invariant topological insulator in three dimensions [7, 8].
The quantum states which describe these phases typically exhibit entanglement only for distances on the order of the
correlation length (perhaps the length of a few unit cells), and so these phases are said to be short-range entangled.
The special properties of this second kind of topological phase are not as robust as the first kind, and it is generally
the case that an additional symmetry is required to ensure the protection of this second kind of topological phase.
For the examples mentioned above, the quantization of the boundary charge − e2 in the one-dimensional topological
wire is protected by inversion or charge-conjugation symmetry, and the quantum spin Hall and topological insulator
phases are both protected by time-reversal symmetry. There are, however, certain topological phases which do not
possess intrinsic topological order and also do not require any symmetry for their protection. Two examples in two
spatial dimensions are the integer quantum Hall state of electrons and the “E8” state of bosons [9]. These systems do
not require any symmetries for their protection because both systems possess completely chiral edge states when they
are placed on a spatial manifold with a boundary. The chirality of the edge states is enough to protect these systems
because a completely chiral edge cannot be gapped out by back-scattering perturbations (there is no channel moving
in the opposite direction for a particle to be scattered into).
The idea that a topological phase requires a certain symmetry for its protection leads directly to the concept of
symmetry-protected topological (SPT) phases (see, for example, Refs. [10–15]). SPT phases are topological phases of
the second kind which are protected (i.e., robust to perturbations, etc.) only when a certain symmetry is enforced. This
symmetry is described mathematically by the choice of a group G, for example we would have G = U(1) for a SPT
phase of charged bosons which only requires U(1) charge conservation symmetry for its protection. Any Hamiltonian
which describes a SPT phase must possess the symmetry of the group G which protects that phase, and the unique
ground state of this Hamiltonian must not break the symmetry spontaneously (i.e., the ground state must transform
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trivially under the action of G).
The interesting properties of SPT phases, including their response to perturbations such as electromagnetic fields,
can often be understood in terms of the anomalous properties of the boundaries of these phases. Some examples of
such properties are as follows. In one spatial dimension the boundary of the system can transform in a projective
representation of the group G, which is a representation of G in which the group multiplication law is obeyed only
up to a phase. This can be thought of as an example of the fractionalization of a symmetry group, similar to the
concepts of fractional charge and statistics that we discussed above. A simple example of this phenomenon is the
topological phase of spin chains with spins of magnitude s = 1 on each site. This topological phase is protected by
the symmetry of the group G = SO(3) (spins with s = 1 transform in the fundamental representation of SO(3)), but
in this topological phase a lone spin s = 12 degree of freedom is localized at each boundary of the chain. The boundary
spin one-half transforms in the fundamental representation of SU(2), which is a projective representation of SO(3).
This topological phase of spin one chains is often called the “Haldane phase” because of Haldane’s prediction of a gap
in spin one Heisenberg chains [16]. A concrete example of a Hamiltonian with a ground state in the Haldane phase is
the Affleck-Kennedy-Lieb-Tasaki (AKLT) Hamiltonian [17].
In two spatial dimensions the boundary of a SPT phase may possess gapless edge states. However, these states
can usually be gapped out if the symmetry of the SPT phase is broken, and so the edge states require the symmetry of
the group G for their protection. A simple example of this phenomenon occurs in the bosonic integer quantum Hall
(BIQH) state [9, 18], which is a SPT phase of charged bosons which is protected by G = U(1) charge conservation
symmetry. The edge of this system features two counter-propagating modes, but only one of these modes carries
charge. Therefore, the charge transport at the edge is chiral, but the energy transport is not. If the U(1) symmetry
is preserved then the edge is protected because any backscattering term that one might add at the edge must scatter
between the charged edge mode and the neutral edge mode, and such a term necessarily breaks the U(1) symmetry.
Therefore, the gapless edge of the BIQH state is only protected if the U(1) symmetry of this state is preserved.
In three spatial dimensions the set of possibilities for the behavior of the boundary of a SPT phase is even richer
than in one or two spatial dimensions. Here we only mention one possibility which is unique to three spatial dimen-
sions. In three spatial dimensions it is possible for a SPT phase to have a gapped boundary which retains the symmetry
of the group G, but in this case the boundary theory must also possess intrinsic topological order. In this situation the
boundary theory will possess anyon excitations, and these anyons will transform in nontrivial ways under the action
of the symmetry group G of the SPT phase. A simple example occurs at the boundary of the bosonic topological in-
sulator (BTI) phase [19, 20], where the boundary theory has intrinsic topological order and possesses Abelian anyons
which transform under the symmetries of the BTI phase (which are U(1) charge conservation and ZT2 time-reversal
symmetry).
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In the preceding paragraphs we used the vague phrase “anomalous properties” to describe the interesting features
which distinguish the boundary of a SPT phase from the boundary of a trivial phase. Our use of the word “anomalous”
was not an accident. It turns out that the boundary of a SPT phase typically exhibits an anomaly in the sense in which
the word is used in quantum field theory. More precisely, the boundary of a SPT phase exhibits what is known as a ’t
Hooft anomaly [21] for the symmetry group G which protects the SPT phase. Roughly speaking, this means that the
boundary theory cannot be consistently coupled to a background gauge field for the group G. Since the consideration
of anomalies is central to the results presented in Chapters 4 and 5 of the thesis, we give a short introduction to ’t
Hooft anomalies (including two examples) in the last section of this Chapter.
If we take a broad view of the field of topological phases of matter, then we can see that all theoretical studies
of these phases can be sorted into two main categories. The first category is classification. Theoretical works in this
category attempt to enumerate all possible topologically distinct phases, perhaps subject to some restrictions. For
example one can ask how many SPT phases there are in two spatial dimensions which are made up of bosons and
possess only a U(1) symmetry (which could represent a physical charge conservation symmetry). The BIQH phase
that we discussed above is an example of such a SPT phase. The second category is characterization. Theoretical
works in this category focus on understanding the physical properties which distinguish a particular topological phase
from other topological phases, from trivial phases, or from other distinct phases such as gapless phases. It is clear that
both categories of study are important. Indeed, a long-term goal of the entire field could be a complete classification of
all phases as well as a complete characterization of these phases which would allow one to distinguish different phases
by their physical properties. Our running example of the BIQH phase also serves as a nice example in which both of
these goals have already been realized. The distinct SPT phases of bosons in two spatial dimensions and with U(1)
symmetry are labeled by an integer k ∈ Z, and these phases can be distinguished physically by their Hall conductance
which is given in terms of k by σH = 2k q
2
h , where q is the charge of the bosons [9].
The work represented in this thesis falls into the second category discussed above, i.e., we focus on the characteri-
zation of particular topological phases. Our main tool to characterize these phases is to study their response to external
perturbations, and in the thesis we study the response of topological phases to two different kinds of perturbations. In
Chapters 2 and 3 we consider geometric perturbations, which involve deforming the system in some way by stretching
or straining it, perhaps in a time-dependent manner. In particular, in topological phases in which the electrons can be
understood as forming an incompressible fluid (for example in the fractional quantum Hall effect), one can calculate
a viscosity which is defined as the response of the system to a time-dependent strain [22]. In Chapters 4 and 5 we
consider electromagnetic perturbations. Specifically, we study the response of SPT phases of charged bosons to ex-
ternally applied electromagnetic fields. As we mentioned above, the electromagnetic response of the bulk of a SPT
phase is intimately related to anomalies in quantum field theories which describe the boundary of these phases, and
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Chapter 5 contains a detailed study of anomalies in the boundary theories for these SPT phases of charged bosons. In
the next section we give a detailed summary of the work which is contained in this thesis.
1.2 Overview of the thesis
We now give an overview of each Chapter of the thesis. As we mentioned above, Chapters 2 and 3 of the thesis are
related to the response of topological phases to geometric perturbations. Both of these Chapters deal with the study
of fluid systems with odd viscosity, also known as Hall viscosity, which is a particular kind of geometric response.
In what follows we use the terms odd and Hall viscosity interchangeably. In our overview of Chapter 2 of the thesis
we use the term odd viscosity, as Chapter 2 concerns this kind of viscosity in generic two-dimensional fluids. In our
overview of Chapter 3 we use the term Hall viscosity, because in that Chapter we study this viscosity in the specific
context of fractional quantum Hall systems.
To define the odd viscosity first recall that in a fluid the viscosity tensor ηijkl is the coefficient which determines
the linear response of the stress tensor Tij to the rate of strain tensor vkl via the relation
Tij = ηijklvkl , (1.2.1)
where i, j, k, l are spatial indices and we sum over repeated indices in this expression (here we adopt the notation
of Chapter 2 of the thesis). The rate of strain tensor vkl can be expressed in terms of the components vk of the
fluid velocity as vkl = 12 (∂kvl + ∂lvk), and vkl is also equal to the time derivative of the strain tensor (for small
deformations) that one usually studies in continuum mechanics. The viscosity tensor ηijkl is symmetric under the
exchanges i ↔ j and k ↔ l, and this is because the stress tensor Tij and rate of strain tensor vkl are symmetric
under these exchanges. However, it is possible for ηijkl to have contributions which are either even or odd under the
exchange of the first two indices {ij} with the second two indices {kl} (i.e., we send ηijkl → ηklij). Conventional
viscosity (which causes dissipation in a fluid) is even under this kind of exchange of indices, while the odd viscosity
is odd under this exchange. In two spatial dimensions an odd contribution to the viscosity tensor is compatible with
rotational symmetry, and so it is possible for isotropic two-dimensional fluids to exhibit odd viscosity (see Chapter 2
for more details).
The odd viscosity was originally studied in the context of the integer quantum Hall effect [22], and this is why
this viscosity is often called “Hall viscosity”. The electrons in a system in the integer quantum Hall phase (and many
fractional quantum Hall phases as well) form an incompressible fluid, and the Hall viscosity in these systems can be
calculated by studying the linear response of the stress of this fluid to time-dependent area-preserving deformations (or
strains) of the fluid. More generally, an odd contribution to the viscosity tensor can be present in any two-dimensional
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fluid system with broken time-reversal symmetry [23], and the unique properties of such fluids make them interesting
objects of study in their own right.
The odd viscosity leads to a number of nonintuitive effects. For example, a rotating disk embedded in a two-
dimensional fluid with ordinary viscosity experiences a torque which opposes the direction of rotation. However, in
a fluid with odd viscosity the rotating disk would feel a radial pressure instead of a torque, and this pressure would
squeeze or pull on the disk depending on the direction of the rotation. The fact that the effect of odd viscosity is
different for the two directions that the disk could rotate in (clockwise vs. counterclockwise) is a reflection of the fact
that odd viscosity only occurs in fluids with broken time-reversal symmetry. We discuss this example in more detail
in Chapter 2 (see also Fig. 2.1 in that Chapter). Another interesting property of odd viscosity is that unlike ordinary
viscosity in fluids, the odd viscosity is not associated with any dissipation of energy. Another way to state this fact is
to say that the forces which arise from the odd viscosity contribution to the stress tensor do not do any net work on the
fluid, and so there is no energy loss in the fluid due to the odd viscosity.
In Chapter 2 we study the physics of a swimmer immersed in a classical fluid possessing both conventional viscos-
ity as well as odd viscosity, with the goal of understanding how the presence of odd viscosity affects the motion of the
swimmer. We focus on the case of swimming at low Reynolds number, which is the regime in which (conventional)
viscous effects dominate the fluid flow. The theory of swimming in fluids at low Reynolds number is a fascinating
subfield of fluid dynamics [24]. Due to the special properties of this regime, in particular the fact that any motion
is quickly damped out by conventional viscous forces, the theory of swimming at low Reynolds number admits a
geometric formulation in which the motion of the swimmer is completely determined by the sequence of shapes as-
sumed by the swimmer as it performs its swimming stroke. This geometric theory of the problem of swimming at
low Reynolds number was developed by Shapere and Wilczek [25]. A notable feature of this geometric formulation
of the swimming problem is the fact that it takes the form of a classical non-Abelian gauge theory. As a consequence,
calculations in this geometric theory of swimming have a formal resemblance to calculations in Yang-Mills theory
and in the theory of non-Abelian Berry phase in quantum mechanics.
In Chapter 2 we apply Shapere and Wilczek’s geometric theory of swimming at low Reynolds number to the study
of nearly circular swimmers in two-dimensional fluids with a non-vanishing odd viscosity (we also assume that the
fluid has a conventional viscosity which is large enough so that the fluid is in the low Reynolds number regime).
The odd viscosity gives an off-diagonal contribution to the fluid stress-tensor, and this results in a number of striking
effects on the swimmer’s motion. In particular, we find that a swimmer whose area is changing will experience a
torque proportional to the rate of change of the area, with the constant of proportionality given by the coefficient
ηo of odd viscosity. In Chapter 2 we derive a general theory of swimming in fluids with odd viscosity for a class of
simple swimmers, and then we give a number of example swimming strokes which clearly demonstrate the differences
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between swimming in a fluid with conventional viscosity and a fluid which also has odd viscosity. We also include a
discussion of the extension of the famous “Scallop theorem” of low Reynolds number swimming to the case where the
fluid has a non-zero odd viscosity. A number of more technical results, including a proof of the torque-area relation
for swimmers of more general shape, are explained in Appendix A. Chapter 2 is based on Ref. [26].
In Chapter 3 we again study Hall viscosity, but this time we study it directly in the context of the fractional quantum
Hall effect. Specifically, we investigate the Hall viscosity in certain models of the Laughlin fractional quantum Hall
states which model these states as charged fluids flowing on a noncommutative space. A noncommutative space is a
space in which the coordinates do not commute with each other, and so the notion of a point in space becomes fuzzy.
The simplest example of such a space is the noncommutative version of the plane R2 in which the “coordinates” xˆa,
a = 1, 2, are actually operators (which is why we used a “hat” in the notation) which obey the commutation relation
[xˆ1, xˆ2] = iθ . (1.2.2)
Here θ is a real number with units of length squared, and this number sets the strength of the “noncommutativity” of the
noncommutative plane. On this space there is an uncertainty principle which states that there is a smallest unit of area,
proportional to θ, beyond which one cannot resolve the location of any object. In other words, the best one can do is to
say that an object lies somewhere inside a box of size proportional to θ. There is a Hilbert space HF associated with
the algebra in Eq. (1.2.2) (i.e., this space provides a representation of the algebra of the noncommutative coordinates),
and for many purposes one can regard HF as the noncommutative analogue of the plane R2 (see Chapter 3 for more
details).
In Ref. [27] Susskind proposed to model the Laughlin fractional quantum Hall states using Chern-Simons theory
on the noncommutative plane. This proposal should be viewed as an extension of the more familiar description of the
Laughlin states using U(1) Abelian Chern-Simons theory (see, for example, Ch. 7 of Ref. [28]). Susskind arrived at
this theory by first considering a model which describes a fractional quantum Hall state as a charged fluid in a constant
magnetic field. He then notes that this model possesses a large symmetry, namely the symmetry of area-preserving
diffeomorphisms of the reference coordinates of the fluid, and he further argues that this symmetry should not be
present in a fluid made up of discrete objects such as electrons. He therefore proposes to deform this model by placing
it on the noncommutative plane, because on that plane there is smallest area scale (proportional to θ) which one can
think of as the area occupied by a single electron. The model that one gets after performing this noncommutative
deformation of the fluid model turns out to be exactly the U(1) Chern-Simons theory on the noncommutative plane.
Therefore, a simple physical picture of the Chern-Simons theory on the noncommutative plane is that it is a model of
a charged fluid in a constant magnetic field in which the fluid is made up of indivisible particles of area ∼ θ.
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The noncommutative Chern-Simons theory captures many basic aspects of the Laughlin states, for example it gives
the correct mean density of the electrons in the Laughlin states and the correct Hall conductance. It is therefore natural
to ask whether this noncommutative model can also describe more complicated properties of the Laughlin states such
as the Hall viscosity and other properties related to geometric response. The ordinary Chern-Simons description of
the Laughlin states (which contains no dimensionful parameters) describes all of the topological properties of these
states such as the ground state degeneracy on a Riemann surface and the braiding statistics of quasiparticle excitations.
The noncommutative Chern-Simons theory differs from the ordinary Chern-Simons theory in that it contains the extra
scale θ, and so it is natural to expect that the noncommutative theory can describe more than just the topological
properties of the Laughlin states.
In Chapter 3 we study Hall viscosity and other aspects of geometric response in the Laughlin fractional quantum
Hall states using a model which is closely related to the noncommutative Chern-Simons theory. The model that we
actually study is a matrix quantum mechanics model known as the Chern-Simons matrix model (CSMM), and it was
proposed by Polychronakos in Ref. [29] as a regularization of the noncommutative Chern-Simons theory description of
the Laughlin states proposed earlier by Susskind. The CSMM is similar to the noncommutative Chern-Simons theory
in the sense that it also describes a charged fluid on the noncommutative plane. However, in the case of the CSMM
the fluid forms a droplet of finite area instead of occupying the entire noncommutative plane. This also means that the
CSMM describes a quantum Hall droplet made up of a finite number of electrons, whereas Susskind’s noncommutative
Chern-Simons theory should be thought of as describing a system with an infinite number of electrons occupying the
full noncommutative plane.
In our work in Chapter 3 we revisit the CSMM in light of recent developments on geometric response in the
fractional quantum Hall effect, with the goal of determining whether the CSMM captures this aspect of the physics
of the Laughlin states. We compute the Hall viscosity, Hall conductance in a non-uniform electric field, and the Hall
viscosity in the presence of anisotropy (or “intrinsic geometry”) for the Laughlin states using the CSMM description
of these states. Our calculations show that the CSMM captures the guiding center contribution to the known values
of these quantities in the Laughlin states, but lacks the Landau orbit contribution. The interesting correlations in a
Laughlin state are contained entirely in the guiding center part of the state/wave function, and so we conclude that
the CSMM accurately describes the most important aspects of the physics of the Laughlin states, including the Hall
viscosity and other geometric properties of these states which are of current interest. Supplementary material for
Chapter 3 is given in Appendix B. Chapter 3 is based on a recent arXiv preprint [30].
Chapters 4 and 5 of the thesis deal with electromagnetic response and anomalies in SPT phases of charged bosons.
In these Chapters we focus our attention on two specific SPT phases of charged bosons, which are the BIQH and BTI
phases mentioned in the previous section. We also define and study generalizations of the BIQH and BTI states to
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higher spacetime dimensions, and the study of these higher-dimensional phases represents a major portion of these
Chapters of the thesis. The BIQH phase was originally studied in three spacetime dimensions [9, 18], but in Chapters
4 and5 of the thesis we study generalizations of this phase to all odd spacetime dimensions. The BTI phase was
originally studied in four spacetime dimensions [19, 20], and in Chapters 4 and5 of the thesis we study generalizations
of this phase to all even spacetime dimensions. Our main goal in this work was to understand the physical properties
that distinguish these higher-dimensional BIQH and BTI phases from higher-dimensional analogues of the integer
quantum Hall and topological insulator phases of free fermions.
Of all the possible SPT phases of bosons, the BIQH and BTI phases are particularly interesting because they are
the closest analogue, in an interacting bosonic system, of the familiar integer quantum Hall and topological insulator
phases of free fermions. At this point it is important to emphasize that interactions are absolutely crucial for the
stabilization of any kind of topological phase in a system of bosons. This is because in the absence of interactions the
ground state of a many-body system of bosons is a trivial condensate in which all bosons simultaneously occupy the
single-body eigenstate with the lowest energy. Therefore, in the study of bosonic SPT phases one is forced to deal with
interacting models (e.g., lattice models, quantum field theories, etc.) and this can make the study of topological phases
of bosons extremely challenging. In Chapters 4 and 5 we study these phases using interacting bosonic quantum field
theories, and in order to make progress in our study of these phases we use some fairly sophisticated techniques from
the quantum field theory literature which are rarely used in condensed matter physics. In particular, we use the theory
of gauged Wess-Zumino actions and the equivariant localization technique, which are both related to the mathematical
subject of equivariant cohomology.
The necessity of interactions for topological phases of bosons should be contrasted with the situation for SPT
phases of fermions. Since fermions obey the Pauli exclusion principle, they can form a topological phase even in the
absence of interactions. Indeed, in many examples the topological properties of fermionic SPT phases are encoded in
the twisting of Bloch wave functions across the Brillouin zone, which is a property of single particles occupying an
electronic band in a solid. This is not to say that all fermionic SPT phases have a description in terms of single-particle
physics. There are actually several examples of SPT phases of fermions which require interactions for their existence,
for example the “interaction-enabled” topological crystalline phases that we studied in collaboration with Jeffrey C.Y.
Teo [31].
The BIQH and BTI phases are both SPT phases of charged bosons, and so both phases require U(1) charge con-
servation symmetry for their protection. The BTI state also requires an additional discrete symmetry which can be
either anti-unitary time-reversal symmetry ZT2 or unitary charge-conjugation symmetry ZC2 depending on the space-
time dimension. The details of this issue are discussed in Chapter 4. Here we only mention that in both cases the
total symmetry group for the BTI phase has the form G = U(1) o Z2, where the Z2 factor is either time-reversal
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or charge-conjugation and the semi-direct product “o” indicates that the action of the U(1) and Z2 parts of G do
not commute with each other. This fact about the additional Z2 symmetry is important because, as we describe in
Chapter 4, one interesting phase which can occur at the boundary of the BTI is a boundary quantum Hall phase which
spontaneously breaks the Z2 symmetry of the BTI phase.
In Chapter 4 we calculate the topological part of the electromagnetic response of BIQH phases in odd spacetime
dimensions and BTI phases in even spacetime dimensions. We also define and study the topological part of the
electromagnetic response of a putative gapless phase of bosons in even spacetime dimensions, which we refer to as a
bosonic chiral semi-metal (BCSM) phase. This BCSM phase is designed to exhibit an electromagnetic response which
has the same form as the response predicted for Weyl semi-metals [32, 33]. Therefore, our BCSM model should be
thought of as a bosonic analogue of a Weyl semi-metal1. To compute these responses we combine two theoretical
tools: the Nonlinear Sigma Model (NLSM) description of bosonic SPT phases [35, 36] and the method of gauged
Wess-Zumino actions [37–41]. In the next few paragraphs we give a brief introduction to each of these tools.
The NLSM description of bosonic SPT phases is a generalization (to other contexts and to higher dimensions) of
Haldane’s description of an antiferromagnetic Heisenberg spin chain using an O(3) NLSM [16]. Recall that the field
in the O(3) NLSM field theory is a three-component unit vector n(x, t) which is a function of the spatial coordinate
x and the time t. For the antiferromagnetic spin s chain, which is the case of interest here, the field n(x, t) represents
a coarse-grained version of the staggered spin (−1)
j
s Sj , where Sj is the spin on site j of the spin chain (x and j are
related as x = ja0 where a0 is the lattice spacing in the spin chain). In the antiferromagnetic case is it reasonable to
expect that this staggered field takes on a smooth configuration when viewed at long distances.







where g is a coupling constant, µ = x, t is a spacetime index, a = 1, 2, 3 labels the three components of the NLSM
field, and ηµν is the Minkowski metric2. We also sum on all repeated indices in this expression. The action S0[n]
gives an energy cost when the field n(x, t) is not constant in spacetime, and so classically this action favors a uniform
configuration of n(x, t), which would imply a state with antiferromagnetic order (recall that the NLSM field represents
the staggered spin). However, in 1+1 spacetime dimensions it is known that quantum effects destroy this ordering, and
the quantum ground state of the O(3) NLSM with action S0[n] possesses the full SO(3) symmetry of the NLSM (the
quantum ground state transforms in the trivial representation of SO(3)). In addition, excitations over this ground state
1Our work here on a bosonic analogue of a Weyl semi-metal is a continuation of our previous work with Gil Young Cho on a bosonic analogue
of a Dirac semi-metal in 2 + 1 dimensions [34].
2We use a “mostly minus” convention so that as a matrix η = diag(1,−1) in 1 + 1 dimensions and η = diag(1,−1, . . . ,−1) in higher
dimensions.
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are gapped, and the lowest energy excitation transforms in the fundamental representation of SO(3) and should be
thought of as a spin wave. These properties of theO(3) NLSM in 1+1 dimensions were first derived in Refs. [42–45].
The O(3) NLSM description of a spin s chain includes an additional term in the action besides the usual term





dtdx µνabcna∂µnb∂νnc , (1.2.4)
where again µ, ν = t, x and a, b, c = 1, 2, 3. For the application to the spin s Heisenberg chain the coefficient of the
theta term is quantized as θ = 2pis [46]. In particular, the spin s = 1 chain has θ = 2pi and is predicted to be in a
gapped phase (unlike the spin s = 12 Heisenberg chain which is known to be gapless from its exact solution via the
Bethe Ansatz [47]). More generally, the NLSM with theta term is expected to describe a gapped phase when θ is an
integer multiple of 2pi and a gapless phase when θ is an odd integer multiple of pi. It is actually possible to prove that
the energy spectrum of the theory is 2pi periodic in the value of θ using a certain unitary operator in the quantized
NLSM [48]. It then follows that the NLSM with θ = 2pik for any integer k must describe a gapped phase since the
k = 0 case describes a gapped phase.
The theta term is topological because it does not require a metric gµν on spacetime to contract indices. Instead,
the spacetime indices µ and ν are contracted using the Levi-Civita symbol µν , which is possible because we are in
two spacetime dimensions and the theta term features two derivatives. To understand the physical meaning of the
theta term it is useful to define the notion of the target space of the NLSM. The NLSM field can be viewed as a map
from spacetime into some other space, and that other space is called the target space of the NLSM. In the case of the
O(3) NLSM the target space is just the unit two-sphere S2, and this follows from the fact that a three-component unit
vector defines a point on the unit two-sphere embedded in R3. The physical meaning of the theta term is that it counts
the number of times that spacetime is “wrapped” around the target space of the NLSM (S2 in this case). We make
this interpretation more precise in Chapters 4 and 5 where we write the theta term in a more geometric way using the
volume form on the target space of the NLSM. It is important to note here that the spacetime and the target space S2
are both two-dimensional. This is not an accident. In fact, one can only construct a theta term for a NLSM if the target
space of the NLSM and the spacetime have the same dimension. We comment on this more in the next paragraph.
In the NLSM description of bosonic SPT phases, phases in D + 1 spacetime dimensions are described using an
O(D+ 2) NLSM with theta term. In the O(D+ 2) NLSM the field is a (D+ 2)-component unit vector n(x, t) which
is a function of the D-dimensional spatial coordinate x and the time t. A (D + 2)-component unit vector describes
a point on the unit (D + 1)-sphere SD+1 embedded in RD+2, and so the target space of this NLSM is (D + 1)-
dimensional. This is the same as the dimension of the spacetime, and so D + 2 is the correct choice of the number
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of components for the NLSM if we want to incorporate a theta term into the action. Indeed, in the theta term the
spacetime indices will now be contracted with the Levi-Civita symbol µ1···µD+1 and so the theta term must feature
D+ 1 derivatives in order to contract all of these spacetime indices. If we compare with the structure of the theta term
for the O(3) NLSM, then we see that this requires the NLSM field to have one more component than the number of
spacetime directions, which is D + 2 in D + 1 spacetime dimensions.
In the NLSM description a nontrivial bosonic SPT phase is described by a NLSM with theta term and with a
coefficient θ = 2pik for some integer k. The reason for taking k to be an integer is that in this case the NLSM with
theta term describes a gapped phase3, just like the case of the antiferromagnetic Heisenberg chain for integer s in
D = 1. The SPT phase is protected by the symmetry of a group G, and this information is encoded in the NLSM
description by specifying an action of the group on the NLSM field. In other words, one needs a rule which assigns
a particular rotation or reflection of the NLSM field for each element of G, and this rule should respect the group
multiplication law. Mathematically, this rule is equivalent to a group representation σ : G → O(D + 2), in which
each element g of the group is mapped to a (D+ 2)× (D+ 2) orthogonal matrix σ(g) ∈ O(D+ 2), where O(D+ 2)
is the group of orthogonal matrices of size (D + 2) × (D + 2). This group (or really the special orthogonal group
SO(D + 2)) is also the global symmetry group of the NLSM with theta term, and so embedding G inside this group
guarantees that the NLSM description of the SPT phase actually respects the symmetry of that phase. We refer the
reader to Chapter 4 for more details on how the symmetry of the SPT phase is encoded in the NLSM description.
As we discussed above, in the NLSM description the bulk of a SPT phase is modeled using a NLSM with theta
term and with a coefficient θ = 2pik, k ∈ Z. There is also a way to model the boundary of a SPT phase within this
formalism. In the NLSM description the boundary of the SPT phase is modeled using the same NLSM but with a
Wess-Zumino term [49] instead of a theta term. The coefficient of the Wess-Zumino term is a certain integer, known
as the level of the Wess-Zumino term, and in the NLSM description of a SPT phase the level of the Wess-Zumino
term on the boundary is the same integer k that appears in the coefficient θ = 2pik of the theta term that appears in the
action for the bulk of the SPT phase. Wess-Zumino terms will be familiar to many readers from the Lagrangians of
the Wess-Zumino-Witten conformal field theories (see, for example, Ch. 15 of Ref. [50]), but they also appear in other
contexts and in spacetime dimensions greater than two. We describe the detailed properties of Wess-Zumino terms
in Chapters 4 and 5, and so here we only mention the main property of these terms which makes them useful for our
analysis of the electromagnetic response of SPT phases.
In the context of the NLSM description of SPT phases one would like to couple the NLSM to a background gauge
field for the symmetry group G of the SPT phase. It turns out that properly coupling the Wess-Zumino term to this
3More precisely, for D > 1 the NLSM with θ = 2pik for integer k only describes a gapped phase in the strong coupling limit g → ∞. For
weak coupling the theory spontaneously breaks the O(D+ 2) symmetry, and so the weak coupling ground state of the NLSM does not represent a
SPT phase.
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background gauge field is quite subtle, and studying the gauged Wess-Zumino term in detail can provide important
information about the ’t Hooft anomaly of the boundary of the SPT phase, as well as the topological part of the
response (to the background gauge field) of the bulk of the SPT phase. The problem which arises when we try to
couple the Wess-Zumino term to a background gauge field can be traced back to the fact that the construction of the
Wess-Zumino term involves an extension of the NLSM field configuration into an auxiliary, or fictitious, dimension of
space. In terms of the NLSM field we have n(x, t) → n˜(x, t, s) where n˜(x, t, s) is the extension of the NLSM field
into the extra dimension of space and s is a coordinate for this extra dimension (usually one chooses s ∈ [0, 1]). The
main difficulty in gauging the Wess-Zumino term stems from the physical requirement that the gauged action should
describe physics in the original spacetime dimension, and not depend on the auxiliary dimension. In particular, this
means that the usual minimal coupling procedure is not sufficient to gauge a Wess-Zumino term, since the minimally
coupled Wess-Zumino term yields equations of motion which describe propagation of the NLSM field (couped to the
background gauge field) in the auxiliary dimension of space. We refer the reader to Chapter 4 for a more detailed
description of the difficulties involved in gauging the Wess-Zumino term.
In Chapter 4 we use the NLSM description of bosonic SPT phases and the theory of gauged Wess-Zumino actions
to derive several surprising results about the electromagnetic responses of the BIQH, BTI, and BCSM phases. For
BIQH states in spacetime dimension 2m − 1 (m = 1, 2, . . . ), we find that the bulk response to an electromagnetic
fieldAµ is characterized by a Chern-Simons term forAµ with a level quantized in integer multiples ofm! (“!” denotes
a factorial). This result is interesting because it shows that in 2m− 1 spacetime dimensions the response of the BIQH
phase to an applied electromagnetic field is m! times larger than the response of the integer quantum Hall state of free
fermions in the same dimension (generalizations of the integer quantum Hall state of fermions to higher spacetime
dimensions have been studied in detail in Refs. [51–54]). We also show that BTI states in 2m spacetime dimensions
can exhibit a Z2 breaking quantum Hall effect on their boundaries (recall that the BTI states also have an extra Z2
symmetry), with this boundary quantum Hall effect described by a Chern-Simons term at level m!2 . Here it is important
to note that this boundary quantum Hall response is exactly half of what we found for the BIQH state that can exist
intrinsically in 2m − 1 spacetime dimensions. In addition, this boundary quantum Hall response is m! times larger
than that of the topological insulator phase of free fermions in the same dimension (so the response of the BTI differs
from that of its fermionic analogue by the same numerical factor that we found in the BIQH case). We also note here
that our results for general spacetime dimensions agree with the known results for the BIQH state in 2 + 1 dimensions
(take m = 2 in the formula 2m− 1 for the spacetime dimension) and the BTI state in 3 + 1 dimensions (take m = 2
in the formula 2m for the spacetime dimension), so this is encouraging.
The numerical factor of m! which appears in our calculations for the BIQH and BTI states is rather mysterious,
and it would be nice to understand it from some other point of view. For example it would be useful to have a
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mathematical or physical argument which explains why the electromagnetic response of the BIQH and BTI states
should be quantized in this way. In Chapter 4 we provide a mathematical explanation for this quantization using a
gauge invariance argument. Specifically, we show that the exponential of the Chern-Simons action for the external
electromagnetic fieldAµ on a general (closed) Euclidean spacetime manifold is only invariant under large U(1) gauge
transformations if the coefficient of the action is quantized to be an integer multiple of m!. This result provides a
solid mathematical interpretation of the number m! appearing in our response formulas. However, one thing which
we were not able to do was to provide a solid physical explanation for this number, for example an argument based on
the requirement of triviality of braiding statistics like the argument presented in Ref. [18] for the BIQH state in 2 + 1
dimensions.
In Chapter 4 we also use this more general gauge invariance argument to characterize the electromagnetic and
gravitational responses of fermionic SPT phases with U(1) symmetry in all odd spacetime dimensions. Our analysis
there is also closely related to the Atiyah-Singer index theorem [55] for the Dirac operator on a curved manifold and
coupled to an electromagnetic field (physicists can find a very useful description of this theorem in Ref. [56]). We
then use our gauged boundary actions for the BIQH and BTI states to (i) construct a bosonic analogue of a chiral
semi-metal (the BCSM phase we discussed above) in even spacetime dimensions, (ii) show that the boundary of the
BTI state exhibits a bosonic analogue of the parity anomaly of Dirac fermions in odd dimensions, and (iii) study
anomaly inflow at domain walls on the boundary of BTI states. Several important formulas and additional results
are explained and/or derived in the supplementary material in Appendix C. In particular, the supplementary material
includes a discussion of the connection between equivariant cohomology and gauged Wess-Zumino actions, which
allows us to give a mathematical interpretation of the gauged Wess-Zumino actions for the BIQH and BTI boundaries
that we derive in Chapter 4. For example, our construction of the gauged Wess-Zumino action for the BTI boundary
is equivalent to the construction of an equivariant extension of the volume form on even-dimensional spheres S2p
with respect to the action of the group U(1) on these manifolds. Chapter 4 is based on Ref. [57] which we wrote in
collaboration with Chao-Ming Jian and Peng Ye.
Finally, in Chapter 5 we study perturbative and global anomalies at the boundaries of the BIQH and BTI phases
which were the main subject of Chapter 4 of the thesis. To study these anomalies we again rely on a description of
the boundaries of these phases in terms of a NLSM with Wess-Zumino term. One of the main results of Chapter
5 is that these anomalies are robust against arbitrary smooth deformations of the target space of the NLSM which
describes the phase, provided that the deformations also respect the symmetry of the phase. This result also implies
that the topological part of the bulk electromagnetic response of these phases, which we computed in Chapter 4 using
the boundary anomalies, is also robust to these deformations. The stability of these results to symmetry-preserving
deformations of the model is exactly what one expects physically for any model of a SPT phase. However, it is highly
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nontrivial that this stability property can actually be proven for this class of models.
In the first part of Chapter 5 we discuss the perturbative U(1) anomaly at the boundary of BIQH states in all odd
spacetime dimensions. In the second part we study global anomalies at the boundary of BTI states in even spacetime
dimensions. In Chapter 4 we argued that the boundary of the BTI phase exhibits a global anomaly which is an analogue
of the parity anomaly of Dirac fermions in three spacetime dimensions [58–60]. In Chapter 5 we elevate this argument
to a proof for the boundary of the (1 + 1)-dimensional BTI state by explicitly computing the partition function of the
gauged NLSM describing the boundary. We then use the powerful equivariant localization technique to show that this
global anomaly is robust to all smooth deformations of the target space of the NLSM which preserve the U(1) o Z2
symmetry of the BTI state. We also comment on the difficulties of generalizing this latter proof to higher dimensions.
Finally, we discuss the expected low energy behavior of the boundary theories of the BIQH and BTI phases when
their coupling constants are allowed to flow under the renormalization group. Supplementary material for Chapter 5,
including an introduction to the equivariant localization technique (which allows for the exact evaluation of certain
path integrals in systems with a hidden supersymmetry), is presented in Appendix D. Chapter 5 is based on Ref. [61].
1.3 Perturbative and global anomalies
In the last section of this Chapter we provide the reader with an introduction to the concepts of perturbative and
global anomalies in quantum field theory. As we mentioned above, the study of anomalies is one of the best ways
to characterize the boundary of a SPT phase. In addition, anomalies play a major role in the work that we present in
Chapters 4 and 5 of the thesis, so it is important that we give enough background on anomalies for the reader to follow
those Chapters. Simply put, a quantum field theory has an anomaly if a symmetry of the original classical theory is
broken during the quantization procedure. This breaking of symmetry occurs because a quantum field theory must be
regularized to be well-defined, and in some cases the method used to regularize the theory breaks a symmetry of the
classical theory. If this happens then the theory is said to be anomalous. The first example of an anomaly in quantum
field theory was the axial anomaly discovered by Adler, and by Bell and Jackiw, in the context of the calculation
of certain divergent Feynman diagrams (“triangle” diagrams) in Refs. [62, 63]. This anomaly was later given a path
integral interpretation by Fujikawa in Ref. [64]. These first examples are all examples of what is now known as a
perturbative anomaly (see the definition below). The first example of a global anomaly (again, see below for the
definition) was discovered by Witten in Ref. [65] in a theory of a doublet of Weyl fermions coupled to an SU(2)
gauge field.
In our examples below we study quantum field theories which have a certain global symmetry, and the anomaly
only appears when we try to couple the theory to a background gauge field for this global symmetry. One then finds
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that even though the classical action for the theory coupled to the background gauge field is gauge invariant, the
partition function for the quantum field theory coupled to the background gauge field is not. This type of anomaly is
called a ’t Hooft anomaly [21]. These ’t Hooft anomalies are important physically because they occur at the boundary
of SPT phases and turn out to be one of the best ways of characterizing SPT phases [66–70]. This is because these
anomalies give a precise mathematical characterization of what is special about the boundary of a SPT phase relative
to that of a trivial phase.
We discuss one example each of perturbative and global ’t Hooft anomalies in this section. Our example of a
theory with a perturbative anomaly is a single chiral Dirac fermion in 1 + 1 dimensions. At the classical level this
theory has a global U(1) symmetry representing charge conservation, however, this theory has a perturbative ’t Hooft
anomaly when it is coupled to a background gauge field Aµ for the U(1) symmetry. Physically, the anomaly implies
that charge is not conserved in the chiral Dirac fermion theory. This problem is resolved by realizing that this theory
can only appear at the boundary of the ν = 1 integer quantum Hall effect of fermions in 2 + 1 dimensions. In this
setup the physical interpretation of charge non-conservation in the chiral Dirac fermion theory is that in the presence
of the external field Aµ charge will flow from the bulk of the quantum Hall phase to the boundary. So charge is not
conserved at the boundary, but the total charge in the bulk plus boundary is conserved. We chose this example because
later in Chapters 4 and 5 of the thesis we study NLSMs with Wess-Zumino term which have a similar anomaly and
which can appear at the boundary of the bosonic analogue of the integer quantum Hall state, which is the BIQH state
introduced earlier in this section.
Our example of a theory with a global anomaly is a single Dirac fermion in 0 + 1 dimensions. At the classical
level this theory has U(1) charge conservation symmetry and a discrete Z2 charge-conjugation symmetry. However,
this theory has a global ’t Hooft anomaly when it is coupled to a background gauge field Aµ for the U(1) symmetry.
In this case the anomaly implies that the charge of the states in this theory can be fractional, depending on which
regularization procedure is used. For example, in one regularization scheme we will see that the states of the theory
have charge ± 12 even though the Dirac fermion carries charge 1 under the U(1) symmetry. This theory can occur at
the edge of a one-dimensional chain of fermions in a SPT phase protected by U(1) charge conservation symmetry and
discrete Z2 charge-conjugation symmetry (the model studied in Ref. [5] can be thought of as a field theory description
of such a chain of fermions). We chose this specific example because in Chapter 5 we study an exact bosonic analogue
of this anomaly in NLSMs with Wess-Zumino term in 0 + 1 dimensions. As we emphasize in that Chapter, the global
anomaly of the Dirac fermion and the global anomaly in the bosonic model have the same mathematical origin and
they both involve the Atiyah-Patodi-Singer eta invariant [71] for the Dirac operator in 0+1 spacetime dimensions. We
would like to emphasize here that this deep mathematical connection between the bosonic and fermionic anomalies




The first kind of anomaly that we consider is known as a perturbative anomaly. In this kind of anomaly the partition
function for the field theory coupled to the background gauge field is not invariant under any gauge transformations,
including infinitesimal gauge transformations. Here we illustrate this kind of anomaly via a simple example: a single
chiral Dirac fermion in 1 + 1 dimensions. This example is also physically relevant as this chiral fermion theory is
the edge theory for the ν = 1 integer quantum Hall effect in 2 + 1 dimensions and, as we will see, the anomaly of
the chiral Dirac fermion is a signature of the topological nature of the bulk quantum Hall phase. The anomaly of the
chiral Dirac fermion theory is very similar to the original axial anomaly studied in Refs. [62, 63]. There is, however,
a certain subtlety which arises in giving a proper definition of the fermion path integral for a chiral Dirac fermion
as compared with the non-chiral case. We do not discuss it here but just mention that the correct definition of the
path integral for the chiral Dirac fermion (which is needed for the path integral derivation of the anomaly following
Fujikawa [64]) was given in Ref. [72].
The chiral Dirac fermion is, roughly speaking, one half of the full Dirac fermion in 1 + 1 dimensions. Recall that
a Dirac fermion Ψ in 1 + 1 spacetime dimensions is a two-component spinor. The action for this Dirac fermion is
constructed with the help of a set of gamma matrices γµ, µ = 0, 1, which obey the Clifford algebra {γµ, γν} = 2ηµν ,
where η = diag(1,−1) as a matrix (the “mostly minus” convention). Using these gamma matrices the action for a
massless Dirac fermion takes the form
S[Ψ,Ψ] =
∫
d2x iΨγµ∂µΨ , (1.3.1)
where Ψ = Ψ†γ0 is usually called the Dirac adjoint of Ψ.
In the Weyl, or chiral, basis for the gamma matrices we have γ0 = σx, γ1 = σy and γ = γ0γ1 = σz , where σx,y,z
are the Pauli matrices and we introduced the chirality matrix γ (usually called γ5 in 3 + 1 dimensions). If we write Ψ










In particular, the two components of Ψ decouple, and the classical equations of motion imply that ψR moves to the
right and ψL moves to the left (and this is why we used the subscripts R and L for the components of Ψ in this basis).
The chiral Dirac fermion theory is then a theory consisting of only one of the two chiral components of the full
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d2x iψ†L(∂0 − ∂1)ψL . (1.3.3)
This action has a global U(1) symmetry due to the fact that it is invariant under the transformation
ψL → eiαψL (1.3.4)
for any constant phase α. We can then consider coupling the action to a background gauge field Aµ for this U(1)





d2x iψ†L(∂0 − iA0 − ∂1 + iA1)ψL , (1.3.5)
and this action is invariant under the U(1) gauge transformation
ψL → eiα(x)ψL (1.3.6)
Aµ → Aµ + ∂µα(x) , (1.3.7)
where the phase α(x) is now an arbitrary function of spacetime. Thus, at this point we have established the following
two properties: (i) the classical action for the chiral Dirac fermion has a global U(1) symmetry, and (ii) the classical
action can be coupled to a background gauge field for the U(1) symmetry in such a way that the action coupled to the
background field is invariant under a U(1) gauge transformation.
We now come to the anomaly. Suppose we compute the partition functionZ[A] of the chiral Dirac fermion coupled













Z[A+ dα] = Z[A] (1.3.9)
for any gauge transformation function α4. However, due to the need for regularization in quantum field theory, the
4Here we are using differential form notation in which A = Aµdxµ and dα = ∂µα dxµ.
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partition function Z[A] is not gauge invariant and instead transforms under a gauge transformation as




d2x αµν∂µAν . (1.3.10)
Therefore, the chiral Dirac fermion is an anomalous theory as the partition function Z[A] does not inherit all the
symmetries of the classical action S[ψL, ψ
†
L, A]. It is also important to note that the anomaly is present even for
infinitesimal gauge transformations α(x), and so this anomaly is indeed a perturbative anomaly according to our
definition above.
We now comment on the relation between this anomaly and the ν = 1 integer quantum Hall effect. Before we
discuss the relation, let us first rewrite the gauge transformation of Z[A] using differential form notation as



















where F = dA is the field strength for the gauge field Aµ with components Fµν = ∂µAν − ∂νAµ. Now we are ready
to discuss the relation to the integer quantum Hall effect.











d3x µνλAµ∂νAλ , (1.3.13)
whereM is the spacetime manifold. The current which flows in the system as a response to the field Aµ is obtained








In particular, this effective action captures the usual Hall response to an applied electric field. We should also make a
comment here about the units we are using. Here (and in our discussion of the Dirac fermion) we use units in which
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and so we see that the Hall conductance is equal to e
2
h , exactly as we expect for the ν = 1 integer quantum Hall state.
Now we are ready to explain the connection between the bulk Chern-Simons action SCS [A] and the anomaly of
the chiral Dirac fermion. Suppose we do a gauge transformation A → A + dα in the bulk Chern-Simons action. If
the spacetime manifoldM has no boundary then the Chern-Simons action is gauge invariant, but ifM does have a
boundary, then we find that






where ∂M denotes the boundary ofM. We learn from this that if the ν = 1 integer quantum Hall state is placed on
a spacetime with a boundary, then the principle of gauge invariance demands that there be some degrees of freedom
on the boundary which can cancel the gauge variation of the bulk Chern-Simons action [73, 74]. In addition, by
comparing with Eq. (1.3.11) we can see that the anomaly of the (left-moving) chiral Dirac fermion is exactly right
to cancel the gauge variation of the Chern-Simons term. Thus, we learn that the chiral Dirac fermion is a consistent
theory for the edge of the ν = 1 integer quantum Hall effect. It is consistent because with a left-moving chiral fermion
on the boundary and a Chern-Simons term in the bulk, the bulk and boundary taken together are completely gauge
invariant.
This phenomenon of anomaly cancellation between an anomalous theory in a particular spacetime dimension and
a topological term in one higher dimension has been dubbed anomaly inflow and was first investigated by Callan and
Harvey [75]. This concept has also been indispensable in the study of SPT phases, where the topological properties
of the bulk of the phase can be understood from the anomaly of the boundary theory [66–70]. We now move on to an
explanation of the concept of a global anomaly.
1.3.2 Global anomalies
We now introduce the second kind of anomaly, known as a global anomaly. The word global here refers to the
fact that the anomaly can only be exposed by considering gauge transformations which are topologically nontrivial.
These kinds of gauge transformations are called large gauge transformations. In the examples of global ‘t Hooft
anomalies (which are the examples relevant for the study of SPT phases) the theory under consideration has both a
discrete and a continuous symmetry, and the anomaly manifests itself as a conflict between these two symmetries
in the quantized theory. To see the anomaly one should first couple the theory to a background gauge field for the
continuous symmetry and then compute the partition function for the theory. One then finds that this partition function
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can be made to be invariant under either the discrete symmetry of the original theory, or large gauge transformations
of the background gauge field, but not both. To make the theory invariant under one or the other of these symmetries
one can add suitable local functionals of the background gauge field to the original Lagrangian. However, there is
no local functional of the background gauge field that can make the final partition function invariant under both of
these symmetries. As in the perturbative case, the anomaly can be traced back to the need to regularize the quantum
field theory. However, unlike the pertubative case, here the anomaly is only present for large gauge transformations,
which are gauge transformations that cannot be continuously deformed to a trivial gauge transformation (i.e., to no
transformation at all). The first example of a global anomaly was due to Witten [65], but that particular example is not
a ’t Hooft anomaly because the gauge field in Witten’s example is dynamical (i.e., one integrates out the gauge field
to compute the partition function of the quantum field theory) instead of a background gauge field.
Our example of a theory with a global anomaly is the theory of a single Dirac fermion in 0 + 1 spacetime dimen-
sions. Global anomalies in this theory were first considered in Ref. [76]. In addition, this theory can be considered as
a toy model for a more interesting global anomaly, which is the parity anomaly of the massless Dirac fermion in 2 + 1
dimensions [58–60]. The reader should note that our presentation differs slightly from that of Ref. [76] because we
use a different regularization procedure which allows us to connect our review of this anomaly in this section with our
calculation of a global anomaly in a bosonic theory in Chapter 5.




dt iψ†∂tψ , (1.3.17)
where ψ is a one-component fermion. To study the theory in as concrete a manner as possible we impose anti-periodic
boundary conditions on the fermion in the time direction, ψ(t + T ) = −ψ(t), where T is the time interval that we
consider. This theory has a global U(1) symmetry and a discrete Z2 charge-conjugation symmetry. The fermion ψ
transforms under these two symmetries as
U(1) : ψ → eiαψ (1.3.18)
for a constant phase α, and
Z2 : ψ → ψ† . (1.3.19)
To expose the anomaly in the theory we couple it to a background gauge field At for the U(1) symmetry and then




dt iψ†(∂t − iAt)ψ . (1.3.20)
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One can check that this action is invariant under the U(1) gauge transformation
ψ → eiα(t)ψ (1.3.21)
At → At + ∂tα(t) (1.3.22)
for any gauge function α(t), and it is also invariant under the discrete Z2 charge-conjugation transformation5
ψ → ψ† (1.3.23)
At → −At . (1.3.24)
In discussing these symmetries it is important to distinguish between two kinds of gauge transformation functions
α(t). We call a gauge transformation a small gauge transformation if
∫ T
0
dt ∂tα(t) = α(T )−α(0) = 0. In other words,
a small gauge transformation does not wind around the time direction. Next, we define a large gauge transformation as
one which does wind in the time direction,
∫ T
0




is gauge invariant, which implies that all gauge transformation functions α(t) satisfy α(T ) − α(0) = 2pik for some
integer k. This requirement is equivalent to the statement that the gauge group is compact U(1).
We can always decompose a particular gauge field At as








is the time average of the gauge field At and β(t) satisfies
∫ T
0
dt ∂tβ(t) = 0. In the langauge of differential forms this
is equivalent to the statement that on the circle S1 (which corresponds to the time direction) any one-form A = Atdt
can be decomposed into exact and non-exact pieces. In this case Atdt is the non-exact piece and ∂tβdt = dβ is the
exact piece. This decomposition is important because we can then do a small gauge transformation in the action to




dt iψ†(∂t − iAt)ψ . (1.3.27)
Finally, in this decomposition the large gauge transformations consistent with the compactness condition on the gauge
5To see that the action has this discrete symmetry one should recall that ψ and ψ† should be treated as Grassmann-valued (i.e., anti-commuting)
fields in the classical action, and so ψ†ψ = −ψψ†.
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field take the form
At → At + 2pik
T
, k ∈ Z . (1.3.28)
We are now ready to compute the partition function Z[A] for this theory and identify its anomalous properties.





which evaluates to the determinant of the Dirac operator i(∂t − iAt),
Z[A] = det[i(∂t − iAt)] . (1.3.30)
This determinant, however, requires regularization to be well-defined, and this regularization procedure will ultimately
be responsible for the anomaly. One way to regularize this determinant is to define the amplitude and phase of the
determinant using zeta and eta functions, respectively. We discuss this regularization procedure in detail in Chapter
5 and in Appendix D and so here we limit ourselves to one remark about this method6. The zeta and eta functions
depend only on the eigenvalues of the Dirac operator, and so this regularization method preserves (large and small)
gauge invariance since the eigenvalues of the Dirac operator are gauge invariant. This method yields the partition
function
Z[A] = 1 + eiAtT = 1 + ei
∫ T
0
dt At . (1.3.31)
This answer for the partition function is invariant under small U(1) gauge transformations as well as the large U(1)
gauge transformations in which At → At + 2pikT , k ∈ Z. Note, however, that this form of Z[A] is not invariant under
the charge-conjugation transformation At → −At, and this can be traced back to the fact that the eta invariant for
i(∂t − iAt) is not invariant under this transformation.
We see that the calculation of the partition function using the zeta and eta function method has produced a par-
tition function which retains the large U(1) gauge symmetry of the original action S[ψ,ψ†, A], but not the charge-
conjugation symmetry. We can try to restore the charge-conjugation symmetry by adding some local functional F [A]
of At to the action. This modifies the partition function to
Z ′[A] = eiF [A]Z[A] . (1.3.32)
6In comparing the result of this section to the result of Chapter 5 the reader should keep in mind that in this section we consider the eigenvalues of
the Dirac operator with anti-periodic boundary conditions, while in Chapter 5 we consider the same operator but with periodic boundary conditions.
24
To satisfy Z ′[−A] = Z ′[A] the functional F [A] must satisfy the equation
F [−A]− F [A] = AtT . (1.3.33)
The simplest possible solution of this is F [A] = − 12AtT , and this solution yields the partition function






However, this version of the partition function is no longer invariant under large U(1) gauge transformations, for
example Z ′[A] will change sign under At → At + 2piT . The conclusion is that it is impossible to regularize the
Dirac fermion theory in such a way that the partition function retains both the charge-conjugation symmetry and
the invariance under large U(1) gauge transformations which is present in the classical action S[ψ,ψ†, A]. We also
mention here that the local functional F [A] = −AtT2 = − 12
∫ T
0
dt At is actually the 0 + 1 dimensional version of a
Chern-Simons term for At, but with the level of this Chern-Simons term equal to − 12 .
We mentioned above that a physical consequence of this anomaly is the presence of fractional charge in the theory.
We now explain this in more detail. In fact, we will see that the fractional charge is only present when we choose the
regularization procedure which preserves the charge-conjugation symmetry but lacks the large U(1) gauge invariance.
To understand this point it is actually easier to think about the theory from the viewpoint of canonical quantization. In
the canonical approach ψ and ψ† obey the anti-commutation relation {ψ,ψ†} = 1 and the theory consists of only two
states. The first state is the vacuum state |0〉 annihilated by ψ and the second state is |1〉 = ψ†|0〉 in which a single
fermion is present. The charge operatorQ in this theory can be read off from the gauged classical action as it is simply
equal to the terms in the action which are multiplied by At. For the regularization which preserves large U(1) gauge
invariance the gauged action has the form shown in Eq. (1.3.20) and so the charge operator is just Q = ψ†ψ and the
two states |0〉 and |1〉 have charge 0 and 1, respectively. Thus, in the gauge invariant regularization of the theory all
states have integer charge. Next, for the regularization of the theory which preserves the charge-conjugation symmetry
the full action included the functional F [A] = −AtT2 = − 12
∫ T
0
dt At and so the charge operator in this regularization
is Q = ψ†ψ − 12 . Then in this regularization the states |0〉 and |1〉 have charge − 12 and 12 , respectively, and so the
states have fractional charge. It is worth emphasizing here that the presence of fractional charge is quite surprising as
the Dirac fermion field ψ carries a charge of 1 under the U(1) symmetry.
This concludes our discussion on anomalies, and we now move on to the main Chapters of the thesis.
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Chapter 2
Swimming at low Reynolds number in fluids
with odd, or Hall, Viscosity1
2.1 Introduction
The theory of swimming in classical fluids at low Reynolds number [24, 77] is remarkable because of the connections
it makes between seemingly disparate fields [25]. For example, the motion of swimmers with cyclic swimming
strokes is determined purely from classical fluid dynamics, but it can be re-cast into an elegant geometric formulation
reminiscent of Berry’s phase physics and gauge fields [25, 78, 79]. In fact, the motion of tiny organisms in fluids with
high viscosity can be captured by a “gauge-theory” of shapes. Since the initial work on the geometric formulation
of swimming there have been generalizations to swimmers in quantum fluids [80] and even to swimmers in fluids on
curved spaces [81, 82]. The theory has also been successfully applied in practice to describe the swimming of robots
[83] and microbots [84, 85].
In this Chapter we focus on swimmers in 2D fluids with broken time-reversal symmetry, for example, fluids in
magnetic fields or rotating fluids. We are not interested in the specific source of time-reversal breaking, but instead just
consider a classical fluid with a microscopic source of local angular momentum (on a much smaller scale than the size
of the swimmer) that gives rise to a non-vanishing “odd” viscosity coefficient [22, 23] in addition to the usual isotropic
viscosity coefficients. The odd viscosity is an off-diagonal viscosity term that is dissipationless and produces forces
perpendicular to the direction of the fluid flow. It can have a quantum mechanical origin in, for example, systems
exhibiting the quantum Hall effect [22, 23, 86–94], or a classical origin in plasmas at finite-temperature [95]. In the
quantum Hall setting the odd viscosity is usually known as the Hall viscosity. It is also sometimes referred to as
Lorentz shear stress.
We will not focus on the microscopic origin of the odd viscosity coefficient, but only assume it to be non-vanishing
in conjunction with the usual viscosity coefficients. From this assumption we will determine the motion of swimmers
at low Reynolds number in the presence of odd viscosity. Specifically, we will consider the problem of swimmers with
circular boundaries that move via deformations of their boundaries analogous to the nearly-circular swimmers in Ref.
[25, 78]. We find a general result that connects the torque on a swimmer to the rate of area change of the swimmer
1This Chapter is reproduced from Matthew F. Lapa and Taylor L. Hughes, Phys. Rev. E 89, 043019 (2014). c©2014 American Physical Society.
This paper is also cited as Ref. [26] in the References section of the thesis.
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with a proportionality constant given by the odd viscosity. We use our results to give examples of swimmer motion
due to cyclic circular deformations and compare cases where the conventional and odd viscosities each dominate.
This Chapter is organized as follows: we first review the geometric formulation of swimming and the appearance of
odd viscosity in 2D fluids with broken time-reversal symmetry. We then go on to derive the general consequences
of the odd viscosity on swimmers and then give explicit examples of model swimming strokes that illustrate some
differences between fluids with vanishing and non-vanishing odd viscosity. In the last section we consider reciprocal
swimming strokes and show how the famous Scallop theorem of low Reynolds number swimming carries over to the
case of fluids with odd viscosity. Finally, we have some appendices which collect derivations of the more technical
results.
2.2 Review of Geometric Formulation of the Swimming Problem
We begin by reviewing the geometric formulation of the problem of swimming at low Reynolds number developed by
Shapere and Wilczek [25, 78]. The instantaneous rigid motion (translation and rotation) of a swimmer is determined
by the condition that the swimmer not be able to exert a net force or torque on itself, and the condition that the fluid
velocity vanishes at infinity.
We should first explain why the problem of swimming at low Reynolds number can be formulated in a purely
geometric way, independent of the mass of the swimmer or the speed of the swimming stroke (assuming the speed
of the stroke is still small enough so that there is no appreciable momentum transfer to the fluid). Recall that the
Reynolds number, which is associated with a viscous fluid and an object in motion in that fluid, is a ratio of the inertial
and viscous forces on that object (we are not yet considering systems with odd viscosity so in this sentence the word
“viscous” refers to the traditional dissipative (even) viscosity of the fluid). If ηe is the even viscosity coefficient, V is
a typical speed of the fluid flow, L is a characteristic dimension of the swimming object, and ρ is the density of the





The low Reynolds number regime can be interpreted as the regime where the momentum density of the fluid, ρV , is
negligible compared to the scale ηe/L.
At low Reynolds number the drag force on the swimmer is proportional to its velocity. This means that if the
swimmer stops its stroke and just coasts through the fluid, its speed will decay exponentially until it comes to a stop.
In the low Reynolds number regime this exponential decay is so fast that the motion of the swimmer at any given
time can be considered to be completely independent of what the swimmer was doing at all previous times [24]. The
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motion of the swimmer at time t depends only on its shape and the velocity of its surface at time t. With these remarks
in mind we can move on to discuss the geometric theory of swimming at low Reynolds number.
In two dimensions, for swimmers modeled as the interior of deformed circles, we can represent the swimming
stroke (the motion of the boundary of the swimmer) by a time-dependent complex function S0(σ, t), σ = eiθ, whose
real and imaginary parts give the x and y positions of the point on the swimmer described by the parameter θ ∈ [0, 2pi)
at the time t. When we want to emphasize the dependence of S0(σ, t) on the real parameter θ instead of the complex
parameter σ (as we do in Appendix A.2) we call it S0(θ, t) instead.
The function S0(σ, t) lives in a space of “un-located” shapes, which can be obtained from the space of “located”
shapes by partitioning it into equivalence classes [S0(σ, t)] containing all shapes differing only by a rigid motion. The
location and orientation of the swimmer in real space is specified by a rigid motionR(t) acting on a representative of
the equivalence class [S0(σ, t)], the simplest choice being S0(σ, t) itself:
S(σ, t) = R(t)S0(σ, t) . (2.2.2)
To take an example, S0(σ, t) might be the representative of [S0(σ, t)] with its centroid at the origin and a distinguishing
feature of the shape aligned with the x-axis at time t = 0.
To be concrete, let us encode the translation and rotation represented byR(t) into a 3×3 matrix and let this matrix












where (X,Y ) and Θ are the vector and angle representing the translation and rotation effected by R(t). The matrix
R(t) is determined by integrating the equation
dR(t)
dt
= R(t)A(t) , (2.2.4)
where the matrix A(t) determines the infinitesimal rigid motion of the swimmer during a time dt in the sense that
A(t) dt is the rigid motion of the swimmer during the interval dt. The matrix A(t) is completely determined by the
requirements that the net force and torque on the swimmer vanish and that the fluid velocity goes to zero at infinity.
To determine the swimming path we need to find A(t) for a given swimming stroke and then integrate Eq. 2.2.4.
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Integrating this equation gives the solution for the rigid motionR(t),






















dt1 + . . . (2.2.6)
so the matrixA(ti) with the latest time ti appears furthest to the right in each integral, which is the reverse of the usual
path ordering operation where the latest time goes furthest to the left in each integral. We show how this integration is
carried out numerically in Appendix A.1.
To see how the idea of a gauge theory of shapes enters we first note that the choice of a representative from the
equivalence class [S0(σ, t)] is analogous to a choice of gauge, and the matrix A(t) plays the role of a gauge potential.
If we choose a different representative S˜0(σ, t), related to S0(σ, t) by a rigid motion U(t) (we can choose a different
representative at each time t),
S˜0(σ, t) = U(t)S0(σ, t) , (2.2.7)
then the requirement that the rigid motion of the swimmer in real space remain unchanged leads to the transformation
law forR(t)
R(t)→ R′(t) = R(t)U−1(t) . (2.2.8)




yields the familiar transformation law




which shows that A(t) does indeed transform like a gauge potential.








where (Vx, Vy) and ω are the instantaneous linear and angular velocity of the swimmer (so A(t) is in the Lie Algebra
of rigid motions). Sometimes we will refer to the translational and rotational partsAtr andArot of the gauge potential,
defined by
Atr = Vx + iVy (2.2.12a)
Arot = ω . (2.2.12b)
The components of A(t) can be completely determined by solving the equations of motion for Stokes flow of the
viscous fluid surrounding the swimmer, subject to no-slip boundary conditions at the surface of the swimmer. Now
that we have reviewed the geometric formulation of swimming we will introduce the concept of the odd viscosity in
time-reversal breaking fluids.
2.3 Odd Viscosity
We now review the basic definition of odd viscosity and the derivation of the isotropic odd viscosity contribution to
the fluid stress tensor in two dimensions. Throughout this section we follow the presentation of Ref. [23] where most
of these details were first worked out.
The general linear relation between the fluid stress tensor Tij and the rate of strain tensor vij = 12 (∂jvi + ∂ivj)
(vi are the components of the fluid velocity vector v) is of the form
Tij = ηijklvkl . (2.3.1)
The symmetry of the stress and rate of strain tensors imply the symmetry of the viscosity tensor ηijkl under the
exchanges i ↔ j and k ↔ l, but in general ηijkl can contain terms which are symmetric or anti-symmetric under the
exchange of the pair of indices {ij} with the pair of indices {kl}. We can always split ηijkl into parts which are even
and odd under such an exchange by writing ηijkl = ηeijkl + η
o
ijkl.
To extract the isotropic contribution to ηoijkl it is convenient to use a simple basis for representing a real, 4th-rank
tensor that is symmetric under exchange of its first two and second two indices. One such basis is provided by the
tensor products
σa ⊗ σb, a, b ∈ {0, 1, 3} (2.3.2)
of the Pauli matrices σ1, σ3 and the 2 × 2 identity matrix σ0, where we have been careful to only use the symmetric
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kl − σbijσakl) . (2.3.4)
In two dimensions the generator of spatial rotations is iσ2, where σ2 is the second Pauli matrix. In an isotropic
fluid the viscosity tensor must commute with σ2⊗σ2 to be rotationally invariant. Using the familiar commutation and
anti-commutation relations for the Pauli matrices, and the fact that all matrices commute with the identity σ0, we find




kl − σ3ijσ1kl) , (2.3.5)
where the single constant ηo is the coefficient of odd viscosity. Finally we can use the explicit expressions
σ1ij = δi1δj2 + δi2δj1 (2.3.6a)
σ3ij = δi1δj1 − δi2δj2 (2.3.6b)
for the elements of the Pauli matrices σ1 and σ3 to write down the form of the odd viscosity contribution to the stress
tensor
T oij = η
o
ijklvkl
= −2ηo(δi1δj1 − δi2δj2)v12 + ηo(δi1δj2 + δi2δj1)(v11 − v22) (2.3.7)
which was first obtained in Ref. [23]. For comparison we also display the much more familiar even viscosity part of
the stress tensor (for an incompressible fluid)
T eij = 2η
evij , (2.3.8)
where ηe is the coefficient of even viscosity.
We see that diagonal elements of T oij are proportional to off-diagonal elements of vij and off-diagonal elements
of T oij are proportional to diagonal elements of vij . This atypical relation between the elements of T
o
ij and vij has a
number of non-intuitive consequences. For example, a circular object rotating in a fluid with odd viscosity will feel a
pressure, directed either radially inwards or outwards depending on the sense of the rotation (see [23] and Fig. 2.1).
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(a) (b)
Figure 2.1: (a) In a fluid with even viscosity only, a rotating circle will feel a torque that opposes its rotation and is
proportional to the coefficient of even viscosity ηe. ( b) In a fluid with odd viscosity a rotating circle will also feel
a pressure directed radially inwards or outwards (depending on the direction of the rotation) and proportional to the
coefficient of odd viscosity ηo. The dependence of this pressure force on the direction of the rotation indicates that
time-reversal symmetry is broken in systems with non-vanishing odd viscosity.
This is quite different from what would happen in a fluid with even viscosity only, where a rotating circle would feel
a torque that opposes the rotation. The fact that the direction of the pressure force (radially inwards or outwards) on
a circle rotating in an odd viscosity fluid depends on the sense of the rotation means that time-reversal symmetry is
broken in systems with odd viscosity.
2.4 Equations of Motion, Force and Torque
In classical fluids with both even and odd viscosity Avron has shown (see [23]) that the equations of motion for
incompressible Stokes flow (viscous force-dominated flow) are
∇(p− ηoξ) = ηe∇2v (2.4.1a)
∇ · v = 0 , (2.4.1b)
where p is the pressure, ξ = (∇× v) · zˆ is the vorticity, and ηe and ηo are the coefficients of even and odd viscosity,
respectively. We will refer to these equations as the “slow flow” equations, as that is what they are called in the usual
case where only even viscosity is present. If ηe 6= 0, taking the curl of the first equation shows that the vorticity is a
harmonic function, i.e., ∇2ξ = 0. This means that the stream function ψ (which can be used here because the flow is
incompressible), defined by v = ∇× (ψzˆ), is a biharmonic function,
∇2(∇2ψ) = 0 . (2.4.2)
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In two dimensions we can package the velocity vector v = (v1, v2) into a complex variable v = v1 +iv2. The solution
for v can then be expressed in the complex form (see [78])
v = φ1(z)− z∂zφ1(z) + φ2(z) (2.4.3)
where z = x+iy = Reiϕ, the bar denotes complex conjugation and ∂z = 12 (∂1−i∂2). The functions φ1(z) and φ2(z)











To solve for the coefficients ak and bk we impose no-slip boundary conditions at the surface of the swimmer. Solving
for these coefficients can be very difficult for general swimming strokes, so we will focus our attention on a class
of simple swimmers introduced in Ref. [78] whose shapes are conformal maps of the circle of degree D = 2. In
Appendix A.3 we extend our results to swimmers that are conformal maps of the circle of degree D = 3.
To calculate the force and torque on the swimmer we will need the stress tensor. We have seen in Section 2.3 that
in the presence of odd viscosity the stress tensor gets an extra contribution. The full stress tensor is now
Tij = −pδij + 2ηevij − 2ηo(δi1δj1 − δi2δj2)v12 + ηo(δi1δj2 + δi2δj1)(v11 − v22) . (2.4.5)
The components of the odd-viscosity part of the stress tensor are
T o11 = −ηo(∂2v1 + ∂1v2) (2.4.6a)
T o12 = η
o(∂1v1 − ∂2v2) (2.4.6b)
T o21 = η
o(∂1v1 − ∂2v2) (2.4.6c)
T o22 = η
o(∂2v1 + ∂1v2) . (2.4.6d)
Since the fluid is incompressible, an application of the divergence theorem shows that the force and torque on
the surface of the swimmer are the same as the force and torque on the fluid at infinity. Using this equivalence, the














In these formulas ri are the components of the radial unit vector rˆ = cosϕxˆ + sinϕyˆ and the integral is taken over
the circle at infinity.
Using these equations, and the components of the odd-viscosity part of the stress tensor, we can derive expressions
for the odd-viscosity contribution to the force and torque on the swimmer. In complex form they are

















where C is a circular contour of radius R (to be taken to infinity), and we have switched to a complex notation for the
force, F = F1 + iF2 (the torque, being a scalar in 2D, is real).
Plugging in the velocity expansion (2.4.3) into these formulas gives
F o = 0 (2.4.11a)
No = −4piηoRe[b−2] . (2.4.11b)
In the next subsection we will show that the physical interpretation of this result is that the odd-viscosity contribution
to the torque is proportional to the flux of the fluid at infinity (see Section 2.4.1). Previously it has been shown [78]
that the even-viscosity contribution to the force and torque on the swimmer is given by
F e = 0 (2.4.12a)
Ne = 4piηeIm[b−2] . (2.4.12b)
The swimmer feels no net force (a generic result for Stokes flows in two dimensions [96]) and the total torque is
N = 4pi(ηeIm[b−2]− ηoRe[b−2]) . (2.4.13)
We can cancel the torque on the swimmer by having the swimmer rotate at a certain angular velocity ω. This
uniquely determines the rotational part of the gauge potential. In dimensions D > 2 the translational part of the gauge
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potential can be determined by the condition that the net force on the swimmer vanish. In two dimensions, however,
the net force vanishes identically [96] and so one must instead determine the translational part of the gauge potential
by requiring that the fluid velocity vanish at infinity [97]. We discuss this condition in more detail in Section 2.6.
2.4.1 Physical Interpretation of the Torque Formula
The physical content of the formula (2.4.13) for the net torque on the swimmer can be better understood by looking
at the relation of the coefficient b−2 to the circulation and flux of the fluid at infinity, denoted by Γ(∞) and Φ(∞),
respectively. We can express the circulation and flux of the fluid at infinity in the form of line integrals of the velocity











v · rˆRdϕ . (2.4.15)
Using the velocity expansion (2.4.3), we find
Γ(∞) = −2piIm[b−2] (2.4.16a)
Φ(∞) = 2piRe[b−2] . (2.4.16b)
Using these expressions, the net torque on the swimmer can be rewritten in the form
N = −2ηeΓ(∞)− 2ηoΦ(∞) . (2.4.17)
The condition of vanishing torque in the different cases can then be interpreted in terms of zero circulation at infinity
for even viscosity only, zero flux at infinity for odd viscosity only, or a proportionality between the flux and circulation
at infinity when both types of viscosity are present.
2.5 Model Swimming Strokes and Area Formula
Following Ref. [78], we will begin by considering nearly circular swimmers with swimming strokes of the form
S0(σ, t) = α0(t)σ + α−2(t)σ−1 + α−3(t)σ−2 , (2.5.1)
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where the αi(t)’s are coefficients which determine the time evolution of the swimming stroke. This kind of stroke is
just a conformal map of degree D = 2 from the unit circle to the complex z-plane. The absence of a term α−1(t)






















A(t) = pi(|α0|2 − |α−2|2 − 2|α−3|2) (2.5.3)
for the simple stroke (2.5.1). General swimmers represented by conformal maps of degree D have the form




and in Appendix A.3 we extend the swimming motion formulae to swimmers with D = 3.
2.6 Solution for Translational and Rotational Motion of Swimmer
To determine the coefficients ak and bk in the velocity expansion (2.4.3) we need to conformally map the flow field
back to the ζ = reiθ plane [78]. Recall that the shape of the swimmer S0(σ, t) is a conformal map in the other
direction, from the unit circle σ = eiθ in the ζ-plane to the z-plane. For general swimmers of the form (2.5.4) the
conformal mappings between the ζ and z planes take the form [78],









+ . . . . (2.6.1b)
We now introduce a star ∗ symbol to denote the pull-back of a function in the z-plane to the ζ-plane obtained by












where the a∗k and b
∗
k are a new set of coefficients related to the original ak and bk through the conformal mapping.
Next we pull back the velocity field onto the unit circle σ in the ζ-plane so that we can apply the no-slip boundary
conditions there and determine the pull-back coefficients a∗k and b
∗
k in terms of the αi(t). On the unit circle σ the







The only coefficients we need to determine the translational and rotational motion of the swimmer are a−1 and
b−2. This is because a−1 gives the fluid flow at infinity, so it determines the translational motion of the swimmer,
and b−2 is related to the torque on the swimmer, so it determines the rotational motion of the swimmer. Using the
conformal mapping (2.6.1), the coefficients a−1 and b−2 can be expressed in terms of the pulled-back coefficients a∗k
and b∗k as
a−1 = a∗−1 (2.6.4a)
b−2 = α0b∗−2 . (2.6.4b)
We can solve for the pulled-back coefficients a∗k and b
∗
k in terms of the parameters αi using (2.6.3), and then use the
pulled-back coefficients to solve for a−1 and b−2. As in [78] we find
a−1 = −α¯−10 α−3 ˙¯α−2 (2.6.5a)
b−2 = α¯0α˙0 − α−2 ˙¯α−2 − 2α−3 ˙¯α−3 . (2.6.5b)
To determine the translational part of the gauge potential we note that the coefficient a−1 is a constant contribution
to the velocity expansion, which means that the fluid velocity at infinity is uniform and non-zero. Following Section
7.5 of Ref. [97], we argue that a finite-size swimmer located near the origin should not be able to induce a non-zero
fluid velocity at infinity, and so we make a Galilean transformation to a frame in which the fluid is at rest at infinity
and the swimmer moves with a velocity
Atr ≡ Vx + iVy = −a−1 , (2.6.6)
where Atr denotes the translational part of the gauge potential (2.2.11).
To determine the rotational part of the gauge potential we attempt to cancel the torque (2.4.13) on the swimmer
by having the swimmer rotate at an appropriately chosen angular velocity ω. In the parameterization (2.5.1) of the
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swimming stroke, having the swimmer rotate at an angular velocity ω amounts to the replacement
αi → αi,rot = αieiωt . (2.6.7)
Under this replacement we find
b−2 → b−2,rot = b−2 + iω
(|α0|2 + |α−2|2 + 2|α−3|2) , (2.6.8)
so that the condition that the net torque on the swimmer vanish becomes
ηeIm[b−2,rot]− ηoRe[b−2,rot] = 0 . (2.6.9)
Solving this equation for ω yields the rotational part of the gauge potential




|α0|2 + |α−2|2 + 2|α−3|2 . (2.6.10)
This expression shows that in the presence of odd viscosity the rotational part of the gauge potential picks up a







which shows that the odd viscosity contribution to the angular velocity of the swimmer is proportional to the rate of
change of the area of the swimmer. This conclusion is not limited to swimming strokes which are conformal maps of
degree D = 2, but holds for generic swimmers bounded by a closed curve without any self-intersections, as we prove
in Appendix A.2.
We can use this area relation and the relation Γ(∞) = −2piIm[b−2] for the circulation of the fluid at infinity to
rewrite the angular velocity formula in a way which clearly shows the physical meaning of each term. We find
ω =
Γ(∞) + ηoηe dA(t)dt
2pi(|α0|2 + |α−2|2 + 2|α−3|2) . (2.6.12)
As the ratio of ηo/ηe increases, the angular velocity (2.6.10) grows without bound. Therefore we conclude that
in a fluid in which the odd viscosity terms completely dominate the stress tensor (i.e. ηo/ηe → ∞), the condition
that the swimmer experience zero net torque must be satisfied by taking dA(t)dt = 0, otherwise the angular velocity of
the swimmer would have to be infinite. So a swimmer in a fluid where odd viscosity effects are dominant must have
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Figure 2.2: The elliptical distortion given by Eq. (2.7.1), shown in three different fluids with different ratios of odd
to even viscosity. The time between each consecutive shape is 0.5 units of time. The red dot is a guide for the eye
that indicates the same point on the boundary of the shape, so one can clearly see when the shape is rotating and when
it is stationary. Distances are measured in units of r0, which is the original radius of the swimmer before it starts
expanding into an ellipse, i.e. α0(t = 0) = r0.
constant area.
When discussing the limit ηo/ηe → ∞ in this context, we must always assume that ηe is finite and large enough
so that we can still neglect any inertial forces in the problem (and so we can still take advantage of the geometric
formulation of the problem of swimming at low Reynolds number). This is why we have been careful to say “when
the odd viscosity is dominant” and not “when ηe = 0.”
2.7 Example Swimming Strokes
Here we present some simple examples of swimming strokes that clearly demonstrate the difference between swim-
ming in a fluid with just even viscosity and swimming in a fluid with both even and odd viscosity.
Dipolar Distortion
The first example is a swimmer which starts out as a circle but grows into an ellipse by elongating one of its axes
through a dipolar-like distortion. We use the parameterization
α0 = 1 +
t
2 (2.7.1a)
α−2 = t2 (2.7.1b)
α−3 = 0 (2.7.1c)
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for this swimmer. The boundary of the swimmer is an ellipse with the lengths of the major and minor axes given by
a = 1 + t, b = 1. With only the conventional even viscosity this stroke will not cause any motion other than an
increase in the area. We can also see this from the reflection symmetry about the x-axis, which is equivalent to the fact
that all the coefficients are real. However, when there is also odd viscosity this swimmer will start to rotate because
its area is growing and the torque has a term proportional to the odd viscosity and the rate of area change. The motion
for different values of the odd viscosity can be seen in Fig. 3.1.
Quadrupolar Distortion
To further test our results we chose a swimmer with a more complicated quadrupolar distortion which also has a
uniform area growth. We used the parameterization
α0 = 1 + t (2.7.2a)
α−2 = 0 (2.7.2b)
α−3 = 0 (2.7.2c)
α−4 = 14 . (2.7.2d)
This swimming parameterization represents a conformal map of degree D = 3. To see how to extend the analysis
of the previous section to swimmers which are conformal maps of the circle of degree D = 3 (i.e. how to include
α−4 terms), see Appendix A.3. In Fig. 2.3 we see very similar results to the dipolar case, e.g., the motion of the
swimmer is just a rotation proportional to the growth of the area. This indicates, as we expected from the general
result of Appendix A.2, that the odd viscosity does not distinguish between different types of shape distortions, and
only couples to changes in the total area of the interior of the swimmer.
Wandering Stroke
The third example is a swimmer parameterized with the cyclic stroke
α0 = r0 (2.7.3a)
α−2 = −iξ1 sin(2pit) (2.7.3b)
α−3 = −iξ2 cos(2pit) (2.7.3c)
where r0, ξ1 and ξ2 are all real parameters. We chose this particular stroke because in the case when only the even
viscosity is present, the swimmer’s centroid moves in a straight line through the fluid. Additionally, this stroke has a
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Figure 2.3: The quadrupolar distortion given by Eq. (2.7.2), shown in three different fluids with different ratios of odd
to even viscosity. The time between each consecutive shape is 0.5 units of time. The red dot is a guide for the eye that
indicates the same point on the boundary of the shape, so one can clearly see when the shape is rotating and when it is
not. Distances are measured in units of r0, defined by the relation α0(t = 0) = r0.
periodic time-dependent area
A(t) = pi[r20 − ξ21 + (ξ21 − 2ξ22) cos2(2pit)] , (2.7.4)
which implies that it will feel a cyclic stress from the odd viscosity term when present. In Fig. 2.4 one can clearly see
the outcome as we show two trajectories, one with ηo/ηe = 0 and one with ηo/ηe = 10. In the case when ηo vanishes,
the swimmer travels in a straight line, however in the second case the swimmer oscillates transverse to the straight-line
path. In the inset we show that the amplitude of the transverse oscillation at a fixed time increases linearly with the
slope ηo/ηe. As the swimmer continues it will wander further and further off of the straight-line course although on
average it seems like it will still progress linearly at a similar rate to that of the swimmer in the fluid with vanishing
odd viscosity.
Null-Rotation Stroke
The fourth example is a stroke which will nominally rotate when just even viscosity is present, but for which the
variation of the area of the shape has been chosen carefully so that when odd viscosity is also present the shape will
not rotate at all. In other words, the odd viscosity contribution to the angular velocity exactly cancels the even viscosity
contribution for a given particular ratio ηo/ηe which, for the sake of this example, we pick to be unity.
A glance at Eq. (2.6.10) shows that in order to produce this cancellation, we need the stroke to satisfy
Im[b−2] = Re[b−2] . (2.7.5)
For swimmers which are conformal maps of the circle of degree D = 2, the coefficient b−2 is given by Eq. (2.6.5b).
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Figure 2.4: The swimming stroke of Eq. (2.7.3) with the parameter values r0 = 1, ξ1 = 0.5, and ξ2 = 0.4, shown
first with just even viscosity (in black) and then with both even and odd viscosity (in red) with ηo/ηe = 10. The time
between each consecutive shape in the figure is 6.1 cycles. When odd viscosity is also present, the swimmer wanders
off of its straight trajectory because of rotations caused by changes in the area of the swimmer. The inset shows the
y-displacement of the swimmer after 100 cycles of this swimming stroke vs. the ratio of the odd and even viscosity
coefficients. Distances are measured in units of r0, the parameter that appears in Eq. 2.7.3a.
We see from that equation that we can design such a stroke by taking α0 = r0 = constant and
αj(t) = rj(t)e
iθj(t) (2.7.6)
for j = −2,−3, where the functions rj(t) and θj(t) are functions which are determined in the following way. We
would like to have
αj(t) ˙¯αj(t) = (1 + i)f˙j(t) (2.7.7)
where the fj(t) are some real periodic functions of time (to give a periodic swimming stroke), which we are essentially
free to choose. This choice will guarantee the cancellation of the even and odd viscosity contributions to the torque
on the swimmer, since the real and imaginary parts of Eq. (2.7.7) are equal at all times. The reason for using the
derivative of the functions fj(t) in the above formula is purely for convenience in the formulas that follow. Plugging
the form (2.7.6) for the αj(t) into this last equation and solving the two coupled ordinary differential equations for














+ Cj,2 , (2.7.8b)
where Cj,1 and Cj,2 are arbitrary constants (although they must be chosen carefully along with the functions fj to
keep the argument of the logarithm from ever equaling zero). Now any choice of the periodic functions fj(t) will give
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a cyclic swimming stroke that will not rotate in a fluid with our chosen ratio ηo/ηe = 1.
This shows in principle that it is possible to construct a stroke for which the even and odd viscosity contributions
to the angular velocity exactly cancel each other. Swimmers using this type of stroke might be able to more efficiently
navigate odd-viscosity fluids since the particular choice of stroke cancels the rotation effects due to the odd-viscosity.
2.8 Reciprocal Motions and Scallop Theorem with Odd Viscosity
An interesting aspect of swimming at low Reynolds number in an ordinary viscous fluid is the fact that a reciprocal
swimming stroke leads to no net motion of the swimmer through the fluid. By a reciprocal swimming stroke we mean
a swimming stroke which looks exactly the same whether time is run forwards or backwards. This fact has become
known as the Scallop theorem [24]. The opening and closing of a scallop’s shell is the prototypical example of a
reciprocal stroke. Examples of non-reciprocal strokes include corkscrew and undulatory motions. Reversing time in
those situations will reverse the direction of rotation of the corkscrew motion, and it will reverse the direction of travel
of the waves in the undulatory motion.
One can understand this result using the uniqueness theorem for the solutions of the slow flow equations, as proved
in Ref. [97]. Running time backwards corresponds to negating the velocity of the fluid at the surface of the swimmer.
In other words, the boundary condition for the time-reversed flow is obtained by changing the sign of v in the no-slip
boundary conditions at the surface of the swimmer.
With only even viscosity the unique solution to the slow flow equations with time-reversed boundary conditions
is the time-reverse of the solution with the original boundary conditions (i.e. the velocity is negated everywhere).
This means that whatever motion the scallop does as it opens its shell is immediately undone when it closes its shell.
Therefore the scallop can make no net progress.
In the geometric theory of swimming at low Reynolds number one can make sense of this result by noting that
a reciprocal swimming motion encloses no area in the space of un-located shapes, therefore the reverse path-ordered
integral of Eq. (2.2.5) is just the identity matrix.
Now we ask whether this result changes when we include odd viscosity. When the effects of odd viscosity are
included there is the additional possibility that the swimmer can rotate itself with the reciprocal motion, and that the
interplay between rotations and translations could lead to a net displacement after a full cycle of the swimming stroke,
even through the stroke is reciprocal.
In fact, this is not the case, and the Scallop theorem still holds in fluids with both even and odd viscosity. The
uniqueness theorem argument is still valid in this case. One just needs to prove that the slow flow equations with odd






Figure 2.5: (a) The simple model for the scallop swimmer. The legs have a length L and the scallop opens symmetri-
cally about the x-axis with angular velocity Ω. (b) The contour C we use to evaluate the flux of the scallop swimming
stroke. This contour hugs the scallop tightly but circles around the wedge-shaped region in the center and also around
the ends of the two arms.
equations with just even viscosity (see Ref. [97]) to the case where odd viscosity terms are present. There we also give
a separate uniqueness argument which applies even to swimmers whose boundary is not a smooth closed curve (for
example the simple model of the scallop in Fig. 2.5a that we consider later in this section). Therefore we can conclude
that the Scallop theorem is also true in viscous fluids with both even and odd viscosity.
2.8.1 No Flux for the Scallop Swimming Stroke
In the remainder of this section we give an argument showing that for a simple model of the scallop swimming stroke
the flux of the fluid at infinity vanishes. This means that the scallop cannot rotate at all in a fluid with odd viscosity.
Note that this is a stronger statement than the Scallop theorem, which only states that a reciprocal swimming stroke
cannot give any net motion (translation or rotation) through the fluid after one cycle.
We model the scallop as two infinitely thin arms of length L connected at the origin. Let Ωt be the angle between
each arm and the positive x-axis, so Ω is the angular velocity of the stroke at time t (see Fig. 2.5a). The no slip
boundary conditions for the fluid on the scallop are then
v(r,±Ωt) = rΩ(∓ sin(Ωt)xˆ+ cos(Ωt)yˆ), r < L . (2.8.1)
Now we want to evaluate Φ(∞), the flux of the fluid at infinity, due to the scallop swimming stroke. Since the fluid is
incompressible, we can calculate this flux with any contour we want, instead of using the circular contour at infinity.
We choose a contour C shown in Fig. 2.5b. This contour hugs the scallop tightly but circles around the wedge-shaped
region near the origin and around the ends of the arms.
The contribution to the flux from the straight parts of the contour vanishes, since on one side of each arm the
velocity points towards the inwards normal and on the other side it points towards the outwards normal. So we just
have to worry about the contribution to the flux from the small circular parts of the contour which surround the hinge
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of the scallop and the two ends. Therefore we need solutions to the viscous equations of motion which are valid in
these small regions. We argue that we can use solutions to the equations for infinite geometries, since those should be
approximately correct when we are very close to these small regions. Writing v = ∇× (ψzˆ), where ψ is the stream
function, the basic equation we need to solve is the biharmonic equation for ψ,
∇2(∇2ψ) = 0 . (2.8.2)
Let us suppose that Ωt < pi/2 and look at the flux from each small circular contour on either side of the wedge. We
take the contour to have radius  and the angle θ for integration over the contour ranges from −Ωt+ δ ≤ θ ≤ Ωt− δ
for the inner part of the wedge and from Ωt+ δ ≤ θ ≤ 2pi −Ωt− δ for the outer part of the wedge, where δ is a very
small angle. For this infinite wedge geometry (i.e. L→∞), Eq. 2.8.2 has the solution (see Ref. [97])








This solution is valid for 2Ωt . 257.45◦, which is the angle where the denominator equals zero. Near that angle
ψ(r, θ) shows more complicated scaling behavior and exhibits several different scaling regimes. Below, but very near,
the critical angle ψ(r, θ) will instead scale with r as rp2+2 and then deform to scale as r2 ln(r). For 2Ωt greater than
the critical angle ψ(r, θ) has three different regimes and will scale as rp1+2, r2 and then rp3+2, where p1, p2 and p3
are complex numbers with Re[pi] > −1, i = 1, 2, 3, though p1 is actually real. The detailed solution to the infinite
geometry wedge problem for all angles Ωt is discussed in Ref. [98], though we do not need much of the detail for
what we are studying.
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. (2.8.4)









where  is again the radius of the circular contour. We see that for all angles Ωt, the product vr(, θ) scales as
α, Re[α] > 1, possibly multiplied by ln(), which means that when we take the limit  → 0 (the circle shrinks to
zero radius), these contributions to the flux will vanish.
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Next we have to look at the flow near the very ends of the arms. We argue that the flow here can be approximated
by the flow near the end of a semi-infinite line or plate being dragged through the fluid with a velocity perpendicular
to it’s length. For simplicity, we look at the solution of the slow flow equations where the semi-infinite plate occupies
the negative x-axis and is moving in the negative y direction with speed v0. We again want to solve Eq. 2.8.2, but now
subject to the boundary conditions
v(r, pi) = v0θˆ . (2.8.7)
This time we find that the solution is
ψ(r, θ) = r(A cos(θ) +B sin(θ) + Cθ cos(θ) +Dθ sin(θ)) , (2.8.8)
whereA,B,C,D are constants that must be determined from the boundary conditions. Imposing the no-slip boundary











The important feature of this solution is that the fluid velocity actually scales as r0. Now the semi-infinite plate
problem is unrealistic, and this is reflected in the fact that in the solution the velocity has no r dependence at all.
However, we expect this solution to still be valid very close to the tip of the plate, and that is where we will make use
of it. We evaluate the flux of the fluid around a circular contour of radius  with center at the origin (end of the plate)
and −pi + δ ≤ θ ≤ pi − δ. Since the fluid velocity scales there as r0, the factor of  we get from the line element
ds = dθ in the integration is the only factor of  present, and so this contribution to the flux vanishes as we take
→ 0. Therefore we conclude that the contribution to the total flux from the two ends of the scallop is also zero, and
so the total flux φ(∞) of the scallop swimming stroke is zero. This means that in an odd viscosity fluid the scallop
cannot rotate at all as it opens and closes its shell.
2.9 Conclusion
We have applied the geometric theory of swimming at low Reynolds number developed by Wilczek and Shapere [78] to
the case where the fluid has a non-vanishing odd, or Hall, viscosity. The main effect of the odd viscosity is to introduce
an additional torque on the swimmer, proportional to the rate of change of the area of the swimmer, independent of
the other shape changes occurring in the stroke pattern. This torque is the companion effect to the fact that a swimmer
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rotating in a fluid with odd viscosity feels an inwards or outwards pressure proportional to its angular velocity [23]. As
we show in Appendix A.2 this conclusion applies to generic swimming shapes and is not limited to swimmers whose
boundaries are simple conformal maps of the unit circle.
As a consequence of this extra torque, a swimming stroke which would not cause the swimmer to rotate in a fluid
with conventional viscosity can cause the swimmer to rotate in a fluid with odd viscosity if the area of the swimmer
is changing. It is even possible to design a stroke which will rotate the swimmer in an even viscosity fluid but not in
a fluid with both even and odd viscosity, for a certain value of the ratio ηo/ηe. It is possible that swimmers placed
in fluids with an odd viscosity would have to adapt their strokes to efficiently move in a straight line. Additionally, it
would be interesting to see if swimmers could use the interplay between the even and odd viscosity to perform more
interesting or efficient motion patterns.
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Chapter 3
Hall viscosity and geometric response in the
Chern-Simons matrix model of the
Laughlin states1
3.1 Introduction
In the past few years there has been tremendous progress in the understanding of the geometric properties of quantum
Hall states. The role of geometry in the quantum Hall effect first came to prominence in early work on Hall viscos-
ity [22, 23, 86] (sometimes called odd viscosity), and there has been much work on Hall viscosity since then [87–
93, 99–101]. Recent work on geometry in the quantum Hall effect has gone in two separate directions. First, there is
the study of the properties of quantum Hall states on curved spatial manifolds (Riemann surfaces) [102–109]. Second,
there is the study of intrinsic geometry and anisotropy in quantum Hall states on flat space [89, 100, 101, 110, 111].
In the past year a very interesting new theory of quantum Hall states has been proposed, known as the bi-metric
theory, and this theory promises to unify the two separate directions of research on geometry in the quantum Hall
effect [112, 113].
In a separate line of development, Susskind proposed in 2001 that Laughlin fractional quantum Hall (FQH) states
could be described by noncommutative Chern-Simons (NCCS) theory [27]. This is a deformation of ordinary Chern-
Simons theory in which the theory is formulated on a noncommutative analog of the flat space R2 consisting of
“coordinates” xˆ1 and xˆ2 obeying a nontrivial commutation relation
[xˆ1, xˆ2] = iθ . (3.1.1)
Here θ is a real parameter with dimensions of length squared that characterizes the degree of noncommutativity of
the theory. The original motivation for this proposal was Susskind’s observation that the gauge symmetry of NCCS
theory provides a discretization of the symmetry under area-preserving diffeomorphisms that is present in a description
of a FQH state as a charged fluid in a magnetic field. In particular, this discretization was argued to capture the
“granularity” of a fluid constructed from electrons, and in the NCCS theory description each electron is associated
1This Chapter is based on the arXiv preprint 1802.10100 which is cited as Ref. [30] in the References section of the thesis.
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with a fundamental area of size 2pi|θ|. In addition, in the NCCS theory a quantization rule [114] enforces
θ = `2Bm , m ∈ Z , (3.1.2)
where `B is the magnetic length, and so one finds (for m > 0) that the fluid described by the NCCS theory has a
number density ρ0 = 12pi`2Bm
, exactly as in the ν = 1m Laughlin state.
Susskind’s original proposal has been followed up by many authors [29, 115–123]. Of all of these subsequent
works, the work of Polychronakos is particularly important for this Chapter. In Ref. [29], Polychronakos proposed a
regularization of the NCCS theory which is known as the Chern-Simons matrix model (CSMM). This is a particular
regularization of the NCCS theory which can be viewed as a quantum mechanics model in which the degrees of
freedom are N × N matrices (we discuss the model in detail and make this statement precise below). The quantum
ground state of the CSMM having θ = `2Bm (m > 0) is known to describe a uniform droplet of “noncommutative
fluid” with a density and area matching that of the ν = 1m Laughlin state. Polychronakos has also demonstrated that
excitations in this model carry the appropriate fractional charge of the quasihole excitations in the Laughlin state.
Despite the successes in describing the basic properties of the Laughlin FQH states using NCCS theory and the
CSMM, there have not been any attempts to study geometric properties of the Laughlin states in the context of these
noncommutative models. Therefore, our goal in this Chapter is to answer the following question: does the CSMM
accurately describe the geometric properties of the Laughlin states?
The particular geometric properties that we are concerned with are the Hall viscosity, the Hall conductance in a
non-uniform electric field, and the Hall viscosity in the presence of anisotropy (or intrinsic geometry). We compute all
of these quantities in the CSMM and we find that the results in the CSMM contain only the guiding center contribution
to the known values for these quantities in the Laughlin states. For example, the full Hall viscosity coefficient for the
















which is exactly the (regularized) guiding center Hall viscosity of the ν = 1m Laughlin state [89, 100, 101]. The need
for regularization of the guiding center part of the Hall viscosity has been discussed in Refs. [89, 100, 101]. In this
Chapter we also give a fluid interpretation of this regularization in the context of the CSMM.
2In the literature the quantity m−1
2
is referred to either as the anisospin (Refs. [112, 113]) or minus the guiding center spin (Refs. [89, 100, 101])




Based on our calculations we conclude quite generally that the CSMM and NCCS theory descriptions of the
Laughlin FQH states capture the guiding center contribution to the geometric properties of these states, but lack the
Landau orbit contribution. We argue that this is not surprising since in the fluid interpretation of the CSMM and NCCS
theories, the cyclotron frequency ωc is sent to infinity by sending the mass of the particles in the fluid to zero. This is
analogous to a projection into a Landau level (which freezes out the Landau orbit degrees of freedom), and so it makes
sense that only the guiding center contribution remains. The Landau orbit contribution is often considered to be less
important since the interesting correlations in a Laughlin state are contained entirely in the guiding center part of the
state/wave function. Therefore we find that the CSMM description is able to capture the most important contributions
to the geometric properties of the Laughlin states. We expect that our results will rekindle interest in noncommutative
models of the FQH effect, as these models clearly have a role to play in the investigation of geometric properties of
FQH states.
This Chapter is organized as follows. In Sec. 3.2 we review the notion of Hall viscosity. In Secs. 3.3 and 3.4
we give a comprehensive review of the NCCS theory and CSMM, the fluid interpretation of these models, and their
relation to the Laughlin states. In Sec. 3.5 we compute the Hall viscosity in the CSMM. In Sec. 3.6 we compute
the Hall conductance of the CSMM in a non-uniform electric field. In Sec. 3.7 we give a fluid interpretation of
the regularization of the guiding center part of the Hall viscosity in which one subtracts the extensive contribution
to this quantity. Finally, in Sec. 3.8 we present a modified version of the CSMM incorporating anisotropy, and we
compute the Hall viscosity for the modified model. Sec. 3.9 presents our conclusions. This Chapter also includes two
appendices. In Appendix B.1 we review the form of the quantum generators of the action of the group U(N) on the
fields of the CSMM, as this information is necessary for the quantization of this model which we review in Sec. 3.4.
In Appendix B.2 we present the details of the calculation of the Hall viscosity of the CSMM (which is presented in
Sec. 3.5 of the main text), which involves a Kubo formula approach inspired by Ref. [92].
3.2 Review of Hall viscosity
In this section we review the concept of Hall viscosity following the derivation and point of view in Ref. [101]. We
also emphasize, again following Ref. [101], the separation of the Hall viscosity tensor into two parts: the Landau orbit
contribution and the guiding center contribution. Finally, we review the form of both parts of the Hall viscosity tensor
for typical FQH trial states including the Laughlin states. The example of the Laughlin states is of particular interest
for the rest of the Chapter when we compare to the results obtained in the CSMM, which has been argued to describe
the physics of the Laughlin states.
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3.2.1 Hall viscosity calculation
The Hall viscosity can be computed by studying the response of a FQH state to time-dependent area-preserving
deformations (APDs). Before we review the calculation of the Hall viscosity, we briefly recall the setup of the quantum
Hall problem. We consider N electrons on the plane, each with a charge −e < 0, in the presence of a constant
background magnetic field of strengthB > 0 and pointing in the positive z direction. Let rj be the position coordinates
of the N electrons, where j = 1, . . . , N, is a particle label. We write raj with a = 1, 2, for the two components of the
vector rj (i.e., a = 1, 2, labels the two directions of space). In this situation the electron coordinate operators raj break






where Raj are known as the guiding center coordinates, and R˜
a
j are the Landau orbit coordinates. These coordinates

















= 0 , (3.2.2c)
where `2B =
~
eB is the square of the magnetic length `B .
The Hall viscosity is defined as the response of the system (more precisely, the ground state) to time-dependent,
APDs of the electron coordinates. These APDs are generated by Hermitian operators Λab which are a linear combina-
tion of guiding center and Landau orbit parts,
Λab = Λab − Λ˜ab . (3.2.3)












where {·, ·} denotes an anti-commutator, while Λ˜ab generates APDs of the Landau orbit coordinates, and Λ˜ab is
defined like Λab but with the guiding center coordinates Raj replaced by the Landau orbit coordinates R˜
a
j . One can
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bcΛ˜ad + bdΛ˜ac + acΛ˜bd + adΛ˜bc
)
. (3.2.5b)
In addition, it is clear that [Λab, Λ˜cd] = 0. The generators Λab (and also Λ˜ab) can be expressed in terms of the
generators of the Lie algebra of the group SU(1, 1), and we will use this fact later3.





where αab is a constant, symmetric tensor with unit determinant (thus, the APDs are spatially uniform since αab does
not depend on the spatial coordinates). For example, acting on the electron coordinates gives
U(α)rajU(α)
† = raj + 
abαbcr
c
j + . . . , (3.2.7)
where the ellipses denote higher order terms in αab.
The APDs that we have been considering so far are closely related to strains in continuum mechanics. Suppose
the vector r is the location of a point in a solid or fluid before a deformation, and r′(r) is the location of that same
point after the deformation. Then for small deformations the strain tensor uab is defined in terms of the displacement



















cdαdb + (a↔ b)
)
. (3.2.9)
In particular, we find for the trace
∑2
a=1 uaa = 0, which means that the APDs are indeed area-preserving (the trace of
the strain tensor determines the change in the area of a small element of the fluid or solid at the location r). The strain
tensor is also spatially uniform since αab does not depend on the spatial coordinates ra. Therefore, the APDs that
we have been considering can be understood as a special case of a strain in continuum mechanics, namely, a spatially
uniform and area-preserving strain. In what follows we sometimes use the terms APD and strain interchangeably
3Physicists can read about the group SU(1, 1) in Ref. [124], for example
4Here, and in the rest of the Chapter, we use a summation convention in which we sum over all indices which are repeated once as a subscript
and once as a superscript. All other summations will be indicated explicitly.
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although, strictly speaking, the former is a special case of the latter.
Consider a FQH system described by a Hamiltonian H0. Under a time-independent APD parametrized by αab the
Hamiltonian is transformed to
H(α) = U(α)H0U(α)
† . (3.2.10)
We can define the generalized force associated with this APD as




= −i[Λab, H0] . (3.2.11)
If we subject the system to a time-dependent APD αab(t), then we can compute the expectation value of F ab in the
time-dependent ground state |ψ(t)〉 in an expansion in time derivatives of αab(t). In fact, as was argued in Ref. [92],
one should actually compute the expectation value of U(α(t))F abU(α(t))† instead of F ab. We discuss this point in
more detail in the context of our Kubo formula calculation of the Hall viscosity for the CSMM in Appendix B.2, but
just mention here that this replacement corresponds to expressing the generalized force in terms of the coordinates of
the deformed system.
We now compute the expectation value of U(α(t))F abU(α(t))† in an expansion in time derivatives of αab(t) as
〈ψ(t)|U(α(t))F abU(α(t))†|ψ(t)〉 = 〈ψ0|F ab|ψ0〉+ Γabcdα˙cd(t) + . . . , (3.2.12)
where |ψ0〉 denotes the initial state of the system, the overdot on αcd(t) denotes a time derivative, and Γabcd is a four
index tensor which is independent of the parameters αab(t) (in principle there could also be an elastic term which
is proportional to αab(t), but this term is not present for a fluid state). Park and Haldane then define the full Hall





where A denotes the area of the quantum Hall droplet (recall that we are working on the infinite plane, so we must
assume that the quantum Hall droplet occupies a finite area A). The intuition behind this definition is that ηabcdtot
encodes the linear response of the “generalized stress” U(α(t))F
abU(α(t))†
A to the “rate of strain” encoded by the tensor
α˙cd(t). We also note here that for a droplet of quantum Hall fluid the area A of the droplet can be expressed as
A = 2pi`2BNφ, where Nφ is the number of fundamental flux quanta Φ0 =
h
e piercing the droplet.
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≡ ηabcdH + η˜abcdH . (3.2.14)
Thus, the full Hall viscosity tensor breaks up into two parts: the guiding center Hall viscosity tensor ηabcdH , and the
Landau orbit Hall viscosity tensor η˜abcdH .
The expression for the full Hall viscosity tensor can be simplified further by using the algebra of APD generators
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, (3.2.15)















In what follows we also refer to these two-index tensors as “Hall viscosity tensors”. Ref. [101] emphasized that the
guiding center contribution ηabH to η
ab
tot has a physical interpretation in terms of the intrinsic electric dipole moment
along the edge of a FQH state, and in fact must be proportional to the symmetric tensor which determines this dipole
moment in order to balance the force on a FQH edge in an inhomogeneous electric field (see also Ref. [125] for a
complementary discussion of this boundary dipole moment from a different point of view). We now review the form
of the two parts of the Hall viscosity tensor for typical FQH trial states including the Laughlin states.
3.2.2 Values in quantum Hall trial states
In this section we consider the form of the guiding center and Landau orbit Hall viscosity tensors ηabH and η˜
ab
H for
typical FQH trial states including the Laughlin states. In the operator, or Heisenberg, approach (as opposed to the












j ) , (3.2.18)
and also ladder operators aj and a
†






(R˜1j − iR˜2j ) . (3.2.19)
We define |0〉a and |0〉b to be the Fock vacuum states annihilated by the aj and bj operators, respectively. In terms of








F (b†1, . . . , b†N )|0〉a ⊗ |0〉b , (3.2.20)
where F (b†1, . . . , b
†
N ) is a homogeneous polynomial of N variables, and which is either symmetric (for bosons) or
antisymmetric (for fermions) under exchange of any two variables. We use Deg[F ] to denote the total degree of the
polynomial function F . Then if we scale all arguments of F by a numerical factor λ, we have
F (λb†1, . . . , λb
†
N ) = λ
Deg[F ]F (b†1, . . . , b
†





jbj be the total number operator for the N guiding center ladder operators. Then the homogeneity
property of F implies that |ψ0〉 is an eigenvalue of Nb with eigenvalue Deg[F ].
To compute ηabH for these trial FQH states we use a connection between the APD generators and the generators of



























These operators obey the commutation relations of the Lie algebra of the group SU(1, 1),
[K0,K±] = ±K± (3.2.23a)
[K−,K+] = 2K0 . (3.2.23b)
The Fock space of the oscillators bj forms a (reducible) representation of this algebra, and the generators Λab can be
expressed in terms of the SU(1, 1) generators as













Λ12 = Λ21 =
−i
2
(K− −K+) . (3.2.26)
It is clear that the state |ψ0〉 is an eigenstate of K0 with eigenvalue 12 (Deg[F ] + N2 ). It then follows that the
expectation values 〈ψ0|K±|ψ0〉 are equal to zero asK±|ψ0〉 is orthogonal to |ψ0〉. Then, for the trial state parametrized

























is a homogeneous polynomial in the a†j of total degree nN .
For the case of the ν = 1m Laughlin state (m a positive integer) we have










mN(N − 1) . (3.2.30)
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Both of these tensors are proportional to the identity matrix (in this rotation-invariant case), and it is convenient to
denote the constants of proportionality by






















so that we can simply write ηabH = ηHδ
ab and similarly for η˜abH .
For a Laughlin FQH droplet with ν = 1m , and consisting of a large numberN of particles, we haveA ≈ 2pi`2BmN .
Then, in its current form, the coefficient ηH in the guiding center Hall viscosity tensor is the sum of an extensive (order
N ) term and an intensive (order 1) term. Since A itself is proportional to N , the extensive term in ηH comes from the
superextensive (order N2) term in 〈ψ0|Λab|ψ0〉. This term is associated with a uniform rotational motion (in fact, it is
just the orbital angular momentum) of the FQH fluid, and so it has been argued that one should subtract this term when


















where ρ0 = 12pi`2Bm
= NA is the density of the ν =
1
m Laughlin FQH state at large N . We discuss the physical
interpretation of this regularization scheme in the context of the CSMM in Sec. 3.7.
The Landau orbit contribution η˜H does not require regularization as it only consists of an intensive term. In terms
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Then the full Hall viscosity coefficient for the ν = 1m Laughlin state (in the lowest Landau level and after regularization
of the guiding center part) is




as originally found by Read [87]. It is interesting to observe that since ρ0 = 12pi`2Bm
, the full Hall viscosity coefficient
ηtot actually does not depend on the filling fraction of the Laughlin state (i.e., it does not depend on m).
The coefficient 1−m2 appearing in ηH,reg is what Haldane has termed the “guiding center spin” of a FQH state.
This coefficient has been denoted as “s” in Ref. [100] and “s” in Ref. [101]. It is also equal to minus the “anisospin”






with ς = m−12 . We see that unlike the full Hall viscosity coefficient ηtot, the guiding center contribution to the
Hall viscosity has a clear dependence on m. It follows that different Laughlin states cannot be distinguished by their
full Hall viscosity ηtot, but they can be distinguished by their guiding center Hall viscosity ηH,reg which, moreover,
has been argued to be connected to the physical property of intrinsic electric dipole moment at the edge of the FQH
state [101].
3.3 Noncommutative Chern-Simons theory
In this section we review Susskind’s noncommutative Chern-Simons (NCCS) theory description of the Laughlin FQH
states [27]. This will pave the way for the discussion of the Chern-Simons matrix model in the next section, as the
Chern-Simons matrix model can be thought of as a particular regularization of the NCCS theory. To prepare the reader
for this discussion in this section we first make a few remarks about the two different formulations (“operator” vs.
“star product” formulations) of noncommutative field theory. We then present the NCCS theory in both formulations.
Finally, we discuss the NCCS theory in the limit of weak noncommutativity, and its connection with the dynamics of
a fluid of charged particles in a magnetic field. From this connection one sees that the full NCCS theory should be
understood as describing a fluid of charged particles in a magnetic field on a noncommutative space. Our discussion
of noncommutative field theory closely follows that in Refs. [126–128]. For the fluid picture of the NCCS theory we
follow Refs. [27, 129]. Readers who are already familiar with noncommutative field theory and the NCCS theory may
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want to skip this section.
3.3.1 Two formulations of noncommutative field theory
Consider a classical field theory in 2 + 1 dimensions in which the two-dimensional space is taken to be R2, and let
x = (x1, x2) denote the spatial coordinates. We denote a general field in this theory as Φ(t,x). In such a field theory
the fields Φ(t,x) at a fixed time t are elements of the ordinary algebra of functions on R2 (the commutative algebra
generated by pointwise addition and multiplication of functions of x). The noncommutative deformation of the this
theory that we consider consists of replacing the ordinary space R2 with a “noncommutative plane” whose two spatial
coordinates do not commute with each other. The time direction will always be commutative in this Chapter, i.e., we
consider theories in two noncommutative spatial dimensions and one commutative (or ordinary) time direction.
In the noncommutative deformation of the classical field theory, the fields (again at a fixed time t) instead take
values in the algebra R2θ which consists of all complex linear combinations of products of position variables xˆa,
a = 1, 2, satisfying the commutation relation
[xˆ1, xˆ2] = iθ . (3.3.1)
Here θ is a constant real number with dimensions of length squared; it controls the “strength” of the noncommutativity
of this theory. The algebra R2θ comes equipped with a conjugation operator “†” (which one can think of as Hermitian
conjugation), and the operators xˆa are assumed to be invariant under this operation5. We see that the algebra R2θ is
nothing but the universal enveloping algebra of the Heisenberg algebra specified by xˆa and the commutation relation
of Eq. (3.3.1). The operators xˆa are sometimes said to be coordinates on a “noncommutative plane”. In the noncom-
mutative theory the notion of a point no longer makes sense, and the smallest area that one can resolve is of order
θ.
In the noncommutative field theory, the notion of integration over space is replaced with a trace in a representation
of the Heisenberg algebra of the noncommutative coordinates xˆa. Usually this representation is taken to be the Fock








(xˆ1 − ixˆ2) (3.3.3)
act on a Fock space HF generated by the action of the raising operator aˆ† on a vacuum state |0〉 which is annihilated
5For any complex number c and any y ∈ R2θ we have (cy)† = cy†, where c is the complex conjugate of c.
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by the lowering operator aˆ. The action functional for the noncommutative field theory then takes the form
S =
∫
dt TrHF {(· · · )} (3.3.4)
where (· · · ) denotes a Lagrangian written in terms of fields Φˆ(t) which are operators on the space HF , and whose
matrix elements are functions of time.
It is natural to call the formulation of noncommutative field theory that we have just described the “operator
formulation.” We now describe an alternative formulation, which one might call the “star-product formulation,” which
may be more familiar to some readers. In this formulation one instead works with fields Φ(t,x) which are ordinary
functions of the coordinates x on R2, but replaces the ordinary product of functions with the Groenewold-Moyal star
product “?”, which is defined as follows. For any two functions f(x) and g(x) of x we have













θab∂af(x)∂bg(x) + . . . ,
and where in the last line the ellipses denote terms of order θ2 and higher. For two functions f(x) and g(x) which
vanish at spatial infinity we have the important property that
∫
d2x f(x) ? g(x) =
∫
d2x f(x)g(x) , (3.3.6)
which follows after integration by parts on the higher derivative terms in the star product. There is no analogous result
for integrals of star products of three or more functions.
These two formulations of noncommutative field theory are related by the Wigner-Weyl mapping of functions and






be its Fourier transform. Then we can define a Weyl-ordered operator fˆ by taking the inverse Fourier transform but









One can check that this mapping satisfies the following properties which will be needed later:









d2x f(x) . (3.3.10)








dx1 〈x1|fˆ |x1〉 (3.3.11)
and then plug in the expression Eq. (3.3.8) for fˆ .
The Chern-Simons matrix model that we study below is a particular regularization of the NCCS theory in its
operator formulation. Therefore, for our purposes we generally find that the operator formulation of the NCCS theory
is more convenient. However, the star product formulation is still useful for the study of the behavior of the theory
near the commutative limit θ → 0, and so we will have occasion to use both formulations of the NCCS theory in what
follows.
3.3.2 NCCS theory in the operator formulation
We now review the operator formulation of the NCCS theory. In the operator formulation, the NCCS theory consists
of three fields Xˆa(t), a = 1, 2, and Aˆ0(t). All fields should be thought of as operators on the Fock space HF whose
matrix elements are functions of time. In addition, all fields are Hermitian (i.e., all fields are invariant under the “†”
operation on the algebraR2θ). We also consider the theory on a time interval of length T and assume periodic boundary
conditions in time so that Xˆa(0) = Xˆa(T ), and likewise for Aˆ0(t). In addition to the noncommutativity parameter θ,
the theory includes various coupling constants including e > 0, an electric charge, and B > 0, a constant magnetic
field. We discuss the physical interpretation of this theory as representing a charged fluid in a magnetic field later in
this section (and we will see that the charge of the particles which make up this fluid is actually q = −e < 0).
















Xb + i[Xˆb, Aˆ0] . (3.3.13)
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and where the dot denotes a time derivative. The field Aˆ0 functions as a Lagrange multiplier and its equation of motion
yields the constraint
[Xˆ1, Xˆ2] = iθ . (3.3.14)
This constraint can only be satisfied by operators Xˆa on an infinite-dimensional space. This is due to the fact that if
the variables Xˆa were finite-dimensional matrices, then the trace of the left-hand side of the equation is zero while
the trace of the right-hand side would be proportional to the size of the matrices. The CSMM discussed in the next
section is a modification of the NCCS theory which features a modified constraint that can be satisfied by operators
(matrices) on a finite-dimensional space.
If we ignore the term containing 2θAˆ0 for a moment, then one can check that the action is invariant under the
gauge transformation
Xˆa → Vˆ XˆaVˆ † (3.3.15a)
Aˆ0 → Vˆ Aˆ0Vˆ † + iVˆ ˙ˆV †, (3.3.15b)
where Vˆ (t) is an arbitrary time-dependent unitary operator on the Fock spaceHF . In particular, this follows from the
fact that, under this transformation, the covariant derivative transforms as D0Xˆb → Vˆ D0XˆbVˆ †. To understand these
gauge transformations in the presence of the term 2θAˆ0, we need to constrain the allowed Vˆ ’s that we consider [114].
To motivate this restriction we now briefly discuss some aspects of the geometry of the noncommutative plane.
Consider the occupation number basis {|n〉}n∈N of the Fock space HF (|n〉 ∝ (aˆ†)n|0〉). The radius squared
operator Rˆ2 = δabxˆaxˆb is diagonal in this basis and we have Rˆ2|n〉 = 2θ(n+ 12 )|n〉. Thus, the occupation number n
can be identified with the distance squared from the origin in the noncommutative plane. We now restrict our attention
to gauge transformations defined by unitary operators Vˆ (t) which act as the identity on states |n〉 with n sufficiently
large, say n > N0. The actual value of N0 is not important for the argument. This is the noncommutative analogue
of requiring gauge transformations in a commutative gauge theory on the space R2 to tend to the identity at spatial
infinity.
With this restriction on possible gauge transformations, the unitary operator Vˆ (t) defines a map from the periodic
time interval [0, T ) to U(N0), the group of unitary matrices of size N0. Large gauge transformations are those
Vˆ (t) which correspond to a nontrivial element of the homotopy group pi1(U(N0)) = Z. The full NCCS action
is not invariant under these large gauge transformations because of the presence of the 2θAˆ0 term. In Ref. [114],
Polychronakos and Nair have shown that requiring the exponential ei
SCSMM
~ to be invariant under these large gauge
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transformations enforces a quantization rule on θ which states that
eBθ = ~m, m ∈ Z , (3.3.16)
or
θ = `2Bm , m ∈ Z , (3.3.17)
where `2B =
~
eB is the square of the magnetic length defined earlier. This quantization rule is the noncommutative
analogue of the level quantization which obtains in ordinary (say SU(N)) Chern-Simons theory on a commutative
space.
3.3.3 NCCS theory in the star product formulation
We now discuss the NCCS theory in the star product formulation. In this form the theory looks very similar to the
ordinary Chern-Simons theory (i.e., Chern-Simons theory on the commutative space R2). We proceed by deriving
the star product formulation of the NCCS theory from the operator formulation by using the Wigner-Weyl mapping
discussed earlier in this section. To do this we need to know how spatial derivatives are represented in the operator









and one can check that
[∂ˆa, xˆ
b] = δba , (3.3.19)
just as one has for ordinary derivatives of functions on R2. In addition, in the Wigner-Weyl mapping one has
[∂ˆa, fˆ ] = ∂̂af , (3.3.20)
so under this mapping the ordinary derivative of a function f(x) with respect to xa is mapped to the commutator of
∂ˆa with fˆ (i.e., the adjoint action of ∂ˆa on fˆ ).
The first step towards deriving the star product formulation of NCCS theory is to make a change of variables in
the operator formulation by defining two new fields Aˆa, a = 1, 2, which are related to the fields Xˆa by
Xˆa = xˆa + θabAˆb . (3.3.21)
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Under a gauge transformation the new fields transform as6
Aˆa → Vˆ AˆaVˆ † + iVˆ [∂ˆa, Vˆ †] . (3.3.22)
This transformation resembles the transformation of an ordinary non-Abelian gauge field. In addition, in the new
variables, the NCCS constraint of Eq. (3.3.14) becomes
Fˆ12 = 0 , (3.3.23)
where we defined the field strength for noncommutative gauge theory as
Fˆab = [∂ˆa, Aˆb]− [∂ˆb, Aˆa]− i[Aˆa, Aˆb] . (3.3.24)
Thus, the constraint in NCCS theory is an exact noncommutative analogue of the constraint enforced by the temporal
component of the gauge field in ordinary Chern-Simons theory on a commutative space.
After tedious algebra (including many uses of the cyclic property of the trace) one can show that after performing















where the Greek indices µ, ν, λ run over the range 0, 1, 2. There is one subtle point in the derivation of this equation
which involves a term which is a total time derivative. Specifically, after the transformation from the Xˆa variables to










Since xˆa has no time dependence this term is a total derivative, and it evaluates to zero since we assumed periodic
boundary conditions on all fields in the time direction.










Aµ ? ∂νAλ − 2i
3
Aµ ? Aν ? Aλ
)
. (3.3.27)







6This is derived by requiring the gauge transformation of xˆa + θabAˆb to coincide with the gauge transformation of Xˆa from Eq. (3.3.15).
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Then, in units where ~ = 1, we find the NCCS action at level m ∈ Z. If we take `2B → 0, which also sends θ → 0,








d2x µνλAµ∂νAλ . (3.3.29)
For completeness we note here that in the star product formulation the noncommutative field strength is
Fµν = ∂µAν − ∂νAµ − i(Aµ ? Aν −Aν ? Aµ) , (3.3.30)
and the equation of motion of the NCCS theory is equivalent to Fµν = 0, just like in ordinary Chern-Simons theory.
3.3.4 Fluid interpretation of the NCCS theory at small θ
We now discuss the behavior of the NCCS theory in the limit of weak noncommutativity in which θ is assumed to be
small. Note that since θ has units, and since there is no other length scale in the problem to compare θ to, it is more
accurate to say that in this section we study a truncation of the NCCS theory at first order in θ. In the star product
formulation of the theory this truncation simply amounts to neglecting terms of order θ2 and higher in the star product
of functions. In this limit we will see that the NCCS theory has an interpretation as describing a fluid of charged
particles in a constant magnetic field B, as was discussed by Susskind [27] (see also Refs. [129, 130]).
To consider the NCCS theory in the regime of small θ we start by using the cyclic property of the trace to write








a ˙ˆXb + 2Aˆ0
(
θ + i[Xˆ1, Xˆ2]
)}
. (3.3.31)
We then use the Wigner-Weyl mapping, and keep only the terms up to order θ in the star product, to find that in the












aX˙b + 2θA0(1− {X1, X2})
)
, (3.3.32)
where for any f(x) and g(x) we have the Poisson bracket
{f, g} = ab∂af∂bg . (3.3.33)
Susskind observed that in this limit the NCCS theory describes the dynamics of a charged fluid at constant density
ρ0 =
1
2piθ in a constant magnetic field B, and in the limit where the cyclotron frequency is sent to infinity. In fact, in
Susskind’s original derivation he starts with the fluid description and then observes that it coincides with the small θ
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limit of the NCCS theory. We now briefly remind the reader of this connection between the NCCS theory and fluid
dynamics.
The starting point is the Lagrange description7 of a fluid of charged particles moving on the plane R2 in a back-
ground electromagnetic field. In the Lagrange description of a fluid one keeps track of the motion of the individual
particles in the fluid, and measures their current position with respect to some reference configuration. In this descrip-
tion we use coordinates x to describe the reference configuration of the fluid and coordinates Xa(t,x), a = 1, 2, to
describe the configuration of the fluid at a later time t. Without loss of generality, we may assume thatXa(0,x) = xa.
Thus, Xa(t,x) is the position, at time t, of the fluid particle which was at position xa at t = 0. We also assign a
constant density ρ0 to the fluid in the reference configuration.
The action for a Lagrange fluid made up of particles of mass M and charge q in the presence of a background











aX˙b + qAa(t,X)X˙a − qϕ(t,X)
)
, (3.3.34)
where Aa(t,X) and ϕ(t,X) are the vector and scalar potentials, respectively, for the external electromagnetic field.
Intuitively, this action is just the sum over all particles in the fluid of the ordinary action for a massive charged
particle in a background electromagnetic field. However, the discrete sum over particle labels has been replaced with
an integration over the reference coordinates x weighted with the density ρ0 in the reference configuration. The
reference coordinates x can therefore be considered as a set of continuous particle labels.
To see the connection of the fluid model to the NCCS theory we first place the system in a uniform background





where we have chosen the symmetric gauge for the vector potential. Next, we set the mass of the particles to zero,
M = 0. This corresponds to taking the cyclotron frequency ωc = eBM to infinity, which is similar to a projection
into the lowest Landau level (since ~ωc is the energy gap between Landau levels). Finally, we take the charge of the










Note that ρ0 can be pulled out of the integral since we assumed it was constant. We also mention here that our
7The relation between noncommutative gauge theory and the Lagrange description of a fluid is discussed in detail in Ref. [130].
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conventions for the direction of the magnetic field and the charge of the particles in the fluid exactly matches our
conventions for the setup of the quantum Hall problem from Sec. 3.2.
The next step is to incorporate a Lagrange multiplier which enforces the constraint that the fluid remains at the












= ρ0 . (3.3.37)
Then the constraint that ρ(t,X) = ρ0 for all t can be written in terms of a Poisson bracket as
{X1, X2} = 1 . (3.3.38)
We denote the Lagrange multiplier enforcing this constraint by A0(t,x), and write the action with the constraint













1− {X1, X2})) , (3.3.39)
where we have introduced a parameter θ with units of (length)2. With this choice, the Lagrange multiplier field A0
has units of (time)−1.
We can now see that the small θ limit of the NCCS action from Eq. (3.3.32) is exactly the action for a fluid of
particles with charge q = −e at the constant density ρ0 = 12piθ in a constant background magnetic field B in the limit
in which the cyclotron frequency is taken to infinity. This limit is analogous to the projection into the lowest Landau
level, and it is the physical reason why this fluid theory (and the NCCS theory) is expected to describe FQH physics
in the lowest Landau level [27]. In the full NCCS theory we should then interpret the fields Xˆa(t) as describing the
positions of particles in a fluid on a noncommutative space, as discussed by Susskind [27] (see also Ref. [129] for a
review of the physics of such noncommutative fluids).
3.4 The Chern-Simons Matrix Model
In this section we discuss the Chern-Simons matrix model (CSMM), which was introduced by Polychronakos in
Ref. [29]. This model can be thought of as a particular regularization of the operator formulation of the NCCS theory,
in which the fields Xˆa(t) (which were operators on the infinite-dimensional Fock space HF ) are now finite N × N
matrices Xa(t) instead. Note that we do not use a hatted notation for the finite size matrix variables of the NCCS
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theory. The parameter N serves as a regulator which should be taken to infinity to recover the NCCS theory discussed
in the previous section. The fluid interpretation of the NCCS theory carries over to the CSMM, so we still interpret the
matrix variables Xa(t) as representing the coordinates of particles in a fluid on a noncommutative space, only now
the fluid turns out to occupy a finite area of this space. In other words, the CSMM is a model of a finite droplet droplet
of noncommutative fluid.
Since the CSMM can be difficult to understand, we begin this section by making a few remarks about our notation
and conventions, and then discuss some subtleties of this model. We then review the quantization of this model
following Refs. [29, 117]. Finally, we review (following the original discussion in Ref. [29]) the calculation of the
area A and density ρ0 of the droplet of noncommutative fluid represented by the ground state of the CSMM. We will
then be able to identify the CSMM having θ = `2Bm as describing the ν =
1
m Laughlin state by comparing the results
for ρ0 and A to the known answers for a droplet of FQH fluid in the ν = 1m Laughlin state in the limit of a large
number of particles N .
3.4.1 Some remarks on notation
The CSMM, and especially the quantization of this model, can be quite tricky due to two separate noncommutative
structures which appear. First, at the classical level the degrees of freedom in this model are Hermitian N ×N matrix
variables X1, X2, A0, as well as a complex vector Ψ of length N . All of these variables are functions of time. Since
some of the variables are matrix variables, ordinary (i.e., classical) matrix multiplication of these variables is not
commutative. Next, upon quantization of the model, the matrix elements ofX1, X2, andA0 (and also the components
of Ψ) become operators on a separate Hilbert space, which is unrelated to the vector space on which the classical
matrix variables act. Thus, in the quantized matrix model there are two sources of noncommutativity. The first source
is the fact that we are dealing with matrix variables from the start, and the second source comes from the fact that the
matrix elements of the original matrix variables are now operators on a second Hilbert space, and so multiplication of
individual matrix elements does not commute either, but for a different reason.
In an attempt to present this model in as clear a manner as possible, we will adhere to the following notational
conventions. First, we use [·, ·]M to denote a matrix commutator of classical matrices, and use [·, ·] (with no subscript)
to denote the commutator of quantum operators. We also reserve the symbol † to denote Hermitian conjugation of
quantum operators. In all manipulations with classical matrix variables, we instead use an overline to denote complex
conjugation of a matrix and a superscript ‘T’ to denote a transpose. So if A is an N × N matrix variable, then AT





(and Hermitian matrices satisfy the relation A
T
= A). As we mentioned before, in the quantum theory the matrix
elements Ajk are promoted to operators on a Hilbert space. We denote the Hermitian conjugate (with respect to the
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inner product on this Hilbert space) of the operator Ajk by A
†
jk. Note that for a generic matrix variable A it is entirely
possible that the operator A†jk is not the same as the operator (A
T
)jk. In what follows we also make every effort
to avoid using ‘i’ as an index, and instead try to reserve it for the symbol meaning
√−1, and occasionally for the
differential geometry operation iv of interior multiplication by a vector field v.
3.4.2 Description of the model
In this subsection we describe the CSMM of the Laughlin quantum Hall states [29]. The degrees of freedom in this
model are two N ×N matrices Xa(t), a = 1, 2, an N ×N matrix A0(t), and a complex vector Ψ(t) of length N . All
degrees of freedom depend on time. The matricesXa(t) andA0(t) are all Hermitian and so they have real eigenvalues.
The variables Xa are to be interpreted as coordinates in the Lagrange description of a fluid on the noncommutative
plane, in accordance with the physical ideas of Susskind and Polychronakos [27, 29](and as we reviewed at the end
of Sec. 3.3). The number N will later be identified with the number of electrons in a Landau level. The action for the

















(iΨ˙ +A0Ψ) , (3.4.1)
where
D0X
b := X˙b + i[Xb, A0]M
= X˙b − i[A0, Xb]M (3.4.2)
is a covariant derivative. Here we view Ψ as a column vector and Ψ
T
denotes the row vector whose elements are the
complex conjugates of the elements of Ψ. In addition, e and B are the same charge and constant magnetic field from
Sec. 3.3, ω˜ is a frequency (the term with ω˜ is a quadratic potential for the noncommutative coordinates Xa), and θ is a
parameter with units of length squared. We assume periodic boundary conditions on all the fields in the time direction,
for example Xa(0) = Xa(T ), so that the time direction is a circle of circumference T . Note that the action as written
here differs slightly in the details (signs, etc.) from Ref. [29], but is consistent with our interpretation of this model
and the NCCS theory as describing a noncommutative fluid of particles with charge −e < 0.
At this point we would like to emphasize that the frequency ω˜ appearing in the parabolic potential term of the
CSMM has no relation to the cyclotron frequency ωc = eBM in the quantum Hall problem. Indeed, as we discussed in
Sec. 3.3, the NCCS theory (and therefore the CSMM as well) describes a charged fluid in a magnetic field in the limit
in which the mass M of the particles making up the fluid has been sent to zero. This sends the cyclotron frequency ωc
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to infinity. Therefore, the CSMM contains no information related to the cyclotron frequency or the energy of a Landau
level.
We now discuss the gauge symmetry in the CSMM. If we ignore the term with 2θA0 for a moment, then we can
see that the rest of the action is invariant under a U(N) gauge transformation
Xa → V XaV T (3.4.3a)
A0 → V A0V T + iV V˙
T
(3.4.3b)
Ψ → VΨ , (3.4.3c)
where V (t) is an arbitrary time-dependent U(N) matrix. The presence of the term 2θA0 in the action means that
the action is not invariant under large U(N) gauge transformations which are maps from [0, T ) → U(N) which
correspond to a nontrivial element in the homotopy group pi1(U(N)) = Z. Since we would like ei
SCSMM
~ to be
invariant under any gauge transformation, these large gauge transformations enforce a quantization rule on θ (the
argument is identical to the argument for the full NCCS theory from Sec. 3.3) which states that
eBθ = ~m, m ∈ Z , (3.4.4)
or
θ = `2Bm , m ∈ Z . (3.4.5)
The gauge field A0 can be interpreted as a matrix Lagrange multiplier. If we look at the equation of motion
resulting from a variation of A0, then we find that A0 enforces the constraint
ieB[X1, X2]M + eBθI−ΨΨT = 0 . (3.4.6)
This constraint should be compared with Eq. (3.3.14) for the NCCS theory. In the NCCS case the contribution from
the vector Ψ is absent and the constraint can only be realized by infinite-dimensional matrices (i.e., operators onHF ).
It is the presence of the vector Ψ which allows this constraint to be realized by finite-dimensional matrices, and this
is why the CSMM can be thought of as a regularization of the NCCS theory. We refer the reader to Ref. [29] for the
detailed analysis of the constraint in the classical solution of the CSMM (which is also closely related to the Calogero
model of interacting particles in one spatial dimension). In this Chapter our main focus is on the solution of the model
in the quantum case.
We now make a few remarks and set up some notation relating to the transformation properties of the fields under
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the action of the group U(N). The field Ψ transforms in the fundamental representation of U(N). We indicate this by
writing the components of Ψ with an upper Latin index, Ψj , j = 1, . . . , N . Under a U(N) transformation we have
Ψj → V jkΨk , (3.4.7)
where V jk are the matrix elements of a unitary matrix V in U(N). Next, the transpose conjugate Ψ
T
transforms
in the anti-fundamental representation of U(N), Ψ
T → ΨTV T . We indicate this by writing the components of ΨT
with a lower index, Ψj , j = 1, . . . , N (and recall that the components of Ψ
T
are just the complex conjugates of the
components of Ψ). In components we have
Ψj → Ψk(V T )kj . (3.4.8)
Finally, the matrix variables Xa transform in the adjoint representation of U(N), Xa → V XaV T . Thus, the index
structure of Xa is such that it has one upper and one lower index, (Xa)jk, j, k = 1, . . . , N . The component form of
the U(N) transformation is then
(Xa)jk → V j`(Xa)`m(V
T
)mk . (3.4.9)
These conventions will be extremely useful later when we try to write down quantum states that respect the constraint
of the CSMM.
We already mentioned that the matrix variables Xa are Hermitian matrices. Thus, their matrix elements (Xa)jk
are generically complex numbers. For the quantization of this system it will be more convenient to parametrize Xa
in terms of scalar variables which are manifestly real. Then, when we quantize the theory, these real variables will be
promoted to Hermitian operators on the quantum Hilbert space. Our choice of parametrization is as follows. First, let
TA, A = 1, . . . , N2 − 1, be the N ×N generators, in the fundamental representation, of the Lie algebra of SU(N).
The matrices TA are all Hermitian and traceless, and can be normalized to obey the relations








where fABC are the structure constants for SU(N). These structure constants have a very important property which
is that they are antisymmetric under exchange of any two indicesA,B, or C (typically one only expects antisymmetry
under A ↔ B). We will take advantage of this property later on. Using the generators TA, we can parametrize Xa










where xa0(t) and x
a
A(t), A = 1, . . . , N
2 − 1, are N2 real scalar variables. In the quantum theory these variables will
be promoted to Hermitian operators. The factor of
√
N on the identity matrix term was chosen for convenience.
The Poisson brackets for this system can be obtained from the corresponding symplectic form, which can in turn
be read off from the action (which is first order in time derivatives). The full symplectic form on the phase space for
this system is





dx1A ∧ dx2A (3.4.13)
and
ΩΨ = −i dΨj ∧ dΨj . (3.4.14)
Our conventions for Poisson brackets are as follows. To any function f on phase space we associate a vector field vf
defined as the solution to the equation df = −ivfΩ. Then the Poisson bracket of any two functions f and g is given






{Ψj ,Ψk} = −iδjk . (3.4.16)
Upon quantization, in which we replace Poisson brackets with commutators as {f, g} → − i~ [f, g], we find the
commutation relations in the quantum CSMM to be
[x1A, x
2





= ~δjk , (3.4.17b)
where `2B =
~
eB is the magnetic length.





All of the energy in the system is associated with the harmonic trap, and the only energy scale is associated with
8The reader should beware that the symbol B is now being used for two purposes. It is the strength of the magnetic field felt by the noncom-
mutative fluid described by the CSMM and NCCS theory, and it is also (along with the capital Latin letters A,C, . . . ) an index on the SU(N)
generators TA and the variables xA. It should be clear from the context whether B represents the magnetic field strength or an index.
72
frequency ω˜ of the harmonic trap.
We now review the quantization of this model.
3.4.3 Quantization of the CSMM
We now discuss the quantization of the CSMM. Instead of trying to solve the constraint before quantization, we follow
previous approaches to this model and first quantize, then impose the constraint on quantum states, i.e., physical states
should be annihilated by the constraint operator. As we discussed above, upon quantization the matrix elements of
X1 and X2 and the components of Ψ obey the quantum commutation relations from Eq. (3.4.17). In what follows we






























= δjk . (3.4.22)



























Note that the first term represents the zero point energy of N2 harmonic oscillators.
Next we turn to an analysis of the constraint. Classically, and in terms of the variables xaA, the constraint from







ABCTC + eBθI−ΨΨT = 0 . (3.4.25)
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k −ΨjΨk = 0 . (3.4.26)











k − ~bjb†k = 0 . (3.4.27)
Note that in deriving this expression we needed to use the antisymmetry of the structure constants fABC under





ABC(TC)jk + (eBθ − ~)δjk − ~b†kbj = 0 , (3.4.28)
where we used the fact that
∑N2−1
A,B=1 δABf
ABC = 0. Note the shift in the coefficient of the δjk term which resulted
from this manipulation9. Finally, we define Gjk to be the j, k matrix element of the constraint, but divided by a factor











δjk − b†kbj . (3.4.29)
In the quantum theory physical states |ψ〉 will be those states which satisfy
Gjk|ψ〉 = 0 , ∀ j, k . (3.4.30)
To understand the form of the physical states |ψ〉 we now analyze the constraint. First set j = k and sum over all j.
Then the constraint implies that
b†jb







Now we already know that θ is quantized as an integer, θ = `2Bm, m ∈ Z. If we take m > 0, then this equation reads
as
b†jb
j |ψ〉 = N(m− 1)|ψ〉 . (3.4.32)
9In Ref. [29] Polychronakos instead performs normal-ordering of the constraint by making the replacement bjb†k → b†kbj . There is then no
shift of the coefficient of the δjk term. This difference between normal-ordering the constraint vs. treating it as is completely accounts for the fact
that Polychronakos found that the CSMM with θ = `2Bm describes the ν =
1
m+1
Laughlin state, while we will find that it describes the ν = 1
m
Laughlin state (if we treated the constraint like Polychronakos then this would result in a trivial replacement of m → m + 1 in all results in this
Chapter). Our treatment of the constraint is also identical to the treatment in Ref. [131], which discusses new Chern-Simons matrix models which
can describe non-Abelian FQH states (our m is equal to their k + 1 for their model with p = 1).
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Thus, we find that the total number of bj quanta in physical states must be equal to N(m− 1).
Next, we consider the off-diagonal components of the constraint. For this it is convenient to instead consider
GA := Gjk(T
A)kj , (3.4.33)
which is the trace of the product of the constraint matrix (with elements Gjk) and a generator TA of SU(N). We find
that these operators take the form
GA = −i (OX(TA) +OΨ(TA)) , (3.4.34)
where OX(TA) and OΨ(TA) are the quantum operators which generate the action of the SU(N) generator TA on
the Xa and Ψ variables, respectively. We define these operators and demonstrate their properties in Appendix B.1.
Thus, the set of constraints
GA|ψ〉 = 0 , A = 1, . . . , N2 − 1 (3.4.35)
simply expresses the fact that physical states must be singlets under the total SU(N) action, as originally noted by
Polychronakos [29].
To summarize, we find that the constraint in the CSMM breaks up into two separate parts. The first is associated
with the U(1) part of the total U(N) action and states that physical states |ψ〉 obey Eq. (3.4.32). The second part is
associated with the SU(N) part of U(N) and states that physical states should be singlets under the SU(N) action.
Now that we understand the constraint, we can write down a basis of physical states satisfying this constraint. To this




















Then, as was shown by Hellerman and Van Raamsdonk in Ref. [117], one possible basis for all physical states is given
by states of the form
|{c1, . . . , cN}〉 = Tr[(A†)N ]cN · · ·Tr[A†]c1 |ψ0〉 (3.4.38)




B ⊗ TB , which expresses the fact that A† acts on
the tensor product HQ ⊗ HN of an infinite-dimensional Hilbert space HQ which arises upon quantization of the model, and an N -dimensional
vector spaceHN on which the classical matrix variables Xa act.
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†A†)j2 · · · (b†(A†)N−1)jN
](m−1)
|0〉 . (3.4.39)
Note that all U(N) indices j, k, etc. are contracted in these expressions, and so every operator present is a singlet
under the SU(N) action. The overall power of m − 1 in |ψ0〉 is required to satisfy the U(1) part of the constraint
coming from Eq. (3.4.32).
Since the Hamiltonian of the CSMM just counts the total number of aA quanta in a state, we find that |ψ0〉 is the






















The excited states |{c1, . . . , cN}〉 then have an energy




It follows that the partition function of the CSMM at an inverse temperature β is just







1− qj , (3.4.42)
where TrQ[·] denotes a trace over the quantum Hilbert space (consisting of physical states obeying the constraint of
the CSMM), and where we defined q = e−β~ω˜ . As N → ∞ the product ∏Nj=1 11−qj becomes the partition function
for the oscillator modes of a single chiral boson, which we know is the edge theory of a Laughlin fractional quantum
Hall state.
3.4.4 Density of the droplet
Here we review the calculation of the density of the FQH droplet described by the CSMM in the large N limit. We
will see from this calculation that the CSMM with θ = `2Bm corresponds to the Laughlin state at filling fraction
ν = 1m . We do not find ν =
1
m+1 as we treated the constraint of Eq. (3.4.6) as is instead of normal-ordering it as in
Polychronakos’ original paper [29].
We compute the density of the droplet following the reasoning outlined by Polychronakos [29]. The key is to
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Indeed, the R2j can be thought of as the eigenvalues of the classical matrix δabX
aXb, since the operator R2 is equal
to the trace of this matrix. Thus, we think of the ground state of the droplet as containing N particles at definite radial
positions Rj but with complete uncertainty in their angular position. In addition, since R2j is linear in j, the area
pi(R2j − R2j−1) = 2pi`2Bm of the annulus between consecutive particles is independent of j. This implies that the
particles are distributed uniformly, i.e., the density is a constant within the droplet.









for large N . Then at large N we compute the density as being that of N particles evenly spread out over a disk of







which is exactly the density of the Laughlin state with filling fraction ν = 1m (in the limit of a large number N of
electrons).
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3.5 Hall viscosity of the CSMM
We now compute the Hall viscosity in the CSMM following the calculation of Park and Haldane [101] (which we
reviewed in Sec. 3.2). We find that the Hall viscosity tensor contains only a single contribution, and that this contri-
bution is equal to the guiding center Hall viscosity of the Laughlin state. In other words, the CSMM lacks the Landau
orbit contribution to the Hall viscosity, but does contain the (physically important) guiding center contribution.
To compute the Hall viscosity in this system we recall that in the fluid interpretation of the NCCS theory and
the CSMM (which we reviewed at the end of Sec. 3.3), the variables Xa represent a noncommutative analogue of
fluid coordinates in a Lagrange description of a fluid [27, 29, 129]. In the case of the CSMM, this is a finite droplet
of noncommutative fluid. Thus, to compute the Hall viscosity we first need to identify the quantum operators Λab
which generate APDs (or strains) of the noncommutative fluid coordinates Xa. Since we expand the noncommutative
coordinates in terms of the scalar variables xaA, A = 0, . . . , N
2 − 1, we can instead search for operators which
implement APDs of these variables. These operators will then automatically implement the correct transformations of
the Xa coordinates, as the operators do not act on the matrix indices of the Xa variables.
Since the commutation relations of the variables xaA are identical to the commutation relations of the guiding






{xaA, xbA} . (3.5.1)
These operators obey the same algebra as in Eq. (3.2.5a). It follows that the unitary operators which implement the
APDs are U(α) = eiαabΛ
ab
, with αab a constant symmetric matrix. To first order in αab we have (for all A =
0, . . . , N2 − 1)
U(α)xaAU(α)
† = xaA + 
abαbcx
c
A + · · · (3.5.2)
which implies (for all j, k)
U(α)(Xa)jkU(α)
† = (Xa)jk + 
abαbc(X
c)jk + · · · (3.5.3)
It is important to note that the APD generators Λab act only on the physical position indices a of the variables
Xa. There is no action at all on the U(N) indices j, k of the matrix elements (Xa)jk. Thus, the generators Λ
ab
act identically on all matrix elements of Xa, and so they are indeed the correct quantum generators of APDs of the
noncommutative fluid coordinatesXa (which we recall are actuallyN×N Hermitian matrices in the classical theory).
Now we want to compute the Hall viscosity in the ground state |ψ0〉 of the CSMM. We compute this using a
Kubo formula approach similar to that of Ref. [92]. We present the Kubo formula calculation of the Hall viscosity in
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We note that the tensor ηabcdCSMM contains only a single contribution, as opposed to the two separate terms (guiding center
and Landau orbit contributions) appearing in the discussion of the Hall viscosity tensor from Sec. 3.2. Note that in
deriving this result it was crucial that the CSMM has a unique ground state and a finite energy gap set by the frequency
ω˜ of the harmonic trap.
Due to the commutation relations of the generators Λab (which are the same as Eq. (3.2.5a)), the four index tensor





Therefore, to compute the Hall viscosity tensor of the CSMM, we just need to compute the expectation values
〈ψ0|Λab|ψ0〉. To compute these we first note that the CSMM Hamiltonian can be written as
HCSMM = ~ω˜δabΛab = ~ω˜(Λ11 + Λ22) . (3.5.6)
From this we can already deduce that









We can go further and compute the individual expectation values of Λ11 and Λ22 by deriving a Virial theorem for the







A short computation shows that
[Q, δabΛ
ab] = 2i`2B(−Λ11 + Λ22) . (3.5.9)
If we take the expectation value of this equation in the state |ψ0〉 (or any eigenstate of δabΛab), then we find that
〈ψ0|Λ11|ψ0〉 = 〈ψ0|Λ22|ψ0〉 . (3.5.10)
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Combining this result with Eq. (3.5.7) gives the result that













Finally, it remains to compute the expectation value of the off-diagonal generator Λ12 = Λ21. In terms of the
oscillator variables aA and a
†










Now all eigenstates of HCSMM are eigenstates of the total number operator for the aA oscillators. Since Λ12 clearly
does not commute with the total number operator, we immediately conclude that the expectation value of Λ12 in any
eigenstate of HCSMM is zero.














This means that we can write ηabCSMM = ηCSMMδ
ab, where the coefficient ηCSMM of Hall viscosity in this model is equal to















Now since A = piR2N ≈ 2pi`2BmN for the CSMM at large N , this exactly matches the result (before regularization)
for the guiding center Hall viscosity ηH of the ν = 1m Laughlin state. The Landau orbit contribution η˜H is absent
in the CSMM. Finally, as was the case for the ordinary Laughlin state, this result can be regularized by subtracting
off the extensive term in ηCSMM (or the superextensive term in 〈ψ0|Λab|ψ0〉). We discuss a fluid interpretation of this
regularization of the Hall viscosity later in Sec. 3.7.
3.6 Hall conductance of the CSMM in a non-uniform electric field
In this section we study the Hall conductance of the CSMM when it is subjected to a non-uniform electric field. Our
motivation for studying this setup is the well-known result of Hoyos and Son which shows that in a quantum Hall
state the Hall conductance σH(k) at finite wave vector k has a universal contribution at order k2 (k2 = δabkakb)
which is related to the Hall viscosity [93] (see also Ref. [92] for a Kubo formula approach to this relation). We find a
similar contribution in the CSMM, but depending only on the guiding center Hall viscosity as opposed to the full Hall
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viscosity. Again, this is not surprising as we only expect the CSMM to describe the dynamics of the guiding center
degrees of freedom in a FQH state.
In this section we first review the result of Ref. [93] on the Hall conductance at finite wave vector. We then warm
up by calculating the Hall conductance of the CSMM subjected to a uniform electric field. The reason for this is that
there are several subtle points associated with the computation of the Hall conductance in the CSMM that we want
to explain clearly. Finally, we compute the Hall conductance of the CSMM in a non-uniform electric field, where
we find a result which resembles the result of Hoyos and Son [93], but with the full Hall viscosity replaced by the
guiding center Hall viscosity. We note here that the Hall conductance of the NCCS theory in a uniform electric field
was computed previously in Refs. [120, 122] at the classical level by solving the equations of motion for the NCCS
theory in a uniform electric field. We therefore emphasize that our treatment in this section deals directly with the
quantized CSMM theory as opposed to the classical NCCS theory.
3.6.1 The result of Hoyos and Son
We start by reviewing the result of Ref. [93]. Consider a quantum Hall system in a non-uniform electric field E =
(E(x), 0) pointing in the x1 direction, and where the spatial dependence is only on the x1 coordinate, so that ∂2E(x) =
0. The Hall conductance σH(k) at finite wave vector is defined by the relation
j2(k) = σH(k)E(k) , (3.6.1)
where j2(k) is the Fourier transform of the charge current in the x2 direction, and E(k) is the Fourier transform of
E(x). The result of Ref. [93] is that (recall that E(x) is a function of only x1)
σH(k)
σH(0)
= 1 + C2(k1`B)
2 + · · · , (3.6.2)













B2E ′′(B) , (3.6.4)
where ηtot denotes the full Hall viscosity of the quantum Hall state (as opposed to just the guiding center part), E(B)
is the energy density of the quantum Hall state viewed as a function of the external field B, and E ′′(B) denotes the
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second derivative of E(B) with respect to B. In addition, ρ0 denotes the number density of the quantum Hall state,
and ωc = eBM is the cyclotron frequency, where M is the mass of the particles making up the quantum Hall state. As
an example, for a quantum Hall state consisting of N electrons in the lowest Landau level and occupying an area A,
we have E(B) = ~ωc2 NA = ~ωc2 ρ0, and for a Laughlin ν = 1m state this gives E(B) = ~ωc4pi`2Bm .
In the context of the CSMM, the quantity that we actually compute is the current at the location of the center of
mass of the droplet (we explain the reason for this in the next subsection). Therefore we need to Fourier transform the
result of Hoyos and Son back to real space in order to compare with our calculation in the CSMM later in this section.





E(x)− C2`2B∂21E(x) + . . .
)
. (3.6.5)
In particular, at the origin x = 0 (where the center of mass of a uniform droplet would be located) we have




E(0) − C2`2BE(2) + . . .
)
, (3.6.6)
where E(0) and E(2) are the coefficients in the Taylor series expansion of E(x) about the origin,
E(x) = E(0) + E(1)x1 +
1
2!
E(2)(x1)2 + . . . , (3.6.7)
and where we again remind the reader that we assumed that E(x) has no x2 dependence.
3.6.2 Uniform electric field
We now compute the Hall conductance of the CSMM in a uniform electric field. Our reason for treating this simple
case first is to highlight a few subtleties in the calculation of the Hall conductance of the CSMM. The first subtlety is
associated with the fact that one cannot resolve individual points in space in the CSMM, since the spatial coordinates
are actually the noncommuting matricesX1 andX2. However, in the CSMM one can still define a notion of the center
of mass coordinate of the FQH droplet, and the expectation value of this center of mass coordinate can be computed









where in the second equality we evaluated the trace and found that XaCOM is proportional to the variable x
a
0 introduced
in Eq. (3.4.11) of Sec. 3.4. To motivate this definition we simply note that if the Xa were diagonal matrices, then their
diagonal elements could be interpreted as the positions of N particles, and then 1N Tr{Xa} would agree with the usual
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definition of the center of mass coordinate of N particles (assuming all particles have equal masses).
Our strategy to compute the Hall conductance in the CSMM is to compute the drift velocity vdrift of the center of
mass coordinate when the system is placed in an electric field E. We can then use the fact that the CSMM describes
a droplet of particles with charge −e and density ρ0 = 12pi`2Bm (computed in Sec. 3.4) to compute the charge current
jCOM at the center of mass as
jCOM = −eρ0vdrift . (3.6.9)
The result can then be compared with the result of Hoyos and Son for the current at the origin (location of the center
of mass) as expressed in Eq. (3.6.6).
Next, we need to discuss the issue of how to couple the CSMM to an external electric field. This can be done
using the fluid interpretation of this theory from Sec. 3.3. First, recall from Sec. 3.3 that an ordinary charged fluid
on commutative flat space R2 can be coupled to a background electromagnetic field by including vector and scalar
potentials Aa(t,X) and ϕ(t,X), respectively, in the action for the Lagrange description of this fluid, Eq. (3.3.34).
In our case we are only interested in adding a scalar potential ϕ(t,X) for the external electric field. Using the fluid









where the operator ϕˆ(Xˆ, t) is the operator representing the scalar potential for the external electromagnetic field (and
recall that the charge of the particles is q = −e).
In defining the operator ϕˆ(Xˆ, t) we encounter an ordering ambiguity. For example if the scalar potential for the
electric field configuration on a commutative space is ϕ(t,X) = X1X2, then we could define ϕˆ(Xˆ, t) = Xˆ1Xˆ2,




, for example. We choose to
use Weyl ordering since this is consistent with our use of Weyl ordering to go between star product and operator
formulations of noncommutative field theory (recall Eq. (3.3.8)), however, in the examples of this section we do not
actually encounter this ordering ambiguity. Weyl-ordering for the external field was also adopted by the authors of
Ref. [120], who also considered the NCCS theory in the presence of external fields.
Finally, to couple the CSMM to the external electromagnetic field we use the same action SEM as above but
replace the operators Xˆa on the infinite-dimensional spaceHF with the finite N ×N matrix variables of the CSMM.
From this action we can then read off the new Hamiltonian for the CSMM coupled to the external electric field.
There is one more subtlety with the calculation of the Hall conductance of the CSMM that we need to address
before we can proceed. The issue is that the parabolic potential in the CSMM competes with the applied electric field
to determine the long time behavior of the CSMM in the presence of the electric field. This is best illustrated for
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the case of the CSMM in a constant electric field E(0) pointing in the x1 direction. The Hamiltonian describing this
system is
H ′ = HCSMM + eE(0)Tr{X1}
= HCSMM + eE
(0)NX1COM , (3.6.11)
and where the trace is a classical matrix trace. To derive this Hamiltonian we used the fluid interpretation of the
CSMM theory and incorporated a scalar potential ϕ(t,X) = −E(0)X1 to describe the coupling to a constant electric
field in the x1 direction. This Hamiltonian can be immediately diagonalized by noting that




where T (R) is a unitary translation operator11 (similar to a magnetic translation) of the form

















The ground state of this Hamiltonian is |ψ′0〉 = T (R)|ψ0〉 and represents a stationary state with 〈ψ′0|X1COM|ψ′0〉 =










felt by the center of mass.
We see that if we simply diagonalize the Hamiltonian H ′ for the CSMM in the presence of the external field, we
find no time dependence and, in the ground state, the center of mass of the droplet just sits at its equilibrium position
(−E(0)Bω˜ , 0) under the influence of the combined forces of the parabolic potential and the applied electric field.
To compute the Hall conductance of this model we instead need to consider a non-equilibrium situation in which
we start with the system in the ground state |ψ0〉 of the unperturbed CSMM (which we will now assume is properly
normalized) and then suddenly turn on the electric field. We then study the time evolution of the center of mass
coordinate at small times t  1ω˜ , where 1ω˜ is the time scale set by the parabolic potential. Therefore we consider the





ab and T (R)XaCOMT (R)
† = XaCOM +Ra.
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“quantum quench” problem in which the state of the system at time t is given by
|ψ(t)〉 = e−iH
′t
~ |ψ0〉 , (3.6.16)
where |ψ0〉 is the ground state of the unperturbed CSMM Hamiltonian HCSMM , and H ′ is the perturbed CSMM




〈ψ0|[H ′, XaCOM]|ψ0〉+ . . . (3.6.17)




〈ψ0|[H ′, XaCOM]|ψ0〉 . (3.6.18)
We now consider the case of a uniform electric field E(0) pointing in the x1 direction so that H ′ takes the form
















with ν = 1m , and where we used ρ0 =
1
2pi`2Bm
. Therefore we find that the Hall conductance of the CSMM with







exactly as in the ν = 1m Laughlin state.
For the case of a uniform electric field we can actually go further and compute the full time dependence of the










We see that the center of mass moves in a large circle about its equilibrium position (−E(0)Bω˜ , 0), but that at early times





3.6.3 Non-uniform electric field
We now compute the Hall conductance of the CSMM in a non-uniform electric field. We consider an electric field
which points in the x1 direction, and which depends only on the x1 coordinate. Since we are interested in contributions
to the current which depend on the second derivative of the electric field, it is sufficient to consider an electric field
which depends at most quadratically on the x1 coordinate. Thus, for an ordinary classical charged fluid described by
the action of Eq. (3.3.34), we would add a scalar potential of the form





which corresponds, after computing minus the spatial gradient, to an electric field E = (E(X), 0) with




The coefficients E(j), j = 0, 1, 2 in this expression (which are all fixed real numbers) can be understood as the
coefficients in the Taylor expansion of E(X) about the origin.
This form of the scalar potential for the ordinary classical fluid, combined with the considerations from earlier in
this section on how to couple the CSMM to external fields, leads to a Hamiltonian













where the trace denotes a matrix trace. This Hamiltonian then describes the CSMM in the presence of a non-uniform
electric field in the x1 direction. To compute the Hall conductance we again consider a time-dependent problem where
the state at time t is given by |ψ(t)〉 = e−iH′t~ |ψ0〉 with |ψ0〉 the ground state of HCSMM . The drift velocity is again





〈ψ0|[H1, XaCOM]|ψ0〉 . (3.6.27)
It remains to actually compute the matrix element 〈ψ0|[H1, XaCOM]|ψ0〉.
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To compute this matrix element we first note that we already know the answer for the term in H1 proportional to
E(0) from the previous subsection. Next, we can immediately see that the term proportional to E(1) will vanish since
the commutator of Tr{(X1)2}withXaCOM is linear in the center of mass coordinate and we know that 〈ψ0|XaCOM|ψ0〉 = 0























































































where the second line follows from the fact that ηCSMM = ηH , where ηH was the guiding center Hall viscosity for the
Laughlin state. Finally, we should regularize this expression to obtain a finite answer for the current in the N → ∞
limit. This just amounts to the replacement ηH → ηH,reg in the final expression (we discuss the physical interpretation











Eq. (3.6.32) is the main result of this section.
It is interesting to compare Eq. (3.6.32) with the result of Hoyos and Son, Eq. (3.6.6), where the coefficient C2 was
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given in Eq. (3.6.4). We see that the CSMM result contains a contribution like the first term in C2, but with the total
Hall viscosity ηtot replaced with the guiding center Hall viscosity ηH,reg. As we remarked earlier, this makes sense
because we only expect the CSMM to describe the dynamics of the guiding center degrees of freedom in the quantum
Hall problem. We also find that the CSMM result does not contain any contribution resembling the second term in C2
which is proportional to E ′′(B). This is also not surprising since the CSMM itself does not contain any information
about the energy associated with electrons filling a Landau level. Indeed, we can see from the fluid interpretation of
the NCCS theory from Sec. 3.3 that the NCCS theory (and therefore the CSMM theory which is a regularization of
it), is obtained by sending the energy scale ~ωc to infinity. Therefore we find that the CSMM accurately captures the
guiding center contribution to the response of a FQH state to a non-uniform electric field.
3.7 N →∞ limit, regularization of the Hall viscosity, and fluid
interpretation
In Ref. [101] Park and Haldane argued that one should regularize the guiding center Hall viscosity by subtracting the





















In the quantum Hall problem this regularization (or something similar to it) is necessary to obtain a finite value for the
guiding center Hall viscosity in the thermodynamic limit N →∞.
In this section we give an interpretation of this regularization scheme in the context of the fluid interpretation
(reviewed in the last subsection of Sec. 3.3) of the NCCS theory and CSMM. Our starting point is to note that the
expectation value 〈ψ0|Λab|ψ0〉 in the CSMM is actually proportional to the total angular momentum of the state |ψ0〉.
The fact that the Hall viscosity is related to angular momentum has been discussed extensively in Ref. [91], so this
is not a new observation. However, this observation will allow us to understand the origin of the superextensive term
1
2mN
2 in 〈ψ0|Λab|ψ0〉, and to explain why it should be subtracted when computing the Hall viscosity of the CSMM.
We start by deriving an expression for the angular momentum in the CSMM theory. To do this we use the fluid
interpretation of the NCCS theory and CSMM from the last part of Sec. 3.3. Our derivation of the expression for the
angular momentum consists of several steps. First, we derive an expression for the angular momentum of a classical
fluid of charged particles on a commutative space R2 and in the presence of a constant background magnetic field.
Next, we take the limit in which the mass of the particles making up the fluid goes to zero. We then perform the
noncommutative deformation of the expression for the angular momentum to obtain an expression for the angular
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momentum in NCCS theory. Finally, the expression for the angular momentum in NCCS theory can also be used for
the CSMM, after we replace the infinite-dimensional operator variables in the NCCS theory with the N × N matrix
variables of the CSMM.
We start with the action for a fluid of particles of mass M , charge q = −e, and constant (initial) density ρ0 in a

















where we remind the reader that for the classical fluid the fields Xa(t,x) are ordinary functions of time t and spatial
coordinates x ∈ R2. For now we omit the Lagrange multiplier field A0(t,x) which keeps the density fixed to ρ0 at
all times, as this term plays no role in the definition of the angular momentum of the theory. The momentum variables





































Next, we set ρ0 = 12piθ as is appropriate for the fluid interpretation of NCCS theory, and we perform the noncommuta-
tive deformation of this expression (see Sec. 3.3) by replacing 12piθ
∫
d2x (· · · )→ TrHF {· · · } andXa(t,x)→ Xˆa(t).









Finally, we obtain an expression for the angular momentum of the CSMM by replacing the operators Xˆa(t) with the
N × N matrix variables Xa(t) of the CSMM, and by replacing the trace over the infinite-dimensional space HF by
12We define the Lagrangian L by S = ∫ dt ∫ d2x ρ0 L.
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We now compute the angular momentum in the quantum ground state |ψ0〉 of the CSMM. We first use the expan-










= −~δabΛab , (3.7.9)
where Λab are the strain generators for the CSMM introduced in Sec. 3.5. We see that our derivation of the angular
momentum for the CSMM theory makes sense since δabΛab is exactly the operator which generates rotations of the
noncommutative coordinates Xa in the CSMM.













and our previous results for 〈ψ0|Λab|ψ0〉 and ηCSMM can be rewritten in the form










Thus, we see that the Hall viscosity coefficient ηCSMM (before regularization) is equal to one half the angular momentum
density L0A in the ground state of the CSMM (compare with the angular momentum interpretation of the Hall viscosity
from Ref. [91]). Finally, we also note that L0 is exactly the guiding center part of the angular momentum of the
Laughlin ν = 1m state. In the lowest Landau level the Landau orbit contribution to the angular momentum is simply
~N2 , which leads to the total angular momentum of the Laughlin state Lz,ν= 1m = ~
[− 12mN2 +mN2 ].
We now give a fluid interpretation of the superextensive (order N2) term in L0, which is equal to − 12~mN2. This
can be rewritten in terms of the density ρ0 = 12pi`2Bm







This is exactly the angular momentum of a droplet of radius RN of the classical fluid described by the small θ limit of
the NCCS action in the presence of an additional parabolic potential, as we now describe.
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Recall that in the small θ limit the NCCS theory is described by the fluid action of Eq. (3.3.32). Let us add to this










where ρ0 = 12piθ . The equations of motion which result from Eq. (3.3.32) plus Spara are X˙
1 = ω˜X2 and X˙2 =
−ω˜X1, as well as the constant density constraint enforced byA0. For the initial conditionXa(0,x) = xa the solution
to these equations can be expressed concisely as
X1(t,x) + iX2(t,x) = (x1 + ix2)e−iω˜t . (3.7.15)












where “orb” stands for “orbital” since this angular momentum is associated with an overall rotation of the fluid.
We see that the superextensive term in L0 is exactly the orbital angular momentum of a classical fluid on a
commutative space in a magnetic field undergoing uniform rotational motion. Based on this observation, and using
the anisospin ς = m−12 defined earlier, the full angular momentum in the ground state of the CSMM can be written as
L0 = Lorb + ~ςN . (3.7.17)
Now that we have identified the orbital contribution to the total angular momentum the remaining extensive term,
which has a coefficient ς , can be interpreted as a spin angular momentum for the N particles in the fluid, in keeping
with the interpretations of Hall viscosity of Refs. [87, 89, 91, 100, 101].
Now that we understand the connection between the expectation value 〈ψ0|Λab|ψ0〉 and the total angular momen-
tum L0 of the state |ψ0〉, we can give a fluid interpretation of the regularization scheme for the guiding center Hall
viscosity proposed in Ref. [101]. Specifically, the regularization scheme of Ref. [101] corresponds to subtracting the












This can be justified by noting that the classical charged fluid in a constant magnetic field and on ordinary commutative
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space does not exhibit a Hall viscosity13, and so the Hall viscosity in the fluid described by the CSMM must only be
due to the remaining terms in L0 which do not have an interpretation in terms of the classical fluid on a commutative
space.
3.8 Hall viscosity in the presence of anisotropy
In this section we introduce a simple modification of the CSMM which incorporates a constant unimodular metric
gab (i.e., a constant metric with determinant equal to 1). This metric parametrizes an anisotropy or intrinsic geometry
of a FQH state, as discussed in the works of Haldane and collaborators [89, 100, 101, 111]. As emphasized by
Haldane [89, 100], introducing a unimodular metric gab into the guiding center part of a FQH state enables one to
see the clear separation of the full Hall viscosity tensor ηabcdtot into Landau orbit and guiding center contributions.
When such a metric is used in the construction of the guiding center part of a FQH state, the guiding center Hall
viscosity tensor ηabH is modified to be proportional to g
ab (the inverse metric of gab with gabgbc = δac ) instead of δ
ab.
In this section we show that for our modified CSMM, the two-index Hall viscosity tensor ηabCSMM is also modified to
be proportional to gab. This confirms that our modification of the CSMM does indeed correspond to incorporating
a nontrivial metric gab into the definition of the guiding center part of a FQH state. We also note here that the
introduction of a second metric (in addition to the the metric of space) into the quantum Hall problem is exactly the
starting point for the construction of the bi-metric theory of FQH states of Refs. [112, 113].

















(iΨ˙ +A0Ψ) . (3.8.1)
Note that the only change is the replacement of δab with gab in the quadratic potential term. This is the only part of
the action which could conceivably depend on a metric, since the time derivative term already uses the epsilon symbol
ab to contract indices. To quantize this system we make a change to a new set of variables X˜ a˜ which diagonalize
the potential term but, crucially, obey the same commutation relations as the original variables. In other words, the
symplectic form on the phase space of this model takes the same form in the new variables as in the old ones. Therefore
the Poisson brackets and quantum commutation relations of the new variables will be identical to those for the old
variables.
To describe this change of variables we decompose the metric and inverse metric in terms of coframes ea˜a and
13This can be seen directly by writing down the equations of motion for this classical fluid in the Euler description (i.e., in terms of mass density
and velocity fields), and then noting that no viscosity term is present. The Euler equations for a charged fluid in a magnetic field and a general












Note that we use new indices a˜, b˜ = 1, 2 for the internal indices of the frames and coframes. The frames and coframes










a˜, which just express the fact that the matrices e and E (with entries
ea˜a and E
a
a˜ , respectively) are inverses of each other. In addition, it is possible to choose det(e) = det(E) = 1. This
can be seen as follows. First, note that the relation between gab and ea˜a can be expressed in matrix form as g = e
T e,
where g is the matrix with entries gab. This implies that det(e)2 = det(g) = 1, so that det(e) = ±1. However, the
parametrization of g in terms of e is invariant under the transformation e → Se for any matrix S ∈ O(2), i.e., any S
such that STS = I. Then if for some reason we found a decomposition of g with det(e) = −1, we can always switch
to a new parametrization with det(e) = 1 by replacing e with Se for any S ∈ O(2) with det(S) = −1. Then, since
E = e−1 as matrices, we also guarantee that det(E) = 1.
Using the frames and coframes we introduce new matrix variables X˜ a˜ as
























We can then carry out the quantization of this modified CSMM using the X˜ a˜ variables in exactly the same way that
we quantized the original CSMM in Sec. 3.4. For example we would start by expanding the X˜ a˜ in terms of a new set
of real scalar variables x˜a˜A (A = 0, . . . , N
2 − 1) exactly as in Eq. (3.4.11). This procedure results in a new ground
state |ψ˜0〉 for the modified CSMM depending on the unimodular metric gab.
We can now calculate the Hall viscosity in this modified CSMM. The setup for this calculation is the same as in
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Sec. 3.5 and, in particular, we still apply an APD (or strain) to the physical position variables Xa and not the new
variables X˜ a˜. The final expression for the two-index Hall viscosity tensor ηabCSMM is now proportional to the expectation


























which follows since all quantities here are in terms of the new “tilde” variables. Then the original expectation value






























After regularization, which consists of subtracting off the order N2 term in this expectation value, the Hall viscosity












where ηCSMM,reg = 12~ςρ0 as before, and where we defined ρ0 =
N
A . We find that the Hall viscosity tensor for the
modified CSMM is exactly the guiding center part of the Hall viscosity tensor of the Laughlin state with nontrivial
guiding center metric gab [100, 101].
We close this section by calculating the area A and the shape of the droplet of fluid described by the ground state










} |ψ˜0〉 = R2|ψ˜0〉 with the same









m(j − 1) + 12
)
. However, the interpretation of the shape of the droplet is different now
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since gabXaXb is a general quadratic form of the noncommutative position coordinates. In the simple case where
gab = δab, we argued that the droplet was circular, with the jth particle located somewhere on a circle of radius
Rj . In this case we will argue that the droplet has the shape of an ellipse, with the particular geometry of the ellipse
determined by the eigenvectors and eigenvalues of the metric gab considered as a matrix, and where the jth particle is
now located somewhere on an ellipse whose size is determined by Rj .
To facilitate this analysis we use a convenient parametrization [111] of the unimodular metric gab in terms of a




(1 + γ)(1 + γ) i(γ − γ)
i(γ − γ) (1− γ)(1− γ)
 . (3.8.11)
If we also write γ = tanh(α2 )e
iβ for real α > 0 and a real phase β, then we find that the matrix g has the decomposition
g = SDST (3.8.12)
with
S =
 cos(β2 ) sin(β2 )







Here e±α are the eigenvalues of g and the columns of the matrix S are the normalized eigenvectors of g. In component






where for Sa˜a , a indexes the rows of the matrix S and a˜ indexes the columns.
We now introduce new noncommutative coordinates (i.e., matrices) Y a˜ defined as
Y a˜ = Sa˜aX
a , (3.8.16)











Figure 3.1: The shape and orientation of the droplet of fluid which is described by the ground state |ψ˜0〉 of the modified
CSMM incorporating the unimodular spatial metric gab.
We now see that in the modified CSMM with metric gab, we can interpret the jth particle as residing on an ellipse
with the lengths of the minor and major axes of that ellipse given by r1,j = e−
α




this ellipse has its minor and major axes lined up with the axes of the Y a˜ coordinate system, which is rotated from the
Xa coordinate system by an angle of β2 as shown in Fig. 3.1. The area of the ellipse where the j
th particle is located
is pir1,jr2,j = piR2j , and since R
2
j is linear in j, we again find that the particle density is constant inside the droplet.
Finally, the area of the droplet is equal to the area of the ellipse for particle N which is A = piR2N ≈ 2pi`2BmN , just
as in the ordinary CSMM.
We conclude that the modified CSMM incorporating the unimodular metric gab describes an elliptical droplet of
fluid with the same area A and constant density ρ0 as the ordinary CSMM, and where the details of the shape of the
ellipse are determined by the eigenvalues and eigenvectors of the metric gab. In addition, since the density ρ0 is the
same as for the original CSMM, we find that the coefficient ηCSMM,reg = 12~ςρ0 of Hall viscosity for the CSMM with
gab 6= δab is numerically equal to the coefficient for the case where gab = δab. The only difference between these two
cases is the structure of the Hall viscosity tensor, since for gab 6= δab the two index tensor ηabCSMM,reg is proportional to
gab instead of δab.
3.9 Conclusion
In this Chapter we investigated the geometric properties of the Laughlin FQH states within the CSMM description of
these states which, roughly speaking, models these states as a charged fluid in a magnetic field and propagating on a
noncommutative space. We focused our attention on the specific properties of Hall viscosity, Hall conductance in a






non-uniform electric field, and the Hall viscosity in the presence of anisotropy. We found that the answers for these
quantities calculated from the CSMM description contain only the guiding center contribution to the known answers
for these quantities in the Laughlin states.
These results lead us to the general conclusion that the CSMM description of the Laughlin FQH states accurately
captures the guiding center contribution to the geometric properties of these states, but lacks the Landau orbit contribu-
tion. As we remarked in the Introduction, the Landau orbit contribution is often considered to be a trivial contribution
since the interesting correlations in the Laughlin state are contained in the guiding center part of its wave function/state
vector. Therefore we find that the CSMM description captures the most important contribution, namely the guiding
center contribution, to the physics of the Laughlin FQH states. However, any attempt to completely describe the
Laughlin states using the CSMM or NCCS theory must also include some auxiliary degrees of freedom which account
for the missing Landau orbit contributions to the geometric properties of these states.
There are several possible directions for future work in this area. One direction would be to continue to develop
the fluid interpretation of the CSMM. One goal of this work would be to find an appropriate definition of a density
operator ρ(x) which is a function of a commutative two-dimensional coordinate x ∈ R2 and which is defined on
length scales much larger than the scale set by θ in the noncommutative theory. One could then check whether this
density operator satisfies the Girvin-Macdonald-Plaztman algebra, and also attempt to compute the static structure
factor and compare to the known answer for the Laughlin states [133]. Another goal of this work would be to connect
the CSMM description of the Laughlin states with a different fluid description of these states, which is Wiegmann’s
vortex fluid description [134]. In this description the Laughlin FQH state with N electrons is modeled as a rotating
incompressible fluid containing N point vortices each carrying a quantized circulation Γ which depends on the filling
fraction of the Laughlin state. On this topic we note that Bettelheim has recently introduced a method for defining
density and velocity fields in the CSMM which are functions of a commutative coordinate x in Ref. [135], and it would
be interesting to develop his approach further and to use it to connect with Wiegmann’s vortex fluid description. We
also note that the problem of defining density operators in NCCS theory and the CSMM has been considered before
in Refs. [120, 122].
A second direction for future work would be to investigate the Hall viscosity and other geometric response prop-
erties in matrix models which describe other more complicated FQH states. For example, a matrix model for the Jain
states [136] has been proposed in Ref. [137]. More recently, the authors of Ref. [131] proposed a class of matrix
models for the Blok-Wen series of non-Abelian FQH states [138]. It would also be interesting to search for new matrix
models which can describe other FQH states of interest.
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Chapter 4
Topological electromagnetic responses of
bosonic quantum Hall, topological insulator,
and chiral semi-metal phases in all
dimensions1
4.1 Introduction
In the years since the theoretical prediction and experimental discovery of the electron topological insulators[139,
140], the study of symmetry-protected topological (SPT) phases of matter [10–12, 14, 15] has emerged as an ex-
tremely rich subfield of condensed matter physics, with interesting and surprising connections to high-energy physics
and mathematics. Although there has been tremendous progress in the understanding of these states of matter, some
basic issues about these phases are still the subject of intense investigation. As illustrative examples we point to the
question of which theories can describe a surface termination of the time-reversal invariant electron topological insu-
lator in three spatial dimensions[141–147], as well as the analogous question for the surface of the bosonic topological
insulator in three spatial dimensions[34, 148].
A very useful definition of an SPT phase is as follows[13]. Consider a quantum many-body system with Hamilto-
nian H , where H has the symmetries of a group G and a gapped spectrum. Then the ground state |Ψ〉 of H represents
an SPT phase if it satisfies several properties. First, |Ψ〉 should be unique independently of the topology of the (closed)
spatial manifold that H is defined on. This ensures that the ground state of H does not represent a phase with topolog-
ical order (no excitations with fractional charge or statistics, etc.). Second, |Ψ〉 should be invariant under the action of
G, i.e., U(g)|Ψ〉 = |Ψ〉 for any g ∈ G, where U(g) is a representation of G on the Hilbert space of the system. This
means that the ground state of H does not spontaneously break the symmetry of the group G. Finally, |Ψ〉 cannot be
continuously tuned to a trivial product state (e.g., by adding terms to the Hamiltonian) without (i) breaking the sym-
metry of G, or (ii) closing the gap in the spectrum of H . Despite the lack of anyon excitations in the bulk, interesting
degrees of freedom will in general be present at the boundary of an SPT phase.
In this Chapter we focus our primary attention on bosonic SPT phases and, in particular, on those bosonic SPT
1This Chapter is reproduced from Matthew F. Lapa, Chao-Ming Jian, Peng Ye, and Taylor L. Hughes, Phys. Rev. B 95, 035149 (2017). c©2017
American Physical Society. This paper is also cited as Ref. [57] in the References section of the thesis. This material is reproduced here with the
permission of Chao-Ming Jian and Peng Ye.
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phases which are analogues of more familiar topological phases of fermions. We are especially interested in the
Bosonic Integer Quantum Hall (BIQH) effect[9, 18, 149–157], a bosonic analog of the ordinary ν = 1 Integer Quan-
tum Hall effect of fermions in three (spacetime) dimensions, and in the time-reversal invariant Bosonic Topological
Insulator (BTI)[19, 20, 158, 159], a bosonic analogue of the time-reversal invariant electron topological insulator in
four dimensions. In fact, the main goal of this Chapter is to consider generalizations of the BIQH and BTI states
to all odd and even spacetime dimensions, respectively, and then to study the physical properties of these higher-
dimensional states. The reader should note that in the remainder of this Chapter the word “dimension” always refers
to the spacetime dimension. We always write “spatial dimension” when we want to discuss the dimension of space
only.
BIQH phases are protected only by U(1) charge-conservation symmetry, while the BTI phase is protected by the
symmetry group U(1)oZ2, where, as we discuss later, the Z2 symmetry is unitary charge-conjugation symmetry ZC2
in dimensions 2, 6, 10, etc., and anti-unitary time-reversal symmetry ZT2 in dimensions 4, 8, 12, etc. The symbol “o”
means that the U(1) and Z2 symmetry operations do not commute with each other. Since both of these phases have
U(1) charge-conservation symmetry, they can both be coupled to an external electromagnetic field Aµ. One can then
study the electromagnetic response of these states.
One of our main results in this Chapter is an explicit derivation of the (topological part of) the electromagnetic
response of BIQH phases in all odd dimensions and BTI phases in all even dimensions. From a physical standpoint
the magnitude of the electromagnetic response is extremely interesting, as it is known already in three dimensions
that the requirement that a BIQH state have no topological order places a constraint on the allowed values of the Hall
conductance of any putative BIQH state[18]. In particular, the Hall conductance must be a multiple of 2 (in units of
e2
h ), i.e., a BIQH state has twice the Hall conductance that a free fermion Integer Quantum Hall state can have. In
higher dimensions we also find that the electromagnetic response of the BIQH state is some integer multiple of the
minimum value which can be realized by free fermions, and we find analogous results in even dimensions for BTI
states.
To calculate the electromagnetic response of these states, we need a concrete model to work with. For reasons
to be discussed in the next section, we choose to use the Nonlinear Sigma Model (NLSM) description of bosonic
SPT phases[35, 36, 160–163]. This allows us to use the theory of gauged Wess-Zumino (WZ) actions[37–41, 164] to
study the boundary of these states, and from our study of the boundary we are able to deduce the bulk response. As a
byproduct, our explicit construction of gauged WZ actions for the boundaries of these states allows us to study several
physical properties of these states in more detail. We show that the boundary theory for the BTI displays a bosonic
analogue of the parity anomaly for Dirac fermions in odd dimensions[58–60, 70, 165], and we also use the boundary
theory of the BIQH state to construct effective theories for bosonic analogues of Weyl (or chiral) semi-metals in all
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even dimensions.
For the case of the BIQH state, we also provide an alternative derivation of the response by requiring the gauge
invariance of (the exponential of) the Chern-Simons functional describing the electromagnetic response of the state.
We also use this gauge invariance argument to derive and discuss the electromagnetic and gravitational responses of
Fermionic Integer Quantum Hall (FIQH) phases in different dimensions. This gauge invariance argument provides us
with a general understanding of the difference in the quantization of response coefficients of BIQH and FIQH phases.
Before moving on, we take this opportunity to provide some justification for our study of bosonic SPT phases in
dimensions higher than the physically relevant dimensions of two, three, and four. Studying a state of matter in generic
dimensions can often reveal underlying organizational principles or mathematical structures which cannot be seen by
studying low-dimensional examples on their own. An obvious example of this is the periodic table of topological
insulators and superconductors[166, 167], which exhibits an eightfold periodicity in the dimension of space (i.e., the
pattern does not completely develop if one considers only low dimensions). In the case of bosonic SPT phases, low-
dimensional examples suggest that the response of the bosonic analogue of a given fermionic state (Integer Quantum
Hall or electron topological insulator) is twice that of its fermionic counterpart. However, our results in this Chapter
clearly show that this is not the case in higher dimensions. Finally, it is also worth mentioning that many new insights
on four-dimensional physics can be gained by imagining that our four-dimensional spacetime is the boundary of a
five-dimensional SPT phase[168–170].
This Chapter is organized as follows. First, in Sec. 4.2 we outline our basic approach and summarize our main
results. In Sec. 4.3 we review the relevant background information on BIQH and BTI phases, the NLSM description
of SPT phases, and the method of gauged WZ actions. In Sec. 4.4 we construct the gauged WZ action for the boundary
of the BIQH phase, and we use the anomaly of the gauged boundary action to deduce the bulk response of the BIQH
phase. We also give an alternative derivation of the BIQH response which relies on only the bulk physics of the
NLSM. In Sec. 4.5 we use a general gauge invariance argument to understand the electromagnetic response of BIQH
states, and also the electromagnetic and gravitational responses of FIQH states in odd dimensions. In particular, we
illuminate the important differences between the quantization of response coefficients in BIQH and FIQH phases. In
Sec. 4.6 we construct the gauged WZ action for the boundary of the BTI phase, and we use the gauged boundary
action to study the symmetry-breaking BIQH response of the BTI boundary. In Sec. 4.7 we use the results from
Sec. 4.4 and Sec. 4.6 to (i) construct effective theories for bosonic analogues of Weyl, or chiral, semi-metals in all
even dimensions, (ii) show that the boundary of a BTI state displays an analogue of the parity anomaly for Dirac
fermions in odd dimensions, and (iii) study the physics of symmetry-breaking domain walls on the boundary of BTI
states. Sec. 4.8 presents our conclusions. Finally, in a series of Appendices we examine the results of the Chapter
from a more mathematical point of view, and also derive several important formulas which are used throughout the
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4.2 Basic approach and Summary of Results
In this section we outline our basic approach to calculating the electromagnetic response of higher-dimensional
bosonic SPT phases, and then we present our results. In this Chapter we work in units where ~ = e = 1, where
e is the charge of the basic particles (bosons or fermions) which make up the state we are interested in. To restore e in
any formula one can simply replace Aµ (the external electromagnetic field) with eAµ.
Let us first discuss the general form that the topological part of the electromagnetic response is expected to take
for BIQH and BTI states. In odd dimensions, the response of a higher-dimensional analogue of a Quantum Hall state
to an external field A = Aµdxµ (we use differential form notation) is characterized by a Chern-Simons (CS) term






A ∧ Fm−1 , (4.2.1)
where N2m−1 is called the level of the CS term, F = dA, Fm−1 is shorthand for the wedge product of F with itself
m−1 times, andM represents the spacetime manifold. Let us also note here that all actions in the Chapter are written
down in Minkowski signature (real time) except in Sec. 4.5 and Appendix C.2, where we consider CS and other terms
in Euclidean spacetimes. On the other hand, the response of an analogue of a topological insulator in 2m dimensions
is characterized by a “Chern character” term (we avoid using “theta-term” here since that name is also used for a type







Here the coefficient Θ2m should be interpreted as an angular variable, although its period is not necessarily 2pi. We





appears as the mth term in the expansion of the
total Chern character ch[F ] = e
F
2pi of a U(1) principal bundle with curvature F. [56] Since locally we can write
Fm = d(A ∧ Fm−1), we see that for a BTI state with a boundary, the term SCC [A] can be interpreted as a CS term
at level Θ2m2pi on the (2m− 1)-dimensional boundary of the BTI state (more precisely, this is only true when the bulk
field configuration F has vanishing topological contributions).
For the analogues of Integer Quantum Hall states of fermions (FIQH states) in odd dimensions, the level N2m−1
of the CS term can be any integer[51–54], while for free fermion topological insulators, and their generalizations to
higher dimensions, the angle Θ2m is 2pi-periodic and the value which represents a non-trivial topological insulator
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state is Θ2m = pi[8] (the result for fermionic topological insulators in any even dimension is easily established using
the axial anomaly for a Dirac fermion in 2m dimensions). For bosonic SPT phases in low dimensions we know that
N3 = 2k, k ∈ Z for BIQH states in three dimensions[9, 18], that Θ4 has 4pi-periodicity, and Θ4 = 2pi for the
non-trivial BTI state in four dimensions[19, 20, 171, 172].
One of the main purposes of this Chapter is to calculate the values of the response coefficients N2m−1 and Θ2m
for BIQH and BTI states in all dimensions. There are (at least) two ways that one could go about doing this. The first
way would be to formulate a general physical argument based, for example, on the consistency of the value of N2m−1
or Θ2m and the fact that a bosonic SPT state should have no fractionalized excitations, and in this way determine a
constraint on the possible values of N2m−1 or Θ2m. In fact, such an argument has already been given for the BIQH
state in the case m = 2 (three spacetime dimensions). In Ref. [18] the authors showed that if the response coefficient
N3 (which is just the Hall conductance in units of e
2
h ) is odd, then the underlying theory must contain an excitation of
charge one (in units of the charge e of the underlying bosons) with fermionic exchange statistics. An excitation with
fermionic statistics is not allowed in a state of bosons which has no fractionalized excitations, and so the authors of
Ref. [18] concluded that N3 must be an even integer for BIQH states in three dimensions. Generalizing this argument
to higher dimensions clearly represents a significant conceptual difficulty, as in higher dimensions one is probably
forced to consider generalized braiding processes for extended objects such as string or membrane excitations[173–
175]. For this reason we do not pursue this approach in this work, and instead use a second method.
The second method for answering this question, and the method that we choose to use, is to (i) start with a
concrete field-theoretic model which is believed to accurately describe the low-energy physics of a BIQH or BTI state
in the relevant dimension, (ii) couple this model to the external field A, and (iii) directly calculate the electromagnetic
response for this particular model. In the literature there are two main kinds of field-theoretic models that can describe
SPT phases: topological quantum field theory (TQFT) in terms of gauge field variables (e.g., Chern-Simons theory
in three dimensions[9, 154, 176, 177] and twisted gauge theory[68, 178, 179] in four dimensions[159, 180] ) and
the Nonlinear Sigma Model (NLSM) description in terms of constrained bosonic fields [35, 36, 160–163]. In both
approaches the bulk topological order is trivial but global symmetry is imposed nontrivially on the field variables. In
this Chapter we choose to use the NLSM description since this description can be easily generalized to any spacetime
dimension.
In the NLSM description, a bulk bosonic SPT phase in d + 1 spacetime dimensions is described by an O(d + 2)
NLSM with topological theta term having coefficient θ = 2pik where k ∈ Z. In this description the boundary of
the SPT phase is then described by an O(d + 2) NLSM with Wess-Zumino (WZ) term, where the coefficient of
the WZ term, known as the level of the WZ term, is equal to k. Conventionally, writing down the WZ term in the
boundary theory requires defining an extension of the NLSM field into an auxiliary direction of spacetime. In a
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series of works[35, 36, 160–163], the NLSM description has been shown to accurately describe the structure of the
ground state wave function of SPT phases[13], the point and loop braiding statistics of excitations in gauged SPT
phases[13, 173, 174, 181, 182], the decorated domain wall construction of SPT phases[183], as well as several other
properties of these phases. In addition, a mathematical classification of bosonic SPT phases based on the NLSM
description has been shown to be completely identical to the group cohomology classification[14] in situations where
both classification schemes can be applied. In fact, there is even a concrete procedure for calculating the cocycle
which classifies an SPT phase in the group cohomology approach by starting with the NLSM description of that SPT
phase[184]. Additional applications of NLSMs to the study of SPT phases with translation symmetry and to exotic
quantum phase transitions in Weyl semi-metals were considered recently in Refs. [185, 186]. However, despite the
many successes of the NLSM description, deriving the electromagnetic response of a bosonic SPT phase directly from
its NLSM description remains a difficult problem. In the few instances in which the response of an SPT phase has
been determined from its NLSM description it has been by an indirect method such as an appeal to gauge invariance
of the final effective action[187], a dual vortex description of the theory[19], or a description of the NLSM involving
auxiliary fermions which also carry charge of the external field A[34, 188]. The descriptions in terms of auxiliary
fermions are in turn based on a set of formulas due to Abanov and Wiegmann[189] which allow one to generate an
O(d + 2) NLSM with theta term by coupling the NLSM field to a set of auxiliary fermions and then integrating out
those fermions.
In this Chapter we overcome this difficulty and give a direct computation of the response of higher-dimensional
generalizations of BIQH and BTI states in all dimensions from their NLSM description. To do this we use a two-
pronged approach. First, instead of focusing on the bulk of the SPT phase, we study the boundary, and in particular,
the behavior of the gauged boundary theory. In the case of the BIQH state we find that the boundary has a pertur-
bative U(1) anomaly, which we explicitly calculate. Since the CS action changes by a boundary term under a gauge
transformation, requiring the entire system (bulk plus boundary) to be gauge-invariant allows us to determine the bulk
response coefficient N2m−1 from the boundary anomaly. In the BTI case we show that the boundary exhibits a Quan-
tum Hall response when the associated discrete symmetry (e.g., time-reversal in four dimensions) of the BTI state
is broken. Again, from this boundary response we can directly read off the coefficient Θ2m using the fact that for a
system with boundary, the action SCC [A] is equivalent to a CS action with level Θ2m2pi on the boundary of the BTI.
To study the boundary theory coupled to the external field electromagnetic A we use the method of gauged WZ
actions [37–41] (see also Refs. [190, 191] for some recent applications of gauged WZ actions in condensed matter
physics). This machinery can be applied to this problem since, in the NLSM description, the boundary of an SPT
phase in d + 1 dimensions is described by an O(d + 2) NLSM with WZ term. Therefore we require knowledge
of the proper way to gauge a WZ action in order to gauge the boundary theory of the SPT phase. For readers who
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are familiar with gauged WZ actions it is also worth remarking that all terms in the gauged actions we write down
(with the sole exception of the original un-gauged WZ term) are expressed as integrals of fields only over the physical
boundary spacetime. That is, we do not assume an extension of the external field A into the auxiliary direction of
spacetime which is used to write down the WZ term. This is to be contrasted with the general approach of Ref. [41],
in which all terms in the gauged action are written as integrals over the extended spacetime, and an analogue of the
method used to obtain the Chern-Simons form from the Chern character must then be used to reduce the terms in the
action to integrals only over the physical spacetime. This difficulty usually prevents one from writing down an explicit
local (i.e., not involving integrals over the extended spacetime) form for the gauged WZ action in any dimension. We
emphasize that here we do not encounter this difficulty. For the BIQH and BTI systems that we study, we give explicit
local expressions for the gauged boundary action in all dimensions.
In Sec. 4.4 we use this method to derive the unusual result that for BIQH states in 2m− 1 dimensions the level of
the CS term in the effective action for A is quantized as
N2m−1 = (m!)k , k ∈ Z , (4.2.3)
wherem! denotes the factorial ofm. This general formula agrees with existing results for the cases of three[9, 18, 154]
and five[188] dimensions (m = 2 and m = 3, respectively), and gives a prediction for all higher odd dimensions. In
this case we also provide an alternative derivation of the value of N2m−1 using only the NLSM description of the bulk
of the BIQH state, which confirms our result derived using the anomaly of the boundary theory.
Next, in Sec. 4.5 we show that the BIQH response computed in Sec. 4.4 can be understood by requiring the
exponential of the CS response action for the BIQH state to be invariant under large U(1) gauge transformations when
the response theory is formulated on general closed, compact Euclidean manifolds. Furthermore, we apply these
gauge invariance arguments to study the electromagnetic and gravitational responses of fermionic SPT phases with
U(1) symmetry in odd dimensions, and point out the distinctive features between the bosonic and fermionic cases.
Moving on to the BTI case, we show in Sec. 4.6, using the NLSM description of the BTI phase, that the non-trivial







Again, this general formula agrees with the known answer in four dimensions[19, 20, 171, 172] (m = 2) and gives
a prediction for all higher even dimensions. It also suggests that the period of the parameter Θ2m is 2pi(m!) for BTI
states in 2m dimensions.
In Sec. 4.7 we use the gauged boundary actions derived in Sec. 4.4 and Sec. 4.6 to derive several other interesting
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results. First, we construct an effective theory for a bosonic analogue of a two-node Weyl (or chiral) semi-metal in
all even dimensions d using two copies of the boundary action for the BIQH state. We refer to this state as a bosonic
















B ∧A ∧ (dA) d2−1 (4.2.5)
where B = Bµdxµ is a one-form whose components Bµ represent the separation in energy and momentum of the two
copies of the BIQH boundary theory (in the fermionic case the components ofBµ specify the separation in energy and
momentum of the two Weyl cones). This response is larger than the response of the fermionic chiral semi-metal in the





!. This factor turns out to be identical to the factor of m! discussed earlier for
the BIQH state, since our semi-metal theory in d dimensions is constructed from two copies of the boundary theory
for the BIQH state in d + 1 = 2m − 1 dimensions. Next, we show that the boundary theory of the BTI exhibits a
bosonic analogue of the parity anomaly of a single Dirac fermion in odd dimensions[58–60, 70, 165]. This parity
anomaly is essentially the statement that although the boundary theory of the BTI is gauge-invariant and possesses the
Z2 symmetry of the BTI state, the Z2 symmetry can be spontaneously broken at the boundary of the BTI, resulting
in a half-quantized BIQH response on the boundary. This anomaly then provides strong evidence that the boundary
theory of the BTI (with the symmetries of the BTI phase) cannot be realized intrinsically in 2m − 1 dimensions.
Finally, we analyze the physics of symmetry-breaking domain walls on the boundary of the BTI state, and we show
that the physics of such domain walls provides a nice example of the phenomenon of anomaly inflow[75] in bosonic
SPT phases.
The Appendices of the Chapter contain several additional results, most of a more mathematical nature. In Ap-
pendix C.1 we use the well-known connection between gauged WZ actions and equivariant cohomology to understand
the mathematical structure of the gauged WZ actions that we construct for the boundaries of BIQH and BTI states.
In particular, we show that the construction of these actions is related to the mathematical problem of constructing an
equivariant extension of the volume form for the sphere S2m−1 (in the BIQH case) or S2m in the BTI case, and we
study this mathematical problem in detail. In Appendix C.2 we show an example of the computation of the Chern char-
acter for the field strength F on the complex projective space CPm. This example serves to illustrate the necessity of
the peculiar quantization of the CS level required for gauge invariance of the CS term on general manifolds as derived
in Sec. 4.5. In Appendix C.3 we discuss a dimensional reduction procedure which allows one to obtain the response
action for the BTI phase from the response action for the BIQH phase in one higher dimension. In Appendix C.4 we
derive a general dimensional reduction formula for topological theta terms in NLSMs. Finally, in Appendix C.5 we
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compute the electromagnetic response of the O(2) NLSM in one dimension.
4.3 Background
In this section we introduce the relevant background material necessary for understanding the later sections of the
Chapter. We start with a brief review of the physics of the BIQH and BTI states, and also present definitions of
higher-dimensional generalizations of these states. We then review the NLSM description of the bulk and boundary
of bosonic SPT phases, and discuss the specifics of the NLSM descriptions of the BIQH and BTI states that we study
in this Chapter. Finally, we give a general discussion of the tool of gauged WZ actions, and we describe in concrete
terms the procedure that we use in this Chapter to construct gauged WZ actions for the boundaries of BIQH and BTI
states.
4.3.1 BIQH and BTI phases
In its original formulation[9, 18], the BIQH phase was conceived of as a gapped quantum phase of bosons in three
spacetime dimensions which exhibits a non-zero Hall conductance, but does not have any bulk topological order. As
an SPT phase it is protected by only charge-conservation symmetry, i.e., we have G = U(1) where G is the symmetry







A ∧ dA , (4.3.1)
in which the coefficient N3 (which is just the Hall conductance in units of e
2
h ) is quantized in integer multiples of
2. The authors of Ref. [18] gave a very appealing physical argument for why the value of N3 = 1 is not allowed if
the BIQH state is required to have no fractionalized excitations, and we now briefly review their argument. Consider
a hypothetical BIQH state on flat space, and a configuration of A in which a thin tube of 2pi flux pierces the spatial
surface. According to the action Seff [A], the point in space where the flux tube pierces the plane will bind a charge
equal to N3. Now one invokes a standard argument2 that 2pi flux is gauge-equivalent to zero flux, and so the point-like
excitation created by threading the flux is in fact an excitation of the BIQH fluid and not an external defect. One can
therefore ask about the phase obtained by the wavefunction of the system after a process in which two such excitations
are exchanged. By the Aharanov-Bohm effect, taking one excitation completely around another results in a statistical
phase of 2piN3. The phase for an exchange process is therefore half of that, ϑex = piN3. From this result the authors
2In fact, this statement is only true on a lattice when we can couple to a compact U(1) gauge field, or in the continuum when the level of the CS
term is an integer. To see what can go wrong, consider N3 = 1q for q ∈ Z. Then the object created by threading a thin 2pi flux tube has charge 1q
and so only q such fluxes are a physical excitation of the system, in the sense that all states in the physical Hilbert space of the quantum mechanical
system should have integer charge.
106
of Ref. [18] concluded that the state described by the effective action of Eq. (4.3.1) contains a fermionic excitation if
N3 is odd, and so N3 must be an even integer in order for the action of Eq. (4.3.1) to represent the electromagnetic
response of a BIQH phase.
In this Chapter we consider generalizations of the BIQH state to all odd spacetime dimensions. One definition
of a BIQH state in 2m − 1 dimensions which is sufficient for our purposes is that a BIQH state is an SPT phase
of bosons which is protected by the symmetry group G = U(1), where U(1) is charge conservation symmetry,
and which exhibits a CS response to an applied electromagnetic field A of the form of Eq. (4.2.1). We should also
mention here that in odd dimensions there is a countable infinity of different BIQH states, i.e., these states have a Z
classification[14, 35]. This means that the coefficient N2m−1 takes on a countable infinity of values which all have
the form of some particular number times an integer.
On the other hand, the BTI phase[14, 19, 159] is a bosonic analogue of the time-reversal invariant electron topolog-
ical insulator in four spacetime dimensions. As an SPT phase it is protected by the symmetry group G = U(1)oZT2 ,
where U(1) represents charge conservation and ZT2 is time-reversal symmetry. If we write ZT2 = (1, T ) where T is
the time-reversal operator, then we have T 2 = 1 for the BTI. This should be contrasted with the relation T 2 = (−1)F
which holds for the electron topological insulator, where F is the fermion number. The semi-direct product “o” indi-
cates that the U(1) and ZT2 symmetries do not commute with each other. In the next subsection we will see an explicit
representation of the action of the group U(1)o ZT2 on the fields in the NLSM description of the BTI.






F ∧ F , (4.3.2)
where F = dA, and Θ4 = 2pi for the BTI (compare with Θ4 = pi for the electron topological insulator[8]). The
parameter Θ4 has 2pi-periodicity in the case of the electron topological insulator[8] but 4pi-periodicity in the BTI
case[19, 20]. One way to understand this effective action is to consider what happens when the spacetime M has
a boundary ∂M. In this case, if the bulk field configuration F is topologically trivial, then we can write F ∧ F =








A ∧ dA , (4.3.3)
which is equivalent to a Quantum Hall state with Hall conductance σH = Θ42pi on the boundary ofM. In particular,
for the BTI we have Θ4 = 2pi so that the surface of the BTI exhibits a half-quantized BIQH effect (i.e., σH = 1 on
the surface). Such a surface Quantum Hall response breaks the time-reversal symmetry of the BTI.
Now we turn to the question of how to generalize the BTI state to all even dimensions. The main issue with
generalizing the BTI state to all even dimensions is that the discrete part of the symmetry group G, which was anti-
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unitary time-reversal symmetry ZT2 in four dimensions, should be chosen differently when the spacetime dimension
is equal to zero or two modulo four. Whenever the spacetime dimension is equal to zero modulo four we choose the
discrete part ofG to be anti-unitary time-reversal symmetry ZT2 . On the other hand, whenever the spacetime dimension
is equal to two modulo four we choose the discrete part of G to be unitary charge-conjugation (or particle-hole)
symmetry ZC2 . This choice is consistent with the results of the group cohomology[14] and NLSM[35] classifications
of SPT phases in these dimensions, and with the symmetries which protect the fermion topological insulators in two
and four spacetime dimensions, respectively[8].
We therefore choose to use the following definition of a BTI phase in all even dimensions. A BTI phase in
spacetime dimension 2m is an SPT phase of bosons with symmetry group
G =

U(1)o ZT2 , m = even
U(1)o ZC2 , m = odd
, (4.3.4)
and which exhibits a bulk response to an external field A of the form of Eq. (4.2.2). As we noted earlier, when the
spacetime M has a boundary ∂M, and when the field configuration F is topologically trivial, this bulk response
is equivalent to a boundary Quantum Hall response of the form of Eq. (4.2.1) with coefficient N2m−1 = Θ2m2pi . In
addition, this boundary Quantum Hall response breaks the ZT2 symmetry (for m even) or ZC2 symmetry (for m odd)
of the BTI phase. When we discuss the BTI phase in a general dimension 2m, and when we do not have a particular
m in mind, we just write Z2 for the discrete part of G. However, the reader should always keep in mind that the Z2
symmetry is different for the cases of m even and m odd as discussed in this subsection.
Finally, we also mention that based on the group cohomology[14] and NLSM[35] classification schemes, only the
smallest value of Θ2m is expected to represent a non-trivial BTI phase in 2m dimensions. This can be understood as
follows. For SPT phases with U(1)oZT2 symmetry in four dimensions the group cohomology and NLSM classifica-
tions predict a (Z2)2 classification. One of these Z2 factors corresponds to the BTI state, while the other corresponds
to a state in which the U(1) symmetry plays no role[20] (so this second state cannot be interpreted as an insulator).
This means that there is only a single non-trivial BTI state in four dimensions. In addition, in two dimensions the
classification for SPTs with U(1) o ZC2 symmetry is Z2, and the U(1) symmetry does play a role in the non-trivial
phase, so we identify that phase with the BTI phase in two dimensions. Based on this evidence we expect the existence
of a single non-trivial BTI phase to generalize to all even dimensions. In the context of the NLSM classification this
can be understood as coming from the fact that in 2m dimensions the O(2m+ 1) NLSM theory with θ = 2pik can be
smoothly connected to the theory with θ = 2pi(k ± 2) (see, e.g., the discussion in Ref. [35]).
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4.3.2 NLSM description of the bulk and boundary of SPT phases
We now give a brief review of the NLSM description of SPT states, which was presented in its fully developed form
in Ref. [35]. Let us consider bosonic SPT phases in d + 1 spacetime dimensions. The spacetime coordinates are xµ,
µ = 0, . . . , d (x0 = t is the time coordinate), and for now we focus on the case of flat Minkowski spacetime Rd,1
with the mostly minus metric η = diag(1,−1, . . . ,−1). Following the prescription of Ref. [35], a bosonic SPT phase
in this dimension is described by an O(d + 2) NLSM with topological theta term where the coefficient of the theta
term is given by θ = 2pik with k ∈ Z. The O(d + 2) NLSM is a theory of a (d + 2)-component unit vector field n
(i.e., n · n = 1) with components na, a = 1, . . . , d + 2. Because of the constraint, the configuration space (or target
space) of the NLSM field is the d+ 1-dimensional sphere Sd+1. Latin indices a, b, c, . . . , which label components of
na, can be raised and lowered with the Euclidean metrics δab, δab, and so na and na are numerically equal to each
other. In what follows we use the summation convention for any indices (Latin or Greek) which appear once in an
upper position and once in a lower position in any expression.






(∂µna)(∂µna) + Sθ[n] , (4.3.5)
where g > 0 is the coupling constant of the NLSM (with units of (length)d−1), and Sθ[n] is the theta term. To write





(−1)a−1nadn1 ∧ · · · ∧ dna ∧ · · · ∧ dnd+2 , (4.3.6)





for the area of the sphere Sd+1. In terms of these quantities, the theta term can be written compactly in













dd+1x a1···ad+2na1∂x0na2∂x1na3 · · · ∂xdnad+2 . (4.3.8)
For the description of SPT phases we have θ = 2pik for integer k. The reason for choosing θ = 2pik is that at these
values of θ the NLSM is expected to flow to a disordered (g →∞) fixed point under the Renormalization Group[35].
In addition we note that the full action of Eq. (4.3.5) (including theta term) has an SO(d+ 2) global symmetry, where
the action of the group on the NLSM field is given by na → Rabnb for any matrix R ∈ SO(d + 2). When the
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coefficient θ is set to zero this symmetry is promoted to an O(d+ 2) global symmetry (under a general transformation
R ∈ O(d+2) the theta term transforms only by acquiring the sign det[R] = ±1). The fixed point theory (with g →∞
at θ = 2pik) is gapped and has a unique ground state which does not break the SO(d + 2) symmetry of the NLSM
with theta term[160]. This property of the disordered ground state of the NLSM at θ = 2pik is one of the main reasons
why these field theories are useful for describing SPT phases.
SPT phases are classified according to their symmetry group G. In the NLSM description of Ref. [35] this sym-
metry is encoded in a homomorphism σ : G → O(d + 2), which maps g ∈ G to some (d + 2) × (d + 2) matrix
σ(g) ∈ O(d + 2). We refer to such a σ as a symmetry assignment. According to the NLSM classification of SPT
phases, if g ∈ G represents an internal unitary symmetry operation (i.e., g does not have any action on the spacetime
coordinates) then σ should be chosen so that det[σ(g)] = 1. In this case it is then clear that the action of g leaves the
theta term invariant. On the other hand, if g ∈ G represents the time-reversal operation, then σ should be chosen so
that det[σ(g)] = −1. Since the time-reversal operation also sends t→ −t (in addition to its action on the components
of the NLSM field), the minus sign in the theta term from det[σ(g)] will be canceled by the minus sign from sending
∂t → −∂t. Thus, choosing det[σ(g)] = −1 in this case ensures that the theta term is invariant under the time-reversal
transformation.
Not all NLSMs with a symmetry assignment will describe a non-trivial SPT phase. For example an NLSM with
a symmetry assignment σ will describe a trivial phase if there exists a vector v such that σ(g)v = v ∀g ∈ G. This
is because in this case we are allowed to add a term n · v to the NLSM action without breaking the symmetry of the
group G. Such a term will then drive the system into a trivial phase in which n is parallel or anti-parallel to v at
all points in space. If a vector v with this property does not exist, then the NLSM with symmetry assignment σ can
describe a non-trivial SPT phase.
When an SPT phase has a bulk description in terms of an O(d + 2) NLSM with theta term and theta angle
θ = 2pik, its d-dimensional boundary is described by an O(d + 2) NLSM with Wess-Zumino (WZ) term at level k.
Let us for simplicity study the boundary perpendicular to the xd direction, so on the boundary we have coordinates
xµ, µ = 0, . . . , d− 1, and the boundary spacetime is Rd−1,1. To write down the WZ term we need to extend the field
configuration na into a fictitious extra dimension of the boundary spacetime. We take s ∈ [0, 1] to be the coordinate
for this extra direction, and define B = [0, 1] × Rd−1,1 to be the extended boundary spacetime. Let n˜a(xµ, s) be an
extension of the field na into the s direction. It is typical to choose boundary conditions in the extra direction so that
n˜a(x
µ, 1) = δa,1 (i.e., a trivial configuration) and n˜a(xµ, 0) = na(xµ) so that the physical boundary spacetime is






(∂µna)(∂µna) + SWZ [n] , (4.3.9)
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Here gbdy is the coupling constant for the boundary theory, and the WZ term now involves the pull-back of ωd+1 to B








ddx a1···ad+2 n˜a1∂sn˜a2∂x0 n˜a3 · · · ∂xd−1 n˜ad+2 . (4.3.11)
We now discuss the specific symmetry assignments σ : G → O(d + 2) which will be used to construct NLSM
descriptions of BIQH states in odd spacetime dimensions and BTI states in even spacetime dimensions. We start with
the case of BIQH states in 2m − 1 spacetime dimensions. In this case the integer m is related to d by the relation
2m = d + 2, and the BIQH state is described by an O(2m) NLSM with theta term. In the BIQH case the symmetry
group is just G = U(1) and the particular U(1) symmetry that we are interested in is embedded in the full O(2m)
group as follows. We first combine pairs of the 2m components na of the NLSM field to create the m boson fields
b` = n2`−1 + in2` , ` = 1, . . . ,m . (4.3.12)
Then the U(1) symmetry we consider acts on the NLSM field as
U(1) : b` → eiξb`,∀` , (4.3.13)
where ξ is a constant parameter. We can consider the fields b` to be m complex scalar fields of charge 1, but subject
to the constraint
∑m
`=1 |b`|2 = 1, which is equivalent to the constraint n · n = 1 for the NLSM field na. This choice
of U(1) transformation, and the corresponding pairing of the components of n into the bosons b`, is convenient, but
it is not unique. Since the NLSM action with theta term (or WZ term) is still invariant under the group SO(2m), we
can do any change of basis na → Mabnb with M ∈ SO(2m) to obtain a theory with a different action of the U(1)
symmetry, but with the same physical properties. As discussed above, the most important property of the symmetry
assignment is that there should not be any vector v that remains fixed under the U(1) action. Indeed, if such a v exists
then the NLSM with this symmetry assignment describes a trivial phase. The choice above satisfies this requirement.
For the case of BTI states in even dimensions 2m, the integer m is instead related to d by the formula 2m + 1 =
d + 2, so that these states are described by O(2m + 1) NLSMs with theta term. As we discussed in the previous
subsection the symmetry group in this case is G = U(1) o ZT2 for m even and G = U(1) o ZC2 for m odd. To
define the symmetry assignment σ in this case we again take pairs of the first 2m components of the NLSM field and
combine them into bosons b`, ` = 1, . . . ,m as done for the BIQH case. The U(1) symmetry we consider again acts
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as in Eq. (4.3.13) on these bosons, but leaves the final component n2m+1 of the NLSM field fixed. Finally, in the BTI
case the additional discrete Z2 symmetry (which is either ZT2 or ZC2 depending on the parity of m) is taken to act on
the NLSM field as
Z2 : na → na , a = 1, 3, . . . , 2m− 1, (4.3.14a)
na → −na , a = 2, 4, . . . , 2m, 2m+ 1 . (4.3.14b)
In the case where the Z2 symmetry is time-reversal ZT2 , we also need to send t→ −t in the argument of na and in the
action. Under the transformation in Eq. (4.3.14), the theta term of the NLSM picks up the sign (−1)m+1. So we see
that for m odd the theta term in the NLSM automatically has this symmetry, while in the case of m even it must be
supplemented with the replacement t→ −t, which gives an extra minus sign in the theta term. So the NLSM has the
internal, unitary ZC2 particle-hole symmetry in the case of m odd, while in the case of m even it has the anti-unitary
time-reversal symmetry ZT2 .
Now that we know how the fields in the NLSM description transform under the U(1) symmetry of the BIQH and
BTI phases, we can considering coupling the NLSM theory, and in particular the boundary theory which involves a
WZ term, to the external electromagnetic field A = Aµdxµ. In order to do this, we are going to need the tool of
gauged WZ actions.
4.3.3 Gauged Wess-Zumino actions
We now give a discussion of the theory of gauged WZ actions, mostly focusing on the general philosophy behind the
construction of a gauged WZ action. The details of this construction will be worked out explicitly for the boundary
theories of the BIQH and BTI phases in all dimensions in later sections of this Chapter. In addition, in Appendix C.1
we review the relation between gauged WZ actions and equivariant cohomology, and we re-examine the gauged WZ
actions constructed in this Chapter from this more mathematical point of view.
Before we start, let us note that the kinetic term for the NLSM is easily gauged using ordinary minimal coupling
(also known as a “Peierls substitution” in a condensed matter context). In fact, the gauged kinetic term is most simply
























for the boundary of a BTI state (d+ 2 = 2m+ 1), where Dµ = ∂µ − iAµ is the usual covariant derivative. Note here
that since we are only interested in enforcing a U(1) subroup of the full SO(d + 2) symmetry group of the NLSM,
we could allow a different boundary coupling constant gbdy,` for each species b` of boson. This type of anisotropy in
the coupling constant will not affect the results in the rest of the Chapter, since those results only depend on the form
of the WZ term.
Gauging the WZ term is more subtle. The main problem we face in attempting to gauge this term is the fact that
the WZ term is written as an integral of an expression involving the field n˜a over the (d + 1)-dimensional extended
spacetime B. One method[41] for gauging a WZ term involves defining an extension A˜ of the gauge field A into
the extra s-direction, and then applying the usual minimal coupling procedure (but using the extended field A˜) inside
the WZ term. This has the effect of replacing the integrand n˜∗ωd+1 of the WZ term in Eq. (4.3.10) with n˜∗ωA˜d+1,
where ωA˜d+1 represents the volume form on S
d+1 but with the ordinary exterior derivative d replaced with a gauge-
covariant exterior derivative D (the precise form of D is not important for the general discussion here). However,
minimal coupling alone is not sufficient, as varying the minimally-coupled WZ action does not lead to d-dimensional
equations of motion, i.e., the resulting equations of motion depend on the extensions n˜a and A˜. To remedy this the
authors of Ref. [41] used the following prescription. They suggested that one should add a second term U(n˜a, A˜) to
the integrand of the WZ term such that the combination ωA˜d+1 + U is a closed form on the extended spacetime. Since
a closed form is locally exact (i.e., a closed form ω can be written as ω = dγi for some γi on each coordinate patch Ui
of the manifold), variation of this new WZ term leads to d-dimensional equations of motion on each coordinate patch
of the original spacetime manifold. There is, however, one conceptual issue with this method, which the authors of
Ref. [41] point out (see their discussion in the paragraph after equation 4.7). The problem is that in the usual setup
of the WZ term, the form ωA˜d+1 (and also ωd+1) is a (d+ 1)-form on the (d+ 1)-dimensional extended spacetime B,
and so it is trivially closed. Therefore in order to apply the method of Ref. [41] one has to imagine that the extended
spacetime B is embedded in a spacetime X of even higher dimension so that dωA˜d+1 is not trivially equal to zero.
From this discussion it is clear that gauging a WZ is in general a difficult procedure. However, for the problems
encountered in this Chapter, in which we only deal with a U(1) subgroup of the full O(d+ 2) symmetry of the NLSM
theories, we do not need the complicated machinery developed in Ref. [41]. Instead, we use the following concrete
procedure (which is similar in spirit to the methods used in Refs. [39, 40]) to gauge the U(1) symmetry of our theories.
First we consider how the WZ term changes under the transformation b` → eiξb` (with a spacetime-dependent ξ). We
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will see that it changes by a term which is a total derivative, which means that the change of the WZ term can be
written as an integral only over the physical boundary spacetime Rd−1,1 instead of over the extended spacetime B.
Next we attempt to cancel this change in the action by adding an integral over spacetime of the NLSM field coupled
to A. We will see that this procedure usually needs to be iterated several times because the counterterms that we add
to the action may not transform nicely under a gauge transformation, where “nicely” is defined below by Eq. (4.3.17).
We use the following criterion, inspired by the discussion in Ref. [39], for determining when the action has been
properly gauged.
Gauging principle: The correctly gauged action Sgauged[n, A], if it is not completely gauge-invariant, must trans-
form under a gauge transformation b` → eiξb`, A→ A+ dξ, as
Sgauged[n, A]→ Sgauged[n, A] + δξSgauged[A, ξ] , (4.3.17)
where we have used the notation δξSgauged to indicate the change in Sgauged under a gauge transformation. The key
point here is that the change in the action under a gauge transformation depends only onA and ξ, but not on the matter
field n.
Let us also note here that in this Chapter we use the word “anomaly” to refer to the change in the action (or action
plus path integral measure) under a U(1) gauge transformation. There is no anomaly if the action (plus path integral
measure) is gauge-invariant. The gauging principle stated above then simply asserts that the anomaly δξSgauged[A, ξ]
of the gauged action Sgauged[n, A] should only depend on A and ξ.
We will see in the following sections that we may need to add several counterterms to the WZ action to get
Eq. (4.3.17) to hold. In the BIQH case the correctly gauged action still transforms under a gauge transformation, and
so the U(1) symmetry of the boundary theory of the BIQH phase is anomalous. This fact is what allows us to deduce
the bulk CS response of the BIQH state. On the other hand, for the surface of the BTI it is possible to construct a
completely gauge-invariant action. However, from the form of the gauge-invariant action we will be able to see that if
the NLSM field condenses in a way that preserves the U(1) symmetry, but breaks the Z2 symmetry of the BTI phase,
then the surface of the BTI will exhibit a Z2 symmetry-breaking Quantum Hall response.
4.4 Electromagnetic response of BIQH states in all odd dimensions
In this section we construct the gauged WZ action for the boundary of BIQH states in all odd dimensions. The action
we construct satisfies the gauging principle of Eq. (4.3.17), but is still not completely gauge-invariant, as evidenced in
the U(1) anomaly of the boundary theory of the BIQH state. We then use the U(1) anomaly of the gauged boundary
action to calculate the bulk CS response of the BIQH state in all odd dimensions. As we discussed in the introduction,
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we find that for the BIQH state in 2m−1 dimensions the levelN2m−1 of the CS term appearing in the effective action
is quantized in units of m!. We then give a more intuitive derivation of the BIQH response using only the dimensional
reduction properties of CS terms and of theta terms in NLSMs. This second derivation relies on results which we
derive in Appendices C.4 and C.5. This intuitive picture confirms our more technical derivation using gauged WZ
actions.
The result in this section is related to the results of several other sections of this Chapter. In the next section,
Sec. 4.5, we show that the factor of m! for the CS response of the BIQH state computed in this section can be
understood by requiring that partition functions containing the CS response action be invariant under large U(1)
gauge transformations on general Euclidean manifolds. Later, in Appendix C.1, we re-examine the gauged WZ
action constructed in this section in light of the well-known connection between gauged WZ actions and equivariant
cohomology of the target space of the NLSM. The construction of a gauged WZ action for the boundary of the BIQH
state is equivalent to the problem of constructing an equivariant extension (with respect to the U(1) symmetry) of the
volume form ω2m−1 for S2m−1. In Appendix C.1 we attempt to construct such an extension, and then show that the
construction fails at the last step. The fact that such an extension does not exist is mathematically equivalent to our
finding that the gauged action for the boundary of the BIQH state still has a U(1) anomaly. In Appendix C.1 we also
show that the differential forms Ω(r), which appear later in this section in the counterterms of Eq. (4.4.29), are the
same forms which appear in the construction of the equivariant extension of ω2m−1 (although the extension fails at
the last step in this case as mentioned above).
Let us make a few remarks on the notation used in this section and in later sections of the Chapter. In what follows
we omit the pull-back symbol n∗ so as not to clutter the notation, but one should always remember that the integrand
of any integral should be pulled back to spacetime (or the extended spacetime, in which case one would write n˜∗).
In addition we will express many quantities in terms of the integer m instead of d. Recall that these are related by







For later use we also define several differential forms which are constructed from the components of the NLSM field.
We define the one form J` and two form K` by
J` = n2`−1dn2` − n2`dn2`−1 (4.4.2a)
K` = dn2`−1 ∧ dn2` . (4.4.2b)
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Under a gauge transformation b` → eiξb` these forms transform as
J` → J` + (n22`−1 + n22`)dξ (4.4.3a)
K` → K` + (n2`−1dn2`−1 + n2`dn2`) ∧ dξ . (4.4.3b)





dK` = 0 , (4.4.5)
i.e., K` is an exact differential form.
4.4.1 O(4) NLSM with WZ term in two spacetime dimensions
Before presenting the gauged action for any integer m, we warm up with an explicit calculation for the simplest
possible case, which is the O(4) NLSM with WZ term which appears at the two-dimensional boundary of the BIQH
state in three dimensions. We also mention here that an O(4) NLSM with WZ term in two dimensions is equivalent
to a model of an SU(2) matrix field U = n4I +
∑3
a=1 naσ
a (where σa are the three Pauli matrices) with WZ term
for U , so the analysis in this subsection is actually a special case of the analysis done in Refs. [39, 40]. Although
we focus on the case of a continuous symmetry (namely the U(1) charge conservation symmetry), we also note here
that anomalies in the two-dimensional boundary theories of SPT phases protected by the symmetry of a finite abelian
group were considered previously in Ref. [192].
In the O(4) case the volume form can be written as
ω3 = J1 ∧ K2 + J2 ∧ K1 . (4.4.6)
Under the transformation b` → eiξb` we have










d [J1 ∧ dξ + J2 ∧ dξ] , (4.4.7)










(J1 + J2) ∧ dξ . (4.4.8)
We attempt to cancel this variation by adding the counterterm
S
(1)







(J1 + J2) ∧A . (4.4.9)
It is clear that when we send A→ A+ dξ in S(1)ct it will cancel the gauge variation of the WZ term.
At this point our candidate for the gauged WZ term is then
SWZ,gauged[n, A] = SWZ [n] + S
(1)
ct [n, A] . (4.4.10)
However, this action is not completely gauge-invariant, and under a gauge transformation we find


























where we used the formula for δξJ` from Eq. (4.4.3), the fact that n is a unit vector field, A3 = 2pi2, and also
performed an integration by parts in the last line (F = dA). We conclude that the U(1) symmetry here is anomalous
and, since the kinetic term has been made completely gauge-invariant, the total anomaly of the boundary theory is
given by Eq. (4.4.11). We also note that the anomaly in Eq. (4.4.11) is exactly what is needed to cancel the gauge
variation of the bulk CS action of Eq. (4.3.1) with N3 = −2k.
4.4.2 The O(2m) NLSM with WZ term in 2m− 2 spacetime dimensions
Now we move on to the general case of an O(2m) NLSM with WZ term on the 2m − 2 dimensional boundary of a
BIQH state in 2m − 1 dimensions (recall that m is related to the integer d in the BIQH case by d = 2m − 2, so that
d is also the dimension of the boundary spacetime). In this case we find that a total of m− 1 counterterms are needed
in order for the gauged WZ action to transform as in Eq. (4.3.17) under a gauge transformation. To start we note that
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J`1 ∧ K`2 ∧ · · · ∧ K`m . (4.4.12)
To see it, simply note that if any of `2, . . . , `m are equal to each other or to `1 then the wedge product vanishes. So
each index `s can be summed over the full range of 1 to m. However, this means that we are actually over-counting
in the sum over all `s. This is not a problem though as K`s can be commuted past each other in the wedge products
(they are all two-forms), so all we need to do to remedy this is to divide by the factor of (m− 1)!, where m− 1 is the
number of factors of K` appearing in the expression.




J`1 ∧ K`2 ∧ · · · ∧ K`m−r . (4.4.13)
In particular, we have ω2m−1 = 1(m−1)!Ω
(0) and Ω(m−1) =
∑m
`1=1
J`1 . In Appendix C.1 we give a mathematical
interpretation of these forms in terms of U(1)-equivariant cohomology of S2m−1. The following formula for the
change in Ω(r) under a gauge transformation is the essential ingredient in our construction of the full gauged WZ
action.





dΩ(r+1) ∧ dξ . (4.4.14)













J`1 ∧ K`2 ∧ · · · ∧ K`s ∧ · · · ∧ K`m−r ∧ (n2`s−1dn2`s−1 + n2`sdn2`s) ∧ dξ ,





2`) = 1 (4.4.16a)
m∑
`=1
(n2`−1dn2`−1 + n2`dn2`) = 0 , (4.4.16b)
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K`1 ∧ · · · ∧ K`m−(r+1) ∧ dξ . (4.4.18)
So in fact, only the term in the first line of Eq. (4.4.15) has contributed. Next we write K`1 = 12dJ`1 and use the fact











dΩ(r+1) ∧ dξ , (4.4.19)
which completes the proof. 
With Eq. (4.4.14) in hand we can now construct the properly gauged action step by step. We go through the






























Ω(1) ∧ dξ . (4.4.20)
So the first counterterm we should add is
S
(1)









Ω(1) ∧A . (4.4.21)
The part of the action containing the WZ term is now
S′WZ,gauged[n, A] = SWZ [n] + S
(1)
ct [n, A] , (4.4.22)
and under a gauge transformation we find
δξS
′
























dΩ(2) ∧ dξ ∧A . (4.4.24)
Now we note that
d
(
Ω(2) ∧ dξ ∧A
)
= dΩ(2) ∧ dξ ∧A+ Ω(2) ∧ dξ ∧ F , (4.4.25)
and we use this to do an integration by parts. Neglecting boundary terms (in general we neglect all terms coming from












Ω(2) ∧ dξ ∧ F . (4.4.26)
Therefore we should choose the second counterterm to be
S
(2)









Ω(2) ∧A ∧ F , (4.4.27)
and the total gauged action is now
S′′WZ,gauged[n, A] = SWZ [n] + S
(1)
ct [n, A] + S
(2)
ct [n, A] . (4.4.28)
At this point the pattern is clear. After iterating this procedure we find that a total ofm−1 counterterms are needed
to construct a gauged WZ action which satisfies Eq. (4.3.17). The rth counterterm (for r = 1, . . . ,m− 1) is given by
S
(r)









Ω(r) ∧A ∧ F r−1 , (4.4.29)
where F r−1 is shorthand for the wedge product of F with itself r − 1 times. The total gauged action is then





ct [n, A] . (4.4.30)
In Appendix C.1 we discuss this gauged WZ action from the point of view of U(1)-equivariant cohomology over the
sphere S2m−1.
When we look at the change of the full action SWZ,gauged[n, A] under a gauge transformation we find that it
is not completely gauge-invariant. In other words, the U(1) symmetry of the boundary theory of the BIQH state is
anomalous, as we expect on physical grounds. The anomaly is controlled only by the final counterterm S(m−1)ct [n, A],
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since all other contributions cancel by construction. Under a gauge transformation we have








(m−1) ∧A ∧ Fm−2 . (4.4.31)
Now we use δξΩ(m−1) = dξ, the formula A2m−1 = 2pim(m−1)! , and integrate by parts to arrive at the final formula









or in terms of the boundary spacetime dimension d,










4.4.3 Chern-Simons effective action for bulk electromagnetic response
We now use the result of the previous subsection to understand the bulk electromagnetic response of BIQH states in
all odd spacetime dimensions. As we discussed in the Introduction, a Quantum Hall state in 2m − 1 dimensions is
characterized by the presence of a CS term in the effective action Seff [A] for the electromagnetic field A. Recall that






A ∧ (dA)m−1 . (4.4.34)












We can then deduce the coefficient N2m−1 for the bulk response of BIQH states by matching the variation of the bulk
CS effective action for A with the anomaly of the boundary theory of the BIQH state (the O(2m) NLSM with WZ
term) which we calculated in the previous subsection. The gauge transformation of the bulk CS term must cancel
the anomaly of the boundary theory in order for the entire system (bulk plus boundary) to be gauge-invariant. This
is exactly the concept of anomaly inflow[75] which we mentioned in the introduction. Comparing Eq. (4.4.35) to
Eq. (4.4.32) for the U(1) anomaly of the O(2m) theory with WZ term, we deduce that the coefficient N2m−1 must be
given by
N2m−1 = −(m!)k, k ∈ Z , (4.4.36)
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in order to cancel the anomaly of the boundary theory. Therefore we find that the level N2m−1 of the CS effective
action for BIQH states in 2m−1 spacetime dimensions is quantized in units ofm!. This answer agrees with the known
cases for three and five spacetime dimensions and gives a prediction for all odd dimensions beyond those. In Sec. 4.5
we discuss this peculiar quantization of the CS level from a mathematical point of view by studying the transformation
of the CS term under large U(1) gauge transformations on general Euclidean manifolds (including manifolds which
do not admit a spin structure).
We also remark here that based on the form of the CS response for the BIQH state in 2m− 1 dimensions, we can
conclude that the chiral anomaly of the boundary theory of the BIQH state is m! times larger than the chiral anomaly
of the boundary theory for a fermionic SPT phase in 2m− 1 dimensions with a bulk CS response at level one. So, for
example, the anomaly of the boundary theory is twice as large when the bulk is three-dimensional (m = 2 case) and
six times as large when the bulk is five-dimensional (m = 3).
4.4.4 A derivation of the response from the bulk physics
To close this section we present an alternative derivation of the response of the BIQH state. This derivation uses only
bulk properties of the BIQH state, which should be contrasted with our derivation using gauged WZ actions which was
based on the anomaly of the boundary theory. Recall again that the bulk of the BIQH state is described by an O(2m)
NLSM with theta term and theta angle θ = 2pik (so we have a theta term and not a WZ term in the bulk description).
The main reason for including this alternative derivation is that it provides a clear physical reason for the appearance
of the m! factor in the response. The derivation in this subsection uses only the dimensional reduction properties of
the CS response action for the external field, and the theta term of the NLSM, which we now review.






A ∧ (dA)m−1 , (4.4.37)
where D is the spatial dimension so that D + 1 = 2m − 1. Let x = (x1, . . . , xD) be the spatial coordinates. Now
suppose we thread a delta function of 2pi flux at a point x0 in the (xD−1, xD) plane (i.e., x
j
0 = 0, j = 1, . . . , D − 2).
Concretely, we set
FxD−1xD = 2piδ(x
D−1 − xD−10 )δ(xD − xD0 ) , (4.4.38)
and we assume that FxjxD−1 = FxjxD = 0 ∀j = 1, . . . , D − 2, and that Fxjxk is independent of (xD−1, xD) for
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A˜ ∧ (dA˜)m−2 . (4.4.39)
The key point is that it reduces to a CS term at the same level N on the (D−2)-dimensional space located at the point
x0 in the (xD−1, xD) plane.
Now that we know what happens in the CS response action when we thread a 2pi delta function flux of F in a
particular plane, let us also see what happens in the NLSM description of the BIQH phase when this flux is inserted.
In the NLSM description, the m bosons b` are all charged under the U(1) symmetry. Therefore, threading a 2pi delta
function flux at the point x0 in the (xD−1, xD) plane will cause all of the bosons b` to have a vortex configuration in
that plane around the point x0. By a vortex configuration we just mean that the phases of the complex numbers b` all
wind by 2pi as one encircles the point x0 in the (xD−1, xD) plane. So we conclude that threading a 2pi delta function
flux of F will create m vortex excitations in the O(2m) NLSM which describes the bulk of the BIQH.
On the other hand, we are going to show that if a single boson b` for some ` has a vortex configuration at a point x0
in the (xD−1, xD) plane, then the O(2m) NLSM action with θ = 2pik reduces to an O(2m−2) NLSM with θ = 2pik
living on the (D − 2)-dimensional space at x0. So if we have a vortex in one boson only, then the NLSM theory for
the BIQH state in 2m− 1 dimensions reduces to the NLSM theory for the BIQH state in 2m− 3 dimensions (inside
the vortex core) and with the same theta angle.
We now prove the assertion in the previous paragraph that a vortex in one boson b` in the O(2m) NLSM traps
an O(2m − 2) NLSM with the same theta angle inside the vortex core. To do this we consider an explicit vortex
ansatz for the NLSM field in which the last boson bm = n2m−1 + in2m takes on a vortex configuration. To set up the
notation let (r, φ) be polar coordinates for the (xD−1, xD) plane, and let y = (x1, . . . , xD) be the coordinates for the
remaining directions of space. Then our vortex ansatz has the form
n(t,x) = {sin(f(r))N(t,y), cos(f(r))m(φ)} . (4.4.40)
where N(t,y) is a (2m − 2)-component unit vector field depending only on t and y, and m(φ) = (cos(φ), sin(φ))







r→∞ f(r) = 0 , (4.4.42)
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which means that the field N(t,y) lives in the core of the vortex. This vortex ansatz is equivalent to the q = 1,
nq = 1, case of the more general defect configurations for NLSMs considered in Appendix C.4. Using the dimensional
reduction formula from Eq. (C.4.10) of Appendix C.4 we immediately derive that on this configuration the theta term











This is the theta term for the O(2m− 2) NLSM with field N living in the vortex core, and we see that the theta angle
is the same as for the original O(2m) NLSM. This proves our claim from the previous paragraph.
From the discussion above we see that threading a 2pi flux of F in theO(2m) NLSM theory will producem copies
of the O(2m− 2) theory, since the 2pi flux creates a vortex in all m species of bosons, and a vortex in just one species
produces one copy of the O(2m− 2) NLSM with theta term. We should mention a technical point that the m vortices
cannot all be localized at a point and should spread or separate slightly in space after we thread the 2pi flux. This is
because the amplitude |b`| should vanish at the core of a vortex in the phase of b`, but the NLSM constraint
∑
` |b`|2
does not allow the amplitudes |b`| for all ` to simultaneously vanish at a particular point. However, this subtlety does
not effect the basic physical point which is that threading the 2pi flux of F produces m vortices (at nearly the same
point), each of which carries a copy of the lower dimensional BIQH state.
Let us denote the CS level for the response of the O(2m) NLSM with θ = 2pik in 2m− 1 dimensions by N2m−1.
From what we have just learned, and from Eq. (4.4.39) for the reduction of the CS term after threading 2pi flux, we
find that the CS levels for the response of the NLSMs in dimensions 2m− 1 and 2m− 3 = 2(m− 1)− 1 must obey
the recursion relation
N2m−1 = mN2m−3 . (4.4.44)
We can now iterate this equation to generate
N2m−1 = (m!)N1 . (4.4.45)
This equation gives the electromagnetic response of the O(2m) NLSM with θ = 2pik in terms of the response of the
O(2) NLSM in one dimension with θ = 2pik. In Appendix C.5 we directly calculate N1 for the O(2) NLSM (in the
limit of large coupling g) and show that N1 = −k in that case. This then implies that
N2m−1 = −(m!)k , (4.4.46)
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and this agrees (in magnitude and in sign) with our boundary calculation using gauged WZ actions. Thus, the dimen-
sional reduction approach employed in this subsection gives a clear physical picture for the m! factor in the response,
and crucially depends on the fact that all the bosons b` carry a U(1) charge.
4.5 General Gauge invariance argument for the BIQH response and
comparison with the fermionic case
In this section we show that the factor of m! in the BIQH response derived in Sec. 4.4 can be understood by studying
large U(1) gauge transformations of the CS action on general (closed, compact) Euclidean manifolds which do not
necessarily admit a spin structure. Physically, we require the exponential of the CS term to be gauge-invariant, since
this object is part of the partition function of a short-range entangled (gapped) phase coupled to the external field A.
In such phases, since the ground state is always unique, one can always safely integrate out the matter field and obtain
a gauge-invariant action. In contrast, if we do the same thing for a topologically ordered state, for example a Laughlin
state, we will indeed get a non-gauge-invariant response theory. This is because the calculation to arrive at a response
theory is only perturbatively defined around a single ground state.
The level N2m−1 of the CS term must be quantized for the exponential of the CS term to be gauge-invariant, but
we find that the required quantization of N2m−1 is different depending on whether or not the Euclidean manifold
admits a spin structure. Bosonic theories may be formulated on any generic manifold, but the Dirac equation cannot
be formulated properly on a manifold which does not admit a spin structure, and so we cannot place fermions on these
manifolds. In particular we find that the CS action will be gauge-invariant on a generic manifold if the level N2m−1
is quantized in integer multiples of m!, which agrees with our direct calculation for the NLSM theory from Sec. 4.4.
For the fermionic case we use the Atiyah-Singer index theorem for the twisted Dirac complex[56] to show that the CS
response action will not, in general, be U(1) gauge-invariant unless suitable gravitational terms are also included in the
response action. We also discuss an explicit example of how these gravitational terms can contribute to the response
of a fermionic SPT phase with U(1) symmetry. Furthermore, using these examples, we compare the quantization of
FIQH and BIQH states, as well as another type of bosonic SPT state with non-trivial topological electromagnetic-
gravitational response.
4.5.1 Gauge invariance argument for bosonic and fermionic states
In Euclidean spacetime the CS term takes the form




A ∧ Fm−1 . (4.5.1)
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HereM is a (2m− 1)-dimensional closed, compact manifold, and for the moment let us assume that N2m−1 is some
number, not necessarily an integer. A more careful way to define the CS term is to consider an extension of the field
configuration A into a 2m-dimensional manifold B such that ∂B = M (this type of analysis of CS terms dates back
at least to Ref. [193]). Let A˜ denote this extension. Then the CS term is more properly written as





where F˜ = dA˜. In this formulation, a large U(1) gauge transformation of the action can be understood as a change of
the extension of A into the larger space B. Suppose A˜(1) and A˜(2) are two different extensions of A. In order for the














be an integer multiple of 2pii so that the exponential of the difference of the two Euclidean actions is equal to one.
This is equivalent to the requirement that the exponential of the CS term be invariant under a large U(1) gauge
transformation. This difference can in turn be written as the integral of the field strength F of a gauge field in 2m
dimensions over the closed manifold 2m-dimensional manifold X constructed by gluing B to another copy of B
(with the opposite orientation) along their boundary (which is the original lower-dimensional manifoldM). So the
requirement for a well-defined CS term is to check that





is equal to 2pik for some integer k, where X is a 2m-dimensional closed, compact manifold, and F is now the field
strength of a gauge field A living in 2m dimensions.
We must also make one crucial assumption about the configuration of F on X, which is that F should be chosen




∈ Z , (4.5.5)
where C is any non-trivial two-cycle on X (i.e., an element of the second homology group H2(X,R)). This re-
quirement tells us how a general background field F on X can be expanded in terms of the elements of the second
cohomology group H2(X,R) of X (more precisely, we expand F in terms of elements of the second de Rham coho-
mology group H2dR(X), which is in turn isomorphic to H
2(X,R) by de Rham’s theorem).
If we enforce the Dirac quantization condition of Eq. (4.5.5), then on a generic closed, compact Euclidean manifold
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∈ Z . (4.5.6)
Briefly, this comes from the fact that (assuming the Dirac quantization condition) F2pi is the first Chern class c1 of a
complex line bundle over X . The integral over X of its mth power (c1)m is then one of the Chern numbers of this
complex line bundle, and is therefore an integer[194]. Note that here we also need to assume thatX is orientable. From
this result we deduce that the (exponential of the) CS term will be invariant under large U(1) gauge transformations
on any Euclidean manifold provided that
N2m−1 = (m!)k , k ∈ Z (4.5.7)
which agrees with our result from Sec. 4.4 derived using the NLSM description of the BIQH state. In Appendix C.2







= 1 can be achieved for X = CPm if we thread 2pi flux of F
through the non-trivial two-cycle on CPm.
We can also compare this result with the result for FIQH phases with U(1) symmetry in the same dimension.
In any odd dimension, we can consider the massive Dirac fermion as a model for a FIQH state with the global U(1)
symmetry associated to charge conservation. The Lagrangian of a massive Dirac fermion on flat, (2m−1)-dimensional
Minkowski spacetime takes the form
LDirac[ψ,A] = ψ(i/∂ − /A−M)ψ , (4.5.8)
where γµ, µ = 0, . . . , 2m−2, are the standard Gamma matrices satisfying {γµ, γν} = 2ηµν with ηµν = diag(1,−1,−1, ...,−1),
ψ = ψ†γ0, and M > 0 is the mass of the Dirac fermion. We also used the Feynman slash notation /∂ ≡ γµ∂µ, etc.
Here we have also coupled the fermion ψ to the background U(1) gauge field (electromagnetic field) Aµ. After in-
tegrating out the massive Dirac fermion, we arrive at a topological response theory given by the CS theory at level
one:




A ∧ Fm−1 , (4.5.9)
where in this case the spacetime manifoldM is just (2m − 1)-dimensional Minkowski spacetime. In deriving this
response theory we have employed a Pauli-Villars regularization procedure (see Ref. [58] or the more recent discussion
in Ref. [70]) such that integrating out a Dirac fermion with a negative mass M does not produce any topological term
(i.e., a CS term with level zero). Also, we have omitted all the non-topological terms, for example the Maxwell term,
from the final response action. Since a single massive Dirac fermion gives rise to a CS term for A at level one, we
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have the result that
N2m−1 ∈ Z (4.5.10)
for general U(1) fermionic SPT phases in 2m− 1 dimensions.
However, as we know from the discussion of the CS term earlier in this section, on a generic manifoldM the CS
term will not be invariant under large U(1) gauge transformations unless the level N2m−1 is an integer multiple of
m!. Thus, one might naively conclude that the response action for the FIQH state on a generic manifold M is not
invariant under large U(1) gauge transformations. Of course, this is not the case. The resolution of this problem is to
recall that on a curved manifoldM a Dirac fermion also has non-trivial gravitational and (when coupled to the gauge
field A) mixed gauge and gravitational responses. The gravitational part of the response comes from the coupling of
the Dirac fermion to the metric gµν of the curved spacetimeM. The response action for the FIQH state (as modeled
by the massive Dirac fermion) will include these additional terms. The effective action for a massive Dirac fermion
on a (2m− 1)-dimensional closed, compact manifoldM can be written in the form[60]
SFIQH[A, g] = 2pii
∫
B
ch(F˜ ) ∧ Aˆ(B) , (4.5.11)
where ∂B = M, ch(F˜ ) = e F˜2pi is the Chern character of the extended field strength F˜ and Aˆ(B) is the A-roof genus
(or Dirac genus) on B. Since we are focusing on fermionic phases here, we should only consider spin manifoldsM
and B. The A- roof genus Aˆ(B) can be expressed in terms of the Pontryagin classes pi(B) of B as[72],





(7p21 − 4p2) + ..., (4.5.12)
with
p1 = − 1
8pi2
TrR˜2, (4.5.13)













νdxα ∧ dxβ (4.5.15)
which depends on the Riemann curvature tensor R˜αβµν in the extended space B. In Eq. (4.5.11) it is understood that
the integral is only over the terms of (differential form) degree 2m in the product ch(F˜ )∧ Aˆ(B) on B. It is easy to see
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that when we only consider the electromagnetic response in SFIQH[A, g] (e.g., by setting all pi to 0 on B), it recovers
the response theory Eq. (4.5.9) of the massive Dirac fermion in 2m − 1 dimensions. More importantly, the response
theory SFIQH[A, g] is fully gauge-invariant. This is because on any closed, compact 2m-dimensional spin manifold X ,
the Atiyah-Singer index theorem for the twisted Dirac complex (see, for example, Ref. [56]) states that
∫
X
ch(F˜ ) ∧ Aˆ(X) = index( /D) ∈ Z , (4.5.16)
where index( /D) is the index (the difference between the number of positive and negative chirality zero modes) of the
Dirac operator onX , and is necessarily an integer. Although we originally derived Eq. (4.5.11) by using the theory of a
massive Dirac fermion on the curved manifoldM as a model for the FIQH state, we argue that due to the requirement
of large U(1) gauge invariance, Eq. (4.5.11) is the minimal (or “level 1”) non-trivial gauge and gravitational response
theory of any putative FIQH phase with U(1) symmetry in (2m− 1) dimensions.
There is one more subtlety here. When m is even (i.e., when the spacetime dimension is 4k − 1 with k ∈ Z),
the object ch(F˜ ) ∧ Aˆ(B) contains a purely gravitational term that comes from Aˆ(B) alone. Such a term itself can be
well-defined (the index theorem for the untwisted Dirac complex guarantees that it integrates to an integer on a closed,
compact spin manifold) and can capture the non-trivial gravitational response of certain short-range entangled states
even without the inclusion of a global U(1) symmetry. For example, for m = 2 the purely gravitational term is given
by − 124p1 on B, which is equivalent to the three-dimensional gravitational Chern-Simons term on M. This term is
tied to the chiral central charge. Hence, we can separately consider the purely gravitational term Aˆ(B) and the rest of
the terms
[
ch(F˜ ) ∧ Aˆ(B)− Aˆ(B)
]
in Eq. (4.5.11).
In general, we can consider the FIQH phase at level N2m−1 ∈ Z, whose topological response theory (minus the
purely gravitational term) is given by




ch(F˜ ) ∧ Aˆ(B)− Aˆ(B)
]
. (4.5.17)
S′FIQH[A, g] naturally contains both a term capturing the electromagnetic response of the FIQH state and other terms
that describe various different types of mixed gauge-gravitational response. The coexistence of all these terms is
enforced by the properties of spin manifolds and the Atiyah-Singer index theorem, and reflects the fermionic nature of
the FIQH phase. This combination also informs us that we should not use each of the terms to independently classify
fermionic SPTs with U(1) symmetry. For bosonic systems, we can, in principle, separately study each single term in
S′FIQH[A, g] by itself, and use each of them to characterize a different class of bosonic SPTs. However, just like the
quantization of the level of the U(1) CS term, we expect gauge invariance to enforce a larger quantization unit of the
“level” when we isolate a single term as a bosonic response theory, as opposed to the case where that term appears in
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the full combination S′FIQH[A, g] as a part of a fermionic theory. The difference in the quantization unit of the “level”
between fermionic and bosonic systems will also lead to very different behaviors under dimensional reduction, the
details of which will be elaborated using examples. In Sec. 4.5.2, we provide an example of the electromagnetic and
gravitational response theory of FIQH states in five dimensions. In Sec. 4.5.3, we compare the example fermionic
response theory with five-dimensional bosonic theories, including the BIQH state and another type of bosonic U(1)
SPT state with non-trivial mixed electromagnetic and gravitational response.
4.5.2 An example of electromagnetic and gravitational response theories of FIQH states
and their dimensional reduction
In this section, we restrict our discussion to the topological response theory of a five-dimensional FIQH phase, and we
study its dimensional reduction to the response theory of a FIQH state in three dimensions. We start with the response
theory of the FIQH phase at level N5 = 1 on a five-dimensional spin manifoldM5:














where B6 is a six-dimensional spin manifold such that M5 = ∂B6. We first consider its dimensional reduction to
the response theory of a FIQH state in three dimensions. In order to do so, we take the spacetime manifold to be
M5 = S2 ×M3 whereM3 is a closed, compact three-dimensional manifold, and S2 is a two-sphere. In this case,
it is natural to consider the bounding space B6 = S2 × B4 where B4 is a four-dimensional spin manifold such that


























ω ∧ dω + 2
3
ω ∧ ω ∧ ω
)]
, (4.5.19)
where ω is the SO(1, 2) spin connection onM3. The first term describes the standard Integer Quantum Hall effect
in three dimensions with unit Hall conductance. The second term, which is the gravitational Chern-Simons term,
captures the gravitational response of a three-dimensional chiral state with chiral central charge c = 1. On the other
hand, we can directly consider a five-dimensional massive Dirac fermion as a model of a five-dimensional FIQH state
at level one on this background. When put on the manifold S2 ×M3 with 2pi flux of F inside the S2 part, the five-
dimensional massive Dirac fermion effectively reduces to a three-dimensional massive Dirac fermion onM3 at low
130
energies when the linear size of the S2 part is small compared to the length scale set by the Dirac fermion massM . The
U(1) and gravitational response of the three-dimensional FIQH state is indeed given by the dimensionally-reduced




Finally, let us also remark here that the response theory Eq. (4.5.18) for the five-dimensional FIQH state can also
be used to derive the electromagnetic and gravitational responses of a topological superconductor in four dimensions
using a dimensional reduction procedure[195].
4.5.3 Comparing bosonic and fermionic systems: quantization and dimensional reduction
As we have discussed, we can consider each term of SFIQH[A, g] separately as a topological response theory for bosonic



















SBIQH[A] is the response theory of a five-dimensional BIQH state, and requires a quantization of level as N5 ∈ 6Z as
we showed in this section and in Sec. 4.4. SBSPT[A, g] characterizes an independent class of bosonic SPT states in five





24 ∧ F˜2pi ∈ Z on any closed six-dimensional manifold X6. Since p1 and F˜2pi are both cohomology
classes of X6 with integer coefficients, gauge invariance then enforces the quantization N ′5 ∈ 24Z. We would like
to point out that previously Ref. [196] considered only closed six-dimensional manifolds that can be decomposed
into products of two and four-dimensional manifolds, and concluded that N ′5 ∈ 8Z. However, when we take into
account more general six-dimensional manifolds, for example CP3, we arrive at the stronger quantization condition
N ′5 ∈ 24Z. 3 As seen here, for both of the bosonic theories SBIQH[A] and SBSPT[A, g], the quantization units of their
levels are larger than when these two terms appear together in the fermionic theory SFIQH[A, g] in Eq. (4.5.18).
Now let us consider a similar dimensional reduction of both SBIQH[Aµ] and SBSPT[Aµ, g] to three dimensions, as
we did in the fermion case. Now the five-dimensional spacetime manifoldM5 is taken to be the product S2 ×M3
withM3 a three-dimensional manifold. Again, we consider the configuration with 2pi flux of F˜ piercing the S2 part.







= N ′5/6. Combining
with the result N ′5 ∈ 8Z from Ref. [196], we can conclude that the gauge invariance argument requires N ′5 ∈ 24Z. On the other hand, since p1
and F˜
2pi
are both cohomology classes with integer coefficients, any N ′5 ∈ 24Z will satisfy the gauge invariance requirement.
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. (4.5.22)
For the BIQH state, due to the bosonic quantization N5 ∈ 6Z, we notice that the most fundamental three-dimensional
BIQH state (with CS level N3 = 2) cannot be realized from such a dimensional reduction from a five-dimensional
BIQH state. From our analysis of the CS level of the BIQH state, it should be generally true that there are certain
lower-dimensional BIQH states that cannot be realized from the dimensional reduction of higher-dimensional BIQH
states. In fact, this phenomenon is not restricted to BIQH states. For the bosonic SPT states described by Eq. (4.5.21),
due to the quantization N ′5 ∈ 24Z, the action SBSPT[A, g]
∣∣∣
S2×M3
only captures chiral bosonic states with chiral
central charge c ∈ 24Z. The E8 state in (2 + 1) dimensions, which has chiral central charge c = 8, is absent
in this dimensional reduction picture. This is in strong contrast with the fermionic theory studied in Sec. 4.5.2, in
which case lower-dimensional response theories of FIQH at any level can be obtained from dimensionally reducing
higher-dimensional FIQH states.
4.6 Electromagnetic response of BTI states in all even dimensions
In this section we construct the gauged WZ action for the boundary of BTI states in all even dimensions. Again, the
action that we construct satisfies the gauging principle of Eq. (4.3.17). Unlike the BIQH case, however, the gauged
boundary action that we find for BTI states is completely gauge-invariant. From the form of the gauged action for the
boundary of the BTI, we find that if the NLSM field on the boundary condenses in such a way that the Z2 symmetry
of the BTI is broken, but the U(1) symmetry remains intact, then the boundary of the BTI can exhibit a Z2 symmetry-
breaking Quantum Hall response (recall from Sec. 4.3 that the BTI phase also has a Z2 symmetry such that the total
symmetry group is U(1) o Z2) 4. We find that the boundary Quantum Hall response is characterized by a CS level
N2m−1 which is quantized in units of m!2 , i.e., the minimal boundary Quantum Hall response is half that of the minimal
BIQH state that can be realized intrinsically in the same spacetime dimension. This boundary response implies a bulk






In Appendix C.1 we re-interpret the gauged action constructed in this section in terms of U(1)-equivariant coho-
mology of the sphere S2m. There we show that the problem of constructing a gauged WZ action for the boundary of
4Our result can also be applied to systems with a symmetry of the form U(1) × Z2, but only in the case that the U(1) symmetry rotates the
maximal number of components of na as in the U(1) o Z2 cases considered in this Chapter. For example, according to Ref. [35] bosonic SPT
phases in four dimensions with U(1) × ZT2 symmetry have a (Z2)3 classification. However, only one of the three root phases is described by an
O(5) NLSM with symmetry assignment that rotates four out of the five components of n[19], so this is the only case in which our technique can
be applied directly. For the other cases one must use the more general methods of Ref. [41] to gauge the U(1) symmetry.
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the BTI phase in 2m dimensions is equivalent to the problem of constructing an equivariant extension of ω2m, the vol-
ume form for S2m, and we explicitly construct such an extension. The fact that an extension exists is mathematically
equivalent to the result in this section that the gauged WZ action for the boundary of the BTI is completely gauge-
invariant. We also show that the forms Φ(r) which appear later in this section in the counterterms of Eq. (4.6.25) are
exactly the same forms which are needed for the construction of the equivariant extension of ω2m.
We now construct the gauged WZ action for the boundary of BTI states. Recall that in the BTI case we define the
integer m via 2m+ 1 = d+ 2, so that the SPT phases we study live in 2m spacetime dimensions and have a 2m− 1
dimensional boundary (the bulk spacetime dimension was defined to be d + 1). We again make use of the forms J`
and K`, ` = 1, . . . ,m defined in Eqs. (4.4.2). Now, however, the NLSM field has the extra component n2m+1, so the





2`) = 1− n22m+1 (4.6.1a)
m∑
`=1
(n2`−1dn2`−1 + n2`dn2`) = −n2m+1dn2m+1 . (4.6.1b)







where B = [0, 1]× Rd−1,1 is the extended boundary spacetime.




K`1 ∧ · · · ∧ K`m−r , (4.6.3)
and in addition we define Φ(m) = 1, so that Φ(r) is defined for all r = 0, 1, . . . ,m. Also, note that all of these forms
are closed since each K` is closed. Just as in the BIQH case, the essential ingredient in the construction of the gauged
WZ action is a formula for how these forms change under a gauge transformation.
Claim: Under a gauge transformation b` → eiξb` we have Φ(r) → Φ(r) + δξΦ(r) with
δξΦ
(r) = −(m− r)n2m+1dn2m+1 ∧ Φ(r+1) ∧ dξ . (4.6.4)
Proof: Using the symmetry of the summand of Φ(r) under the exchange of any two of the indices `1, . . . , `m−r,
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we first find that
δξΦ
(r) = (m− r)
m∑
`1,...,`m−r=1
(n2`1−1dn2`1−1 + n2`1dn2`1) ∧ dξ ∧ K`2 ∧ · · · ∧ K`m−r . (4.6.5)
Now we can move dξ all the way to the right by commuting it past the two-forms K`2 , . . . ,K`m−r . This gives
δξΦ
(r) = (m− r)
m∑
`1=1
(n2`1−1dn2`1−1 + n2`1dn2`1) ∧ Φ(r+1) ∧ dξ , (4.6.6)




K`2 ∧ · · · ∧ K`m−r . (4.6.7)
Finally we can do the sum over `1 using the second relation of Eqs. (4.6.1), and this gives the final formula of
Eq. (4.6.4). 













The last term in this expression is just the term
n2m+1dn1 ∧ dn2 ∧ · · · ∧ dn2m−1 ∧ dn2m , (4.6.9)
but re-written using the formula




K`1 ∧ · · · ∧ K`m . (4.6.10)
We are now in a position to construct the properly gauged action step by step as in Section 4.4 on the BIQH system.
We demonstrate the first few steps in the construction and then write down the final answer. To start we have
δξω2m = − 1














J`1 ∧ K`2 ∧ · · · ∧ K`m ∧ dn2m+1
 = −(1− n22m+1)dn2m+1 ∧ Φ(1) ∧ dξ , (4.6.12)
which is easily proven using Eq. (4.4.3) and Eq. (4.6.1). Then we have






(1) ∧ dξ . (4.6.13)
We therefore choose the first counterterm to be
S
(1)








(1) ∧A . (4.6.14)
The total gauged WZ action is now
S′gauged,WZ [n, A] = SWZ [n] + S
(1)
ct [n, A] , (4.6.15)
and under a gauge transformation we find
δξS
′







n22m+1dn2m+1 ∧ Φ(2) ∧ dξ ∧A . (4.6.16)






(2) ∧ dξ ∧A
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(2) ∧ dξ ∧ F , (4.6.17)
to find (neglecting boundary terms)
δξS
′










(2) ∧ dξ ∧ F . (4.6.18)
We should then take the second counterterm to be
S
(2)










(2) ∧A ∧ F . (4.6.19)
To see the full structure of the counterterms it is necessary to go one step further. At this point the total gauged
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action is
S′′gauged,WZ [n, A] = SWZ [n] + S
(1)
ct [n, A] + S
(2)
ct [n, A] , (4.6.20)
and under a gauge transformation we have
δξS
′′









n42m+1dn2m+1 ∧ Φ(3) ∧ dξ ∧A ∧ F . (4.6.21)
We again integrate by parts to find that
δξS
′′










(3) ∧ dξ ∧ F 2 . (4.6.22)
Note that the denominator contains the double factorial 5!! = 5 · 3 = 5 · 3 · 1. In general, we find that all of the
counterterms contain a double factorial. Then the third counterterm takes the form
S
(3)










(3) ∧A ∧ F 2 . (4.6.23)
At this point the pattern is clear. Continuing with this procedure we find that a total of m counterterms are needed
to construct a gauged boundary action which satisfies Eq. (4.3.17), and the final gauged action is completely gauge-
invariant. It takes the form





ct [n, A] , (4.6.24)
where the rth counterterm is
S
(r)










2r−1 Φ(r) ∧A ∧ F r−1 , (4.6.25)
where (2r − 1)!! is the double factorial,
(2r − 1)!! = (2r − 1)(2r − 3) · · · (3)(1) . (4.6.26)
The final counterterm is just
S
(m)








2m−1 A ∧ Fm−1 , (4.6.27)
and its change under a gauge transformation comes only from the transformation of A (the last component n2m+1
of the NLSM field does not transform under U(1)). This explains why the final gauged action is completely gauge-
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invariant: the change due to the transformation of A in the last term cancels the transformation from the previous
counterterm in the action, and there are no further changes in the last term which remain to be canceled.
Now let us show that the boundary of a BTI phase exhibits a Z2 symmetry breaking response when the field na
condenses in such a way that it preserves the U(1) symmetry, but breaks the Z2 symmetry. The only possible way for
na to condense and fulfill these requirements is to have
n2m+1 = ±1, (4.6.28a)
na = 0, ∀ a 6= 2m+ 1 . (4.6.28b)
In this case, all terms in SWZ,gauged[n, A] vanish except for the final counterterm (r = m), which gives the boundary
electromagnetic response,





A ∧ Fm−1 , (4.6.29)




















A ∧ Fm−1 . (4.6.32)







which is exactly half the response of the BIQH state which appears intrinsically in the same spacetime dimension
(which we calculated in Section 4.4). As we discussed in Sec. 4.3, this boundary CS response is equivalent to a bulk







However, we should recall from the discussion in Sec. 4.3 that the BTI phase with k = 2 is smoothly connected to the
phase with k = 0. More generally the BTI phase with θ = 2pik is smoothly connected to the phase with θ = 2pi(k±2).
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This means that the single non-trivial BTI phase is represented by the choice k = 1.
Finally, we note that the boundary of the BTI can be driven into the Z2 symmetry breaking phase without explicitly
breaking the Z2 symmetry. This can be done by adding a term µ n22m+1 to the Lagrangian. This term is invariant
under the full U(1) o Z2 symmetry of the BTI but, for µ > 0 and sufficiently large, will drive the system into a
phase in which the Z2 symmetry is spontaneously broken and na = ±δa,2m+1 (i.e., n2m+1 = ±1 and na = 0 for
a 6= 2m+ 1).
4.7 Applications
In this section we explore several applications of the results obtained so far. We start with the observation that
the gauged boundary action for the BIQH state in 2m − 1 spacetime dimensions can be used as building block to
construct a bosonic analogue of a Weyl, or chiral, semi-metal in any even dimension. We refer to this state as a
bosonic chiral semi-metal (BCSM). We write down an effective theory for this state in any even dimension d, compute
its electromagnetic response, and compare this response with the response of an ordinary fermionic chiral semi-metal.
This construction represents a generalization to higher even dimensions of the work in Ref. [34] that constructed a
bosonic analogue of a Dirac semi-metal in three dimensions.
As a second application, we show that the boundary theory of the BTI exhibits a bosonic analogue of the par-
ity anomaly of a single Dirac fermion in odd dimensions. As we discuss below, this is closely related to the fact
(derived in Sec. 4.6) that the boundary theory of the BTI can exhibit a half-quantized BIQH state when the Z2 sym-
metry of the BTI is broken spontaneously at the boundary. This situation is clearly analogous to the time-reversal
symmetry-breaking half-quantized Integer Quantum Hall state which appears on the surface of the familiar electron
topological insulator[139]. This leads us to argue that the boundary theory for a BTI state in 2m dimensions cannot
exist intrinsically in 2m− 1 dimensions without breaking (partially or fully) the symmetry of the BTI state.
Finally, we perform a detailed study of Z2 symmetry-breaking domain walls on the boundary of BTI states. We
use a dimensional reduction formula for NLSMs with WZ term, analogous to the dimensional reduction formula for
theta terms that we derive in Appendix C.4, to show that a Z2 symmetry-breaking domain wall on the boundary of a
BTI state in 2m dimensions hosts a lower-dimensional theory which is identical to the boundary theory of the BIQH
state in 2m−1 dimensions. We show that the U(1) anomaly of the theory on the domain wall is exactly canceled by an
inflow of charge from the two Z2 breaking regions on either side of the domain wall. This calculation is an important
consistency check for our results on the response of BIQH and BTI states, and also provides a clear example of the
phenomenon of anomaly inflow in the context of bosonic SPT phases.
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4.7.1 Bosonic analogue of a Weyl semi-metal in any even dimension
In this section we describe how a bosonic analogue of a Weyl semi-metal can be constructed in any even spacetime
dimension d using two copies of an O(d + 2) NLSM with Wess-Zumino (WZ) term. Before discussing the bosonic
analogue, let us first review the basic construction of a Weyl (or more generally a chiral) semi-metal of fermions
in any even dimension d. Note that our construction here still assumes a point-like structure of the Fermi surface
even in higher dimensions, as opposed to the recent construction in Ref. [197] using Weyl sheets in six spacetime
dimensions. We consider a Dirac fermion Ψ in d dimensions. To write down an action for a Dirac fermion we
need the gamma matrices γµ, µ = 0, . . . , d − 1, which obey the Clifford algebra {γµ, γν} = 2ηµν (and we choose
η = diag(1,−1, . . . ,−1)). When d is even we have an extra element γ of the Clifford algebra which anti-commutes
with the other gamma matrices and can be chosen to satisfy γ† = γ and γ2 = I (γ is the higher-dimensional analog





the fermion Ψ breaks up into chiral and anti-chiral parts as
Ψ = (Ψ+,Ψ−)T . (4.7.2)
Now a minimal, two-node chiral (or Weyl) semi-metal (CSM) in d dimensions is described at low energies by chiral
fermions Ψ± separated in momentum by 2B and in energy by 2Bt, where B = (B1, . . . , Bd−1) should be thought
of as a vector in a (d − 1)-dimensional momentum space (or Brillouin zone). We assume here that the components
Bµ (µ = 0, . . . , d − 1, B0 = Bt) are constant, although the results below are expected to hold approximately if the
components Bµ are slowly varying functions of xµ. In addition, both chiral fermions carry charge e of an external
U(1) gauge field Aµ. Using the extra gamma matrix γ, an action capturing this low-energy physics takes the form
SCSM [Ψ, A,B] =
∫
ddx iΨ(/∂ − ie /A− i /Bγ)Ψ , (4.7.3)
where Ψ = Ψ†γ0 and we used the Feynman slash notation /∂ = γµ∂µ, etc. In addition, we have assumed that the
separation of Ψ± in momentum and energy is symmetric about Bµ = 0, so that Ψ± is located at ±Bµ in momen-
tum/energy space. We also note here that in this low-energy description, the chiral fermion fields Ψ± couple only
to the linear combinations eAµ ± Bµ of the vector fields Aµ and Bµ. This feature will be important later in our
construction of a bosonic analogue of the CSM.
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The quasi-topological part of the electromagnetic response of the CSM follows directly from the axial anomaly of
a Dirac fermion in d dimensions[32]. This is because this response is generated by attempting to remove the coupling
to Bµ from the action via the chiral rotation
Ψ→ eiξγΨ , (4.7.4)
with the parameter ξ chosen as
ξ = Bµx
µ . (4.7.5)
This transformation removes the coupling to Bµ from the action. The physical interpretation of this transformation
is that it moves the two cones of the chiral semi-metal to the origin of the Brillouin zone. However, the path integral
measure is not invariant under this transformation. Instead, the change in the path integral measure generates a new
term in the action of the form (“f” stands for fermionic)
S
(f)































B ∧A ∧ (F ) d2−1 . (4.7.7)
It is also interesting to consider the form Eq. (4.7.6) of the semi-metal response (before integrating by parts), as it
has the form of the “Chern character” terms discussed earlier in the Chapter, but with a spacetime-dependent angle
ξ = Bµx
µ appearing in the integrand.
So under the chiral transformation of Eq. (4.7.4), the CSM action of Eq. (4.7.3) transforms as
SCSM [Ψ, A,B]→ SCSM [Ψ, A, 0] + S(f)eff [A,B] , (4.7.8)
where we again emphasize that the term S(f)eff [A,B] was generated by the change in the path integral measure under
the chiral transformation of Eq. (4.7.4). Thus, we can say that the electromagnetic response of the CSM with non-zero
separation vector Bµ differs from the response of a CSM with separation vector Bµ = 0 (i.e., a system where the two
chiral parts of the Dirac fermion sit at the same point in momentum space) by the term S(f)eff [A,B] from Eq. (4.7.7).


















B ∧A ∧ F , (4.7.10)
respectively. We see that the general expression of Eq. (4.7.7) agrees with the known expressions in low dimen-
sions [32, 33].
Having reviewed the basic properties of fermionic chiral semi-metals, we are now ready to describe our construc-
tion of a bosonic analogue of a CSM (BCSM). To motivate our construction we note that the low-energy theory of the
CSM has (at least) two essential properties which we use as a guide to construct the BCSM model. The first property is
that the CSM model is constructed from two building blocks, namely the chiral fermion theories with fields Ψ±, such
that each building block on its own would have an anomaly in the U(1) symmetry which sends Ψs → eiξsΨs, s = ±.
The second property (already noted above) is that the two building blocks Ψ± couple only to the linear combinations
eAµ ± Bµ of vector fields. This property, combined with the axial anomaly of the Dirac fermion, is responsible for
the form of the CSM response shown in Eq. (4.7.7). We now describe the construction of a bosonic theory with very
similar properties.
Our low-energy theory for a BCSM in d dimensions (d even) consists of two copies of the O(d + 2) NLSM with
WZ term, i.e., two copies of the boundary theory of the BIQH state in d + 1 dimensions. To understand this system
we briefly recall a few facts from Sec. 4.4 about the boundary theory of the BIQH state. The boundary of the BIQH
state in 2m− 1 dimensions is described by an O(2m) NLSM with WZ term. Here the dimension d is related to m by
d = 2m − 2 as we are constructing a model using the boundary theory for the BIQH state. Finally, recall that under
a U(1) transformation the NLSM field transforms as in Eq. (4.3.13) (in units where the boson charge e is set to 1).
We showed that the properly gauged boundary action had an anomaly in this U(1) symmetry, with the anomaly given
explicitly by Eq. (4.4.33).
To construct an effective theory for a bosonic semi-metal in d dimensions we use two copies of the boundary
theory of the BIQH state. We label the fields of the two copies by n±, or b`,± when written in terms of bosons, and
we take the two copies to have opposite level on their WZ term, k± = ±k. Finally, in the effective theory we model
the separation of the two copies in momentum/energy space by coupling the fields b`,± to the linear combinations
Aµ ± Bµ of the external U(1) gauge field Aµ and the momentum/energy shift field Bµ. Then our action for the
BCSM theory takes the form
S˜BCSM [n+,n−, A,B] = Sgauged[n+, A+B] + Sgauged[n−, A−B] , (4.7.11)
where Sgauged[n, A] is the properly gauged action for one O(d+ 2) NLSM with WZ term and coupled to the external
field A (as constructed in Sec. 4.4). We put a tilde on S˜BCSM [n+,n−, A,B] because, as we now discuss, this action
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has an inconsistency and must be modified.
Suppose that the vector field Bµ, which is a constant in the context of the chiral semi-metal, instead had a non-
trivial spacetime dependence, i.e., dB 6= 0. In this case the action in Eq. (4.7.11) is not invariant under the U(1) gauge
transformation b`,± → eiθb`,±, A → A+ dθ. Instead, under this transformation one can show that the change in the
action of Eq. (4.7.11) is











dθ ∧ (dA)p ∧B ∧ (dB)m−2−p .
(4.7.12)
where 2m − 1 = d + 1. This equation requires some explanation. To compute it we used the relation Eq. (4.4.32)
for the U(1) anomaly for each gauged WZ theory in Eq. (4.7.11) (but coupled to the combinations of fields A ± B
instead of A alone), then expanded the powers (dA ± dB)m−1 using the binomial expansion, and finally performed
an integration by parts to move one derivative off of B and onto θ.
So in the presence of a spacetime-dependent Bµ, our putative semi-metal model is not invariant under U(1) gauge













A ∧ (dA)p ∧B ∧ (dB)m−2−p . (4.7.13)
The change in this counterterm under A→ A+dθ exactly compensates for the change in Eq. (4.7.11) under the U(1)
gauge transformation, and so the modified BCSM action
SBCSM [n+,n−, A,B] = S˜BCSM [n+,n−, A,B] + Sct[A,B] , (4.7.14)
is completely gauge-invariant even in the presence of a spacetime-dependent Bµ. The counterterm Sct[A,B] is the
analogue in our bosonic theory of the Bardeen counterterm that one adds to the theory of a Dirac fermion coupled to
vector and axial vector gauge fields to ensure conservation of the vector current in the quantum theory[198]. Since
this counterterm is absolutely necessary for the more general case of a spacetime-dependent Bµ, we argue that one
should include it even in the simple semi-metal setting in which we take Bµ to be a constant. If we now restrict to the













To compute the response of the modified BCSM theory in Eq. (4.7.14), we attempt to remove the coupling to B
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from the action via the chiral transformation
b`,± → e±iξb`,± , (4.7.16)
where ξ = Bµxµ as in the fermionic case. Note that this transformation takes the opposite sign for the two copies of the
NLSM theory: this is the analogue in the bosonic theory of the chiral transformation of Eq. (4.7.4) that we performed
in the fermionic case. Using the U(1) anomaly for the boundary theory of the BIQH state from Eq. (4.4.33), we find
that under this transformation the original effective action for the BCSM state transforms as









B ∧A ∧ (dA)m−2 . (4.7.18)
However, this is not the end of the story as the full action for the BCSM state contains the counterterm Sct[A,B].
When we combine Eq. (4.7.18) with the counterterm (neglecting those parts of the counterterm containing dB), then
we obtain the final expression for the response of the BCSM,
S
(b)





B ∧A ∧ (dA)m−2 , (4.7.19)
or in terms of d,
S
(b)











B ∧A ∧ (dA) d2−1 , (4.7.20)
where we have restored the charge e of the bosons. This equation is the final form of the response of our BCSM
model.
If we set k = 1 and compare the BCSM response in Eq. (4.7.20) to the fermionic CSM response in Eq. (4.7.7),





!. To understand this
number recall that our BCSM model in d dimensions is constructed from two copies of the boundary state for a BIQH
state in d + 1 dimensions. Setting d + 1 = 2m − 1, we see that (d2 + 1)! = m!, so we find that the coefficients for
the response of the bosonic and fermionic semi-metals in d dimensions differ by exactly the same factor we found in
Sec. 4.4 for the coefficients for the response of BIQH and FIQH states in one dimension higher.
We can also see from Eq. (4.7.20) that at the level of the electromagnetic response, the BCSM theory at level
k is equivalent to k copies of the BCSM theory at level 1. However, as a quantum field theory we certainly expect
the theory at level k to be distinct from k copies of the theory at level 1. This can be seen very clearly in the case
where d = 2. In this case the BCSM model consists of two copies of an O(4) NLSM with WZ terms at levels k and
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−k, respectively. The O(4) NLSM can be reformulated in terms of a 2 × 2 SU(2) matrix field, and so (when the
coupling constant for the NLSM takes on a particular value), the O(4) NLSM with WZ term at level k is equivalent
to the SU(2)k Wess-Zumino-Witten conformal field theory. Now the SU(2)k theory is distinct from k copies of the
SU(2)1 theory (this can be seen by comparing central charges), and so we conclude that even in the simplest case
of two dimensions, the BCSM model at level k is distinct (as a quantum field theory) from k copies of the BCSM
model at level 1. However, it is entirely possible that k copies of the BCSM model at level 1 could flow under the
Renormalization Group to the BCSM model at level k. In the simple d = 2 case discussed in this paragraph this flow
is allowed by Zamolodchikov’s c-theorem[199].
4.7.2 Bosonic analogue of the parity anomaly on the boundary of BTI phases
In this subsection we show that the half-quantized BIQH on the BTI boundary, which we derived in Sec. 4.6, represents
a bosonic analogue of the parity anomaly[58–60, 70, 165], which is an anomaly that is usually associated to massless
Dirac fermions in odd dimensions. To start, we give a brief review of the parity anomaly in the fermionic case before
explaining the bosonic analogue.
To understand the parity anomaly for Dirac fermions in odd dimensions, consider a theory of a single massless
Dirac fermion Ψ with U(1) symmetry in 2m− 1 dimensions. We can couple Ψ to an external electromagnetic field A




and the effective action for the external field A,
Seff [A] = −i ln(Z[A]) . (4.7.22)
The action S[Ψ, A] (with Ψ a massless fermion) has an additional discrete symmetry, which is time-reversal sym-
metry when the spacetime dimension equals 3 mod 4, or charge-conjugation (particle-hole) symmetry[76] when the
spacetime dimension equals 1 mod 4 (in Euclidean spacetime the discrete symmetry in any dimension can be chosen
to be reflection of a single coordinate). However, when one proceeds to calculate the effective action Seff [A], one
finds that there is no choice of regularization procedure which yields an action Seff [A] which has this extra discrete
symmetry and is also gauge-invariant. In other words, one can choose to preserve either the discrete symmetry, or
gauge invariance, but not both. For example, when Pauli-Villars regularization is used to compute Seff [A], the mass
terms for the regulator fermions explicitly break the discrete symmetry, and this results in the appearance of a term in
Seff [A] which also breaks the discrete symmetry.
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At this point it helps to look at a specific example. We choose the case of a massless Dirac fermion Ψ in three
spacetime dimensions with U(1) symmetry and ZT2 time-reversal symmetry, which was the case originally studied
in Refs. [58, 59]. This case also applies directly to the study of the surface of the familiar electron topological
insulator in four dimensions. Because of the U(1) symmetry, Ψ can be coupled to the external field A. To discuss the
transformation of Ψ under time-reversal, it is convenient[141] to choose the gamma matrices in the “mostly minus”
metric to be γ0 = σz , γ1 = iσy and γ2 = −iσx, where σa, a = x, y, z, are the three Pauli matrices (and recall that a
single Dirac fermion in three dimensions has two components). With this choice, the time-reversal transformation of
Ψ takes the form
ZT2 : Ψ(t,x)→ iσyΨ(−t,x) , (4.7.23)
while the components Aµ of A transform as
ZT2 : A0(t,x) → A0(−t,x) (4.7.24)
Ai(t,x) → −Ai(−t,x) , i = 1, 2 . (4.7.25)
In the absence of a mass term for Ψ the action S[Ψ, A] for Ψ minimally coupled to A has time-reversal symmetry
in addition to the U(1) symmetry. However, when Pauli-Villars regularization is used to compute Seff [A], one finds
that Seff [A] contains the time-reversal-breaking CS term for A5. In addition, the level of this CS term is equal to ± 12 ,
which is half of the minimum Hall conductance possible for free fermions in three dimensions (i.e., the CS term with
level ± 12 is like a half-quantized Integer Quantum Hall state of fermions). One can think of the parity anomaly as a
quantum version of the spontaneous breaking of a discrete symmetry. Indeed, the value of the induced CS term in
Seff [A] is determined by the sign of the mass of the Pauli-Villars regulator fermion, and this choice of sign is arbitrary
in the same way that the choice of a particular point on the vacuum manifold of a “Mexican hat” potential is arbitrary.
To demonstrate that a bosonic analogue of the parity anomaly occurs in the boundary of a BTI phase, we first need
to discuss the symmetries of the BTI theory coupled to A. As we discussed in Sec. 4.3, the NLSM field na transforms
under the ZT2 or ZC2 symmetry of the BTI as shown in Eq. (4.3.14). Recall that in the case where the Z2 symmetry is
time-reversal, we also need to send t → −t in the argument of the NLSM field na and in the action. For a spacetime
of dimension d (which in our convention is the dimension of the boundary of the SPT phase) the field A transforms
5In a more precise treatment Pauli-Villars regularization leads to an effective action which is proportional to the Atiyah-Potodi-Singer eta
invariant of the Dirac operator[60]. In certain cases the expression in terms of the eta invariant can then be replaced with the simpler expression in
terms of a CS term with half-quantized level. However, this more precise treatment using the eta invariant still gives an effective action that breaks
the time-reversal symmetry of the original Lagrangian for Ψ and A.
145
under time-reversal and charge-conjugation as
ZT2 : A0(t,x)→ A0(−t,x) (4.7.26)
Ai(t,x)→ −Ai(−t,x) , i = 1, . . . , d− 1 , (4.7.27)
and
ZC2 : Aµ(t,x)→ −Aµ(t,x) , ∀ µ , (4.7.28)
where x = (x1, . . . , xd−1) denotes the spatial coordinates.
The gauged WZ action of Eq. (4.6.24) for the boundary of the BTI phase has the ZC2 (for m odd) or ZT2 (for m
even) symmetry of the BTI, in addition to the invariance under U(1) gauge transformations. To see this we simply
note that the counterterms from Eq. (4.6.25) transform under these two Z2 symmetries as
ZT2 : S
(r)




ct [n, A]→ (−1)m+1S(r)ct [n, A] . (4.7.30)
So the gauged WZ action for the BTI boundary has ZT2 symmetry for m even and ZC2 symmetry for m odd.
Now, although the gauged WZ action for the BTI boundary has the Z2 symmetry, we have seen in Sec. 4.6 that
it is possible to add the symmetry-allowed term µ n22m+1 to the Lagrangian and drive the boundary of the BTI into a
phase in which the Z2 symmetry is spontaneously broken by the condensate na = ±δa,2m+1. In addition, we showed
that when the field na condenses in this way it leads to a CS term in the effective action for A on the boundary of the
BTI phase. The CS term in 2m− 1 dimensions breaks ZT2 symmetry for m even, and ZC2 symmetry for m odd, so the
effective action for A does not have the Z2 symmetry of the BTI phase. We also saw that the CS level turned out to be
quantized in half-integer multiples of m!.
Since the CS term in the effective action for the boundary breaks the Z2 symmetry of the BTI phase, and since
the boundary also exhibits a “half” BIQH response, we conclude that the boundary theory of the BTI phase exhibits
an anomaly in the Z2 symmetry which is almost an exact analogue of the parity anomaly of a Dirac fermion in odd
dimensions.
There is, however, one important difference between the bosonic analogue of the parity anomaly discussed here
and the original parity anomaly for Dirac fermions. The difference is the fact that in the bosonic case the spontaneous
breaking of the Z2 symmetry is a classical effect, whereas in the original fermionic case the Z2 symmetry is broken
spontaneously only at the quantum level (by the choice of the sign of the mass of the regulator fermions). One likely
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explanation for this difference is as follows. Since the NLSM description of the bosonic SPT phase is an effective
field theory description, i.e., it does not involve the microscopic degrees of freedom in the SPT phase, it is entirely
possible that the quantum anomaly of any putative microscopic description of the SPT phase is already captured at
the classical level in the effective NLSM description of the phase. This is, in fact, exactly the way in which quantum
anomalies of fermionic theories are captured at the classical level in effective descriptions of those fermionic theories
in terms of gauged WZ actions[37, 38]. In addition, we have already seen in this Chapter that the pertubative U(1)
anomaly on the boundary of BIQH states is completely captured at the classical level in the gauged WZ description
of the BIQH boundary. For this reason we believe that the bosonic analogue of the parity anomaly discussed here is
a bona-fide quantum effect that occurs in the boundary theory of a BTI phase, and that this anomaly would appear
as a true quantum anomaly in a more microscopic description of the boundary of the BTI. We are therefore led to
argue that, due to this anomaly, the boundary theory of a 2m-dimensional BTI phase cannot be realized intrinsically
in 2m− 1 dimensions without breaking either the U(1) or the Z2 symmetry of the BTI phase.
Finally, let us describe one more way of understanding the bosonic analogue of the parity anomaly in the specific
case of the boundary theory of the four-dimensional BTI. As we know, the boundary theory is an O(5) NLSM with
WZ term in three dimensions. Let us investigate what happens in this theory when we thread a 2pi delta function flux
of the gauge field at a point in space. This method of analysis in known to expose the parity anomaly in the theory
of a single massless Dirac fermion in three dimensions (see, for example, Ref. [147]) and so it should work in this
case as well. For simplicity we consider a deformation of the O(5) theory in which we set n5 = 0 (this deformation
preserves the U(1) and time-reversal symmetry). In this case the WZ term at level k reduces to a theta term for the
four component field (n1, . . . , n4) with the theta angle equal to θ = pik. In particular, for k = 1 (which represents
the non-trivial BTI phase in four dimensions) the WZ term with level k = 1 reduces to a theta term with theta angle
θ = pi.
Threading a 2pi delta function flux at a point x0 in space will cause the phase of both bosons b1 = n1 + in2 and
b2 = n3 + in4 to wind by 2pi about x0, i.e., there is a vortex centered at x0 in the phase of both bosons. In Appendix
B of Ref. [34], two of us performed a detailed study of vortex configurations of a single boson b1 or b2 in the O(4)
NLSM with theta term and with θ = pi. In particular we quantized global fluctuations of the theory over such a vortex
background and showed that the ground state of these fluctuations was doubly degenerate, with the two degenerate
states having charges ± 12 . This analysis confirmed the arguments of Ref. [19] that a vortex in a single boson b1 or b2
should carry charge ± 12 . As stated above, threading a 2pi flux of Aµ at x0 induces a vortex in both b1 and b2 at that
point. This composite object has an integer charge and so is naively gauge-invariant, however, this composite object
can actually be shown to be a fermion[19, 34, 200]. This fact clearly shows the anomaly in theory, as there should
be no local fermionic particle with integer charge in a system made up of bosons of unit charge. The existence of a
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fermion with unit charge in the boundary theory of the BTI can also be inferred from the presence of a CS term at
level N3 = 1 in the response action for the BTI boundary using an argument from Ref. [18].
4.7.3 Z2 symmetry-breaking domain walls on the boundary of BTI
We close this section by analyzing the physics of a domain wall between two opposite Z2 symmetry-breaking regions
on the boundary of a BTI state in 2m dimensions. In particular, we derive the low-energy theory that exists on the
domain wall, and we show that this theory has a U(1) anomaly which is exactly canceled by the contributions of the
CS response actions for the Z2 symmetry-breaking regions on either side of the domain wall. We find that the theory
which lives on the domain wall is identical to the boundary theory for the BIQH phase in 2m − 1 dimensions, and
so this demonstration of anomaly cancellation for domain wall configurations on the BTI boundary provides a nice
consistency check between our gauged actions for BIQH and BTI surfaces.
To start, recall from Sec. 4.6 that the boundary of a BTI phase in 2m dimensions, which is described by an
O(2m+ 1) NLSM with WZ term at level k, can exhibit a Z2 symmetry-breaking response of the form (d = 2m− 1
is again the boundary dimension)






A ∧ Fm−1 , (4.7.31)
when the NLSM field na condenses as in Eq. (4.6.28), i.e., n2m+1 = ±1 and all other components of n equal to zero.
As we discussed earlier, this particular condensation pattern is the only one which preserves the U(1) symmetry of
the BTI phase while breaking the Z2 symmetry.
We now consider a domain wall configuration between opposite Z2 breaking regions on the boundary. Let
(x0, . . . , xd−1) be the boundary spacetime coordinates. We study a configuration of the system in which n2m+1
condenses as n2m+1 = 1 in the region xd−1 > 0, and as n2m+1 = −1 in the region xd−1 < 0. Hence, the domain
















A ∧ Fm−1 , (4.7.33)
respectively, where Hd−1,1+ denotes the half space {x ∈ Rd−1,1| xd−1 > 0}, and similarly for Hd−1,1− . If we perform
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a gauge transformation then the change in the total effective action is






where the integration is over the domain wall which is just the space Rd−2,1 sitting at xd−1 = 0. Note also that the
contributions from Seff,±[A] add instead of subtract due to the fact that the domain wall is on the opposite side of the
two regions (the domain wall lies to the right of the region Hd−1,1+ and to the left of the region H
d−1,1
− , so when we
integrate the total derivative the boundary terms coming from each integral appear with opposite signs).
Next we derive the theory which lives on the domain wall and show that it has a U(1) anomaly which precisely
cancels the gauge transformation from Eq. (4.7.34). To derive this theory we analyze the BTI surface theory in the
presence of a domain wall in n2m+1. Concretely, we assume that the O(2m + 1) NLSM field takes on the domain
wall configuration,
n = {sin(f(xd−1))N(x0, . . . , xd−2), cos(f(xd−1))} , (4.7.35)
where N is a 2m-component unit vector which depends only on the coordinates (x0, . . . , xd−2) on the domain wall,
and where f(xd−1) is a function with the limiting behavior
lim
xd−1→∞
f(xd−1) = 0 (4.7.36)
lim
xd−1→−∞
f(xd−1) = pi . (4.7.37)
This guarantees that n asymptotes to a configuration with n2m+1 = ±1 as xd−1 → ±∞. To solve for the theory
which lives on the domain wall, we evaluate the O(2m + 1) NLSM action (with WZ term) on this configuration.
Evaluating the kinetic term of the NLSM on the domain wall configuration is simple, provided that we assume the
function f(xd−1) is sufficiently well-behaved so that the integration over xd−1 gives a finite answer. We therefore
focus our attention on the WZ term since any anomalous behavior of the domain wall theory should come from this
term. The WZ term involves an extension n˜ of the field n into a fictitious extra direction with coordinate s ∈ [0, 1],
and so we need to decide how to extend our domain wall configuration into this extra direction. Here we assume the
extension takes the form
n˜ = {sin(f(xd−1))N˜(s, x0, . . . , xd−2), cos(f(xd−1))} , (4.7.38)
so that all of the s-dependence of the extension is in the extended 2m-component field N˜, while the function f(xd−1)
still depends only on xd−1.
We now examine how the WZ term of the O(2m+ 1) NLSM reduces on the extended domain wall configuration
n˜ of Eq. (4.7.38). The analysis is similar (but not identical) to that in Appendix C.4 for the dimensional reduction of
149







where ω2m is the volume form for the sphere S2m, and [0, 1]× Rd−1,1 is the extended spacetime (which we called B
before). Using the relations
dna = sin(f)dNa + cos(f)Nadf , a = 1, . . . , 2m , (4.7.40)
and
dn2m+1 = − sin(f)df , (4.7.41)
one can show that on this configuration the volume form ω2m for n reduces to





(−1)a−1NadN1 ∧ · · · ∧ dNa ∧ · · · ∧ dN2m , (4.7.43)
is the volume form for Na. Since the WZ term involves the pullback n˜∗ω2m of the volume form to the extended
spacetime, we find that the WZ term reduces as






















We see that the theory localized on the domain wall is an O(2m) NLSM for the field N, with a WZ term at level
−k. This theory also appears at the boundary theory of the BIQH phase in 2m−1 dimensions, as discussed in Sec. 4.4.
The extra minus sign on the level of the domain wall theory, as compared with the level of the boundary theory of the
BTI, is very important. Indeed, from our previous formula Eq. (4.4.32) for the U(1) anomaly of the O(2m) NLSM
with WZ term we see that, under a gauge transformation, the theory on the domain wall transforms as






This exactly cancels Eq. (4.7.34), which was the contribution flowing into the domain wall from the Z2 breaking
regions on either side, and so this calculation gives a nice example of anomaly inflow at the domain walls on the
boundary of SPT phases. It also provides an important consistency check of the gauged WZ actions calculated in this
Chapter for the boundaries of BIQH and BTI phases (since it relates the calculation of the BTI boundary CS response
to the calculation of the anomaly of the BIQH boundary theory).
4.8 Conclusion
In this Chapter we calculated the electromagnetic response of bosonic SPT phases with U(1) symmetry in all space-
time dimensions. In particular, we focused our attention on BIQH phases in odd dimensions and BTI phases in even
dimensions. To calculate the response of these phases we used the NLSM description of bosonic SPT phases and
the tool of gauged WZ actions. This enabled us to compute the coefficients N2m−1 and Θ2m which determine, via
Eqs. (4.2.1) and (4.2.2), the electromagnetic response of BIQH and BTI states in all odd and even spacetime dimen-
sions, respectively. We found that for BIQH states the coefficient N2m−1 was quantized in units of m!, and that





. This response for the BTI is equivalent to a Z2
symmetry-breaking Quantum Hall state on the boundary of the BTI with CS level equal to m!2 , which is exactly half
the response of the BIQH state which can be realized intrinsically in the same spacetime dimension. In Sec. 4.5 we
showed that the value of m! for the CS level can be understood by studying the transformation of the CS term under
large U(1) gauge transformations on general Euclidean manifolds which may or may not admit a spin structure. In
that section we also applied this gauge invariance argument to study the electromagnetic and gravitational responses
of fermionic SPT phases with U(1) symmetry in odd spacetime dimensions.
We then used our gauged WZ actions for the boundaries of the BIQH and BTI phases to further investigate the
physics of BIQH and BTI states, and to construct other interesting states. In particular, we showed how two copies of
the BIQH boundary theory could be used to construct an effective theory for a bosonic analogue of a Weyl, or chiral,
semi-metal (a “bosonic chiral semi-metal” or BCSM state) in any even spacetime dimension. We also showed that the
boundary of the BTI state exhibits a bosonic analogue of the parity anomaly of a Dirac fermion in odd dimensions,
and we used this fact to argue that the boundary theory of the BTI in 2m dimensions cannot be realized intrinsically
in 2m− 1 dimensions while preserving the symmetry of the BTI state. We also explored the phenomenon of anomaly
inflow at Z2 symmetry-breaking domain walls on the boundaries of BTI states.
From a technical point of view one of the most interesting results of the Chapter is our explicit construction of
gauged WZ actions for O(2m) and O(2m+1) NLSMs, and with the gauge group U(1). This construction allowed us
to overcome the difficulties associated with calculating the electromagnetic response of bosonic SPT phases from their
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NLSM description. In addition, as we reviewed in Appendix C.1, the problem of constructing a gauged WZ action
is equivalent to the mathematical problem of constructing equivariant extensions of the volume form on the target
space of the NLSM. Then from a mathematical point of view we can say that we have succeeding in constructing an
equivariant extension of the volume form ω2m on S2m (this is the BTI case), whereas in the case of S2m−1 we have
constructed an extension of ω2m−1 which is almost, but not quite, equivariantly closed (this is the BIQH case). The
fact that we could not construct an equivariant extension of ω2m−1 is mathematically equivalent to the statement that
the boundary theory of the BIQH phase has a perturbative anomaly in the U(1) symmetry, as we expect based on
physical arguments.
Our work in this Chapter opens up many possible directions for future investigations. In particular, it would be
nice to have a physical argument along the lines of the one in Ref. [18] for why the CS level for the BIQH phase is
quantized in units of m! in 2m − 1 dimensions. Perhaps one can find a physical argument for this quantization by
studying generalized braiding processes of extended excitations in gapped bosonic phases in higher dimensions, but
we do not have any concrete suggestions as to which excitations and braiding processes might be relevant. Another
possible direction would be to apply the general method of gauging WZ actions from Ref. [41] to compute the “elec-
tromagnetic” response of SPT phases with the symmetry of a non-Abelian Lie groupG. From a mathematical point of
view it would also be interesting to investigate whether the theory of G-equivariant cohomology over an appropriate
target manifold could be used to classify SPT phases with the symmetry of a Lie group G. Finally, it would be inter-
esting to use the bosonic analogue of the parity anomaly discussed in this Chapter as a guide to investigate possible
dual descriptions of the boundary of BTI phases in all dimensions, analogous to the recent investigations into the dual
description of the boundary of the electron topological insulator and BTI in four spacetime dimensions[34, 141–148].
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Chapter 5
Perturbative and global anomalies in
bosonic analogues of integer quantum Hall
and topological insulator phases1
5.1 Introduction
In the past few years it was realized that a powerful way to understand symmetry-protected topological (SPT) phases
with symmetry group G in d (spacetime) dimensions is to study ‘t Hooft anomalies of (d − 1)-dimensional theories
with global G-symmetry [66–69]. A theory with global G-symmetry has a ‘t Hooft anomaly if it cannot be consis-
tently coupled to a background gauge field A for the symmetry group G [21]. It is often the case that an anomalous
(d−1)-dimensional theory can be realized in a gauge invariant manner at the boundary of a d-dimensional SPT phase.
In that case, the anomaly of the boundary theory is canceled by the gauge variation of the bulk effective action for the
SPT phase. This cancellation mechanism is known as anomaly inflow [75]. It is likely that all bulk-boundary corre-
spondences in SPT phases can be understood through some version of the anomaly inflow mechanism, but perhaps
involving global anomalies instead of the perturbative anomalies originally studied in Ref. [75].
It is clear from the discussion above that characterizing boundary anomalies offers a precise way to understand
the bulk-boundary correspondence in SPT phases, topological insulators, and related systems. For example, the
presence of a single chiral fermion at the edge of the ν = 1 integer quantum Hall state in 2 + 1 dimensions (and
also the single chiral boson at the edge of the Laughlin states) can be understood very simply using anomaly inflow






A ∧ dA , (5.1.1)
which describes the response of the integer quantum Hall state to an external electromagnetic field A = Aµdxµ. We
also note that anomaly inflow has been discussed for analogs of the integer quantum Hall state in all odd spacetime
dimensions [52].
A related, but much more subtle, example of anomaly inflow occurs in time-reversal invariant, free-fermion topo-
1This Chapter is reproduced from Matthew F. Lapa and Taylor L. Hughes, Phys. Rev. B 96, 115123 (2017). c©2017 American Physical Society.
This paper is also cited as Ref. [61] in the References section of the thesis.
2We use differential form notation and work in a system of units where ~ = e = c = 1.
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logical insulators in 3+1 dimensions [7, 8]. In Ref. [70] Witten has shown (among other results) that the bulk-boundary
correspondence in this system can be understood very precisely in terms of the parity anomaly of a Dirac fermion with
U(1) and time-reversal symmetry in 2 + 1 dimensions [58–60, 165]. The parity anomaly is intimately related to
the Atiyah-Potodi-Singer index theorem [71, 201, 202] for the Dirac operator on an even-dimensional manifold with
boundary (see Ref. [60] for the relation), and this connection was a central theme in Ref. [70]. The connection between
the parity anomaly and the boundary theory of the topological insulator, and in particular the fact that the bulk and
boundary together are gauge invariant, was also previously discussed in Ref. [203].
In a separate series of developments, bosonic analogues of the integer quantum Hall and topological insulator
states were introduced and studied in detail in the SPT literature. The bosonic integer quantum Hall (BIQH) state is
an SPT phase of bosons with U(1) symmetry in 2 + 1 dimensions [9, 18, 149–157]. It is characterized by a Hall
conductance which is an even integer (in units of e
2
h ). On the other hand, the bosonic topological insulator (BTI) state
is an SPT phase of bosons with U(1) symmetry and Z2 time-reversal symmetry in 3+1 dimensions [19, 20, 158, 159].






F ∧ F , (5.1.2)
with coefficient Θ = 2pi. In a recent work, the present authors computed the electromagnetic response of generaliza-
tions of the BIQH and BTI states to all odd and even spacetime dimensions, respectively [57].
Given these separate developments, a natural next step would be to give a precise characterization of the anomalies
at the boundaries of the BIQH and BTI states. In Ref. [57] we initiated such a program. There we used a nonlinear
sigma model (NLSM) description [35, 36, 160–163, 184–188] of the boundary of the BIQH state in odd dimensions to
compute the perturbative U(1) anomaly of the boundary theory. Our result implied that the electromagnetic response
of the bulk of a BIQH state in 2m − 1 dimensions is characterized by a Chern-Simons term3 with level N2m−1 =
(m!)k, k ∈ Z, where the value k = 1 represents the fundamental BIQH state.
In Ref. [57] we also argued that the boundary theory of the 2m-dimensional BTI state exhibits a bosonic analogue
of the well-known parity4 anomaly of Dirac fermions in three dimensions. Our argument was based on a demon-
stration (again using a NLSM description) that the boundary of the BTI state can exhibit a Z2 symmetry-breaking
electromagnetic response described by a Chern-Simons term with level N2m−1 = m!2 for the external field A. Since
this boundary response is half the response of the fundamental BIQH state in 2m − 1 dimensions, we argued, by
analogy with the case of a massless Dirac fermion (with Hall conductance = Chern-Simons level = 12 ) on the surface
3See Eq. (5.2.1) for our normalization of the Chern-Simons term in 2m− 1 dimensions.
4As we explained in Ref. [57], in spacetime dimensions 2m with m odd the Z2 symmetry of the BTI state is a unitary charge-conjugation
symmetry and not time-reversal symmetry. For these cases the word “parity” is not a very good description of the symmetry which is anomalous.
However, for ease of presentation we will continue to refer to the global anomalies discussed here as “bosonic analogues of the parity anomaly”.
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of the (3+1)-dimensional topological insulator [7, 8], that the boundary theory of the BTI displays a bosonic analogue
of the parity anomaly.
In this Chapter we continue this program of characterizing anomalies at the boundary of BIQH and BTI states.
In the first part of the Chapter we revisit the perturbative U(1) anomaly at the boundary of (2m − 1)-dimensional
BIQH states. In Ref. [57] we computed this anomaly by gauging the Wess-Zumino (WZ) term in an O(2m) NLSM
description of the boundary of the BIQH state. In any NLSM, the field is a map from spacetime to a manifoldM,
known as the target space of the NLSM. In the O(2m) NLSM the target space is just the (2m− 1)-dimensional unit
sphere S2m−1, and the NLSM field n is a 2m-component unit vector. This particular NLSM description possesses
a SO(2m) global symmetry, which is much larger than the U(1) symmetry required to protect the BIQH state. One
might then wonder if (perhaps) more realistic models of the BIQH boundary can be found which still possess the
correct perturbative U(1) anomaly, but have only the U(1) global symmetry of the BIQH state. In this Chapter we
show that a large family of such models do indeed exist by proving the following result.
LetM be any (2m − 1)-dimensional manifold which can be reached from S2m−1 by smooth deformations
which preserve the U(1) symmetry of the BIQH phase (i.e., we have a diffeomorphism f :M→ S2m−1 which
is equivariant with respect to the U(1) symmetry). Then a description of the boundary of the BIQH state using a
NLSM with target spaceM has the same perturbative U(1) anomaly as the O(2m) NLSM description.
In the second part of the Chapter we revisit the bosonic analogue of the parity anomaly at the boundary of the BTI
states. In the simplest case of the BTI state in two spacetime dimensions we are able to compute the partition function
of the gauged boundary theory exactly. The BTI state in two dimensions has the symmetry group G = U(1) o Z2,
where Z2 represents a unitary charge-conjugation symmetry. Our exact computation of the boundary partition function
shows that the boundary of the BTI does indeed exhibit a bosonic analogue of the global anomaly of Dirac fermions
in 0 + 1 dimensions which also have U(1) symmetry and Z2 charge-conjugation symmetry [76]. We first compute
this anomaly within the O(3) NLSM description (with target space S2) of the BTI boundary which we previously
used in Ref. [57]. Based on this calculation, one might again wonder if a more realistic model of the BTI boundary
can be found which has the same global anomaly, but which possesses only the G = U(1)oZ2 symmetry of the BTI
state and not the full SO(3) symmetry of the O(3) NLSM. We again show that such models do exist by proving the
following result.
Let M be any two-dimensional manifold which can be reached from S2 by smooth deformations which
preserve the full G = U(1)oZ2 symmetry of the BTI state (i.e., we have a diffeomorphism f :M→ S2 which
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is equivariant with respect to the action of the group G). Then a description of the boundary of the BTI state
using a NLSM with target spaceM has the same global anomaly as the O(3) NLSM description.
To prove this result we use the powerful equivariant localization technique originally developed for the exact com-
putation of certain phase space path integrals [204–208]. Whereas for the perturbative anomaly we are able to extend
our proof to any spacetime dimension, the calculation for global anomalies becomes challenging in higher dimensions
and is not easily extendable. We comment on this difficulty later, and discuss possible alternative approaches.
As in our previous work [57], gauged WZ actions play a central role in the calculations in this Chapter. Gaug-
ing WZ actions, and also obstructions to gauging these actions (i.e., anomalies), have been discussed previously in
Refs. [37–41, 209–211]. Since we consider two kinds of anomalies in this Chapter (perturbative and global), it is
important for us to explain at the outset how exactly our anomalies are related to obstructions to gauging a WZ action.
For the perturbative U(1) anomalies that we study, the anomaly that we find is a direct result of the existence of an
obstruction to gauging the WZ action. Therefore, these anomalies are already present at the level of the classical action
for these theories. On the other hand, for the global anomalies that we study there is no obstruction to gauging the
U(1) symmetry of the WZ action. Instead, the anomaly is a completely quantum effect which stems from an inability
to regulate the theory in such a way as to preserve both large U(1) gauge invariance, and the additional discrete Z2
symmetry of the theory.
This Chapter is organized as follows. In Sec. 5.2 we analyze perturbative U(1) anomalies at the even-dimensional
boundary of BIQH states in generic odd spacetime dimensions. In Sec. 5.3 we analyze the global anomaly at the
(0+1)-dimensional boundary of the (1+1)-dimensional BTI state. In Sec. 5.4 we comment on the expected behavior
of the boundary theories studied in this Chapter under renormalization group flows. In Sec. 5.5 we present our
conclusions. In Appendix D.1 we review the form of the phase space path integral for Hamiltonian systems on a
general phase space M equipped with symplectic form ω. In Appendix D.2 we give a brief introduction to the
equivariant localization technique for phase space path integrals. Finally, in Appendix D.3 we present the detailed
calculations of the regularized determinants which appear in the expression (obtained from the equivariant localization
technique) for the partition function of the BTI boundary.
5.2 Perturbative anomalies in bosonic integer quantum Hall states
In this section we study perturbativeU(1) anomalies at the boundary of a class of bosonic SPT phases in odd spacetime
dimensions which are protected by the symmetry of the group G = U(1). We refer to these phases as bosonic integer
quantum Hall (BIQH) states. They are all higher-dimensional generalizations of the (2 + 1)-dimensional BIQH state
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introduced in Ref. [18]. Upon coupling to a background U(1) gauge field A = Aµdxµ, the boundary of these states
exhibits a perturbative U(1) anomaly. For the BIQH phase in 2m − 1 dimensions, the anomaly of the boundary is






A ∧ (dA)m−1 (5.2.1)
with the level N2m−1 of the CS term quantized in integer multiples of m! (factorial). Here X denotes the (2m − 1)-
dimensional bulk spacetime. We computed this anomaly in Ref. [57] using a NLSM description of the boundary
theory of the BIQH state. Specifically, we modeled the boundary using an O(2m) NLSM with Wess-Zumino (WZ)
term, with a particular action of the group U(1) on the NLSM field. The field in this model is a 2m-component unit
vector n = (n1, . . . , n2m), and so the target space of the O(2m) NLSM is the (2m − 1)-dimensional unit sphere
S2m−1.
In this section we first recall the result of Ref. [57], and we also show that the anomaly computed there is well-
defined in the sense that it is independent of a certain freedom in the specific form of the terms appearing in the gauged
WZ action for the boundary theory. We then consider alternative descriptions of the BIQH state using NLSMs with a
general target spaceM, and we prove that ifM can be obtained from S2m−1 by smooth deformations which preserve
the U(1) symmetry of the BIQH state, then the anomaly of the NLSM theory with target spaceM is identical to the
anomaly of the O(2m) NLSM theory. Later in the Chapter, in Sec. 5.4, we discuss the expected low energy behavior
of the NLSMs discussed in this section.
The results of this section prove that the anomaly computed in Ref. [57] is robust against arbitrary smooth,
symmetry-preserving deformations of the NLSM used to describe the boundary of the BIQH state. This is exactly
what one hopes for in a model of an SPT phase: smooth, symmetry-preserving deformations of a model of an SPT
phase should not affect the ability of that model to capture the universal properties of the SPT phase, provided that
the deformations do not take one across a phase boundary. We also note here that in Ref. [57] we gave a more general
gauge invariance argument for the quantization of the level N2m−1 of the CS term describing the bulk response of the
BIQH state. That argument also implies that the boundary anomaly is robust and independent of the specific details
of any particular model of the boundary of the BIQH state. Therefore, the results of this section could have been
anticipated from the gauge invariance argument in Ref. [57]. However, it is also instructive to have an explicit proof
of this invariance for the class of NLSM descriptions of the boundary considered here.
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5.2.1 Review of O(2m) NLSM calculation of the anomaly
We start by reviewing the calculation of the boundary anomaly of the BIQH state using theO(2m) NLSM description.
The boundary of the (2m−1)-dimensional BIQH state can be described by anO(2m) NLSM with WZ term. LetXbdy
denote the (2m − 2)-dimensional boundary spacetime. As we discussed above, the NLSM field n = (n1, . . . , n2m)
should be understood as a map n : Xbdy → S2m−1 from the boundary spacetime Xbdy to the target space of the
NLSM, which is just the unit sphere S2m−1 in this case.
The WZ term for the NLSM requires the following ingredients for its construction. First, we need the volume




(−1)a−1nadn1 ∧ · · · ∧ dna ∧ · · · dn2m , (5.2.2)
where the overline means to omit that term from the wedge product. Next, we need an extension B of the boundary
spacetime Xbdy such that ∂B = Xbdy , where ∂B denotes the boundary of B. Finally, we need an extension n˜ of the
NLSM field n into the bulk of B such that n˜|∂B = n. The extended field n˜ should be viewed as a map n˜ : B → S2m−1.







where k ∈ Z is the level of the WZ term and A2m−1 = Area[S2m−1] = 2pim(m−1)! . Here the notation n˜∗ω2m−1 denotes
the pullback of the volume form ω2m−1 on S2m−1 to the extended boundary spacetime B via the map n˜ : B → S2m−1.
The WZ term can be written in a more familiar form if we introduce a system of local coordinates (s, x0, . . . , x2m−3)
on B, where (x0, . . . , x2m−3) are a system of local coordinates on Xbdy , and where s ∈ [0, 1] is a coordinate for the
extra direction in B. We choose boundary conditions on the extended field configuration such that n˜ is equal to a
trivial constant configuration at s = 0, and n˜ = n at s = 1. Hence, the physical boundary spacetime Xbdy is located











a3 · · · ∂x2m−3 n˜a2m , (5.2.4)
where we sum over all indices which appear once as a subscript and once as a superscript (the standard summation





d2m−2x (∂µn) · (∂µn) , (5.2.5)
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where f is a coupling constant with dimensions of (mass)4−2m (the power is equal to two minus the boundary
spacetime dimension).
The action of the U(1) symmetry that protects the BIQH state on the NLSM field is best described by first pairing
the components of n into m “bosons” b` = n2`−1 + in2`, ` = 1, . . . ,m. Then, for the NLSM model of the BIQH
phase, the U(1) symmetry can be defined to act on these bosons as [18, 57]
U(1) : b` → eiξb` , ∀ ` . (5.2.6)
Let us briefly explain the rationale for this choice of the U(1) action. In the NLSM description of bosonic SPT phases
from Ref. [35], the information about the symmetry group G is encoded in a homomorphism σ : G → SO(2m) (in
the case of unitary symmetries which have trivial action on spacetime). The NLSM equipped with the homomorphism
σ will describe a trivial phase if there exists a vector v such that σ(g)v = v, ∀ g ∈ G. This is because in this case it
is possible to add a “Zeeman” term n · v to the NLSM action to drive the NLSM into a trivial direct product state in
which n is parallel or anti-parallel to v at all points in space. Therefore, we must choose a homomorphism σ where no
such vector v exists if we want our NLSM to describe a nontrivial SPT phase with U(1) symmetry. Mathematically,
the problem is to embed U(1) ∼= SO(2) inside the maximal torus of SO(2m) in such a way that no vector v is
fixed under the action of σ(g) ∀ g ∈ U(1). The unique solution to this problem5, modulo trivial permutations of the
components na in the definition of the bosons b`, is the one in Eq. (5.2.6).
Next, we couple the NLSM describing the boundary of the BIQH state to a background U(1) gauge field A =
Aµdx
µ, and attempt to construct an action which is invariant under the gauge transformation
b` → eiξb` , ∀ `
A → A+ dξ , (5.2.7)
where ξ is now a function of the boundary spacetime coordinates. This gauge transformation can be recast in a
more geometric form using the vector field v = va ∂∂na which generates the action of the U(1) symmetry on S
2m−1.
Concretely, this means that under an infinitesimal U(1) transformation, the coordinates on S2m−1 transform as
na → na + ξva . (5.2.8)
5More precisely, this is the unique solution if we demand that the fundamental particles in the model carry unit electric charge.
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This transformation of the coordinates also induces a transformation for general p-forms β on S2m−1,
β → β + Lξvβ , (5.2.10)
where Lv = div + ivd is the Lie derivative (acting on differential forms) along v, and iv is the interior multiplication
by v (d is the ordinary exterior derivative).
To simplify the presentation of the gauged WZ action it is best to work with a more compact notation. Let us
define the normalized volume form α(2m−1) = ω2m−1A2m−1 so that the WZ term can be written as




The derivation of the gauged WZ action is somewhat technical, and so we refer the reader to Ref. [57] for details. In
Ref. [57] we showed that the gauged WZ action for the O(2m) NLSM takes the form





A ∧ F r−1 ∧ n∗α(2m−1−2r) , (5.2.12)
where the α(2m−1−2r) are a set of differential forms on S2m−1 of degree 2m− 1− 2r, r = 1, . . . ,m− 1, which have
a form that we now discuss.
First, for each ` = 1, . . . ,m, we define one-forms J` and two-forms K` on S2m−1 by
J` = n2`−1dn2` − n2`dn2`−1 (5.2.13a)
K` = dn2`−1 ∧ dn2` . (5.2.13b)




J`1 ∧ K`2 ∧ · · · ∧ K`m−r . (5.2.14)
In particular, Ω(r) is a form of degree 2m − 1 − 2r and the volume form can be expressed in terms of Ω(0) as
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ω2m−1 = 1(m−1)!Ω






and this relation allows for the construction of the gauged WZ action. In terms of these forms, the forms α(2m−1−2r)









This collection of forms obeys the set of equations
ivα











Since A2m−1 = 2pim(m−1)! , we can rewrite the equations satisfied by the α2m−1−2r as
ivα






Under a U(1) gauge transformation b` → eiξb`, A → A + dξ, the gauged WZ action for the O(2m) NLSM
transforms as









In the O(2m) NLSM description of the boundary of the BIQH state, this anomaly of the gauged WZ term implies
that the topological electromagnetic response of the bulk of the BIQH state is described by a CS term with level
N2m−1 = −(m!)k, i.e., the level must be an integer multiple of m!. By inspecting the individual terms in the gauged
WZ action, one can see that the anomaly in Eq. (5.2.20) is completely determined by the value of ivα(1) as shown in
Eqs. (5.2.19). This is because Eq. (5.2.19a) guarantees that the transformation of the form α(2m−1−2r) in the rth term
in Eq. (5.2.12) is canceled by the transformation of the gauge field A in the (r + 1)th term. This means that the final
anomaly only depends on the transformation of α(1) in the (m − 1)th term (i.e., the last term). It turns out that the
equations which define the form α(1) do not have a unique solution, and in the computation above we have chosen a
particular solution. We now show that although there is an ambiguity in the choice of solution for α(1), the anomaly
161
of the gauged action is not affected by this ambiguity.
5.2.2 Uniqueness of the anomaly
In the previous subsection we showed that the anomaly of the O(2m) NLSM with WZ term is completely determined
by the one-form α(1) which appears in the final term of the gauged WZ action, and we also mentioned that α(1) is not
unique. If we are to ascribe any physical meaning to the anomaly computed in the last subsection, then we need to
make sure that the anomaly is not affected by the ambiguity in the choice of the form α(1). In this section we prove
that the anomaly is well-defined even though the choice of α(1) is not unique.
We start by precisely characterizing the ambiguity in the choice of the one-form α(1). According to Eqs. (5.2.19),
this form should satisfy the equation
ivα
(3) = dα(1) . (5.2.21)
However, for a given three-form α(3), the solutions to this equation for α(1) are not unique. To see this, let us fix a
choice of α(3) (and also α(5), . . . , α(2m−3)) and suppose that we have two solutions α(1) and α˜(1) to Eq. (5.2.21).
If we subtract the equation for α(1) from the equation for α˜(1) then we find that these two forms are related by the
equation
d(α˜(1) − α(1)) = 0 , (5.2.22)
i.e., the difference α˜(1) − α(1) is a closed form on S2m−1. However, on the sphere S2m−1 all closed one-forms are
also exact6, which means that we have
α˜(1) − α(1) = dγ(0) (5.2.23)
for some function γ(0) on S2m−1.
We now want to understand the possible dependence of the anomaly on the function γ(0) which parametrizes the
ambiguity in the solution for α(1). Therefore we should compare the gauged WZ action constructed using α(1) with the
gauged WZ action constructed using α˜(1) (but keeping all other terms in the action the same). Let SWZ,gauged[n, A] be
the gauged WZ action constructed using the form α(1), and let S˜WZ,gauged[n, A] be the gauged WZ action constructed
from the form α˜(1). These actions differ by a single term
S˜WZ,gauged[n, A]− SWZ,gauged[n, A] = 2pik
∫
Xbdy




n∗γ(0) Fm−1 , (5.2.24)
where we rearranged the forms and performed an integration by parts to derive the second equality. Under a gauge
6On S2m−1 the de Rham cohomology groups HrdR(S
2m−1) are trivial for r = 1, . . . , 2m− 2.
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transformation this difference transforms as
δξS˜WZ,gauged[n, A]− δξSWZ,gauged[n, A] = 2pik
∫
Xbdy
n∗(Lξvγ(0)) Fm−1 . (5.2.25)
However, since γ(0) is a function, we have
Lξvγ(0) = d(ξivγ(0)) + ξivdγ(0)
= ξivdγ
(0)
= ξLvγ(0) , (5.2.26)
where we used the fact that ivγ(0) = 0. Then the difference of gauge transformations reduces to
δξS˜WZ,gauged[n, A]− δξSWZ,gauged[n, A] = 2pik
∫
Xbdy
ξ n∗(Lvγ(0)) Fm−1 . (5.2.27)
We can now make the following observation. The gauged action SWZ,gauged[n, A] constructed using α(1) from
Eq. (5.2.16) still possesses global U(1) symmetry and, in particular, is invariant under the transformation b` → eiξb`
for an infinitesimal constant parameter ξ. However, the above considerations show that under the same infinitesimal
U(1) transformation, the gauged action S˜WZ,gauged[n, A] constructed from α˜(1) will transform as
δξS˜WZ,gauged[n, A] = 2pikξ
∫
Xbdy
n∗(Lvγ(0)) Fm−1 . (5.2.28)
Now even if the gauged WZ action cannot be made to be invariant under U(1) gauge transformations, we should
still require it to be invariant under global U(1) transformations. Therefore we must demand that for any alternative
solution α˜(1) to Eq. (5.2.21), the function γ(0) relating this form to α(1) from Eq. (5.2.16) should satisfy
Lvγ(0) = 0 , (5.2.29)
i.e., this function should be invariant under the action of the U(1) symmetry on S2m−1. Then, since we have the rela-
tion Lξvγ(0) = ξLvγ(0) for any function γ(0) and any spacetime-dependent ξ, we immediately find that the anomaly
of the gauged WZ action is not sensitive to the ambiguity in the choice of α(1). In other words, the requirement that
the gauged WZ action should still possess global U(1) symmetry is enough to ensure that the anomaly of the gauged
action is well-defined and independent of the ambiguity in the choice of α(1).
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5.2.3 Deforming the target space
Now that we know that the anomaly in Eq. (5.2.20) is well-defined, we can move on and study how deformations of the
target space of the NLSM might affect the anomaly. Recall that we previously derived this anomaly using the O(2m)
NLSM with target space S2m−1. In this subsection we show that this anomaly is not affected by arbitrary smooth,
symmetry-preserving deformations of the target space of the NLSM. The notion of a smooth, symmetry-preserving
deformation of the target space can be formulated precisely in terms of diffeomorphisms which are equivariant with
respect to the symmetry action, as we discuss below.
In the NLSM description of the BIQH state the target space S2m−1 of the O(2m) NLSM is equipped with an
action of the group U(1). For any g ∈ U(1) let us write g · n to denote the image of the point n ∈ S2m−1 under the
action of the group element g. As we discussed above, the U(1) action on S2m−1 is generated by the vector field v in
the sense that na → na + ξva under an infinitesimal U(1) transformation parametrized by ξ. Now suppose thatM is
another (2m− 1)-dimensional manifold with the following properties.
(1) There is a U(1) action onM generated by a vector field w.
(2) There exists a Riemannian metric onM for which w is a Killing vector.
(3) There exists a diffeomorphism f :M→ S2m−1 which is equivariant with respect to the U(1) action, i.e.,
g · f(m) = f(g ·m) , ∀m ∈M , ∀ g ∈ U(1) . (5.2.30)
Intuitively, these properties imply that the manifold M also has a U(1) symmetry, and that it can be reached from
S2m−1 (or vice-versa) by smooth deformations which respect the U(1) symmetry. We now show that for any such
manifoldM the NLSM with target spaceM, WZ term at level k, and U(1) action generated by w possesses the exact
same perturbative U(1) anomaly as the O(2m) NLSM with WZ term at level k.
Before presenting the proof, we first discuss some consequences of the three properties of the map f . First,
properties (1) and (2) together imply that we can construct a WZ term for the NLSM with target spaceM with the
property that the WZ term is invariant under the U(1) transformation generated by w (we construct the WZ term using
the volume form onM determined by its U(1)-symmetric Riemannian metric). Next, the first part of property (3),
namely the fact that f :M→ S2m−1 is a diffeomorphism, implies that the de Rham cohomology groups ofM and













= deg[f ] , (5.2.31)
is equal to plus or minus one, deg[f ] = ±1 (see Ch. VI of Ref. [212] for the definition of the degree of a smooth
map). Intuitively this means that the map f “wraps” M around S2m−1 only once. This has to be the case since f
is injective (f is invertible so it is both injective and surjective). In what follows we assume deg[f ] = 1 so that f is









where ωM is the volume form onM determined by its Riemannian metric, and AM =
∫
M ωM is the area ofM.
Next, properties (1) and (3) together imply that
v = f∗w , (5.2.33)
i.e., the vector field v which generates the U(1) action on S2m−1 is equal to the pushforward, via the map f , of the
vector field w that generates the U(1) action onM. This can be verified by expanding out both sides of Eq. (5.2.30)
for an element g ∈ U(1) which is close to the identity. This property implies the following relation, which is central
to the proof in this section. If α is a differential form on S2m−1, then we have
iw(f
∗α) = f∗(ivα) . (5.2.34)
This relation implies that the action of interior multiplication commutes with the action of taking the pullback, pro-
vided that we use iw when acting on forms onM and iv when acting on forms on S2m−1. Again, this relation holds
because under our assumptions the vector field v is equal to the pushforward of w by the map f .
Now let us consider an alternative description of the boundary of a BIQH state in terms of a NLSM with target
space M, where M satisfies the three properties stated above. The field in this NLSM theory, which we denote
by m, is a map from the boundary spacetime to the manifold M, m : Xbdy → M. We also assume that the
transformation of the NLSM field m under the U(1) symmetry of the BIQH state is determined by the U(1) action
onM generated by the vector field w. For example, under an infinitesimal U(1) transformation parametrized by ξ
we have ma → ma + ξwa, ∀ a. The WZ term for this NLSM is constructed in the same way as for the NLSM with
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target space S2m−1. We start with a volume form ωM onM which we assume is obtained from a U(1)-symmetric
Riemannian metric onM7 (which exists by our assumption (2) above). We denote the normalized volume form on
M by β(2m−1) = ωMAM , where AM =
∫
M ωM. We also need an extension m˜ of the NLSM field m into the extended
boundary spacetime B such that m˜|∂B = m. In terms of these quantities, the WZ term for the NLSM with target
spaceM can be written in the compact form




We can now attempt to couple SWZ [m] to the gauge field A and study the perturbative anomaly of the gauged
action. We find that the gauged WZ term for the NLSM with target spaceM takes the form





A ∧ F r−1 ∧m∗β(2m−1−2r) , (5.2.36)
where the forms β(2m−1−2r) onM are obtained by pulling back the forms α(2m−1−2r) on S2m−1 which appear in
the gauged WZ action for the O(2m) NLSM,
β(2m−1−2r) = f∗α(2m−1−2r) . (5.2.37)
The explicit form of α(2m−1−2r) was given above in Eq. (5.2.16). Using Eq. (5.2.34) and the fact that the pullback
operation commutes with the exterior derivative, we find that the forms β(2m−1−2r) for r = 0, 1, . . . ,m− 1, obey the
set of equations
iwβ






These equations are identical to Eqs. (5.2.19) but with v replaced by w and α(2m−1−2r) replaced by β(2m−1−2r).
The form of these equations implies that the NLSM theory with target spaceM has the exact same perturbative U(1)
anomaly as the O(2m) NLSM with target space S2m−1. In addition, our argument for the uniqueness of the anomaly
from the previous subsection also applies to the theory with target spaceM. This follows from the fact that the de
Rham cohomology groups ofM are identical to those of S2m−1 as a consequence of our assumption (3). Therefore we
have shown that the perturbative U(1) anomaly at the boundary of the BIQH state is robust against arbitrary smooth,
7Although we did not discuss it explicitly, our earlier construction of the WZ term for the O(2m) NLSM also required a U(1)-symmetric Rie-
mannian metric for S2m−1. In particular, the volume form ω2m−1 is the volume form on S2m−1 which is obtained from the natural Riemannian
metric on S2m−1 induced by the embedding of S2m−1 in R2m. The U(1) symmetry of this metric then implied that the O(2m) NLSM with
WZ term possessed a global U(1) symmetry.
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symmetry-preserving deformations of the target space of the NLSM used to describe the BIQH state.
5.3 Global anomalies in Bosonic Topological Insulator states
In this section we study global anomalies at the boundary of a class of bosonic SPT phases which exist in even
spacetime dimensions and are protected by the symmetry of the group G = U(1) o Z2. We refer to these phases as
bosonic topological insulator (BTI) phases. They are generalizations to all even-dimensional spacetimes of the BTI
phase introduced in Ref. [19]. Note also that the system of bosons studied in Ref. [213] can be considered to be an
example of a (1 + 1)-dimensional BTI state according to our definition. In all cases the U(1) symmetry represents a
physical charge conservation symmetry, however, the character of the Z2 symmetry depends on the specific dimension
of spacetime. Let the bulk spacetime dimension be 2m for a positive integer m. Then for m odd the Z2 symmetry is a
unitary charge-conjugation symmetry, while for m even the Z2 symmetry is an anti-unitary time-reversal symmetry.
In Ref. [57] we argued that the boundary theory of the 2m-dimensional BTI state exhibits a bosonic analogue
of the parity anomaly of a Dirac fermion in odd dimensions. Our argument was based on the form of the gauged
WZ action in an O(2m + 1) NLSM description of the boundary of these phases. Specifically, we showed that if the
NLSM field on the boundary of the BTI condensed in such a way as to break the Z2 symmetry but preserve the U(1)
symmetry of the BTI phase, then the boundary would exhibit a BIQH response with half-quantized CS coefficient
N2m−1 = m!2 . We then argued by analogy with the free fermion topological insulator [7, 8] that this half-quantized
BIQH response indicated that the boundary of the BTI phase displays a bosonic analogue of the parity anomaly.
In this section we make this reasoning precise in the special case of the BTI state in 1 + 1 spacetime dimensions.
In this case we are able to compute the boundary partition function exactly, and the global anomaly can be seen
clearly from our exact result. We start by reviewing the form of the O(3) NLSM action which describes the (0 + 1)-
dimensional boundary of this BTI state, including the form of the gauged WZ action which describes the boundary
theory coupled to the external gauge field A [57]. We then explicitly compute the boundary partition function and
show that it cannot retain both the Z2 symmetry of the BTI and large U(1) gauge invariance, i.e., the boundary theory
possesses a global anomaly in the Z2 symmetry of the BTI state. We then consider arbitrary smooth, symmetry-
preserving deformations of the target space of the NLSM used to describe the BTI, and we use the powerful equivariant
localization (EL) technique to show that the boundary partition function and the global anomaly are robust against
such deformations of the model. We also note here that the global anomaly computed in this section is very similar to
the global anomaly computed in Ref. [76] for a single Dirac fermion in (0 + 1)-dimensions with U(1) symmetry and
unitary Z2 charge-conjugation symmetry.
167
5.3.1 The BTI state in 1 + 1 dimensions and its O(3) NLSM description
The BTI state in 1 + 1 dimensions is an SPT phase of bosons with symmetry group G = U(1) o Z2, where U(1)
represents charge conservation and Z2 is a unitary charge-conjugation (or particle-hole) symmetry. The semi-direct
product “o” indicates that the U(1) and Z2 symmetries do not commute with each other. The physical signature of
the BTI state is that a fractional charge of ± 12 (in units of the boson charge) is bound at an interface between the BTI
state and the vacuum (or a trivial state). One possible model for the bulk of the BTI state is an O(3) NLSM with theta
term and coefficient θ = 2pik, k ∈ Z [35]. The boundary of the BTI state is then described by the same NLSM but
with a WZ term at level k. In 1 + 1 dimensions SPT phases with the symmetry group G = U(1) o Z2 have a Z2
classification, meaning that there is only a single nontrivial phase [14, 35]. This single nontrivial phase is the BTI
state. Within the NLSM description, the NLSM for any odd k represents the nontrivial BTI state, while the model for
any even k represents the trivial state.
In the O(3) NLSM description the field is a unit vector field n with components na, a = 1, 2, 3. The target space
of the O(3) NLSM is the unit two-sphere S2. As in Sec. 5.2, the action of the symmetry group G = U(1)oZ2 of the
BTI on the NLSM field is best expressed by first combining n1 and n2 into the “boson” field b = n1 + in2. Then for
the BTI state, the action of G on the NLSM field is given by (see Sec. IV.D of Ref. [35])
U(1) : b→ eiξb , (5.3.1)
and
Z2 : b → b∗ (5.3.2a)
n3 → −n3 . (5.3.2b)
Since the Z2 symmetry is unitary, the transformation b → b∗ is equivalent to n1 → n1, n2 → −n2. We can interpret
b as the field which annihilates a boson of charge 1, and n3 can be interpreted as the deviation of the boson density
from a non-zero constant value.
The theta term and the WZ term for the O(3) NLSM are both expressed in terms of the volume form ω2 on S2,
ω2 = n
1dn2 ∧ dn3 − n2dn1 ∧ dn3 + n3dn1 ∧ dn2 . (5.3.3)
In what follows we use A2 = 4pi to denote the surface area of S2 (and
∫
S2
ω2 = A2). In this Chapter we are only
interested in the boundary theory of the BTI, and so we focus our attention on the WZ term. The boundary theory
lives in one spacetime dimension. To make our discussion as precise as possible, we take the time coordinate (the only
168
coordinate here) to lie in the interval t ∈ [0, T ), and we impose periodic boundary conditions in the time direction.
This makes our one-dimensional spacetime into a circle of circumference T . Let us denote the one-dimensional
spacetime by S1T (the circle of circumference T ). Constructing the WZ term requires extending the spacetime into a
two-dimensional spacetime B such that ∂B = S1T . We use n˜ to denote the extension of the NLSM field n into the







where n˜∗ω2 denotes the pullback of ω2 to B via the map n˜ : B → S2, and k is the level of the WZ term (the same
integer k determines the coefficient θ = 2pik of the theta term describing the bulk of the SPT phase).










+ SWZ [n] , (5.3.5)
where fbdy is a boundary coupling constant and ∂t = ∂t for our choice of the signature of the spacetime metric (we
use a “mostly minus” Minkowski metric). We can now consider coupling the boundary theory to an external U(1)










+ SWZ,gauged[n, A] , (5.3.6)
where





dt n3At , (5.3.7)
and Dt = ∂t − iAt (∂t = ∂t, At = At, etc., for our choice of signature). The action for the fully gauged boundary
theory is invariant under U(1) gauge transformations
b → eiξb (5.3.8a)
A → A+ dξ , (5.3.8b)
and Z2 transformations
b → b∗ (5.3.9a)
n3 → −n3 (5.3.9b)
A → −A . (5.3.9c)
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5.3.2 Boundary partition function and global anomaly
We now study the partition function for the gauged boundary theory of the BTI in the topological limit fbdy → ∞.





of the gauged boundary theory can be evaluated very simply in this limit, as we now discuss. First, in the limit
fbdy →∞ the path integral we need to evaluate is
Z[A] =
∫
[dn] eiSWZ,gauged[n,A] , (5.3.11)






where ω2(t) denotes the volume form for a copy of S2 located at the point t in spacetime, and we integrate over all
field configurations with periodic boundary conditions in time.
We can also use a gauge transformation to simplify the form of the coupling to the gauge fieldA. In one spacetime
dimension the gauge field one-form A = Atdt has only one component. Since our spacetime is a circle, which has
first cohomology group H1(S1,R) = R, we can decompose a generic At as








represents the nontrivial part ofA, and ∂tλ represents the exact part ofA (here λ is some function of t). The exact part
of A can be removed from the action via a small U(1) gauge transformation, which are those gauge transformations
A→ A+∂tξ with the function ξ satisfying ξ(0) = ξ(T ). Large U(1) gauge transformations are those transformations
which sendAt → At+ 2pinT , for any n ∈ Z, and they will play an important role in the discussion of the global anomaly
in this theory later in this section. The upshot of all of this is that we can replace the coupling to At in the gauged WZ
action with a coupling to the constant gauge field At.
We now move on to the calculation of the partition function Z[A]. We compute the partition function by observing
that it is identical to the phase space path integral for a spin of magnitude J = k2 (or
|k|
2 for negative k) in a constant
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magnetic field B pointing in the 3-direction, with the magnitude of the magnetic field given in terms of the gauge field
A by B = −At. To prove this we now briefly review the form of the phase space path integral for spin. At this point
we recommend that the reader skim through Appendix D.1 where we review the phase space path integral expression
for the partition function of a quantum mechanical system obtained by quantizing a general classical system defined
on a phase spaceM equipped with a symplectic form ω and Hamiltonian function H .
The classical mechanics of a spin J = 12 , 1,
3
2 , . . . , is described by a phase space M = S2 equipped with the
symplectic form ω = Jω2, where ω2 is the volume form on S2 from Eq. (5.3.3). It is convenient to work in spherical
coordinates (φ, θ) on S2. In this system of coordinates the components of the NLSM field n take the form
n1 = sin(θ) cos(φ) (5.3.15a)
n2 = sin(θ) sin(φ) (5.3.15b)
n3 = cos(θ) , (5.3.15c)
and we have
ω = J sin(θ)dθ ∧ dφ . (5.3.16)
Using the definition Eq. (D.1.4) for the Poisson bracket one can check that





so that the spin components Sa are given in terms of na by
Sa = Jna . (5.3.18)





We can now see that replacing the Poisson bracket with a commutator according to the rule {·, ·} → −i[·, ·] will give
the usual commutation relations for spin in quantum mechanics.
Now let us assume that the dynamics of the spin system are specified by a Hamiltonian H . Then the phase space
path integral representing the partition function trJ [e−iHT ], where the trace is taken in the spin J representation of
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SU(2), takes the form











dt [ϑφ∂tφ+ ϑθ∂tθ −H(θ, φ)] . (5.3.21)
Here ϑφ and ϑθ are the components of the symplectic potential ϑ, which is defined locally on the phase space by the
relation ω = dϑ (Eq. (D.1.8) in Appendix D.1). Then, since
(ϑφ∂tφ+ ϑθ∂tθ)dt = n
∗ϑ , (5.3.22)
we can rewrite the first term in this action using an extension B of the spacetime S1T and an extension n˜ of the field











where the first line follows from Stokes’ theorem. If we choose the Hamiltonian to be
H = BS3 = BJn3 , (5.3.24)
which is the Hamiltonian for a spin in a constant magnetic field of magnitude B and pointing in the 3-direction, then
the action becomes







We can now compare the path integral for a spin in a magnetic field to our path integral in Eq. (5.3.11) for the
partition function of the boundary of the BTI state. Using the fact that A2 = 4pi, we find that these path integrals are





B = −At . (5.3.26b)
172




but we can give a more careful definition of the path integral measure for the partition function of the gauged boundary
theory for the BTI by including this factor. Using all of this information we then find that




















Note that in deriving this formula we assumed that k > 0. For k < 0 one just needs to replace k with |k|. For the
discussion below it is useful to decompose the gauge field as At = 2pi`T + at for some ` ∈ Z and at ∈ (0, 2piT ), and to
then rewrite Z[A] in terms of ` and at,
Z[A] = (−1)k` sin
[
atT







It is important to observe that the factor (−1)k` is nontrivial for odd k. This minus sign is related to the global anomaly
in this theory for odd k, as we now discuss.
For any level k the partition function Z[A] respects the Z2 symmetry of the BTI state, i.e., we have
Z[−A] = Z[A] . (5.3.30)
However, for odd k the partition function is not invariant under a large U(1) gauge transformation,
At → At + 2pi
T
, (5.3.31)
which is equivalent to the transformation ` → ` + 1 if we decompose the gauge field as At = 2pi`T + at. Instead, for
odd k the partition function Z[A] changes sign under this transformation. We can try to fix this large gauge invariance





This is equivalent to adding the local counterterm ± 12
∫ T
0
dt At to the original boundary action, which is a (0 +
1)-dimensional Chern-Simons term with fractional level ± 12 . Note, however, that adding this counterterm spoils
the invariance of the partition function under the action of the Z2 symmetry. Therefore we find that although the
gauged action SWZ,gauged[n, A] for the BTI boundary has largeU(1) gauge invariance and Z2 symmetry, the partition
function Z[A] for the boundary theory only has both of these symmetries when k is even.
This is a classic sign of a global anomaly in the Z2 symmetry: for odd k we can quantize the theory in such a way
as to keep either the Z2 symmetry or large U(1) gauge invariance, but not both. Physically, this anomaly is related to
the fact that for odd k the boundary of the BTI has states with half-integer (i.e., fractional) charge. In addition, the fact
that the presence or absence of the anomaly depends only on the parity of k (even or odd) is due to the aforementioned
Z2 classification of bosonic SPT phases with G = U(1)oZ2 symmetry in 1 + 1 dimensions (the theories with odd k
all represent the nontrivial BTI state, while the theories with even k all represent the trivial phase). As we discussed
above, the anomaly here is very similar to the global anomaly computed in Ref. [76] for a Dirac fermion in 0 + 1
dimensions with U(1) and Z2 symmetry. In addition, a similar anomaly in the (purely bosonic) (0 + 1)-dimensional
theory of a particle on a ring was discussed recently in Appendix D of Ref. [214].
5.3.3 Deforming the target space
In the previous subsection we showed that, at least within the O(3) NLSM description, the boundary of the (1 + 1)-
dimensional BTI phase exhibits a global anomaly in the Z2 symmetry of the BTI phase. However, our derivation of the
anomaly seemed to rely on the specific geometry of the target space S2 of theO(3) NLSM. Specifically, our derivation
used the fact that the partition function for the BTI boundary was equivalent to a phase space path integral for a spin
in a magnetic field. In addition, since U(1)oZ2 is a subgroup of SO(3), the anomaly we derived is closely related to
the global SO(3) anomaly of the O(3) NLSM with WZ term in 0 + 1 dimensions (see, for example, the discussion in
Sec. 1.2 of Ref. [215]). Our calculation then shows that the U(1) o Z2 subgroup of SO(3) is also anomalous in this
theory.
In the rest of this section we show that the boundary anomaly of the BTI state is not affected by any smooth
deformation of the target space S2 of the O(3) NLSM which also preserves the U(1) o Z2 symmetry of the BTI
phase. In other words, we break the SO(3) symmetry of the model down to U(1)oZ2, and we show that the anomaly
still exists in these less symmetric theories.
In this subsection we describe the geometry of such deformed target spaces, and then we construct models of the
BTI boundary using WZ terms for NLSMs with these deformed target spaces. We also show how to properly gauge
these WZ actions. In the next subsection we use the equivariant localization (EL) technique to compute the partition
function for these models, and we show that all such models have a partition function which is identical to Eq. (5.3.28).
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Thus, we find that the boundary anomaly is completely unaffected by smooth, symmetry-preserving deformations of
the target space of the NLSM.
As stated above, we consider descriptions of the BTI using NLSMs with a target spaceM that can be obtained
from the target space S2 of theO(3) NLSM by smooth deformations which preserve theG = U(1)oZ2 symmetry of
the BTI phase. As in Sec. 5.2, we can characterize such spacesM precisely through the notion of a diffeomorphism
which is equivariant with respect to the symmetry of the BTI phase. The target space of the O(3) NLSM is S2, and
the NLSM description of the BTI phase includes an action of the groupG = U(1)oZ2 on S2. This action was shown
explicitly in Eq. (5.3.1) and Eqs. (5.3.2). Let us assume that the manifoldM is also equipped with an action of the
group G. Then a diffeomorphism f :M→ S2 is equivariant with respect to G if
f(g ·m) = g · f(m), ∀g ∈ G , ∀m ∈M . (5.3.33)
This is the correct mathematical notion corresponding to the intuitive idea of a manifold which can be obtained from
S2 by smooth, symmetry-preserving deformations.
The spacesM which are related to S2 in this way can be realized as surfaces of revolution in R3 which are sym-
metric under rotation about the z-axis (this guarantees U(1) symmetry), and which are also invariant under reflection
z → −z through the x-y plane8. The latter condition guarantees that M possesses the Z2 symmetry of the BTI
phase. These spacesM are completely specified by a parametric curve (r(σ), z(σ)), where r(σ) is the distance of the
surface from the z-axis in R3 at the height z(σ), and σ ∈ [a, b] is a parameter used to specify the curve. If we think
of (r(σ), z(σ)) as, say, a curve in the x-z plane (replace r with x), then we can imagine constructing the full surface
M by rotating the curve about the z-axis in R3. We can then choose coordinates onM to be (σ, φ), where φ is the
usual azimuthal angle in spherical or cylindrical coordinates in R3. Finally, in order for this construction to produce a
smooth manifold (with no conical singularities at the top and bottom), we require that dzdr = 0 at the top and bottom
of the curve. This is equivalent to the condition
∂σz(σ)|σ=a,b
∂σr(σ)|σ=a,b = 0 , (5.3.34)
or just
∂σz(σ)|σ=a,b = 0 , (5.3.35)
assuming that ∂σr(σ) does not vanish at σ = a, b.
In principle we can use any parametrization of the surface, but the most convenient choice is a parametrization
8We use standard Cartesian coordinates x, y, z for R3.
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We define L = s(b) to be the total length of the curve. In the coordinate system (s, φ), the metric onM takes the
form
g = ds⊗ ds+ [r(s)]2dφ⊗ dφ , (5.3.37)
and the volume form is
ωM = r(s)ds ∧ dφ . (5.3.38)
The total area of the target space is then AM = 2pi
∫ L
0
ds r(s). In addition, the “unit speed” property (∂sr(s))2 +
(∂sz(s))
2 = 1 of the arc length parametrization, combined with the restriction ∂sz(s)|s=0,L = 0, implies that
∂sr(s)|s=0 = 1 and ∂sr(s)|s=L = −1. The signs here follow from the fact that the width of the surface M in-
creases from zero near s = 0 and decreases back to zero at s = L. We also assume that z(s) = −z(L− s) so thatM
is symmetric under reflection through the z = 0 plane in R3.
We can now construct a model for the boundary of the BTI using the NLSM with target spaceM. We denote the
NLSM field by m = (m1,m2), with components m1 = s and m2 = φ. In the low energy (topological) limit the
boundary action contains only a WZ term for m. As usual, to construct this term we require an extension B of the
boundary spacetime S1T , and an extension m˜ of the NLSM field m into the bulk of B. Then the WZ action describing







where k ∈ Z is the level of the WZ term. We choose the U(1) and Z2 symmetries of the BTI state to act on the
components of the field m as
U(1) : φ→ φ+ ξ , (5.3.40)
and
Z2 : φ → −φ (5.3.41a)
s → L− s . (5.3.41b)
This action of the Z2 symmetry is the generalization to the target spaceM of the Z2 action on S2 from Eqs. (5.3.2).
The next step is to gauge the U(1) symmetry by coupling the boundary WZ action to the gauge field A = Atdt.
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One can check that the action




will be invariant under the gauge transformation φ→ φ+ ξ, A→ A+ dξ, if the function f(s) satisfies the first order
differential equation
∂sf(s) = r(s) . (5.3.43)
This equation has the simple solution f(s) = C+
∫ s
0
ds′ r(s′), where C is an as yet undetermined constant. However,
since we require the gauged action to be invariant under the charge-conjugation operation
Z2 : φ → −φ (5.3.44a)
s → L− s (5.3.44b)
A → −A , (5.3.44c)
we find that this constant is fixed to take the value C = −AM4pi . Therefore the function f(s) appearing in the gauged







In particular we have
f(L) = −f(0) = AM
4pi
, (5.3.46)
which will be needed for the calculation of the partition function in the next subsection.
5.3.4 Boundary partition function and global anomaly for all target spaces
We now turn to the evaluation of the partition function Z[A] for the NLSM with target space M and action given
by Eq. (5.3.42) using the equivariant localization (EL) technique. We give a brief introduction to the EL technique
in Appendix D.2, and in Appendix D.3 we show how to calculate the Pfaffians which appear in the final expression
for Z[A]. Therefore, in this section we only outline the calculation and present the result. The final result for the
partition function turns out to be completely identical to the partition function of Eq. (5.3.28) which we derived for
the special case of the O(3) NLSM with target space S2. The mechanism which underlies the EL technique allows us
to understand why this is the case. First, the EL technique applied to our particular problem yields the result that the
partition function depends only on field configurations m near the points onM which are fixed by the U(1) action.
These are just the two points s = 0 and s = L at the bottom and the top ofM. The value of the gauged WZ action
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at these two points is actually independent of the specific choice of the target space M (see Eqs. (5.3.52) below).
Therefore we find that since the partition function only receives contributions from field configurations near s = 0
and s = L, and since the action at those two points is independent of the details ofM, the partition function Z[A] is
independent of the specific details of the target spaceM. The discussion here is meant to be heuristic, and so we now
move on to a more detailed presentation of the calculation.
We start by rewriting the gauged WZ action for the NLSM in a way which makes the problem of computing the
partition function of this theory look like a phase space path integral for a dynamical system with phase spaceM. The
reason for this is that the EL technique, in its original formulation, applies to phase space path integrals. To achieve
this goal we first recall that we can use a small U(1) gauge transformation to replace the gauge field At with its time














AM f(s)At . (5.3.48b)
We can now see that the path integral for Z[A] is equivalent to a phase space path integral (see our Appendix D.1
for a review) for a dynamical system described by the triple (M, ω,H), with the symplectic form ω and Hamiltonian
H defined by Eqs. (5.3.48). The Hamiltonian H and the symplectic form ω are related via the equation dH = −ivω,
where the vector field v is given by
v = At∂φ . (5.3.49)
This vector field is clearly proportional to the vector field ∂φ which generates the action of the U(1) part of the
symmetry group G = U(1) o Z2 of the BTI on the target spaceM of the NLSM. The classical equations of motion
for this system are
s˙ = 0 (5.3.50a)
φ˙ = At . (5.3.50b)
These equations say that (classically) each point on M revolves around the z-axis in R3 with a period 2pi
At
. In the
notation of Appendix D.2 the classical equations of motion can be rewritten as V aS [m(t); t] = 0, a = 1, 2, where
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V aS [m(t); t] = m˙
a(t)− va(m(t)) and va are the components of the vector field v from Eq. (5.3.49).
We are now almost ready to to apply the EL results from Appendix D.2 to compute the partition function. First,
let us assume that T 6= 2pin
At
for any n ∈ Z. This means that the only T -periodic solutions to the classical equations
of motion for the dynamical system defined by (M, ω,H) are the constant solutions s = 0 and s = L. Therefore,
the set LMS of T -periodic solutions to the classical equations of motion (defined in Eq. (D.2.18)) has only these
two elements, and the final result for the partition function Z[A] only involves contributions from field configurations
close to these solutions. Using the EL technique we find that the partition function can be expressed only in terms of












SWZ,gauged[m, A]s=L = −k
2
AtT . (5.3.52b)
Remarkably, these expressions do not depend on the area AM, or any other details, of the target spaceM. We now
turn to the evaluation of the Pfaffians appearing in the denominators in Eq. (5.3.51).
To calculate the Pfaffians (which by Eq. (D.2.21) depend on the derivatives of the vector field v), we first need to
express v in a system of local coordinates (x, y) near the points s = 0 and s = L of the spaceM. The coordinate
system (s, φ) is singular at these two points (φ is undefined there) and so it cannot be used for an analysis of the space
near these two points. Near s = 0 we choose coordinates x = 2pikAM s cos(φ), y =
2pik
AM s sin(φ), and near s = L we
choose coordinates x = − 2pikAM (L− s) cos(φ), y = 2pikAM (L− s) sin(φ). This choice of coordinates has the virtue that
the symplectic form ω takes the Darboux form ω = dx ∧ dy at both s = 0 and s = L. To derive this result we had
to use the important property that ∂sr(s)|s=0 = −∂sr(s)|s=L = 1. For these choices of coordinates the vector field v
takes the form
v = At(x∂y − y∂x) (5.3.53)
near s = 0, and the form
v = −At(x∂y − y∂x) (5.3.54)
near s = L.
Using the definition of Pf[O] in terms of a fermion path integral from Eq. (D.2.23) of Appendix D.2, we find that
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Pf[O] at the points s = 0 and s = L is given formally by the determinant of a one-dimensional Dirac operator. More













= −det[−i∂t +At] , (5.3.55)
and
Pf[O]s=L = −det[−i∂t −At] . (5.3.56)
The operators
D± := −i∂t ±At (5.3.57)
are equivalent to one-dimensional Dirac operators for a fermion in one spacetime dimension coupled to the external
field A = Atdt [76]. As we discussed in Appendix D.2, the overall sign of these Pfaffians is ambiguous, since we are
free to alter the order of factors in the definition of the path integral measure. Therefore at this point we are free to
choose a particular definition of the path integral measure such that
Pf[O]s=0 = det[D+] (5.3.58)
Pf[O]s=L = det[D−] . (5.3.59)
These determinants still require proper regularization, and we now turn to a discussion of this issue.
We choose to regularize these determinants using zeta and eta function methods (see Appendix D.3 for details).
To motivate the definition of the regularized determinants in terms of zeta and eta functions, we first consider the
following (non-rigorous) manipulations of a definition of these determinants in terms of an infinite product of their













|λ(±)m |sgn(λ(±)m ) . (5.3.60)
So far we encounter no difficulties. However, the next step is to express the sign of the eigenvalues as
sgn(λ(±)m ) = e
ipi2 (1−sgn(λ(±)m )) . (5.3.61)
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But this step is ambiguous because we could just as well have written
sgn(λ(±)m ) = e
i
(2p+1)pi
2 (1−sgn(λ(±)m )) (5.3.62)
for any integer p. For now we work with the most general expression for sgn(λ(±)m ), which involves an arbitrary
integer p. Later in this section we show how the value of p can be fixed by a minimal number of physical assumptions
on the properties of the partition function Z[A].










m∈Z(1−sgn(λ(±)m )) . (5.3.63)
We now use zeta and eta function methods to make sense of the different terms in this expression. Before we start, we
again decompose At as At = 2pi`T + at, for some ` ∈ Z and at ∈ (0, 2piT ). To start with the regularization, we first
use zeta function regularization to define the product over the magnitude of all the eigenvalues λ(±)m . We carry out this












Next, we define the sum
∑















= η±(0) , (5.3.66)
where η±(0) is the analytic continuation to s = 0 of the eta function η±(s) of the operator D± (see Appendix D.3 for
details). We calculate η±(0) in Appendix D.3 and we find that




Putting this all together, we find that the regularized determinants of D± are given by















2 atT , (5.3.68)
where p was the arbitrary integer which appeared when we tried to rewrite sgn(λ(±)m ) as an exponential. We then find
that the partition function for our quantum mechanical system coupled to the external field A = Atdt evaluates to
Z[A] = (−1)k`+p+1 sin
[
atT







The next step is to determine which choice of p gives the correct partition function. To do this, we will impose the
following two conditions on the value of Z[A = 0] (the partition function in zero external field). Physically, the value
of Z[A = 0] is the dimension of the Hilbert space of our quantum mechanical system. Therefore it makes sense to
impose the following two conditions on Z[A = 0].
1. For k = 0, we require Z[A = 0] = 1, since k = 0 gives a trivial theory with action equal to zero. The dimension
of the Hilbert space of this theory should be equal to one.
2. For k 6= 0, Z[A = 0] should be a positive number.
In terms of ` and at, the limit At → 0 is taken by first setting ` = 0, and then taking at → 0. In this limit we find
Z[A = 0] = (−1)p+1(k − 2p− 1) . (5.3.70)
The first condition implies that p satisfies the equation
1 = (−1)p(2p+ 1) . (5.3.71)
This equation has the two solutions p = 0 and p = −1. For these two solutions for p, we find that Z[A = 0] at any k
takes the form
Z[A = 0] =

−k + 1 , p = 0
k + 1 , p = −1
. (5.3.72)
We see that in order to satisfy condition two, we must pick p = −1 for k > 0 and p = 0 for k < 0. In this way we
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find that for all k, the partition function is given by










which is identical to the answer we computed for the O(3) NLSM. Therefore we find that for any two-dimensional
target spaceM which respects the symmetries of the BTI phase, the NLSM description of the BTI using the target
spaceM has the same global anomaly as the O(3) NLSM description. This result also implies that a large class of
bosonic theories in 0 + 1 dimensions with U(1)oZ2 symmetry share the same global anomaly as a Dirac fermion in
0 + 1 dimensions with the same symmetry [76].
5.4 Renormalization group flows and the fate of our models at low energies
In this section we briefly comment on the expected low energy behavior of the boundary theories discussed in this
Chapter. Recall that the basic models we consider are NLSMs with a WZ term. On a d-dimensional spacetime Xbdy
(which we imagine to lie at the boundary of an SPT phase), we can construct a WZ term for a NLSM with target space








where m : Xbdy →M is the NLSM field, and Gab(m) is the Riemannian metric onM (compare with Eq. (5.2.5) for
the case of a spherical target space). If we assume that the NLSM field m is dimensionless, then the coupling constant
f has dimensions of (mass)2−d. Equivalently, the inverse 1f of the coupling constant has dimensions of (mass)
d−2.
We now consider the consequences of this fact for the low energy behavior of the theories discussed in this Chapter.
We focus on the case where d ≥ 2 since for d = 1 our theory is not a quantum field theory but just an ordinary
quantum mechanical system.
For simplicity, we first consider the case where the target spaceM is the sphere Sd+1 and so the NLSM field is
a (d + 2)-component unit vector n. In the absence of the WZ term (i.e., for a WZ term with level k = 0) then for
d = 2 the renormalization group (RG) flow is towards the disordered (f → ∞) phase at all scales [42–45]. In this
limit the theory is massive and the ground state (or vacuum state) possesses the full O(d+2) = O(4) symmetry of the
action (the ground state transforms as a singlet under the action of the O(4) symmetry). When the WZ term is turned
on, a stable fixed point appears at a finite value of the coupling f [216], and this fixed point is actually the SU(2)k
Wess-Zumino-Witten conformal field theory. To see this we note that the four-component unit vector field of the O(4)
NLSM is equivalent to a 2× 2 SU(2) matrix field. Explicitly, if n = (n1, . . . , n4), then one possible mapping to the
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matrix field U is U = n4I + i
∑3
a=1 n
aσa, where σa for a = 1, 2, 3, are the Pauli matrices. In addition, the U(1)
symmetry that we are interested in in this Chapter is realized as a right (or left, depending on the mapping from n to
U ) U(1) symmetry of the SU(2)k theory, and this symmetry is well-known to be anomalous [39, 40].
For the case of d > 2 the coupling constant f is dimensionful and one expects (by a simple power-counting
argument) that the theory flows towards the ordered phase f → 0 and so the O(d + 2) symmetry of the theory
is spontaneously broken at low energies. In fact, for the theory without a topological term, a double perturbation
expansion in f and  = d − 2 reveals the existence of an unstable fixed point at a finite value f1 of the (suitably
rescaled) coupling f [43, 44]. If this computation can be trusted, then below this fixed point the theory flows to f → 0
and the symmetry is spontaneously broken, while above the fixed point the theory flows to a (presumably) disordered
strong-coupling (f → ∞) phase in which the O(d + 2) symmetry is restored9. Since in the d = 2 case turning on
the WZ term introduces a stable fixed point at a finite value of the coupling, some authors have recently proposed a
scenario for d > 2 in which the introduction of the WZ term introduces a stable fixed point at a finite value f = f2 of
the coupling constant, with f2 > f1, where f1 is the location of the unstable fixed point (see Figure 2a of Ref. [217]).
This possibility was first raised in Ref. [217], and it has been pursued recently in Ref. [218] using a combination of
several perturbation expansions. Both of these works consider the case of d = 3 spacetime dimensions10.
What can we deduce about our boundary theories from this discussion? Let us first consider the case for BIQH
states. Recall that these boundary theories were O(2m) NLSMs with WZ term in spacetime dimension 2m − 2, and
also NLSMs with deformed target spacesM which still possessed a U(1) symmetry. We first discuss the case m > 2,
so that the boundary spacetime dimension is larger than two. In this case, the conclusion which is supported by the
most evidence is that the U(1) symmetry of these theories is spontaneously broken in the ground state. In this case
the symmetry-broken theory will possess a gapless Goldstone mode. Interestingly, this gapless mode will still couple
to the external field A = Aµdxµ and it is this Goldstone mode which exhibits the anomaly in the symmetry-broken
theory. For example, if we consider a general target space M with U(1) symmetry, and we add a potential to the
action which is minimized along the U(1) orbit of a particular point onM, then the low energy theory will possess a
gapless Goldstone mode corresponding to motion around this orbit11.
It is helpful to see an explicit example of this kind in order to appreciate the fact that the Goldstone mode really
does exhibit the anomaly. Let us take the O(2m) NLSM with WZ term at level k and introduce a potential into the
action which is minimized when |b1|2 = 1 and all other b` = 0 (` = 2, . . . ,m). In the symmetry-broken vacuum we
then have b1 = eiϕvac for some constant ϕvac. If we expand around this vacuum by setting b1 = eiϕvac+iϕ then the
9The present authors provided further evidence for the existence of this strong coupling phase in our recent work [48], where we computed the
beta function for the coupling constant f to leading order in a strong-coupling lattice regularization inspired by the approach of Ref. [45].
10More precisely, Ref. [217] considered the O(4) NLSM in d = 3 spacetime dimensions with a topological theta term with coefficient pi. This
theory can be understood as a deformation of the O(5) NLSM with WZ term (in the same dimension) at level k = 1 in which the fifth component
of the NLSM field has been set to zero.
11We would like to thank one of the referees of this Chapter for suggesting that we consider an example of this kind.
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gauged NLSM action with WZ term reduces to an action for the gapless Goldstone mode ϕ coupled to A. This action









dϕ ∧A ∧ Fm−2 . (5.4.2)
It is now easy to see that under a U(1) gauge transformation ϕ→ ϕ+ χ, A→ A+ dχ, the action for the Goldstone
mode ϕ has the same anomaly as the original O(2m) NLSM. From this analysis we can conclude that even when
the U(1) symmetry of the BIQH state is spontaneously broken in the boundary theory, the boundary theory will still
possess the same perturbative U(1) anomaly as the original NLSM that we started with.
In the case of m = 2 (boundary spacetime dimension equal to two) the situation is more interesting. As we noted
above, if we preserve the full O(4) symmetry of the theory, then our theory flows at low energies to the SU(2)k Wess-
Zumino-Witten conformal field theory. On the other hand, we can introduce someO(4)-breaking but U(1)-preserving










dϕ ∧A , (5.4.3)
where we have b1 = eiϕ. In this case, however, ϕ should not be interpreted as a Goldstone boson as we do not have
spontaneous symmetry breaking in this dimension. The SU(2)k theory has a central charge of c = 3kk+2 ≥ 1 (see,
for example, Ref. [50]) so it can and will flow to the free boson theory with central charge c = 1 when perturba-
tions which break the O(4) symmetry down to U(1) are introduced (this flow is consistent with Zamolodchikov’s
c-theorem [199]). Note that if we preserve the U(1) symmetry, then the boundary theory cannot be gapped out since
we always need some gapless degrees of freedom to saturate the anomaly. Finally, we remark that in the k = 1 case,
the free boson theory is actually equivalant to the SU(2)1 theory for a particular value of the coupling f . However,
marginal perturbations which break the O(4) symmetry down to U(1) will in general tune f away from this special
value.
We close this section with a few words about the boundary theories of BTI states. These boundary theories occur
in odd spacetime dimensions 2m− 1, and they lie at the boundary of a BTI state in 2m dimensions. We have already
analyzed the case m = 1 in detail in Sec. 5.3. In this case the boundary is just a quantum mechanical system and there
are no subtleties involved in assessing the fate of the system at low energies. For the case of m > 1, the most likely
scenario is that these boundary theories spontaneously break the U(1)o Z2 symmetry of the BTI state. As we noted
in Ref. [57], because of the way the U(1) symmetry in our models acts on S2m (the target space of the NLSM in this
case), in the BTI case it is possible to break the Z2 symmetry while preserving the U(1) symmetry. In this way we
were able to show that the boundary of the BTI state can exhibit a Z2 symmetry-breaking electromagnetic response,
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and we found that this response is given by a CS term for Aµ with level m!2 . We then argued, based on this evidence,
that the boundary theories of the BTI state exhibit a bosonic analogue of the parity anomaly.
For m > 1 it is still an open problem to exhibit this bosonic analogue of the parity anomaly in a concrete way
(e.g., at the level of the partition function). The most interesting case is m = 2 in which the boundary spacetime
dimension is d = 3. Here we can list three possibilities for the fate of the boundary theory at low energies. First,
as noted above, the boundary could break part or all of the symmetry group U(1) o Z2 of the BTI state. Second,
the results of Refs. [217, 218] indicate that a gapless conformal field theory preserving the full U(1)o Z2 symmetry
may be possible. Finally, since the anomaly in this case is global and not perturbative, there is the possibility that
the boundary theory can flow to a topological quantum field theory whose partition function (in the presence of the
external field Aµ) exhibits the anomaly. In this last case all other degrees of freedom at the boundary become gapped
and decouple from the topological quantum field theory which describes only the ground state sector of the boundary
theory. We comment more on this last possibility in Sec. 5.5.
5.5 Discussion and Conclusion
In this Chapter we continued the program, initiated in Ref. [57], of characterizing the anomalies at the boundary of
BIQH and BTI states in all odd and even dimensions, respectively. In Sec. 5.2 we revisited the perturbative U(1)
anomaly at the boundary of BIQH states. There we proved that the target space M of the NLSM describing the
boundary theory of these states can be subjected to arbitrary smooth, symmetry-preserving deformations without
affecting the anomaly. In Sec. 5.3 we revisited the global anomaly at the boundary of BTI states. In Ref. [57] we gave
an argument that the boundary of the BTI state exhibits a bosonic analogue of the parity anomaly of Dirac fermions in
odd dimensions. In this Chapter we elevated this argument to a proof for the case of the (0+1)-dimensional boundary
of the (1 + 1)-dimensional BTI state. In that case we also used the equivariant localization technique to prove that
the global anomaly of the BTI boundary is robust against arbitrary smooth, symmetry-preserving deformations of the
target space of the NLSM used to describe this state.
From a fundamental point of view, perhaps the most important result in this Chapter is our concrete demonstration,
at the level of the partition function, of an analogue of the parity anomaly in a purely bosonic system. Indeed, our result
in Sec. 5.3 is a direct bosonic analogue of the results of Ref. [76] on global anomalies of fermions in 0+1 dimensions.
In the context of SPT phases, our results in this Chapter also imply that the universal properties of an SPT phase can
be captured by a much wider range of models than the NLSMs with spherical target space originally considered in
Refs. [35, 36]. The results of this Chapter lead us to conjecture that an SPT phase in D+1 dimensions with symmetry
groupG, which would be described by anO(D+2) NLSM in the approach of Refs. [35, 36], can be modeled using an
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NLSM with any target spaceM related to SD+1 by a diffeomorphism which is equivariant with respect to the action
of the group G. Note that this conjecture only applies to SPT phases for which an NLSM description exists. This does
not seem to be the case for all SPT (or short-range entangled) phases, for example the “E8” state in 2 + 1 dimensions
and the “beyond cohomology” state with time-reversal symmetry in 3 + 1 dimensions [9, 19].
An ambitious goal for future work would be to present a concrete demonstration, again at the level of the partition
function, of an analogue of the parity anomaly in a (2 + 1)-dimensional bosonic model with U(1) and Z2 symme-
try, where Z2 now represents time-reversal. A precise understanding of global anomalies in (2 + 1)-dimensional
bosonic systems would also be extremely useful in the search for new dualities in quantum field theory in 2+1 dimen-
sions [141–144, 146, 147, 219]. A crucial check on any proposed duality is that the two theories which are conjectured
to be dual to each other must have the same ‘t Hooft anomalies when coupled to various external fields.
An interesting candidate for a (2 + 1)-dimensional bosonic model displaying a bosonic analogue of the parity
anomaly is the O(5) NLSM with WZ term, and with the U(1) o Z2 symmetry of the BTI state acting in the manner
described in Ref. [57]. In Ref. [57] we already gave several pieces of evidence which suggest that this model displays a
bosonic analogue of the parity anomaly. The first piece of evidence was our computation of the time-reversal breaking
electromagnetic response of this model, which we already mentioned above. However, we also gave a second argument
which was based on the demonstration that there is a certain composite vortex excitation in this model with fermionic
statistics (an observation which goes back to Refs. [19, 200]), and such an excitation should not exist in a purely
bosonic model which is not anomalous.
The O(5) NLSM with WZ term may be tractable analytically in the topological limit in which the coupling
constant fbdy of the NLSM is sent to infinity (i.e., if one considers the model with only the topological term). This
would correspond to the third possibility that we raised at the end of Sec. 5.4: the boundary theory could flow to
a topological quantum field theory whose partition function exhibits the anomaly. It may even be the case that a
more sophisticated version of the equivariant localization technique can be used to calculate the partition function
of the O(5) NLSM with WZ term in the topological limit and properly coupled to an external U(1) gauge field as
described in Sec. VI of Ref. [57]. However, there are several difficulties which must be surmounted before one can
apply any kind of equivariant localization technique to this problem. The main problem is that one needs to find a
hidden supersymmetry in this problem which can be exploited in order to establish the localization of the path integral.
In the (0 + 1)-dimensional case this supersymmetry followed, at least partially12, from the fact that the path integral
measure could be exponentiated by introducing a set of real Grassmann-valued (i.e., fermionic) fields ηa(t) into the
problem. This could only be done with real fermionic fields because the target spaces of the (0 + 1)-dimensional
NLSMs that we studied were all symplectic manifolds. On the other hand, the target space S4 of the O(5) NLSM
12As we reviewed in Appendix D.2, the fact that the Hamiltonian was associated with a U(1)-action on the phase space was also a crucial
ingredient.
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is not symplectic. Therefore one can only exponentiate the path integral measure by introducing complex fermionic
fields. Currently, we are not aware of a generalization of the equivariant localization techniques of Refs. [204–207]
which starts by exponentiating the path integral measure by introducing complex fermions, but such a generalization
may still be possible. We leave a detailed investigation of this to future work.
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Appendix A
Supplement to Chapter 2
A.1 Computation of the Path-Ordered Integral
To calculate the matrix R(t), which gives the rigid motion of the swimmer after a finite time t, we need to evaluate
the reverse path-ordered integral (2.2.6). In practice we do this by slicing time into many small steps (say N steps) of




















where on the right side we now have a product of reverse path-ordered integrals over many small time intervals of size
∆t and we should put the earliest times on the right so that we are applying the rigid motions in these small intervals
in chronological order. Since these time intervals are very small we can make a further approximation by expanding
the path-ordered integral over the time interval ∆t to first order and neglecting the higher order terms to find:
P¯ e
∫ i∆t




Finally we can make one further approximation for the integral of the matrix A(t) over the small time interval ∆t,
∫ ti
ti−1
A(t′)dt′ ≈ A(ti−1)∆t (A.1.4)







(I +A(ti−1)∆t) , (A.1.5)
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where again the matrices for the earliest times must be to the right so that the rigid motions are applied in the proper
order.
We have also tried expanding the reverse path-ordered integrals over the time interval ∆t to second order, but it
seems that this makes almost no visible correction to the swimming trajectory when the swimming deformations are
not too large and the step size ∆t is small.
A.2 Proof that Re[b−2] = 12pi
dA(t)
dt for general swimming strokes
Our analysis of the simple swimmer (2.5.1) suggests a deeper connection between the area of the swimmer and the
odd viscosity contribution to the torque on the swimmer. To explore this connection further we now show that Eq.
(2.6.11) holds for any swimmer whose boundary is a smooth curve without self-intersections.
The boundary of the swimmer is just a smooth curve parameterized by θ which also depends on the time t. If we
write the shape in terms of real components
S0(θ, t) = x(θ, t) + iy(θ, t) (A.2.1)






[x(θ, t)y′(θ, t)− y(θ, t)x′(θ, t)] dθ , (A.2.2)









x˙(θ, t)y′(θ, t) + x(θ, t)y˙′(θ, t)− y˙(θ, t)x′(θ, t)− y(θ, t)x˙′(θ, t)
]
dθ . (A.2.3)
We can integrate by parts on the terms with mixed partial derivatives and use the fact that the boundary terms vanish






[x˙(θ, t)y′(θ, t)− y˙(θ, t)x′(θ, t)] dθ . (A.2.4)
Because of the no-slip boundary conditions the vector (x˙(θ, t), y˙(θ, t)) is just the fluid velocity v(r) evaluated on the
surface of the swimmer,
v(r)|swimmer = x˙(θ, t)xˆ+ y˙(θ, t)yˆ . (A.2.5)
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v · nˆ ds = Φ(swimmer) , (A.2.6)
where nˆ ds = dr× zˆ is a vector normal to the surface of the swimmer with magnitude ds = |dr|. This integral is just




∇ · v dxdy (A.2.7)
and since the fluid is incompressible,∇ · v = 0, we get
dA(t)
dt
= Φ(∞) . (A.2.8)







proving that this relation is valid for general swimming shapes in incompressible fluids.
It is known that an object which rotates in a fluid with odd viscosity will feel a pressure directed radially inwards
or outwards depending on the direction of the rotation [23]. The relation (2.6.11) is the companion to this statement.
It says that an object which tries to expand or contract in a fluid with odd viscosity will feel a torque whose direction
(±zˆ) depends on whether the area of the object is growing or shrinking.
A.3 Extension and solution of conformal maps of degree D = 3
A swimmer whose boundary is a degree 3 (D = 3) conformal map of the circle has the form
S0(σ, t) = α0(t)σ + α−2(t)σ−1 + α−3(t)σ−2 + α−4σ−3 , (A.3.1)
with area
A(t) = pi(|α0|2 − |α−2|2 − 2|α−3|2 − 3|α−4|2) . (A.3.2)
To solve for a∗−1 and b
∗






−4. Equations for these coefficients can be
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obtained by plugging into the pulled-back velocity expansion (2.6.3). We find that
α−4a¯∗−2 + α¯0a
∗
−2 = α¯0α˙−2 (A.3.3a)
a∗−3 = α˙−3 (A.3.3b)
a∗−4 = α˙−4 . (A.3.3c)
The equation for a∗−2 is really just a matrix equation for a two-component vector consisting of the real and imaginary
parts of a∗−2. The solution is
a∗−2 =
|α0|2α˙−2 − α0α−4 ˙¯α−2
|α0|2 − |α−4|2 . (A.3.4)
In terms of this coefficient we find that
a−1 = −(α¯0)−1(a¯∗−2α−3 + 2α˙−3α−4) (A.3.5)
and
b−2 = α¯0α˙0 − α¯−2α˙−2 − 2α−3 ˙¯α−3 − 3α−4 ˙¯α−4 + α¯−2a∗−2 − α−2a¯∗−2 . (A.3.6)
Note that the last two terms in b−2 are complex conjugates of each other and appear with the opposite sign so that they
will cancel when we take the real part of b−2. This means that the relation Re[b−2] = 12pi
dA(t)
dt still holds in this case,
as we expect based on the general arguments presented in Appendix A.2.
To solve for the new form of the angular velocity necessary to cancel the torque on the swimmer, we again send
αi → αi,rot = αieiωt and solve the equation
ηeIm[b−2,rot]− ηoRe[b−2,rot] = 0 , (A.3.7)
where now





(|α0|2|α−2|2 + Re[α0α−4(α¯−2)2])+ |α0|2 − |α−2|2 + 2|α−3|2 + 3|α−4|2 . (A.3.9)








so that the translational and rotational parts of the gauge potential are now given by






A.4 Uniqueness Theorem for Slow Flow Equations with Odd Viscosity
The slow flow equations for fluids with odd viscosity are
∇(p− ηoξ) = ηe∇2v (A.4.1)
∇ · v = 0 , (A.4.2)
where ξ = (∇ × v) · zˆ is the vorticity. We first prove uniqueness of the solution in the case where the swimmer
occupies a region S, bounded by a smooth closed curve ∂S. The fluid occupies the space in the plane outside of the
swimmer, which we denote by R2 r S. The proof here is very similar to the proof one uses in the even viscosity case
when no-slip boundary conditions are imposed on a smooth closed curve (for that proof see Ref. [97]).
Suppose we have two solutions, v1 and v2, to the above equations that both satisfy the no-slip boundary conditions
v|∂S = v0 (A.4.3)
on the surface of the swimmer. Construct the difference of the two velocity fields, V = v1 − v2, and the differences
of the pressures and vorticities P = p1 − p2, Ξ = ξ1 − ξ2. Since the slow-flow equations are linear, these quantities
satisfy the equations
∇(P − ηoΞ) = ηe∇2V (A.4.4)
∇ ·V = 0 , (A.4.5)
but with the boundary condition
V|∂S = 0 . (A.4.6)
We want to show that this boundary condition forces V = 0 everywhere inside the fluid. Take the dot product of the
193
first equation with V and integrate both sides over the region containing the fluid,
∫∫
R2rS
V · ∇(P − ηoΞ)dA = ηe
∫∫
R2rS
V · ∇2VdA . (A.4.7)
Since∇ ·V = 0, the integrand on the left-hand side can be written as
V · ∇(P − ηoΞ) = ∇ · [(P − ηoΞ)V] . (A.4.8)
We can then use the divergence theorem on the left side, so that our relation becomes
∮
∂S
(P − ηoΞ)V · nˆds = ηe
∫∫
R2rS
V · ∇2VdA , (A.4.9)
where nˆ is the unit normal vector to the curve ∂S. But V = 0 on ∂S, so the integral on the left-hand side is zero, and
we just get ∫∫
R2rS
V · ∇2VdA = 0 . (A.4.10)
From now on it will be more useful to write everything out in coordinates (but not using the summation convention).
Let V = (V1, V2). The velocity is a function of position x = (x1, x2) inside the fluid. We have









We can use the chain rule to rewrite this as



























then we can write this compactly as













W · nˆds = 0 , (A.4.15)
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dA = 0 . (A.4.16)
But the integrand in this expression is greater than or equal to zero, so we conclude that
∂Vi
∂xj
= 0 ∀ i, j (A.4.17)
so V is a constant independent of position. But V = 0 on the surface of the swimmer, therefore V = 0 everywhere,
and so v1 = v2. The solution is unique.
A.4.1 Possible Proof for Swimmers of More General Shapes
Now we consider swimmers of a more general shape. We can imagine two situations here. In the first situation the
swimmer is bounded by a closed curve which might not be smooth, for example a swimmer with a “blocky” shape.
In the second situation we have a very thin swimmer whose entire body consists of a one-dimensional curve, open on
both ends, and not necessarily smooth. An example of this situation is our simple model of the scallop in Fig. 2.5a of
Sec. 2.8. In both cases we call the curve Γ, and we impose no-slip boundary conditions for the fluid on this curve,
v|Γ = v0 . (A.4.18)
Define
vmax = max {|v(x)| : x ∈ Γ} . (A.4.19)
It is the speed of the fastest moving point on the swimmer.
Next, we recall the physical meaning of the slow flow equations. The full Navier-Stokes equations (for an incom-





+ (v · ∇)v
)
= ηe∇2v −∇(p− ηoξ) (A.4.20)
∇ · v = 0 . (A.4.21)
The slow flow equations are obtained from these by setting the convective derivative term to zero,
∂v
∂t
+ (v · ∇)v = 0 . (A.4.22)
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The physical meaning of this statement is that the net force on each fluid element, represented by the right-hand side
of Eq. (A.4.20), is equal to zero. The fact that the convective derivative is equal to zero means that the fluid velocity
v is a constant along streamlines in the fluid. With an object moving in the fluid (with no-slip boundary conditions),
the streamlines must begin on that object, and they either end on that object as well (if the flux of the fluid at infinity
vanishes), or the streamlines go out to infinity (if the flux of the fluid at infinity does not vanish). Furthermore, every
point in the fluid lies on exactly one streamline (there are no shocks in this situation).
These considerations imply that vmax is actually an upper bound for the speed of the fluid anywhere in the entire
plane R2. So we can say that
|v(x)| ≤ vmax ∀ x . (A.4.23)
We can now use this fact to prove the uniqueness of solutions to the slow flow equations for more general shapes,
including our non-smooth, possibly open-ended, curve Γ. Again, suppose we have two solutions v1 and v2, both
satisfying the boundary condition v|Γ = v0. Then the difference V = v1−v2 again satisfies the slow flow equations,
but with the boundary condition V|Γ = 0. For this boundary condition we have vmax = 0. Then our bound Eq.
(A.4.23) implies that |V| ≤ 0 everywhere, so we can conclude that V = 0 everywhere. This implies that v1 = v2, so
the solution is unique.
Since we used the vanishing of the convective derivative in the derivation, the bound Eq. (A.4.23) applies only to
time-independent viscous flows, and almost certainly doesn’t apply at all to any other kinds of fluid flows.
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Appendix B
Supplement to Chapter 3
B.1 Quantum generators of the U(N) action
In this Appendix we consider the form of the quantum generators of the U(N) transformations of the matrix model
variables Xa and Ψ. We use this result in Sec. 3.4 to show that the constraint of Eq. (3.4.6) simply forces physical
states in the CSMM to be singlets under the SU(N) action, and to carry a certain total charge under the U(1) action.
This information is sufficient to write down a basis of physical states (states respecting the constraint) for the model
following Ref. [117].
We start with the generators for the U(N) transformation of the complex vector variable Ψ. Under a U(N)
transformation by a matrix V we have Ψ→ VΨ or in components
Ψj → V jkΨk . (B.1.1)
We are interested in the infinitesimal form of this transformation, so we take V = eiT for a Hermitian matrix T
(the Lie algebra of the group U(N) consists of the N × N Hermitian matrices). Then to first order in T we have
Ψ→ Ψ + iTΨ. In components, the first order change in Ψj generated by T is
δTΨ
j = iT jkΨ
k . (B.1.2)
We now look for a quantum operator OΨ(T ) such that
[OΨ(T ),Ψj ] = iT jkΨk , (B.1.3)
i.e., the quantum commutator of OΨ(T ) with Ψj implements the infinitesimal U(N) action generated by T (this is
what we mean when we say that a quantum operator generates the U(N) action). The correct operator is (in terms of
bj instead of Ψj)
OΨ(T ) = −ib†jT jkbk . (B.1.4)
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Thus, OΨ(T ) is the quantum operator which generates the U(N) transformation V = eiT acting on Ψ. One can also
check that the operators OΨ(T ) obey the Lie algebra of U(N). To check this it is sufficient to check that the map
T 7→ OΨ(T ) is a Lie algebra homomorphism, i.e., that
[OΨ(T1),OΨ(T2)] = OΨ(−i[T1, T2]M ) , (B.1.5)
and it is straightforward to verify that this relation holds for our generators OΨ(T ).
Next we consider the matrix variables Xa. Under a U(N) transformation we have Xa → V XaV T . Writing
V = eiT as before, we find that to first order in T we have Xa → Xa + i[T,Xa]M . Note that for T = αI, i.e.,
for U(1) transformations, the matrix variables Xa are invariant. Therefore we can restrict our attention to SU(N)
transformations for the Xa variables. We then choose T to be one of the generators TA of SU(N), and examine the
infinitesimal action of V = eiT
A
on the scalar variables xa0 and x
a
A,A = 1, . . . , N
2−1, which appear in the expansion
of Xa from Eq. (3.4.11). We have
δTAX


















ACB , B = 1, . . . , N2 − 1 . (B.1.7)
We now look for a quantum operator OX(TA) which generates this action on the variables xaA (A = 1, . . . , N2 −
1), i.e., an operator which commutes with xa0 and satisfies










This completes the construction of the quantum generators of the U(N) action on the Xa and Ψ variables in the
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CSMM. This is all the information which is needed to analyze the j 6= k elements of the CSMM constraint Gjk from
Eq. (3.4.29).
B.2 Kubo formula approach to Hall viscosity in the CSMM
In this Appendix we use a Kubo formula approach inspired by Ref. [92] to compute the Hall viscosity in the ground
state of the CSMM. For this computation we subject the CSMM to a time-dependent APD (or strain) parametrized by
αab(t) such that the dynamics of the system is described by the time-dependent Hamiltonian
H(α(t)) = U(α(t))HCSMMU(α(t))
† . (B.2.1)
Here the operator U(α(t)) is the APD generator for the CSMM which we derive in Sec. 3.5 of the main text. We
also assume that at the time t0 we have αab(t0) = 0 so that |ψ(t0)〉 = |ψ0〉, which is the ground state of the CSMM
from Eq. (3.4.39). As we discussed in Sec. 3.2, the generalized force associated with the APD parametrized by the
coefficients αab is




= −i[Λab, HCSMM ] . (B.2.2)
To calculate the Hall viscosity we need to compute the expectation value of the generalized force F ab in the state
|ψ(t)〉 of the system, where |ψ(t)〉 is the solution to the time-dependent Schrodinger equation
H(α(t))|ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉 . (B.2.3)
We now discuss the details of this computation.
First, to set up this problem in a form which is amenable to perturbation theory and the Kubo formula, we make a
time-dependent change of states by writing
|ψ(t)〉 = U(α(t))|φ(t)〉 . (B.2.4)
The state |φ(t)〉 is then the solution to a time-dependent Schrodinger equation with a new Hamiltonian H ′(t) given by
H ′(t) = HCSMM + V (t) (B.2.5)
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with




Λab + . . . , (B.2.6)
where in the second line we expanded the perturbation V (t) to first order in αab(t). The new Hamiltonian H ′(t) is
now expressed as a time-independent term HCSMM plus a time-dependent perturbation V (t), and is therefore in a
form1 which is amenable to an application of standard linear response theory.
To compute the Hall viscosity we naively want to compute the expectation value of F ab in the state |ψ(t)〉. How-
ever, in Ref. [92] the authors argued that one should instead compute the expectation value of U(α(t))F abU(α(t))†,
which is equivalent to expressing the generalized force F ab in terms of the strained coordinates U(α(t))xaAU(α(t))
†
instead of the original coordinates xaA of the CSMM (in the language of Ref. [92], we express the generalized force in
terms of the “X” variables as opposed to the unstrained “x” variables). The reason for this is as follows. We view the
APD parametrized by αab(t) as an active transformation (i.e., we physically deform the fluid/CSMM), and so in the
computation of the response to this APD we should use the generalized force expressed in terms of the coordinates of
the deformed system. Now we have
〈ψ(t)|U(α(t))F abU(α(t))†|ψ(t)〉 = 〈φ(t)|F ab|φ(t)〉 , (B.2.7)
and so it remains to compute the expectation value 〈φ(t)|F ab|φ(t)〉.
In interaction picture perturbation theory in the strength of the potential V (t), the expectation value of any time-
independent operator A in the state |φ(t)〉 is given by the standard Kubo formula as
〈φ(t)|A|φ(t)〉 − 〈φ(t0)|A|φ(t0)〉 = − i~
∫ t
t0
dt′ 〈φ(t0)|[AI(t), VI(t′)]|φ(t0)〉+ . . . , (B.2.8)




~ is in the interaction picture defined by evolution with HCSMM ,






~ . Note also that for any time-independent A we have
AI(t0) = A, and we also have |φ(t0)〉 = |ψ(t0)〉 = |ψ0〉.
For the application to the calculation of the Hall viscosity we set A = F ab and keep only the term in V (t) which
1The change of basis from |ψ(t)〉 to |φ(t)〉 is equivalent to the change from the “x” to the “X” variables in Ref. [92]. We thank Barry Bradlyn
for helpful discussions on this point.
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is linear in the parameters αab(t). This yields the expression
〈F ab〉t − 〈F ab〉t0 = −i
∫ t
t0





where we used the shorthand notation 〈F ab〉t ≡ 〈φ(t)|F ab|φ(t)〉, etc. Next, since 〈[F abI (t),ΛcdI (t′)]〉t0 = 〈[F abI (t −
t′ + t0),ΛcdI (t0)]〉t0 , this can be rewritten as
〈F ab〉t − 〈F ab〉t0 = −
∫ ∞
−∞




where we defined the response function
X abcd(t) = lim
→0+
iΘ(t)〈[F abI (t+ t0),ΛcdI (t0)]〉t0e−t , (B.2.11)
and where we also sent t0 → −∞ in Eq. (B.2.10). Note that in Eq. (B.2.10) the Heaviside function Θ(t − t′) allows
us to extend the upper limit of the integral over t′ to +∞, while the presence of the factor e−(t−t′) allows us to send
t0 → −∞.










dt eiω+t〈[F abI (t+ t0),ΛcdI (t0)]〉t0 , (B.2.12)
where ω+ = ω + i. Now we note that




where we used the equation of motion for ΛabI (t + t0) in the interaction picture. Then an integration by parts with
respect to t in the expression for X abcd(ω) yields a “strain-strain” form of the response function X abcd(ω) analogous
to Eq. (3.5) of Ref. [92],





dt eiω+t〈[Λab(t+ t0),Λcd(t0)]〉t0 . (B.2.14)










In the case where the unperturbed Hamiltonian has a unique ground state and a finite energy gap one finds that
lim
ω→0
X abcd(ω) = −i~〈[Λab(t0),Λcd(t0)]〉t0
= −i~〈ψ0|[Λab,Λcd]|ψ0〉 , (B.2.15)
i.e., the first term in Eq. (B.2.14) gives the full response at ω = 0 [92]. These assumptions (unique ground state and
finite energy gap) hold for the CSMM for any finite value of ω˜, and so this formula for the response at ω = 0 can
be applied to the CSMM3. We note that this form of the response at ω = 0 is what one obtains from a Hall viscosity
calculation using adiabatic perturbation theory [22, 87, 91, 101].
Finally, we can complete the calculation of 〈F ab〉t ≡ 〈φ(t)|F ab|φ(t)〉 to lowest order in time derivatives of αcd(t).
First, after a Fourier transformation (taking t0 → −∞ in order to do the integration over t′) we can write





iωX abcd(ω)αcd(ω)e−iωt . (B.2.16)
Next, we expand X abcd(ω) about ω = 0 as
X abcd(ω) = −i~〈ψ0|[Λab,Λcd]|ψ0〉+ . . . (B.2.17)
and invert the Fourier transformation to find
〈F ab〉t − 〈F ab〉t0 = i~〈ψ0|[Λab,Λcd]|ψ0〉
∂αcd(t)
∂t
+ . . . (B.2.18)
For a system with an area A (A = 2pi`2BmN for the CSMM with θ = `
2






and this tensor encodes the linear response of the “generalized stress” F
ab
A to the “rate of strain” given by
∂αcd(t)
∂t .
3One should not confuse ω, the frequency appearing in the Fourier transform of the response function, with ω˜, which sets the strength of the
parabolic potential in the CSMM.
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Appendix C
Supplement to Chapter 4
C.1 Equivariant Cohomology Intepretation of Gauged Wess-Zumino
Actions
In this Appendix we review the connection between the theory of gauged WZ actions and equivariant cohomology.
This allows us to give a concrete mathematical interpretation of the form of the gauged WZ actions for the bound-
ary theories of BIQH and BTI states that we derived in Sec. 4.4 and Sec. 4.6 of this Chapter. Briefly, equivariant
cohomology can be thought of as a generalization of de Rham cohomology to the case where a continuous group
G acts on the manifold. In the cases of interest in this Chapter the group G is just the group U(1) representing the
charge-conservation symmetry of the SPT phases we study (i.e., the BIQH and BTI states), and this group acts on the
target space of the NLSM via the rotations shown in Eq. (4.3.13). The connection between gauged WZ actions and
equivariant cohomology has been explored in Refs. [39, 210, 211, 220]. The connection was first discussed explicitly
by Witten in Ref. [39] for the case of two spacetime dimensions. Later, Figueroa-O’Farrill and Stanciu[210, 211]
considered NLSMs with a generic target space and in any spacetime dimension, and they gave an explanation of the
results of Ref. [41] in terms of equivariant cohomology. In addition, Wu[209] considered the equivalent mathematical
problem of finding obstructions to the equivariant extension (to be defined below) of closed differential forms which
are invariant under a group action. The result of these papers is that the problem of constructing a gauge-invariant WZ
action is equivalent to the problem of constructing an equivariant extension of the volume form on the target manifold
of the NLSM. We now give a brief review of equivariant cohomology and the connection to gauged WZ actions in the
case where G = U(1), and then we apply this knowledge to give a mathematical interpretation of the counterterms of
Eq. (4.4.29) and Eq. (4.6.25) which appear in the gauged WZ actions constructed in this Chapter.
C.1.1 Equivariant cohomology
To introduce equivariant cohomology we first need to recall some basic facts about calculus on manifolds. For a D-
dimensional manifoldM a vector field V in the coordinate patch with coordinates y = (y1, . . . , yD) can be expanded
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as




The partial derivatives ∂∂ya provide a basis for the tangent space TyM ofM at the point y, and a general vector field
V is a section of the tangent bundle TM ofM. The differential forms dya provide a basis which is dual to the basis
provided by ∂∂ya , i.e., the dy
a form a basis for the cotangent space T ∗yM at the point y. A general differential p-form
α is a section of the bundle whose fiber over the point y is
∧p
(T ∗yM), the pth exterior power of T ∗yM.
Now for any vector field V and p-form α = 1p!αb1···bpdy
b1 ∧ · · · ∧ dybp we can define the operator iV , called





b2 ∧ · · · ∧ dybp . (C.1.2)
So iV takes a p-form to a (p− 1)-form. For later use we also note that applying the interior multiplication twice gives
zero, i2V = 0, and that iV f = 0 for any function (zero form) onM. The Lie derivative LV of any differential form α
along the vector field V is then given by Cartan’s formula,
LV α = d(iV α) + iV (dα) , (C.1.3)
or simply
LV = diV + iV d , (C.1.4)
in operator form.
We are now ready to introduce U(1)-equivariant cohomology over M. To start, we pick some vector field V
which generates a U(1) action, or circle action, on the manifold. This can be understood concretely in terms of the




= V a(y1, . . . , yD) , a = 1, . . . , D . (C.1.5)
The condition that V generate a U(1) action on the manifold means that this flow carries each point onM along a
closed path, and each point takes the same amount of “time” t to return to its initial position. Now define the modified
exterior derivative
d˜ = d− iV . (C.1.6)
Note that d˜ takes a p-form to a linear combination of a (p+ 1)-form and a (p− 1)-form. If we compute the square of
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d˜ then we find that
d˜2 = −LV , (C.1.7)
which means that d˜2 = 0 on the subspace of forms which have a vanishing Lie derivative along V . It is therefore
possible to define the cohomology of the operator d˜ in this subspace of differential forms in the same way that one
defines the ordinary de Rham cohomology of the exterior derivative d.
Given this structure one can then try to understand what kinds of objects are closed under the action of d˜. From the
definition of d˜ it is clear that a differential form of a definite degree will not, in general, be closed under the action of
d˜. Instead, an equivariantly closed “form” α is actually a formal linear combination of differential forms of different







For the purposes of this Chapter we are interested in the case where α is a sum of a form of degree D (the highest
possible degree form on the manifold), and several other forms whose parity (even or odd) is the same as that of the









2 D = even
D−1
2 D = odd .
(C.1.9)
The condition d˜α = 0 then implies that the forms α(D−2r) obey the set of equations
iV α
(D−2r) = dα(D−2r−2) , r = 0, . . . , D′ − 1 (C.1.10a)
iV α
(D−2D′) = 0 . (C.1.10b)
In these equations the second line is trivially satisfied in the case that D is even, since in that case D − 2D′ = 0 and
so α(D−2D
′) is just a function. The relation dα(D) = 0 is also trivially satisfied since α(D) is a highest-degree form
onM, and so we have not included it in the set of equations for the forms that make up α. The form α constructed in
this way is known as an equivariant extension of the form α(D). We now move on and discuss the connection between
these ideas and the theory of gauged WZ actions.
205
C.1.2 The connection to gauged WZ actions
To understand the connection between equivariant cohomology and gauged WZ actions, consider a general NLSM
with D-dimensional target spaceM (a closed, compact manifold). We denote the NLSM field by φ = (φ1, . . . , φD),
so φ labels a point onM. We formulate this NLSM on a spacetime manifold ∂B of dimension D − 1, where B is
an extended spacetime of dimension D. So the NLSM field φ is a map from ∂B toM. Finally, let α(D)(φ) be the
volume form on the target spaceM. Then a WZ term for this NLSM takes the form (we absorb any constant factors







where φ˜ is an extension of φ into B and φ˜∗α(D) again denotes the pullback of α(D) to B via the map φ˜. In what
follows we again omit the pullback symbols φ∗ and φ˜
∗
for notational simplicity.
Now we suppose that the NLSM has a U(1) symmetry and we attempt to probe this symmetry by coupling the
system to the external field A. The transformation of the field φ under the U(1) symmetry is generated by a vector
field V , i.e., under an infinitesimal gauge transformation the field φ transforms as
φa → φa + ξV a , (C.1.12)
where ξ is a small gauge transformation parameter. More generally, a differential p-form β = 1p!βa1···apdφ
a1 ∧ · · · ∧
dφap onM transforms under a small gauge transformation as
β → β + LξV β , (C.1.13)
where LξV is the Lie derivative along the “small” vector field ξV . We can now use this more general geometric
formulation to try and gauge the WZ term. We should mention that in the case of a U(1) symmetry it suffices to
study the change in the action under infinitesimal gauge transformations since there is only one gauge transformation
parameter ξ (as opposed to the non-Abelian case where there are several parameters ξJ with J indexing the generators
of the Lie group).











where we used the Lie derivative formula Eq. (C.1.13), the fact that dα(D) = 0, and the property iξV = ξiV of the






A ∧ α(D−2) , (C.1.15)
where α(D−2) is some (D − 2)-form, provided that α(D−2) satisfies the equation
iV α
(D) = dα(D−2) . (C.1.16)
To see this, consider the change in S(1)ct [φ,A] when A→ A+ dξ. We find a term
∫
∂B




where we performed an integration by parts and ignored boundary terms (since ∂B has no boundary). At this point
the candidate gauged WZ action takes the form
S′WZ,gauged[φ,A] = SWZ [φ] + S
(1)
ct [φ,A] . (C.1.18)






A ∧ (LξV α(D−2)) , (C.1.19)






ξF ∧ (iV α(D−2)) , (C.1.20)







A ∧ F ∧ α(D−4) , (C.1.21)
where α(D−4) is some (D − 4)-form that satisfies the equation
iV α
(D−2) = dα(D−4) , (C.1.22)
and so on.
Proceeding in this way we find that a gauge-invariant WZ term can be constructed if and only if there exist
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differential forms α(D−2r), r = 1, . . . , D′, such that together with the volume form α(D) they satisfy Eqs. (C.1.10).
Thus, we find that the problem of constructing a gauge-invariant WZ action is exactly the same as the problem of
constructing an equivariant extension of the volume form α(D) on the target space manifold M. We now use this
information to re-interpret the gauged WZ actions for the boundary theories of the BIQH and BTI phases.
C.1.3 Application to BIQH and BTI boundary theories












Now the NLSMs which describe the boundary of the BIQH and BTI have target spaces S2m−1 and S2m, respectively.
We now consider the mathematical problem of constructing equivariant extensions of the volume forms ω2m−1 and
ω2m for these two manifolds. In the BTI case we will see that an equivariant extension of ω2m exists, and we will give
an explicit formula for it. On the other hand, in the BIQH case we will attempt to construct an equivariant extension
of ω2m−1, but we will find that it is not quite closed under the action of d˜ = d − iV . This gives a mathematical
interpretation of the U(1) anomaly that we found for the boundary theory of the BIQH phase.
We start with the BTI case. Recall from our study of the boundary theory of the BTI that the construction of the
gauged WZ action involved the forms Φ(r) from Eq. (4.6.3). If we apply interior multiplication by V to these forms
we find
iV Φ
(r) = (m− r)n2m+1dn2m+1 ∧ Φ(r+1) , (C.1.24)









We now use these relations to construct an equivariant extension of ω2m, i.e., a solution of Eqs. (C.1.10) with α(D) =
ω2m (so D = 2m). To start we need a form α(2m−2) which satisfies
iV ω2m = dα
(2m−2) , (C.1.26)






Next we need a form α(2m−4) such that
iV α
(2m−2) = dα(2m−4) , (C.1.28)
and Eq. (C.1.24) tells us exactly how to find such a form. Proceeding in this way we eventually find that an equivariant
extension of ω2m exists and is given explicitly by




(m− r)!(2r − 1)!! (n2m+1)
2r−1Φ(r) . (C.1.29)
The terms appearing in the equivariantly closed form ω˜2m are exactly the same as the terms which appear multi-
plying the factors A ∧ F r−1 in the counterterms of Eq. (4.6.25) for the gauged action of the BTI boundary. So our
construction of a gauged WZ action for the BTI boundary is equivalent to the construction of an equivariant extension
of the volume form ω2m on S2m.
Moving on to the BIQH phase, we recall that in the BIQH case the construction of the gauged WZ action involved






which bears a close resemblance to Eq. (4.4.14). We also saw that the volume form ω2m−1 for S2m−1 could be written
in terms of the Ω(r) as ω2m−1 = 1(m−1)!Ω
(0). Using this fact, and Eq. (C.1.30), we can then attempt to construct an
equivariant extension of ω2m−1, using the same procedure as in the BTI case. In this way we find a candidate for an
equivariant extension of ω2m−1, which is given explicitly by








However, this object is not quite closed under the action of d˜ = d− iV , and instead we find that





In fact, what has happened is that the second line of Eqs. (C.1.10) fails to hold in this case. This failure of ω˜2m−1 to be
equivariantly closed is the mathematical reason for why the BIQH boundary action is not gauge-invariant, but instead
has a pertubative anomaly in the U(1) symmetry.
It turns out that there is a simple mathematical explanation for why an equivariant extension of ω2m−1 does not
exist in this case 1. For the U(1) symmetry considered in this Chapter (see Eq. (4.3.13)) the action of the group
1This explanation was pointed out to us by Michael Stone and we thank him for sharing it with us.
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U(1) on S2m−1 is free, i.e., only the identity element of U(1) leaves all the points in S2m−1 fixed. In this case
the U(1)-equivariant cohomology of S2m−1 is equal to the ordinary de Rham cohomology of the quotient manifold
S2m−1/U(1) (see, for example, Ref. [208]). Now for the specific U(1) symmetry we have chosen the quotient is just
S2m−1/U(1) = CPm−1, and we know that the cohomology ring of CPm−1 is generated by the Ka¨hler two-form K
(which we will meet in Appendix C.2). This means that only the even-dimensional cohomology groups of CPm−1
are non-trivial. On the other hand, the volume form of S2m−1 is a (2m − 1)-form, i.e., a form of odd degree. Since
the U(1)-equivariant cohomology of S2m−1 is equivalent to the ordinary cohomology of CPm−1, we conclude that
an equivariant extension of ω2m−1 does not exist for this U(1) symmetry (if such an extension did exist, then it would
imply the existence of a non-trivial closed form of odd degree on CPm−1, but no such form exists).
C.2 Chern character on CPm







for the specific case of X = CPm (complex projective space with m complex dimensions). When the field strength F
satisfies the Dirac quantization condition of Eq. (4.5.5) in Sec. 4.5 we find that the integral can be equal to one. This
answer is already well-known, but it provides a nice example of the need for the peculiar quantization of the CS level
on generic manifolds, as we discussed in Sec. 4.5.
To compute the integral in Eq. (C.2.1) we are going to need some background information about the complex
projective space CPm. We choose to follow the discussion in Ref. [56]. Note that in this section we depart from
previous notation and use an overline z¯, and not a star, to denote the complex conjugate of a complex number z. For
CPm the second Betti number is b2 = dim[H2(X,R)] = 1, meaning thatCPm has a single non-trivial two-cycle. This
two-cycle, which we call C, is essentially a copy of CP1. To understand this two-cycle, and the element of H2(X,R)









D2 [Dδab − z¯azb] , (C.2.3)
and





Here za, a = 1, . . . ,m, are complex coordinates which each take values on the whole complex planeC. The indices of
za can be raised and lowered with δab and δab, and as usual there is an implied sum over any index which appears once
in a lower position and once in an upper position in any expression. The quantity gab is known as the Fubini-Study
metric and it satisfies g¯ab = gba. In addition we have dK = 0, so K is closed. That K is closed follows immediately




∂∂ ln(D) , (C.2.5)
where ∂ ≡ ∂zadza, ∂ ≡ ∂zadza are the Dolbeault operators (on any Ka¨hler manifold one has K = i2∂∂ρ, where
the function ρ is called the Ka¨hler potential). Since the exterior derivative decomposes as d = ∂ + ∂, and since the
Dolbeault operators satisfy ∂2 = ∂
2
= {∂, ∂} = 0, we immediately see that dK = 0. Hence, the Ka¨hler form is
closed. However, it is not exact, and we will use it in order to write down non-trivial configurations of F on CPm.
The Ka¨hler form K is a representative of the non-trivial element of H2(X,R). In the coordinate patch that we
have chosen (in which K takes the form shown in Eq. (C.2.2)) we can take the non-trivial two-cycle C to be any one
of the m complex planes whose coordinates are za. For example let us take C to be the z1 plane. In that plane (with









If we introduce the real coordinates x1 and x2 by z1 = x1 + ix2 then we have dz1 ∧ dz¯1 = −2idx1 ∧ dx2, and










= pi . (C.2.7)
We learn from this that a normalized form with unit flux through C is Kpi , so we should set F2pi = Kpi or just
F = 2K , (C.2.8)
in order to satisfy the Dirac quantization condition of Eq. (4.5.5).












a1 ∧ dz¯b1 ∧ · · · ∧ dzam ∧ dz¯bm
m∏
r=1
[Dδarbr − z¯arzbr ] . (C.2.10)
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To simplify this, first note that
dza1 ∧ dz¯b1 ∧ · · · ∧ dzam ∧ dz¯bm = a1···amb1···bmdz1 ∧ dz¯1 ∧ · · · ∧ dzm ∧ dz¯m . (C.2.11)
Now we have to contract a1···amb1···bm with the product
m∏
r=1
[Dδarbr − z¯arzbr ] . (C.2.12)
When expanded out this product contains 2m terms. However, most of these terms contain two or more factors of
z¯arzbr , for example a term might contain two of them such as z¯a1zb1 z¯a2zb2 . All such terms with two or more factors
of z¯arzbr will vanish when contracted with 
a1···amb1···bm because of the anti-symmetry of the Levi-Civita symbol,









δarbr = m!Dm . (C.2.14)


















[Dδarbr − z¯arzbr ] = m!Dm−1 , (C.2.17)






dz1 ∧ dz¯1 ∧ · · · ∧ dzm ∧ dz¯m
Dm+1 . (C.2.18)
To do the integral over CPm we now introduce 2m real coordinates xj , j = 1, . . . , 2m, defined by zj = x2j−1 +
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= m! A2m−1 1
2m
= pim , (C.2.19)







= 1 . (C.2.20)
C.3 From BIQH to BTI states via dimensional reduction
In this Appendix we discuss a dimensional reduction procedure which allows one to generate a BTI state in 2m − 2
dimensions from a BIQH state in 2m− 1 dimensions. The procedure is carried out at the level of the effective action
Seff [A] and is similar, but not equivalent to, the procedure used in Ref. [8] to obtain the time-reversal invariant
topological insulator in four dimensions from an Integer Quantum Hall state of fermions in five dimensions.
To start, we imagine separately gauging the U(1) symmetry associated with each species of “boson” b` (` =
1, . . . ,m) in the NLSM description of the BIQH state in 2m− 1 dimensions. That is, we consider an O(2m) NLSM
describing a BIQH state, and we study this state with a U(1)m symmetry which acts on the bosons as
b` → eiξ`b` , ` = 1, . . . ,m , (C.3.1)
where ξ` are a set of m independent gauge transformation parameters. We then couple this system to m U(1) gauge
fields A(`)µ .
In this Chapter we have not calculated the response of the O(2m) NLSM when this U(1)m subgroup is gauged.
However, from our results in this Chapter we can make an argument for what the general form should be. The effective
response action Seff [A(1), . . . , A(m)] should have at least two properties: (i) it should reduce to a CS response with
level N2m−1 = m! for the gauge field A if we set A(`) = A ∀`, and (ii) it should be invariant under any permutation
of the labels ` of the different gauge fields. The second property follows from the fact that the action for the O(2m)
NLSM is invariant under any permutation of the labels ` of the bosons b`. This fact is not completely obvious, and so
we prove it now.
213
The O(2m) NLSM with theta term or WZ term is invariant under the action of the alternating group A2m of even
signature permutations of the labels a = 1, . . . , 2m of the components na of the NLSM field n. Now the permutations
of the labels ` = 1, . . . ,m of the bosons b` consist of two transpositions in the symmetric group S2m. This is because
a permutation which swaps ` with `′ must swap n2`−1 with n2`′−1 and n2` with n2`′ . Since the signature of a
permutation σ in the symmetric group is given by sgn(σ) = (−1)NT , with NT the number of transpositions in σ,
it immediately follows that the permutations of the boson labels ` are contained within the group A2m. This proves
property (ii).
Using properties (i) and (ii) we can now argue that the response action for a gauged U(1)m symmetry must take
the form
Seff [A






A(1) ∧ dA(2) ∧ · · · ∧ dA(m) + permutations
)
. (C.3.2)
IfM has no boundary then we can integrate by parts and write this simply as
Seff [A





A(m) ∧ dA(1) ∧ · · · ∧ dA(m−1) , (C.3.3)
or we could choose some other ordering of the gauge fields A(`). We now describe the dimensional reduction pro-
cedure which allows one to derive the electromagnetic response for the BTI state in 2m − 2 dimensions from this
response action for the BIQH state in 2m − 1 dimensions. For concreteness we work on flat spacetime with spatial
coordinates xj , j = 1, . . . , 2m− 2.
To obtain the BTI state from the higher dimensional BIQH state we first compactify the space by wrapping the
x2m−2 direction into a circle, which turns the space R2m−2 into the “cylinder” R2m−3 × S1. We then thread a pi flux
of the gauge field A(m) through the hole in the cylinder, and finally shrink the circumference of the cylinder to zero.
This leaves us with a response action for a phase in 2m − 2 spacetime dimensions. Mathematically, this procedure
assumes the following configuration of gauge fields A(`): (i) A(`) ` = 1, . . . ,m − 1, are independent of x2m−2 and
have their last component A(`)µ=2m−2 equal to zero, (ii) the components A
(m)
µ , µ = 0, . . . , 2m − 3, of the mth gauge
field are equal to zero, and (iii) the last component of A(m) satisfies
∫
dx2m−2 A(m)2m−2 = pi.
Under these assumptions the effective action for the BIQH phase with gauged U(1)m symmetry reduces as
Seff [A




dA(1) ∧ · · · ∧ dA(m−1) . (C.3.4)
If we now break the remainingU(1)m−1 symmetry of this phase down toU(1) by settingA(`) = A for ` = 1, . . . ,m−
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1 then we obtain (with F = dA)
Seff [A





which is a response action of the form of Eq. (4.2.2) with response parameter Θm−1 = pi(m − 1)!k. This is exactly
the response action for a BTI phase in 2m − 2 dimensions, so the dimensional reduction procedure described here
does allow one to obtain the BTI response action from the BIQH response action in one higher dimension.
The main difference between the dimensional reduction procedure shown here and the procedure used in Ref. [8]
is that in our procedure we only thread pi flux of one flavor ` of gauge field A(`) through hole in the cylinder. On the
other hand, the procedure in Ref. [8] (in which there is only a single U(1) gauge field A) is equivalent to threading pi
flux of all the gauge fields A(`). This second method does not give the proper quantization of the parameter Θm−1 for
the BTI phase in one lower dimension. The answer turns out to be too large by a factor of m. The physical reason for
the different dimensional reduction procedure needed to go from BIQH to BTI states can be seen from our alternative
calculation in Sec. 4.4 of the BIQH response. There we showed that threading 2pi flux of the external gauge field A
generates a vortex in allm bosons b`, and so it createsm excitations. This explains why the more familiar dimensional
reduction procedure of threading pi flux for A gives an answer which is m times too large.
C.4 Dimensional reduction formulas for theta terms in nonlinear sigma
models
In this section we derive a general dimensional reduction formula for theta terms of O(D + 2) NLSMs in D + 1
dimensions. The formula shows how the theta term of the NLSM can reduce to a theta term for a lower-dimensional
NLSM when evaluated on a “defect configuration” of the NLSM field. The formula we derive applies to any spacetime
dimension D + 1, and defects of any codimension, with the simplest cases being vortices and hedgehog defects. The
physical content of the dimensional reduction formula can be summarized in the following way: a topological defect
of (spatial) co-dimension (q + 1) in an O(D+ 2) NLSM with theta term can trap an O(D− q+ 1) NLSM with theta
term in its core. The theta angle of the lower-dimensional NLSM is related to that of the original NLSM in a simple
way which we calculate below. We use a special case of this formula in the last subsection of Sec. 4.4 to study vortices
in the NLSM description of the BIQH state, but the general result presented in this Appendix should be very useful for
working with these models. Dimensional reduction of topological terms in NLSMs was also considered in Appendix
C of Ref. [188], but to the best of our knowledge the general formula presented in this Appendix has not appeared
before in the literature. Finally, we also remark that the formula presented here can also be used when WZ terms are
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present, as the form of the WZ term is similar to the form of the theta term.







for a NLSM with field n(t,x) in D + 1 spacetime dimensions, where t represents the time, and x = (x1, . . . , xD)
represents the spatial coordinates. Here ωD+1 is the volume form for the sphere SD+1 which was introduced in
Eq. (4.3.6). The integral is over (D+1)-dimensional Minkowski spacetimeRD,1. To describe the defect configurations
considered here, we first decompose the total spacetime as
RD,1 = Rq+1 × RD−(q+1),1 , (C.4.2)
and we further decompose the first factor into (q + 1)-dimensional spherical coordinates as
Rq+1 = [0,∞)× Sq . (C.4.3)
Here q is a positive integer which is going to be related to the codimension of the defect in the NLSM field.
We introduce coordinates r ∈ [0,∞) and s = (s1, . . . , sq) to parametrize Rq+1 = [0,∞)×Sq . The precise nature
of the coordinates s for Sq will not be important to us here. We also use t and y = (y1, . . . , yD−(q+1)) to denote the
remaining coordinates on RD−(q+1),1. The defect configuration we consider takes the form
n(t,x) = {sin(f(r))N(t,y), cos(f(r))m(s)} , (C.4.4)
where N is a (D− q+ 1)-component unit vector which depends only on the coordinates (t,y) for RD−(q+1),1, m is a







r→∞ f(r) = 0 . (C.4.6)
Physically, this form of n describes a defect of spatial codimension q + 1 in which the field m takes on a non-trivial
configuration on the sphere Sq . The field N then describes a lower-dimensional NLSM which lives in the core of this
defect, and the core size is controlled by the profile of the function f(r). The non-triviality of the configuration of m
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After some algebra one can show that the pullback n∗ωD+1 of the volume form for the original NLSM field n will
reduce on this configuration as
n∗ωD+1 → (−1)(D−q)(q+1)+1[sin(f(r))]D−q[cos(f(r))]qf ′(r)dr ∧m∗ωq ∧N∗ωD−q . (C.4.8)
This formula can be derived from the formula for n∗ωD+1 by using the fact that wedge products of the differential
of any coordinate with itself will vanish. This fact strongly constrains the terms which survive in n∗ωD+1 once one
assumes that n is in the defect configuration of Eq. (C.4.4). Now we just need to do the integrals over the radial
















Combining this with Eq. (C.4.7) for the winding of the defect in the m field, we find that the theta term of Eq. (C.4.1)














where the effective theta angle for the lower-dimensional NLSM is
θeff = (−1)(D−q)(q+1)nq θ , (C.4.11)









So we see that on this defect configuration the original theta term for n has reduced to a theta term for the field N
which lives in the core of the defect. In addition, from Eq. (C.4.11) we see that the theta angle θeff for this lower-
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dimensional NLSM is simply related to the original theta angle by a sign factor (−1)(D−q)(q+1) and by multiplication
by the winding number nq of the defect in m.
C.5 Electromagnetic Response of O(2) NLSM in one spacetime dimension
In this Appendix we derive the electromagnetic response of the O(2) NLSM with theta term, which represents an
analog of the BIQH state in 1 spacetime dimension. In the last subsection of Sec. 4.4 we presented an alternative
derivation of the electromagnetic response of the O(2m) NLSM with theta term at θ = 2pik in 2m − 1 dimensions,
in which we were able to relate the level N2m−1 of the CS term in the response for the O(2m) NLSM to the level N1
for the response of the O(2) NLSM at θ = 2pik. Specifically, we found that the two levels were related as
N2m−1 = (m!)N1 . (C.5.1)
We now derive the formula
N1 = −k , (C.5.2)
for the O(2) NLSM with θ = 2pik, which we then use to complete our alternative derivation at the end of Sec. 4.4 of
the formula N2m−1 = −(m!)k for the CS response of the O(2m) NLSM with θ = 2pik.
We begin the derivation by parameterizing the O(2) field as n = {cos(ϕ), sin(ϕ)} or as b1 = eiϕ in terms of the















Here we have made the calculation as concrete as possible by considering a finite time interval [0, T ), and we assume
periodic boundary conditions for the boson b1 in the time direction. This leaves open the possibility that ϕ can wind
around the time direction, i.e., we can have configurations in which ϕ(t + T ) = ϕ(t) + 2pin for an integer n. As
in the higher-dimensional cases, we will be interested in the limit g → ∞. In this one-dimensional case this limit
just projects onto the ground state (or states) of this quantum mechanical system (in higher dimensions g → ∞
corresponds to the disordered phase of the model).
The U(1) symmetry which acts on b1 as b1 → eiξb1 then acts on ϕ as
U(1) : ϕ→ ϕ+ ξ . (C.5.4)
We would now like to couple ϕ to a U(1) gauge field A = Atdt. For the boundary conditions we are considering we
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can write At in the general form
At = At + δAt , (C.5.5)






dt δAt = 0. This is equivalent to the statement that the closed form A can be written
as an exact part plus a piece which has a non-vanishing integral around the non-trivial one-cycle in the time direction,
since we assumed periodic boundary conditions in time. We can always remove the exact part δAt from At by a small
U(1) gauge transformation ϕ → ϕ + ξ, A → A + dξ with ∫ dξ = 0. Therefore we will just work with the constant
part At in what follows.













however, there is one subtle point here. This action is invariant under small and large U(1) gauge transformations,
where by a large U(1) gauge transformation we mean a transformation in which
∫
dξ 6= 0. Now if we only cared













which does not involve minimal coupling inside the theta term. This form is more relevant in cases in which one is
interested in enforcing certain discrete symmetries at the expense of large U(1) gauge invariance, as could be the case
in the investigation of global anomalies in discrete symmetries of this theory at θ = pi (compare with the discussion
for fermionic systems in one dimension in Ref. [76]). This could be relevant for studies of the boundary states of
SPT phases in two spacetime dimensions. In our case, however, we are interested in the O(2m) NLSM in 2m − 1
dimensions as a low-energy description of a bosonic lattice model which can be coupled to a compact U(1) gauge
field, and so we gauge the theory in such a way as to preserve this large U(1) gauge invariance. With these remarks in
mind, we now proceed with the computation.








+ pAt . (C.5.8)
To quantize, we impose the commutation relations [ϕ, p] = i (we set ~ = 1 here), and we use the Schrdinger
representation p = −i∂ϕ. The eigenfunctions of p and H are then the Fourier modes ψn(ϕ) = 1√2pi einϕ, n ∈ Z.
We now restrict ourselves to the case of θ = 2pik and g → ∞, which is the case for which we are trying to calculate
the electromagnetic response. Then the ground state is ψk(ϕ) = 1√2pi e
ikϕ ≡ 〈ϕ|G.S.〉, and the energies of all other
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states are pushed up to infinity (because we take the g → ∞ limit). Then the partition function (vacuum-to-vacuum
transition function) in this case is
Z[A] = 〈G.S.|e−iHT |G.S.〉 = e−ikTAt , (C.5.9)




dt At = e−ik
∫
A . (C.5.10)
The effective action is then
Seff [A] = −i ln(Z[A]) = −k
∫
A , (C.5.11)
from which Eq. (C.5.2) immediately follows. Finally, we note that Z[A] can also be obtained by taking the g → ∞
limit of the trace tr[e−iHT ], if we give the time a small imaginary part T → T − i (with  real and positive) such that







where the limit g →∞ should be taken first.
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Appendix D
Supplement to Chapter 5
D.1 Classical mechanics and phase space path integral for general
Hamiltonian systems
In this appendix we review the symplectic geometry formulation of classical Hamiltonian mechanics, closely following
the discussion in Ch. 11 of Ref. [221]. We use this formalism in Sec. 5.3 of the Chapter to aid in the evaluation of the
partition function for a gauged NLSM with WZ term which describes the (0 + 1)-dimensional boundary of the BTI
state in 1+1 dimensions. The symplectic geometry formulation of Hamiltonian mechanics is a geometric formulation
in terms of a phase space M (a closed, orientable, smooth manifold) equipped with a symplectic form ω. We take
M to have dimension 2n, where n is an integer greater than or equal to one. The symplectic form ω is a closed,
non-degenerate two-form onM. In a system of local coordinates ma onM, in which ω = 12ωab(m)dma ∧ dmb, the
non-degeneracy condition is equivalent to the condition that the components ωab(m) are the elements of an invertible
matrix. We use the notation m = (m1, . . . ,m2n) to refer to the entire collection of phase space coordinates, and we
use Latin indices near the beginning of the alphabet to label the components of general tensor fields onM. We also
use the notation ∂a ≡ ∂∂ma and m˙a ≡ dm
a
dt in what follows.
To start, for any function f on phase space we define an associated vector field vf by the equation
df = −ivfω , (D.1.1)
where ivω = vaωabdmb denotes interior multiplication of the form ω by the vector field v. The components of vf
then take the form
vaf = ω
ab∂bf , (D.1.2)





We see that the symplectic two-form ω must be non-degenerate for this to work.
The Poisson bracket of two functions f and g on phase space is then defined by1
{f, g} = ivg ivfω . (D.1.4)
In a system of local coordinates the Poisson bracket has the form
{f, g} = ωab∂bf∂ag . (D.1.5)
For a given Hamiltonian function H , Hamilton’s equations are equivalent to the single equation
dH = −ivHω , (D.1.6)
where vH is the vector field whose components are the time derivatives of the phase space coordinates,
vH = m˙
a∂a . (D.1.7)
Finally, in each coordinate patch onM we can write
ω = dϑ , (D.1.8)
where the one-form ϑ = ϑa(m)dma is known as the symplectic potential.
Next, we review the form of the phase space path integral for the partition function Z(T ) = tr[e−iHT ] of the
quantum mechanical system obtained via quantization of the classical system defined by the triple (M, ω,H). Here
the trace is over the Hilbert space of the quantum mechanical system. As is reviewed in Sec. 4.1 of Ref. [208], the








 eiS[m] , (D.1.9)





a −H(m)] . (D.1.10)
1The placement of vf and vg on the right-hand side of this equation is not a typo. We are using the non-traditional definition of the Poisson
bracket from Ref. [221].
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The path integral is taken over all field configurations ma(t) with periodic boundary conditions ma(0) = ma(T ) on
the interval [0, T ). The space of all such configurations is known as the loop space LM of the phase space manifold
M. In addition, [d2nm] denotes a flat measure on phase space at all points in time. The nontrivial geometry of the




into the path integral. This factor can be understood by noting that the 2n-form ω
n
n! provides a natural volume form
(the Liouville measure) onM, and also by making use of the formula ωnn! = Pf[ωab]dm1 ∧ · · · ∧ dm2n.
The first term in the action can also be recast into a form which is very similar to a WZ term. Let us denote the
interval [0, T ) with periodic boundary conditions by S1T , the circle of circumference T . This circle is the spacetime
that our quantum mechanical system evolves on. To write the first term in the action in a WZ form, we first introduce
a two-dimensional manifold B which has S1T as its boundary, ∂B = S1T . Then we choose an extension m˜ of the field





















a appearing in the action looks very similar to a WZ term, in the sense that it
involves (i) an extended spacetime B, (ii) an extension m˜ of the field configuration m into B, and (iii) the integral
over B of the pullback of a closed form onM.
D.2 A brief introduction to equivariant localization for phase space path
integrals
In this appendix we give a brief review of the equivariant localization (EL) technique for the evaluation of certain
phase space path integrals of the form of Eq. (D.1.9) from Appendix D.1. We use the EL technique in Sec. 5.3 to
evaluate the partition function for a gauged NLSM with WZ term which describes the (0 + 1)-dimensional boundary
of a BTI state in 1+1 dimensions. Our presentation in this appendix is based on the discussion in Sec. 4 of Ref. [208].
We also give a brief discussion on how one can define the Pfaffians of infinite-dimensional operators which appear in
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the formulas obtained by applying the EL technique.
The EL technique for phase space path integrals can be thought of as an infinite-dimensional generalization of the
finite-dimensional integration formulas derived in Refs. [222–224]. In this Chapter we only use the simplest version
of the EL technique. The path integral formula which follows from this particular version of the EL technique is some-
times referred to as the “WKB” localization formula. This basic version of the EL method and several generalizations
of it (in particular the “Niemi-Tirkkonen” formula) were developed in Refs. [204–207]. Stone’s Chapter [225] on a
hidden supersymmetry in the quantum mechanics of spin can be seen as a herald for the developments on the EL tech-
nique for phase space path integrals which followed soon after. The application of the EL technique to systems with
a two-dimensional phase space, which is the case of interest in this Chapter, was considered in detail in Ref. [226].
Finally, some issues related to the regularization of determinants and Pfaffians appearing in the EL formulas were
greatly clarified by Miettinen in Ref. [227].
In the context of the EL technique, the word “localization” refers to the fact that although the path integral in
question ostensibly gets contributions from all possible field configurations, the final result only depends on contri-
butions from a very small subset of these configurations. Thus, the integral “localizes” to a sum or, in some cases, a
finite-dimensional integral over this subset of all field configurations. The word “equivariant” refers to the fact that the
mechanism responsible for the localization of the integral is best understood in terms of the equivariant cohomology
of the manifold that one is integrating over [224]. In the case of the phase space path integrals considered here this
turns out to be the U(1)-equivariant cohomology of the infinite-dimensional loop space LM of the classical phase
spaceM.
The basic idea of the EL technique is as follows. First, to apply the EL technique we need to start with a classical
system possessing a U(1) symmetry. It turns out that this U(1) symmetry “lifts” to a supersymmetry of the phase
space path integral. This supersymmetry is then used to construct a one parameter family of equivalent path integrals
parametrized by λ ∈ [0,∞), with the original path integral of interest corresponding to λ = 0. The supersymmetry
guarantees that the path integral at any value of λ is equivalent to the original path integral. Therefore, the original
path integral can be computed by taking the opposite limit λ → ∞. In this limit the path integral simplifies dra-
matically, getting contributions only (in the cases considered here) from the field configurations which correspond to
time-independent solutions to the classical equations of motion. One says that the path integral localizes onto these
configurations. We now outline the main ideas behind the EL technique in more detail, closely following Sec. 4 of
Ref. [208].
To start, we assume that it is possible to define an action of the group U(1) on the phase space M. Let v =
va(m)∂a be the vector field which generates the U(1) action, in the sense that under a U(1) transformation by the
small angle ξ the phase space coordinates transform as ma → ma + ξva. On M there is a Hamiltonian function
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H(m) which is naturally associated with this vector field, and which is determined by v and ω via the equation
dH = −ivω . (D.2.1)
Note that this is just Eq. (D.1.1) with the function f taken to be the Hamiltonian. We choose this specific Hamiltonian
to describe the dynamics of the system that we consider in what follows. With this choice of Hamiltonian, the action
for our dynamical system will also have a U(1) symmetry. Finally, we will need a Riemannian metric gab(m) onM
which is invariant under the U(1) action generated by v. This is equivalent to the requirement that v is a Killing vector
for the metric, i.e., gab and va should satisfy the Killing equation
vc∂cgab + gac∂bv
c + gbc∂av
c = 0,∀ a, b . (D.2.2)
The path integral in Eq. (D.1.9) involves an integration over the loop space LM of M, which is spanned by
the T -periodic functions ma(t) which, for each t, represent a point on M. We now introduce an additional set
of Grassmann-valued fields ηa(t) which also obey periodic boundary conditions. The space of these new fields is
equivalent to the loop space of Λ1M, the vector space of one-forms onM, and this space is denoted by LΛ1M. The
interpretation in terms of Λ1M is due to the fact that at each time t the anticommuting fields ηa(t) can be regarded as
a basis of one-forms onM. Using the rules for integration over real Grassmann variables, the new fields ηa(t) can be













and where the integration is now over the “super loop space” LM⊗ LΛ1M. One should compare Eq. (D.2.3) with
the original expression Eq. (D.1.9) for Z(T ).


















V aS [m(t); t] = m˙
a(t)− va(m(t)) . (D.2.7)








on the loop space. To understand the physical significance of the components V aS [m(t); t], note that the classical





S [m(t); t] = 0 , ∀ a . (D.2.9)
Since ω is non-degenerate, the classical equations of motion are equivalent to the equations V aS [m(t); t] = 0, ∀ a. The
operator dL can be interpreted as an exterior derivative on LM, and iS has the interpretation of interior multiplication
by the loop space vector field V S .
In terms of these operators we now define the loop space equivariant exterior derivative
QS = dL + iS . (D.2.10)
The square of this operator can be interpreted as a loop space Lie derivative (acting on loop space differential forms)
along the loop space vector field V S ,
LS ≡ Q2S = dLiS + iSdL . (D.2.11)
Some algebra shows that
QS(S[m] + Ω[m,η]) = 0 , (D.2.12)
which means that the integrand in the path integral is equivariantly closed (i.e., closed under the action of the equiv-
ariant exterior derivative). To prove this relation one needs to use the fact that ω is closed as an ordinary two-form on
M, and also Eq. (D.2.9) relating V S to the classical equations of motion.
The closure of the integrand can be interpreted in terms of a supersymmetry (SUSY) of this system which is
generated by the “supercharge” QS . In particular, Eq. (D.2.12) implies that the path integral for Z(T ) is invariant








where  is a constant Grassmann parameter. An explicit calculation gives QSma(t) = ηa(t) and QSηa(t) =
V aS [m(t); t], so we know the exact form that this SUSY transformation takes. The next step towards establishing
localization of the path integral is to use the supersymmetry to deform the path integral by adding a suitably chosen





where Ψ[m,η] is some functional of m and η which will be required to satisfy
Q2SΨ[m,η] = 0 . (D.2.15)
If we can find such a functional Ψ[m,η], then we can show that Z(T, λ) is actually independent of λ by the













= 0 . (D.2.16)
The second line follows from the first since the argument of the exponential is annihilated byQS (and this requires that
Q2SΨ = 0). Finally, the third line follows from the second due to an infinite-dimensional version of the statement that
the integral of a total derivative is zero. In the infinite-dimensional case this is only true if the path integral measure
is invariant under the action of QS , but that is the case here. An alternative explanation of the λ-independence of this
integral, which uses a Ward identity associated with the symmetry generated by QS , can be found in Ref. [208].
The arguments from the last paragraph show that the original partition function Z(T ) is equal to the deformed
partition function Z(T, λ) for any value of λ. The final step in establishing the localization of Z(T ) is to pick a
particular functional Ψ[m,η] such that the λ → ∞ limit of Z(T, λ) becomes easy to evaluate. There are various








One can check that this functional satisfies Q2SΨ[m,η] = 0, but the derivation relies on the fact that v is a Killing
vector for the metric gab.
Using this particular choice of Ψ[m,η], one can now show that the path integral Z(T ) localizes to a sum over
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contributions from the field configurations in the set
LMS = {m(t) ∈ LM | V aS [m(t); t] = 0, ∀ a} , (D.2.18)
which is the set of all T -periodic solutions to the classical equations of motion. To motivate this, we simply note that







S [m(t); t] . (D.2.19)
Now QSΨ[m,η] appears in the exponential of the path integral multiplied by a factor of −λ, which means that in the
limit λ → ∞, this term becomes a delta function which restricts the path integral to only those field configurations
where V aS [m(t); t] = 0.
The final result of the EL calculation is the formula








where the infinite-dimensional operator O has matrix elements






= δab∂t′δ(t− t′)− ∂avc(m(t))δcbδ(t− t′) , (D.2.21)
and where the notation “∼” indicates equivalence up to infinite products of constant (but λ-independent) factors. The
final formula Eq. (D.2.20) is famously equivalent to the stationary-phase approximation to Z(T ), but where the sum is
taken over all T -periodic solutions of the classical equations of motion, and not just the solution which minimizes the
action. In favorable cases there are a finite number of solutions m(t) ∈ LMS , and the partition function reduces to
a sum of finitely many terms. In addition, the Pfaffians appearing in this expression can be computed using standard
regularization techniques (see, for example, Ref. [227]), as we discuss in Appendix D.3 for the examples considered
in this Chapter.
We note here that there is a typo in the presentation of this formula in several original references on the EL
technique. The formula presented here is the correct one and it can be found in this form in Eq. 3.13 of Ref. [205] and
Eq. 13 of Ref. [227], for example. Note, however, that we present this formula in terms of an operatorO which has all
indices down, Oab(t, t′). We find that this presentation makes more sense since typically one considers the Pfaffian of
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an antisymmetric bilinear form Oab and not a linear operator Oab which happens to be antisymmetric. In addition, in
the infinite-dimensional case one needs to also properly define the Pfaffian, and with the index structure that we have
chosen it is possible to define this Pfaffian in terms of a fermion path integral as we now discuss.
The Pfaffian of a 2n× 2n antisymmetric matrix Oab is a well-defined object, in the sense that there is an explicit
formula for it. One way of computing the Pfaffian is by Grassmann integration. If ηa, a = 1, . . . , 2n, are a set of 2n







provided that we define the measure as d2nη = dη1 · · · dη2n. We therefore propose that in the infinite-dimensional












where ηa(t) are the Grassmann-valued fields with periodic boundary conditions that we considered earlier in this










where the Fourier coefficients ηam are ordinary Grassmann numbers. We also need to define the path integral measure.













however, the definition of the measure is ambiguous because different orderings of the terms will lead to answers
which differ by an overall sign. This ambiguity is not important at this stage however, because we will eventually need
to regulate the result of the path integral in order to make sense of it. We consider the careful regularization of this
integral for specific examples in Sec. 5.3 of the main text and in Appendix D.3.
D.3 Evaluation of Determinants
In this appendix we compute the amplitude and phase of the regularized determinants det[D±]reg which are needed
for the calculation of the partition function Z[A] for the gauged boundary theory of the BTI state in Sec. 5.3 of this
Chapter. We use zeta and eta functions (to be defined below) to regularize the magnitude and phase, respectively, of
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these determinants. The application of zeta and eta function methods to the regularization of determinants appearing in
the context of EL calculations was discussed in detail by Miettinen in Ref. [227]. In particular, Miettinen showed that
by defining the phase of the regularized determinant using the eta invariant of the operator in question, the character
formula for SU(2) (equivalent to the partition function for a spin in a constant magnetic field) could be obtained
directly from an EL path integral calculation, without the need to correct the final answer by hand using a so-called
“Weyl shift”2.










m∈Z(1−sgn(λ(±)m )) , (D.3.1)





T ± At, m ∈ Z. In Sec. 5.3 we also showed that a regularization of the infinite sum
∑
m∈Z 1 using the












m ) . (D.3.2)
In this appendix we show how zeta and eta function methods can be used to carefully define the amplitude and phase
in this formal expression for the determinant of D±.
We start with the calculation of the amplitude
∏
m∈Z |λ(±)m |. To be concrete, we first assume that At ∈ (0, 2piT ). In
this case we have ∏
m∈Z















































in the denominator on the left-hand side of Eq. (D.3.4) can be interpreted as det′[−i∂t],
where the prime indicates the determinant without the contribution from the zero mode. We can use zeta function
2For the spin J representation of SU(2), the Weyl shift refers to the replacement of J with J + 1
2
in the final answer obtained from the phase
space path integral.
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regularization [228] to assign a finite value to this determinant.
To apply zeta function regularization we first define a differential operator P with eigenvalues ( 2pimT )2, m > 0.









which is well-defined for Re[s] > 12 . Then the regularized version of the determinant of P is defined as
det[P]reg = e−ζ′P(0) , (D.3.7)
where ζ ′P(0) is the analytic continuation of ζ
′
P(s) to s = 0 (and the prime denotes a derivative with respect to s). In













ζ(0) + 2ζ ′(0) . (D.3.9)
Using the well-known values ζ(0) = − 12 and ζ ′(0) = − 12 ln(2pi), we find that ζ ′P(0) = − ln(T ), so that
det[P]reg = T . (D.3.10)




















More generally, suppose that At lies in the open interval ( 2pi`T ,
2pi`+2pi





+ at , (D.3.12)
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We now move on to the computation of the phase of the regularized determinants. First, for a complex number s




sgn(λ(±)m )|λ(±)m |−s , (D.3.14)
where we use the convention that sgn(0) = 1. This expression has a well-defined analytic continuation to s = 0,
known as the eta invariant, and we use this analytic continuation to define the regularized phase of the determinant in





= η±(0) . (D.3.15)
We focus our attention on the calculation of the eta invariant for D+. The calculation for D− is very similar.
First, recall that we are assuming thatAt lies in an open interval between two eigenvalues of−i∂t. This guarantees
that the operatorsD± do not possess any zero modes. In this case each term in η±(s) can be differentiated with respect
to At, since the value of sgn(λ
(±)
m ) does not vary as we move At within this open interval. After taking the derivative,
we find that (focusing on the case of D+)
dη+(s)
dAt
= −sζD2+( s+12 ) , (D.3.16)
where ζD2+(s) is the spectral zeta function for D2+, the square of the Dirac operator D+. This formula is in fact just a







2 ) . (D.3.17)
The spectral zeta function ζD2+(s) has a first order pole at s =
1
2 , which is due to the fact that the leading part of





). It then follows from
Eq. (D.3.17) that dη+(0)
dAt
is equal to minus the residue of ζD2+(s) at s =
1
2 . This residue can be computed using the
heat kernel expansion for D2+, and the residue turns out to be equal to the residue of the spectral zeta function for −∂2t
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and then an integration with respect to At gives
η+(0) = C+ − AtT
pi
, (D.3.19)
where C+ is an as yet undetermined constant.
The value of the constant C+ can be fixed uniquely by requiring the eta invariant to vanish when At lies halfway
between two eigenvalues of −i∂t (symmetry dictates that η+(s) for any s should vanish in this case). Let us assume
that At ∈ ( 2pi`T , 2pi`+2piT ) for some ` ∈ Z. Then we require η+(0) to vanish when At = 2piT (` + 12 ), which fixes
C+ = 2`+ 1. Therefore the eta invariant is given in this case by
η+(0) = 2`+ 1− AtT
pi
. (D.3.20)
For the Dirac operator D−, and still assuming that At ∈ ( 2pi`T , 2pi`+2piT ), all of the signs are reversed. We then find that
for At ∈ ( 2pi`T , 2pi`+2piT ), the eta invariants of the operators D± are
η±(0) = ±(2`+ 1)∓ AtT
pi
. (D.3.21)
As in Eq. (D.3.12), it is convenient to again write At = 2pi`T + at with at ∈ (0, 2piT ). Then in terms of at, the eta
invariants for D± take the form
η±(0) = ±1∓ atT
pi
. (D.3.22)
We see that the eta invariant only depends on the value of At modulo 2piT .
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