The concept of time correlation functions is a very convenient theoretical tool in describing relaxation processes in multiparticle systems because, on one hand, correlation functions are directly related to experimentally measured quantities (for example, intensities in spectroscopic studies and kinetic coefficients via the KuboGreen relation) and, on the other hand, the concept is also applicable beyond the equilibrium case. We show that the formalism of memory functions and the method of recurrence relations allow formulating a self-consistent approach for describing relaxation processes in classical multiparticle systems without needing a priori approximations of time correlation functions by model dependences and with the satisfaction of sum rules and other physical conditions guaranteed. We also demonstrate that the approach can be used to treat the simplest relaxation scenarios and to develop microscopic theories of transport phenomena in liquids, the propagation of density fluctuations in equilibrium simple liquids, and structure relaxation in supercooled liquids. This approach generalizes the mode-coupling approximation in the Götze-Leutheusser realization and the Yulmetyev-Shurygin correlation approximations.
systems, the simple, useful, and fairly fruitful methods are based on using two-time advanced and retarded Green's functions introduced by Bogoliubov and Tjablikov [2] [3] [4] [5] [6] [7] [8] [9] and also on using the mathematical toolbox of time correlation functions (TCFs) [10] [11] [12] [13] , distributions, moments, and cumulants [14] [15] [16] [17] . We do not discuss the full variety of existing methods for describing the dynamics of multiparticle systems here (hardly feasible for obvious reasons, and not the problem posed) and restrict ourself to considering the approach based on the concept of TCFs.
It is then very important that TCFs allow naturally realizing a statistical-probabilistic treatment of the system kinetics. Many experimentally measurable quantities are then expressed in terms of TCFs of the corresponding variables. As examples, we mention kinetic coefficients (viscosity, diffusion, heat conduction) and also responses measured in experiments in dielectric, optical, neutron, and X-ray spectroscopy and in nuclear magnetic resonance. For example, Zwanzig [11] notes that the significance of TCFs in solving problems in nonequilibrium statistical mechanics is comparable to the significance of partition functions and spatial two-point correlation functions because many properties can be expressed directly in terms of TCFs [11] ). In his statement, Zwanzig partly agrees with Berne and Harp [18] , who write in somewhat greater detail that time correlation functions have done for the theory of time-dependent processes what partition functions have done for equilibrium theory. The time-dependent problem has become well defined, but no easier to solve. One now knows which correlation function corresponds to a given time-dependent phenomenon.
Nevertheless, it is still extremely difficult to compute the correlation function" 1 (p.67 [18] ).
Although this was stated more than forty years ago, the relevance of this assertion is preserved for the simple reason of the lack of a rigorous general algorithm for calculating TCFs [2] . It hence becomes necessary to apply various theoretical approximations to the relevant TCFs based on assumptions of a certain TCF behavior to be reproduced by model functions (e.g., exponential, Gaussian [19] , hyperbolic secant [20] , a combination thereof, and so on). Such approximations underlie Loveseys viscoelastic model [19] , the generalized hydrodynamic model [21] , and the approximation of generalized collective modes [22] . These approximations are applied to either the original TCF or some TCF that occurs on a certain level in an infinite chain of kinetic equations, which is essentially equivalent to terminating the chain.
Although the above approximation allows proposing some interpretation of the experimental results, the absence of a manifest small parameter (e.g., as in the case of any dense liquids in the nonhydrodynamic domain) makes it difficult to adduce significant physical arguments substantiating the applicability of such approximations. It is then quite natural that interest is attracted to another, partly less rigorous approach in which the behavior of the TCF and/or its spectral features are determined self-consistently [23, 24] , without approximating the TCF by model functional dependences. This approach is based on theoretical models developed in the framework of the method of recurrence relations [14, [25] [26] [27] [28] , the mode-coupling approximation [29, 30] , and the YulmetevShurygin correlation approximations [31] [32] [33] [34] . Notably, this approach forms a unified base for developing microscopic theories of different relaxation processes in multiparticle systems. Here, following Frenkel [39] ,we restrict ourself to considering simple liquids, which we understand as one-component systems in which the particles 2 are identical and interact via a spherical potential.
In Sec. 2, we present a general derivation of kinetic integro-differential equations in the framework of projection operators. In Sec. 3, we discuss the method of recurrence relations, which, on one hand, can be regarded as an alternative to the projection operator technique but, on the other hand, can serve as the basis of a general self-consistent approach for describing relaxation processes in multiparticle systems. We present this approach in Sec. 4 , where we also demonstrate its application to the treatment of the simplest relaxation scenarios (such as Gaussian relaxation and a damped oscillating correlator), to the development of microscopic theories for calculating kinetic coefficients, and to the description of particle dynamics in equilibrium and supercooled simple liquids.
II. PROJECTION OPERATORS AND DYNAMICAL CORRELATIONS
We consider a system of N identical classical particles of mass m, inside a volume V with the number density n = N/V . The coordinates and velocities of the particles [ r (l) and v (l) ,
2 By the particles, we mean the structural elements of the system, i.e., atoms, molecules, colloid solution particles, etc. [35] ,whose dynamics satisfy the classical description [36] - [38] .
where l = 1, 2, . . . , 3N] constitute a 6N-dimensional phase space
on which dynamical variables are defined. For example, a dynamical variable can be chosen as the quantity characterizing the particle trajectory
the particle velocity v s (t) or the particle energy
[m -is the particle mass and U(r) -is the interparticle interaction potential), the local density
( k is the wave vector), local order parameters; [41] 
[n b (s) -is the number of particles within the first coordination sphere for particle s [42] ]; or local shear stresses
[N is the number of particles characterizing the local domain with N ≤ N].
In turn, the HamiltonianĤ defines the averaging operation A in terms of the phase
, where µ is the chemical potential.
In the Hilbert space, we can then define a scalar product with the set of dynamical variables
In addition, the Hamiltonian defines the time evolution by the map A → A(t) via the canonical equation of motion
A ≡ A(t = 0), where {Ĥ, . . .} is the Poisson bracket and the Liouville operator
is Hermitian. A formal solution of Eq. (8) has the form
where exp(iLt) is the evolution operator (or propagator) and F j is the total force acting on the jparticle. For the generality of the approach, we do not associate the variable A with any concrete physical quantity at this stage in our presentation.
We define the TCF of two variables as:
The Hermiticity of the Liouville operatorL implies the identity
whence some properties of the TCF directly follow [21] . First, using relation (12), we can
show that in the case of stationary processes, the equality
holds. Next, it follows from identity (12) that
We restrict ourself to considering the stationary case, where we define the normalized time autocorrelation function
with the properties:
Using the WienerKhinchin theorem [43] , we can show that the spectrum
is real and positive, φ(ω) ≥ 0.
Expanding the time evolution operator in the right-hand side of (10) in a series,
we obtain the short-time expansion of the TCF,
where ω (p) are the frequency moments of order p:
We define the projection operators
which have the properties
We act with the operators Π 0 and P 0 on Liouville equation (8) from the left. For convenience, we introduce the notation
Liouville equation (10) then becomes:
where we setL
Applying the Laplace transformation operatorLT to the second equation of system
we obtain
Doing the inverse Laplace transformation in Eq (34), we obtain
In accordance with property (26) we have
Substituting Eq. (35) in the first equation in system (30) , and using (36) we obtain the integro-differential equation:
Representing the operator Π 0 in the form
we find the properties of the operator S 0 :
We act with S 0 from the left consecutively on each of the three parts of expression (37) .
Then the left-hand side of (37) becomes:
and the first term in the right-hand side of (37) is
The integrand in (37) is
We find the equation of motion
which for the TCF becomes the kinetic integro-differential equation
The quantity
is the second dynamical variable orthogonal to A 0 :
The relation
defines the so-called first frequency parameter, which has the dimension of frequency squared.
As can be seen from (42) and (43), the explicit form of the frequency parameter ∆ 1 depends on the quantity chosen as the original variable A 0 . Finally,
is the so-called first-order memory function, which is a TCF of the variable A 1 and has all the properties in (16).
The sequence of procedures (29)- (41) is a standard derivation of a kinetic integrodifferential equation for the TCF φ 0 (t) from the equation of motion for a dynamical variable A 0 using projection operators. It is essential here that Eq.(41)was derived exactly. Such a derivation was first done by Zwanzig [44] and Mori [45] , and a similar realization of the method of projection operators later came to be known as the formalism of memory functions (or the ZwanzigMori formalism) [21] . We note that A 1 is also a dynamical variable defined on phase space (1), and its evolution is given by the corresponding Liouville equation of form (8) . Defining projection operators for A 1 similarly to (23) and repeating the sequence of actions in (29)- (41), we obtain a kinetic integro-differential equation for the TCF M 1 (t), which in turn involves a second-order memory function φ 2 (t), which is the TCF of a new variable A 2 , orthogonal to A 0 and A 1 .
The technique of projection operators allows separating the "proper motion" of the chosen dynamical variable A 0 and the effects due to the interaction of A 0 with a "flux" variable orthogonal to it, whose dynamics is related to other degrees of freedom. For example, in the case where A 0 is the particle velocity A 1 is related to a stochastic force that affects the motion of the particle via its interaction with the environment. The quantity A 1 directly enters the equation of motion for the original dynamical variable A 0 . Another contribution that also determines the evolution of A 0 , takes the correlations in the dynamics of A 1 and its interaction with the TCF φ 0 (t) into account. In accordance with this formulation, the behavior of A 0 (t) can become more regular as a result of the interaction between A 0 and A 1 , that has occurred at the preceding instants. The mechanism of this contribution, governing the system behavior and contributing to dissipation, is associated with the socalled statistical memory [11] , [46] , [47] .
As a result, the process is described in the orthogonal basis
where the variables have the property
ν, µ = 0, 1, 2, . . . and the basis construction procedure is identical to the GramSchmidt orthogonalization procedure [43] . The variables in the set A are related by the chain of integro-differential
which corresponds to the chain of kinetic integro-differential equations
The original process associated with the variable A 0 , 0 is no longer singled out here and is characterized by its interrelation with other processes occurring in the system. This can be seen especially clearly in the method of recurrence relations [25] , [26] , proposed by Lee [27] .
III. METHOD OF RECURRENCE RELATIONS
An important feature of the method of recurrence relations is that the system dynamics are here directly related to the properties of the relevant Hilbert space containing specific physical information [27, 47] . For example, the behavior of a selected dynamical variable is directly determined by the dimension and shape of the spatial and structure characteristics.
Similar ideas were expressed in works of Bogoliubov [48, 49] , Zubarev [12] , and Kubo [13] .
A. Basic recurrence relations.
Let the space S be the realization of an abstract Hilbert space [25, 26] , defined by its scalar product, also known as the Kubo product [13] (X,
where X, Y ⊂ S and (X, Y ) is called the relaxation function of X and Y . Here XY denotes averaging over the ensemble, defined by the formula
The dynamical variable A 0 (t) is a vector in this space and has the norm ||A 0 (t)|| = (A 0 (t), A 0 (t)). If the system is Hermitian, then the norm does not change during motion over the surface of the space S, i.e., ||A 0 (t)|| = ||A 0 ||. Hence, A 0 (t) can change only direction, but the length ||A 0 (t)|| must remain the same. As t increases, the vector A 0 (t) describes a trajectory on the surface of S defined by the properties of this space [25] .
The volume of S is determined by a full set of orthogonal basis vectors
which are linked by the so-called first recurrence relation:
,
The quantity d defines the dimension of the space. The basis vectors depend on the general properties of the scalar product for that space and are therefore physical characteristics of the system.
At an arbitrary instant t the vector A 0 (t) has projections on each basis vector f ν . We let φ (ν) (t) denote the magnitude of the projection of A 0 (t) on the ν-th basis vector at an instant t :
Following [27] , we can write an orthogonal decomposition for A 0 (t):
and define the initial condition for the dynamical variable
From Eq. (55) we then obtain the boundary conditions for φ (ν) (t = 0):
Comparing expressions (7), (15) and (54) we find that φ (0) (t) can be identified with the relaxation function
where
From (53) and (59) we can now obtain the so-called second recurrence relation [25, 26] :
Hence, while first recurrence relation (53) establishes a relation between dynamical variables, second relation (60) signifies a connection between the dynamics of different relaxation processes occurring in the system.
B. Continued fractions and integro-differential equations.
Applying the Laplace transformation operatorLT to second recurrence relation (60), we can obtain two equations
the simultaneous solution of which gives the continued fraction
Following [25] , we can define the quantity
Using relations(61) and taking (63) into account, we obtain
From (64) and (62) we then find
Applying the inverse Laplace transformation to (64), yields
Equation (66) corresponds to the first integro-differential equation in chain (49) [also see
Eq. (41)], where ψ (1) (t) is associated with the first-order memory function φ 1 (t),
The function ψ (1) is a projection of the variable A 1 (t) on the basis vector f 1 ,
Similarly to decomposition (55) we can write a decomposition for A 1 (t) [25, 26 ]
where the function ψ (ν) (t) determines the magnitude of the projection of the vector A 1 on the basis f ν at an instant t,
and also satisfies the boundary conditions
Hence, if the dynamics of A 0 occur in the space S, spanned by basis vectors 
IV. SELF-CONSISTENT APPROACH
The ZwanzigMori formalism suggests a possibility of describing the relaxation processes in multiparticle systems using a system of integro-differential equations. But the formalism does not offer any general algorithm for finding solutions of these equations. Hence, various theoretical approximations keep appearing based on presuming some particular behavior of the TCF to be reproduced by model functions: exponential [45] , Gaussian [19] , hyperbolic secant [20] , combinations thereof, and other model functions. Such approximations underlie the viscoelastic Lovesey model (Lovesey) [19] , the so-called generalized hydrodynamic model [50] , and the approach of generalized collective modes [22] .An entirely natural question to be asked here is whether a general self-consistent approach for finding the TCF φ ν (t)
can be developed without any recourse to guesswork and approximation of the relaxational behavior by some model dependences.
The need for developing such an approach is obvious because a priori approximations of the relaxational behavior of the TCF φ ν (t) frequently conflict with a number of physical principles. For example 1. the TCF spectral characteristics must satisfy sum rules [51] ;
2. the TCF must take finite values as follows from (16)- (18), and;
3. a rigorous and well-defined description of the dynamics is possible in an orthogonal basis [31] , [43] .
On the other hand, the method of recurrence relations (see Sec.III) suggests that the dynamics of the investigated system are completely determined by the frequency parameters ∆ ν (in particular, the structure characteristics determining the values of the frequency parameters). Hence, the problem of finding the original TCF φ 0 (t) is reducible to analytically calculating the frequency parameters ∆ ν , and estimating their values. Because the frequency parameters are directly related to dynamical variables [see (48) ], their number and values are determined by physical conditions in which the relaxation process associated with the dynamical variable A 0 is realized. For example, as can be seen from (62), high-frequency properties must be more pronounced in higher-order memory functions [47] . Three classes of physical situations can be selected where self-consistency can be realized in their description: conditions [52] , with (for example, the phase diagram domain under consideration, the size of a characteristic spatial scale, and so on), structure properties of the system [53, 54] , or other reasons [55, 56] . In this case, the solutions can relate to very diverse types of relaxational (typically, damped) behavior. The possibility of such a realization was first noted by Bogoliubov [48, 49] , who formulated the postulate of a hierarchy of relaxation times in condensed matter. A particular case of equalizing the time scales of different relaxation processes here leads to a straightforward realization of Bogoliubovs idea of a truncated description. The correlation approximations proposed by Yulmetyev [33, 34] , underlie some theoretical models in this class. We note that finding the relaxation function is also possible in this class when a relation between time scales in only a group of dynamical variables of the set A is known. In that case, the general behavior of φ 0 (t) can be characterized by complicated (nontrivial) temporal dependences and expressed as a functional of the frequency parameters:
Specific examples of relaxation processes in this class are the processes associated with microscopic one-particle and collective dynamics in equilibrium liquids [47, 57, 58] .
C. Relaxation of various processes associated with dynamical variables in the set A = {A 0 , A 1 , A 2 . . . , A ν , . . .}, manifests the similarity property
Here, finding φ 0 (t) is also possible in the case where full relaxation of the system occurs on a time scale much greater than the one under consideration, and the similarity property of relaxation is satisfied only for individual stages. This property allows obtaining solutions in the quasiequilibrium and nonequilibrium situations, where system relaxation occurs on a time scale exceeding the one under consideration (observed experimentally). A typical example is the structure relaxation in supercooled liquids and glasses near vitrification [29] , [30] , [59] [60] [61] .
Here, we consider examples corresponding to all three classes.
A. Finite set of dynamical variables.
We consider the case with a finite set of dynamical variables, i.e., the case where d is finite. Such a situation is realized under the condition A ν = 0 and ∆ ν = 0, and corresponds to nonergodic processes described by an undamped oscillating TCF.
1. Case ν = 2.
At ν = 2, 3 we have A 2 = 0 and ∆ 2 = 0. Continued fraction (62) then transforms into the system of two equations
which has the simple solutions
The correlation function of form (74) reproduces the behavior of an undamped harmonic oscillator. This situation is realized, for example, in the case of density fluctuations in a homogeneous electron gas at finite wave numbers k and temperature T = 0 [28] .Another example where such a case is appropriate is the dynamics of a chain of classical harmonic oscillators. Here, the time correlation function of the oscillator velocity, φ 0 (t) = υ(0) · υ(t) / υ(0) · υ(0) , is described by expression (74) [62] .
2. Case ν = 3.
In this case, the conditions A 3 = 0 and ∆ 3 = 0 hold. Fraction (62) then transforms into the system of equations
which can solved by the inverse Laplace transformation. As a result, we obtain the solutions
Expression (77) again corresponds to harmonic behavior of the TCF φ 0 (t), with the oscillation period determined by the frequency parameters ∆ 1 and ∆ 2 [14] .
It is obvious from the two cases considered above that an exact analytic solution for the correlation functions φ ν (t) can be obtained for any finite value of ν.
B. Infinite set of dynamical variables:
Relation between time scales.
Various behaviors of φ ν (t) are possible in the case where the dynamical variablesA = {A 0 , A 1 , A 2 . . . , A ν , . . .} form an infinite set. In this case, the damped character of autocorrelations is universal.
Gaussian relaxation.
Because the frequency parameters ∆ ν characterize a square relaxation scale
we consider the case where the frequency parameters ∆ ν are related by an arithmetic progression:
Continued fraction (62) then becomes
which in the temporal representation is the Gaussian function [63] φ 0 (t) = e −∆ 1 t 2 /2 .
As the best-known example here, we can adduce the relaxation of density fluctuations in an ideal gas and the relaxation associated with the one-particle dynamics in equilibrium liquids [21, 64] .
On the other hand, the exact correspondence between the frequency parameters established by relations (80) , suggests the possibility of a quantitative estimate of the deviation of the relaxation process from the Gaussian dependence by simple comparison of the parameters ∆ ν :
In the case of Gaussian relaxation, we have α n = 0, while deviations of the α n from zero characterize non-Gaussian behavior of φ 0 (t) [65] .
Damped oscillating correlator.
We consider a particular case where the frequency parameters are finite and take coincident values, which is associated with equalizing the characteristic time scales:
Applying the inverse Laplace transformation to expression (86), we obtain the TCF
where J 1 (. . .) is the Bessel function of the first kind. Such a relaxation occurs in processes with damped harmonic behavior. For example, expression (87)is an exact form of the autocorrelation function of the velocity of an impurity particle in a linear chain of identical harmonic oscillators [11, 46, 66] , where ∆ 1 = 2K/M and K is the coupling coefficient for neighboring particles (spring constant), and M is the mass of the impurity particle. Relaxation of the two-dimensional electron gas density at the temperature T = 0 and finite wave numbers k is also described by expression (87) (see [28] ).
The above examples clearly demonstrate that with the known relation between the corresponding relaxation scales τ ν−1 = ∆ −1/2 ν we can find the original TCF φ 0 (t), exactly and assess the properties of its frequency representation φ 0 (s).
3. Kinetic coefficients: Self-diffusion and the density of vibrational states in an equilibrium simple liquid.
The kinetic coefficients (diffusion coefficient D, shear viscosity η, and heat conduction coefficient λ T ) in one-component liquids P = {D, η, λ T } are related to correlation functions of the flux variables A 0 = { v, P xy , J ez 0 } by KuboGreens integral relations [21] of the general form:
where the Q factor is
Components of the pressure tensor are determined from the virial formula [67] :
where F ijα denotes the α component of the force acting between particles i and j, separated by a distance r ij . The heat flux can be evaluated from the expression
where U(r ij ) is the interparticle interaction potential [65] , [68] .
On the other hand, recalling thatφ AA 0 (s) is the Laplace transform of the TCF φ
2 , we can write (88) as
In accordance with the self-consistent approach, we assume that at some ν-th level of the relaxation hierarchy, the time scales τ
Then the kinetic coefficients can be expressed in terms of the eigenfrequency parameters:
which are to be calculated for each process in accordance with general definition (48) .
As an example, we consider finding the self-diffusion coefficient in a liquid inside a volume V , with N particles interacting via a spherical potential U(r). In that case, the quantity
is the particle velocity autocorrelation function, and ∆ vv j , j = 1, 2, . . ., are the corresponding frequency parameters. The spectral density of the velocity autocorrelation function yields the density G(ω),of vibrational states of the multiparticle system,
From (95) at ν = 1, we obtain
and g(r) is the radial distribution function of particles. The spectral density then becomes
At ν = 2, we find ∂U(r 1 )
∂U(r 1 ) r 1 ∂r 1
∂ ∂r
Here g 3 ( r, r 1 ) is the distribution function of three particles, and β r is the cosine of the angle between the vectors r and r 1 . We then find the density of vibrational states
where the frequency ∆ vv 3 contains two-, three-, and four-particle correlation functions [69] :
.
The density of vibrational states is here given by
4. Density fluctuations in equilibrium simple liquids.
Collective dynamics of particles in a liquid can be quantitatively characterized by the experimentally measured quantity, the dynamical structure factor S(k, ω), which is the Fourier image of the scattering function [21, [70] [71] [72] :
where S(k) is the static structure factor. In turn, the scattering function F (k, t) is the TCF of the local density N fluctuations for particles in the liquid:
where k = | k| is the wave number. Therefore, it is quite convenient to choose the original dynamical variable A 0 as [73] [74] [75] [76] [77] 
where r j (t) is the radius vector describing the position of the j-th particle at an instant t.
With recurrence relation (53) we obtain an infinite set of orthogonal dynamical variables [64] A
with TCFs of the form
which have properties (16).
We define normalized frequency moments of the dynamical structure factor:
Only even moments (p = 2, 4, . . .), take finite values, and odd moments vanish. From (53) , using the fact that the relation
holds for a fixed wave number k, we can obtain expressions that relate frequency moments ω (2j) (k) to the frequency parameters ∆ j (k):
Expressions of this form are also known as sum rules [51] .
Expressions for the frequency parameters ∆ j (k) follow from definition (48) with Eqs. (53) and (108) taken into account. For example, for the first three frequency parameters ∆ 1 (k), ∆ 2 (k) and ∆ 3 (k) we have [64] :
where U(k) denotes a combination of integral expressions that contains the interparticle interaction potential U(r) and the three-particle distribution function g 3 ( r, r ′ ). The full expression for U(k) is given in [78] (see. p. 870). We note that in addition to a considerable complication of the analytic expressions for frequency relaxation parameters ∆ 2 j (k) with the increasing order j, they also start involving equilibrium distribution functions of j-particle groups:
With the density fluctuations A 0 (k) = δρ(k)chosen as the original dynamical variable [see (108)]we can express A 1 (k) for k = 0 as
where the index l denotes the longitudinal component (parallel to k). For A 2 (k) and A 3 (k)
we find
The dynamical variable A 4 (k) is
We see from expressions (108), (116), (117), (118), (119) that with the local density fluctuation A 0 (k) chosen as the original dynamical variable, the function M 1 (k, t) is the TCF of the longitudinal momentum component fluctuations, M 2 (k, t) is directly related to the TCF of energy fluctuations, and so on. Therefore, in the limit of small wave numbers (k → 0),M 0 (k, t), M 1 (k, t) and M 2 (k, t)can be associated with the autocorrelators corresponding to three conserved hydrodynamic variables. The higher-order dynamical variables (A j at j ≥ 3) describe relaxation of more "complicated" processes, which contain crosscorrelations of the momenta, energies, fluxes, and so on. For example, the process characterized by A 3 (k), can be identified with fluctuations of the longitudinal energy flux [47] .
The description can be reduced in the framework of the postulate of equalizing time scales
In the simplest approximation that agrees with provisions of hydrodynamic theory, we assume that the relaxation times of the subsequent TCFs are comparable, in contrast to the scales of the first three dynamical variables A 0 , A 1 and
which is
Similarly to (62) from (85)- (87) we then obtain
and
Substituting (121) in (62) and taking (106) into account, we find the dynamical structure factor in the form
As can be seen from S(k, ω) in the domain of finite k corresponding to microscopic spatial scales is completely defined by the first four frequency parameters, which contain information about microscopic properties of the system and are expressed in terms of the interparticle interaction potential, and also two-, three-, and four-particle distribution functions [47, 79, 80] .
It is known that the dynamical structure factor spectra recorded in experiments on inelastic scattering of neutrons and X-rays in simple liquids involve not only the elastic component (at zero frequency) but also two symmetric inelastic peaks at the frequencies ±ω c = 0 (see, e.g., [81] ). Although the overall shape of the spectrum S(k, ω) at finite values of the wave number resembles the shape of the known hydrodynamic triplet observed in experiments on light scattering, the peaks are not distinctly separated in this case, in contrast to the hydrodynamic case [82] [83] [84] [85] [86] [87] . Inelastic properties of scattering spectra are manifested in the longitudinal flux TCF [88]
which is related to the dynamical structure factor as
In turn, relation (125) can be obtained from the equality
For one-component simple liquids, G J (k, ω) has a minimum at the zero frequency (ω = 0), and two high-frequency maxima (at ω = 0). The position and width of the maxima in the spectrum of G J (k, ω) are determined by solutions of the so-called dispersion equation
for s = s(k), where the expression for M 2 (k, s) follows from (121) in the form
In the general form, Eq. We introduce the dimensionless quantities
The condition for the existence of high-frequency peaks in Eq. (127) can then be written as
To analyze this equation, we consider the following limit situations:
1. The domain of the transition to the hydrodynamic limit satisfies the condition
which allows including the domain of conventionally small frequencies (large time scales).
The dispersion equation then becomes
Solving this equation in accordance with the Mountain scheme [89] , we obtain approximate solutions of the form
where the adiabatic speed of sound c s , the sound attenuation coefficient Γ, the temperature conductance D T and the ratio of specific heat capacities γ = C p /C v are related by the
where c 0 is the isothermal speed of sound. Expressions (134)in the limit of small wave numbers k correspond to the results of the hydrodynamic LandauPlaczek theory [90] . The real and imaginary parts of the first two solutions in (133) determine the position and width of the MandelshtamBrillouin doublet (see Fig. 1 ). 4 2. We consider the high-frequency domain (independent of the wave number k values) defined by the condition s 2 /∆ 4 (k) ≫ 1. In this case, the dispersion equation has the solutions
which reproduce the usual "instantaneous" solid-body response [50] .
As we can see from dispersion equation (127) and the obtained solutions (134)- (138), the width and position of side peaks in the spectra are completely determined by the four frequency parameters ∆ j (k) (j = 1, 2, 3 and 4). This is a direct indication that highfrequency spectral properties on microscopic spatial scales are determined by two-, three-, and four-particle correlations. Although the high-frequency dynamics can be considered a manifestation of solid-body properties, sufficiently large lifetimes of high-frequency excitations (compared with solid-body ones) are a characteristic feature of the dynamics of a liquid, where two-, three-, and four-particle correlations are pronounced on spatial scales comparable to atomic and molecular sizes [88] .
C. Scaling in relaxation.
In the case where the relaxation of various processes exhibits scaling expressed by a relation of form (72) , the corresponding theoretical description can be realized in the framework of the self-consistent approach presented here. Theoretical models developed in the modecoupling approximation do belong to this class. IV. For example, if a scaling relation is satisfied in the relaxation processes associated with the variables A ν and A ν+1 of the set A, and (137) The half-width of the central peak is given by (138).
then the ν-th equation in chain (49) becomes:
An equation of form (141) can be solved numerically with the initial condition [cf. (16)- (18)]:
1. Structure relaxation in supercooled liquids: Mode-coupling approximation.
We choose the original dynamical variable as
which is the Fourier component of ρ s ( r, t) = δ[ r − r s (t)] (see expression (2)) and whose TCF is the so-called scattering function [21] 
Here,
is the noncoherent component of inelastic scattering of neutrons and contains information about the oneparticle dynamics.
We write the first two equations of chain (49):
where the frequency parameter ∆ 1 (k) = k B T k 2 /m, now characterizes the thermal motion of the particle,
the first-order memory function φ solving which requires knowing the behavior of the memory function φ (s) 2 (k, t). Following the key idea of the mode-coupling approximation on the correlation between processes [59] , associated with the stochastic force f s and those associated with the structure relaxation directly, we can write the scaling expression 
which is a simplified Leutheusser model [29, 93] [see 1a)] and 2. expression (150) can be represented as
which is a simplified GötzeSjogren M 12 -model [94] [see 2b)].
As can be seen from 2, both models reproduce a transition of the system from the ergodic to nonergodic phase, the transition associated with the appearance of a plateau in the time dependence F s (k, t). Under this transition, the scattering function starts being characterized by two-stage relaxation, under which fast relaxation processes mainly associated with the vibrational dynamics of particles are designated as β relaxation and slow processes responsible for the structure transformations are associated with α relaxation [21] . The transition to the nonergodic phase is here governed by the frequency parameters ∆ 1 (k) and ∆ 2 (k). In the example of model (151) the transition can be conveniently characterized by introducing the parameter λ = ∆ 2 (k)/4∆ 1 (k). The occurrence of the transition is then associated with the condition λ = 1 [see Fig. 2a) ].
An important property of the mode-coupling approximation is that it allows reproducing characteristic stages in the temporal behavior of the TCF for a supercooled liquid. For example, the behavior of F s (k, t) at the initial stage of β relaxation is characterized by the dependence
which follows from (21) . Next, the final stage in β relaxation, preceding the formation of a plateau in F s (k, t) [see Fig. 21 )], is described by the so-called critical law
where f (s) (k) is the nonergodicity parameter characterizing the height of the plateau in F s (k, t) and τ 0 (k) is the relaxation scale. In accordance with approximation (151) the exponent in the critical law is determined from the expression
where Γ(. . .) is the gamma function. The initial stage of α relaxation [see Fig. 2b )], characterizing the subsequent attenuation of the TCF after the steady behavior with F s (k, t) ≃ f (s) (k), occurs in accordance with the von Schweidler relaxation [94] :
where in the case of approximation (151) the exponent b is related to the frequency parameters as
Finally, we note that at large time scales corresponding to structure relaxation scales, the temporal behavior of the TCF F s (k, t) obtained from (150) allows approximately reproducing the relaxation behavior described by the stretched exponential (Kohlrausch function),
where β < 1 and τ α is identified with the structure relaxation time. This research was supported by the Russian Science Foundation (Grant No. 14-12-01185).
