The aim of this work is to present a method for constructing simulations of correlated trajectories of sea surface vertical displacement at different locations. It can also be used in order to construct a stochastic model for a single wave with given physical characteristics.
INTRODUCTION
Natural hazards such as wind, earthquakes or waves have an important impact on civil engineering structures and have to be modelled accurately in order to perform risk analysis. Crude modelling of random phenomena and the approximate evaluation of its impact on structures can indeed introduce over conservative security margins or undervalue risk. When the structure is nonlinear a time-domain Monte Carlo based analysis is generally used and necessitates databases containing recorded time histories of the random phenomenom. When the number of recorded trajectories is limited one possible approach is to generate synthetic additional trajectories in order to enrich the original database. The difficulty here is to construct a high fidelity probabilistic model of the random phenomenom which can be non Gaussian and non stationary. In the last years, several papers focusing on the construction of non-Gaussian models from experimental data have been published [1] [2] [3] [4] [5] . The construction of probabilistic models is achieved either by fitting the variability of * Address all correspondence to this author the phenomenon to a given analytical probabilistic model (based on physics, Bayesian considerations or information theory) [2, 5] or by constructing empirical models reproducing the observed statistical characteristics, without making any assumptions on the probability distribution [3] . Recently Poirion and Zentner [4, 6] have proposed an approach capable of reproducing the statistical characteristics of the observed phenomenom and have applied it to seismic analysis.The method is based on the Karhunen Loève (KL) representation of second order random fields and on the availability of a database containing measurements of the random phenomenom, for instance sea elevation at different locations. The Karhunen Loève components are identified from the recorded observations. When a Gaussian kernel is introduced in order to model the empirical distribution of the random variables appearing in the expansion it can be shown that analytical expressions of Rice's formulas can be derived. This approach is illustrated using experimental data obtained in a wave flume, the waves being generated by random motions of a piston-type wave maker. In a first step the Karhunen Loève model is constructed in order to generate time trajectories of the sea surface elevation at the 16 probe locations. In order to assess the method several statistical quantities are estimated and compared to the empirical ones. In a second step the Karhunen Loève approach is used to model a single wave of given period with an amplitude greater than a given level. Again the model is assessed by comparing empirical and Monte Carlo simulated estimates. Finally an illustration of the Rice's formulas analytical expressions is proposed.
ELEMENTS ON KL REPRESENTATION
We recall in this section the essential definitions and results necessary for a clear understanding of the proposed approach. Theoretical results can be found in the following textbooks [7, 8] . Let D be a compact subset of R d and X(u, ω) = (X 1 (u), . . . , X n (u)), u = (u 1 , ..., u d ) ∈ D, a second-order, zero mean random field defined on a probability space (A, A,P) with values in R n . We will assume that X(u) is almost surely (a.s.) continuous: for almost all a's in A, function u → X(u) is continuous, which can be written as X ∈ E = C 0 (D, R n ), a.s. Since D is compact and X(u) is a second order process, the auto-correlation function
defines a continuous self-adjoint Hilbert-Schmidt linear operator
which has a countable number of eigenvalues λ 1 λ 2 . . . → 0. The associated eigenfunctions are the solutions of the integral equation
and constitute an Hilbertian basis {φ α } α≥1 of H:
in which < , > denotes the inner product in R n . The random field X(u) has the following expansion in
in which ξ 1 , ξ 2 , . . . , ξ α , . . . are general uncorrelated random variables (which are Gaussian only if the random field is Gaussian) given by
The series (5) converges in L 2 (A, R n ) uniformly in u.
Remark 0.1. Usually, a natural phenomenom will be modeled through a random field indexed by time t and a position parameter M : u = (t, M). For instance the sea elevation is modeled by a process Z(t, x, y, ω) indexed by time and horizontal position.
CONSTRUCTION OF THE KL EXPANSION
We shall assume for the sake of clarity that the random field is scalar : X(u, ω) ∈ R. As it was recalled in the introduction the method is based on the availability of a database containing experimental measures of the phenomenom. Generally the database will contain time histories of the phenomenom recorded at a finite number of locations:
Having discretized the space index M of the random field, one can work with a vector valued stochastic process
Let be given N measures of time histories of the studied phenomenon:
The first step to the KL expansion construction is to estimate the empirical autocorrelation in order to solve the spectral problem (3). Using the vector valued process interpretation of the discretized random field, we construct the following n × p dimensional vector X , = 1, ..., N :
Denoting X j (t, ω) the process X(t, M j , ω), the empirical autocorrelation function estimator of process X = (X 1 , ..., X p ) is then given by relation
The KL expansion is obtained by solving the spectral analysis of operator Q N (ω) associated to the empirical autocorrelation R X :
And, as in the scalar context, the discretized random process X can be represented by its Karhunen Loève expansion:
Here φ(t j ) is a p dimensional vector defined by:
and ξ α (ω) is a scalar random variable, the samples of which are obtained by discretizing relation (6):
where ∆t is the sampling time step of the random process. Solving the discretized eigenvalue problem (3) yields the λ α and φ α (u i ), for α, i = 1, ..., N . The final step is to identify the distribution of the random vector ξ = (ξ 1 , ..., ξ N ), which, in the general case, is not Gaussian. This multivariate distribution will be approximated by a Gaussian kernel density estimator [9] . Let
.., N , the observed samples of random variable ξ.
The density estimator is therefore given by:
where h is the kernel bandwidth. Simulation of a multivariate random variable ξ described by the kernel density (14) is straightforward:
1. generate a random integer J uniformly distributed on {1, 2, ..., N } 2. generate a N -dimensional normalized Gaussian random variable G 3. construct the sample ξ = ξ (J) + h × G.
PROBABILITY DISTRIBUTION AND RICE FORMULA
We shall consider in this section the scalar random process X(t, M, ω) modeling the random phenomenom at a given location M ∈ {M 1 , ..., M p }, and represented by its KL expansion:
In [9] it is shown that when a Gaussian kernel is chosen then one can derive an analytical expression for the random process distribution. More precisely,
where g(m (t), σ h (t); x) denotes the Gaussian distribution with
It appears then that the distribution of X(t) is itself given as a Gaussian kernel estimator.
Remark 0.2. The value for the bandwidth h is chosen relatively to the scalar problem (16) but not relatively to problem of constructing a kernel estimator for the N-dimensional density of vector ξ(ω). Here we use the value given by the Silverman rule of thumb, which yields the h value:
In the same way it can be proved that an analytical expression for the mean number of upcrossings (Rice's formula) can be derived. Let x ∈ R, and let U(x, T ) be the number of upcrossings by the level x of process X(t) for 0 ≤ t ≤ T . The Rice's formula states that
Using the specificity of Gaussian kernel, it can be shown that the calculation of this quantity reduces to the calculation of N Gaussian integrals :
where g (x, y;t) is a Gaussian distribution. This calculation can be derived numerically. More precisely, let L the linear operator defined by its matrix:
and, assuming the eigenvectors φ k (t) differentiable, let L the linear operator
Then g (x, y;t) is the distribution of a two dimension Gaussian random G variable with
Let us now calculate the mean number of local maxima. Denoting Max T (u) the numbers of local maxima of process X for 0 ≤ t ≤ T which are smaller than the level u, its expectation is given by another Rice's formula:
Here again its calculation reduces to the calculation of N two dimensional Gaussian integrals. The numerical effort for computing these expectations is however relatively important since each integral are time dependant. Details can be found in the technical report [10] .
DATABASE CONSTRUCTION APPLICATION TO THE WAVE FIELD
The first model which will be constructed is the correlated KL model of the water elevation at the 16 probe locations (Z(t, x 1 , ω) , ..., Z(t, x 16 , ω)). Taking into account the time stationary property of waves over sufficiently long period, each recorded trajectory is divided into 134 trajectories containing 256 time steps each. The database from which the KL model is identified contains therefore 134 time histories recorded at the 16 probe locations. Fifty terms are kept in the truncated KL expansion. In all the following figures the first location where the random excitation is applied will not be represented. Figure 1 shows the mean wave field estimated from the database. Figure 2 shows an example of a simulated wave field obtained by using the KL model. Correlation between the different probe locations is clearly visible as one can see wave propagations along the flume. The KL representation of random fields or processes presented here is numerically very efficient for generating synthetic trajectories since, as it was recalled previously, each simulation necessitates to draw a single N -dimensional normalized Gaussian random variable. This feature allows the use Monte Carlo approaches for constructing estimators of various statistics. An interesting statistics is the distribution of the maximum elevation of the wave field. More precisely we want to estimate the distribution of the following quantity:
the components of the vector being assumed independent. The estimated distribution (using kernel density estimator) is drawn 
CONSTRUCTION OF A SINGLE WAVE MODEL
The KL approach as it is described in this paper can be used not only for modeling long time series of waves but also for modeling single waves in analogy with what is done in wind engineer- ing where the notion of gust plays an important role for assessing structure responses to turbulence. First let us explain how is identified such a wave. We use the so-called elevation increment method: it is used to detect extreme values within a certain period τ. The method can be visualized by a moving window with a given width W = τ/2 and given elevation increment ∆Z given by:
One can then identify on a specific trajectory all waves related to a elevation increment greater than a given level (Fig.6 ) and to a given period. For the application we set the period τ = 1.2s and we identify waves located at the last probe (probe 16), with an elevation increment greater than 0.04 m. This scenario yields 97 samples from which the KL model is constructed. More precisely we construct the correlated KL model for the last 3 probe locations, probe 13 to 16. In order to check the quality of the statistical model we compare the cumulative distribution functions of the model for three time values estimated from 10 4 sam- 
CONCLUSIONS
The proposed approach based on Karhunen Loève representation of general second order random processes or random fields is a very versatile method which can model very easily random phenomena as soon as there exists a database containing observed samples of the phenomenom. No stationary properties nor statistical distribution assumptions are introduced in the model which can generate random samples statistically similar to the empirical ones. But such a model cannot predict the phenomenom behavior for time greater than the ones observed since the eigenvectors solution of the spectral problem depend on the time interval on which the phenomenom is observed. Its use is more dedicated to nonstationary phenomena in order to enrich an experimental database containing a number of samples to small, for instance, in a Monte Carlo reliability analysis. The model presented allows the derivation of analytical relations of Rice's formulas. The illustrations given here both to model a wave field or a single wave prove that the KL model could be useful in ocean engineering.
