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I. INTRODUCTION
Electronic Tongue (ET), or called artificial taste system, is a multi-sensor system which mimicks the human taste system for both quantitative analysis of foodstuffs and rapid evaluation of their quality [1] . The electronic tongue is an emerging technology which combines sensors data fusion, pattern recognition, computer technology and each special application field. It is composed of sensitive unit, data transmission unit and data process unit. These nonspecific sensitive units comprised sensor arrays of selective or partially selective ion-selective electrodes [2] producing a multidimensional response, which contains information on several components or groups of components in a complex sample [3, 4] .The system allows a quantitative treatment of "tastes" and does not suffer from lack of sensitivity due to long term exposure to a certain substance,. So it is unlike the case of humans and animals. It is demonstrated that such systems were capable of performing qualitative analysis as well as recognition, process monitoring and taste assessment of various foodstuffs. ETs were applied to the analysis of various liquid media including foodstuffs [5, 6] as well as natural waters [6, 7, 8] and industrial media [9] . At the same time there are a few reports on the application for multivariate analysis in electronic tongues, monitoring the quality and age of the wine [10, 11] , discriminating different brands of beverage [2, 12] , milk [13] ,vinegars, and fruit juice [14] .
According to the current research of electronic tongues at home and abroad, although we can acquire a large number of data conveniently from a sensor array of ionselective electrodes, involving the information of the tested object, a significant amount of noise may be contained in the signal data. Consequently, how to remove the noise, extract the characteristic variables and select the appropriate pattern recognition algorithm has gained more and more attention among the researchers. Currently the pattern recognition method used in the field of electronic tongue consists of partial least squares (PLS), principal component analysis (PCA), euclidean cluster analysis, linear discrimination (LDA) and Artificial neural networks (ANN) [15] . In recent years, neural network algorithm combined with PCA has been widely used in the pattern recognition of the electronic tongue [5, 10, and 11] . In general, the data obtained are complex, non-linear, and uncertain. The introduction of PCA can reduce the array of the sample data as much as possible, and the remaining arrays are still on behalf of the principle information, so it gets the purpose of reducing the dimension. With the non-linear neural network mapping features and ability of learning, we can solve the identification and estimate matter of electronic tongue data. However, as a partial optimization way, neural network has the inferior convergence, and it is easily trapped in local optima.
Applications of the ETs to the analysis of mineral water, though not numerous, were also reported. The completed tasks included quantitative analysis, recognition of mineral water of the different origin, and prediction of the sensory attributes [16] .The multi-sensor was used to classify 13 different brands of mineral water. Several pattern recognition methods such as hierarchical clustering analysis (HCA) and soft independent modeling class analogy (SIMCA) algorithm were used to construct the classification model based on experimental data sets.
In this paper, we come up with the wavelet neural network (WNN) to improve the classifier in electronic tongue. WNN can not only get some purpose of noise suppression in the data processing, but also can overcome the weakness of BP neural network, raise the accuracy rate, and improve recognition precision of signal classification. As a consequence, the recognition ability of the electronic tongue is improved. The application of this method proves that it has high suitability and identification accuracy in pattern recognition.
II. EXPERIMENTAL EXPERIMENT SYSTEM AND SAMPLE

DATA ACQUISITION
The electronic tongue system is shown in Fig. 1 .The device is mainly composed of sensors array, adjusting circuit, data acquisition, and pattern recognition unit. We choose five popular brands of mineral water produced in China, "Tongyi" (Unif), "Kangshifu" (Kang), "Quanyangquan" (Qyq), "Nongfushanquan" (Nfsp) and "Hongbaolai" (Hbl), as the research objects. For the purpose of qualitative analysis to the five brands of mineral water, the ion selected sensor array sodium electrode 6801, pK-1 electrode (PVC membrane), pCa-1 electrode (PVC membrane) and pH Glass electrode 231(01) as working electrodes which are sensitive to H+, Na+, Ca2+ and K+, respectively, Calomel electrode 232 (Single salt bridge ceramic film) as the reference electrode. (Producted by Chinese Shanghai Precision Scientific Instrument Co., Ltd Rex Instrument Factory， Add.：No.149, Changji Road, Anting, Shanghai,China). The output signals (mV level) of the sensor array were transformed to the 0-10 V standard voltage signals by the adjusting circuit, and the standard voltage signals were acquired by the data acquisition (DAQ) card PCI-7422 (Produced by Beijing Hotec Control Co. LTD). Then the acquired sample data were saved by the software of ET so as to conduct the extraction. Finally, all the data were analyzed by the pattern recognition algorithms. As shown in Table I , The content（voltage-output of sensors） of the four ions(H + , Na + , Ca 2+ and K + ) are detected respectively and regarded as the "taste" of mineral water. * The output signals (mV level) of the sensor array were transformed to the 0-10 V standard voltage signals by the adjusting circuit, and the standard voltage signals can be acquired by the data acquisition (DAQ) card PCI-7422 (Produced by Beijing Hotec Control Co. LTD) at its 0-10v input mode.
Ⅲ. DATA PROCESSING AND ANALYSIS
In order to make the experimental data mapped to the range of [-1 1], we present a normalization to deal with. For each brand of mineral water, we choose 45 samples to train the neural network, and another 15 ones were used as the test samples. In total there were 300 samples of five brands. Fig. 2 shows typical responses of sensor array for five kinds of mineral water respectively. Fig. 3 shows the average responses of all samples in 5 kinds of mineral waters to the 4 sensors. Different sensor signal intensities between samples are important to discriminate between samples. The sensor array has the potential to be a sensitive, fast, one-step method to characterize volatile compounds in a sample. However, the electronic sensor array generated multi-dimensional data that was difficult to handle and visualize. Therefore, we employed PCA and ICA, which are suited to statistically correlate the samples, decreasing the dimensionality of the original data and avoiding redundancy of information [5] . On the basis of the above, the wavelet neural network (WNN) was employed to conduct the pattern recognition.
A. Principle Component Analysis and Independent
Component Analysis The principle component analysis (PCA) algorithm is one of the most popular algorithms applied to the data processing, and it is often applied to reduce the dimensions of the multi-mensional data via constructing a series of uncorrelated linear combination which can cover a sufficient amount of variation in order to make the square variance reach the maximum. PCA can eventually reduce the dimensions of the data, which means that the studied p -dimension space X was replaced by the mdimension space Y ( m p < ), and the low dimensional space Y has little information loses. The key characteristic of the new data is that it contains the most sufficient information to the space so that we can descript the total space by few principle component contribution rates, and then 2-dimension scattergram of n samples can be drawn in which we can intuitively observe each sample status in the principle component so as to reach the purpose of reducing dimension. Independent component analysis (ICA) [17] is a statistical and computational technique for revealing hidden factors that underlie sets of random variables, measurements, or signals. Unlike PCA, ICA algorithm is not decomposed in the form of energy but allows the decomposed variables to be mutually independent.
In this paper, A FastICA [18] algorithm based on independent decision principle of the negentropy is employed to process the sensor array signal (4×300) of the electronic tongue system. The algorithm applied the Newton iterative algorithm got a fast convergence speed, and took on an excellent feature extraction effect. The relativity of the variables is reduced through the ICA process.
B. Wavelet neural network principle
What we called Wavelet Neural Network (WNN), or called Wavelet Network [19] , the distinct feature of which is that it use wavelet functions as the activation functions of hidden layer neurons. Using theoretical features of wavelet transform, network construction methods could be developed [20] . It is a novel strategy that combines the wavelet transformation with neural network. It has the characteristic of good time-frequency localization of the wavelet transform and the adaptivestudy ability of the neural network; therefore, it has strong abilities of data processing, approaching, faulttolerance, and classification. In the recent years, it has been effectively applied to the field of signal processing, data compression, and pattern recognition and error diagnosis.
There are mainly two shapes of wavelet neural network [21] ; as shown in Fig. 4 and Fig. 5 , one is applied to the signals indication and function convergence, and another is applied to the signal classification. Wavelet neural network shown in Fig. 4 is described by the following approaching formula:
In which , , 
( , , ) figure 4 , the wavelet function was considered as the weight value, and the input signal with the inner product of the wavelet function as the input of hidden point. The wavelet function shown in figure 3 was considered as the excitation function of hidden value.
In this paper, the Morlet wavelet neural network is employed as the example to show the process of the WNN initialization which applied to the signal classification [22] . And other kinds of WNN have the same coefficient set steps except the forms. As shown in figure 4 , we can conclude that the wavelet function is the link weight of the hidden layer nerves and input layer ones. As a consequence, in the beginning of the network initialization, more attention should be paid to the initialization of the compression coefficient a and translation parameter b , or else, the convergence of the network will be extremely slow.
Referencing to the paper [23] , the network initialization steps are set in the following:
Considering the Hidden nerve point number is J , and the input layer point number is I , and the output layer point number is K ; ( , , ) By the above three initialization steps, we can gain an excellent network which can decrease the approaching time and raise the convergence velocity, and acquired a good result.
IV. RESULTS AND DISCUSSION
A. Qualitative analysis
PCA analysis was employed to the information matrixes of five brands mineral waters which were acquired from the sensor array, as shown in Fig. 6 . The contribution column diagram of PC1, PC2, PC3 and PC4 is indicated, and in which their contribution rates are respectively 49.50%、 30.76%、13.74% and 6.00%。 The PCA loading plot showed that most of the 4 sensors used in the electronic tongue were placed on the first principal component (Fig. 7) , due to a strong similarity of the sensors behavior. PCA decomposes the data matrix (225×4) into two smaller matrices of PC scores and loading scores, and displays them in a loading plot (Fig. 7) and score plot (Fig. 8) . The loading plot displays the relationship between the descriptor or measurement variables (4 sensors). The score plot shows the relationship between objects (225 samples).The loading display (Fig.7) facilitates an exploration of the contributions of the variables to each PC from the positive and negative values of the weights. We can apparently conclude that 3 principle components got a more excellent classification result. As a result, PCA can reduce the redundancy information by decreasing the data matrix dimension and can get a clear classification result, so it can be the input of the wavelet neural network. Data analysis also applied ICA to the sensor array signals to conduct the classification. As shown in Fig. 9 , ICA clearly decomposed the data matrix and obtained a good classification result. 
B. Wavelet neural network model
The parameters of the wavelet neural network are selected as follows:
The maximum epochs is 2 000; the goal error is 0.001; the network learning factor is 0.001; the network momentum factor is 0.92; the multi-resolution progression layer_j =4; the translation parameter shift_k =1. The optimal gradient decent method and adaptive-tuning learning ratio method were employed in the learning process.
We adopt a three-tier network, according to the sample data which has three principle components through the PCA processing. So we can determine that the number of neurons in the input layer is 3. The output layer neurons are made up of five brands mineral water, and the selection of hidden layer is 12 by the experience. It is clearly that PCA-BP network, WNN network and PCA-WNN network spent 114, 37 and 19 echoes respectively to reach the same error precision in their iteration times. In a global optimization sense, the latter converges faster than the former two. After training the neural network, the outputs of 75 test samples can be seen in Table II .
The predicted results show that the relative error of predicted value used PCA-WNN to the target value was less than 10 percent (the maximum is 6.33 percent). And the aggregate classification rate can reach 100 percent. It is superior to the unitary BP in terms of prediction accuracy and network error.
As shown in Fig. 10 and Table II , we can conclude that the electronic tongue's pattern recognition algorithm will affect the recognition velocity of electronic tongue and the accuracy of detection. Electronic tongue system based on BP neural network not only takes a longer time on the network for training, but also has the probability to get a local minimum value which leads to a network error of not achieving the goal value, and the predicted results of the electronic tongue will appear to have significant deviations which greatly reduce the stability of the electronic tongue. Electronic tongue applied to the pattern recognition based on PCA-WNN algorithm can overcome those disadvantages. It can improve the evaluation capacity, determine the subtle differences in mineral water, and make a very precise Recognition of the forecast. Furthermore, it shows more sensitive and reliable than the electronic tongue based on BP neural network. In this paper, we adopt five ion-selective electrodes to build the Electronic Tongue recognition system. PCA-WNN algorithm improving is used in the classification. This method improves the threshold of the search efficiency and converges to the optimal solution easily by the appropriate parameter set and by employing the optimal gradient decent method and adaptive-tuning learning ratio method. To a large extent, it improves neural network training speed and accuracy. The discrimination can reach 100 percent when this method is used in five different brands of mineral water in the forecast. Compared with other classification algorithms, it has a higher aggregate classification rate. As we can see that the feasibility and practicality of this electronic tongue system is verified by the above forecast.
