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A necessary and sufficient condition for two relations to
induce the same definable set family
Hua Yao, William Zhu⋆
Lab of Granular Computing,
Minnan Normal University, Zhangzhou 363000, China
Abstract. In Pawlak rough sets, the structure of the definable set families is sim-
ple and clear, but in generalizing rough sets, the structure of the definable set
families is a bit more complex. There has been much research work focusing
on this topic. However, as a fundamental issue in relation based rough sets, un-
der what condition two relations induce the same definable set family has not
been discussed. In this paper, based on the concept of the closure of relations, we
present a necessary and sufficient condition for two relations to induce the same
definable set family.
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1 Introduction
Rough set theory has been proposed by Pawlak [20,21] as a tool to conceptualize,
organize and analyze various types of data in data mining. This method is especially
useful for dealing with uncertain and vague knowledge in information systems. In the-
ory, rough sets have been connected with fuzzy sets [8,13,31,36], lattices [4,9,16,30],
hyperstructure theory [32], matroids [12,18,28,29], topology [14,15,41], and so on.
Rough set theory is built on equivalence relations or partitions, but equivalence
relations and partitions are too restrictive for many applications. To address this issue,
several meaningful extensions of Pawlak rough sets have been proposed. On one hand,
Zakowski [38] has used coverings to establish covering based rough set theory. Many
scholars [2,3,5,23,24,42] have done deep researches on this theory. Recently, covering
based rough set theory gained some new development [6,7,25,34,37,39]. On the other
hand, Pawlak rough set theory has been extended to similarity relation based rough sets
[27], tolerance relation based rough sets [26] and arbitrary binary relation based rough
sets [17,35,36,40].
A definable set is a fundamental concept in various types of rough sets. Many stud-
ies have been done on this topic. Since the structure of the definable set families is
simple and clear in Pawlak rough sets, these studies mainly focused on generalizing
rough sets. Yang and Xu [33] studied the definable set families of relation based rough
sets from algebraic aspects. In [10], Ge and Li investigated definable sets of ten types
of covering based rough sets. Pei [22] investigated the mathematical structure of the
set of definable concepts in several generalized rough set models and discussed the
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relationship between different rough set models. In [1], Ali et al. investigated the topo-
logical structures associated with definable sets in the generalized approximation space
(X,Y, T ). Liu and Zhu [17] presented the necessary and sufficient condition for defin-
able set families to be nonempty and extended the concept of definable set. However,
as a fundamental issue in relation based rough sets, under what condition two relations
induce the same definable set family has not been discussed.
In this paper, based on the concept of the closure of relations, we present a necessary
and sufficient condition for two relations to induce the same definable set family. First,
we introduce some definitions and results of relation closures. Secondly, we study fur-
ther some properties of definable sets. Thirdly, we simplify the expression of equivalent
closures under certain conditions and prove that serial relations satisfy these conditions.
Finally, we prove that a serial relation and its equivalent closure induce the same defin-
able set family, and based on this, we present a necessary and sufficient condition for
two relations to induce the same definable set family.
The remainder of this paper is organized as follows. In Section 2, we review the
relevant concepts and introduce some existing results, which include relations, relation
based rough sets and relation closures. In Section 3, we investigate some fundamen-
tal properties of definable sets. In Section 4, we simplify the expression of equivalent
closures under certain conditions. In Section 5, we present a necessary and sufficient
condition for two relations to induce the same definable set family. Section 6 concludes
this paper.
2 Preliminaries
In this section, we recall some basic concepts of relations, relation based rough sets
and closures of relations. In this paper, we denote ∪X∈SX by ∪S, where S is a set
family. The fact that A ⊆ B and A 6= B is denoted by A ⊂ B. We denote the set of
positive integers by N+.
2.1 Relation and relation based rough sets
Relations, especially binary relations, are a basic concept in set theory. They play
an important role in rough set theory as well.
Definition 1. (Relation) Let U be a set. Any R ⊆ U × U is called a binary relation on
U . If (x, y) ∈ R, we say x has relation R with y, and denote this relationship as xRy.
Throughout this paper, a binary relation is simply called a relation. On the basis of
relations, we introduce the concepts of successor neighborhood and predecessor neigh-
borhood.
Definition 2. (Successor neighborhood and predecessor neighborhood) Let R be a re-
lation on U and x ∈ U . The successor neighborhood and predecessor neighborhood of
x are defined as SR(x) = {y|xRy} and PR(x) = {y|yRx}, respectively.
It is obvious y ∈ SR(x)⇔ x ∈ PR(y). Below we introduce some special relations.
Definition 3. (Reflective, symmetric, transitive and serial relation) Let R be a relation
on U . If for any x ∈ U , xRx, we say R is reflective. If for any x, y ∈ U , xRy implies
yRx, we say R is symmetric. If for any x, y, z ∈ U , xRy and yRz imply xRz, we say
R is transitive. If for any x ∈ U , there exists some y ∈ U such that xRy, we say R is
serial.
If R is serial, we have that for any x ∈ U , it follows that SR(x) 6= ∅. Among various
types of relations, there is an important type of relations called equivalent relations.
Definition 4. (Equivalence relation [11]) Let R ⊆ A×A and A 6= ∅. If R is reflective,
symmetric and transitive, we say R is an equivalence relation on A.
Based on the concept of equivalence relation, we introduce the concept of equiva-
lence class.
Definition 5. (Equivalence class [11]) Let R be an equivalence relation on a nonempty
set A. We denote SR(x) as [x]R and call it the equivalence class of x with respect of R.
Given an equivalence relation, we can define a set family named quotient set.
Definition 6. (Quotient set [11]) Let R be an equivalence relation on a nonempty set
A. We define the quotient set of A with respect of R as A/R = {[x]R|x ∈ A}.
There exists a concept called partition, which is closely related to the concept of
equivalence relation.
Definition 7. (Partition [11]) Let A be a nonempty set and P be a family of subsets
of A. P is called a partition on A if the following conditions hold: (1) ∅ /∈ P ; (2)
∪P = U ; (3) for any K,L ∈ P , if K 6= L, K ∩ L = ∅.
The following theorem presents the relationship between partitions and equivalence
relations.
Theorem 1. ([11]) Let A be a nonempty set. Then
(1) If R is an equivalence relation on A, A/R is a partition on A;
(2) If P is a partition on A, {(x, y)|∃K ∈ P ({x, y} ⊆ K)} is an equivalence relation
on A.
This theorem indicates that there is an one-to-one mapping between all the equiva-
lence relations on a nonempty set A and all the partitions on A. Pawlak rough sets have
been extended to various types of generalizing rough sets. This paper studies relation
based rough sets.
Definition 8. (Rough set based on a relation [35]) Suppose R is a relation on a uni-
verse U . A pair of approximation operators, R, R: P (U)→ P (U), are defined by
R(X) = {x|SR(x) ⊆ X} and R(X) = {x|SR(x) ∩X 6= ∅}.
They are called the lower approximation operation and the upper approximation oper-
ation of X , respectively.
It is obvious R(X) = {x|∀y(xRy → y ∈ X)} and R(X) = {x|∃y(xRy ∧ y ∈
X)}. When R is an equivalence relation on U , the above two approximation operations
are called Pawlak approximation operations. The lower approximation operators and
the upper approximation operators have the following properties.
Proposition 1. ([35]) (1) R(X) = −R(−X)}; (2) R(X) = −R(−X)}.
When R is serial, the lower approximation operators and the upper approximation
operators have the following property.
Proposition 2. ([35]) Let R be a serial relation on U . For any X ⊆ U , it follows that
R(X) ⊆ R(X).
As an important concept in rough set theory, definable sets have been studied widely.
Below we introduce its definition.
Definition 9. (Definable set family [22]) Let R be a relation on U and X ⊆ U . If
R(X) = X , we call X an inner definable set. If R(X) = X , we call X an outer
definable set. If X is both inner and outer definable set, we call X a definable set. We
denote the family of all the inner definable sets, outer definable sets and definable sets
of U induced by R as I(U,R), O(U,R) and D(U,R), respectively.
It is obvious D(U,R) = I(U,R) ∩O(U,R).
2.2 The closure of relations
For presenting the computational formulae of closure operators, we need to intro-
duce some concepts and notations.
Definition 10. Let A be a set. We denote {(x, x)|x ∈ A} as IA.
For any reflective relation R on A, it is obvious IA ⊆ R. Below we introduce the
converse of a relation.
Definition 11. Let R be a relation. We define the converse ofR asR−1 = {(x, y)|(y, x) ∈
R}.
For any symmetric relation R on A, it is obvious R = R−1. Conversely, if R =
R−1, R is symmetric. Below we introduce the compound of two relations.
Definition 12. ([11]) Let F,G be two relations. We defineF◦G as F◦G = {(x, y)|∃z((x,
z) ∈ G ∧ (z, y) ∈ F )}.
The compound of relations satisfies the associative law.
Proposition 3. ([11]) Let R1, R2, R3 be three relations. Then (R1 ◦R2) ◦R3 = R1 ◦
(R2 ◦R3).
Since the associative law of the compound of relations holds, we can define the
power of a relation.
Definition 13. ([11]) Let R ⊆ A × A and n be a natural number. We denote the nth
power of R as Rn, where (1) R0 = IA; (2) Rn+1 = Rn ◦R.
In order to turn an arbitrary relation to a reflective or symmetric or transitive relation,
we introduce the concept of the closure of a relation.
Definition 14. (Reflective (symmetric or transitive) closure [11]) Let A 6= ∅ and R ⊆
A × A. R′ is called the reflective (symmetric or transitive) closure of R iff R′ satisfies
the following three conditions:
(1) R′ is reflective (symmetric or transitive);
(2) R ⊆ R′;
(3) For any reflective (symmetric or transitive) relation R′′ on A, if R ⊆ R′′, R′ ⊆ R′′.
We denote the reflective, symmetric and transitive closure of R as r(R), s(R) and
t(R), respectively.
The following theorem presents the computational formulae of the above three clo-
sures.
Theorem 2. ([11]) Let R ⊆ A×A and A 6= ∅. Then
(1) r(R) = R ∪ IA; (2) s(R) = R ∪R−1; (3) t(R) = R ∪R2 ∪ · · · .
The following proposition indicates that mixing the above three closure operations,
we can obtain only two possibly different relations.
Proposition 4. ([11]) Let A 6= ∅ and R ⊆ A × A. Then rts(R) = trs(R) = tsr(R)
and rst(R) = str(R) = srt(R).
The following example indicates that rst(R) may not be an equivalence relation.
Example 1. Let A = {1, 2, 3, 4} and R = {(1, 2), (2, 3), (1, 4)}. Then rst(R) = IA ∪
{(1, 2), (2, 3), (1, 3), (1, 4), (2, 1), (3, 2), (3, 1), (4, 1)}. It is obvious IA∪{(1, 2), (2, 3),
(1, 3), (1, 4), (2, 1), (3, 2), (3, 1), (4, 1)} is not transitive. Thus rst(R) is not an equiv-
alence relation.
However, rts(R) has the following properties.
Proposition 5. ([11]) Let A 6= ∅ and R ⊆ A× A. Then rts(R) satisfies the following
properties:
(1) rts(R) is an equivalence relation;
(2) R ⊆ rts(R);
(3) For any equivalence relation R′′ on A, if R ⊆ R′′, rts(R) ⊆ R′′.
Based on the above proposition, we introduce the concept of equivalent closure.
Definition 15. (Equivalent closure [11]) Let A 6= ∅ and R ⊆ A × A. We define the
equivalent closure of R as e(R) = rts(R).
3 The fundamental properties of definable sets
In this section, on the basis of some existing results, we investigate further some
fundamental properties of definable sets. Liu and Zhu [17] gave the following proposi-
tion.
Theorem 3. ([17]) Let R be a relation on U . Then D(U,R) 6= ∅ iff R is serial.
Based on the above theorem, in order to study D(U,R), in most cases we first
assume R is serial. In fact, we can still obtain the following proposition.
Proposition 6. Let R be a relation on U . If I(U,R) = O(U,R), R is serial.
Proof. We use the proof by contradiction. Suppose R is not serial. It is obvious U ∈
I(U,R)−O(U,R). Thus I(U,R) 6= O(U,R). It is contradictory. 
For the simplicity of the description of the following propositions, we define several
new notations.
Definition 16. Let R be a relation on U and X ⊆ U . We define RR(X), PR(X) and
VR(X) as SR(X) = ∪x∈XSR(x), PR(X) = ∪x∈XPR(x) and VR(X) = RR(X) ∪
PR(X), respectively.
In [33], Yang and Xu gave the following proposition.
Proposition 7. ([33]) Let R be a relation on U and X ⊆ U . Then X ⊆ R(X) iff
SR(X) ⊆ X; R(X) ⊆ X iff PR(X) ⊆ X; R(X) ⊆ X ⊆ R(X) iff VR(X) ⊆ X .
Based on Propositions 2 and 7, we have the following proposition.
Proposition 8. Let R be a serial relation on U and X ⊆ U . Then X ∈ D(U,R) iff
VR(X) ⊆ X .
Proof. (⇒): By X ∈ D(U,R), we know that R(X) = X = R(X). Thus R(X) ⊆
X ⊆ R(X). By Proposition 7, we know that VR(X) ⊆ X .
(⇐): By Proposition 2, we know that R(X) ⊆ R(X). By Proposition 7, we know
that R(X) ⊆ R(X). Thus R(X) = R(X). Again by Proposition 7, we have that
R(X) = X = R(X). Then X ∈ D(U,R). 
In fact, under the condition that R is serial, we have the following proposition.
Proposition 9. Let R be a serial relation on U . Then for any X ⊆ U , it follows that
VR(X) = X iff VR(X) ⊆ X .
Proof. (⇒): It is straightforward.
(⇐): We use the proof by contradiction. Suppose VR(X) 6= X . ThenX−VR(X) 6=
∅. Without loss of generality, suppose a ∈ X − VR(X). Since R is serial, there exists
some b ∈ U such that b ∈ SR(a). Since SR(a) ⊆ X , b ∈ X . It is obvious a ∈ PR(b).
Since PR(b) ⊆ VR(X), a ∈ VR(X). It is contradictory. 
The following example indicates that the converse of the above proposition is not
true.
Example 2. Let U = {1, 2, 3} and R = {(1, 2), (3, 1)}. Since SR(2) = ∅, R is not
serial, but {X ⊆ U |VR(X) ⊆ X} = {∅, {1, 2, 3}} = {X ⊆ U |VR(X) = X}.
Based on Propositions 9 and 8, we have the following proposition.
Proposition 10. Let R be a serial relation on U and X ⊆ U . Then X ∈ D(U,R) iff
VR(X) = X .
The following proposition presents a relationship between inner and outer definable
set families.
Proposition 11. X ∈ I(U,R)⇔ −X ∈ O(U,R).
Proof. By Definition 9 and Proposition 1, we have that X ∈ I(U,R)⇔ R(X) = X ⇔
−R(−X) = X ⇔ R(−X) = −X ⇔ −X ∈ O(U,R). 
According to the above proposition, we have the following proposition.
Proposition 12. X ∈ D(U,R)⇔ −X ∈ D(U,R).
Proof. X ∈ D(U,R)⇔ (X ∈ I(U,R)∧X ∈ O(U,R))⇔ (−X ∈ O(U,R)∧−X ∈
I(U,R))⇔ −X ∈ D(U,R). 
Based on some above propositions, we present a sufficient condition for I(U,R) =
O(U,R).
Proposition 13. Let R be a serial relation on U . If for any X ⊆ U , SR(X) ⊆ X
implies PR(X) ⊆ X , I(U,R) = O(U,R).
Proof. For any X ∈ I(U,R), we know that R(X) = X . Thus X ⊆ R(X). By
Proposition 7, we know that SR(X) ⊆ X . Hence PR(X) ⊆ X . Then VR(X) ⊆ X .
By Proposition 8, we know that X ∈ D(U,R) ⊆ O(U,R). Therefore I(U,R) ⊆
O(U,R). For any Y ∈ O(U,R), by Proposition 11, we know that−Y ∈ I(U,R). Thus
R(−Y ) = −Y . Hence −Y ⊆ R(−Y ). By Proposition 7, we know that SR(−Y ) ⊆
−Y . Then PR(−Y ) ⊆ −Y . Thus VR(−Y ) ⊆ −Y . By Proposition 8, we know that
−Y ∈ D(U,R). By Proposition 12, we know that Y ∈ D(U,R) ⊆ I(U,R). Therefore
O(U,R) ⊆ I(U,R). Then I(U,R) = O(U,R). 
The converse of the above proposition is not true. To illustrate this, let us see an
example.
Example 3. Let U = {1, 2, 3} and R = {(1, 1), (1, 2), (2, 1), (3, 2)}. Then SR({1, 2})
= {1, 2} ⊆ {1, 2} andPR({1, 2}) = {1, 2, 3} * {1, 2}, but I(U,R) = {∅, {1, 2, 3}} =
O(U,R).
For applying Proposition 13, we first present the following lemma.
Lemma 1. Let R be a symmetric relation on U . Then for any X ⊆ U , SR(X) =
PR(X).
Proof. For any a ∈ U and any b ∈ SR(a), we know that aRb. Since R is symmetric,
bRa. Thus b ∈ PR(a). Hence SR(a) ⊆ PR(a). Similarly, PR(a) ⊆ SR(a). Then
SR(X) = ∪x∈XSR(x) = ∪x∈XPR(x) = PR(X). 
As a application of Proposition 13, we have the following proposition.
Proposition 14. Let R be a serial and symmetric relation on U . Then I(U,R) =
O(U,R).
Proof. It follows from Lemma 1 and Proposition 13. 
4 Simplification of equivalent closures under certain conditions
In this section, we simplify the expression of equivalent closures under certain con-
ditions and prove that serial relations satisfy these conditions. By Theorem 2, we obtain
the computational formula of equivalent closures.
Corollary 1. Let R ⊆ A×A and A 6= ∅. Then e(R) = IA∪(R∪R−1)∪(R∪R−1)2∪
· · · .
For dealing with the power of relations, we present the following proposition.
Proposition 15. Let R ⊆ A×A, A 6= ∅, k ∈ N+ and k ≥ 2. Then (x, y) ∈ Rk iff there
exist x1, x2, · · · , xk−1 ∈ A such that (x, x1), (x1, x2), · · · , (xk−2, xk−1), (xk−1, y) ∈
R.
Proof. (⇒): We prove this assertion using induction on k. If k = 2, this assertion fol-
lows easily from Definitions 12 and 13. Assume this assertion is true for k ≤ t−1. Now
assume k = t. By Definition 13, we have that (x, y) ∈ Rt−1 ◦ R. By Definition 12,
we know that there exists some x1 such that (x, x1) ∈ R and (x1, y) ∈ Rt−1. By the
assumption of the induction, we know that there exist x2, x3, · · · , xt−1 ∈ A such that
(x1, x2), (x2, x3), · · · , (xt−2, xt−1), (xt−1, y) ∈ R. Thus (x, x1), (x1, x2), · · · , (xt−2,
xt−1), (xt−1, y) ∈ R.
(⇐): We prove this assertion using induction on k. If k = 2, this assertion follows
easily from Definitions 12 and 13. Assume this assertion is true for k ≤ t − 1. Now
assume k = t. By the assumption of the induction, we know that (x1, y) ∈ Rt−1. Again
by (x, x1) ∈ R, Definitions 12 and 13, we have that (x, y) ∈ Rt−1 ◦R = Rt. 
The following two lemmas present two properties of symmetric relations.
Lemma 2. Let A 6= ∅, R ⊆ A × A, R be symmetric, k ∈ N+ and x ∈ A. Then
(x, x) ∈ Rk iff (x, x) ∈ R2.
Proof. (⇒): If k = 1, this assertion is obviously true. Below we suppose k ≥ 2. By
Proposition 15, we know that there exist x1, x2, · · · , xk−1 ∈ A such that (x, x1), (x1, x2),
· · · , (xk−2, xk−1), (xk−1, x) ∈ R. Since R is symmetric, (x1, x) ∈ R. Thus (x, x) ∈
R2.
(⇐): It is straightforward. 
Lemma 3. Let A 6= ∅, R ⊆ A × A, R be symmetric and x ∈ A. Then (x, x) ∈ R2 iff
SR(x) 6= ∅.
Proof. (⇒): It is obvious there exists some y ∈ A such that (x, y) ∈ R. Thus y ∈
SR(x) 6= ∅.
(⇐): Without loss of generality, suppose z ∈ SR(x). Thus (x, z) ∈ R. Since R is
symmetric, (z, x) ∈ R. Hence (x, x) ∈ R2. 
The following proposition presents a simple property of successor neighborhoods
and predecessor neighborhoods.
Proposition 16. Let R1, R2 be two relations on U and x ∈ U . If R1 ⊆ R2, SR1(x) ⊆
SR1(x) and PR1(x) ⊆ PR1(x).
Proof. For any y ∈ SR1(x), we have that (x, y) ∈ R1. Thus (x, y) ∈ R2. Hence
y ∈ SR2(x). Therefore SR1(x) ⊆ SR2(x). In the same way, we have that PR1(x) ⊆
PR2(x). 
By the above proposition, we present an expression of the successor neighborhoods
of the union of two relations.
Lemma 4. Let A 6= ∅, R1 andR2 be two relations onA and x ∈ A. ThenSR1∪R2(x) =
SR1(x) ∪ SR2(x).
Proof. (⊆): For any z ∈ SR1∪R2(x), we have that (x, z) ∈ R1 ∪ R2. If (x, z) ∈ R1,
we have that z ∈ SR1(x). If (x, z) ∈ R2, we have that z ∈ SR1(x). Hence z ∈
SR1(x) ∪ SR2(x). Therefore SR1∪R2(x) ⊆ SR1(x) ∪ SR2(x).
(⊇): It follows from Proposition 16. 
Based on some above results, we present a necessary and sufficient condition for
e(R) = t(s(R)).
Theorem 4. Let R ⊆ A × A and A 6= ∅. Then e(R) = ts(R) iff for any x ∈ A, it
follows that SR(x) ∪ SR−1(x) 6= ∅.
Proof. By Theorem 2, Corollary 1, Lemmas 2, 3 and 4, we have that e(R) = ts(R)⇔
IA∪(R∪R−1)∪(R∪R−1)2∪· · · = (R∪R−1)∪(R∪R−1)2∪· · · ⇔ IA ⊆ (R∪R−1)∪
(R ∪ R−1)2 ∪ · · · ⇔ ∀x ∈ A∃k ∈ N+((x, x) ∈ (R ∪ R−1)k) ⇔ ∀x ∈ A((x, x) ∈
(R ∪R−1)2)⇔ ∀x ∈ A(SR∪R−1(x) 6= ∅)⇔ ∀x ∈ A(SR(x) ∪ SR−1(x) 6= ∅). 
Applying the above theorem to a serial relation, we have the following corollary.
Corollary 2. Let R ⊆ A×A and A 6= ∅. If R is serial, e(R) = ts(R) = (R∪R−1)∪
(R ∪R−1)2 ∪ · · · .
Proof. Since R is serial, for any x ∈ A, it follows that SR(x) 6= ∅. Thus SR(x) ∪
SR−1(x) 6= ∅. By Theorems 4 and 2, we have that e(R) = ts(R) = (R∪R−1)∪ (R ∪
R−1)2 ∪ · · · .
5 A necessary and sufficient condition for two relations to induce
the same definable set family
In this section, based on the above sections, we present a necessary and sufficient
condition for two relations to induce the same definable set family. The following
lemma presents a property of definable set families.
Lemma 5. Let R be a serial relation on U , x ∈ X ⊆ U and (x, y) ∈ R ∪ R−1. If
X ∈ D(U,R), y ∈ X .
Proof. It is obvious (x, y) ∈ R or (x, y) ∈ R−1. Then y ∈ SR(x) or y ∈ PR(x). Thus
y ∈ VR(X). By Proposition 8, we know that VR(X) ⊆ X . Hence y ∈ X . 
The following lemma is an extension of the above lemma.
Lemma 6. Let R be a serial relation on U , x ∈ X ⊆ U , k be a nonnegative integer
and (x, x1), (x1, x2), · · · , (xk−1, xk), (xk, y) ∈ R ∪R−1. If X ∈ D(U,R), y ∈ X .
Proof. We prove this assertion using induction on k. The assertion under the condition
of k = 0 has been proved in Lemma 5. Assume this assertion is true for k ≤ t − 1.
Now assume k = t. By the assumption of the induction, we know that xk ∈ X . Thus
by Lemma 5, we have that y ∈ X . 
Now we can prove one of the main results in this paper, which indicates that a serial
relation and its equivalent closure induce the same definable set family.
Theorem 5. Let R be a serial relation on U . Then D(U,R) = D(U, ts(R)).
Proof. (⊆): Let x ∈ X ∈ D(U,R). By Corollary 2, we know that for any y ∈
Sts(R)(x), it follows that (x, y) ∈ (R ∪ R−1) ∪ (R ∪ R−1)2 ∪ · · · . Thus (x, y) ∈
R ∪ R−1 or (x, y) ∈ (R ∪ R−1)k, where k ∈ N+ ∧ k ≥ 2. If (x, y) ∈ R ∪ R−1,
by Lemma 5, we have that y ∈ X . If (x, y) ∈ (R ∪ R−1)k, where k ∈ N+ ∧
k ≥ 2, by Proposition 15, we know that there exist x1, x2, · · · , xk−1 ∈ X such that
(x, x1), (x1, x2), · · · , (xk−2, xk−1), (xk−1, y) ∈ R∪R−1. By Lemma 6, we know that
y ∈ X . ThereforeSts(R)(x) ⊆ X . Since Pts(R)(x) = Sts(R)(x), Pts(R)(x) ⊆ X . Thus
Vts(R)(X) ⊆ X . By Proposition 8, we know that X ∈ D(U, ts(R)).
(⊇): By Proposition 8, we know that for any X ∈ D(U, ts(R)) and any x ∈ X ,
it follows that Sts(R)(x) = Pts(R)(x) ⊆ X . By (2) of Definition 15 and Proposition
16, we have that SR(x) ⊆ Sts(R)(x) and PR(x) ⊆ Pts(R)(x). Thus SR(x) ⊆ X and
PR(x) ⊆ X . Hence VR(X) ⊆ X . By Proposition 8, we know that X ∈ D(U,R). 
The following example indicates that if R is not serial, D(U,R) = D(U, ts(R)) is
incorrect.
Example 4. Let U = {1, 2, 3} andR = {(1, 2), (3, 3)}. Then ts(R) = {(1, 1), (2, 2), (3,
3), (1, 2), (2, 1)} and D(U,R) = ∅ 6= {∅, {3}, {1, 2}, {1, 2, 3}}= D(U, ts(R)).
For presenting a necessary and sufficient condition for two relations to induce the
same definable set family, we need to prove the following proposition.
Proposition 17. Let R1, R2 be two equivalence relations on U . Then D(U,R1) =
D(U,R2) iff R1 = R2.
Proof. (⇒): We use the proof by contradiction. Suppose R1 6= R2. By Theorem 1,
we have that U/R1 6= U/R2. Thus U/R1 − U/R2 6= ∅. Without loss of generality,
suppose K ∈ U/R1 − U/R2. Then there exists some L ∈ U/R2 such that K ⊂ L or
for any J ∈ U/R2, it follows that K * J . If K ⊂ L, we have that R2(K) = ∅. Thus
K ∈ D(U,R1) − D(U,R2). Hence D(U,R1) 6= D(U,R2). If for any J ∈ U/R2, it
follows that K * J , there exists some A ⊆ U/R2 such that K ⊆ ∪A, |A| ≥ 2 and
for any B ⊂ A, it follows that K * ∪B. For any I ∈ A, it is obvious K ∩ I 6= ∅ and
K − I 6= ∅. Thus K ⊆ R1(I). Hence ∅ 6= K − I ⊆ R1(I) − I . Then R1(I) 6= I .
Therefore I ∈ D(U,R2)−D(U,R1). Then D(U,R1) 6= D(U,R2).
(⇐): It is straightforward. 
Finally, based on some above results, we present a necessary and sufficient condition
for two relations to induce the same definable set family.
Theorem 6. D(U,R1) = D(U,R2) iff both R1 and R2 are not serial, or both R1 and
R2 are serial and ts(R1) = ts(R2).
Proof. (⇒): It is obvious D(U,R1) = D(U,R2) = ∅ or D(U,R1) = D(U,R2) 6= ∅.
If D(U,R1) = D(U,R2) = ∅, by Theorem 3, we have that both R1 and R2 are not
serial. If D(U,R1) = D(U,R2) 6= ∅, by Theorem 3, we have that both R1 and R2 are
serial. Thus by Theorem 5, we have that D(U, ts(R1)) = D(U,R1) = D(U,R2) =
D(U, ts(R2)). By Proposition 17 and Corollary 2, we have that ts(R1) = ts(R2).
(⇐): If both R1 and R2 are not serial, by Theorem 3, we have that D(U,R1) =
∅ = D(U,R2). If both R1 and R2 are serial and ts(R1) = ts(R2), by Theorem 5, we
have that D(U,R1) = D(U, ts(R1)) = D(U, ts(R2)) = D(U,R2). 
6 Conclusions
In this paper, we studied under what condition two relations induce the same defin-
able set family. First, we introduced some definitions and results of relation closures.
Secondly, we investigated some fundamental properties of definable sets. Thirdly, we
simplified the expression of equivalent closures under certain conditions. Finally, based
on the research of equivalent closures, we presented a necessary and sufficient condi-
tion for two relations to induce the same definable set family. Relation based rough sets
are only one type of generalizing rough sets. There are some issues related to definable
sets unsolved in various types of generalizing rough sets, which will be investigated in
our future works.
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