This paper addresses the problem of designing scaling strategies for elastic data stream processing. Elasticity allows applications to rapidly change their configuration on-the-fly (e.g., the amount of used resources) in response to dynamic workload fluctuations. In this work we face this problem by adopting the Model Predictive Control technique, a control-theoretic method aimed at finding the optimal application configuration along a limited prediction horizon in the future by solving an online optimization problem. Our control strategies are designed to address latency constraints, using Queueing Theory models, and energy consumption by changing the number of used cores and the CPU frequency through the Dynamic Voltage and Frequency Scaling (DVFS) support available in the modern multicore CPUs. The proactive capabilities, in addition to the latency-and energy-awareness, represent the novel features of our approach. To validate our methodology, we develop a thorough set of experiments on a high-frequency trading application. The results demonstrate the high-degree of flexibility and configurability of our approach, and show the effectiveness of our elastic scaling strategies compared with existing state-of-the-art techniques used in similar scenarios.
Introduction
Data Stream Processing [9] (briefly, DaSP) is a computing paradigm enabling the real-time processing of continuous data streams that must be processed on-the-fly with stringent Quality of Service (QoS) requirements. These applications are usually fed by potentially irregular flows of data that must be timely processed to detect anomalies, provide real-time incremental responses to the users, and take immediate actions. Typical application domains of this paradigm are high-frequency trading, network intrusion detection, social media, and monitoring applications like in healthcare and intelligent transportation systems.
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PPoPP '16 March 12-16, 2016 changes in their workload characteristics. Elasticity is a fundamental feature in this context; it allows applications to scale up-/down the used resources to accommodate dynamic requirements and workload [14, 15] by maintaining the desired QoS in a costeffective manner, i.e. without statically configuring the system to sustain the peak load. However, elasticity is a challenging problem in DaSP applications that maintain an internal state while processing input data flows. The runtime system must be able to split and migrate the data structures supporting the state while preserving correctness and performance. This problem has been studied extensively in the last years, with works that propose efficient state migration protocols and reconfiguration techniques [12, 15, 17] . Besides protocols and low-level mechanisms, the design of clever scaling strategies has acquired an increasing strategic significance owing to the high number of requirements that must be synergically taken into account when the strategy selects a new resource allocation (e.g., latency, throughput, resource and energy consumption). Avoiding unnecessary or too frequent reconfigurations by keeping the actual QoS close to user's specifications is a key point to deliver high-performance cost-effective solutions. In this work we propose latency-aware and energy-efficient scaling strategies with predictive capabilities. The main contributions of our work are the following:
• most of the existing scaling strategies have a reactive nature [12, 15, 17] . In contrast our approach is based on a controltheoretic method known as Model Predictive Control [11] (briefly, MPC), in which the strategies take into account the behavior of the system along a limited future time horizon to choose the reconfigurations to execute. As far as we know, this is the first time that MPC-based strategies have been applied in the DaSP domain;
• most of the existing strategies are mainly throughput oriented [14, 15, 20] , i.e. they adapt the number of resources to sustain the actual input stream pressure. In many real-world scenarios this is not sufficient as the application must provide timely and fresh responses to the users. We tackle this problem by focusing explicitly on application latency and we study how to model and control it;
• we integrate our strategies with capabilities to deal with energy consumption issues. To this end, we target multicores with Dynamic Voltage and Frequency Scaling (DVFS) support.
We experiment our strategies in a high-frequency trading application based on both synthetic and real dataset workload traces. To provide a concise summary of the results and to easily compare different strategies, we analyze them in terms of the so-called SASO properties [14, 18] : stability, accuracy, settling time and overshoot. As a result, the configuration parameters of our strategies will exhibit a clear impact on these properties by rendering the tuning phase easier. Furthermore, we compare our predictive strategies with some existing reactive ones proposed in the literature. At the present this work covers single multicore systems, but we plan to extend it to distributed environments in the future.
The outline of this paper is the following. Sect. 2 introduces basic concepts about DaSP. Sect. 3 presents our MPC-based approach. Sect. 4 describes the runtime support. Sect. 5 provides a comprehensive analysis of our strategies and a comparison with the state-of-the-art. Finally, Sect. 6 reviews existing works and Sect. 7 concludes this work by highlighting our future research directions.
Data Stream Processing
In the last years several Stream Processing Engines (SPEs) have been proposed for developing and executing DaSP applications. Examples are IBM InfoSphere [2], Apache Storm [4] and Spark Streaming [3] . In these frameworks the programmer expresses applications as data-flow graphs of operators [9] interconnected by data streams, i.e. unbounded sequences of data items with a fixed structure like a record of attributes (tuples).
Operators belong to two different classes [10] : stateless operators, characterized by each input data item that produces an output independently of any previous input tuple, and stateful operators that require to keep an internal state. Notably, partitioned-stateful operators [9] ingest an input sequence of tuples belonging to different groups identified by a partitioning attribute (partitioning key). For these operators the internal state can be decomposed in partitions, each one assigned to a distinct group. Examples are userdefined operators that process network traces partitioned by IP address, or market feeds partitioned by stock symbol.
Due to the unlimited length of the stream, the semantics of stateful operators has been redefined with respect to their original counterparts in classic databases. One of the main solutions proposed in DaSP consists in using succinct data structures like synopses and sketches to maintain a concise summary of the stream characteristics (e.g., the statistical properties of the input elements). Alternatively, the operator processing logic can be applied on the most recent tuples only, which are maintained in a window buffer. According to the window boundaries, windows can be time-based or count-based and they usually have a sliding semantics.
As recognized by the literature, sliding windows are the predominant abstraction in DaSP [9] . Therefore, in the ensuing discussion we will focus on partitioned-stateful operators based on a sliding window model that represent the target of the most recent research [14] .
Parallelism and Elasticity
To respect user QoS requirements, hotspot operators in data-flow graphs must be identified and internally parallelized using multiple functionally equivalent replicas that handle a subset of the input tuples [9] . While for stateless operators this parallelization is trivial, for stateful ones it is complex because the computation semantics depends on the order in which input items are processed and the data structures supporting the internal state updated. This implies that simple parallel implementations that randomly distribute input items to replicas that use independent locks to protect the state partitions cannot be used because they might alter the computation semantics. In fact, though locks allow the replicas to access and modify the state partitions atomically, the order in which input items within the same group are processed might be different with respect to their order of appearance in the input stream. As an example, this may happen if the processing time per tuple is highly variable. In that case, the output sequence of the parallelization can be different than the one of the original operator, thus violating the sequential equivalence.
The typical solution used in the literature [14, 15, 17, 28] is to make each state partition owned by a single replica. The distribution must guarantee that all the tuples with the same partitioning key are routed to the same replica. In this way the state partitions do not require to be protected by locks, and tuples within the same group are processed in the same order of appearance in the input stream * . The idea of this parallelization is sketched in Fig. 1 . The operator receives an input stream of tuples X and produces an output stream of results Y. For each tuple xi ∈ X we denote by η(xi) ∈ K its partitioning key, where K is the key domain. For each key k ∈ K, p k ∈ [0, 1] denotes its relative frequency.
The replicas are interfaced with the input and the output streams through two functionalities called splitter and merger. The first is responsible for distributing each input tuple to the corresponding replica by using a hash function called distribution function m : K → [1, n] , where n is the actual number of replicas. The merger is in charge of collecting the results from the replicas.
Streaming applications are characterized by highly variable execution scenarios. The dynamicity depends on three different factors: (D1) the variability of the arrival rate, (D2) the variability of the key frequency distribution, and (D3) the variability of the processing time per tuple. The applications must tolerate all these aspects by keeping the QoS optimized according to the user criteria. In this paper we are interested in the latency (response time), i.e. the time elapsed from the reception of a tuple that triggers the operator internal processing logic and the production of the corresponding output. Latency requirements are usually expressed in terms of threshold specifications, e.g., by keeping the average latency under a user-defined threshold. Time periods in which these requirements are not met are considered QoS violations.
A simple solution to achieve the desired QoS is to configure the system to sustain the peak-load. This solution is usually too expensive in terms of resource consumption, and it can even be ineffective if a static distribution function is not unable to balance the workload during the entire execution duration, e.g., if the key frequencies exhibit wide variations at runtime. Instead, elastic operators can be intrinsically able to deal with all the D1, D2, D3 factors [14, 23] . The scaling strategies that will be developed in this work will be able to change the parallelism degree n (i.e. the actual number of replicas), the distribution function m, and the operating frequency f used by the CPUs.
The scaling strategy monitors the actual behavior of an operator, detects if it is not currently able to meet the desired QoS, chooses a better configuration, and applies it with minimal impact on the computation performance. We will compare strategies according to the well-known SASO properties [14, 18] :
• (P1) Stability: the strategy should not produce too frequent modifications of the actual configuration;
• (P2) Accuracy: the system should satisfy the QoS objectives by minimizing the number of QoS violations;
• (P3) Settling time: the strategy should be able to find a stable configuration quickly;
• (P4) Overshoot: the strategy should avoid overestimating the configuration needed to meet the desired QoS.
It is not often possible to optimize all these properties together, but we are interested in finding a strategy configuration that achieves the best trade-off.
Assumptions
Our methodology will be presented and experimented by assuming the following conditions:
1. (A1) homogeneous replicas: all the replicas of the same operator will be executed on homogeneous cores of the same sharedmemory architecture based on multicore CPUs; 2. (A2) single node: in this paper will target homogeneous multicore CPUs. We will study the impact of our approach on sharednothing architectures like clusters in our future work.
Elastic Scaling based on MPC
MPC is a design principle for controllers widely adopted in the process industries [11] . The basic idea is that the controller's actions are taken by solving an optimization problem that explicitly uses a model to predict the future system behavior over a limited prediction horizon. The logic of a MPC controller is composed of three interconnected components sketched in Fig. 2 . Disturbance forecaster. The controller is able to observe the last measurements d(τ − 1) of the exogenous uncontrollable events affecting the system, the so-called measured disturbances, e.g., the arrival rate and the processing time per input tuple. These monitored data are collected periodically once per control step τ (a fixed time interval). Their future value d(τ ) is estimated with statistical forecasting tools based on a limited history of the past samples [19] .
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System model. The MPC approach is model driven: a system model is used to compare and evaluate alternative configurations. The model captures the relationship between QoS variables (e.g., latency, energy) and the current system configuration expressed by decision variables (e.g., parallelism degree, CPU frequency). The general structure of the model is as follows:
where q(τ ) and d(τ ) are the predicted vectors of QoS variables and disturbances for step τ and u(τ ) is the decision variable vector.
Optimizer. The optimization problem solved by the MPC controller is defined as follows:
The result is an optimal reconfiguration trajectory U h (τ ) = (u(τ ), u(τ + 1), . . . , u(τ + h − 1)) over a prediction horizon of h ≥ 1 steps. The basic principle of MPC is that only the first element u(τ ) of the reconfiguration trajectory is used to steer the system to the next control step. Then, the strategy is re-evaluated at the beginning of the next control interval using the new disturbance measurements to update the forecasts. In this way the prediction horizon shifts forward by one step, from this the name receding horizon. The approach has led to very good results in a large number of applications over the last years [11] , due to its intrinsic capability to incorporate a feedback mechanism.
Predictive Strategies for Elastic Scaling
To apply the MPC methodology, our intra-operator parallelization is enhanced with an additional functionality, i.e. the controller (see Fig. 2 ).
Measured disturbances
The controller observes the operator execution and acquires periodically measurements from the computation. Tab. 1 shows the basic measurements gathered by the controller. These metrics are relative to a control step (omitted to simplify the notation), i.e. at the beginning of a generic control step τ the updated measurements related to the previous step τ − 1 are available. We use the term triggering tuple to denote a tuple that triggers the internal processing logic of the operator. For window-based stateful operators a triggering tuple is any tuple that triggers a new window activation (according to the window triggering policy [9] ). Non-triggering tuples are simply inserted into the corresponding window and it is reasonable to assume that they have a negligible computation cost. Computation times are collected in clock cycles to be independent from the used CPU frequency.
Derived metrics
The controller can derive various additional metrics from the basic ones. From the arrays of measurements c k for each k ∈ K, the controller measures the average number of clock cycles required to process a triggering tuple with key k. We denote it by C k , i.e. the mean value of the samples in the last array c k gathered from the replicas. The mean computation time per triggering tuple of key k ∈ K is:
Since the computation times are collected in clock cycles, they need to be transformed in time by dividing for the used CPU frequency f (τ ). This model is a good approximation for CPU-bound computations [26] . For memory-bound computations it may be less accurate. In the sequel we assume this model to be sufficiently accurate and we will investigate proper extensions in the future. We define the (ideal) service rate as the average number of triggering tuples that the operator is able to serve per time unit provided that there are always new tuples to ingest. We are interested in the inverse of this quantity, i.e. the operator (ideal) service time TS . We denote by w k (τ ) the "weight" of the key k ∈ K, defined as the product between the key frequency and the mean computation time per triggering tuple of that key, i.e.
The mean computation time per triggering tuple of any key can be calculated as follows:
Under the assumption that the load is evenly distributed among the n(τ ) replicas, the service time of the operator is roughly equal to:
This model requires that, given the actual keys frequency distribution, there exists a distribution function m τ that allows the workload to be (quasi) evenly balanced among the replicas. As stated in the recent literature [14] , this assumption practically holds in many real-world applications, where skewed distributions are common but a well balanced distribution function can usually be found † . This aspect will be analyzed in detail in Sect. 5.
Performance and energy models
The decision variables of the models are: the number of replicas n(τ ) and the CPU frequency (GHz) f (τ ) used by the operator during step τ . They are represented by vector
T . Since our goal is to deal with latency-sensitive applications, our choice is to directly manage and configure the CPU frequency. Leaving the DVFS control to the CPU frequency governor of a commodity OS could not provide sufficient guarantees from a performance viewpoint, and will not be considered.
The outputs of the models are the predicted values of the QoS variables with a given configuration of the operator. For the step τ we are are interested in the response time (latency) RQ(τ ) and the power used P(τ ).
Latency model. Analogously to [23] , we use a Queueing Theory approach. The mean response time of the operator during a control step τ can be modeled as the sum of two quantities:
where WQ is the mean waiting time that a triggered tuple spent from its arrival to the system to when the operator starts the execution on the corresponding triggered window. To find the mean waiting time per triggering tuple, our idea is to model the operator as a G/G/1 queueing system, i.e. a singleserver system with inter-arrival times and service times having general statistical distributions. An approximation of the mean waiting time for this system is given by Kingman's formula [21] :
where the input parameters are the following: † We highlight that we are not assuming that the workload is always perfectly balanced, but that we are able to properly balance it among n replicas by changing the distribution function when necessary.
• the utilization factor of the operator during step τ , defined as the ratio between its service time and its inter-arrival time, i.e.
• the coefficient of variation of the inter-arrival time ca = σA/TA and of the service time cs = σS /TS .
As most of the Queueing Theory results, Expr. 7 can be used for stable queues only, i.e. such that ρ(τ ) < 1. This implies that the model can be used for evaluating the response time of configurations in which the operator is not a bottleneck, i.e. we are implicitly optimizing throughput in all of our strategies. Furthermore, a valuable property of Kingman's formula is that it is independent from the specific distributions of the inter-arrival time and service time. This is an important property, as in real systems these distributions are in general unknown and must be estimated from the actual observations in real-time. In our work we will make the following assumptions:
• by using Expr. 7, we are assuming that the mean waiting time of a parallel server with n(τ ) replicas and overall service time TS (τ ) is roughly the same of the one of a sequential server with the same service time;
• the mean inter-arrival time for the next step TA(τ ) is forecasted using statistical filters while the coefficient of variation is kept equal to the last measured one, i.e. ca(τ ) = ca(τ − 1);
• the coefficient of variation of the service time is estimated by cs(τ ) = cs(τ − 1). So doing, we suppose that cs is unaffected by changes in the parallelism degree. However, we can note that cs depends on the way in which the keys are partitioned among the replicas. For the moment being we neglect this aspect that will be investigated in our future work.
It is well known that the Kingman model provides good accuracy especially for systems close to saturation [21] , which is a good property since our goal is to avoid wasting resources and energy. In our strategies this model will be used quantitatively. To increase its precision we use the following feedback mechanism to fit Kingman's approximation to the last measurements:
The parameter e is the ratio between the mean waiting time during the past step τ −1 collected by the splitter functionality and the last prediction obtained by Kingman's formula. The idea is to adjust the next prediction according to the past error. A similar mechanism has been applied with good results to the problem of estimating the response time of a chain of operators in [23] .
Power consumption model. The energy consumed is expressed as the product between the power used and the execution time. Owing to the infinite nature of DaSP computations, the minimization of the instant power (power capping) is the main solution to reduce energy consumption and cutting down operating costs. We need to estimate the actual utilized power on multicore CPUs with DVFS support. We are not interested in knowing the exact amount of power, but only a proportional estimation such that we can compare different operator configurations. In particular, we do not consider the static power dissipation of the CPU and the one of the other remaining system components (e.g., RAM), but we will focus on the dynamic power dissipation originated from logic-gate activities in the CPU, which follows the underlying formula [5, 26] :
The power required during step τ is proportional to the used number of cores, the CPU frequency and the square of the supply voltage V, which in turn depends on the frequency of the processor.
C ef f represents the effective capacitance, a technological constant that depends on the hardware characteristics of the CPU.
It is worth noting that by monitoring the system utilization factor ρ(τ ) only, we are not able to choose the most power-efficient configuration that meets the target response time requirements. In fact, from Expr. 7 we can derive the utilization factor necessary to guarantee a certain WQ. Several configurations can achieve the same or a similar utilization factor, e.g., by using 5 replicas with a frequency of 2GHz or 10 replicas at 1GHz. Therefore, our strategies will need to be further able to estimate the power consumed by different operator configurations expressed by all the feasible combinations of the number of used cores and the employed CPU frequency.
Optimization Problem
The MPC-based strategies solve at each step the optimization problem defined in Expr. 2. The cost function is the sum of the step-wise cost L over a horizon of h ≥ 1 future steps. A general form of the step-wise cost can be expressed as follows, with i = 0, . . . , h − 1:
The QoS cost models the user degree of satisfaction with the actual QoS provided by the operator. The resource cost models a penalty proportional to the amount of resources/energy consumed. The switching cost is a function of the vector ∆u(τ ) = u(τ ) − u(τ − 1), which models the penalty incurred in changing the actual configuration.
In the following, various MPC-based strategies will be designed by using different formulations of the three cost terms.
QoS cost. We focus on latency-sensitive applications in which the response time needs to be bounded to some thresholds. Exceeding those requirements must be considered a failure, which may lead to a system malfunction, a loss of revenue or to catastrophic events depending on the type of system controlled. The general objective is to minimize latency as much as possible. However, keeping the latency under a maximum threshold (a critical value for the user satisfaction) is often sufficient in many applications to provide fresh results to the users [31] . We model this requirement with a cost function defined as follows:
where α > 0 is a positive cost factor. Such kind of cost heavily penalizes configurations with a latency greater than a threshold δ > 0, as the cost increases rapidly. Therefore, keeping the latency under the threshold as long as possible is fundamental to minimize this cost.
Resource cost. The resource cost is defined as a cost proportional to the number of used replicas or to the power consumed, which in turn depends both on the number of used cores and the employed CPU frequency. We use two cost definitions:
where β > 0 is a unitary price per unit of resources used (per-core cost) or per watt (power cost).
Switching cost. The switching cost term penalizes frequent and/or large modifications of the actual operator configuration. We use the following definition:
where γ > 0 is a unitary price factor. This cost includes the Euclidean norm of the difference vector between the decision vectors used at two consecutive control steps. Quadratic switching cost functions are common in the Control Theory literature [11] . They are used to reduce the number of reconfigurations by avoiding the controller oscillating the configuration used and performing large changes in the values of the decision variables.
Runtime Mechanisms
In this paper we describe a prototypal version of our elastic strategies ‡ developed in the FastFlow framework [1] for parallel stream processing applications targeting shared-memory architectures. According to the model adopted by this framework, the splitter, replicas, merger and the controller are implemented as separated threads that exchange messages through lock-free shared queues [8] . Messages are memory pointers in order to avoid the overhead of extra copies. The centralized controller is executed by a dedicated control thread. This choice is in line with other approaches proposed recently [23] . Distributed controllers will be studied in the future. The splitter is interfaced with the network through a standard TCP/IP POSIX socket used to receive an unbounded stream of input tuples.
The reconfiguration mechanisms are in charge of applying the new configuration determined by the strategy for the current control step. They will be described in the rest of this section. Although we target shared-memory machines, the runtime interface has been designed in order to be easily implementable in distributed architectures in the near future.
Increase/Decrease the Number of Replicas
In the case of a change in the parallelism degree, the controller transmits a message containing the new distribution function m τ to the splitter. The controller is responsible for creating the threads supporting the new replicas and for interconnecting them with the splitter, merger and the controller by creating proper shared queues. Furthermore, the splitter transmits migration messages to the replicas in order to start the state migration protocol, see Sect. 4.3. Only the replicas involved in the migration will be notified. Similar actions are performed in the case some replicas are removed by destroying the threads implementing the removed replicas and the corresponding FastFlow queues.
Heuristics for Load Balancing
The controller decides a new distribution function in two different cases: i) if a new parallelism degree must be used; ii) although the parallelism degree is not modified, a new distribution function may be needed to balance the workload among the actual number of replicas. In both the cases finding the best key assignment in terms of load balancing is a NP-hard problem equivalent to the minimum makespan [30] . Therefore, approximate solutions must be used. The pseudocode of the solution proposed in [30, Chapt. 10] is shown in Alg. 1, in which the distribution function is represented by a lookup table. The keys are ordered by their weight for the next step, see Sect. 3.1.2. Starting from the heaviest key, each key is assigned to the replica with the actual least amount of load. 
Update the load of replica j, i.e. L j (τ ) = L j (τ ) + w k (τ ); 8 end 9 return the new distribution table;
the amount of migrated keys. The idea is to pair very loaded replicas with less loaded ones and exchange keys if the load difference of each pair is higher than a threshold. In Sect. 5.2 we will analyze in detail the impact of the number of moved keys in multicore architectures by comparing different heuristics.
State Migration
Each time the controller changes the distribution function, some of the data structures supporting the internal state must be migrated. This problem has been addressed in various works from which we have taken inspiration. Our goal is to design a low-latency state migration protocol. In particular, during the reconfiguration phase the splitter should not delay the distribution of new input tuples to the replicas not involved in the migration, i.e. they must always be able to process the input tuples without interferences. Furthermore, the replicas involved in the migration should be able to process all the input tuples of the keys not involved in the migration without interruptions.
Our migration protocol consists of several phases. In the first step the splitter receives from the controller the new distribution function m τ and recognizes the migrated keys. It transmits a sequence of migration messages belonging to two different classes:
• move out(k) is sent to the replica ri that held the data structures corresponding to the tuples with key k ∈ K before the reconfiguration but will not hold them after the reconfiguration,
• move in(k) is sent to the replica rj that will hold the data structures associated with key k after the reconfiguration (and did not own them before), i.e.
The splitter sends new tuples using the new distribution function without blocking, while the state movements are carried out by the replicas in parallel. In contrast, in [14, 17] the operator experiences a downtime until the migration is complete by blocking some of the replicas and/or the splitter. Like in [15, 28] the replicas not involved in the migration maintain the same subset of keys and are able to process the input tuples without interferences. Fig. 3 depicts the reconfiguration actions in the case of the migration of a key k ∈ K from replica ri to rj 1 . At the reception of a move out(k) message by replica ri 2 , that replica knows that it will not receive tuples with key k anymore. Therefore, it can safely save the state of that key (denoted by s k ) to a backing store used to collect the state partitions of the migrated keys and to synchronize the pairs of replicas involved in the migration.
The replica rj, which receives the move in(k) message 3 , may receive new incoming tuples with that key before the state has been acquired from the backing store. Only when ri has properly saved s k into the repository 4 the state can be acquired by rj 5 . However, rj is not blocked during this time period but accepts new tuples without interruptions. All the tuples with key k received in the meanwhile are enqueued in a temporary pending buffer until s k is available. When that state is ready to be fetched, it is acquired by the replica and all the pending tuples of key k in the buffer are rolled out and processed in the same order in which they were sent by the splitter. This solution is similar to the one described in [28] , except that the pending buffers are maintained in the replicas involved in the migration instead of having a centralized buffer kept in the splitter. Therefore, the splitter is able to route tuples to the replicas without delays introduced by the dequeuing of tuples from the pending buffer. In our case, since the replicas are executed on the same sharedmemory node (A1), the repository is a shared memory area in which replicas exchange memory references to the data structures by avoiding the copy overhead. Instead, in the case of a distributed implementation the backing store can be implemented by back-end databases or using socket-/MPI-based implementations [14] .
Frequency Scaling and Energy Measurement
Our MPC-based strategies can change the current operating frequency used by the CPUs. This does not affect the structure of the parallelization and can be performed transparently. To this end, the runtime uses the C++ Mammut library § (MAchine Micro Management UTilities) targeting off-the-shelf multicore CPUs. The controller uses the library functions to collect energy statistics. On Intel Sandy-Bridge CPUs this is performed by reading the Running Average Power Limit (RAPL) energy sensors that provide accurate fine-grained energy measurements [16] . On the same way, voltage values are read through specific model-specific registers (MSR).
Experiments
In this section we evaluate our control strategies on a DaSP application operating in the high-frequency trading domain (briefly, HFT). The code has been compiled with the gcc compiler (version 4.8.1) with the −O3 optimization flag. The target architecture is a dual-CPU Intel Sandy-Bridge multicore with 16 cores with 32GB or RAM. Each core has a private L1d (32KB) and L2 (256KB) cache. Each CPU is equipped with a shared L3 cache of 20MB. The architecture supports DVFS with a frequency ranging from 1.2GHz to 2GHz in steps of 0.1GHz. In the experiments the TurboBoost feature of the CPU has been turned off. Each thread of the implementation has been pinned on a distinct physical core and hyperthreading CPU facility is not exploited.
Application Description
High-frequency trading applications ingest huge volume of data at a great velocity and process them with very stringent QoS requirements. Fig. 4 shows the kernel of the application that we use for the experiments. The source generates a stream a financial quotes, i.e. buy and sell proposals (bid and ask) represented by a record of attributes such as the proposed price, volume and the stock symbol (64 bytes in total). The algotrader operator processes quotes grouped by the stock symbol. A count-based sliding window of size |W| = 1, 000 quotes is maintained for each group. After receiving a slide of δ = 25 new tuples of the same stock symbol, the computation processes all the tuples in the corresponding window. The operator aggregates quotes with a millisecond resolution interval and applies a prediction model aimed at estimating the future price of that stock symbol. The aggregate quotes (one per resolution interval) in the current window are used as input of the Levenberg-Marquardt regression algorithm to produce a fitting polynomial. For the regression we use the C++ library lmfit [6] . The results are transmitted to the consumer that consolidates them in a DB. The algotrader and the consumer are executed on the same machine while the source can be allocated on a different host, as it communicates with the algotrader through a TCP socket. The user can choose the parameters |W| and δ in order to achieve a desired level of results accuracy. The values used in the experiments are typical examples. In our evaluation we do not consider the consumer. We have dedicated 4 cores for the source, splitter, merger and the controller entities, which leaves 12 cores for replicas.
Source
This application has all the variability issues introduced in Sect. 2.1. The source generates inputs with a time-varying arrival rate and frequency distribution of the stock symbols (D1 and D2). Furthermore, the aggregation phase can change the number of quotes that are inputs of the regression. Therefore, also the computation time per window can vary during the execution (D3) analogously to the case in which time-based windows are used. We refer to a synthetic workload (Fig. 5a ) and a real dataset scenario (Fig. 5b) . In the latter, the quotes and their timestamps are the ones of a trading day of the NASDAQ market (daily trades and quotes of 30 Oct 2014 ¶ ) with 2, 836 traded stock symbols. This dataset has a peak rate near to 60, 000 quotes per second, with an average value well below this figure. To model future scenarios of millions of quotes per second (as in the case of options instead of quotes), we accelerate it 100 times to increase the need of parallelism in the algotrader. Fig. 5b shows the accelerated real workload. Fig. 5a shows the arrival rate per second in the synthetic benchmark. The rate follows a random walk model and the key frequency distribution is fixed and equal to a random time instant of the real NASDAQ dataset. The skewness factor, i.e. the ratio between the most probable key and the less probable one, is equal to 9.5 × 10 4 . ¶ The dataset can be downloaded at the following url: http://www. nyxdata.com Real NASDAQ data-set workload.
Arrival rate.
(b) Real dataset. The execution of the synthetic benchmark consists in 180 seconds, while the one of the real dataset (Fig. 5b) is of 235 seconds equal to about 6 hours and half in the original non-throttled dataset.
Implementation Evaluation
The first set of experiments is aimed at analyzing our parallel implementation of the algotrader operator in order to assess the efficiency and the effectiveness of our design choices.
Overhead of the elastic support.
To evaluate the impact of our elastic support we have measured the maximum input rate that the algotrader is able to sustain with the highest CPU frequency and the maximum number of replicas. We compare the implementation with the elastic support, i.e. the controller functionality and all the monitoring activities enabled (sampling interval of 1 second), with the one in which the elastic support has been turned off. In this experiment the algotrader is fed by a high-speed stream of quotes belonging to 2, 836 keys all with the same frequency. The results of this experiment show a modest overhead in the algotrader ideal service time, bounded by 3 ÷ 4%. This demonstrates that the monitoring activity and the asynchronous interaction with the controller have a negligible effect on the computation performance.
Migration overhead. The MPC controller adopts the heuristic described in Alg. 1 to find a new distribution function. This heuristic (called balanced in the rest of the description) may move most of the keys in order to balance the workload perfectly among the replicas. We compare it with the heuristic studied in [28] (we call it Flux), which minimizes the number of migrated keys by keeping the unbalance under a threshold (we use 10%). We analyze a scenario in which the workload is perfectly balanced until timestamp 30. At that time instant we force the input rate to suddenly change from 3 × 10 5 quotes/sec to 4 × 10 5 quotes/sec. The strategy detects the new rate and changes the number of replicas from 6 to 8 at timestamp 31. In this case the controller does not modify the CPU frequency. The steady-state behavior of the new configuration is reached at timestamp 36. Fig. 6 shows the average latency measured each 250 milliseconds (1/4 of the control step). We identify three phases: a first phase in which the rate changes and the controller detects it at the next control step. During this phase both the heuristics produce very similar latency results that grows because the operator becomes a bottleneck. In the second phase the controller triggers the reconfiguration and some keys are migrated (2, 460 and 68 in the Balanced and the Flux heuristics). The Flux heuristic produces lower latency results because pending buffers are mostly empty during this phase. In the third phase (after timestamp 33), the replicas process the tuples that were waiting in the pending buffers. Owing to a better load balancing, the heuristic of Alg. 1 approaches the steady state faster. During the third phase the measured latency with the Flux heuristic is about double of the latency with the balanced one. Furthermore, the steady-state behavior after timestamp 36 shows a slight advantage (1 ÷ 2%) compared with Flux (subplot in Fig. 6 ).
In conclusion, on multicores the balanced heuristic should be preferred in latency-sensitive applications since the latency spikes during the migration are modest and, notably, the new steady state can be reached faster. Of course this consideration does not hold in distributed-memory architectures, in which minimizing the number of moved keys is important because the state partitions are copied among replicas, and not transferred by reference.
On the optimization complexity. As an ancillary aspect, we note that the MPC optimization requires to explore all the admissible reconfiguration trajectories, whose number is N h × |F| h . Therefore, we have an exponential increase with an increasing number of reconfiguration options and longer prediction horizons. To complete the optimization in a time negligible with respect to the control step, we use a Branch & Bound procedure that reduces the number of explored states of several orders of magnitude with respect to the theoretical number of trajectories. Details will be provided in future extensions of this paper.
Control Strategies Evaluation
In this section we study different MPC-based strategies based on the different formulations of the optimization problem proposed in Sect. 3.2. Tab. 2 summarizes them. The cost parameters α, β and γ require to be tuned properly. We use β = 0.5 while we adopt a different value of α according to the used workload trace. Each strategy is evaluated without switching cost (γ = 0) or with the switching cost (we use γ = 0.4) and different lengths h ≥ 1 of the prediction horizon.
Name
Resource cost alpha (rw) alpha (real)
Lat-Node per node (Expr. 12) 2 3
Lat-Power power cost (Expr. 13) 2 4 The arrival rate is predicted using a Holt Winters filter [13] able to produce h-step ahead forecasts by taking into account trend and cyclic nonstationarities in the underlying time-series; the frequencies and the computation times per key are estimated using the last measured values, i.e.
We use the balanced heuristic to derive the new distribution function at each step.
All the experiments have been repeated 25 times by collecting the average measurements. The variance of the results is very small: in some cases we will show the error bars. with the switching cost (Sw) and different horizon lengths h = 1, 2. The reconfiguration sequence reflects the workload variability. The strategy changes only the number of replicas (the CPU frequency is fixed to 2 Ghz). Qualitatively similar results are achieved with the Lat-Power strategy (we omit them for the sake of space).
Reconfigurations and effect of the switching cost
The combined effect of the switching cost and the horizon length is evident. The dashed line corresponds to the reconfigurations without switching cost (γ = 0 and h = 1) in which the cost function J is composed of the QoS cost and the resource cost terms. The MPC controller selects the number of replicas that minimizes this function by following the workload variability. It is worth noting that a prediction horizon longer than one step is useless without the switching cost enabled.
The solid line corresponds to the strategy with the switching cost enabled, which acts as a stabilizer by smoothing the reconfiguration sequence, i.e. it is a brake that slows the acquisition/release of replicas. By increasing the foresight of the controller the reconfigurations with the switching cost better approximate the sequence without the switching cost. The reason is that our disturbance forecasts are able to capture future increasing/decreasing trends in the arrival rate (Holt-Winters). During increasing trends, longer horizons allow the controller to anticipate the acquisition of new replicas. The opposite characterizes decreasing trends. Therefore, by increasing the horizon length the effect of the stabilizer is less intensive and a faster adaptation to the workload can be observed. Fig. 8 summarizes the total number of reconfigurations. More reconfigurations are performed with the real workload, because of a higher variability of the arrival rate. Furthermore, more reconfigurations are needed by the energy-aware strategy Lat-Power. In fact, the space of possible reconfiguration options is larger, as the controller can also change the CPU frequency. In the number of reconfigurations we count any change in the number of replicas and/or in the CPU frequency. We do not consider the changes that affect only the distribution function. No. reconf.
Lat-Node strategy.
NoSw. Sw (h=1). Sw (h=2). Sw (h=3). No. reconf.
Lat-Power strategy.
NoSw. Sw (h=1). Sw (h=2). Sw (h=3). The Lat-Power strategy can vary the number of replicas, the CPU frequency or both. Fig. 9 shows the types of reconfigurations performed. In general, changes in the CPU frequency are more frequent than reconfigurations of the number of replicas. No. reconf.
Lat-Power strategy (real data-set).
No. replicas. CPU freq. Both. Figure 9 : Types of reconfigurations.
In conclusion we can state the following important property: the switching cost term allows the strategy to reduce the number and frequency of reconfigurations (P1). This effect is partially mitigated by increasing the horizon length.
QoS violations
We detect a QoS violation each time the average latency measured during a control step is higher than a user-defined threshold θ. Figs. 10a, 10b and 10c show the latency violations achieved by the Lat-Power strategy in the random walk scenario with θ = 1.5 ms. The figure reports the average latency per second without switching cost (h = 1) and with switching cost (h = 1, 2). We detect a QoS violation each time the solid line crosses the dashed line. The 95% confidence intervals (red intervals in the figure) are very small, demonstrating the small variance of the measurements.
Without switching cost we have more violations. In fact, the strategy chooses each time the minimal (smaller) configuration such that the latency threshold is respected. If the arrival rate predictions are underestimated we obtain over-threshold latencies. We achieve fewer violations by using the switching cost and the minimum horizon. This is an expected result, as this strategy overshoots the configuration (P4). This is clear in Fig. 7a and 7c , where the reconfiguration sequences with switching cost are mostly on top the ones without it. This allows the strategy to be more capable of dealing with workload underestimation. Longer horizons provide intermediate results. Figs. 10d, 10e and 10f show the results with the real workload in which we use a higher threshold of 7 ms. We measure more violations because the input rate variability is higher and predictions less accurate. Fig. 11 summarizes the results. In conclusion, the switching cost allows the strategy to reach better accuracy (P2). This positive effect is partially offset by increasing the horizon length. No. violations.
NoSw. Sw (h=1). Sw (h=2). Sw (h=3). No. violations.
NoSw. Sw (h=1). Sw (h=2). Sw (h=3). 
Resource and power consumption
We study the power consumption of the Lat-Node and the Lat-Power strategies. We consider the power dissipated by the cores, while the other components inside the chip (L3 cache) and off-chip (RAM) represent a constant term in the overall power consumption ∥ . We use the same frequency for the two chips of our multicore (A1). Fig. 12 shows the watts without using the switching cost. We compare the strategies in which the controller changes the number of replicas configured at the highest frequency (Lat-Node) with the strategy using frequency scaling (Lat-Power). Fig. 12a shows the results in the random walk scenario. The watts with the energyaware strategy (green lines) always stay below the consumption without frequency scaling, resulting in an average power saving of 18.2%. A similar behavior can be observed in Fig. 12b for the real workload where Lat-Power saves 10 ÷ 11 watts (16.5% on average) than Lat-Node. This reduction is significant owing to the long-running nature of DaSP applications. (d) Lat-Power NoSw -38 violations. real workload Lat-Node uses 14.76%, 1.87% and 0.94% more resources (respectively for h = 1, 2, 3) with respect to the strategy without switching cost. Lat-Power has an additional power consumption of 5.68%, 3.04% and 1.12% respectively. Power consumption (cores): random walk.
Lat-Node (NoSw). Lat-Power (NoSw).
(a) Lat-Node vs. Lat-Power. From these results we can derive the following important property of our strategies: the use of the switching cost causes overshoot (P4). This can be mitigated by using a longer horizon.
Reconfiguration amplitude
In cases of sudden workload changes, the strategy should be able to reach rapidly a configuration that meets the QoS requirements. If fews replicas are added/removed each time, this negatively impacts the settling time property as several reconfigurations are needed to reach the configuration able to achieve the desired QoS. Fig. 14 shows for each strategy the so-called reconfiguration amplitude measured over the entire execution. It consists in the Euclidean distance between the decision vector u(τ ) used at step τ and the one used at the previous step u(τ − 1). The frequency values (from 1.2 Ghz to 2 Ghz with steps of 0.1) have been normalized using the rule (f (τ ) − 1.2) * 10 + 1 to obtain the integers from 1 to 9. Reconf. amplitude
NoSw. Sw (h=1). Sw (h=2). Sw (h=3). As it is evident from Fig. 14, the strategies with switching cost and h = 1 perform smaller reconfigurations. The highest amplitude is achieved by the strategy without the switching cost, which follows accurately the workload variations (more intensive in the real dataset). Therefore, the switching cost reduces the average reconfiguration amplitude while better settling time (P3) can be achieved with longer prediction horizons.
Comparison with Peak-load Overprovisioning
In this section we compare the best results achieved by our strategies against a static configuration in which the algotrader is configured to sustain the peak load. In this scenario state migrations are eventually performed at each step to maintain the workload balanced among replicas. However, the number of replicas and the CPU frequency are statically set to the maximum value throughout the execution. The results are depicted in Fig. 15 .
The peak-load configuration allows to achieve the minimum number of QoS violations both in the synthetic and the real workload traces. With the real workload we have 7 and 18 more violations achieved by Lat-Node and Lat-Power respectively. How- ever, this static configuration has the highest power consumption. The relative power savings for the synthetic and real workload are respectively of 14% and 12% with Lat-Node and 29% and 25% with Lat-Power.
Comparison with Similar Approaches
We conclude this paper by comparing our approach with two reactive strategies. The first is based on policy rules. It changes the number of replicas if the relative error between the measured latency and a required one is over a threshold. The second is the control algorithm described in [14] developed for the SPL framework [2] and targeting the SASO properties. This strategy changes the number of replicas based on a congestion index (i.e. the fraction of time the splitter is blocked in sending tuples to the replicas) and the recent history of the past actions. If a recent action has been taken without improving throughput, the control algorithm avoids executing it again. To adapt to fluctuating workload, the authors introduce mechanisms to forget the recent history if the congestion index or the throughput change significantly. The algorithm uses a sensitivity parameter to determine what a significant change means. Like for our parameters α, β and γ, tuning is required for the index and sensitivity parameters. Both the reactive strategies do not change the CPU frequency. Tab. 3 shows a summary of the results for the real dataset scenario. We compare the results achieved by the two reactive strategies against our Lat-Node strategy with h = 2 (the best horizon in terms of SASO trade-off). We chose this strategy in order to change only the number of replicas in all the cases. For the comparison we change the control step length to 4 seconds because the SPL strategy behaves poorly with too small sampling intervals. This is a first evident shortcoming of this approach, which is unable to adapt to the workload with a fine-grained sampling. We found that the best values for the congestion index and the sensitivity parameter, according to the authors indications [14] , are near to 0.1 and 0.9 respectively. The results show that our approach is the winner. Fewer reconfigurations are performed (stability) with fewer QoS violations. The SPL strategy is essentially throughput oriented. Therefore, it gives no latency guarantee and produces more QoS violations. Our strategy obtains fewer violations by needing a slightly higher number of resources than the rule-based strategy. This is a confirm of the effectiveness of our approach and of its ability to respect latency requirements with minimal resource consumption.
Related Work
Nowadays SPEs are widely used, both through academia prototypes [12, 15] and open-source [3, 4] and industrial products [2, 7] .
Elasticity is a recent feature of SPEs, based on the automatic adaptation to the actual workload by scaling up/down resources. Most of the existing strategies are reactive. In [12, 15, 17 ] the authors use threshold-based rules on the actual CPU utilization by adding or removing computing resources accordingly. Other works use complex metrics to drive the adaptation. In [23] the mean and standard deviation of the service time and the inter-arrival time are used to enforce latency constraints without predictive capabilities. In [14] the strategy measures a congestion index. By remembering the effects of the recent actions, the control algorithm avoids taking reconfigurations without improving throughput. Analogously to our work, this approach tries to target the SASO properties in the DaSP domain. However, our approach proposes a model-based predictive approach instead of a heuristic-based reactive one.
Other approaches try to anticipate the future by reconfiguring the system to avoid resource shortages. As far as we know, [22] is the first work trying to apply a predictive approach. They leverage on the knowledge of future resources and workload to plan resource allocation. The approach has been evaluated with oracle models that give exact predictions. Some experiments take into account possible prediction errors, but they do not use real forecasting tools. Moreover, the authors do not evaluate the SASO properties.
All the mentioned works except [23] are not optimized for low latency. In our past works we have investigated the use of MPC in the streaming context [24, 25] by focusing on the system throughput. In contrast, the strategies proposed in this paper explicitly takes into account latency constraints. In [17] the authors have studied how to minimize latency spikes during the state migration process. We have also studied this problem in this paper. In addition, we use a latency model to drive the choice of future reconfigurations by making our strategy fully latency-aware.
All the existing works take into account the number of nodes used. Our strategies are designed to address power consumption on DVFS-enabled CPUs. In [27] an energy minimization approach is used to properly annotate OpenMP programs. Therefore, it is not directly suitable for the streaming context. A work addressing power consumption in DaSP is [29] . Here the problem is tackled by a scheduler of streaming applications on the available machines. Thus, it does not propose scaling strategies.
Conclusions and Future Work
This paper presented a predictive approach to elastic data stream operators on multicores. The approach has two main novel aspects: it applies the Model Predictive Control method in the domain of data stream processing; it takes into account power consumption issues while providing latency guarantees. We validated our approach in a high-frequency trading application.
The high-frequency trading domain is a good candidate for the evaluation, since automatic trading applications have usually stringent QoS requirements in terms of worst-case latency bounds. However, our approach is not limited to this use case. The MPC methodology can be particularly beneficial in all the application domains of DaSP in which QoS violations are considered dangerous events that must be avoided to ensure a correct system behavior. Other examples are healthcare diagnostic systems that process sensor data in real-time to anticipate urgent medical interventions, and transportation monitoring systems, in which sensor data are analyzed to detect anomalous behaviors and to prevent catastrophic scenarios. In these application contexts performance guarantees are fundamental, and a proactive strategy enabling elastic processing is of great importance to meet the performance requirements with high probability by reducing the operating costs.
In the future we plan to extend our work on shared-nothing machines (clusters). Furthermore, we want to integrate our MPCbased strategies in a complete graph context, in which different operators need to coordinate to find agreements in their reconfiguration decisions. Distributed optimization and Game Theory are possible theoretical frameworks to solve this problem.
