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THE NICA-TOEPLITZ ALGEBRA OF ABELIAN
LATTICE-ORDERED GROUPS IS A FULL CORNER IN GROUP
CROSSED PRODUCT
SAEID ZAHMATKESH
Abstract. Consider the pair (G,P ) consisting of an abelian lattice-ordered dis-
crete group G and its positive cone P . Let α be an action of P by extendible endo-
morphisms of a C∗-algebra A. We show that the Nica-Toeplitz algebra Tcov(A×αP )
is a full corner of a group crossed product B ×β G, where B is a subalgebra of
ℓ∞(G,A) generated by a collection of faithful copies of A, and the action β on B
is given by shift on ℓ∞(G,A). By using this realization, we identify the (essen-
tial) ideal I of Tcov(A×α P ) such that the quotient algebra Tcov(A ×α P )/I is the
isometric crossed product A×isoα P .
1. Introduction
Let P be the positive cone of an abelian lattice-ordered discrete group G. The
identity element of G is denoted by e, and s−1 denotes the inverse of an element
s ∈ G. Note that we have P−1 ∩ P = {e} and G = P−1P . For every s, t ∈ G, we let
s∨t and s∧t denote the supremum and infimum of the elements s and t, respectively.
Suppose that (A, P, α) is a dynamical system consisting of a C∗-algebra A, an action
α : P → End(A) of P by endomorphisms of A such that αe = id. Note that since the
C∗-algebra A is not necessarily unital, we need to assume that each endomorphism αs
is extendible, which means that, it extends to a strictly continuous endomorphism αs
of the multiplier algebra M(A). Recall that an endomorphism α of A is extendible if
and only if there exists an approximate identity {aλ} in A and a projection p ∈M(A)
such that α(aλ) converges strictly to p inM(A). However, the extendibility of α does
not necessarily imply α(1M(A)) = 1M(A). In [5], for the system (A, P, α), Fowler de-
fined a covariant representation called the Nica-Toeplitz covariant representation of
the system, such that the endomorphisms αs are implemented by partial isometries.
He then showed that there exists a universal C∗-algebra Tcov(A×αP ) associated with
the system (A, P, α) generated by a universal Nica-Toeplitz covariant representation
of the system such that there is a bijection between the Nica-Toeplitz covariant repre-
sentation of the system and the nondegenerate representations of Tcov(A×α P ). This
universal algebra is called the Nica-Toeplitz algebra or Nica-Toeplitz crossed product
of the system (A, P, α). We recall that when the group G is totally ordered and
abelian, the algebra Tcov(A×αP ) is the partial-isometric crossed product A×
piso
α P of
the system (A, P, α) introduced and studied in [13]. Further studies on the structure
of the algebra A×pisoα P were carried out in [1], [3], [4], [9], and [19]. In particular, it
was shown in [19] that A×pisoα P is a full corner in classical crossed product by group.
This is the main inspiration of the present work, where by following the framework
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of [19], we generalize this corner realization of Tcov(A×α P ) to more general groups,
namely, (abelian) lattice-ordered groups. However, compared to the totally ordered
case, the discussions here are more complicated which involve quite huge computa-
tions. We believe that such efforts are very useful on understanding the structure
of C∗-algebras constructed out of semigroup dynamical systems, on which we could
import many information from the well-established theory of the classical crossed
products by groups (for example, see [9]).
Following the idea of [19], a subalgebra B of the algebra ℓ∞(G,A) of norm bounded
A-valued functions of G will be defined. Then, the shift on ℓ∞(G,A) gives an action of
G on B by automorphisms. Let B×G be the associated group crossed product of B by
G. Next, a Nica-Toeplitz covariant representation of (A, P, α) in the multiplier algebra
of B × G will be constructed, and we show that the corresponding homomorphism
of the Nica-Toeplitz algebra is an isomorphism of Tcov(A×α P ) onto a full corner of
B ×G. We then apply this realization to identify the kernel of the natural surjective
homomorphism Ω : (Tcov(A×αP ), iA, iP )→ (A×
iso
α P, µA, µP ) induced by the canonical
isometric covariant pair (µA, µP ) of (A, P, α). Moreover, we will see that ker Ω is an
essential ideal.
We begin with a preliminary section containing a summary on the Nica-Toeplitz
algebra and the theory of isometric crossed products. In section 3 we introduce a
subalgebra B of ℓ∞(G,A) and its crossed product B×βG by G, where the action β is
given by the shift on ℓ∞(G,A). In section 4 a Nica-Toeplitz covariant representation
of (A, P, α) in M(B×β G) will be constructed, from which we get an isomorphism of
the Nica-Toeplitz algebra Tcov(A ×α P ) onto a full corner of B ×β G. By using this
realization, in section 5, for the system (A,N2, α) associated with the abelian lattice-
ordered group (Z2,N2), we get an extension of the kernel of the natural surjective
homomorphism (of the Nica-Toeplitz algebra onto the isometric crossed product) by
full corners in algebras of compact operators. Finally, in section 6 we show that when
the action of P is given by automorphisms the Nica-Toeplitz algebra Tcov(A×α P ) is
a full corner in the classical crossed product (BG ⊗ A)×G by group.
2. Preliminaries
2.1. Morita equivalence and full corner. The C∗-algebras A and B are called
Morita equivalent if there is an A–B-imprimitivity bimodule X . If p is a projection
in the multiplier algebra M(A) of A, then the C∗-subalgebra pAp of A is called a
corner in A. We say a corner pAp is full if ApA := span{apb : a, b ∈ A} is A. Any full
corner of A is Morita equivalent to A via the imprimitivity bimodule Ap (see more
in [8] or [16]).
2.2. Nica-Toeplitz algebra. A partial-isometric representation of P on a Hilbert
space H is a map V : P → B(H) such that each Vx := V (x) is a partial isometry,
and VxVy = Vxy for all x, y ∈ P .
A Toeplitz covariant representation of (A, P, α) on a Hilbert space H is a pair (π, V )
consisting of a nondegenerate representation π : A → B(H) and a partial-isometric
representation V : P → B(H) of P such that
π(αx(a)) = Vxπ(a)V
∗
x and V
∗
x Vxπ(a) = π(a)V
∗
x Vx(2.1)
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for all a ∈ A and x ∈ P . A Nica-Toeplitz covariant representation of (A, P, α) on a
Hilbert space H is a Toeplitz covariant representation (π, V ) such that
V ∗x VxV
∗
y Vy = V
∗
x∨yVx∨y(2.2)
for all x, y ∈ P .
Note that every Nica-Toeplitz covariant pair (π, V ) extends to a Nica-Toeplitz
covariant representation (π, V ) of (M(A), P, α), and (2.1) is equivalent to
π(αx(a))Vx = Vxπ(a) and VxV
∗
x = π(αx(1))(2.3)
for a ∈ A and x ∈ P .
Definition 2.1. A Nica-Toeplitz crossed product of (A, P, α) is a triple (B, iA, iP ) con-
sisting of a C∗-algebra B, a nondegenerate homomorphism iA : A → B, and a map
iP : P →M(B) such that:
(i) if Λ is a nondegenerate representation of B, then the pair (Λ ◦ iA,Λ ◦ iP ) is
a Nica-Toeplitz covariant representation of (A, P, α);
(ii) for every Nica-Toeplitz covariant representation (π, V ) of (A, P, α) on a Hilbert
space H , there exists a nondegenerate representation π×V : B → B(H) such
that (π × V ) ◦ iA = π and (π × V ) ◦ iP = V ; and
(iii) B is generated by {iA(a)iP (x) : a ∈ A, x ∈ P}.
Fowler in [5] showed that the Nica-Toeplitz crossed product of (A, P, α) exists, and it
is unique up to isomorphism (see in particular [5, Proposition 9.2]). He denotes this
algebra by Tcov(A×α P ), which is also called the Nica-Toeplitz algebra.
Remark 2.2. Note that in the definition 2.1, as the algebra B can be embedded in
some algebra B(H) by a faithful nondegenerate representation, (i) is indeed equivalent
to the following statement:
(i′) the pair (iA, iP ) is a Nica-Toeplitz covariant representation of (A, P, α) in B.
This means that the pair (iA, iP ) is consisting of a nondegenerate homomorphism
iA : A → B and a partial-isometric representation iP : P → M(B) which satisfies
the covariance equations
iA(αx(a)) = iP (x)iA(a)iP (x)
∗ and iP (x)
∗iP (x)iA(a) = iA(a)iP (x)
∗iP (x),(2.4)
such that
iP (x)
∗iP (x)iP (y)
∗iP (y) = iP (x ∨ y)
∗iP (x ∨ y)(2.5)
for all a ∈ A and x, y ∈ P . So, one can calculate to see that we actually have
B = span{iP (x)
∗iA(a)iP (y) : x, y ∈ P, a ∈ A}.(2.6)
We recall that by [5, Theorem 9.3], a Nica-Toeplitz covariant representation (π, V )
of (A, P, α) on H induces a faithful representation π× V of Tcov(A×α P ) if and only
if for every finite subset F = {x1, x2, ..., xn} of P\{e}, π is faithful on the range of
n∏
i=1
(1− V ∗xiVxi) = 0.
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2.3. Isometric crossed products. An isometric covariant representation of (A, P, α)
on a Hilbert space H is a pair (π, V ) consisting of a nondegenerate representation
π : A→ B(H) and an isometric representation V : P → B(H) of P such that
π(αx(a)) = Vxπ(a)V
∗
x(2.7)
for all a ∈ A and x ∈ P .
Definition 2.3. An isometric crossed product of (A, P, α) is a triple (C, µA, µP ) con-
sisting of a C∗-algebra C, a nondegenerate homomorphism µA : A → C, and an
isometric representation µP : P →M(C) such that:
(i) µA(αx(a)) = µP (x)µA(a)µP (x)
∗ for all a ∈ A and x ∈ P ;
(ii) for every isometric covariant representation (π, V ) of (A, P, α) on a Hilbert
space H , there exists a nondegenerate representation π × V : C → B(H)
such that (π × V ) ◦ µA = π and (π × V ) ◦ µP = V ; and
(iii) C is generated by {µA(a)µP (x) : a ∈ A, x ∈ P}, indeed we have
C = span{µP (x)
∗µA(a)µP (y) : x, y ∈ P, a ∈ A}.
Note that the isometric crossed product of the system (A, P, α) exists if the system
admits a nontrivial (isometric) covariant representation, and it is unique up to iso-
morphism. Thus, the isometric crossed product of the system (A, P, α) is denoted
by A ×isoα P . We refer readers to [2, 5, 7, 10, 11, 17] for more on isometric crossed
products.
Let (G,P ) be an abelian lattice-ordered group, and (A, P, α) a dynamical system
in which the action α of P is given by extendible (injective) endomorphisms of A. We
recall that the system (A, P, α) gives rise to a directed system (As, ϕ
t
s)s,t∈G such that
As = A for every s ∈ G, and each homomorphism ϕ
t
s : As → At is given by αts−1 for all
s, t ∈ Gwith s ≤ t. Let A∞ be the direct limit of the directed system. If α
s : As → A∞
is the canonical homomorphism (embedding) of As into A∞ for every s ∈ G, then⋃
s∈G α
s(As) is a dense subalgebra of A∞. However, since α
s(a) = α(s∨e)(α(s∨e)s−1(a))
for every s ∈ G, it follows that A∞ =
⋃
s∈G α
s(As) =
⋃
s∈P α
s(As).
Consider the dynamical system (A, P, α). Let (Tcov(A ×α P ), iA, iP ) and (A ×
iso
α
P, µA, µP ) be the Nica-Toeplitz algebra and the isometric crossed product associated
with the system, respectively. One can see that the pair (µA, µP ) is a Nica-Toeplitz
covariant representation of (A, P, α) in the C∗-algebra A×isoα P . Thus, there exists a
nondegenerate homomorphism
Ω : (Tcov(A×α P ), iA, iP )→ (A×
iso
α P, µA, µP )
such that
Ω(iP (x)
∗iA(a)iP (y)) = µP (x)
∗µA(a)µP (y)
for all a ∈ A and x, y ∈ P . So, it follows that Ω is surjective, and hence, we have the
following short exact sequence:
0 −→ ker Ω −→ Tcov(A×α P )
Ω
−→ A×isoα P −→ 0,(2.8)
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Next, we want to identify spanning elements for the ideal ker Ω. To do so, first, see
that, for every r, s ∈ P , by the covariance equation of (iA, iP ), we have
iP (r)[1− iP (s)
∗iP (s)] = iP (r)− iP (r)iP (s)
∗iP (s)
= iP (r)− iP (r)[iP (r)
∗iP (r)iP (s)
∗iP (s)]
= iP (r)− iP (r)iP (r ∨ s)
∗iP (r ∨ s)
= iP (r)− iP (r)iP (r)
∗iP ((r ∨ s)r
−1)∗iP ((r ∨ s)r
−1)iP (r)
= iP (r)− iA(αr(1))iP ((r ∨ s)r
−1)∗iP ((r ∨ s)r
−1)iP (r)
= iP (r)− iP ((r ∨ s)r
−1)∗iP ((r ∨ s)r
−1)iA(αr(1))iP (r)
= iP (r)− iP ((r ∨ s)r
−1)∗iP ((r ∨ s)r
−1)iP (r)iA(1)
= [1− iP ((r ∨ s)r
−1)∗iP ((r ∨ s)r
−1)]iP (r).
Therefore,
iP (r)[1− iP (s)
∗iP (s)] = [1− iP ((r ∨ s)r
−1)∗iP ((r ∨ s)r
−1)]iP (r)(2.9)
for every r, s ∈ P . This equation will be applied in the following proposition regarding
the identifying spanning elements for the ideal ker Ω.
Proposition 2.4. Let
I := span{iP (x)
∗iA(a)(1− iP (s)
∗iP (s))iP (y) : a ∈ A, x, y, s ∈ P}.
Then I is an ideal of (T
cov
(A×α P ), iA, iP ), and ker Ω = I.
Proof. To see that I is an ideal of Tcov(A×αP ), it suffices to show that iP (t)
∗I, iP (t)I,
and iA(b)I are all contained in I for every t ∈ P and b ∈ A (by only computing on
the spanning elements of I). The first one is trivial. For the second one, first note
that, by applying the covariance equation of (iA, iP ), we have
iP (t)iP (x)
∗ = iP (t)[iP (t)
∗iP (t)iP (x)
∗iP (x)]iP (x)
∗
= iP (t)iP (t ∨ x)
∗iP (t ∨ x)iP (x)
∗
= iP (t)iP (t)
∗iP ((t ∨ x)t
−1)∗iP ((t ∨ x)x
−1)iP (x)iP (x)
∗
= iA(αt(1))iP ((t ∨ x)t
−1)∗iP ((t ∨ x)x
−1)iA(αx(1))
= iP ((t ∨ x)t
−1)∗iA(α(t∨x)t−1(αt(1)))iA(α(t∨x)x−1(αx(1)))iP ((t ∨ x)x
−1)
= iP ((t ∨ x)t
−1)∗iA(α(t∨x)(1))iA(α(t∨x)(1))iP ((t ∨ x)x
−1)
= iP ((t ∨ x)t
−1)∗iA(α(t∨x)(1))iP ((t ∨ x)x
−1).
Therefore,
iP (t)[iP (x)
∗iA(a)(1− iP (s)
∗iP (s))iP (y)]
= [iP (t)iP (x)
∗]iA(a)(1− iP (s)
∗iP (s))iP (y)
= iP ((t ∨ x)t
−1)∗iA(α(t∨x)(1))[iP ((t ∨ x)x
−1)iA(a)](1− iP (s)
∗iP (s))iP (y)
= iP ((t ∨ x)t
−1)∗iA(α(t∨x)(1))iA(α(t∨x)x−1(a))iP ((t ∨ x)x
−1)(1− iP (s)
∗iP (s))iP (y)
= iP ((t ∨ x)t
−1)∗iA(c)[iP (r)(1− iP (s)
∗iP (s))]iP (y),
where c = α(t∨x)(1)α(t∨x)x−1(a) ∈ A and r = (t ∨ x)x
−1 ∈ P . Then, in the bottom
line, for iP (r)(1− iP (s)
∗iP (s)), we apply (2.9), which gives us
iP (t)[iP (x)
∗iA(a)(1− iP (s)
∗iP (s))iP (y)]
= iP ((t ∨ x)t
−1)∗iA(c)[1− iP ((r ∨ s)r
−1)∗iP ((r ∨ s)r
−1)]iP (r)iP (y)
= iP ((t ∨ x)t
−1)∗iA(c)[1− iP ((r ∨ s)r
−1)∗iP ((r ∨ s)r
−1)]iP (ry)
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which belongs to I. For the last one, iA(b)I, again by using the covariance equation
of (iA, iP ), we see that
iA(b)[iP (x)
∗iA(a)(1− iP (s)
∗iP (s))iP (y)]
= [iA(b)iP (x)
∗]iA(a)(1− iP (s)
∗iP (s))iP (y)
= iP (x)
∗iA(αx(b))iA(a)(1− iP (s)
∗iP (s))iP (y)
= iP (x)
∗iA(αx(b)a)(1 − iP (s)
∗iP (s))iP (y) ∈ I.
Thus, I is an ideal of Tcov(A×α P ).
Now, we show that ker Ω = I. The inclusion I ⊂ ker Ω follows immediately as
Ω(1 − iP (s)
∗iP (s)) = 1 − µP (s)
∗µP (s) = 0 for every s ∈ P . For the other inclusion,
take a nondegenerate representation σ of Tcov(A ×α P ) on some Hilbert space H
such that ker σ = I. Then, (π := σ ◦ iA, V := σ ◦ iP ) is a Nica-Toeplitz covariant
representation of (A, P, α) on H . However, each Vs is actually an isometry. To see
this, take any approximate identity {aλ} in A. Then, we have
0 = σ(iA(aλ)(1− iP (s)
∗iP (s))) = π(aλ)(1− V
∗
s Vs)
for each λ. One can see that π(aλ)(1− V
∗
s Vs) converges strongly to (1 − V
∗
s Vs), and
hence, we must have 1− V ∗s Vs = 0. It follows that the pair (π, V ) is indeed a covari-
ant isometric representation of (A, P, α) on H . Therefore, there is a nondegenerate
representation ϕ of the isometric crossed product (A×isoα P, µA, µP ) on H , such that
ϕ(µA(a)) = π(a) = σ(iA(a)) and ϕ(µP (x)) = Vx = σ(iP (x)) for all a ∈ A and x ∈ P .
This implies that ϕ ◦ Ω = σ, from which, we conclude that ker Ω ⊂ ker σ. 
3. The C∗-algebra B and its crossed product by G
Let (G,P ) be an abelian lattice-ordered group, and (A, P, α) a dynamical system in
which α is an action of P by extendible endomorphisms of a C∗-algebra A. Consider
the algebra ℓ∞(G,A) of all norm bounded A-valued functions of G. For every s ∈ G,
we define a map φs : A→ ℓ
∞(G,A) by
φs(a)(x) =
{
αxs−1(a) if s ≤ x
0 otherwise.
It is not difficult to see that each map φs is actually an injective ∗-homomorphism
(embedding). Now, let B be the C∗-subalgebra of ℓ∞(G,A) generated by {φs(a) : s ∈
G, a ∈ A}. Note that, since φs(a)
∗ = φs(a
∗), and
φs(a)φt(b) = φs∨t(α(s∨t)s−1(a)α(s∨t)t−1(b)),(3.1)
we actually have
B = span{φs(a) : s ∈ G, a ∈ A}.
Moreover, the elements of B satisfy the following property:
Lemma 3.1. Let ξ ∈ B. Then, for any ε > 0, there are y, z ∈ G such that if x < y,
then ‖ξ(x)‖ < ε, and if x ≥ z, then ‖ξ(x)− αxz−1(ξ(z))‖ < ε.
Proof. For any ε > 0, there is a finite sum
∑n
i=0 φyi(ai) such that
‖ξ −
n∑
i=0
φyi(ai)‖ < ε/2.(3.2)
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Take y = y0 ∧ y1 ∧ ... ∧ yn. Then, for every x ∈ G, we have
‖(ξ −
n∑
i=0
φyi(ai))(x)‖ ≤ ‖ξ −
n∑
i=0
φyi(ai)‖ < ε/2 < ε,
and therefore, since
‖(ξ −
n∑
i=0
φyi(ai))(x)‖ = ‖ξ(x)−
n∑
i=0
φyi(ai)(x)‖,
it follows that
‖ξ(x)−
n∑
i=0
φyi(ai)(x)‖ < ε.
Now, if x < y, then φyi(ai)(x) = 0 for each 0 ≤ i ≤ n. So, we have ‖ξ(x)‖ < ε for
every x < y.
Next, take z = y0 ∨ y1 ∨ ... ∨ yn, and for convenience, let ξn =
∑n
i=0 φyi(ai). Since
‖ξ − ξn‖ < ε/2 by (3.2), for every x ≥ z, we get
‖ξ(x)− αxz−1(ξ(z))‖ = ‖(ξ − ξn + ξn)(x)− αxz−1((ξ − ξn + ξn)(z))‖
= ‖(ξ − ξn)(x) + ξn(x)− αxz−1((ξ − ξn)(z) + ξn(z))‖
= ‖(ξ − ξn)(x) + ξn(x)− αxz−1((ξ − ξn)(z))− αxz−1(ξn(z))‖
≤ ‖(ξ − ξn)(x)‖+ ‖ − αxz−1((ξ − ξn)(z))‖ + ‖ξn(x)− αxz−1(ξn(z))‖
≤ ‖ξ − ξn‖+ ‖(ξ − ξn)(z)‖ + ‖ξn(x)− αxz−1(ξn(z))‖
≤ ‖ξ − ξn‖+ ‖ξ − ξn‖+ ‖ξn(x)− αxz−1(ξn(z))‖
< ε/2 + ε/2 + ‖ξn(x)− αxz−1(ξn(z))‖ = ε+ ‖ξn(x)− αxz−1(ξn(z))‖.
Therefore, we have
‖ξ(x)− αxz−1(ξ(z))‖ < ε+ ‖ξn(x)− αxz−1(ξn(z))‖.
However, since x ≥ z, the following calculation
ξn(x)− αxz−1(ξn(z)) =
∑n
i=0 φyi(ai)(x)− αxz−1(
∑n
i=0 φyi(ai)(z))
=
∑n
i=0 αxy−1i (ai)− αxz
−1(
∑n
i=0 αzy−1i (ai))
=
∑n
i=0 αxy−1i (ai)−
∑n
i=0 αxz−1(αzy−1i (ai))
=
∑n
i=0 αxy−1i (ai)−
∑n
i=0 αxy−1i (ai) = 0
shows that actually ‖ξn(x)−αxz−1ξn(z))‖ = 0. It thus follows that ‖ξ(x)−αxz−1(ξ(z))‖ <
ε for every x ≥ z. 
Lemma 3.2. Each homomorphism φs : A → B extends to a strictly continuous
homomorphism φs :M(A)→M(B) of multiplier algebras.
Proof. Let {aλ} be an approximate identity in A. We show that there exists a pro-
jection ps ∈ M(B) such that φs(aλ) → ps strictly in M(B). It suffices to see that
φs(aλ)φt(a)→ psφt(a) and φt(a)φs(aλ)→ φt(a)ps in the norm topology of B for every
a ∈ A and t ∈ G. Consider the algebra ℓ∞(G,M(A)) which contains ℓ∞(G,A) as an
essential ideal. Then, similar to B, define B to be the C∗-subalgebra of ℓ∞(G,M(A))
spanned by {χs(m) : s ∈ G,m ∈ M(A)}, where χs : M(A) → ℓ
∞(G,M(A)) is a
map defined by
χs(m)(x) =
{
αxs−1(m) if s ≤ x
0 otherwise.
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Each χs is then an embedding such that χs|A = φs. Now, since B sits in B as an
essential ideal, B sits in M(B) as a C∗-subalgebra. Let ps = χs(1) for every s ∈ G,
which is a projection in M(B). Then, by (3.1), we have
φs(aλ)φt(a) = φs∨t(α(s∨t)s−1(aλ)α(s∨t)t−1(a)),
which is convergent to
φs∨t(α(s∨t)s−1(1)α(s∨t)t−1(a))
in the norm topology of B (This is due to the facts that each αx is extendible, and
each φs is an isometry). On the other hand, again by a similar equation to (3.1) for
the spanning elements χs of B,
psφt(a) = χs(1)φt(a) = χs(1)χt(a)
= χs∨t(α(s∨t)s−1(1)α(s∨t)t−1(a))
= χs∨t(α(s∨t)s−1(1)α(s∨t)t−1(a))
= φs∨t(α(s∨t)s−1(1)α(s∨t)t−1(a))
Thus, it follows that φs(aλ)φt(a) is indeed convergent to psφt(a) in B. We also have
φt(a)φs(aλ)→ φt(a)ps by a similar argument, and therefore each φs is extendible. 
Remark 3.3. Note that, therefore, by Lemma 3.2, we have φs = χs for every s ∈ G.
Also, we would like to recall that
φs(m)φt(n) = φs∨t(α(s∨t)s−1(m)α(s∨t)t−1(n))(3.3)
for all s, t ∈ G and m,n ∈M(A). So, in particular, if s ≤ t, then, since s ∨ t = t,
φs(m)φt(n) = φt(αts−1(m)n),(3.4)
and similarly,
φs(m)φt(n) = φs(mαst−1(n)),(3.5)
if t ≤ s. These equations have key roles in some computations in section 4.
Next, let J be the C∗-subalgebra of B generated by {φs(a)− φt(αts−1(a)) : s < t ∈
G, a ∈ A}. Then:
Proposition 3.4. We have
J = span{φs(a)− φt(αts−1(a)) : s < t ∈ G, a ∈ A},(3.6)
which is in fact an essential ideal of B.
Proof. Calculations show that the product
[φs(a)− φt(αts−1(a))][φx(b)− φy(αyx−1(b))]
equals the sum of two elements of the same form, and
[φs(a)− φt(αts−1(a))]
∗ = φs(a)
∗ − φt(αts−1(a))
∗ = φs(a
∗)− φt(αts−1(a
∗))
for all a, b ∈ A and s, t, x, y ∈ G with s < t and x < y. Therefore, (3.6) holds. Then,
by the following calculation on spanning elements, one can see that J is actually an
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ideal of B. For all a, b ∈ A and r, s, t ∈ G with s < t, we have
φr(b)[φs(a)− φt(αts−1(a))]
= φr(b)φs(a)− φr(b)φt(αts−1(a))
= φr∨s
(
α(r∨s)r−1(b)α(r∨s)s−1(a)
)
− φr∨t
(
α(r∨t)r−1(b)α(r∨t)t−1(αts−1(a))
)
= φr∨s
(
α(r∨s)r−1(b)α(r∨s)s−1(a)
)
− φr∨t
(
α(r∨t)r−1(b)α(r∨t)s−1(a)
)
= φx(c)− φy(αyx−1(c)) ∈ J ,
where c = α(r∨s)r−1(b)α(r∨s)s−1(a), x = r∨s, and y = r∨ t (note that as s < t, x ≤ y).
Finally we show that J is an essential ideal of B. If ξJ = 0 for some ξ ∈ B, then
for each s ∈ G,
ξ[φs(ξ(s)
∗)− φt(αts−1(ξ(s)
∗))] = 0,
where t ∈ G with s < t. So, we must have ξ(s)ξ(s)∗ = 0 in A for each s ∈ G, which
implies that ξ(s) = 0. Thus ξ = 0, and therefore J is essential. 
Note that a simple calculation shows that
[φs(a)− φt(αts−1(a))][φs(b)− φt(αts−1(b))] = φs(ab)− φt(αts−1(ab))(3.7)
is valid for all a, b ∈ A and s < t ∈ G. This equation will be applied later in Lemma
4.2.
Lemma 3.5. Let (G,P ) be an abelian lattice-ordered group, and (A, P, α) a dynamical
system in which the action α of P is given by extendible (injective) endomorphisms of
A. Then, there is a surjective homomorphism σ : B → A∞ such that σ(φy(a)) = α
y(a)
for every a ∈ A and y ∈ G. Moreover,
ker σ = {ξ ∈ B : the net {‖ξ(x)‖}x∈G converges to 0},(3.8)
which contains the ideal J .
Proof. Define a map of the dense subalgebra span{φy(a) : y ∈ G, a ∈ A} of B into
A∞ such that
∑n
i=0 φyi(ai) 7→
∑n
i=0 α
yi(ai), which is well-defined. This is due to the
fact that, if z = y0 ∨ y1 ∨ ... ∨ yn, then
‖
∑n
i=0 α
yi(ai)‖ = ‖
∑n
i=0 α
z(αzy−1i (ai))‖
= ‖αz
(∑n
i=0 αzy−1i
(ai)
)
‖
= ‖
∑n
i=0 αzy−1i
(ai)‖
= ‖
∑n
i=0 φyi(ai)(z)‖
= ‖(
∑n
i=0 φyi(ai))(z)‖
≤ ‖
∑n
i=0 φyi(ai)‖.
This map is linear and bounded, too, and therefore,it extends to a bounded linear
map σ : B → A∞ such that σ(φy(a)) = α
y(a). The map σ is obviously surjective. In
addition, since
σ(φy(a))
∗ = αy(a)∗ = αy(a∗) = σ(φy(a
∗)) = σ(φy(a)
∗),
and
σ(φx(a)φy(b)) = σ(φz(αzx−1(a)αzy−1(b)))
= αz(αzx−1(a)αzy−1(b))
= αz(αzx−1(a))α
z(αzy−1(b))
= αx(a)αy(b) = σ(φx(a))σ(φy(b)),
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where z = x ∨ y, it follows that σ is indeed a surjective ∗-homomorphism.
Now, before we identify ker σ, since for each spanning element φx(a)−φy(αyx−1(a))
of J , where a ∈ A and x < y ∈ G, we have
σ(φx(a)− φy(αyx−1(a))) = α
x(a)− αy(αyx−1(a)) = α
y(yx−1(a))− αy(yx−1(a)) = 0,
we conclude that the ideal J is contained in ker σ.
Next, to prove (3.8), first, let ξ ∈ ker σ. Then, for every ε > 0, there is a finite sum∑n
i=0 φyi(ai) such that ‖
∑n
i=0 φyi(ai)− ξ‖ < ε/2, and therefore,
‖
∑n
i=0 α
yi(ai)‖ = ‖σ(
∑n
i=0 φyi(ai))− σ(ξ)‖
= ‖σ(
∑n
i=0 φyi(ai)− ξ)‖
≤ ‖
∑n
i=0 φyi(ai)− ξ‖ < ε/2.
(3.9)
It thus follows that, if z = y0 ∨ y1 ∨ ... ∨ yn, then for every x ≥ z, we have
‖
∑n
i=0 αxy−1i
(ai)‖ = ‖
∑n
i=0 αxz−1(αzy−1i
(ai))‖
= ‖αxz−1
(∑n
i=0 αzy−1i (ai)
)
‖
= ‖
∑n
i=0 αzy−1i (ai)‖
= ‖αz(
∑n
i=0 αzy−1i (ai))‖
= ‖
∑n
i=0 α
z(αzy−1i (ai))‖
= ‖
∑n
i=0 α
yi(ai)‖,
(3.10)
and hence, by (3.9) and (3.10), we get
‖
n∑
i=0
αxy−1i
(ai)‖ = ‖
n∑
i=0
αyi(ai)‖ ≤ ‖
n∑
i=0
φyi(ai)− ξ‖ < ε/2.(3.11)
Consequently, if x ≥ z, then by (3.11),
‖ξ(x)‖ = ‖ξ(x)− (
∑n
i=0 φyi(ai))(x) + (
∑n
i=0 φyi(ai))(x)‖
= ‖(ξ −
∑n
i=0 φyi(ai))(x) +
∑n
i=0 φyi(ai)(x)‖
≤ ‖(ξ −
∑n
i=0 φyi(ai))(x)‖+ ‖
∑n
i=0 αxy−1i
(ai)‖
≤ ‖ξ −
∑n
i=0 φyi(ai)‖+ ‖
∑n
i=0 αxy−1i
(ai)‖ < ε/2 + ε/2 = ε.
This implies that the net {‖ξ(x)‖}x∈G converges to 0. So, ker σ is contained in the
right hand side of (3.8). To see the other inclusion, let ξ be in the right hand side
of (3.8). So, for every ε > 0, there exists s ∈ G such that ‖ξ(x)‖ < ε/3 for every
x ≥ s, and a finite sum
∑n
i=0 φyi(ai) such that ‖ξ −
∑n
i=0 φyi(ai)‖ < ε/3. Now, if
z = y0 ∨ y1 ∨ ... ∨ yn, then we have
‖σ(ξ)‖ = ‖σ(ξ −
∑n
i=0 φyi(ai)) + σ(
∑n
i=0 φyi(ai))‖
≤ ‖σ(ξ −
∑n
i=0 φyi(ai))‖+ ‖σ(
∑n
i=0 φyi(ai))‖
≤ ‖ξ −
∑n
i=0 φyi(ai)‖+ ‖
∑n
i=0 α
yi(ai)‖
< ε/3 + ‖
∑n
i=0 α
yi(ai)‖.
(3.12)
Also, in the bottom line, by the same computation as (3.10), we have ‖
∑n
i=0 α
yi(ai)‖ =
‖
∑n
i=0 αxy−1i (ai)‖ for every x ≥ z. So it follows that
‖σ(ξ)‖ < ε/3 + ‖
n∑
i=0
αxy−1i
(ai)‖ for all x ≥ z.
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Moreover, for every x ≥ z,
‖
∑n
i=0 αxy−1i
(ai)‖ = ‖
∑n
i=0 φyi(ai)(x)− ξ(x) + ξ(x)‖
= ‖(
∑n
i=0 φyi(ai))(x)− ξ(x) + ξ(x)‖
= ‖(
∑n
i=0 φyi(ai)− ξ)(x) + ξ(x)‖
≤ ‖(
∑n
i=0 φyi(ai)− ξ)(x)‖+ ‖ξ(x)‖
≤ ‖
∑n
i=0 φyi(ai)− ξ‖+ ‖ξ(x)‖ < ε/3 + ε/3 = 2ε/3.
Therefore, it follows that, if x ≥ z, then
‖σ(ξ)‖ < ε/3 + ‖
n∑
i=0
αxy−1i
(ai)‖ ≤ ε/3 + 2ε/3 = ε.
This implies that ‖σ(ξ)‖ < ε for every ε > 0. So, we must have ‖σ(ξ)‖ = 0, and
therefore, σ(ξ) = 0. This completes the proof. 
There is an action β of G by automorphisms on B induced by the shift on ℓ∞(G,A),
such that βt ◦ φs = φts for all s, t ∈ G. Thus we obtain a dynamical system
(B, G, β). Define a map ρ : B → L(ℓ2(G,A)) by (ρ(ξ)f)(x) = ξ(x)f(x), and
U : G → L(ℓ2(G,A)) by (Utf)(x) = f(t
−1x), where ξ ∈ B and f ∈ ℓ2(G,A). Then
ρ is a nondegenerate representation, and U is a unitary representation such that we
have ρ(βt(ξ)) = Utρ(ξ)U
∗
t . Therefore the pair (ρ, U) is a covariant representation of
(B, G, β) on ℓ2(G,A). Moreover, let (B×βG, jB, jG) be the group crossed product as-
sociated to the system (B, G, β). Since J is a β-invariant essential ideal of B, J ×βG
sits in B ×β G as an essential ideal [6, Proposition 2.4].
4. The Nica-Toeplitz algebra Tcov(A×α P ) as a full corner of B ×β G
Theorem 4.1. Suppose that (A, P, α) is a dynamical system consisting of a C∗-
algebra A and an action α of P by extendible endomorphisms of A. Let p = jB ◦ φe(1),
and
kA : A→ p(B ×β G)p and kP : P →M(p(B ×β G)p)
be the maps defined by kA(a) = (jB ◦ φe)(a) and kP (x) = pjG(x)
∗p for all a ∈ A
and x ∈ P . Then the triple (p(B ×β G)p, kA, kP ) is a Nica-Toeplitz crossed product
for (A, P, α), and hence (T
cov
(A ×α P ), iA, iP ) ≃ (p(B ×β G)p, kA, kP ). Moreover,
T
cov
(A×α P ) is a full corner in B ×β G.
Proof. First of all, since jB and φe are injective, so is kA. Let Λ be a nondegen-
erate representation of p(B ×β G)p on a Hilbert space H . We show that (π :=
Λ ◦ kA,W := Λ ◦ kP ) is a Nica-Toeplitz covariant representation of (A, P, α) on H .
Take an approximate identity {aλ} in A. Since φe(aλ) → φe(1) strictly in M(B),
and jB is nondegenerate, we get kA(aλ) → jB(φe(1)) strictly in M(B ×β G), where
jB(φe(1)) = jB ◦ φe(1) = p. Therefore, as Λ is nondegenerate, π(aλ) = Λ(kA(aλ))
converges strictly to Λ(p) = 1 strictly in B(H) =M(K(H)), which implies that π is
nondegenerate. Next, we show that W : P → B(H) is a partial-isometric representa-
tion of P on H which satisfies the equation
W ∗xWxW
∗
yWy =W
∗
x∨yWx∨y
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for all x, y ∈ P . To see that each Wx is a partial-isometry, note that, by applying the
covariance equation of the pair (jB, jG), we have
kP (x)kP (x)
∗kP (x) = pjG(x)
∗pjG(x)jB(φe(1))jΓ(x)
∗p
= pjΓ(x)
∗pjB(βx(φe(1)))p
= pjΓ(x)
∗pjB(φx(1))p
= pjΓ(x)
∗jB(φe(1))jB(φx(1))p
= pjΓ(x)
∗jB(φe(1)φx(1))p
(4.1)
Then, in the bottom line, for φe(1)φx(1), since e ≤ x, by (3.4), we have
φe(1)φx(1) = φx(αx(1)),
and therefore
kP (x)kP (x)
∗kP (x) = pjΓ(x)
∗jB(φx(αx(1)))p
Now, again, by the covariance equation of (jB, jΓ),
kP (x)kP (x)
∗kP (x) = pjB(φe(αx(1)))jΓ(x)
∗p
= qjB(φe(1)φx−1(1))jΓ(x)
∗p [by (3.5), as x−1 ≤ e]
= pjB(φe(1))jB(φx−1(1))jΓ(x)
∗p
= pjB(φx−1(1))jΓ(x)
∗p
= pjΓ(x)
∗jB(βx(φx−1(1)))p
= pjΓ(x)
∗jB(φe(1))p = pjΓ(x)
∗p = kP (x).
(4.2)
Therefore, it follows that
WxW
∗
xWx = Λ(kP (x)kP (x)
∗kP (x)) = Λ(kP (x)) = Wx,
which means that each Wx is a partial-isometry. Moreover,
kP (x)kP (y) = pjΓ(x)
∗jB(φe(1))jΓ(y)
∗p
= pjΓ(x)
∗jΓ(y)
∗jB(βy(φe(1)))p
= pjΓ(xy)
∗jB(φy(1))p
= pjB(φe(1))jΓ(xy)
∗jB(φy(1))p
= pjΓ(xy)
∗jB(βxy(φe(1)))jB(φy(1))p
= pjΓ(xy)
∗jB(φxy(1))jB(φy(1))p
= pjΓ(xy)
∗jB(φxy(1)φy(1))p
= pjΓ(xy)
∗jB(φxy(αx(1)))jB(φe(1))p [by (3.5), as y ≤ xy]
= pjΓ(xy)
∗jB(φxy(αx(1))φe(1))p
= pjΓ(xy)
∗jB(φxy(αx(1)αxy(1)))p [by (3.5), as e ≤ xy]
= pjΓ(xy)
∗jB(φxy(αxy(1)))p
= pjB(φe(αxy(1)))jΓ(xy)
∗p
Now, for the bottom line, if we continue the computation similar to (4.2) (see that
pjB(φe(αx(1)))jΓ(x)
∗p = kP (x)), then we get
kP (x)kP (y) = pjB(φe(αxy(1)))jΓ(xy)
∗p = kP (xy).
Thus,
WxWy = Λ(kP (x)kP (y)) = Λ(kP (xy)) = Wxy.
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To see that W ∗xWxW
∗
yWy = W
∗
x∨yWx∨y, note that, by a similar computation done in
(4.1), we have
kP (x)
∗kP (x) = pjB(φx(1))p = pjB(φx(αx(1)))p.(4.3)
So, it follows that
kP (x)
∗kP (x)kP (y)
∗kP (y) = pjB(φx(1))pjB(φy(1))p
= pjB(φx(1))jB(φe(1))jB(φy(1))p
= pjB(φx(1)φe(1)φy(1))p
= pjB(φx(1)φy(αy(1))p [by (3.4), as e ≤ y]
= pjB(φx∨y(α(x∨y)x−1(1)α(x∨y)(1)))p [by (3.3)]
= pjB(φx∨y(α(x∨y)(1)))p [since (x ∨ y)x
−1 ≤ (x ∨ y)]
= kP (x ∨ y)
∗kP (x ∨ y). [by (4.3)]
Therefore, we have
W ∗xWxW
∗
yWy = Λ(kP (x)
∗kP (x)kP (y)
∗kP (y))
= Λ(kP (x ∨ y)
∗kP (x ∨ y))
= Λ(kP (x ∨ y))
∗Λ(kP (x ∨ y)) =W
∗
x∨yWx∨y.
Now, we show that the pair (π,W ) satisfies the covariance equations
π(αx(a)) = WxπA(a)W
∗
x and W
∗
xWxπ(a) = π(a)W
∗
xWx
for every a ∈ A and x ∈ P . We have
kP (x)kA(a)kP (x)
∗ = pjΓ(x)
∗jB(φe(a))jΓ(x)p
= pjB(βx−1(φe(a)))p [by the covariance of (jB, jΓ)]
= pjB(φx−1(a))p
= pjB(φe(1))jB(φx−1(a))p
= pjB(φe(1)φx−1(a))p
= pjB(φe(αx(a)))p [by (3.5), as x
−1 ≤ e]
= (jB ◦ φe)(αx(a)) = kA(αx(a)).
Thus, it follows that
π(αx(a)) = Λ(kA(αx(a))) = Λ(kP (x)kA(a)kP (x)
∗) =Wxπ(a)W
∗
x .
To see that W ∗xWxπ(a) = π(a)W
∗
xWx, first, by using (4.3), we have
kP (x)
∗kP (x)kA(a) = pjB(φx(1))pjB(φe(a))
= pjB(φx(1))jB(φe(a))p
= pjB(φx(1)φe(a))p
= pjB(φx(1αx(a)))p [by (3.5), as e ≤ x]
= pjB(φx(αx(a)1))p
= pjB(φe(a)φx(1))p
= pjB(φe(a))jB(φx(1))p
= jB(φe(a))pjB(φx(1))p = kA(a)kP (x)
∗kP (x).
Therefore, we get
W ∗xWxπ(a) = Λ(kP (x)
∗kP (x)kA(a))
= Λ(kA(a)kP (x)
∗kP (x)) = π(a)W
∗
xWx.
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So, the pair (π,W ) is a Nica-Toeplitz covariant representation of (A, P, α) on H .
Next, we want to prove that
p(B ×β G)p = span{kP (x)
∗kA(a)kP (y) : a ∈ A, x, y ∈ P}.(4.4)
We only need to show that p(B×βG)p is a subset of the right hand side of (4.4), as the
other inclusion is obvious. So, recall that, since elements of the form jB(φr(a))jG(s)
span B ×β G, where a ∈ A and r, s ∈ G, p(B ×β G)p is spanned by the elements
pjB(φr(a))jG(s)p. However,
pjB(φr(a))jG(s)p = pjB(φe(1))jB(φr(a))jG(s)p
= pjB(φe(1)φr(a))jG(s)p
= pjB(φ(e∨r)(α(e∨r)(1)α(e∨r)r−1(a)))jG(s)p, [by (3.3)]
where (e ∨ r) ∈ P , as e ≤ e ∨ r. So, for the spanning elements pjB(φr(a))jG(s)p of
p(B ×β G)p, we can assume that r ∈ P without loss of generality. Furthermore,
pjB(φr(a))jG(s)p = pjG(s)jB(βs−1(φr(a)))p
= pjG(s)jB(φs−1r(a))jB(φe(1))p
= pjG(s)jB(φs−1r(a)φe(1))p
= pjG(s)jB(φ(s−1r)∨e(b))p [b = α(s−1r∨e)r−1s(a)α(s−1r∨e)(1)]
= pjG(s)jB((β(s−1r)∨e ◦ φe)(b))p
= pjG(s)jG((s
−1r) ∨ e)(jB ◦ φe)(b)jG((s
−1r) ∨ e)∗p
= pjG(s(s
−1r ∨ e))jB(φe(b))jG((s
−1r) ∨ e)∗p
= pjG(x)jB(φe(b))jG(y)
∗p,
where x = s(s−1r ∨ e) and y = (s−1r) ∨ e. Then, y ∈ P , obviously, and since
s−1r ≤ s−1r ∨ e, we have
e ≤ r = s(s−1r) ≤ s(s−1r ∨ e) = x.
It follows that e ≤ x, and hence x ∈ P , too. Therefore, we have
pjB(φr(a))jG(s)p = pjG(x)jB(φe(b))jG(y)
∗p = kP (x)
∗kA(b)kP (y)
for some b ∈ A and x, y ∈ P . This implies that p(B ×β G)p is a subset of the right
hand side of (4.4), and therefore, (4.4) is indeed valid.
Now, suppose that (σ, V ) is a Nica-Toeplitz covariant representation of (A, P, α)
on a Hilbert space K. We show that there is a nondegenerate representation Φ of
p(B ×β G)p on K such that Φ ◦ kA = σ and Φ ◦ kP = V . To do so, first, we take
a faithful and nondegenerate representation ∆ of p(B ×β G)p on a Hilbert space H .
Then, similar to the earlier argument, one can see that the pair (π := ∆ ◦ kA,W :=
∆ ◦ kP ) is a Nica-Toeplitz covariant representation of (A, P, α) on H . Let π ×W be
the associated nondegenerate representation (integrated form) of the Nica-Toeplitz
algebra (Tcov(A×αP ), iA, iP ) on H , such that (π×W )◦iA = π and (π ×W )◦iP =W .
We claim that π ×W is faithful. To prove our claim, we apply [5, Theorem 9.3]. So,
take any finite subset F = {x1, x2, ..., xn} of P\{e}, and assume that
π(a)
n∏
i=1
(1−W ∗xiWxi) = 0,
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where a ∈ A. It follows that
0 = π(a)
n∏
i=1
(1−W ∗xiWxi) = ∆(kA(a)
n∏
i=1
(p− kP (xi)
∗kP (xi))),
and since ∆ is faithful, we must have
kA(a)
n∏
i=1
(p− kP (xi)
∗kP (xi)) = 0.
However,
kA(a)
∏n
i=1(p− kP (xi)
∗kP (xi))
= jB(φe(a))
∏n
i=1[p− pjB(φxi(αxi(1)))p] [by (4.3)]
= jB(φe(a))
∏n
i=1[p− pjB(φxi(αxi(1)))]
= jB(φe(a))[p− pjB(φx1(αx1(1)))]
∏n
i=2[p− pjB(φxi(αxi(1)))]
= [jB(φe(a))− jB(φe(a))jB(φx1(αx1(1)))]
∏n
i=2[p− pjB(φxi(αxi(1)))]
= [jB(φe(a))− jB(φe(a)φx1(αx1(1)))]
∏n
i=2[p− pjB(φxi(αxi(1)))]
= [jB(φe(a))− jB(φx1(αx1(a)))]
∏n
i=2[p− pjB(φxi(αxi(1)))] [by (3.4), as e < x1]
= jB(φe(a)− φx1(αx1(a)))
∏n
i=2[p− pjB(φxi(αxi(1)))]
= jB(φe(a)− φx1(αx1(a)))
∏n
i=2[p− jB(φxi(αxi(1)))]
= jB(φe(a)− φx1(αx1(a)))
∏n
i=2[jB(φe(1))− jB(φxi(αxi(1)))]
= jB(φe(a)− φx1(αx1(a)))
∏n
i=2 jB(φe(1)− φxi(αxi(1)))
= jB[(φe(a)− φx1(αx1(a)))
∏n
i=2(φe(1)− φxi(αxi(1)))].
Hence,
jB[(φe(a)− φx1(αx1(a)))
n∏
i=2
(φe(1)− φxi(αxi(1)))] = 0.(4.5)
Also, note that, by some calculation, it is not difficult to see that, in fact,
(φe(a)− φx1(αx1(a)))
n∏
i=2
(φe(1)− φxi(αxi(1))) = φe(a) +
m∑
k=1
φyk(ak),
where ak ∈ A and yk ∈ P\{e} for every 1 ≤ k ≤ m. Thus, it follows from (4.5) that
jB(φe(a) +
m∑
k=1
φyk(ak)) = 0.(4.6)
Now, if ρ × U is the nondegenerate representation of B ×β G corresponding to the
covariant pair (ρ, U) of (B, G, β) in L(ℓ2(G,A)) (see §3), then, by (4.6), we get
ρ× U [jB(φe(a) +
m∑
k=1
φyk(ak))] = ρ(φe(a) +
m∑
k=1
φyk(ak)) = 0
in L(ℓ2(G,A)). It follows that, for εe ⊗ a
∗ ∈ ℓ2(G)⊗ A ≃ ℓ2(G,A), we must have
ρ(φe(a) +
m∑
k=1
φyk(ak))(εe ⊗ a
∗) = 0.
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But, since each yk satisfies e < yk,
0 = ρ(φe(a) +
∑m
k=1 φyk(ak))(εe ⊗ a
∗)
= (ρ(φe(a)) +
∑m
k=1 ρ(φyk(ak)))(εe ⊗ a
∗)
= ρ(φe(a))(εe ⊗ a
∗) +
∑m
k=1 ρ(φyk(ak))(εe ⊗ a
∗)
= εe ⊗ aa
∗ + 0 = εe ⊗ aa
∗.
Therefore, εe ⊗ aa
∗ = 0, and hence, aa∗ = 0, which implies that a = 0. Thus, by [5,
Theorem 9.3], π ×W is faithful. Then, define a map
Ψ0 : span{iP (x)
∗iA(a)iP (y) : a ∈ A, x, y ∈ P} → p(B ×β G)p
by
Ψ0(
∑
iP (xm)
∗iA(am,n)iP (yn)) =
∑
kP (xm)
∗kA(am,n)kP (yn).
One can see that Ψ0 is linear. Also, the following computation
‖
∑
kP (xm)
∗kA(am,n)kP (yn)‖ = ‖∆(
∑
kP (xm)
∗kA(am,n)kP (yn))‖
= ‖
∑
W ∗xmπ(am,n)Wyn‖
= ‖π ×W (
∑
iP (xm)
∗iA(am,n)iP (yn))‖
= ‖
∑
iP (xm)
∗iA(am,n)iP (yn)‖ [as π ×W is faithful]
shows that Ψ0 preserves the norm. It therefore follows that it is a well-defined linear
map on the dense subspace span{iP (x)
∗iA(a)iP (y) : a ∈ A, x, y ∈ P} of Tcov(A×α P ).
Hence, it extends to a norm-preserving linear map Ψ of Tcov(A×αP ) into p(B×βG)p.
Then, it is not difficult to see that Ψ preserves the involution, too. Moreover, one
can calculate to verify that we have
Ψ([iP (x)
∗iA(a)iP (y)][iP (s)
∗iA(b)iP (t)])
= Ψ(iP (x(y ∨ s)y
−1)∗iA(α(y∨s)y−1(a)α(y∨s)(1)α(y∨s)s−1(b))iP ((y ∨ s)s
−1t))
= kP (x(y ∨ s)y
−1)∗kA(α(y∨s)y−1(a)α(y∨s)(1)α(y∨s)s−1(b))kP ((y ∨ s)s
−1t)
= [kP (x)
∗kA(a)kP (y)][kP (s)
∗kA(b)kP (t)] = Ψ(iP (x)
∗iA(a)iP (y))Ψ(iP (s)
∗iA(b)iP (t))
on the spanning elements of Tcov(A×α P ). So, this implies that Ψ also preserves the
multiplication, and thus, it is indeed an injective ∗-homomorphism of Tcov(A ×α P )
into p(B ×β G)p. Moreover, since
kP (x)
∗kA(a)kP (y) = Ψ(iP (x)
∗iA(a)iP (y)) ∈ Ψ(Tcov(A×α P )),
it follows by (4.4) that Ψ is also onto. Therefore, Ψ is actually an isomorphism of
Tcov(A ×α P ) onto p(B ×β G)p. Finally, if σ × V is the associated nondegenerate
representation (integrated form) of Tcov(A×αP ) on K such that (σ×V )◦ iA = σ and
(σ × V )◦iP = V , then Φ := (σ×V )◦Ψ
−1 is the desired nondegenerate representation
of p(B ×β G)p on K which satisfies Φ ◦ kA = σ and Φ ◦ kP = V .
In order to see that Tcov(A×α P ) is a full corner in B ×β G, we have to show that
(B ×β G)p(B×β G) is dense in B×β G. If {aλ} is an approximate identity in A, then
for any spanning element jB(φr(a))jG(s) of B ×β G, where a ∈ A and r, s ∈ G, we
have jB(φr(aλa))jG(s)→ jB(φr(a))jG(s) in the norm topology of B ×β G. Moreover,
jB(φr(aλa))jG(s) = jB((βr ◦ φe)(aλa))jG(s)
= jG(r)jB(φe(aλa))jG(r)
∗jG(s)
= jG(r)jB(φe(aλ)φe(1)φe(a))jG(r
−1)jG(s)
= jG(r)jB(φe(aλ))jB(φe(1))jB(φe(a))jG(r
−1s)
= [jG(r)jB(φe(aλ))]p[jB(φe(a))jG(r
−1s)].
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As the bottom line belongs to (B ×β G)p(B ×β G), so does jB(φr(aλa))jG(s). It
therefore follows that jB(φr(a))jG(s) ∈ (B ×β G)p(B ×β G), which implies that
(B ×β G)p(B ×β G) = B ×β G.
Thus, Tcov(A×α P ) is a full corner in B ×β G. This completes the proof. 
Lemma 4.2. The ideal I of T
cov
(A ×α P ) is isomorphic to p(J ×β G)p, which is a
full corner in J ×β G.
Proof. We show that the isomorphism Ψ in Theorem 4.1 maps the ideal I onto p(J ×β
G)p. Firstly, note that, as J ×β G sits in B ×β G as an essential ideal, B ×β G is
embedded in M(J ×β G) as a C
∗-subalgebra. So does M(B ×β G), and therefore,
p ∈ M(J ×β G). Also recall that J ×β G is spanned by elements of the form
jB(φr(a)− φs(αsr−1(a)))jG(z), where a ∈ A and r, s, z ∈ G such that r < s. Now, in
order to see that Ψ(I) = p(J ×β G)p, let a ∈ A and x, y, t ∈ P . We have
Ψ(iP (x)
∗iA(a)(1− iP (t)
∗iP (t))iP (y)) = kP (x)
∗kA(a)(p− kP (t)
∗kP (t))kP (y).
Then, by a similar calculation that implies (4.5), we have
kA(a)(p− kP (t)
∗kP (t)) = jB(φe(a)− φt(αt(a))),
and hence, we obtain
kP (x)
∗kA(a)(p− kP (t)
∗kP (t))kP (y) = p[jG(x)jB(φe(a)− φt(αt(a)))jG(y)
∗]p(4.7)
which belongs to p(J ×β G)p. So it follows that Ψ(I) ⊂ p(J ×β G)p. For the other
inclusion, we show that each spanning element p[jB(φr(a) − φs(αsr−1(a)))jG(z)]p of
p(J ×β G)p belongs to Ψ(I). In order to do so, first, we can assume that r, s ∈ P
with r < s without loss of generality. This is due to the fact that
p[jB(φr(a)− φs(αsr−1(a)))jG(z)]p
= p[jB(φe(1))jB(φr(a)− φs(αsr−1(a)))jG(z)]p
= p[jB(φe(1)φr(a)− φe(1)φs(αsr−1(a)))jG(z)]p,
where
φe(1)φr(a)− φe(1)φs(αsr−1(a))
= φe∨r(αe∨r(1)α(e∨r)r−1(a))− φe∨s(αe∨s(1)α(e∨s)s−1(αsr−1(a)))
= φe∨r(αe∨r(1)α(e∨r)r−1(a))− φe∨s(αe∨s(1)α(e∨s)r−1(a)).
Thus, since r < s, e ≤ e ∨ r ≤ e ∨ s, from which, for αe∨s(1)α(e∨s)r−1(a), we have
α(e∨s)(e∨r)−1(αe∨r(1)α(e∨r)r−1(a)) = αe∨s(1)α(e∨s)r−1(a).
Consequently, we see that each spanning element p[jB(φr(a)−φs(αsr−1(a)))jG(z)]p of
p(J ×β G)p can actually be written of the form
p[jB(φx(b)− φy(αyx−1(b)))jG(z)]p
for some b ∈ A and x, y ∈ P with x < y. So, take any spanning element p[jB(φr(a)−
φs(αsr−1(a)))jG(z)]p of p(J ×β G)p, where a ∈ A, z ∈ G, and r, s ∈ P with r < s. It
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follows by the covariance equation of (jB, jG) that
p[jB(φr(a)− φs(αsr−1(a)))jG(z)]p
= p[jG(z)(jB ◦ βz−1)(φr(a)− φs(αsr−1(a)))]p
= p[jG(z)jB(φz−1r(a)− φz−1s(αsr−1(a)))jB(φe(1))]p
= p[jG(z)jB(φz−1r(a)φe(1)− φz−1s(αsr−1(a))φe(1))]p,
where
φz−1r(a)φe(1)− φz−1s(αsr−1(a))φe(1)
= φ(z−1r)∨e(α(z−1r∨e)r−1z(a)α(z−1r∨e)(1))− φ(z−1s)∨e(α(z−1s∨e)s−1z(αsr−1(a))α(z−1s∨e)(1))
= φ(z−1r)∨e(α(z−1r∨e)r−1z(a)α(z−1r∨e)(1))− φ(z−1s)∨e(α(z−1s∨e)zr−1(a)α(z−1s∨e)(1)).
So, as r < s, z−1r < z−1s, and hence, e ≤ (z−1r) ∨ e ≤ (z−1s) ∨ e. Thus, for
α(z−1s∨e)zr−1(a)α(z−1s∨e)(1), we can write
α(z−1s∨e)(z−1r∨e)−1(α(z−1r∨e)r−1z(a)α(z−1r∨e)(1)) = α(z−1s∨e)r−1z(a)α(z−1s∨e)(1)
= α(z−1s∨e)zr−1(a)α(z−1s∨e)(1).
Therefore, it follows that
p[jB(φr(a)− φs(αsr−1(a)))jG(z)]p = p[jG(z)jB(φx(b)− φy(αyx−1(b)))]p,
where x = (z−1r) ∨ e, y = (z−1s) ∨ e, and b = α(z−1r∨e)r−1z(a)α(z−1r∨e)(1). Then,
p[jG(z)jB(φx(b)− φy(αyx−1(b)))]p
= p[jG(z)(jB ◦ βx)(φe(b)− φyx−1(αyx−1(b)))]p
= p[jG(z)jG(x)jB(φe(b)− φyx−1(αyx−1(b)))jG(x)
∗]p
= p[jG(zx)jB(φe(b)− φyx−1(αyx−1(b)))jG(x)
∗]p.
Now, x = (z−1r) ∨ e ∈ P , clearly, and for zx, we have
e ≤ r = z(z−1r) ≤ z((z−1r) ∨ e) = zx.
Thus, zx ∈ P , too, and therefore,
p[jG(zx)jB(φe(b)− φyx−1(αyx−1(b)))jG(x)
∗]p
= kP (zx)
∗kA(b)(p− kP (yx
−1)∗kP (yx
−1))kP (x) [see (4.7)]
= Ψ(iP (zx)
∗iA(b)(1− iP (yx
−1)∗iP (yx
−1))iP (x)) ∈ Ψ(I).
So, p[jB(φr(a)−φs(αsr−1(a)))jG(z)]p belongs to Ψ(I) which implies that p(J ×βG)p ⊂
Ψ(I). Therefore, we indeed have
I ≃ Ψ(I) = p(J ×β G)p.
In order to show that I is a full corner in J ×βG, we take an approximate identity
in {aλ} in A. Then, for any spanning element spanned jB(φr(a)− φs(αsr−1(a)))jG(z)
of J ×β G, where a ∈ A and r, s, z ∈ G with r < s, we have
jB(φr(aaλ)− φs(αsr−1(aaλ)))jG(z)→ jB(φr(a)− φs(αsr−1(a)))jG(z)
in J ×β G with norm topology. Now, for jB(φr(aaλ) − φs(αsr−1(aaλ)))jG(z), by
applying the covariance equation of (jB, jG), we have
jB(φr(aaλ)− φs(αsr−1(aaλ)))jG(z)
= (jB ◦ βr)(φe(aaλ)− φsr−1(αsr−1(aaλ)))jG(z)
= jG(r)jB(φe(aaλ)− φsr−1(αsr−1(aaλ)))jG(r)
∗jΓ(z)
= jG(r)jB(φe(aaλ)− φsr−1(αsr−1(aaλ)))jG(r
−1)jΓ(z)
= jG(r)jB(φe(aaλ)− φsr−1(αsr−1(aaλ)))jG(r
−1z).
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Then, in the bottom line, for φe(aaλ)− φsr−1(αsr−1(aaλ)), it follows by the equation
(3.7) that
jG(r)jB(φe(aaλ)− φsr−1(αsr−1(aaλ)))jG(r
−1z)
= jG(r)jB([φe(a)− φsr−1(αsr−1(a))][φe(aλ)− φsr−1(αsr−1(aλ))])jG(r
−1z)
= jG(r)jB(φe(a)− φsr−1(αsr−1(a)))jB(φe(aλ)− φsr−1(αsr−1(aλ)))jG(r
−1z)
= jG(r)jB(φe(a)φe(1)− φsr−1(αsr−1(a))φe(1))jB(φe(1)φe(aλ)− φe(1)φsr−1(αsr−1(aλ)))jG(r
−1z)
= jG(r)jB(φe(a)− φsr−1(αsr−1(a)))jB(φe(1))jB(φe(aλ)− φsr−1(αsr−1(aλ)))jG(r
−1z)
= [jG(r)jB(φe(a)− φsr−1(αsr−1(a)))]p[jB(φe(aλ)− φsr−1(αsr−1(aλ)))jG(r
−1z)],
which is an element of (J ×β G)p(J ×β G). So, it follows that
jB(φr(a)− φs(αsr−1(a)))jG(z) ∈ (J ×β G)p(J ×β G),
and hence (J ×β G)p(J ×β G) = J ×βG. Therefore, I ≃ p(J ×βG)p is a full corner
in J ×β G. 
Proposition 4.3. The ideal I is an essential ideal of the Nica-Toeplitz algebra
T
cov
(A×α P ).
Proof. This is due to the facts that the ideal I and Tcov(A ×α P ) are full corners in
J ×β G and B ×β G, respectively, and J ×β G is essential ideal of B ×β G. 
5. Examples
In this section, as an example, we consider the abelian lattice-ordered group (Z2,N2).
Thus, let (A,N2, α) be a dynamical system consisting of a C∗-algebra A and an action
α of N2 by extendible endomorphisms of A. Then, α induces two actions δ and γ of
N on A by extendible endomorphisms, such that
δn := α(0,n) and γn := α(n,0)(5.1)
for every n ∈ N. Hence, we have the dynamical systems (A,N, δ) and (A,N, γ)
generated by the single endomorphisms δ := δ1 and γ := γ1, respectively. One can
easily see that
α(m,n) = δnγm = γmδn(5.2)
for all m,n ∈ N. Now, we want to define two subalgebras Dδ and Dγ of ℓ
∞(Z, A),
which are actually the corresponding algebra B to the totally ordered abelian group
(Z,N) and the systems (A,N, δ) and (A,N, γ), respectively (see also [19, §6]). Thus,
we have
Dδ = span{φ
δ
n(a) : n ∈ Z, a ∈ A} and Dγ = span{φ
γ
n(a) : n ∈ Z, a ∈ A},
where the maps φδn : A → ℓ
∞(Z, A) and φγn : A → ℓ
∞(Z, A) are the (extendible)
isometries defined by
φδn(a)(m) =
{
δm−n(a) if n ≤ m
0 otherwise,
and
φγn(a)(m) =
{
γm−n(a) if n ≤ m
0 otherwise,
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for all m,n ∈ Z and a ∈ A, respectively. Note that, the algebras Dδ and Dγ both
contain the algebra C0(Z)⊗ A as an essential ideal, such that
C0(Z)⊗ A = span{φ
δ
n(a)− φ
δ
m(δm−n(a)) : n ≤ m ∈ Z, a ∈ A}
= span{φγn(a)− φ
γ
m(γm−n(a)) : n ≤ m ∈ Z, a ∈ A}.
In fact, C0(Z) ⊗ A is the corresponding (essential) ideal J for the algebras Dδ and
Dγ.
Next, we see that the algebra B associated with the system (A,N2, α) seats in the
algebras ℓ∞(Z, Dδ) and ℓ
∞(Z, Dγ) as a C
∗-subalgebra, which leads us to identify its
(essential) ideal J with a familiar term. For every m,n ∈ Z and a ∈ A, define a map
ψδ(m,n) : A→ ℓ
∞(Z, Dδ) by
ψδ(m,n)(a)(r) =
{
φδn(γr−m(a)) if m ≤ r
0 otherwise.
Calculations show that each map ψδ(m,n) is a norm-preserving ∗-homomorphism. Now,
let Bδ be the C
∗-subalgebra of ℓ∞(Z, Dδ) generated by {ψ
δ
(m,n)(a) : m,n ∈ Z, a ∈ A}.
Note that, by calculation, we have ψδ(m,n)(a)
∗ = ψδ(m,n)(a
∗), and ψδ(m,n)(a)ψ
δ
(t,u)(b) =
ψδ(x,y)(c), where (x, y) = (m,n) ∨ (t, u) (x = max{m, t} and y = max{n, u}) and
c = δy−n(γx−m(a))δy−u(γx−t(b)).
Thus, it follows that
Bδ = span{ψ
δ
(m,n)(a) : m,n ∈ Z, a ∈ A}.
Similar to Bδ, for every m,n ∈ Z and a ∈ A, we define a map ψ
γ
(m,n) : A →
ℓ∞(Z, Dγ) by
ψγ(m,n)(a)(s) =
{
φγm(δs−n(a)) if n ≤ s
0 otherwise,
which is an injective ∗-homomorphism. Then, define Bγ to be the C
∗-subalgebra of
ℓ∞(Z, Dγ) generated by {ψ
γ
(m,n)(a) : m,n ∈ Z, a ∈ A}. We similarly have
Bγ = span{ψ
γ
(m,n)(a) : m,n ∈ Z, a ∈ A},
as ψγ(m,n)(a)
∗ = ψγ(m,n)(a
∗), and ψγ(m,n)(a)ψ
γ
(t,u)(b) = ψ
γ
(x,y)(c) for some x, y ∈ Z and
c ∈ A.
Lemma 5.1. Each homomorphism ψδ(m,n) : A → Bδ and ψ
γ
(m,n) : A → Bγ is
extendible to a strictly continuous homomorphism ψδ(m,n) : M(A) → M(Bδ) and
ψγ(m,n) :M(A)→M(Bγ) of multiplier algebras, respectively.
Proof. The discussion of proof is similar to the proof of Lemma 3.2. So, we skip it
here. However, we would like to mention quickly that this is due to the extendibility
of endomorphisms δn and γn, and homomorphisms φ
δ
n and φ
γ
n. 
Thus, it follows by Lemma 5.1 that
ψδ(m,n)(c)(r) =
{
φδn(γr−m(c)) if m ≤ r
0 otherwise,
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and
ψγ(m,n)(c)(s) =
{
φγm(δs−n(c)) if n ≤ s
0 otherwise,
for all m,n ∈ Z and c ∈M(A).
Lemma 5.2. There is an isomorphism Λδ of B onto Bδ such that
Λδ(φ(m,n)(a)) = ψ
δ
(m,n)(a)
for all m,n ∈ Z and a ∈ A. Similarly, there is an isomorphism Λγ of B onto Bγ such
that
Λγ(φ(m,n)(a)) = ψ
γ
(m,n)(a)
for all m,n ∈ Z and a ∈ A.
Proof. We only prove the existence of the isomorphism Λδ, as the existence of the
isomorphism Λγ follows similarly. Define a map
Λδ : span{φ(m,n)(a) : (m,n) ∈ Z
2, a ∈ A} → Bδ
by
Λδ
(∑
i
φ(mi,ni)(ai)
)
=
∑
i
ψδ(mi,ni)(ai).
Obviously, Λδ is linear. We show that it preserves the norm, and therefore, it follows
that it is a well-defined linear isometry. We first need to recall that, for any Hilbert
space H , there is an isomorphism U of the Hilbert space
ℓ2(Z2, H) ≃ ℓ2(Z2)⊗H ≃ (ℓ2(Z)⊗ ℓ2(Z))⊗H
onto the Hilbert space
ℓ2(Z)⊗ (ℓ2(Z)⊗H) ≃ ℓ2(Z)⊗ ℓ2(Z, H),
such that
U(e(m,n) ⊗ h) = em ⊗ (en ⊗ h) = (..., 0, 0, 0, (en ⊗ h), 0, 0, 0, ...),(5.3)
where {e(m,n) : (m,n) ∈ Z
2} is the usual orthonormal basis for ℓ2(Z2) ({em : m ∈ Z}
is the one for ℓ2(Z), accordingly) and h ∈ H . Note that in the equation (5.3), (en⊗h)
is the mth slot. Moreover, the isomorphism U induces the following isomorphism
B(ℓ2(Z2)⊗H) → B(ℓ2(Z)⊗ ℓ2(Z, H))
T 7→ UTU−1
(5.4)
of C∗-algebras. Now, let π : A→ B(H) be a faithful and nondegenerate representa-
tion of A on some Hilbert space H . Define the map
Π : B → B(ℓ2(Z2)⊗H)
by
(Π(ξ)f)(r, s) = π(ξ(r, s))f(r, s)
for all ξ ∈ B, f ∈ ℓ2(Z2) ⊗ H , and (r, s) ∈ Z2. One can see that Π is indeed
a nondegenerate and faithful representation of B on the Hilbert space ℓ2(Z2) ⊗ H .
On the other hand, let M : Dδ → B(ℓ
2(Z, H)) be the nondegenerate and faithful
representation defined by
(M(ξ)f)(s) = π(ξ(s))f(s)
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for all ξ ∈ Dδ and f ∈ ℓ
2(Z, H). Then, M itself induces a map
Π˜ : Bδ → B(ℓ
2(Z)⊗ ℓ2(Z, H))
defined by
(Π˜(η)g)(r) =M(η(r))g(r)
for all η ∈ Bδ and g ∈ ℓ
2(Z)⊗ℓ2(Z, H) (note that, [M(η(r))g(r)](s) = π(η(r)(s))g(r)(s)).
It is not difficult to see that Π˜ is actually a nondegenerate and faithful representation
of the algebra Bδ on the Hilbert space ℓ
2(Z)⊗ ℓ2(Z, H). Next, we want to show that
UΠ
(∑
i
φ(mi,ni)(ai)
)
= Π˜
(∑
i
ψδ(mi,ni)(ai)
)
U.(5.5)
It is enough to see that
UΠ(φ(m,n)(a)) = Π˜(ψ
δ
(m,n)(a))U
for all (m,n) ∈ Z2 and a ∈ A on the spanning elements (e(r,s)⊗h) of ℓ
2(Z2)⊗H . We
have
U [Π(φ(m,n)(a))(e(r,s) ⊗ h)] = U
(
e(r,s) ⊗ π(φ(m,n)(a)(r, s))h
)
=
{
U
(
e(r,s) ⊗ π(α(r−m,s−n)(a))h
)
if (m,n) ≤ (r, s)
U
(
e(r,s) ⊗ π(0)h
)
otherwise
=
{
U
(
e(r,s) ⊗ π(δs−n(γr−m(a)))h
)
if (m,n) ≤ (r, s)
U
(
0
)
otherwise
=
{
U
(
e(r,s) ⊗ h˜
)
if (m,n) ≤ (r, s)
0 otherwise
=
{
er ⊗ (es ⊗ h˜) if (m,n) ≤ (r, s)
0 otherwise,
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where h˜ = π(δs−n(γr−m(a)))h ∈ H . On the other hand, we have
Π˜(ψδ(m,n)(a))[U(e(r,s) ⊗ h)] = Π˜(ψ
δ
(m,n)(a))[er ⊗ (es ⊗ h)]
= er ⊗
[
M
(
ψδ(m,n)(a)(r)
)
(es ⊗ h)
]
=
{
er ⊗
[
M
(
φδn(γr−m(a))
)
(es ⊗ h)
]
if m ≤ r
er ⊗
[
M(0)(es ⊗ h)
]
otherwise
=
{
er ⊗
[
es ⊗ π
(
φδn(γr−m(a))(s)
)
h
]
if m ≤ r
er ⊗ 0 otherwise
=
{
er ⊗
[
es ⊗ π
(
δs−n(γr−m(a))
)
h
]
if m ≤ r and n ≤ s
0 otherwise
=
{
er ⊗ (es ⊗ h˜) if (m,n) ≤ (r, s)
0 otherwise,
where h˜ = π(δs−n(γr−m(a)))h ∈ H . This implies that UΠ(φ(m,n)(a)) = Π˜(ψ
δ
(m,n)(a))U
for all (m,n) ∈ Z2 and a ∈ A, and consequently, the equation (5.5) holds. So, we
have
UΠ
(∑
i
φ(mi,ni)(ai)
)
U−1 = Π˜
(∑
i
ψδ(mi,ni)(ai)
)
,
from which, we get (see the isomorphism (5.4))∥∥Λδ(∑
i
φ(mi,ni)(ai)
)∥∥ = ∥∥∑
i
ψδ(mi,ni)(ai)
∥∥
=
∥∥Π˜(∑
i
ψδ(mi,ni)(ai)
)∥∥
=
∥∥UΠ(∑
i
φ(mi,ni)(ai)
)
U−1
∥∥
=
∥∥Π(∑
i
φ(mi,ni)(ai)
)∥∥
=
∥∥∑
i
φ(mi,ni)(ai)
∥∥.
It therefore follows that Λδ is a well-defined liner map which is also norm-preserving.
So, it extends to a linear isometry of the algebra B into Bδ. We use the same notation
Λδ for the extension. We want to show that Λδ is actually a ∗-homomorphism. Since
Λδ(φ(m,n)(a)
∗) = Λδ(φ(m,n)(a
∗)) = ψδ(m,n)(a
∗) = ψδ(m,n)(a)
∗ = Λδ(φ(m,n)(a))
∗
for all m,n ∈ Z and a ∈ A, it indeed preserves the involution. Moreover, if m =
(m1, m2), n = (n1, n2) ∈ Z
2 and a, b ∈ A, the following calculation suffices to see that
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Λδ preserves the multiplication, too:
Λδ(φm(a))Λδ(φn(b)) = ψ
δ
m(a)ψ
δ
n(b) = ψ
δ
m∨n
(
α(m∨n)−m(a)α(m∨n)−n(b)
)
= Λδ
(
φm∨n
(
α(m∨n)−m(a)α(m∨n)−n(b)
))
= Λδ
(
φm(a)φn(b)
)
.
Finally, one can see that Λδ is also surjective, as Λδ(φ(m,n)(a)) = ψ
δ
(m,n)(a) for all
m,n ∈ Z and a ∈ A. Thus, Λδ is an isomorphism of B onto Bδ. 
Proposition 5.3. The algebras Bδ and Bγ contain the algebras C0(Z) ⊗ Dδ and
C0(Z)⊗Dγ, respectively, as essential ideals, such that
C0(Z)⊗Dδ = span{ψ
δ
(m,n)(a)− ψ
δ
(t,n)(γt−m(a)) : m, t, n ∈ Z with m < t, a ∈ A},
(5.6)
and
C0(Z)⊗Dγ = span{ψ
γ
(m,n)(a)− ψ
γ
(m,u)(δu−n(a)) : m,n, u ∈ Z with n < u, a ∈ A}.
(5.7)
Proof. We only prove for C0(Z)⊗Dδ, and proof for C0(Z)⊗Dγ follows by a similar
discussion. Firstly, the right hand side of (5.6) is, in fact, equal to
span{ψδ(m,n)(b)− ψ
δ
(m+1,n)(γ(b)) : m,n ∈ Z, b ∈ A}.(5.8)
This is due to the fact that
ψδ(m,n)(a)− ψ
δ
(t,n)(γt−m(a))
=
[
ψδ(m,n)(a)− ψ
δ
(m+1,n)(γ(a))
]
+
[
ψδ(m+1,n)(γ(a))− ψ
δ
(m+2,n)(γ2(a))
]
+... +
[
ψδ(t−1,n)(γt−m−1(a))− ψ
δ
(t,n)(γt−m(a))
]
=
t−m∑
r=1
[
ψδ(m+r−1,n)(γr−1(a))− ψ
δ
(m+r,n)(γr(a))
]
.
(5.9)
Thus, we only need to show that
C0(Z)⊗Dδ = span{ψ
δ
(m,n)(a)− ψ
δ
(m+1,n)(γ(a)) : m,n ∈ Z, a ∈ A}.(5.10)
Since
ψδ(m,n)(a)− ψ
δ
(m+1,n)(γ(a)) = (..., 0, 0, 0, φ
δ
n(a), 0, 0, 0, ...),
where φδn(a) is the mth slot, is clearly an element of the algebra C0(Z)⊗Dδ, the right
hand side of (5.10) is contained in C0(Z)⊗Dδ. The other inclusion holds, too. This
is due to the fact that the algebra C0(Z)⊗Dδ is spanned by the elements of the form
(..., 0, 0, 0, ξ, 0, 0, 0, ...)
with ξ ∈ Dδ as the mth slot, and ξ itself is spanned by the elements φ
δ
n(a) such that
a ∈ A and n ∈ Z. This more precisely means that the algebra C0(Z)⊗Dδ is certainly
spanned by the elements
(..., 0, 0, 0, φδn(a), 0, 0, 0, ...) = ψ
δ
(m,n)(a)− ψ
δ
(m+1,n)(γ(a))
with φδn(a) as the mth slot.
Next, to show that C0(Z) ⊗ Dδ is an ideal of Bδ, it is enough to calculate the
product
ψδ(r,s)(b)
[
ψδ(m,n)(a)− ψ
δ
(m+1,n)(γ(a))
]
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on the spanning elements to see that it belongs to C0(Z)⊗Dδ. However, we skip the
calculation as it is similar to the one in the proof of Proposition 3.4, where we proved
that J is an ideal of B. To see that the ideal C0(Z)⊗Dδ of Bδ is essential, suppose
that ξ[C0(Z) ⊗ Dδ] = 0 for some ξ ∈ Bδ ⊂ ℓ
∞(Z, Dδ). So, ξη = 0 in ℓ
∞(Z, Dδ) for
every η ∈ C0(Z)⊗Dδ, which means that (ξη)(m) = ξ(m)η(m) = 0 in Dδ ⊂ ℓ
∞(Z, A)
for every m ∈ Z, and therefore, [ξ(m)η(m)](n) = [ξ(m)(n)][η(m)(n)] = 0 in A for
every n ∈ Z. In particular, for every m,n ∈ Z, take η to be
(..., 0, 0, 0, φδn(a
∗
m,n)− φ
δ
n+1(δ(a
∗
m,n)), 0, 0, 0, ...)
with
φδn(a
∗
m,n)− φ
δ
n+1(δ(a
∗
m,n)) = (..., 0, 0, 0, a
∗
m,n, 0, 0, 0, ...) ∈ (C0(Z)⊗A) ⊂ Dδ
as the mth slot, where a∗m,n = ξ(m)(n)
∗ ∈ A is the nth slot. Thus, we have
0 = ξη = (..., 0, 0, 0, ξ(m)[φδn(a
∗
m,n)− φ
δ
n+1(δ(a
∗
m,n))], 0, 0, 0, ...),
from which, it follows that
0 = ξ(m)[φδn(a
∗
m,n)− φ
δ
n+1(δ(a
∗
m,n))]
= (..., 0, 0, 0, [ξ(m)(n)]a∗m,n, 0, 0, 0, ...)
= (..., 0, 0, 0, am,na
∗
m,n, 0, 0, 0, ...).
This implies that we must have am,na
∗
m,n = 0 in A, and hence, ξ(m)(n) = am,n = 0.
Since this is true for every m,n ∈ Z, we have ξ = 0, and this completes the proof.

Theorem 5.4. Let (G,P ) = (Z2,N2). Consider the dynamical system (A,N2, α),
and the (essential) ideal J of the associated algebra B with the system. Let
Jδ := span{φ(m,n)(a)− φ(t,n)(γt−m(a)) : m, t, n ∈ Z with m < t, a ∈ A},
and
Jγ := span{φ(m,n)(a)− φ(m,u)(δu−n(a)) : m,n, u ∈ Z with n < u, a ∈ A}.
Then, Jδ and Jγ are essential ideals of B such that Jδ + Jγ = J and Jδ ∩ Jγ =
C0(Z
2) ⊗ A ≃ C0(Z) ⊗ C0(Z) ⊗ A, which is an essential ideal of J . Moreover, Jδ
and Jγ are isomorphic to the algebras (C0(Z)⊗Dδ) and (C0(Z)⊗Dγ), respectively.
Consequently, we have the following isomorphism
J
C0(Z2)⊗ A
≃ (C0(Z)⊗ A
δ
∞)⊕ (C0(Z)⊗ A
γ
∞),(5.11)
where Aδ∞ and A
γ
∞ are the direct limit C
∗-algebras obtained by the dilations of the
dynamical systems (A,N, δ) and (A,N, γ), respectively.
Proof. Firstly, we actually have
Jδ = span{φ(m,n)(a)− φ(m+1,n)(γ(a)) : m,n ∈ Z, a ∈ A},
and
Jγ = span{φ(m,n)(a)− φ(m,n+1)(δ(a)) : m,n ∈ Z, a ∈ A}.
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These can be seen by similar calculations to (5.9) in the proof of Proposition (5.3).
So, we skip them here. Then, the following calculations
Λ−1δ
(
ψδ(m,n)(a)− ψ
δ
(m+1,n)(γ(a))
)
= φ(m,n)(a)− φ(m+1,n)(γ(a)),
and
Λ−1γ
(
ψγ(m,n)(a)− ψ
γ
(m,n+1)(δ(a))
)
= φ(m,n)(a)− φ(m,n+1)(δ(a))
on spanning elements imply that
C0(Z)⊗Dδ ≃ Λ
−1
δ
(
C0(Z)⊗Dδ
)
= Jδ,
and
C0(Z)⊗Dγ ≃ Λ
−1
γ
(
C0(Z)⊗Dγ
)
= Jγ.
Thus, by using the isomorphisms Λ−1δ and Λ
−1
γ , as C0(Z) ⊗ Dδ and C0(Z) ⊗ Dγ are
the essential ideals of Bδ and Bγ , respectively, Jδ and Jγ must be the essential ideals
of B. Note that, one may see these by using the similar discussion to the one in the
proof of Proposition 3.4.
Next, we show that J = Jδ + Jγ. The inclusion Jδ + Jγ ⊂ J is immediate as
J obviously contains the spanning elements of Jδ and Jγ. For the other inclusion,
take any spanning element φ(m,n)(a) − φ(t,u)(α(t−m,u−n)(a)) of J , where a ∈ A and
(m,n), (t, u) ∈ Z2 with (m,n) ≤ (t, u). We have
φ(m,n)(a)− φ(t,u)(α(t−m,u−n)(a))
= [φ(m,n)(a)− φ(t,n)(γt−m(a))] + [φ(t,n)(γt−m(a))− φ(t,u)(δu−n(γt−m(a)))]
= [φ(m,n)(a)− φ(t,n)(γt−m(a))] + [φ(t,n)(b)− φ(t,u)(δu−n(b))],
where b = γt−m(a) ∈ A. The summands in above belong to Jδ and Jγ, respectively,
which implies that Jδ + Jγ contains each spanning element of J . Therefore, J =
Jδ + Jγ, from which, it follows that the ideal J is actually spanned by the elements
of the form
[φ(m,n)(a)− φ(m+1,n)(γ(a))] + [φ(t,u)(b)− φ(t,u+1)(δ(b))],(5.12)
where m,n, t, u ∈ Z and a, b ∈ A.
Now, we want to show that Jδ ∩ Jγ = C0(Z
2)⊗A. First recall that C0(Z
2)⊗A is
spanned by the elements (finitely supported functions) fa(m,n) : Z
2 → A defined by
fa(m,n)(r, s) =
{
a if (r, s) = (m,n)
0 otherwise
(5.13)
for every a ∈ A and (m,n) ∈ Z2. Then, one can calculate to see that each function
fa(m,n) is actually qual to the element
[φ(m,n)(a)− φ(m+1,n)(γ(a))]− [φ(m,n+1)(δ(a))− φ(m+1,n+1)(α(1,1)(a))] ∈ Jδ,(5.14)
which equals
[φ(m,n)(a)− φ(m,n+1)(δ(a))]− [φ(m+1,n)(γ(a))− φ(m+1,n+1)(α(1,1)(a))] ∈ Jγ,(5.15)
where α(1,1)(a) = γ(δ(a)) = δ(γ(a)). Thus, the inclusion C0(Z
2)⊗A ⊂ Jδ ∩Jγ holds.
For the other inclusion, as Jδ ∩ Jγ = JδJγ, it is enough to show that each product
[φ(m,n)(a)− φ(m+1,n)(γ(a))][φ(t,u)(b)− φ(t,u+1)(δ(b))](5.16)
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of the spanning elements of Jδ and Jγ belongs to C0(Z
2) ⊗ A. To calculate the
product (5.16) (of two functions in ℓ∞(Z2, A)), think of the intersection point of
two discrete half-lines (rays) in R2. One is vertical corresponding to [φ(m,n)(a) −
φ(m+1,n)(γ(a))] with the initial point (m,n), and the other one is horizontal corre-
sponding to [φ(t,u)(b)−φ(t,u+1)(δ(b))] with the initial point (t, u). These two rays have
only one intersection at the point (m, u) if m ≥ t and n ≤ u. Otherwise, there is no
intersection point. This is equivalent to saying that the product (5.16), as a function
in ℓ∞(Z2, A), has a nonzero value only at (m, u) if m ≥ t and n ≤ u. So, in this case,
we have
[φ(m,n)(a)− φ(m+1,n)(γ(a))][φ(t,u)(b)− φ(t,u+1)(δ(b))]
= φ(m,n)(a)φ(t,u)(b)− φ(m,n)(a)φ(t,u+1)(δ(b))− φ(m+1,n)(γ(a))φ(t,u)(b)
+φ(m+1,n)(γ(a))φ(t,u+1)(δ(b))
= φ(m,u)
(
δu−n(a)γm−t(b)
)
− φ(m,u+1)
(
δu−n+1(a)γm−t(δ(b))
)
− φ(m+1,u)
(
δu−n(γ(a))γm−t+1(b)
)
+φ(m+1,u+1)
(
δu−n+1(γ(a))γm−t+1(δ(b))
)
[by (3.1)]
=
[
φ(m,u)
(
δu−n(a)γm−t(b)
)
− φ(m,u+1)
(
δu−n+1(a)δ(γm−t(b))
)]
−
[
φ(m+1,u)
(
γ(δu−n(a))γm−t+1(b)
)
− φ(m+1,u+1)
(
δu−n+1(γ(a))δ(γm−t+1(b))
)]
=
[
φ(m,u)
(
δu−n(a)γm−t(b)
)
− (φ(m,u+1) ◦ δ)
(
δu−n(a)γm−t(b)
)]
−
[
(φ(m+1,u) ◦ γ)
(
δu−n(a)γm−t(b)
)
− (φ(m+1,u+1) ◦ δ ◦ γ)
(
δu−n(a)γm−t(b)
)]
=
[
φ(m,u)(c)− φ(m,u+1)(δ(c))
]
−
[
φ(m+1,u)(γ(c))− φ(m+1,u+1)(α(1,1)(c))
]
,
where c = δu−n(a)γm−t(b) ∈ A. Thus,
[φ(m,n)(a)− φ(m+1,n)(γ(a))][φ(t,u)(b)− φ(t,u+1)(δ(b))]
=
[
φ(m,u)(c)− φ(m,u+1)(δ(c))
]
−
[
φ(m+1,u)(γ(c))− φ(m+1,u+1)(α(1,1)(c))
]
,
which is equal to the spanning element f c(m,u) of C0(Z
2)⊗A (see (5.13)-(5.15)). So, the
product (5.16) belongs to C0(Z
2)⊗A, and therefore, we have Jδ ∩Jγ ⊂ C0(Z
2)⊗A.
So, it follows that Jδ ∩ Jγ = C0(Z
2)⊗ A, which is clearly an ideal of J . To see that
it is an essential ideal, first note that, since C0(Z
2) ⊗ A ≃ C0(Z
2, A) is contained in
the algebra ℓ∞(Z2, A) as an essential ideal, ℓ∞(Z2, A) is embedded in the multiplier
algebra M(C0(Z
2)⊗ A) as a C∗-subalgebra. Therefore, as
C0(Z
2)⊗ A = (Jδ ∩ Jγ)⊳ J ⊳ B →֒ ℓ
∞(Z2, A) →֒ M(C0(Z
2)⊗ A),(5.17)
C0(Z
2)⊗ A is actually an essential ideal of J .
Finally to see the isomorphism (5.11), firstly, by Lemma 3.5, we have
Dδ
C0(Z)⊗ A
≃ Aδ∞ and
Dγ
C0(Z)⊗A
≃ Aγ∞,
where Aδ∞ and A
γ
∞ are the direct limit algebras corresponding to the dynamical sys-
tems (A,N, δ) and (A,N, γ), respectively. It then follows that
J
C0(Z2)⊗A
=
Jδ + Jγ
C0(Z2)⊗A
=
Jδ
C0(Z2)⊗A
⊕
Jγ
C0(Z2)⊗ A
≃
C0(Z)⊗Dδ
C0(Z)⊗ (C0(Z)⊗A)
⊕
C0(Z)⊗Dγ
C0(Z)⊗ (C0(Z)⊗A)
≃ (C0(Z)⊗
Dδ
C0(Z)⊗A
)⊕ (C0(Z)⊗
Dγ
C0(Z)⊗A
)
≃ (C0(Z)⊗ A
δ
∞)⊕ (C0(Z)⊗ A
γ
∞).
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More precisely, the isomorphism is given such that it maps the spanning element[
[φ(m,n)(a)− φ(m+1,n)(γ(a))] + [φ(t,u)(b)− φ(t,u+1)(δ(b))]
]
+ (C0(Z
2)⊗ A)
of
J
C0(Z2)⊗ A
to the element
(..., 0, 0, 0, δn(a), 0, 0, 0, ...)⊕ (..., 0, 0, 0, γt(b), 0, 0, 0, ...)
of (C0(Z)⊗A
δ
∞)⊕(C0(Z)⊗A
γ
∞), where δ
n atmth slot is the canonical homomorphism
of An = A into A
δ
∞, and γ
t at uth slot is the canonical homomorphism of At = A into
Aγ∞. 
The following are two Lemmas that are required for Theorem 5.8.
Lemma 5.5. Suppose that (A×αΓ, jA, jΓ) and (B×βG, jB, jG) are the group crossed
products of the classical dynamical systems (A,Γ, α) and (B,G, β) by discrete groups,
respectively. Then,
(A⊗max B)×α⊗β (Γ×G) ≃ (A×α Γ)⊗max (B ×β G).
Proof. For convenience, let A = A×αΓ and B = B×βG. If (iA, iB) is the canonical pair
of the C∗-algebras A and B into the multiplier algebraM(A⊗maxB), then kA := iA◦jA
and kB := iB ◦ jB are homomorphisms of the C
∗-algebras A and B intoM(A⊗maxB),
respectively, with commuting ranges. Therefore, there is a homomorphism
kA ⊗max kB : A⊗max B →M(A⊗max B)
such that
kA ⊗max kB(a⊗ b) = kA(a)kB(b) = iA(jA(a))iB(jB(b)) = jA(a)⊗ jB(b)
for all a ∈ A and b ∈ B. Let us denote the homomorphism kA ⊗max kB by kA⊗maxB.
One can see that the extensions iA and iB of the nondegenerate homomorphisms iA and
iB, respectively, have commuting ranges . Thus, the unitary-valued representations
kΓ := iA ◦ jΓ and kG := iB ◦ jG of the groups Γ and G intoM(A⊗max B), respectively,
have also commuting ranges. So, define the map
kΓ×G : Γ×G→M(A⊗max B)
by
kΓ×G(s, t) = kΓ(s)kG(t)
for every s ∈ Γ and t ∈ G. Note that, in fact, we have
kΓ(s)kG(t) = iA(jΓ(s))iB(jG(t)) = iA ⊗max iB(jΓ(s)⊗ jG(t)),
where
iA ⊗max iB :M(A)⊗max M(B)→M(A⊗max B)
is the homomorphism induced by the pair (iA, iB) with commuting ranges (see [11,
Remark 2.2]). Therefore,
kΓ×G(s, t) = iA ⊗max iB(jΓ(s)⊗ jG(t)),
and
kA⊗maxB(a⊗ b) = iA ⊗max iB(jA(a)⊗ jB(b)).
We claim that the triple (A⊗maxB, kA⊗maxB, kΓ×G) is a crossed product of the system
(A⊗maxB,Γ×G,α⊗β). Firstly, as the homomorphisms jA and jB are nondegenerate,
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so is the homomorphism kA⊗maxB. In can easily be seen that each kΓ×G(s, t) is a
unitary, and
kΓ×G
(
(s1, t1)(s2, t2)
)
= kΓ×G
(
(s1s2, t1t2)
)
= iA ⊗max iB(jΓ(s1s2)⊗ jG(t1t2))
= iA ⊗max iB(jΓ(s1)jΓ(s2)⊗ jG(t1)jG(t2))
= iA ⊗max iB
(
(jΓ(s1)⊗ jG(t1))(jΓ(s2)⊗ jG(t2))
)
= (iA ⊗max iB)(jΓ(s1)⊗ jG(t1))(iA ⊗max iB)(jΓ(s2)⊗ jG(t2))
= kΓ×G(s1, t1)kΓ×G(s2, t2).
Thus, the map kΓ×G is a unitary representation of the group Γ×G in M(A⊗max B).
We now show that the pair (kA⊗maxB, kΓ×G) satisfies the covariance equation. We
have
kΓ×G(s, t)kA⊗maxB(a⊗ b)kΓ×G(s, t)
∗
= iA ⊗max iB(jΓ(s)⊗ jG(t))iA ⊗max iB(jA(a)⊗ jB(b))iA ⊗max iB(jΓ(s)⊗ jG(t))
∗
= iA ⊗max iB(jΓ(s)⊗ jG(t))iA ⊗max iB(jA(a)⊗ jB(b))iA ⊗max iB(jΓ(s)
∗ ⊗ jG(t)
∗)
= iA ⊗max iB
(
[jΓ(s)⊗ jG(t)][jA(a)⊗ jB(b)][jΓ(s)
∗ ⊗ jG(t)
∗]
)
= iA ⊗max iB
(
[jΓ(s)jA(a)jΓ(s)
∗]⊗ [jG(t)jB(b)jG(t)
∗]
)
= iA ⊗max iB
(
jA(αs(a))⊗ jB(βt(b))
)
= kA⊗maxB
(
αs(a)⊗ βt(b)
)
= kA⊗maxB
(
(αs ⊗ βt)(a⊗ b)
)
= kA⊗maxB
(
(α⊗ β)(s,t)(a⊗ b)
)
This suffices to see that the pair (kA⊗maxB, kΓ×G) is indeed covariant. Next, suppose
that the pair (π, U) is a covariant representation of (A⊗maxB,Γ×G,α⊗β) on some
Hilbert space H . We want to show that there is a non-degenerate representation ρ of
(A×α Γ)⊗max (B ×β G) on H such that
ρ ◦ kA⊗maxB = π and ρ ◦ kΓ×G = U.
Let (iA, iB) be the canonical pair of the C
∗-algebras A and B into the multiplier
algebra M(A⊗max B). The following compositions
A
iA−→M(A⊗max B)
pi
−→ B(H),
and
B
iB−→M(A⊗max B)
pi
−→ B(H)
gives the non-degenerate representations πA and πB of the C
∗-algebras A and B on
H , respectively. Note that, we have
π(a⊗ b) = πA(a)πB(b) = πB(b)πA(a)(5.18)
for every a ∈ A and b ∈ B (see also [16, Corollary B.22]). Let e and e˜ denote the
identity elements of the groups Γ and G, respectively. Then, one can see that the
maps V and W defined by
Γ→ B(H); s 7→ U(s,e˜),
and
G→ B(H); t 7→ U(e,t),
are unitary representations of the groups Γ and G on H , respectively. We claim that
the pairs (πA, V ) and (πB,W ) are covariant representations of the systems (A,Γ, α)
and (B,G, β) on H , respectively. In order to see these, we only need to show that
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they satisfy the covariance equation. We only do this for (πA, V ) as the discussion on
(πB,W ) follows similarly. Let {bλ} be an approximate identity for B. We have
Vsπ(a⊗ bλ)V
∗
s = U(s,e˜)π(a⊗ bλ)U
∗
(s,e˜)
= π
(
(α⊗ β)(s,e˜)(a⊗ bλ)
)
= π
(
(αs ⊗ βe˜)(a⊗ bλ)
)
= π
(
(αs ⊗ id)(a⊗ bλ)
)
= π
(
αs(a)⊗ bλ
)
= πA(αs(a))πB(bλ), [by (5.18)]
which is convergent strongly to πA(αs(a)). On the other hand,
Vsπ(a⊗ bλ)V
∗
s = VsπA(a)πB(bλ)V
∗
s , [by (5.18)]
which is convergent strongly to VsπA(a)V
∗
s . So, we must have
πA(αs(a)) = VsπA(a)V
∗
s .
Thus, it follows that there are non-degenerate representations
πA × V : A×α Γ→ B(H)
and
πB ×W : B ×β G→ B(H)
which take the pairs (jA, jΓ) and (jB, jG) to the pairs (πA, V ) and (πB,W ), respec-
tively. We show that πA × V and πB ×W have commuting ranges. In order to do
so, it is enough to see that the pairs (πA, πB), (V,W ), (V
∗,W ), (πA,W ), and (πB, V )
have commuting ranges. This is indeed true for (πA, πB) by (5.18). Also, it is easy
to see that V (Γ) and W (G) commute, from which, as V ∗s = Vs−1 for all s ∈ Γ, it
follows that V ∗ and W commute. So, we only show that πA and W commute, and
then, similar calculations show that πB and V commute, too. Take any approximate
identity {bλ} in B. Then, we have
Wtπ(a⊗ bλ) =WtπA(a)πB(bλ),
which converges strongly to WtπA(a). On the other hand,
Wtπ(a⊗ bλ) = U(e,t)π(a⊗ bλ)
= π
(
(α⊗ β)(e,t)(a⊗ bλ)
)
U(e,t) [by the covariance of (π, U)]
= π
(
(αe ⊗ βt)(a⊗ bλ)
)
U(e,t)
= π
(
(id⊗βt)(a⊗ bλ)
)
U(e,t)
= π
(
a⊗ βt(bλ)
)
U(e,t)
= πA(a)πB(βt(bλ))Wt
= πA(a)WtπB(bλ), [by the covariance of (πB,W )]
which converges strongly to πA(a)Wt. Thus, we have
WtπA(a) = πA(a)Wt.
Consequently, there is a representation
(πA × V )⊗max (πB ×W ) : (A×α Γ)⊗max (B ×β G)→ B(H),
which we denote it by ρ, such that
ρ(ξ ⊗ η) = (πA × V )(ξ)(πB ×W )(η)
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for all ξ ∈ (A ×α Γ) and η ∈ (B ×β G). Firstly, since πA × V and πB ×W are both
non-degenerate, so is the representation ρ. Then, we want to show that
ρ ◦ kA⊗maxB = π and ρ ◦ kΓ×G = U.
The equation ρ ◦ kA⊗maxB = π holds, as
ρ
(
kA⊗maxB(a⊗ b)
)
= ρ
(
jA(a)⊗ jB(b)
)
= (πA × V )(jA(a))(πB ×W )(jB(b))
= πA(a)πB(b) = π(a⊗ b) [by (5.18)]
for all a ∈ A and b ∈ B. To see ρ ◦ kΓ×G = U , let {aλ} and {bν} be the approxi-
mate identities for A and B, respectively. Then, one can see that {aλ ⊗ bν}λ,ν is an
approximate identity for the C∗-algebra A⊗max B. Now, we have
ρ
(
jA(aλ)jΓ(s)⊗ jB(bν)jG(t)
)
= (πA × V )
(
jA(aλ)jΓ(s)
)
(πB ×W )
(
jB(bν)jG(t)
)
= πA(aλ)VsπB(bν)Wt
= πA(aλ)πB(bν)VsWt [as V and πB commute]
= π(aλ ⊗ bν)U(s,e˜)U(e,t)
= π(aλ ⊗ bν)U(s,t),
which is convergent strongly to U(s,t). On the other hand,
ρ
(
jA(aλ)jΓ(s)⊗ jB(bν)jG(t)
)
= ρ
(
iA(jA(aλ)jΓ(s))iB(jB(bν)jG(t))
)
= ρ
(
iA(jA(aλ))iA(jΓ(s))iB(jB(bν))iB(jG(t))
)
= ρ
(
iA(jA(aλ))iB(jB(bν))iA(jΓ(s))iB(jG(t))
)
[as iA and iB commute]
= ρ
(
iA(jA(aλ))iB(jB(bν))
)
ρ
(
iA(jΓ(s))iB(jG(t))
)
= ρ
(
jA(aλ)⊗ jB(bν)
)
ρ
(
iA ⊗max iB(jΓ(s)⊗ jG(t))
)
= ρ
(
kA⊗maxB(aλ ⊗ bν)
)
ρ
(
kΓ×G(s, t)
)
= π(aλ ⊗ bν)ρ
(
kΓ×G(s, t)
)
,
which converges strongly to ρ
(
kΓ×G(s, t)
)
. Therefore, we must have U(s,t) = ρ
(
kΓ×G(s, t)
)
,
which implies that ρ ◦ kΓ×G = U .
Finally, we show that the C∗-algebra (A ×α Γ) ⊗max (B ×β G) is spanned by the
elements kA⊗maxB(ξ)kΓ×G(s, t), where ξ ∈ (A⊗max B) and (s, t) ∈ (Γ×G). Since C
∗-
algebras A×α Γ and B ×β G are spanned by the elements jA(a)jΓ(s) and jB(b)jG(t),
respectively, (A×α Γ)⊗max (B ×β G) is spanned by the elements
jA(a)jΓ(s)⊗ jB(b)jG(t).
But, we have
jA(a)jΓ(s)⊗ jB(b)jG(t)
= iA(jA(a)jΓ(s))iB(jB(b)jG(t))
= iA(jA(a))iA(jΓ(s))iB(jB(b))iB(jG(t))
=
[
iA(jA(a))iB(jB(b))
][
iA(jΓ(s))iB(jG(t))
]
[as iA and iB commute]
=
[
jA(a)⊗ jB(b)
][
iA ⊗max iB(jΓ(s)⊗ jG(t))
]
= kA⊗maxB(a⊗ b)kΓ×G(s, t).
This completes the proof. Thus, there is an isomorphism
Π : ((A⊗max B)×α⊗β (Γ×G), i)→ (A×α Γ)⊗max (B ×β G)
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such that
Π(iA⊗maxB(a⊗ b)iΓ×G(s, t)) = kA⊗maxB(a⊗ b)kΓ×G(s, t)
= jA(a)jΓ(s)⊗ jB(b)jG(t)
for all a ∈ A, b ∈ B, and (s, t) ∈ Γ×G.

Remark 5.6. Suppose that in Lemma (5.5) Γ = G, which means that we have a
group Γ that acts on C∗-algebras A and B via (the automorphic actions) α and β,
respectively. Let (A×α Γ, jA, jΓ) and (B ×β Γ, j˜B, j˜Γ) be the group crossed products
of the dynamical systems (A,Γ, α) and (B,Γ, β), respectively. Now, define a map
σ : Γ× Γ→ Aut(A⊗max B)
by
σ(s,t) = (α⊗ β)(t,s) = αt ⊗ βs
for all (s, t) ∈ Γ× Γ. One can see that σ is actually an action of the group Γ× Γ on
the algebra A⊗max B by automorphisms. Suppose that ((A⊗max B)×σ (Γ× Γ), i˜) is
the group crossed product corresponding to the classical system (A⊗maxB,Γ×Γ, σ).
Let ((A⊗maxB)×α⊗β (Γ×Γ), i) be the group crossed product of the system (A⊗max
B,Γ× Γ, α⊗ β). Define the maps
ιA⊗maxB : A⊗max B → (A⊗max B)×α⊗β (Γ× Γ)
and
ιΓ×Γ : Γ× Γ→M((A⊗max B)×α⊗β (Γ× Γ))
by
ιA⊗maxB(a⊗ b) = iA⊗maxB(a⊗ b)
and
ιΓ×Γ(s, t) = iΓ×Γ(t, s),
respectively, for all a ∈ A, b ∈ B, and s, t ∈ Γ. Then, it is not difficult to see that the
triple
((A⊗max B)×α⊗β (Γ× Γ), ιA⊗maxB, ιΓ×Γ)
is a crossed product for the system (A ⊗max B,Γ × Γ, σ). Therefore, there is an
isomorphism
Π2 : ((A⊗max B)×σ (Γ× Γ), i˜)→ ((A⊗max B)×α⊗β (Γ× Γ), ι)
such that
Π2(˜iA⊗maxB(a⊗ b)˜iΓ×Γ(s, t)) = ιA⊗maxB(a⊗ b)ιΓ×Γ(s, t)
= iA⊗maxB(a⊗ b)iΓ×Γ(t, s).
for all a ∈ A, b ∈ B, and s, t ∈ Γ. On the other hand,
(A⊗max B)×α⊗β (Γ× Γ) ≃ (A×α Γ)⊗max (B ×β Γ).
via the isomorphism Π. Thus, one can see that the composition (Π ◦ Π2) gives an
isomorphism
Π3 : ((A⊗max B)×σ (Γ× Γ), i˜)→ (A×α Γ)⊗max (B ×β Γ)
such that
Π3(˜iA⊗maxB(a⊗ b)˜iΓ×Γ(s, t)) = jA(a)jΓ(t)⊗ j˜B(b)j˜Γ(s)
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for all a ∈ A, b ∈ B, and s, t ∈ Γ.
Lemma 5.7. Let (A ×α Γ, kA, kΓ) be the group crossed product of the classical dy-
namical system (A,Γ, α) by discrete group. Suppose that I and J are two α-invariant
ideals of algebra A. Then, we have
(I ×α Γ) + (J ×α Γ) = (I + J)×α Γ,(5.19)
and
(I ×α Γ) ∩ (J ×α Γ) = (I ∩ J)×α Γ.(5.20)
Proof. The proof follows by some routine computations on spanning elements. Thus,
we skip them here. 
Theorem 5.8. Let (G,P ) = (Z2,N2). Consider the dynamical system (A,N2, α),
and the (essential) ideals Jδ, Jγ and J of the associated algebra B with the system.
Then, Jδ and Jγ are β-invariant, such that
Jδ ×β Z
2 + Jγ ×β Z
2 = J ×β Z
2(5.21)
and
(Jδ ×β Z
2) ∩ (Jγ ×β Z
2) = (C0(Z
2)⊗A)×β Z
2
≃ K(ℓ2(Z2))⊗ A
≃ K(ℓ2(Z))⊗K(ℓ2(Z))⊗ A,
(5.22)
which is an essential ideal of J ×βZ
2. In addition, the (essential) ideals Jδ×βZ
2 and
Jγ×βZ
2 are isomorphic to the algebras K(ℓ2(Z))⊗(Dδ×τZ) and K(ℓ
2(Z))⊗(Dγ×τZ)
of compact operators, respectively, where τ denotes the action of Z on Dδ and Dγ by
the left translation. Consequently, we have the following isomorphism:
J ×β Z
2
K(ℓ2(Z2))⊗ A
≃ [K(ℓ2(Z))⊗ (Aδ∞ ×δ∞ Z)]⊕ [K(ℓ
2(Z))⊗ (Aγ∞ ×γ∞ Z)],(5.23)
where δ∞ and γ∞ are the automorphic actions of Z on the algebras A
δ
∞ and A
γ
∞
obtained by the dilations of the systems (A,N, δ) and (A,N, γ), respectively.
Proof. One can easily see that the (essential) ideals Jδ and Jγ of B (in Theorem 5.4)
are β-invariant, and hence, Jδ ×β Z
2 and Jγ ×β Z
2 are (essential) ideals of B ×β Z
2.
Now, we apply (5.19) in Lemma 5.7 along with the fact that Jδ + Jγ = J (see
Theorem 5.4) to see that
Jδ ×β Z
2 + Jγ ×β Z
2 = (Jδ + Jγ)×β Z
2 = J ×β Z
2.
It thus follows that J ×β Z
2 is actually spanned by the elements of the form
[jB
(
φ(m,n)(a)− φ(m+1,n)(γ(a))
)
jZ2(x, y)] + [jB
(
φ(t,u)(b)− φ(t,u+1)(δ(b))
)
jZ2(r, s)],
where a, b ∈ A and (m,n), (x, y), (t, u), (r, s) ∈ Z2. Then, by applying (5.20) in
Lemma 5.7 along with the fact that Jδ∩Jγ = C0(Z
2)⊗A (see Theorem 5.4), we have
(Jδ ×β Z
2) ∩ (Jγ ×β Z
2) = (Jδ ∩ Jγ)×β Z
2 = (C0(Z
2)⊗ A)×β Z
2,
where it is known that the crossed product (C0(Z
2)⊗ A)×β Z
2 is isomorphic to the
algebra
K(ℓ2(Z2)⊗ A) ≃ K(ℓ2(Z2))⊗A ≃ K(ℓ2(Z)⊗ ℓ2(Z))⊗A ≃ K(ℓ2(Z))⊗K(ℓ2(Z))⊗ A
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of compact operators. Also, since C0(Z
2)⊗A is an essential ideal of J , K(ℓ2(Z2))⊗A ≃
(C0(Z
2)⊗ A)×β Z
2 is an essential ideal of J ×β Z
2.
Next, by Theorem 5.4, Jδ and Jγ are isomorphic to C0(Z) ⊗ Dδ and C0(Z) ⊗ Dγ
by the isomorphisms Λδ and Λγ, respectively. Let lt denote the action of Z on C0(Z)
by the left translation. Now, consider the actions lt⊗τ and σ of Z2 on the algebras
C0(Z)⊗Dδ and C0(Z)⊗Dγ, respectively, where
σ(m,n) = (lt⊗τ)(n,m) = ltn⊗τm
for all (m,n) ∈ Z2 (see remark 5.6). Then, one can see that we have
(lt⊗τ) ◦ Λδ = Λδ ◦ β and σ ◦ Λγ = Λγ ◦ β.
Thus, the systems (Jδ,Z
2, β) and (C0(Z) ⊗ Dδ,Z
2, lt⊗τ) are equivariant, as well
as (Jγ,Z
2, β) and (C0(Z) ⊗ Dγ,Z
2, σ). So, it follows by [18, Lemma 2.65] that the
crossed products Jδ×β Z
2 and Jγ ×β Z
2 are isomorphic to (C0(Z)⊗Dδ)×lt⊗τ Z
2 and
(C0(Z)⊗Dγ)×σ Z
2, respectively. More precisely, there are isomorphisms
Ψ1 : Jδ ×β Z
2 → ((C0(Z)⊗Dδ)×lt⊗τ Z
2, iC0(Z)⊗Dδ , iZ2)
and
Ψ2 : Jγ ×β Z
2 → ((C0(Z)⊗Dγ)×σ Z
2, kC0(Z)⊗Dγ , kZ2),
such that
Ψ1(jB(ξ)jZ2(x, y)) = iC0(Z)⊗Dδ(Λδ(ξ))iZ2(x, y)
and
Ψ2(jB(η)jZ2(x, y)) = kC0(Z)⊗Dγ (Λγ(η))kZ2(x, y)
for all ξ ∈ Jδ, η ∈ Jγ, and (x, y) ∈ Z
2. Moreover, by Lemma 5.5 and Remark 5.6, the
crossed products (C0(Z)⊗Dδ)×lt⊗τ Z
2 and (C0(Z)⊗Dγ)×σZ
2 are isomorphic to the
(maximum) tensor products (C0(Z)×ltZ)⊗ (Dδ×τ Z) and (C0(Z)×ltZ)⊗ (Dγ ×τ Z),
respectively, via the isomorphisms
Ψ3 : ((C0(Z)⊗Dδ)×lt⊗τ Z
2, iC0(Z)⊗Dδ , iZ2)→ (C0(Z)×lt Z)⊗ (Dδ ×τ Z)
and
Ψ4 : ((C0(Z)⊗Dγ)×σ Z
2, kC0(Z)⊗Dγ , kZ2)→ (C0(Z)×lt Z)⊗ (Dγ ×τ Z),
such that
Ψ3(iC0(Z)⊗Dδ(f ⊗ ξ)iZ2(x, y)) = [iC0(Z)(f)iZ(x)]⊗ [˜iDδ(ξ)˜iZ(y)]
and
Ψ4(kC0(Z)⊗Dγ (f ⊗ η)kZ2(x, y)) = [iC0(Z)(f)iZ(y)]⊗ [kDγ (η)kZ(x)]
for all f ∈ C0(Z), ξ ∈ Dδ, η ∈ Dγ, and x, y ∈ Z. Also, it is well-known by the
Stone-von Neumann Theorem that the crossed product C0(Z)×lt Z is isomorphic to
the algebra K(ℓ2(Z)) of compact operators on ℓ2(Z) (see [16, Theorem C.34] or [18,
Theorem 4.24]). The isomorphism is given by
Ψ5 : (C0(Z)×lt Z, iC0(Z), iZ)→ K(ℓ
2(Z))
such that
Ψ5(iC0(Z)(f)iZ(x)) = er ⊗ er−x,
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where f = (..., 0, 0, 1, 0, 0, ...) ∈ C0(Z) with 1 in rth slot, and er⊗er−x is the rank-one
operator on ℓ2(Z) defined by h 7→ 〈h | er−x〉er for all h ∈ ℓ
2(Z) (see [16, Proposi-
tion 1.1]). Therefore, the composition (Ψ5 ⊗ id) ◦ Ψ3 ◦ Ψ1 of isomorphisms gives an
isomorphisms
Ψ7 : Jδ ×β Z
2 → K(ℓ2(Z))⊗ (Dδ ×τ Z)
such that it maps the spanning element
jB
(
φ(m,n)(a)− φ(m+1,n)(γ(a))
)
jZ2(x, y)
to the (spanning) element(
em ⊗ em−x
)
⊗
(˜
iDδ(φ
δ
n(a))˜iZ(y)
)
.
Note that, the restriction of Ψ7 to the algebra (C0(Z
2) ⊗ A) ×β Z
2 is the canonical
isomorphism of (C0(Z
2) ⊗ A) ×β Z
2 onto the algebra K(ℓ2(Z)) ⊗ (K(ℓ2(Z)) ⊗ A) of
compact operators.
Similarly, the composition (Ψ5⊗id)◦Ψ4◦Ψ2 of isomorphisms gives an isomorphisms
Ψ6 : Jγ ×β Z
2 → K(ℓ2(Z))⊗ (Dγ ×τ Z)
which maps the spanning element
jB
(
φ(t,u)(b)− φ(t,u+1)(δ(b))
)
jZ2(r, s)
to the (spanning) element(
eu ⊗ eu−s
)
⊗
(
kDγ (φ
γ
t (b))kZ(r)
)
.
Also, one can see that the restriction of Ψ6 to the algebra (C0(Z
2)⊗ A)×β Z
2 is the
canonical isomorphism of (C0(Z
2)⊗A)×βZ
2 onto the algebraK(ℓ2(Z))⊗(K(ℓ2(Z))⊗A)
of compact operators.
Finally,
J ×β Z
2
K(ℓ2(Z2))⊗ A
=
Jδ ×β Z
2 + Jγ ×β Z
2
K(ℓ2(Z2))⊗ A
=
[ Jδ ×β Z2
K(ℓ2(Z2))⊗ A
]
⊕
[ Jγ ×β Z2
K(ℓ2(Z2))⊗ A
]
≃
[ K(ℓ2(Z))⊗ (Dδ ×τ Z)
K(ℓ2(Z))⊗ (K(ℓ2(Z))⊗ A)
]
⊕
[ K(ℓ2(Z))⊗ (Dγ ×τ Z)
K(ℓ2(Z))⊗ (K(ℓ2(Z))⊗ A)
]
≃
[
K(ℓ2(Z))⊗
Dδ ×τ Z
K(ℓ2(Z))⊗ A
]
⊕
[
K(ℓ2(Z))⊗
Dγ ×τ Z
K(ℓ2(Z))⊗ A
]
≃
[
K(ℓ2(Z))⊗
Dδ ×τ Z
(C0(Z)⊗ A)×τ Z
]
⊕
[
K(ℓ2(Z))⊗
Dγ ×τ Z
(C0(Z)⊗A)×τ Z
]
≃
[
K(ℓ2(Z))⊗ (
Dδ
C0(Z)⊗ A
)×τ˜ Z
]
⊕
[
K(ℓ2(Z))⊗ (
Dγ
C0(Z)⊗A
)×τ˜ Z
]
≃
[
K(ℓ2(Z))⊗ (Aδ∞ ×δ∞ Z)
]
⊕
[
K(ℓ2(Z))⊗ (Aγ∞ ×γ∞ Z)
]
.
The isomorphism is actually given such that it maps the spanning element(
[jB
(
φ(m,n)(a)−φ(m+1,n)(γ(a))
)
jZ2(x, y)]+[jB
(
φ(t,u)(b)−φ(t,u+1)(δ(b))
)
jZ2(r, s)]
)
+K(ℓ2(Z2))⊗A
of
J ×β Z
2
K(ℓ2(Z2))⊗A
to the (spanning) element[(
em ⊗ em−x
)
⊗
(
i∞(δ
n(a))Uy
)]
⊕
[(
eu ⊗ eu−s
)
⊗
(
k∞(γ
t(b))Vr
)]
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of
[
K(ℓ2(Z))⊗ (Aδ∞ ×δ∞ Z)
]
⊕
[
K(ℓ2(Z))⊗ (Aγ∞ ×γ∞ Z)
]
, where (i∞, U) and (k∞, V )
are the canonical pairs of the dynamical systems (Aδ∞,Z, δ∞) and (A
γ
∞,Z, γ∞) in the
crossed products Aδ∞ ×δ∞ Z and A
γ
∞ ×γ∞ Z, respectively. 
Lemma 5.9. Let
Iδ = span{iN2(m,n)
∗iA(a)[1− iN2(1, 0)
∗iN2(1, 0)]iN2(x, y) : m,n, x, y ∈ N, a ∈ A},
and
Iγ = span{iN2(r, s)
∗iA(c)[1− iN2(0, 1)
∗iN2(0, 1)]iN2(t, u) : r, s, t, u ∈ N, c ∈ A}.
Then, Iδ and Iγ are two essential ideals of Tcov(A×α N
2) such that Iδ + Iγ = I, and
Iδ ∩ Iγ = span{ξ
(x,y)
(m,n)(a)− ξ
(x,y+1)
(m,n+1)(δ(a)) : a ∈ A,m, n, x, y ∈ N},(5.24)
where
ξ
(x,y)
(m,n)(a) := iN2(m,n)
∗iA(a)[1− iN2(1, 0)
∗iN2(1, 0)]iN2(x, y)
which is an spanning element of Iδ. Moreover,
Iδ ∩ Iγ ≃ QK(ℓ
2(N2)⊗A)Q,(5.25)
where Q is a projection in L(ℓ2(N2)⊗A) =M(K(ℓ2(N2)⊗ A)) defined by
(Qh)(m,n) = α(m,n)(1)h(m,n) for all h ∈ (ℓ
2(N2)⊗ A).
Also, Iδ ∩ Iγ is an essential ideal, too, which is a full corner in K(ℓ
2(N2) ⊗ A) ≃
K(ℓ2(N2))⊗ A.
Proof. Firstly, we have
p(J ×β Z
2)p = p(Jδ ×β Z
2 + Jγ ×β Z
2)p = p(Jδ ×β Z
2)p+ p(Jγ ×β Z
2)p,(5.26)
in which each summand is a full corner (recall that p = jB(φ(0,0)(1))). This can be
seen by a similar computation to the one in Lemma 4.2. Also, one can see that the full
corners p(Jδ ×β Z
2)p and p(Jγ ×β Z
2)p are indeed two essential ideals of the algebra
(full corner) p(B ×β Z
2)p. Thus, we only need to show that
Ψ−1(p(Jδ ×β Z
2)p) = Iδ and Ψ
−1(p(Jγ ×β Z
2)p) = Iγ ,
from which, it follows that Iδ and Iγ are two essential ideals of Tcov(A ×α N
2). We
only do this for Iδ and proof for Iγ follows by a similar calculation. Each spanning
element of p(Jδ ×β Z
2)p is of the form
p[jB
(
φ(m,n)(a)− φ(m+1,n)(γ(a))
)
jZ2(x, y)]p,
where a ∈ A and (m,n) and (x, y) belong to Z2. However, by a similar computation
done in Lemma 4.2 along with the fact that max{i+1, 0} = max{i, 0}+1 = i+1 for
all i ∈ N, each spanning element of p(Jδ ×β Z
2)p can actually be written of the form
p[jB
(
φ(m,n)(a)− φ(m+1,n)(γ(a))
)
jZ2(x, y)]p,(5.27)
where (m,n) ∈ N and (x, y) ∈ Z2, without loss of generality. Moreover, again by a
similar calculation in Lemma 4.2 together with applying the covariance equation of
(jB, jZ2), the spanning element (5.27) can indeed be written of the form
p[jZ2(x1, y1)jB
(
φ(0,0)(b)− φ(r,0)(γr(b))
)
jZ2(x2, y2)
∗]p,(5.28)
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for some b ∈ A and (x1, y1), (x2, y2) ∈ N
2, where
(r, 0) = [[(m+ 1, n)− (x, y)] ∨ (0, 0)]− [[(m,n)− (x, y)] ∨ (0, 0)]
= [(m− x+ 1, n− y) ∨ (0, 0)]− [(m− x, n− y) ∨ (0, 0)]
= (max{m− x+ 1, 0},max{n− y, 0})− (max{m− x, 0},max{n− y, 0})
= (max{m− x+ 1, 0} −max{m− x, 0}, 0) ∈ N2.
Therefore, since by a similar computation to (5.9)
φ(0,0)(b)− φ(r,0)(γr(b)) =
r∑
i=1
[
φ(i−1,0)(γi−1(b))− φ(i,0)(γi(b))
]
,
it follows that (5.28) is equal to
r∑
i=1
p[jZ2(x1, y1)jB
(
φ(i−1,0)(γi−1(b))− φ(i,0)(γi(b))
)
jZ2(x2, y2)
∗]p
=
r∑
i=1
p[jZ2(x1, y1)(jB ◦ β(i−1,0))
(
φ(0,0)(γi−1(b))− φ(1,0)(γi(b))
)
jZ2(x2, y2)
∗]p
=
r∑
i=1
p[jZ2(x1, y1)jZ2(i− 1, 0)jB
(
φ(0,0)(γi−1(b))− φ(1,0)(γi(b))
)
jZ2(i− 1, 0)
∗jZ2(x2, y2)
∗]p
=
r∑
i=1
p[jZ2(x1 + i− 1, y1)jB
(
φ(0,0)(γi−1(b))− φ(1,0)(γi(b))
)
jZ2(i− 1 + x2, y2)
∗]p.
Eventually, p(Jδ ×β Z
2)p is precisely spanned by the elements of the form
p[jZ2(m,n)jB
(
φ(0,0)(a)− φ(1,0)(γ(a))
)
jZ2(x, y)
∗]p,(5.29)
where a ∈ A and (m,n), (x, y) ∈ N2. So, by a similar computation in Lemma 4.2, we
have
Ψ−1
(
p[jZ2(m,n)jB
(
φ(0,0)(a)− φ(1,0)(γ(a))
)
jZ2(x, y)
∗]p
)
= iN2(m,n)
∗iA(a)[1− iN2(1, 0)
∗iN2(1, 0)]iN2(x, y),
which implies that Ψ−1(p(Jδ ×β Z
2)p) = Iδ.
Next, to see that I = Iδ + Iγ , we only need to apply the equation (5.26), and
hence,
I = Ψ−1(p(J ×β Z
2)p) = Ψ−1(p(Jδ ×β Z
2)p) + Ψ−1(p(Jγ ×β Z
2)p) = Iδ + Iγ.
Consequently, the ideal I is indeed spanned by the elements of the form
iN2(m,n)
∗iA(a)[1− iN2(1, 0)
∗iN2(1, 0)]iN2(x, y)
+iN2(r, s)
∗iA(c)[1− iN2(0, 1)
∗iN2(0, 1)]iN2(t, u)
(5.30)
Next, to see (5.24), first, let
η
(x,y)
(m,n)(a) := iN2(m,n)
∗iA(a)[1− iN2(0, 1)
∗iN2(0, 1)]iN2(x, y)
which is an spanning element of Iγ. We show that
ξ
(x,y)
(m,n)(a)− ξ
(x,y+1)
(m,n+1)(δ(a)) = η
(x,y)
(m,n)(a)− η
(x+1,y)
(m+1,n)(γ(a))(5.31)
for all a ∈ A and m,n, x, y ∈ N, which implies that the right hand side of (5.24) is
contained in Iδ ∩ Iγ . To do so, for convenience in our computation, we let
P(r,s) := 1− iN2(r, s)
∗iN2(r, s),
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which is a projection in M(Tcov(A×α N
2)). So, in particular,
P(1,0) := 1− iN2(1, 0)
∗iN2(1, 0)
and
P(0,1) := 1− iN2(0, 1)
∗iN2(0, 1).
Now, by applying the covariance of the pair (iA, iN2), we have
ξ
(x,y)
(m,n)(a)− ξ
(x,y+1)
(m,n+1)(δ(a))
= iN2(m,n)
∗iA(a)P(1,0)iN2(x, y)− iN2(m,n+ 1)
∗iA(δ(a))P(1,0)iN2(x, y + 1)
= iN2(m,n)
∗iA(a)P(1,0)iN2(x, y)− iN2(m,n)
∗iN2(0, 1)
∗iA(δ(a))P(1,0)iN2(x, y + 1)
= iN2(m,n)
∗iA(a)P(1,0)iN2(x, y)− iN2(m,n)
∗iA(a)iN2(0, 1)
∗P(1,0)iN2(0, 1)iN2(x, y)
= iN2(m,n)
∗iA(a)[P(1,0) − iN2(0, 1)
∗P(1,0)iN2(0, 1)]iN2(x, y).
Then, in the bottom line, for P(1,0) − iN2(0, 1)
∗P(1,0)iN2(0, 1), we calculate to see that
P(1,0) − iN2(0, 1)
∗P(1,0)iN2(0, 1)
= 1− iN2(1, 0)
∗iN2(1, 0)− iN2(0, 1)
∗[1− iN2(1, 0)
∗iN2(1, 0)]iN2(0, 1)
= 1− iN2(1, 0)
∗iN2(1, 0)− iN2(0, 1)
∗iN2(0, 1) + iN2(1, 1)
∗iN2(1, 1)
= 1− iN2(0, 1)
∗iN2(0, 1)− [iN2(1, 0)
∗iN2(1, 0)− iN2(1, 1)
∗iN2(1, 1)]
= 1− iN2(0, 1)
∗iN2(0, 1)− iN2(1, 0)
∗[1− iN2(0, 1)
∗iN2(0, 1)]iN2(1, 0)
= P(0,1) − iN2(1, 0)
∗P(0,1)iN2(1, 0).
Therefore, we get
ξ
(x,y)
(m,n)(a)− ξ
(x,y+1)
(m,n+1)(δ(a))
= iN2(m,n)
∗iA(a)[P(0,1) − iN2(1, 0)
∗P(0,1)iN2(1, 0)]iN2(x, y)
= iN2(m,n)
∗iA(a)P(0,1)iN2(x, y)− iN2(m,n)
∗iA(a)iN2(1, 0)
∗P(0,1)iN2(1, 0)iN2(x, y)
= iN2(m,n)
∗iA(a)P(0,1)iN2(x, y)− iN2(m,n)
∗iN2(1, 0)
∗iA(γ(a))P(0,1)iN2(x+ 1, y)
= iN2(m,n)
∗iA(a)P(0,1)iN2(x, y)− iN2(m+ 1, n)
∗iA(γ(a))P(0,1)iN2(x+ 1, y)
= η
(x,y)
(m,n)(a)− η
(x+1,y)
(m+1,n)(γ(a)).
To show that Iδ∩Iγ is contained in the right hand side of (5.24), since Iδ∩Iγ = IδIγ ,
it is enough to see that each product
ξnm(a)η
y
x(b)
of the spanning elements of Iδ and Iγ belongs to the right hand side of (5.24), where
m = (m1, m2), n = (n1, n2), x = (x1, x2), and y = (y1, y2) for convenience. Also,
again for convenience, we let i := (1, 0) and j := (0, 1), and hence, Pi = P(1,0) and
Pj = P(0,1), accordingly. Now, we have
ξnm(a)η
y
x(b) = iN2(m)
∗iA(a)Pi[iN2(n)iN2(x)
∗iA(b)]PjiN2(y),
in which, for convenience, we calculate the product iN2(n)iN2(x)
∗iA(b) in the middle
separately. So, if r = n ∨ x, then it follows from the covariance of the pair (iA, iN2)
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that
iN2(n)iN2(x)
∗iA(b) = iN2(n)[iN2(n)
∗iN2(n)iN2(x)
∗iN2(x)]iN2(x)
∗iA(b)
= iN2(n)iN2(r)
∗iN2(r)iN2(x)
∗iA(b)
= iN2(n)iN2(n)
∗iN2(r − n)
∗iN2(r − x)iN2(x)iN2(x)
∗iA(b)
= iA(αn(1))iN2(r − n)
∗iN2(r − x)iA(αx(1))iA(b)
= [iA(αn(1))iN2(r − n)
∗][iN2(r − x)iA(αx(1)b)]
= iN2(r − n)
∗iA(αr(1))iA(αr(1)αr−x(b))iN2(r − x)
= iN2(r − n)
∗iA(αr(1)αr(1)αr−x(b))iN2(r − x)
= iN2(r − n)
∗iA(αr(1)αr−x(b))iN2(r − x)
= iN2(r − n)
∗iA(c)iN2(r − x),
where c = αr(1)αr−x(b). Thus, It follows that
ξnm(a)η
y
x(b) = iN2(m)
∗iA(a)PiiN2(r − n)
∗iA(c)iN2(r − x)PjiN2(y).
Next, we need to compute the products
PiiN2(r − n)
∗ and iN2(r − x)Pj .
So, by applying the equation (2.9), we have
iN2(r − x)Pj = iN2(r − x)[1− iN2(j)
∗iN2(j)]
= [1− iN2(s− (r − x))
∗iN2(s− (r − x))]iN2(r − x),
where
s = (r − x) ∨ j = ((r1, r2)− (x1, x2)) ∨ (0, 1)
= (r1 − x1, r2 − x2) ∨ (0, 1)
= (max{r1 − x1, 0},max{r2 − x2, 1})
= (r1 − x1,max{r2 − x2, 1}) = (s1, s2).
It therefore follows that
s− (r − x) = (s1, s2)− (r1 − x1, r2 − x2)
= (s1, s2)− (s1, r2 − x2)
= (0, s2 − r2 + x2) = (0, t),
where t = s2 − r2 + x2 ∈ N. Consequently, we have
iN2(r − x)Pj = [1 − iN2(0, t)
∗iN2(0, t)]iN2(r − x) = P(0,t)iN2(r − x).
Similarly, again by applying the equation (2.9), we have
PiiN2(r − n)
∗ = [1− iN2(i)
∗iN2(i)]iN2(r − n)
∗
= (iN2(r − n)[1 − iN2(i)
∗iN2(i)])
∗
= ([1− iN2(k, 0)
∗iN2(k, 0)]iN2(r − n))
∗
= iN2(r − n)
∗[1− iN2(k, 0)
∗iN2(k, 0)] = iN2(r − n)
∗P(k,0).
for some k ∈ N. Hence, for ξnm(a)η
y
x(b), since, by the covariance of (iA, iN2), each iA(a)
commutes with each projection P(r,s), we get
ξnm(a)η
y
x(b) = iN2(m)
∗iA(a)iN2(r − n)
∗P(k,0)iA(c)P(0,t)iN2(r − x)iN2(y)
= iN2(m)
∗iN2(r − n)
∗iA(αr−n(a))iA(c)P(k,0)P(0,t)iN2(r − x+ y)
= iN2(m+ r − n)
∗iA(αr−n(a)c)P(k,0)P(0,t)iN2(r − x+ y)
= iN2(m˜)
∗iA(d)P(k,0)P(0,t)iN2(y˜)
= iN2(m˜1, m˜2)
∗iA(d)P(k,0)P(0,t)iN2(y˜1, y˜2)
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where m˜ = m+ r − n = (m˜1, m˜2), y˜ = r − x + y = (y˜1, y˜2), and d = αr−n(a)c. Now,
we want to calculate the product P(k,0)P(0,t). By applying the equation (2.5) (Nica
covariance), we have
P(k,0)P(0,t) = [1− iN2(k, 0)
∗iN2(k, 0)][1− iN2(0, t)
∗iN2(0, t)]
= 1− iN2(0, t)
∗iN2(0, t)− iN2(k, 0)
∗iN2(k, 0) + iN2(k, 0)
∗iN2(k, 0)iN2(0, t)
∗iN2(0, t)
= 1− iN2(0, t)
∗iN2(0, t)− iN2(k, 0)
∗iN2(k, 0) + iN2(k, t)
∗iN2(k, t)
= [1− iN2(k, 0)
∗iN2(k, 0)]− [iN2(0, t)
∗iN2(0, t)− iN2(k, t)
∗iN2(k, t)]
= [1− iN2(k, 0)
∗iN2(k, 0)]− iN2(0, t)
∗[1− iN2(k, 0)
∗iN2(k, 0)]iN2(0, t)
= P(k,0) − iN2(0, t)
∗P(k,0)iN2(0, t),
where (k, t) = (k, 0) ∨ (0, t) = (k, 0) + (0, t). Note that, one can calculate to see that
we totally have
P(k,0)P(0,t) = P(k,0) − iN2(0, t)
∗P(k,0)iN2(0, t) = P(0,t) − iN2(k, 0)
∗P(0,t)iN2(k, 0)(5.32)
for all k, t ∈ N. Moreover, since
P(k,0) = 1− iN2(k, 0)
∗iN2(k, 0)
=
u=k−1∑
u=0
[iN2(u, 0)
∗iN2(u, 0)− iN2(u+ 1, 0)
∗iN2(u+ 1, 0)]
=
u=k−1∑
u=0
iN2(u, 0)
∗[1− iN2(1, 0)
∗iN2(1, 0)]iN2(u, 0)
=
u=k−1∑
u=0
iN2(u, 0)
∗P(1,0)iN2(u, 0),
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it follows by (5.32) that
P(k,0)P(0,t)
=
u=k−1∑
u=0
iN2(u, 0)
∗P(1,0)iN2(u, 0)− iN2(0, t)
∗[
u=k−1∑
u=0
iN2(u, 0)
∗P(1,0)iN2(u, 0)]iN2(0, t)
=
u=k−1∑
u=0
iN2(u, 0)
∗P(1,0)iN2(u, 0)−
u=k−1∑
u=0
iN2(0, t)
∗iN2(u, 0)
∗P(1,0)iN2(u, 0)iN2(0, t)
=
u=k−1∑
u=0
iN2(u, 0)
∗P(1,0)iN2(u, 0)−
u=k−1∑
u=0
iN2(u, 0)
∗iN2(0, t)
∗P(1,0)iN2(0, t)iN2(u, 0)
=
u=k−1∑
u=0
[iN2(u, 0)
∗P(1,0)iN2(u, 0)− iN2(u, 0)
∗iN2(0, t)
∗P(1,0)iN2(0, t)iN2(u, 0)]
=
u=k−1∑
u=0
iN2(u, 0)
∗[P(1,0) − iN2(0, t)
∗P(1,0)iN2(0, t)]iN2(u, 0)
=
u=k−1∑
u=0
iN2(u, 0)
∗[P(1,0)P(0,t)]iN2(u, 0)
=
u=k−1∑
u=0
iN2(u, 0)
∗[P(0,t) − iN2(1, 0)
∗P(0,t)iN2(1, 0)]iN2(u, 0)
=
u=k−1∑
u=0
[iN2(u, 0)
∗P(0,t)iN2(u, 0)− iN2(u, 0)
∗iN2(1, 0)
∗P(0,t)iN2(1, 0)iN2(u, 0)]
=
u=k−1∑
u=0
[iN2(u, 0)
∗P(0,t)iN2(u, 0)− iN2(u+ 1, 0)
∗P(0,t)iN2(u+ 1, 0)].
Similarly, since
P(0,t) = 1− iN2(0, t)
∗iN2(0, t)
=
z=t−1∑
z=0
[iN2(0, z)
∗iN2(0, z)− iN2(0, z + 1)
∗iN2(0, z + 1)]
=
z=t−1∑
z=0
iN2(0, z)
∗[1− iN2(0, 1)
∗iN2(0, 1)]iN2(0, z)
=
z=t−1∑
z=0
iN2(0, z)
∗P(0,1)iN2(0, z),
P(k,0)P(0,t) equals
u=k−1∑
u=0
[
z=t−1∑
z=0
iN2(u, z)
∗P(0,1)iN2(u, z)−
z=t−1∑
z=0
iN2(u+ 1, z)
∗P(0,1)iN2(u+ 1, z)]
=
u=k−1∑
u=0
z=t−1∑
z=0
[iN2(u, z)
∗P(0,1)iN2(u, z)− iN2(u+ 1, z)
∗P(0,1)iN2(u+ 1, z)].
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For convenience, we let η
(x,y)
(m,n) denote the element iN2(m,n)
∗P(0,1)iN2(x, y) for all
m,n, x, y ∈ N, and therefore
P(k,0)P(0,t) =
u=k−1∑
u=0
z=t−1∑
z=0
[η
(u,z)
(u,z) − η
(u+1,z)
(u+1,z)].
Thus, it follows that
ξnm(a)η
y
x(b)
= iN2(m˜1, m˜2)
∗iA(d)P(k,0)P(0,t)iN2(y˜1, y˜2)
= iN2(m˜1, m˜2)
∗iA(d)(
u=k−1∑
u=0
z=t−1∑
z=0
[η
(u,z)
(u,z) − η
(u+1,z)
(u+1,z)])iN2(y˜1, y˜2)
=
u=k−1∑
u=0
z=t−1∑
z=0
[iN2(m˜1, m˜2)
∗iA(d)η
(u,z)
(u,z)iN2(y˜1, y˜2)− iN2(m˜1, m˜2)
∗iA(d)η
(u+1,z)
(u+1,z)iN2(y˜1, y˜2)]
=
u=k−1∑
u=0
z=t−1∑
z=0
[iN2(m˜1, m˜2)
∗iA(d)η
(u+y˜1,z+y˜2)
(u,z) − iN2(m˜1, m˜2)
∗iA(d)η
(u+y˜1+1,z+y˜2)
(u+1,z) ].
Finally, since
iA(d)η
(x,y)
(m,n) = iA(d)iN2(m,n)
∗P(0,1)iN2(x, y)
= iN2(m,n)
∗iA(α(m,n)(d))P(0,1)iN2(x, y) = η
(x,y)
(m,n)(α(m,n)(d))
for all d ∈ A and m,n, x, y ∈ N, we obtain
ξnm(a)η
y
x(b)
=
u=k−1∑
u=0
z=t−1∑
z=0
[iN2(m˜1, m˜2)
∗η
(u+y˜1,z+y˜2)
(u,z) (α(u,z)(d))− iN2(m˜1, m˜2)
∗η
(u+y˜1+1,z+y˜2)
(u+1,z) (α(u+1,z)(d))].
=
u=k−1∑
u=0
z=t−1∑
z=0
[η
(u+y˜1,z+y˜2)
(m˜1+u,m˜2+z)
(α(u,z)(d))− η
(u+y˜1+1,z+y˜2)
(m˜1+u+1,m˜2+z)
(α(u+1,z)(d))]
=
u=k−1∑
u=0
z=t−1∑
z=0
[η
(u+y˜1,z+y˜2)
(m˜1+u,m˜2+z)
(α(u,z)(d))− η
(u+y˜1+1,z+y˜2)
(m˜1+u+1,m˜2+z)
(γ(α(u,z)(d)))]
=
u=k−1∑
u=0
z=t−1∑
z=0
[ξ
(u+y˜1,z+y˜2)
(m˜1+u,m˜2+z)
(α(u,z)(d))− ξ
(u+y˜1,z+y˜2+1)
(m˜1+u,m˜2+z+1)
(δ(α(u,z)(d)))],
which belongs to the right hand side of (5.24) (see (5.31)). Thus, (5.24) is indeed
true.
To identify the intersection Iδ ∩ Iγ, first note that we have
Iδ ∩ Iγ ≃ Ψ(Iδ ∩ Iγ) = Ψ(IδIγ)
= Ψ(Iδ)Ψ(Iγ)
= [p(Jδ ×β Z
2)p][p(Jγ ×β Z
2)p]
= [p(Jδ ×β Z
2)p] ∩ [p(Jγ ×β Z
2)p].
Then, it is not difficult to see that
[p(Jδ×βZ
2)p]∩[p(Jγ×βZ
2)p] = [p(Jδ×βZ
2)p][p(Jγ×βZ
2)p] = p[(C0(Z
2)⊗A)×βZ
2]p,
and therefore,
Iδ ∩ Iγ ≃ p[(C0(Z
2)⊗ A)×β Z
2]p.
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Now, consider the covariant pair (ρ, U) of the system (B,Z2, β) in L(ℓ2(Z2)⊗A) given
by (ρ(ξ)f)(m,n) = ξ(m,n)f(m,n) and (U(r,s)f)(m,n) = f((m,n)− (r, s)) = f(m −
r, n− s) for all ξ ∈ B and f ∈ (ℓ2(Z2)⊗A) (see §3). Then, the the restriction of the
corresponding (non-degenerate) representation ρ×U of B×βZ
2 to (C0(Z
2)⊗A)×βZ
2
is the canonical isomorphism of (C0(Z
2)⊗A)×β Z
2 onto the algebra K(ℓ2(Z2)⊗A) ≃
K(ℓ2(Z2))⊗ A of compact operators, such that
(ρ× U)(jB(ξ)) = ρ(ξ) and (ρ× U)(jZ2(r, s)) = U(r,s)
for all ξ ∈ B and (r, s) ∈ Z2. Then, by taking any approximate identity {aλ} in A
and using the equation
(ρ× U)(jB(φ(0,0)(aλ))) = ρ(φ(0,0)(aλ)),
one can see that we have (ρ× U)(p) = ρ(φ(0,0)(1)), as ρ and ρ × U are both non-
degenerate. Recall from Lemma 3.2 that φ(0,0)(1) is a projection in M(B) defined
by
φ(0,0)(1)(m,n) =
{
α(m,n)(1) if (m,n) ∈ N
2
0 otherwise,
which is an element of the algebra ℓ∞(Z2,M(A)). Therefore, R := ρ(φ(0,0)(1)) is a
projection in L(ℓ2(Z2)⊗ A) =M(K(ℓ2(Z2)⊗ A)) such that
(Rf)(m,n) =
{
α(m,n)(1)f(m,n) if (m,n) ∈ N
2
0 otherwise
for all f ∈ (ℓ2(Z2)⊗ A). So, it follows that
Iδ ∩ Iγ ≃ p[(C0(Z
2)⊗A)×β Z
2]p
≃ ρ× U(p[(C0(Z
2)⊗ A)×β Z
2]p) = RK(ℓ2(Z2)⊗A)R.
Moreover, note that each Rf actually belongs to ℓ2(N2)⊗ A. So, define a map
Q : ℓ2(N2)⊗A→ ℓ2(N2)⊗ A
by
(Qh)(m,n) = α(m,n)(1)h(m,n) for all h ∈ (ℓ
2(N2)⊗A).
It is not difficult to see that Q is a projection in L(ℓ2(N2)⊗A) =M(K(ℓ2(N2)⊗A)).
Now, we claim that
RK(ℓ2(Z2)⊗ A)R = QK(ℓ2(N2)⊗ A)Q.(5.33)
To prove our claim, firstly, we have
R(Θe(m,n)⊗a,e(r,s)⊗b)R = ΘR(e(m,n)⊗a),R(e(r,s)⊗b)
for each spanning element Θe(m,n)⊗a,e(r,s)⊗b of ℓ
2(Z2)⊗A, where {e(m,n) : (m,n) ∈ Z
2}
is the usual orthonormal basis of ℓ2(Z2). However, if (m,n) 6∈ N2 or (r, s) 6∈ N2, then
R(e(m,n) ⊗ a) = 0 or R(e(r,s) ⊗ b) = 0, and therefore ΘR(e(m,n)⊗a),R(e(r,s)⊗b) = 0. It thus
follows that the corner RK(ℓ2(Z2)⊗ A)R is spanned by the elements of the form
R(Θe(m,n)⊗a,e(r,s)⊗b)R = ΘR(e(m,n)⊗a),R(e(r,s)⊗b)(5.34)
where (m,n) and (r, s) are in N2. Eventually, in (5.34), since
R(e(m,n) ⊗ a) = Q(e(m,n) ⊗ a) and R(e(r,s) ⊗ b) = Q(e(r,s) ⊗ b),
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we have
R(Θe(m,n)⊗a,e(r,s)⊗b)R = ΘR(e(m,n)⊗a),R(e(r,s)⊗b)
= ΘQ(e(m,n)⊗a),Q(e(r,s)⊗b) = Q(Θe(m,n)⊗a,e(r,s)⊗b)Q,
which is a spanning element of QK(ℓ2(N2) ⊗ A)Q. So, (5.33) is indeed true, and
consequently
Iδ ∩ Iγ ≃ QK(ℓ
2(N2)⊗A)Q.
To see that Iδ ∩ Iγ is a full corner, first note that K(ℓ
2(N2) ⊗ A) is spanned by
the elements of the form Θe(m,n)⊗ab,e(r,s)⊗c (as A contains approximate identity), where
a, b, c ∈ A. So, if {aλ} is any approximate identity in A, then
Θe(m,n)⊗aaλb,e(r,s)⊗c → Θe(m,n)⊗ab,e(r,s)⊗c(5.35)
in (operator) norm topology. Moreover, one can calculate to see that
Θe(m,n)⊗aaλb,e(r,s)⊗c = [Θe(m,n)⊗a,e(0,0)⊗aλ ][Θe(0,0)⊗b,e(r,s)⊗c],(5.36)
in which, for the right hand side, we have
[Θe(m,n)⊗a,e(0,0)⊗aλ ][Θe(0,0)⊗b,e(r,s)⊗c] = [Θe(m,n)⊗a,e(0,0)⊗aλ ]Q[Θe(0,0)⊗b,e(r,s)⊗c].(5.37)
This is due to the fact that
Q[Θe(0,0)⊗b,e(r,s)⊗c] = ΘQ(e(0,0)⊗b),e(r,s)⊗c,
where
Q(e(0,0) ⊗ b) = e(0,0) ⊗ α(0,0)(1)b = e(0,0) ⊗ 1b = e(0,0) ⊗ b.
Similarly, one may calculate to see that
[Θe(m,n)⊗a,e(0,0)⊗aλ ]Q = Θe(m,n)⊗a,Q(e(0,0)⊗aλ) = Θe(m,n)⊗a,e(0,0)⊗aλ .
Thus, it follows from (5.35), (5.36), and (5.37) that
Θe(m,n)⊗ab,e(r,s)⊗c ∈ K(ℓ
2(N2)⊗ A)QK(ℓ2(N2)⊗ A),
and hence we must have
K(ℓ2(N2)⊗A)QK(ℓ2(N2)⊗A) = K(ℓ2(N2)⊗A).
Note that one can see that Iδ ∩ Iγ is an essential ideal as Iδ and Iγ both are. This
completes the proof. 
Theorem 5.10. Suppose that (A×pisoδ N, jA, v) and (A×
iso
δ N, j˜A, v˜) are the partial-
isometric and isometric crossed product of the dynamical system (A,N, δ), respec-
tively. Similarly, suppose that (A×pisoγ N, ιA, w) and (A×
iso
γ N, ι˜A, w˜) are the partial-
isometric and isometric crossed product of the dynamical system (A,N, γ), respec-
tively. Assume that pδ and pγ are the projections i˜Dδ ◦ φ
δ
0(1) and kDγ ◦ φ
γ
0(1) in
M(Dδ ×τ Z, i˜Dδ , i˜Z) and M(Dγ ×τ Z, kDγ , kZ), respectively. Then, the (essential)
ideals Iδ and Iγ of the Nica-Toeplitz algebra Tcov(A ×α N
2) are isomorphic to the
algebras
QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ and QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ(5.38)
respectively, where Qδ and Qγ are projections in
M(K(ℓ2(N)⊗ (A×pisoδ N))) ≃ L(ℓ
2(N)⊗ (A×pisoδ N
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and
M(K(ℓ2(N)⊗ (A×pisoγ N))) ≃ L(ℓ
2(N)⊗ (A×pisoγ N)),
defined by
(Qδf)(m) = jA(γm(1))f(m), f ∈ ℓ
2(N)⊗ (A×pisoδ N)
and
(Qγh)(n) = ιA(δn(1))h(n), h ∈ ℓ
2(N)⊗ (A×pisoγ N),
respectively. Moreover, Iδ and Iγ are full corners in the algebras
K(ℓ2(N)⊗ (A×pisoδ N)) ≃ K(ℓ
2(N))⊗ (A×pisoδ N)(5.39)
and
K(ℓ2(N)⊗ (A×pisoγ N)) ≃ K(ℓ
2(N))⊗ (A×pisoγ N),(5.40)
respectively. Consequently, we have the following short exact sequence
0 −→ (I = Iδ + Iγ) −→ Tcov(A×α N
2)
Ω
−→ A×isoα N
2 −→ 0,(5.41)
in which
I
QK(ℓ2(N2)⊗ A)Q
≃ [Qisoδ K(ℓ
2(N)⊗ (A×isoδ N))Q
iso
δ ]⊕ [Q
iso
γ K(ℓ
2(N)⊗ (A×isoγ N))Q
iso
γ ],
(5.42)
where Qisoδ and Q
iso
γ are projections in
M(K(ℓ2(N)⊗ (A×isoδ N))) ≃ L(ℓ
2(N)⊗ (A×isoδ N))
and
M(K(ℓ2(N)⊗ (A×isoγ N))) ≃ L(ℓ
2(N)⊗ (A×isoγ N)),
defined by
(Qisoδ f)(m) = j˜A(γm(1))f(m), f ∈ ℓ
2(N)⊗ (A×isoδ N)
and
(Qisoγ h)(n) = ι˜A(δn(1))h(n), h ∈ ℓ
2(N)⊗ (A×isoγ N),
respectively.
Also,
Qisoδ K(ℓ
2(N)⊗ (A×isoδ N))Q
iso
δ
and
Qisoγ K(ℓ
2(N)⊗ (A×isoγ N))Q
iso
γ
are full corners in the algebras
K(ℓ2(N)⊗ (A×isoδ N)) ≃ K(ℓ
2(N))⊗ (A×isoδ N)(5.43)
and
K(ℓ2(N)⊗ (A×isoγ N)) ≃ K(ℓ
2(N))⊗ (A×isoγ N),(5.44)
respectively.
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Proof. Firstly recall that, by [19, Theorem 4.1] (or even by Theorem 4.1 in §4), we
have
A×pisoδ N ≃ p
δ(Dδ ×τ Z)p
δ and A×pisoγ N ≃ p
γ(Dγ ×τ Z)p
γ,(5.45)
which are full corners. Then, by Lemma 5.9, we have
Iδ ≃ Ψ(Iδ) = p(Jδ ×β Z
2)p and Iγ ≃ Ψ(Iγ) = p(Jγ ×β Z
2)p,
where p = jB(φ(0,0)(1)). Next, we prove that
Iδ ≃ Qδ[K(ℓ
2(N)⊗ (A×pisoδ N))]Qδ,
and the proof of
Iγ ≃ Qγ [K(ℓ
2(N)⊗ (A×pisoγ N))]Qγ
follows similarly. To do so, we show that
p(Jδ ×β Z
2)p ≃ Qδ[K(ℓ
2(N)⊗ A×pisoδ N)]Qδ
by using the isomorphism Ψ7 (see Theorem 5.8). First note that, we have the following
isomorphism
Ψ8 : K(ℓ
2(Z))⊗ (Dδ ×τ Z)→ K
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
such that
Ψ8((em ⊗ en)⊗ ξη
∗) = Θem⊗ξ,en⊗η
for all m,n ∈ Z and ξ, η ∈ (Dδ ×τ Z). Therefore, Ψ9 := (Ψ8 ◦Ψ7) is an isomorphism
of Jδ ×β Z
2 onto K
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
, such that it maps the spanning element
jB
(
φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))
)
jZ2(x, y)
to the (spanning) element
Θem⊗i˜Dδ (φδn(a)),em−x⊗i˜Z(−y)˜iDδ (φδn(b))
.
Now, Pδ := Ψ9(p) is a projection in
M
(
K
(
ℓ2(Z)⊗ (Dδ ×τ Z)
))
≃ L
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
.
We claim that
(Pδf)(m) =
{
i˜Dδ ◦ φ
δ
0(γm(1))f(m) if m ≥ 0
0 if m < 0,
(5.46)
for all f ∈ ℓ2(Z)⊗ (Dδ ×τ Z). To prove our claim, we only need to see that
Pδ(em ⊗ i˜Dδ(φ
δ
n(ab
∗))ξ) =
{
em ⊗ [˜iDδ ◦ φ
δ
0(γm(1))]˜iDδ(φ
δ
n(ab
∗))ξ if m ≥ 0,
0 if m < 0
on the spanning element em⊗ i˜Dδ(φ
δ
n(ab
∗))ξ of ℓ2(Z)⊗ (Dδ ×τ Z), where ξ ∈ Dδ ×τ Z
(note that ℓ2(Z)⊗(Dδ×τ Z) is spanned by the elements of the form em⊗ i˜Dδ(φ
δ
n(ab
∗))ξ
is due to the facts that the homomorphism i˜Dδ is nondegenerate and the elements
φδn(ab
∗) span the algebra Dδ). One can calculate to see that
em ⊗ i˜Dδ(φ
δ
n(ab
∗))ξ = [Θem⊗i˜Dδ (φδn(a)),em⊗i˜Dδ (φδn(b))
](em ⊗ ξ)
= Ψ9
[
jB
(
φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))
)
jZ2(0, 0)
]
(em ⊗ ξ)
= Ψ9
[
jB
(
φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))
)]
(em ⊗ ξ).
NICA-TOEPLITZ ALGEBRA 47
So, it follows that
Pδ(em ⊗ i˜Dδ(φ
δ
n(ab
∗))ξ) = Ψ9(p)Ψ9
[
jB
(
φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))
)]
(em ⊗ ξ)
= Ψ9
[
pjB
(
φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))
)]
(em ⊗ ξ).
Then, in the bottom line, for pjB
(
φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))
)
, we have
pjB
(
φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))
)
= jB(φ(0,0)(1))jB
(
φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))
)
= jB
(
φ(0,0)(1)[φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))]
)
.
Now, in the bottom line, we need to compute the product
φ(0,0)(1)[φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))],(5.47)
for which, we consider two cases m ≥ 0 and m < 0 separately. So, if m ≥ 0, then
φ(0,0)(1)φ(m,n)(ab
∗)− φ(0,0)(1)φ(m+1,n)(γ(ab
∗))
= φ(m,t)(α(m,t)(1)δt−n(ab
∗))− φ(m+1,t)(α(m+1,t)(1)δt−n(γ(ab
∗)))
= φ(m,t)(α(m,t)(1)δt−n(ab
∗))− φ(m+1,t)(α(m+1,t)(1)γ(δt−n(ab
∗)))
= φ(m,t)(cd
∗)− φ(m+1,t)(γ(cd
∗)),
where
(m, t) = (0, 0) ∨ (m,n) = (max{0, m},max{0, n}),
(m+ 1, t) = (0, 0) ∨ (m+ 1, n) = (max{0, m+ 1},max{0, n}),
and
c = α(m,t)(1)δt−n(a) and d
∗ = δt−n(b
∗).
Thus, it follows that
Pδ(em ⊗ i˜Dδ(φ
δ
n(ab
∗))ξ) = Ψ9
[
jB
(
φ(m,t)(cd
∗)− φ(m+1,t)(γ(cd
∗))
)]
(em ⊗ ξ)
= [Θem⊗i˜Dδ (φ
δ
t (c)),em⊗i˜Dδ (φ
δ
t (d))
](em ⊗ ξ)
= [em ⊗ i˜Dδ(φ
δ
t (c))] · 〈em ⊗ i˜Dδ(φ
δ
t (d)), em ⊗ ξ〉
= [em ⊗ i˜Dδ(φ
δ
t (c))] · [˜iDδ(φ
δ
t (d
∗))ξ]
= em ⊗ [˜iDδ(φ
δ
t (c))˜iDδ(φ
δ
t (d
∗))ξ]
= em ⊗ [˜iDδ(φ
δ
t (c)φ
δ
t (d
∗))ξ] = em ⊗ [˜iDδ(φ
δ
t (cd
∗))ξ].
Then, in the bottom line, for φδt (cd
∗), we have
φδt (cd
∗) = φδt (α(m,t)(1)δt−n(ab
∗))
= φδt (δt(γm(1))δt−n(ab
∗))
= φδ0(γm(1))φ
δ
n(ab
∗) (recall that t = max{0, n}).
Consequently, we get
Pδ(em ⊗ i˜Dδ(φ
δ
n(ab
∗))ξ) = em ⊗ [˜iDδ(φ
δ
0(γm(1))φ
δ
n(ab
∗))ξ]
= em ⊗ [˜iDδ(φ
δ
0(γm(1)))˜iDδ(φ
δ
n(ab
∗))ξ]
= em ⊗ [˜iDδ ◦ φ
δ
0(γm(1))]˜iDδ(φ
δ
n(ab
∗))ξ.
Now, if m < 0, since
(0, 0) ∨ (m,n) = (max{0, m},max{0, n}) = (0, t)
and
(0, 0) ∨ (m+ 1, n) = (max{0, m+ 1},max{0, n}) = (0, t),
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for the product (5.47), we have
φ(0,0)(1)[φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗))]
= φ(0,0)(1)φ(m,n)(ab
∗)− φ(0,0)(1)φ(m+1,n)(γ(ab
∗))
= φ(0,t)(δt(1)α(−m,t−n)(ab
∗))− φ(0,t)(δt(1)α(−m−1,t−n)(γ(ab
∗)))
= φ(0,t)(δt(1)α(−m,t−n)(ab
∗))− φ(0,t)(δt(1)α(−m−1,t−n)(α(1,0)(ab
∗)))
= φ(0,t)(δt(1)α(−m,t−n)(ab
∗))− φ(0,t)(δt(1)α(−m,t−n)(ab
∗)) = 0.
It therefore follows that
Pδ(em ⊗ i˜Dδ(φ
δ
n(ab
∗))ξ) = Ψ9(jB(0))(em ⊗ ξ) = 0.
Consequently, (5.46) is indeed true. Therefore, we get
p(Jδ ×β Z
2)p ≃ Ψ9(p(Jδ ×β Z
2)p) = PδK
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
Pδ.
However, PδK
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
Pδ actually equals the corner
QδK
(
ℓ2(N)⊗ (A×pisoδ N)
)
Qδ
of the compact operators K
(
ℓ2(N)⊗ (A×pisoδ N)
)
≃ K(ℓ2(N))⊗ (A×pisoδ N), where Qδ
is a projection in
M
(
K
(
ℓ2(N)⊗ (A×pisoδ N)
))
≃ L
(
ℓ2(N)⊗ (A×pisoδ N)
)
defined by
(Qδf)(m) = jA(γm(1))f(m)
for all f ∈ ℓ2(N)⊗ (A×pisoδ N). To see this, since K
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
≃ K(ℓ2(Z))⊗
(Dδ ×τ Z) is spanned by the elements (compact operators) {Θem⊗ξ,en⊗η : m,n ∈
Z, ξ, η ∈ (Dδ ×τ Z)}, we have
PδK
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
Pδ = span{Pδ(Θem⊗ξ,en⊗η)Pδ : m,n ∈ Z, ξ, η ∈ (Dδ ×τ Z)}
= span{ΘPδ(em⊗ξ),Pδ(en⊗η) : m,n ∈ Z, ξ, η ∈ (Dδ ×τ Z)}.
However, if m < 0 or n < 0, then Pδ(em ⊗ ξ) = 0 or Pδ(en ⊗ η) = 0, and hence
ΘPδ(em⊗ξ),Pδ(en⊗η) = 0. So, it follows that
PδK
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
Pδ = span{ΘPδ(em⊗ξ),Pδ(en⊗η) : m,n ∈ N, ξ, η ∈ (Dδ ×τ Z)}.
Moreover,
Pδ(em ⊗ ξ) = em ⊗ (˜iDδ ◦ φ
δ
0)(γm(1))ξ
= em ⊗ (˜iDδ ◦ φ
δ
0)(γm(1)1)ξ
= em ⊗ (˜iDδ ◦ φ
δ
0)(γm(1))(˜iDδ ◦ φ
δ
0)(1)ξ
= em ⊗ (˜iDδ ◦ φ
δ
0)(γm(1))p
δξ = Pδ(em ⊗ p
δξ),
for all m ∈ N and ξ ∈ (Dδ ×τ Z). Therefore, we get
ΘPδ(em⊗ξ),Pδ(en⊗η) = ΘPδ(em⊗pδξ),Pδ(en⊗pδη) = Pδ(Θem⊗pδξ,en⊗pδη)Pδ(5.48)
for all m,n ∈ N and ξ, η ∈ (Dδ ×τ Z). Now we claim that each element (compact
operator) Θem⊗pδξ,en⊗pδη actually belongs to K
(
ℓ2(N)⊗ (A×pisoδ N)
)
. To see this, first
note that we have
Θem⊗pδξ,en⊗pδη = Ψ8((em ⊗ en)⊗ p
δξ(pδη)∗)
= Ψ8((em ⊗ en)⊗ p
δξη∗pδ),
(5.49)
NICA-TOEPLITZ ALGEBRA 49
in which
(
pδξη∗pδ
)
∈ pδ(Dδ ×τ Z)p
δ ≃ A×pisoδ N. Recall that, as the elements of the
form ξη∗ spanDδ×τZ, the elements of the form p
δξη∗pδ span pδ(Dδ×τZ)p
δ ≃ A×pisoδ N
as a subalgebra of Dδ ×τ Z. Let R ∈ B(ℓ
2(Z)) = M(K(ℓ2(Z))) be the projection of
ℓ2(Z) onto the closed subspace ℓ2(N). Then, it is not difficult to see that
RK(ℓ2(Z))R = K(ℓ2(N))
as a subalgebra (corner) of K(ℓ2(Z)). So, the restriction of the isomorphism Ψ8 to
the C∗-subalgebra K(ℓ2(N))⊗ (A×pisoδ N) of K(ℓ
2(Z))⊗ (Dδ×τ Z) gives the canonical
isomorphism of K(ℓ2(N))⊗ (A×pisoδ N) onto K
(
ℓ2(N)⊗ (A×pisoδ N)
)
, as
Ψ8((em ⊗ en)⊗ ab
∗) = Θem⊗a,en⊗b
for all m,n ∈ N and a, b ∈ (A×pisoδ N). This along with (5.49) imply that each element
Θem⊗pδξ,en⊗pδη indeed belongs to K
(
ℓ2(N)⊗ (A×pisoδ N)
)
. Therefore, we have
PδK
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
Pδ
= span{Pδ(Θem⊗pδξ,en⊗pδη)Pδ : m,n ∈ N, ξ, η ∈ (Dδ ×τ Z)}
= span{Pδ(Ψ8((em ⊗ en)⊗ p
δξη∗pδ))Pδ : m,n ∈ N, ξ, η ∈ (Dδ ×τ Z)}
= span{Pδ(Ψ8((em ⊗ en)⊗ a))Pδ : m,n ∈ N, a ∈ (A×
piso
δ N)}
= span{Pδ(Ψ8((em ⊗ en)⊗ ab
∗))Pδ : m,n ∈ N, a, b ∈ (A×
piso
δ N)}
= span{Pδ(Θem⊗a,en⊗b)Pδ : m,n ∈ N, a, b ∈ (A×
piso
δ N)}
= span{ΘPδ(em⊗a),Pδ(en⊗b) : m,n ∈ N, a, b ∈ (A×
piso
δ N)}.
Finally, since
Pδ(em ⊗ a) = em ⊗ (˜iDδ ◦ φ
δ
0)(γm(1))a = em ⊗ jA(γm(1))a = Qδ(em ⊗ a)(5.50)
for every m ∈ N and a ∈ (A×pisoδ N), we actually have
PδK
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
Pδ
= span{ΘQδ(em⊗a),Qδ(en⊗b) : m,n ∈ N, a, b ∈ (A×
piso
δ N)}
= span{Qδ(Θem⊗a,en⊗b)Qδ : m,n ∈ N, a, b ∈ (A×
piso
δ N)}
= QδK
(
ℓ2(N)⊗ (A×pisoδ N)
)
Qδ.
Consequently, we have
Iδ ≃ Ψ(Iδ) = p(Jδ ×β Z
2)p ≃ Ψ9(p(Jδ ×β Z
2)p)
= PδK
(
ℓ2(Z)⊗ (Dδ ×τ Z)
)
Pδ
= QδK
(
ℓ2(N)⊗ (A×pisoδ N)
)
Qδ.
More precisely, the restriction of the composition (Ψ9 ◦Ψ) = (Ψ8 ◦Ψ7 ◦Ψ) of isomor-
phisms to the ideal Iδ gives an isomorphism
Ψ11 : Iδ → QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ
such that it maps the spanning element
iN2(m,n)
∗iA(ab
∗)[1− iN2(1, 0)
∗iN2(1, 0)]iN2(x, y)
of Iδ (see Lemma 5.9) to the (spanning) element
Qδ
[
Ψ8((em ⊗ ex)⊗ v
∗
njA(ab
∗)vy)
]
Qδ = Qδ
[
Θem⊗v∗njA(a),ex⊗v∗yjA(b)]Qδ.
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To see this, first, by using the covariance equation of the pair (jB, jZ2), we have (see
also Lemma 5.9 or Lemma 4.2)
Ψ(iN2(m,n)
∗iA(ab
∗)[1− iN2(1, 0)
∗iN2(1, 0)]iN2(x, y))
= p[jZ2(m,n)jB(φ(0,0)(ab
∗)− φ(1,0)(γ(ab
∗)))jZ2(x, y)
∗]p
= p[jZ2(m,n)jB(φ(0,0)(ab
∗)− φ(1,0)(γ(ab
∗)))jZ2(−x,−y)]p
= p[jB(φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗)))jZ2(m,n)jZ2(−x,−y)]p
= p[jB(φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗)))jZ2(m− x, n− y)]p.
(5.51)
Therefore, when Ψ9 acts on (5.51), by using the covariance equation of the pair
(˜iDδ , i˜Z), we get
Ψ9(p[jB(φ(m,n)(ab
∗)− φ(m+1,n)(γ(ab
∗)))jZ2(m− x, n− y)]p)
= Pδ[Θem⊗i˜Dδ (φδn(a)),ex⊗i˜Z(y−n)˜iDδ (φδn(b))
]Pδ
= Pδ[Θem⊗pδ i˜Dδ (φδn(a)),ex⊗pδ i˜Z(y−n)˜iDδ (φδn(b))
]Pδ (by (5.48))
= Pδ[Ψ8((em ⊗ ex)⊗ p
δ i˜Dδ(φ
δ
n(a))˜iDδ(φ
δ
n(b
∗))˜iZ(y − n)
∗pδ)]Pδ
= Pδ[Ψ8((em ⊗ ex)⊗ p
δ i˜Dδ(φ
δ
n(ab
∗))˜iZ(n− y)p
δ)]Pδ
= Pδ[Ψ8((em ⊗ ex)⊗ p
δ i˜Dδ(φ
δ
n(ab
∗))˜iZ(n)˜iZ(−y)p
δ)]Pδ
= Pδ[Ψ8((em ⊗ ex)⊗ p
δ i˜Z(n)˜iDδ(φ
δ
0(ab
∗))˜iZ(y)
∗pδ)]Pδ
= Pδ[Ψ8((em ⊗ ex)⊗ p
δ i˜Z(n)(˜iDδ ◦ φ
δ
0)(ab
∗)˜iZ(y)
∗pδ)]Pδ
= Pδ[Ψ8((em ⊗ ex)⊗ v
∗
njA(ab
∗)vy)]Pδ
= Pδ[Ψ8((em ⊗ ex)⊗ v
∗
njA(a)jA(b
∗)vy)]Pδ
= Pδ[Θem⊗v∗njA(a),ex⊗v∗yjA(b)]Pδ
= ΘPδ(em⊗v∗njA(a)),Pδ(ex⊗v∗yjA(b))
= ΘQδ(em⊗v∗njA(a)),Qδ(ex⊗v∗yjA(b)) (by (5.50))
= Qδ[Θem⊗v∗njA(a),ex⊗v∗yjA(b)]Qδ = Qδ[Ψ8((em ⊗ ex)⊗ v
∗
njA(ab
∗)vy)]Qδ.
(5.52)
This confirms that the isomorphisms Ψ11 acts as we mentioned earlier.
By a similar discussion, which will quickly be reviewed here, we have
Iγ ≃ Ψ(Iγ) = p(Jγ ×β Z
2)p ≃ QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ.
Firstly, there is the canonical isomorphism
Ψ10 : K(ℓ
2(Z))⊗ (Dγ ×τ Z)→ K(ℓ
2(Z)⊗ (Dγ ×τ Z))
such that
Ψ10((er ⊗ et)⊗ ξη
∗) = Θer⊗ξ,et⊗η
for all r, t ∈ Z and ξ, η ∈ (Dγ ×τ Z). Then, we compose it with the isomorphism Ψ6
(see Theorem 5.8), namely (Ψ10 ◦Ψ6), to get an isomorphism
Ψ12 : Jγ ×β Z
2 → K(ℓ2(Z)⊗ (Dγ ×τ Z))
such that it maps each spanning element
jB(φ(t,u)(ab
∗)− φ(t,u+1)(δ(ab
∗)))jZ2(r, s)
of Jγ to the (spanning) element
Θeu⊗kDγ (φ
γ
t (a)),eu−s⊗kZ(−r)kDγ (φ
γ
t (b))
.
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Eventually, we have
Iγ ≃ Ψ(Iγ) = p(Jγ ×β Z
2)p
≃ Ψ12(p(Jγ ×β Z
2)p)
= PγK(ℓ
2(Z)⊗ (Dγ ×τ Z))Pγ = QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ ,
where Pγ := Ψ12(p) is a projection in
M(K(ℓ2(Z)⊗ (Dγ ×τ Z))) ≃ L(ℓ
2(Z)⊗ (Dγ ×τ Z))
such that
(Pγf)(n) =
{
kDγ ◦ φ
γ
0(δn(1))f(n) if n ≥ 0,
0 if n < 0
(5.53)
for all f ∈ ℓ2(Z)⊗ (Dγ ×τ Z), and Qγ is a projection in
M(K(ℓ2(N)⊗ (A×pisoγ N))) ≃ L(ℓ
2(N)⊗ (A×pisoγ N))
such that
(Qγh)(n) = ιA(δn(1))h(n)
for all h ∈ ℓ2(N) ⊗ (A ×pisoγ N). More precisely, the restriction of the composition
(Ψ12 ◦Ψ) = (Ψ10 ◦Ψ6 ◦Ψ) of isomorphisms to the ideal Iγ gives an isomorphism
Ψ14 : Iγ → QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ
such that it maps the spanning element
iN2(r, s)
∗iA(ab
∗)[1− iN2(0, 1)
∗iN2(0, 1)]iN2(t, u)
of Iγ (see Lemma 5.9) to the (spanning) element
Qγ
[
Ψ10((es ⊗ eu)⊗ w
∗
rιA(ab
∗)wt)
]
Qγ = Qγ
[
Θes⊗w∗r ιA(a),eu⊗w∗t ιA(b)]Qγ.
Next, we prove that Iδ is a full corner in K(ℓ
2(N) ⊗ (A ×pisoδ N)) and we skip the
proof for Iγ as it follows similarly. One can see that the elements of the form
Θem⊗v∗njA(a)vr ,ex⊗v∗yjA(bc∗)vs(5.54)
span the algebra K(ℓ2(N)⊗ (A×pisoδ N)). Moreover, if {aλ} is an approximate identity
in A, then the spanning element (5.54) is the norm-limit of the net
Θem⊗v∗njA(aaλ)vr ,ex⊗v∗yjA(bc∗)vs(5.55)
in K(ℓ2(N)⊗ (A×pisoδ N)). Now, for (5.55), calculation shows that we have
Θem⊗v∗njA(aaλ)vr ,ex⊗v∗yjA(bc∗)vs
= [Θem⊗v∗njA(a),e0⊗v∗r jA(aλ)][Θe0⊗v∗s jA(c),ex⊗v∗yjA(b)]
= [Θem⊗v∗njA(a),e0⊗v∗r jA(aλ)]Qδ[Θe0⊗v∗s jA(c),ex⊗v∗yjA(b)],
which belongs to
K(ℓ2(N)⊗ (A×pisoδ N))QδK(ℓ
2(N)⊗ (A×pisoδ N)).(5.56)
Therefore, it follows that each spanning element (5.54) of K(ℓ2(N)⊗ (A×pisoδ N) must
belong to (5.56), and hence, we have
K(ℓ2(N)⊗ (A×pisoδ N)) = K(ℓ
2(N)⊗ (A×pisoδ N))QδK(ℓ
2(N)⊗ (A×pisoδ N)).
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To get the isomorphism (5.42), firstly, we have
I
QK(ℓ2(N2)⊗A)Q
=
Iδ + Iγ
QK(ℓ2(N2)⊗A)Q
= [
Iδ
QK(ℓ2(N2)⊗A)Q
]⊕ [
Iγ
QK(ℓ2(N2)⊗A)Q
]
≃ [
QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ
QK(ℓ2(N2)⊗A)Q
]⊕ [
QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ
QK(ℓ2(N2)⊗ A)Q
]
(5.57)
Then, we need to identify the quotient algebras
QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ
QK(ℓ2(N2)⊗ A)Q
and
QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ
QK(ℓ2(N2)⊗ A)Q
.
We do this for
QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ
QK(ℓ2(N2)⊗ A)Q
and the identification of the other one follows similarly. So, by [3, Theorem 4.1] (one
may see [19, §6], too), corresponding to the system (A,N, δ), there is the short exact
sequence
0 −→ RK(ℓ2(N)⊗ A)R
ψ
−→ (A×pisoδ N, jA, v)
ϕ
−→ (A×isoδ N, j˜A, v˜) −→ 0.(5.58)
of C∗-algebras, where
ϕ(v∗xjA(a)vy) = v˜
∗
xj˜A(a)v˜y.
We also recall that R is a projection in M(K(ℓ2(N)⊗A)) = L(ℓ2(N)⊗ A) such that
(Rf)(n) = δn(1)f(n) for all f ∈ (ℓ
2(N)⊗ A),
and
ψ(R[Θem⊗a,en⊗b]R) = v
∗
mjA(ab
∗)(1− v∗v)vn
for all a, b ∈ A and m,n ∈ N. For convenience, let I denote the ideal kerϕ =
ψ(RK(ℓ2(N)⊗A)R) of A×pisoδ N. Now, it follows from [16, Proposition B.30] that the
exact sequence (5.58) together with the algebra K := K(ℓ2(N)) gives the following
short exact sequence of C∗-algebras:
0 −→ K⊗ RK(ℓ2(N)⊗A)R
id⊗ψ
−→ K⊗ (A×pisoδ N)
id⊗ϕ
−→ K⊗ (A×isoδ N) −→ 0.(5.59)
Let
Φpiso : K(ℓ2(N)⊗ (A×pisoδ N))→ K(ℓ
2(N))⊗ (A×pisoδ N)
and
Φiso : K(ℓ2(N)⊗ (A×isoδ N))→ K(ℓ
2(N))⊗ (A×isoδ N)
be the canonical isomorphisms. One can see that the composition (Φiso)−1 ◦ (id⊗ϕ) ◦
Φpiso of homomorphisms gives a surjective homomorphism
ϕ˜ : K(ℓ2(N)⊗ (A×pisoδ N))→ K(ℓ
2(N)⊗ (A×isoδ N))
such that
ϕ˜(Θem⊗ξ,en⊗η) = Θem⊗ϕ(ξ),en⊗ϕ(η)
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for all ξ, η ∈ (A×pisoδ N) and m,n ∈ N. It is not difficult to see that indeed
ker ϕ˜ = K(ℓ2(N)⊗ I)
≃ Φpiso(K(ℓ2(N)⊗ I))
= K(ℓ2(N))⊗ I
≃ K(ℓ2(N))⊗ RK(ℓ2(N)⊗ A)R ≃ K(ℓ2(N)⊗RK(ℓ2(N)⊗A)R).
More precisely, we have an embedding
ψ˜ : K(ℓ2(N)⊗ RK(ℓ2(N)⊗ A)R)→ K(ℓ2(N)⊗ (A×pisoδ N))
such that
ψ˜(Θem⊗ξ,en⊗η) = Θem⊗ψ(ξ),en⊗ψ(η)
for all ξ, η ∈ RK(ℓ2(N)⊗ A)R and m,n ∈ N. So, one can see that the image of ψ˜ is
precisely ker ϕ˜. Now, the restriction of ϕ˜ to the (full) corner
QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ
gives a surjective homomorphism ϕ˜| of the corner in above onto the subalgebra
ϕ˜|(QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ)(5.60)
of K(ℓ2(N) ⊗ (A ×isoδ N)). We want to identify the subalgebra (5.60). Firstly, the
homomorphism ϕ˜ is nondegenerate as it is surjective. Therefore,
ϕ˜|(QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ) = ϕ˜(QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ)
= ϕ˜(Qδ)ϕ˜(K(ℓ
2(N)⊗ (A×pisoδ N)))ϕ˜(Qδ)
= ϕ˜(Qδ)K(ℓ
2(N)⊗ (A×isoδ N))ϕ˜(Qδ),
(5.61)
where ϕ˜(Qδ) is a projection in
M(K(ℓ2(N)⊗ (A×isoδ N))) = L(ℓ
2(N)⊗ (A×isoδ N))
which we denote it by Qisoδ . We claim that
(Qisoδ f)(m) = j˜A(γm(1))f(m)
for all f ∈ ℓ2(N) ⊗ (A ×isoδ N). We skip the proof of our claim as it is similar to Pδ.
Thus, it follows from (5.61) that
ϕ˜|(QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ) = Q
iso
δ K(ℓ
2(N)⊗ (A×isoδ N))Q
iso
δ .
Next, we need to identify
ker ϕ˜| = ker ϕ˜ ∩ [QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ]
= K(ℓ2(N)⊗ I) ∩ [QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ].
We claim that
ker ϕ˜| = QδK(ℓ
2(N)⊗ I)Qδ.
But before we prove our claim, we would like to mention that the projection Qδ
belongs to multiplier algebra M(K(ℓ2(N)⊗ I)). This is due to the fact that by [19,
Proposition 4.3] or [3, Proposition 2.5] I = kerϕ is an essential ideal of A ×pisoδ
N. Consequently, one can see that K(ℓ2(N) ⊗ I) ≃ K(ℓ2(N)) ⊗ I is an essential
ideal of K(ℓ2(N)) ⊗ (A ×pisoδ N) ≃ K(ℓ
2(N) ⊗ (A ×pisoδ N)). Therefore, it follows
that M(K(ℓ2(N) ⊗ (A ×pisoδ N))) (which contains the projection Qδ) is embedded in
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M(K(ℓ2(N) ⊗ I)) as a C∗-subalgebra. Now, we only have to show that ker ϕ˜| ⊂
QδK(ℓ
2(N)⊗ I)Qδ as the other inclusion is obvious. Let ξ ∈ ker ϕ˜|. Then
ξ ∈ K(ℓ2(N)⊗ I)
and
ξ ∈ QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ,
where, from the latter one, we have ξ = QδηQδ for some η in K(ℓ
2(N)⊗ (A×pisoδ N)).
So, since
QδξQδ = QδηQδ = ξ,
it follows that ξ ∈ QδK(ℓ
2(N) ⊗ I)Qδ. Thus, ker ϕ˜| = QδK(ℓ
2(N) ⊗ I)Qδ. Now, we
prove that
Iδ ∩ Iγ ≃ QδK(ℓ
2(N)⊗ I)Qδ,
and therefore, since Iδ ∩ Iγ ≃ QK(ℓ
2(N2)⊗A)Q by Lemma 5.9, we have
QK(ℓ2(N2)⊗ A)Q ≃ (Iδ ∩ Iγ) ≃ QδK(ℓ
2(N)⊗ I)Qδ.
To do so, we show that the isomorphism Ψ11 maps the ideal Iδ ∩ Iγ isomorphically
onto QδK(ℓ
2(N)⊗ I)Qδ. For each spanning element
ξ
(x,y)
(m,n)(ab
∗)− ξ
(x,y+1)
(m,n+1)(δ(ab
∗))
of Iδ ∩ Iγ (see Lemma 5.9), we have
Ψ11[ξ
(x,y)
(m,n)(ab
∗)− ξ
(x,y+1)
(m,n+1)(δ(ab
∗))]
= Ψ11[ξ
(x,y)
(m,n)(ab
∗)]−Ψ11[ξ
(x,y+1)
(m,n+1)(δ(ab
∗))]
= QδΨ8((em ⊗ ex)⊗ v
∗
njA(ab
∗)vy)Qδ −QδΨ8((em ⊗ ex)⊗ v
∗
n+1jA(δ(ab
∗))vy+1)Qδ
= Qδ[Ψ8((em ⊗ ex)⊗ v
∗
njA(ab
∗)vy)−Ψ8((em ⊗ ex)⊗ v
∗
n+1jA(δ(ab
∗))vy+1)]Qδ
= QδΨ8((em ⊗ ex)⊗ v
∗
njA(ab
∗)vy − (em ⊗ ex)⊗ v
∗
n+1jA(δ(ab
∗))vy+1)Qδ,
where in the bottom line, by the covariance of the pair (jA, v),
(em ⊗ ex)⊗ v
∗
njA(ab
∗)vy − (em ⊗ ex)⊗ v
∗
n+1jA(δ(ab
∗))vy+1
= (em ⊗ ex)⊗ [v
∗
njA(ab
∗)vy − v
∗
n+1jA(δ(ab
∗))vy+1]
= (em ⊗ ex)⊗ v
∗
n[jA(ab
∗)− v∗jA(δ(ab
∗))v]vy
= (em ⊗ ex)⊗ v
∗
n[jA(ab
∗)− jA(ab
∗)v∗v]vy
= (em ⊗ ex)⊗ v
∗
njA(ab
∗)(1− v∗v)vy
= (em ⊗ ex)⊗ v
∗
njA(a)jA(b
∗)(1− v∗v)(1− v∗v)vy
= (em ⊗ ex)⊗ v
∗
njA(a)(1− v
∗v)jA(b
∗)(1− v∗v)vy
= (em ⊗ ex)⊗ [v
∗
njA(a)(1− v
∗v)][v∗y(1− v
∗v)jA(b)]
∗
= (em ⊗ ex)⊗ [v
∗
njA(a)(1− v
∗v)][v∗yjA(b)(1− v
∗v)]∗
which is in K(ℓ2(N))⊗ I. Therefore,
Ψ11[ξ
(x,y)
(m,n)(ab
∗)− ξ
(x,y+1)
(m,n+1)(δ(ab
∗))]
= QδΨ8((em ⊗ ex)⊗ v
∗
njA(ab
∗)(1− v∗v)vy)Qδ
= QδΨ8((em ⊗ ex)⊗ [v
∗
njA(a)(1− v
∗v)][v∗yjA(b)(1 − v
∗v)]∗)Qδ
= Qδ[Θem⊗v∗njA(a)(1−v∗v),ex⊗v∗yjA(b)(1−v∗v)]Qδ
which is a spanning element of QδK(ℓ
2(N)⊗ I)Qδ. This implies that
QK(ℓ2(N2)⊗A)Q ≃ (Iδ ∩ Iγ) ≃ Ψ11(Iδ ∩ Iγ) = QδK(ℓ
2(N)⊗ I)Qδ = ker ϕ˜|.
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Therefore, it follows that
QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ
QK(ℓ2(N2)⊗ A)Q
≃
QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ
QδK(ℓ2(N)⊗ I)Qδ
=
QδK(ℓ
2(N)⊗ (A×pisoδ N))Qδ
ker ϕ˜|
≃ Qisoδ K(ℓ
2(N)⊗ (A×isoδ N))Q
iso
δ .
(5.62)
Similarly, one can see that we have a surjective homomorphism
χ : QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ → Q
iso
γ K(ℓ
2(N)⊗ (A×isoγ N))Q
iso
γ
with
kerχ = QγK(ℓ
2(N)⊗ J)Qγ ,
where Qisoγ is a projection in
M(K(ℓ2(N)⊗ (A×isoγ N))) = L(ℓ
2(N)⊗ (A×isoγ N))
defined by
(Qisoγ h)(n) = ι˜A(δn(1))h(n) for all h ∈ ℓ
2(N)⊗ (A×isoγ N),
and J is an essential of A×pisoγ N such that
J = span{w∗xιA(a)(1− w
∗w)wy : a ∈ A, x, y ∈ N}.
Recall that, in fact, J is the kernel of the natural surjective homomorphism of A×pisoγ N
onto A×isoγ N. Moreover,
Iδ ∩ Iγ ≃ Ψ14(Iδ ∩ Iγ) = QγK(ℓ
2(N)⊗ J)Qγ ,
such that
Ψ14[η
(x,y)
(m,n)(ab
∗)− η
(x+1,y)
(m+1,n)(γ(ab
∗))]
= QγΨ10((en ⊗ ey)⊗ w
∗
mιA(ab
∗)(1− w∗w)wx)Qγ
= QγΨ10((en ⊗ ey)⊗ [w
∗
mιA(a)(1− w
∗w)][w∗xιA(b)(1− w
∗w)]∗)Qγ
= Qγ [Θen⊗w∗mιA(a)(1−w∗w),ey⊗w∗xιA(b)(1−w∗w)]Qγ
for each spanning element
η
(x,y)
(m,n)(ab
∗)− η
(x+1,y)
(m+1,n)(γ(ab
∗))
of Iδ ∩ Iγ . So, totally we have
QK(ℓ2(N2)⊗ A)Q ≃ Iδ ∩ Iγ ≃ Ψ14(Iδ ∩ Iγ) = QγK(ℓ
2(N)⊗ J)Qγ = kerχ,
and therefore,
QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ
QK(ℓ2(N2)⊗ A)Q
≃
QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ
QγK(ℓ2(N)⊗ J)Qγ
=
QγK(ℓ
2(N)⊗ (A×pisoγ N))Qγ
kerχ
≃ Qisoγ K(ℓ
2(N)⊗ (A×isoγ N))Q
iso
γ .
(5.63)
Consequently, it follows by (5.57), (5.62), and (5.63) that
I
QK(ℓ2(N2)⊗ A)Q
≃ [Qisoδ K(ℓ
2(N)⊗ (A×isoδ N))Q
iso
δ ]⊕ [Q
iso
γ K(ℓ
2(N)⊗ (A×isoγ N))Q
iso
γ ].
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More precisely, let
Πδ : K(ℓ
2(N))⊗ (A×isoδ N)→ K(ℓ
2(N)⊗ (A×isoδ N))
and
Πγ : K(ℓ
2(N))⊗ (A×isoγ N)→ K(ℓ
2(N)⊗ (A×isoγ N))
be the canonical isomorphisms. Then, there is an isomorphism of the (quotient)
algebra
I
QK(ℓ2(N2)⊗ A)Q
onto the direct sum
[Qisoδ K(ℓ
2(N)⊗ (A×isoδ N))Q
iso
δ ]⊕ [Q
iso
γ K(ℓ
2(N)⊗ (A×isoγ N))Q
iso
γ ]
such that it maps the spanning element
[ξ
(x,y)
(m,n)(ab
∗) + η
(t,u)
(r,s)(cd
∗)] +QK(ℓ2(N2)⊗ A)Q
to the (spanning) element
[Qisoδ Πδ((em ⊗ ex)⊗ v˜
∗
nj˜A(ab
∗)v˜y)Q
iso
δ ]⊕ [Q
iso
γ Πγ((es ⊗ eu)⊗ w˜
∗
r ι˜A(cd
∗)w˜t)Q
iso
γ ],
which is equal to
[Qisoδ (Θem⊗v˜∗n j˜A(a),ex⊗v˜∗y j˜A(b))Q
iso
δ ]⊕ [Q
iso
γ (Θes⊗w˜∗r ι˜A(c),eu⊗w˜∗t ι˜A(d))Q
iso
γ ].
Finally, by the similar discussion to the one which shows that Iδ is a full corner in
K(ℓ2(N)⊗ (A×pisoδ N)), we can show that
Qisoδ K(ℓ
2(N)⊗ (A×isoδ N))Q
iso
δ
and
Qisoγ K(ℓ
2(N)⊗ (A×isoγ N))Q
iso
γ
are full corners in the algebras
K(ℓ2(N)⊗ (A×isoδ N)) ≃ K(ℓ
2(N))⊗ (A×isoδ N)(5.64)
and
K(ℓ2(N)⊗ (A×isoγ N)) ≃ K(ℓ
2(N))⊗ (A×isoγ N),(5.65)
respectively. So, we skip them. This completes the proof.

Remark 5.11. As an another example, it is natural to consider the abelian lattice-
ordered group (Q∗+,N
∗). At the time being, the author does not know about this
case. Thus, results regarding this case are left to work on.
Remark 5.12. We would like to mention that when (G,P ) = (Z,N) we completely
fall into the context of [19], as Tcov(A×α N) ≃ A×
piso
α N (see [13]).
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6. The Nica-Toeplitz algebra Tcov(A×α P ) of dynamical systems by
semigroups of automorphisms
Let (G,P ) be an abelian lattice-ordered group. In this section we suppose that
(A, P, α) is a system consisting of a C∗-algebra A and an action α : P → Aut(A)
of P by automorphisms of A. First, we recall that the automorphic action α of P
can be extended (uniquely) to an action of the group G on A by using the fact that
G = P−1P . More precisely, for every s ∈ G, s ∨ e ∈ P , and since (s ∨ e)s−1 ∈ P ,
s(s ∨ e)−1 ∈ P−1. Therefore,
s = (s(s ∨ e)−1)(s ∨ e) = (s ∧ e)(s ∨ e) ∈ P−1P.
Now, for every t ∈ G with t = r−1s, where r, s ∈ P , if we define αt := α
−1
r αs, then
we obtain an action of G on A by automorphisms, which is the extension of α to G.
Hence, we get a classical system (A,G, α). We actually have the following Lemma:
Lemma 6.1. Suppose that (A, P, α) is a system consisting of a C∗-algebra A and an
action α : P → Aut(A) of P by automorphisms of A. Then, the action α extends
uniquely to an action of G on A by automorphisms.
Proof. We skip the proof and readers are referred to [7, Theorem 1.2] for more details.

Now let BG be the C
∗-subalgebra of ℓ∞(G) generated by the characteristic functions
{1s ∈ ℓ
∞(G) : s ∈ G}, such that
1s(t) =
{
1 if s ≤ t
0 otherwise.
It can easily be seen that 1s1t = 1s∨t, and 1
∗
s = 1s for every s, t ∈ G. Thus, we have
BG = span{1s : s ∈ G}.
Let τ : G → Aut(BG) be the action of G on BG by automorphisms given by the
translation, such that τt(1s) = 1ts for all s, t ∈ G. Hence, we have the classical system
(BG, G, τ). Let BG,∞ denote the C
∗-subalgebra of BG generated by the elements
{1s − 1t : s < t ∈ G}. It is not difficult to see that
BG,∞ = span{1s − 1t : s < t ∈ G},
which is an essential ideal of BG. It is τ -invariant, too. Moreover, s 7→ τs⊗α
−1
s defines
an action of G on the algebra BG ⊗ A by automorphisms (note that as the algebra
BG is abelian, BG ⊗ A = BG ⊗min A = BG ⊗max A). Therefore, we obtain a classical
dynamical system (BG ⊗ A,G, τ ⊗ α
−1). Also, BG,∞ ⊗ A is a (τ ⊗ α
−1)-invariant
ideal of BG⊗A. Next, we see that the algebra B and its ideal J associated with the
system (A, P, α) can be identified with tensor product algebras.
Proposition 6.2. There is an isomorphism µ : BG ⊗ A → B such that βt(µ(ξ)) =
µ((τ ⊗α−1)t(ξ)) for all ξ ∈ (BG⊗A) and t ∈ G, and it maps the ideal BG,∞⊗A onto
J . Moreover, µ induces an isomorphism Γ of ((BG⊗A)×τ⊗α−1 G, i) onto (B×βG, j)
such that
Γ(iBG⊗A(ξ)iG(s)) = jB(µ(ξ))jG(s) for all ξ ∈ (BG ⊗ A), s ∈ G,(6.1)
and it maps the ideal (BG,∞ ⊗ A)×τ⊗α−1 G onto J ×β G.
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Proof. Firstly, since ℓ∞(G,A) sits in ℓ∞(G,M(A)) as an essential ideal, ℓ∞(G,M(A))
is embedded in M(ℓ∞(G,A)) as a C∗-subalgebra. Now, define the maps
ϕ : BG →M(ℓ
∞(G,A)) and ψ : A→M(ℓ∞(G,A))
by
ϕ(f)(s) = f(s)1M(A) and ψ(a)(s) = αs(a)
for every f ∈ BG, a ∈ A, and s ∈ G. One can see that ϕ and ψ are ∗-homomorphisms
with commuting ranges, which means that ϕ(f)ψ(a) = ψ(a)ϕ(f) for all f ∈ BG and
a ∈ A. Therefore, there exists a homomorphism µ := ϕ⊗ψ : BG⊗A→M(ℓ
∞(G,A))
such that µ(f ⊗ a) = ϕ(f)ψ(a) = ψ(a)ϕ(f) for every f ∈ BG and a ∈ A. We prove
that µ is actually an isomorphism of BG ⊗ A onto the algebra B. To do so, we first
show that µ(BG ⊗ A) = B. For each spanning element 1s ⊗ a of BG ⊗A, we have
µ(1s ⊗ a)(t) = (ϕ(1s)ψ(a))(t) = ϕ(1s)(t)ψ(a)(t) = 1s(t)αt(a) =
{
αt(a) if s ≤ t
0 otherwise,
which is equal to
φs(αs(a))(t) =
{
αts−1(αs(a)) = αt(a) if s ≤ t
0 otherwise,
for every t ∈ G. So, we have µ(1s⊗a) = φs(αs(a)) ∈ B, and therefore µ(BG⊗A) ⊂ B.
To see the other inclusion, for any spanning element φs(a) of B, we apply the equation
µ(1s ⊗ a) = φs(αs(a)) to see that
µ(1s ⊗ αs−1(a)) = φs(αs(αs−1(a))) = φs(a).
Therefore, φs(a) = µ(1s⊗αs−1(a)) ∈ µ(BG⊗A), which implies that B ⊂ µ(BG⊗A).
Next, we show that µ is injective. Define the map M : BG → B(ℓ
2(G)) by
(M(f)λ)(s) = f(s)λ(s) for every f ∈ BG and λ ∈ ℓ
2(G), which is a faithful (non-
degenerate) representation. Let π : A → B(H) be a faithful (nondegenerate) rep-
resentation of A on some Hilbert space H . Then, it follows by [16, Corollary B.11]
that there is a faithful representation M ⊗ π : BG ⊗ A → B(ℓ
2(G) ⊗ H) such that
M ⊗ π(f ⊗ a) = M(f)⊗ π(a). On the other hand, we have a faithful representation
π˜ : B → B(ℓ2(G,H)) of B on the Hilbert space ℓ2(G,H) defined by (π˜(ξ)η)(s) =
π(αs−1(ξ(s)))η(s) for every ξ ∈ B and η ∈ ℓ
2(G,H). Now, take U to be the isomor-
phism (unitary) of ℓ2(G)⊗H onto ℓ2(G,H) which satisfies U(λ ⊗ h)(s) = λ(s)h for
all λ ∈ ℓ2(G) and h ∈ H . So, we have(
π˜(µ(f ⊗ a))U(λ⊗ h)
)
(s) = π(αs−1(µ(f ⊗ a)(s)))U(λ⊗ h)(s)
= π(αs−1(f(s)αs(a)))(λ(s)h)
= π(f(s)a)(λ(s)h)
= f(s)λ(s)π(a)h,
and
U
(
(M ⊗ π(f ⊗ a))(λ⊗ h)
)
(s) = U
(
(M(f)⊗ π(a))(λ⊗ h)
)
(s)
= U
(
M(f)λ⊗ π(a)h)(s)
= (M(f)λ)(s)π(a)h = f(s)λ(s)π(a)h.
Therefore, we have
π˜(µ(f ⊗ a))U(λ⊗ h) = U
(
(M ⊗ π(f ⊗ a))(λ⊗ h)
)
,
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which implies that
U∗π˜(µ(ξ))U = (M ⊗ π)(ξ)
for all ξ ∈ BG⊗A. So, it follows that µ must be injective. This is due to the facts that
π˜ andM⊗π are injective, and U is a unitary. Consequently, BG⊗A ≃ µ(BG⊗A) = B.
Moreover, BG,∞⊗A is isomorphic to J via µ. To see this, take a ∈ A and s < t ∈ G.
Then,
µ((1s − 1t)⊗ a) = µ((1s ⊗ a)− (1t ⊗ a))
= µ(1s ⊗ a)− µ(1t ⊗ a)
= φs(αs(a))− φt(αt(a))
= φs(αs(a))− φt(αts−1(αs(a))) ∈ J .
(6.2)
Therefore, µ(BG,∞ ⊗ A) ⊂ J . For the other inclusion, by the above computation in
(6.2), we have
µ((1s − 1t)⊗ αs−1(a)) = φs(αs(αs−1(a)))− φt(αt(αs−1(a)))
= φs(a)− φt(αts−1(a)).
So, each spanning element φs(a)−φt(αts−1(a)) of J is equal to µ((1s−1t)⊗αs−1(a)),
which belongs to µ(BG,∞⊗A). Therefore, J ⊂ µ(BG,∞⊗A), and hence µ(BG,∞⊗A) =
J . This means that BG,∞ ⊗A ≃ J via µ.
At last, we show that the isomorphism µ satisfies βt ◦µ = µ◦ (τ ⊗α
−1)t. Therefore,
by [18, Lemma 2.65], there is an isomorphism Γ : ((BG⊗A)×τ⊗α−1G, i)→ (B×βG, j)
such that
Γ(iBG⊗A(ξ)iG(s)) = jB(µ(ξ))jG(s) for all ξ ∈ (BG ⊗A), s ∈ G.
For each spanning element 1s ⊗ a of BG ⊗A, we have
βt(µ(1s ⊗ a)) = βt(φs(αs(a))) = φts(αs(a)).
On the other hand,
µ((τ ⊗ α−1)t(1s ⊗ a)) = µ(τt ⊗ α
−1
t (1s ⊗ a))
= µ(τt(1s)⊗ α
−1
t (a))
= µ(1ts ⊗ αt−1(a))
= φts(αts(αt−1(a))) [by applying µ(1s ⊗ a) = φs(αs(a))]
= φts(αs(a)).
Thus, βt ◦ µ = µ ◦ (τ ⊗ α
−1)t is valid. Note that, by some routine computation on
spanning elements using the equation (6.1), it follows that
(BG,∞ ⊗ A)×τ⊗α−1 G ≃ Γ
(
(BG,∞ ⊗ A)×τ⊗α−1 G
)
= J ×β G.
We skip it here. 
Corollary 6.3. If q = iBG⊗A(1e ⊗ 1M(A)) ∈M
(
(BG ⊗A)×τ⊗α−1 G
)
, then Γ(q) = p.
Thus, it follows that T
cov
(A×α P ) and the ideal I are isomorphic to the full corners
q[(BG ⊗ A)×τ⊗α−1 G]q and q[(BG,∞ ⊗ A)×τ⊗α−1 G]q, respectively.
Proof. First of all, as the homomorphism jB is nondegenerate, so is the isomorphism
Γ. Therefore, Γ extends to an isometry of multiplier algebras. Now, take any approx-
imate identity {aλ} in A. Then, it follows by the equation (6.1) that
Γ(iBG⊗A(1e ⊗ aλ)) = jB(µ(1e ⊗ aλ)) = jB(φe(aλ)).
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Thus, since 1e ⊗ aλ → 1e ⊗ 1M(A) strictly in M(BG ⊗A), in the equation above, the
left hand side tends to Γ(iBG⊗A(1e ⊗ 1M(A))) = Γ(q), while the right hand side tends
to jB(φe(1)) = p strictly in M(B ×β G). Hence, we have Γ(q) = p. Therefore, it
follows by Proposition 6.2 that
q[(BG ⊗ A)×τ⊗α−1 G]q ≃ Γ
(
q[(BG ⊗ A)×τ⊗α−1 G]q
)
= p(B ×β G)p,
and
q[(BG,∞ ⊗ A)×τ⊗α−1 G]q ≃ Γ
(
q[(BG,∞ ⊗ A)×τ⊗α−1 G]q
)
= p(J ×β G)p,
where by Theorem 4.1 and Lemma 4.2, p(B ×β G)p and p(J ×β G)p are isomorphic
to Tcov(A×α P ) and the ideal I, respectively. Consequently,
Tcov(A×α P ) ≃ q[(BG ⊗A)×τ⊗α−1 G]q and I ≃ q[(BG,∞ ⊗ A)×τ⊗α−1 G]q
via the isomorphism Γ−1 ◦Ψ. 
Of course it is natural to ask that whether there is a familiar identification for
the algebra Tcov(A ×α P ) and its ideal I for the automorphic system (A, P, α) with
the trivial action α = id. To answer this question, we first need to recall about the
Toeplitz algebra T (P ) briefly. For more, readers are referred to [15] and [10]. Let
{ex : x ∈ P} be the usual orthonormal basis of the Hilbert space ℓ
2(P ). There is a
representation T : P → B(ℓ2(P )) (called the Toeplitz representation) of P on ℓ2(P )
by isometries such that Tx(ey) = exy, and
T ∗xTy = T(x∨y)x−1T
∗
(x∨y)y−1(6.3)
for all x, y ∈ P . Now, the Toeplitz algebra T (P ) is the C∗-subalgebra of B(ℓ2(P ))
generated by the isometries {Tx : x ∈ P}. Moreover, since (G,P ) is abelian, T (P )
is (isomorphic to) the isometric crossed product BP ×
iso
τ P , where the action τ of P
on the algebra BP = span{1y : y ∈ P} ⊂ ℓ
∞(P ) is given by τx(1y) = 1xy for all
x, y ∈ P . Thus, T (P ) ≃ BP ×
iso
τ P is indeed the universal C
∗-algebra for isometric
representations V : P → B(H) of P which are Nica covariant, which means that they
satisfy
V ∗x Vy = V(x∨y)x−1V
∗
(x∨y)y−1(6.4)
for all x, y ∈ P .
Remark 6.4. One can see that for the trivial system (C, P, id) the corresponding
classical system (B, G, β) (in Theorem 4.1) is nothing but the system (BG, G, τ).
Therefore, by Theorem 4.1, the Nica-Toeplitz algebra
Tcov(C×id P ) = span{iP (x)
∗iP (y) : x, y ∈ P}(6.5)
of the system (C, P, id) is isomorphic to the full corner kBG(1e)(BG ×τ G)kBG(1e) of
the crossed product (BG×τ G, k), such that for the isomorphism Ψ : Tcov(C×id P )→
kBG(1e)(BG ×τ G)kBG(1e) we have Ψ(iP (x)) = kBG(1e)kG(x)
∗kBG(1e) for all x ∈ P .
Note that here the projection kBG(1e) in BG×τ G ⊂M(BG,∞×τ G) is the projection
p. Moreover, the (essential) ideal J of BG is the (essential) ideal BG,∞, and hence,
the ideal
I = span{iP (x)
∗(1− iP (s)
∗iP (s))iP (y) : x, y, s ∈ P}(6.6)
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of the algebra Tcov(C×idP ) is isomorphic to the full corner kBG(1e)(BG,∞×τG)kBG(1e)
of BG,∞ ×τ G via the isomorphism Ψ (see Lemma 4.2), such that
Ψ(iP (x)
∗(1− iP (s)
∗iP (s))iP (y)) = kBG(1e)[kG(x)kBG(1e − 1s)jG(y)
∗]kBG(1e).(6.7)
Now, we have:
Theorem 6.5. The full corner kBG(1e)(BG×τG)kBG(1e) is isomorphic to the Toeplitz
algebra T (P ), and therefore, there is an isomorphism Φ : T
cov
(C×id P )→ T (P ) such
that Φ(iP (x)) = T
∗
x for all x ∈ P .
Proof. For convenience, let us denote the projection kBG(1e) in BG ×τ G by q. First,
we show that the map w : P → q(BG×τ G)q define by wx = qkG(x)q for every x ∈ P
is a Nica covariant isometric representation of P . Note that the algebra q(BG×τ G)q
is unital whose identity element is q. Now, we have
w∗xwx = [qkG(x)
∗q][qkG(x)q]
= kBG(1e)kG(x)
∗kBG(1e)kG(x)kBG(1e)
= kBG(1e)kG(x
−1)kBG(1e)kG(x
−1)∗kBG(1e)
= kBG(1e)kBG(τx−1(1e))kBG(1e) [by the covariance of (kBG, kG)]
= kBG(1e)kBG(1x−1)kBG(1e)
= kBG(1e1x−11e)
= kBG(1e1x−1)
= kBG(1e∨x−1) = kBG(1e) = q [because x
−1 ≤ e].
So, each wx is indeed an isometry. Also, again by applying the covariance equation
of (kBG , kG), we get
wxwy = [qkG(x)q][qkG(y)q]
= kBG(1e)kG(x)kBG(1e)kG(y)kBG(1e)
= kBG(1e)kBG(τx(1e))kG(x)kG(y)kBG(1e)
= kBG(1e)kBG(1x)kG(xy)kBG(1e)kBG(1e)
= kBG(1e)kBG(1x)kBG(τxy(1e))kG(xy)kBG(1e)
= kBG(1e)kBG(1x)kBG(1xy)kG(xy)kBG(1e)
= kBG(1e)kBG(1x1xy)kG(xy)kBG(1e)
= kBG(1e)kBG(1x∨xy)kG(xy)kBG(1e)
= kBG(1e)kBG(1xy)kG(xy)kBG(1e) [because x ≤ xy]
= kBG(1e)kBG(τxy(1e))kG(xy)kBG(1e)
= kBG(1e)kG(xy)kBG(1e)kBG(1e)
= qkG(xy)q = wxy
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for all x, y ∈ P . Finally, the following calculation shows that the isometric represen-
tation w satisfies the Nica covariance equation (6.4):
w∗xwy = [qkG(x)
∗q][qkG(y)q]
= kBG(1e)kG(x)
∗kBG(1e)kG(y)kBG(1e)
= kBG(1e)kBG(1e)kG(x)
∗kBG(1e)kG(y)kBG(1e)kBG(1e)
= kBG(1e)kG(x)
∗kBG(τx(1e))kBG(1e)kBG(τy(1e))kG(y)kBG(1e)
= kBG(1e)kG(x)
∗kBG(1x)kBG(1e)kBG(1y)kG(y)kBG(1e)
= kBG(1e)kG(x)
∗kBG((1x1e)1y)kG(y)kBG(1e)
= kBG(1e)kG(x)
∗kBG((1x∨e)1y)kG(y)kBG(1e)
= kBG(1e)kG(x)
∗kBG(1x1y)kG(y)kBG(1e) [because e ≤ x]
= kBG(1e)kG(x)
∗kBG(1x∨y)kG(y)kBG(1e)
= kBG(1e)kG(x)
∗kBG(τx∨y(1e))kG(y)kBG(1e)
= kBG(1e)kG(x)
∗kG(x ∨ y)kBG(1e)kG(x ∨ y)
∗kG(y)kBG(1e)
= kBG(1e)kG(x
−1)kG(x ∨ y)kBG(1e)[kG(y
−1)kG(x ∨ y)]
∗kBG(1e)
= kBG(1e)kG(x
−1(x ∨ y))kBG(1e)kG(y
−1(x ∨ y))∗kBG(1e)
= kBG(1e)kG((x ∨ y)x
−1)kBG(1e)kG((x ∨ y)y
−1)∗kBG(1e)
= [qkG((x ∨ y)x
−1)q][qkG((x ∨ y)y
−1)∗q] = w(x∨y)x−1w
∗
(x∨y)y−1 .
Therefore, by [10, Proposition 2.3(2)], the representation w induces a unital repre-
sentation πw of BP in q(BG ×τ G)q such that πw(1x) = wxw
∗
x, and the pair (πw, w)
is an isometric covariant representation of the system (BP , P, τ). We claim that the
corresponding unital representation πw×
isow is an isomorphism of T (P ) ≃ BP ×
iso
τ P
onto q(BG×τG)q. To prove our claim, we first show that the C
∗-algebra q(BG×τ G)q
is generate by the isometries {wx : x ∈ P}. The elements of the form qkBG(1t)kG(s)q
span q(BG×τG)q, where t, s ∈ G. However, without loss of generality, we can assume
t ∈ P as
qkBG(1t)kG(s)q = qkBG(1e)kBG(1t)kG(s)q = qkBG(1e1t)kG(s)q = qkBG(1e∨t)kG(s)q.
Moreover, if t ∈ P and s ∈ G, then
qkBG(1t)kG(s)q = qkBG(τt(1e))kG(s)q
= qkG(t)kBG(1e)kG(t)
∗kG(s)q
= qkG(t)kBG(1e)kG(t
−1)kG(s)kBG(1e)q
= qkG(t)kBG(1e)kG(t
−1s)kBG(1e)q
= qkG(t)kBG(1e)kBG(τt−1s(1e))kG(t
−1s)q
= qkG(t)kBG(1e)kBG(1t−1s)kG(t
−1s)q
= qkG(t)kBG(1e1t−1s)kG(t
−1s)q
= qkG(t)kBG(1r)kG(t
−1s)q [r = e ∨ t−1s]
= qkG(t)kBG(τr(1e))kG(t
−1s)q
= qkG(t)kG(r)kBG(1e)kG(r)
∗kG(t
−1s)q
= qkG(tr)kBG(1e)kBG(1e)kG(r)
∗kG((t
−1s)−1)∗q
= [qkG(tr)q]q[kG((t
−1s)−1)kG(r)]
∗q
= [qkG(tr)q]qkG((t
−1s)−1r)∗q
= [qkG(tr)q][qkG(r(t
−1s)−1)∗q] = wxw
∗
y,
where x = tr and y = r(t−1s)−1 which belong to P . This implies that
q(BG ×τ G)q = span{wxw
∗
y : x, y ∈ P}.
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Now, as the isometric representation w satisfies the Nica covariance equation (6.4),
one can see that q(BG ×τ G)q is indeed the C
∗-algebra generate by the isometries
{wx : x ∈ P}. Therefore, since (πw ×
iso w)(Tx) = wx, the representation πw ×
iso w
is obviously onto. To show that it is also faithful, we apply [10, Theorem 3.7]. Take
the map M : BG → B(ℓ
2(G)) defined by (M(f)ξ)(t) = f(t)ξ(t) for every f ∈ BG
and ξ ∈ ℓ2(G), which is a (faithful) nondegenerate representation. Let the map
λ : G → B(ℓ2(G)) be the left-regular representation defined by (λrξ)(t) = ξ(r
−1t).
Then the pair (M,λ) is a covariant representation of the system (BG, G, τ) on ℓ
2(G).
Let ρ be the corresponding nondegenerate representation of the algebra BG ×τ G on
ℓ2(G). Note that M(1e) = ρ(kBG(1e)) = ρ(q) is a projection of ℓ
2(G) onto a closed
subspace H of ℓ2(G), and (the corner)M(1e)B(ℓ
2(G))M(1e) is isomorphism to B(H).
So, if ρ| is the restriction of ρ to the corner q(BG ×τ G)q, then the composition
P
w
−→ q(BG ×τ G)q
ρ|
−→ B(H)
defines a map V : P → B(H) by Vx = ρ|(wx) for all x ∈ P . This is due to the fact
that
ρ|(q(BG ×τ G)q) = ρ(q(BG ×τ G)q)
= ρ(q)ρ((BG ×τ G))ρ(q)
= M(1e)ρ((BG ×τ G))M(1e) ⊂ M(1e)B(ℓ
2(G))M(1e),
where M(1e)B(ℓ
2(G))M(1e) ≃ B(H). Now, by applying the earlier computations
regarding showing that w is a Nica covariant isometric representation, one can see
that the map V is indeed a Nica covariant isometric representation of P on H. Note
that, in particular, each Vx is an isometry in B(H), as
V ∗x Vx = ρ|(wx)
∗ρ|(wx) = ρ(wx)
∗ρ(wx) = ρ(w
∗
xwx) = ρ(q) = M(1e),
where M(1e) is the identity element of B(H) ≃ M(1e)B(ℓ
2(G))M(1e). Thus, again
by [10, Proposition 2.3(2)], the representation V induces a unital representation πV :
BP → B(H) such that πV (1x) = VxV
∗
x , and the pair (πV , V ) is an isometric covariant
representation of the system (BP , P, τ). We want to show that the corresponding
(unital) representation πV ×
iso V of BP ×
iso
τ P ≃ T (P ) on H is faithful. To do so, by
[10, Theorem 3.7], we have to show that
n∏
i=1
(1− VxiV
∗
xi
) 6= 0,
where 1 = 1B(H) = idH = M(1e), for any finite subset F = {x1, x2, ..., xn} of P\{e}.
Take the element εe of the usual orthonormal basis of ℓ
2(G). Since εe =M(1e)εe, we
have εe ∈ H. We claim that
n∏
i=1
(1− VxiV
∗
xi
)(εe) 6= 0.
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First see that
VxV
∗
x = ρ|(wx)ρ|(wx)
∗ = ρ(wx)ρ(wx)
∗
= ρ(wx)ρ(w
∗
x)
= ρ(wxw
∗
x)
= ρ([qkG(x)q][qkG(x)
∗q])
= ρ(qkG(x)qkG(x)
∗q)
= ρ(q)ρ(kG(x))ρ(q)ρ(kG(x))
∗ρ(q)
= M(1e)λxM(1e)λ
∗
xM(1e)
= M(1e)λxM(1e)λx−1M(1e)
for every x ∈ P\{e}. Therefore
VxV
∗
x (εe) = M(1e)λxM(1e)λx−1M(1e)(εe)
= M(1e)λxM(1e)λx−1(M(1e)(εe))
= M(1e)λxM(1e)λx−1(εe)
= M(1e)λxM(1e)(λx−1(εe))
= M(1e)λxM(1e)(εx−1)
= M(1e)λx(M(1e)(εx−1))
= M(1e)λx(0) = 0 [because x
−1 < e],
which implies that
(1− VxV
∗
x )(εe) = εe
for all x ∈ P\{e}. Thus, it follows that
n∏
i=1
(1− VxiV
∗
xi
)(εe) = εe 6= 0,
and hence, the representation πV ×
iso V is faithful. Finally, since
(πV ×
iso V )(Tx) = Vx = ρ|(wx) = ρ|((πw ×
iso w)(Tx)) = (ρ| ◦ (πw ×
iso w))(Tx)
for all x ∈ P , we have
(πV ×
iso V ) = ρ| ◦ (πw ×
iso w),
from which, it follows that πw ×
iso w must be faithful. Therefore, πw ×
iso w is indeed
an isomorphism of T (P ) ≃ BP×
iso
τ P onto q(BG×τG)q such that (πw×
isow)(Tx) = wx
for all x ∈ P . Now, the composition
Tcov(C×id P )
Ψ
−→ q(BG ×τ G)q
(piw×isow)−1
−→ T (P )
gives the desired isomorphism Φ : Tcov(C×id P )→ T (P ) such that
Φ(iP (x)) = (πw ×
iso w)−1(Ψ(iP (x)) = (πw ×
iso w)−1(w∗x) = T
∗
x
for all x ∈ P . 
Lemma 6.6. The ideal I ≃ kBG(1e)(BG,∞×τG)kBG(1e) of Tcov(C×idP ) is isomorphic
the commutator ideal CP of T (P ), such that we have
CP = span{Tx(1− TsT
∗
s )T
∗
y : x, y, s ∈ P}.(6.8)
Thus, (6.8) generalizes [13, Lemma 2.4] to every lattice-ordered abelian group (G,P ).
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Proof. By a simple calculation on the spanning elements of I (see (6.6)), one can see
that it is isomorphic to the ideal
I˜ = span{Tx(1− TsT
∗
s )T
∗
y : x, y, s ∈ P}
of T (P ) via the isomorphism Φ. Then, since (see (2.8))
T (P )
I˜
≃
Tcov(C×id P )
I
≃ C×isoid P ≃ C×id G ≃ C
∗(G) ≃ C(Ĝ),
in which C(Ĝ) is abelian, it follows that the commutator ideal CP of T (P ) must
be contained in I˜. For other inclusion, as each element 1 − TsT
∗
s is actually the
commutator [T ∗s , Ts] ∈ CP , we have I˜ ⊂ CP . Therefore, I˜ = CP , and hence,
I ≃ Φ(I) = CP = span{Tx(1− TsT
∗
s )T
∗
y : x, y, s ∈ P}.

Remark 6.7. Note that, therefore, for the trivial system (C, P, id), the short exact
sequence (2.8) is the well-known exact sequence
0 −→ CP −→ T (P ) −→ C(Ĝ) −→ 0(6.9)
(see [14, Theorem 1.5]). More precisely, we have the following commutative diagram:
0 I (Tcov(C×id P ), iP ) (C×
iso
id P, µP ) 0
0 CP T (P ) C(Ĝ) 0,
✲
❄
Φ
✲
❄
Φ
✲
Ω
❄
ϕ
✲
✲ ✲ ✲
ψ
✲
where ψ is the surjective homomorphism which maps each Tx to the evaluation map
εx, and ϕ is an isomorphism such that ϕ(µP (x)) = εx−1 for all x ∈ P . Recall that
the algebra C(Ĝ) is generated by the evaluation maps {εx : x ∈ P} of Ĝ into T ⊂ C
defined by εx(γ) = γ(x) for all γ ∈ Ĝ.
Corollary 6.8. Consider the system (A, P, α) with the trivial action α = id. Then,
the Nica-Toeplitz algebra T
cov
(A ×α P ) and the ideal I corresponding to the system
are isomorphic to the tensor products A⊗
max
T (P ) and A⊗
max
CP , respectively. Con-
sequently, the short exact sequence (2.8) of the system is actually the exact sequence
0 −→ A⊗
max
CP −→ A⊗max T (P ) −→ A⊗max C(Ĝ) −→ 0(6.10)
obtained by the (maximal) tensor product with the C∗-algebra A to (6.9).
Proof. Firstly, it is known that the crossed products of nuclear C∗-algebras by actions
of amenable (locally compact) groups are nuclear. Therefore, since the algebra BG
and the group G are abelian, the crossed product BG×τ G is nuclear. It thus follows
that
(BG ×τ G)⊗max A = (BG ×τ G)⊗min A = (BG ×τ G)⊗ A.
Then, by [18, Lemma 2.75], there is an isomorphism
∆ : ((BG ⊗A)×τ⊗id G, i)→ (BG ×τ G, k)⊗max A
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such that
∆(iBG⊗A(1t ⊗ a)iG(s)) = kBG(1t)kG(s)⊗ a.
Since the homomorphism kBG is nondegenerate, so is the isomorphism ∆, and hence,
it extends to an isometry of multiplier algebras. Now, for any approximate identity
{aλ} in A, we have
∆(iBG⊗A(1e ⊗ aλ)) = kBG(1e)⊗ aλ.
One can see that, in the equation above, the left hand side approaches ∆(iBG⊗A(1e⊗
1M(A))) = ∆(q), while the right hand side approaches kBG(1e)⊗ 1M(A) strictly in the
multiplier algebra M((BG ×τ G, k)⊗max A). So, we must have
∆(q) = kBG(1e)⊗ 1M(A),
which is a projection inM((BG×τ G, k)⊗maxA) and we denote it by q˜. We therefore
have
Tcov(A×id P ) ≃ q[(BG ⊗ A)×τ⊗id G]q
≃ ∆
(
q[(BG ⊗ A)×τ⊗id G]q
)
= q˜[(BG ×τ G)⊗max A]q˜
= q˜[(BG ×τ G)⊗min A]q˜
= [kBG(1e)(BG ×τ G)kBG(1e)]⊗min A
≃ Tcov(C×id P )⊗min A ≃ T (P )⊗min A,
where T (P )⊗min A = T (P )⊗max A = T (P )⊗ A. This is due to the fact that, since
G is abelian, by [12, Corollary 6.45], the algebra T (P ) is indeed nuclear. So, more
precisely, the composition [((πw ×
iso w)−1 ⊗ id) ◦∆ ◦ Γ−1 ◦ Ψ] of isomorphisms gives
an isomorphism Υ : (Tcov(A×id P ), iA, iP )→ A⊗max T (P ) such that
Υ(iP (x)
∗iA(a)iP (y)) = a⊗ TxT
∗
y
for all a ∈ A and x, y ∈ P (one can see that when A = C the isomorphism Υ
is just the isomorphism Φ). In particular, Υ(iA(a)) = a ⊗ 1T (P ), and since Υ is
nondegenerate (it is not difficult to see this, as A contains an approximate identity),
we have Υ(iP (x)) = 1M(A)⊗T
∗
x . Moreover, Υ restricts to an isomorphism of the ideal
I onto the ideal A⊗max CP of A⊗max T (P ), as
Υ(iP (x)
∗iA(a)(1− iP (s)
∗iP (s))iP (y))
= Υ(iP (x)
∗)Υ(iA(a))[Υ(1)−Υ(iP (s)
∗)Υ(iP (s))]Υ(iP (y))
(1⊗ Tx)(a⊗ 1)[1− (1⊗ Ts)(1⊗ T
∗
s )](1⊗ T
∗
y )
(a⊗ Tx)[1− (1⊗ TsT
∗
s )](1⊗ T
∗
y )
(a⊗ Tx)(1⊗ T
∗
y )− (a⊗ Tx)(1⊗ TsT
∗
s )(1⊗ T
∗
y )
(a⊗ TxT
∗
y )− (a⊗ TxTsT
∗
s T
∗
y )
a⊗ (TxT
∗
y − TxTsT
∗
s T
∗
y ) = a⊗ Tx(1− TsT
∗
s )T
∗
y ,
which is an spanning element of A ⊗max CP . Note that CP is also nuclear as it is an
ideal of the nuclear algebra T (P ), and hence, A ⊗max CP = A ⊗min CP = A ⊗ CP .
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Consequently, for the system (A, P, id), we have the following commutative diagram:
0 I (Tcov(A×id P ), i) (A×
iso
id P, µ) 0
0 A⊗ CP A⊗ T (P ) A⊗ C(Ĝ) 0,
✲
❄
Υ
✲
❄
Υ
✲
Ω
❄
h
✲
✲ ✲ ✲
id⊗ψ
✲
where h is an isomorphism obtained by the composition of the isomorphisms
A×isoid P ≃ A×id G ≃ A⊗max C
∗(G) ≃ A⊗ C(Ĝ)
such that h(µA(a)µP (x)) = a⊗ εx−1 for all a ∈ A and x ∈ P . 
Remark 6.9. Let (A,N2, α) be a system in which the action α on A is given by
automorphisms. It follows that each δn = α(0,n) is an automorphism of A as well
as each γn = α(n,0). Therefore, the systems (A,N, δ) and (A,N, γ) in §5 are actually
generated by single automorphisms δ = δ1 and γ = γ1, respectively. Also, the algebras
Dδ and Dγ are isomorphic to BZ ⊗ A, where BZ = span{1n : n ∈ Z} as a subalgebra
of ℓ∞(Z, A), from which, we have
Dδ ×τ Z ≃ (BZ ⊗A)×lt⊗δ−1 Z,
and
Dγ ×τ Z ≃ (BZ ⊗A)×lt⊗γ−1 Z.
One can see these by Proposition 6.2 or [19, Proposition 5.1].
Corollary 6.10. Let (A,N2, α) be a system in which the action α on A is given by
automorphisms. Then, the (essential) ideals Iδ, Iγ, and Iδ ∩ Iγ of the Nica-Toeplitz
T
cov
(A×α N
2) algebra are isomorphic to the algebras of compact operators
K(ℓ2(N)⊗ (A×pisoδ N)) ≃ K(ℓ
2(N))⊗ (A×pisoδ N),
K(ℓ2(N)⊗ (A×pisoγ N)) ≃ K(ℓ
2(N))⊗ (A×pisoγ N),
and
K(ℓ2(N2)⊗ A) ≃ K(ℓ2(N2))⊗A ≃ K(ℓ2(N))⊗K(ℓ2(N))⊗ A,
respectively. Therefore, we have the following short exact sequence
0 −→ (I = Iδ + Iγ) −→ Tcov(A×α N
2)
Ω
−→ A×α Z
2 −→ 0,(6.11)
in which
I
K(ℓ2(N2)⊗ A)
≃ K(ℓ2(N)⊗ (A×δ Z))⊕K(ℓ
2(N)⊗ (A×γ Z)).(6.12)
Proof. Since each α(m,n) is an automorphism, γm and δn are automorphisms for all
m,n ∈ N. Therefore, α(m,n)(1) = γm(1) = δn(1) = 1, and hence, one can see that the
projections Q, Qγ, Qδ, Q
iso
γ , and Q
iso
δ involved in Lemma 5.9 and Theorem 5.10 all are
just identity operators. In addition, we have A×isoα N
2 ≃ A×αZ
2, A×isoδ N ≃ A×δ Z,
and A ×isoγ N ≃ A ×γ Z. So, the rest follows from Lemma 5.9 and Theorem 5.10.
In particular, the isomorphism of (6.12) is given such that it maps each spanning
element
[ξ
(x,y)
(m,n)(ab
∗) + η
(t,u)
(r,s) (cd
∗)] +K(ℓ2(N2)⊗ A)
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to the (spanning) element
Πδ((em ⊗ ex)⊗ V
∗
n j˜A(ab
∗)Vy)⊕ Πγ((es ⊗ eu)⊗W
∗
r ι˜A(cd
∗)Wt)
= (Θem⊗V ∗n j˜A(a),ex⊗V ∗y j˜A(b))⊕ (Θes⊗W ∗r ι˜A(c),eu⊗W
∗
t ι˜A(d)
),
where (j˜A, V ) and (ι˜A,W ) are the canonical pairs of the dynamical systems (A,Z, δ)
and (A,Z, γ) in the crossed products A×δ Z and A×γ Z, respectively, and
Πδ : K(ℓ
2(N))⊗ (A×δ Z)→ K(ℓ
2(N)⊗ (A×δ Z))
and
Πγ : K(ℓ
2(N))⊗ (A×γ Z)→ K(ℓ
2(N)⊗ (A×γ Z))
are the canonical isomorphisms.

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