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Abstract
In this thesis, novel two-dimensional materials are grown by molecular beam epitaxy and
studied in detail. The surface structure is investigated by scanning tunneling microscopy
(STM) and low energy electron diﬀraction (LEED), whereas the magnetic properties are
determined by X-ray magnetic circular dichroism (XMCD). The experimental results are
supported by density functional theory (DFT) calculations.
The rare earth metal europium (Eu) intercalates at elevated temperatures underneath
graphene (Gr) on iridium (Ir), driven by a large energy gain. Low energy electron mi-
croscopy (LEEM) and photoemission electron microscopy (PEEM) show that penetration
at wrinkles is the dominating pathway for intercalation. Depending on the coverage, the
Eu atoms arrange in a p2  2q or a p?3  ?3qR30 superstructure with respect to Gr.
The intercalated material forms complex patterns of stripes and islands. The underlying
mechanism is explained to be an interplay of local binding inhomogeneities and relaxation
of pre-exisiting strain in Gr. As a side beneﬁt, the initial strain distribution is directly
visualized by local variations in the intercalation step density.
Angle-resolved photoemission spectroscopy (ARPES) reveals that Eu and cesium (Cs)
intercalation induce a strong local n-doping. By deposition of cationic adsorbates onto
partially intercalated Gr a preferential binding to the non-intercalated regions is found.
This preference is attributed to changes in the local work function caused by the n-doping.
DFT calculations show that charge redistributions and substrate-dependent screening
yield corrections to this elementary model.
Moreover, fully closed Eu monolayers are grown on intercalated Gr and structurally com-
pared with the growth of Eu on pristine Gr. Furthermore, the structure of Eu on Ir(111)
is investigated. For deposition of gadolinium (Gd) on Ir(111), alloying with the substrate
is observed and a comparison to other surface alloys is drawn.
The two intercalated Eu layers have fundamentally diﬀerent magnetic properties: Whereas
the p2 2q structure is paramagnetic, the p?3?3qR30 layer shows a substantial mag-
netic coupling. For the latter, a strong in-plane anisotropy arising from the low aspect
ratio is found. DFT calculations indicate the relevance of the Ir substrate for the mag-
netic coupling, which explains deviations from the corresponding graphite intercalation
compound. For samples with Eu adsorbed on top of Gr a partial oxidation to europium
oxide (EuO) is identiﬁed, which dominates the magnetic properties.
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Moreover, the magnetic properties of cobalt (Co) clusters on the Gr/Ir(111) moiré are
investigated. An improved recipe for the cluster growth reduces undesired eﬀects of
cluster coalescence. Small platinum-seeded Pt15Co28 clusters are superparamagnetic at
10K, whereas larger Ir50Co500 and Co2700 clusters exhibit a hysteresis due to the higher
blocking temperature. The orbital moment is enhanced for the smallest clusters and
gradually decreases towards the bulk value with increasing cluster size. The clusters do not
show magnetic anisotropy, indicating a weak interaction with the substrate. Furthermore,
rhodium (Rh) clusters are analyzed, but they do not reveal magnetic moments.
Finally, an O terminated polar EuO(111) bilayer of high quality and exceptional stability
is grown on Ir(111). DFT calculations show that the interlayer spacing is strongly reduced
compared to the bulk material, which results in an expanded in-plane lattice parameter
and rotational epitaxy. The layer contraction reduces together with a surface metalization
the electrostatic potential of the ﬁlm. For higher coverages and Eu rich growth conditions
the polarity is additionally reduced by a partial Eu adlayer. The apparent height of the
EuO(111) islands in STM strikingly depends on the type of co-adsorbed species on the
adjacent Ir terraces, which can be attributed to diﬀerent work functions. The EuO(111)
bilayer does not exhibit ferromagnetism down to 45K as revealed by magneto-optical Kerr
eﬀect (MOKE) measurements.
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Kurzdarstellung
Im Rahmen dieser Arbeit werden verschiedene neuartige zweidimensionale Materialien
mittels Molekularstrahlepitaxie gewachsen und detailliert untersucht. Zur Bestimmung
der Oberﬂächenstruktur dienen dabei Rastertunnelmikroskopie (STM) und niederener-
getische Elektronenbeugung (LEED), während die magntischen Eigenschaften mit zirku-
larem Röntgendichroismus (XMCD) gemessen werden. Die experimentellen Ergebnisse
werden durch Dichtefunktionaltheorie-Rechnungen (DFT) gestützt.
Das Seltenerdmetall Europium interkaliert bei erhöhten Temperaturen getrieben durch
einen großen Energiegewinn unter Graphen auf Iridium. Niederenergetische Elektronen-
mikroskopie (LEEM) und Photoemissionselektronenmikroskopie (PEEM) zeigen, dass
die Europiumatome dabei hauptsächlich an Falten der Graphenlage eindringen. Ab-
hängig von der Bedeckung, formen die Europiumatome entweder eine p2  2q- oder
eine p?3  ?3qR30-Überstruktur in Bezug auf Graphen. Das interkalierte Material
bildet komplexe Muster aus Streifen und Inseln. Der zugrundeliegende Mechanismus
wird durch das Zusammenspiel von lokalen Bindungsinhomogenitäten und der Relaxation
von präexistenter Dehnung im Graphen erklärt. Als Nebeneﬀekt, wird die ursprüngliche
Dehnungsverteilung direkt durch die Interkalationsstufendichte abgebildet.
Winkelaufgelöste Photoemissionsspektroskopie (ARPES) zeigt, dass sowohl Europium-
als auch Cäsiuminterkalation eine starke n-Dotierung des Graphens verursacht. Bei
der Deposition von kationischen Adsorbaten auf teilinterkaliertem Graphen wird eine
bevorzugte Bindung an die nichtinterkalierten Bereiche beobachtet. Diese Bevorzugung
liegt in einer Veränderung der lokalen Austrittsarbeit durch die Dotierung begründet.
DFT-Rechnungen zeigen, dass Ladungsumverteilungen und ein substratabhängiges Ab-
schirmverhalten Korrekturen zu diesem eingängigen Modell liefern.
Des Weiteren werden volle Europiummonolagen auf interkaliertem Graphen gewachsen
und strukturell mit dem Wachstum von Europium auf nichtinterkaliertem Graphen ver-
glichen. Zudem wird die Struktur von Europium auf Ir(111) untersucht. Bei der Depo-
sition von Gadolinium auf Ir(111) bildet sich eine Legierung mit Substrat, sodass ein ein
Vergleich zu anderen Oberﬂächenlegierungen gezogen werden kann.
Die beiden interkalierten Europiumlagen besitzen grundsätzlich verschiedene magnetische
Eigenschaften: Während die p22q-Struktur paramagnetisch ist, weist die p?3?3qR30-
Lage eine substantielle magnetische Kopplung auf. Für die letztere Struktur liegt die
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Magnetisierung bevorzugt in der Ebene, was aus der Zweidimensionalität der Lage resul-
tiert. DFT-Rechnungen weisen auf eine besondere Bedeutung des Iridiumsubstrats hin,
was Unterschiede zur entsprechenden Graphitinterkalationsverbindung erklärt. Für alle
Proben, bei denen Europium in adsorbierter Form vorliegt, ﬁndet eine teilweise Oxidation
zu Europiumoxid statt, welches die magnetischen Eigenschaften dominiert.
Darüber hinaus werden die magnetischen Eigenschaften von Cobalt-Clustergittern auf
dem Moiré von Graphen mit Ir(111) untersucht. Ein verbessertes Wachstumsrezept min-
imiert dabei unerwünschte Eﬀekte durch die Koaleszenz von Clustern. Während kleine
Pt15Co28-Cluster mit Platin-Keimen superparamagnetisch sind, weisen größere Ir50Co500-
und Co2700-Cluster auf Grund der höheren Blockingtemperautur hysteretisches Verhalten
auf. Das magnetische Bahnmoment ist für die kleinsten Cluster erhöht und nähert sich
mit zunehmender Clustergröße stetig dem Wert im Festkörper an. Die Cluster besitzen
keine magnetische Anisotropie, was auf eine schwache Wechselwirkung mit dem Substrat
hindeutet. Des Weiteren werden Rhodium-Cluster untersucht, die jedoch keine messbaren
magnetischen Momente aufweisen.
Zuletzt wird eine sauerstoﬀterminierte polare EuO(111)-Doppellage von hoher Qualität
und außergewöhnlicher Stabilität auf Ir(111) untersucht. DFT-Rechnungen zeigen, dass
die Doppellage einen stark reduzierten Lagenabstand aufweist, der einen erhöhten Gitter-
parameter in der Ebene sowie Rotationsepitaxie nach sich zieht. Der reduzierte Lagenab-
stand verringert gemeinsam mit einer Metallisierung der Doppellage das elektrostatische
Potential. Für höhere Bedeckungen und europiumreiche Wachstumsbedingungen wird
die Polarität zusätzlich durch eine adsorbierte Europium-Teillage minimiert. Die schein-
bare Höhe der EuO(111)-Inseln im STM hängt stark von der Art der Adsorbate auf den
umgebenden Ir(111)-Terrassen ab, was in unterschiedlichen Austrittsarbeiten begründet
liegt. Die Doppellage zeigt keinen Ferromagnetismus bis hinab zu 45K, wie Messungen
des magneto-optischen Kerr Eﬀekts (MOKE) belegen.
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and gadolinium (Gd). Furthermore, graphene is abbreviated by Gr.
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CHAPTER 1
Introduction
Magnetism has fascinated mankind at least since the invention of the compass by the
early Chinese civilization. The applications of magnetism are manifold and range in size
from several meters down to the nanometer regime. When reducing the dimensions, often
novel magnetic phenomena occur which cannot be deduced from the bulk counterpart [1].
Thus, the ﬁeld of nanomagnetism, which deals with nanoparticles and -wires, thin ﬁlms,
and multilayer systems, is a fertile ﬁeld for scientiﬁc research.
Small magnetic particles often occur in nature: They are found in living beings from
bacteria [2] to higher organisms, such as insects or birds [3], and allow them to orient
in the Earths magnetic ﬁeld. Fossils of magnetotactic bacteria [4] and naturally occur-
ring magnetic nanoparticles in rocks and soils contain comprehensive information about
geology, environmental conditions, and past anthropic activities [5].
Also in the view of technological applications, nanomagnetism is an integral part of to-
day's world: In medicine, it may be used for drug delivery to speciﬁc organs and tissues
[6], cancer therapy by magnetic hyperthermia [7], or magnetic resonance imaging [8].
Moreover, small magnetic structures are indispensable for magnetic recording and data
storage: The discovery of the giant magnetoresistance (GMR) eﬀect [911] made it possi-
ble to reduce the bit size in hard disk drives down to the nanometer regime [12]. Closely
related to nanomagnetism is the ﬁeld of spintronics, which wants to use the electron's spin
instead of its charge as information carrier [13, 14]. Since a pure spin current does not
produce ohmic losses, spintronics potentially oﬀers highly energy-eﬃcient logic devices.
In order to either improve existing or to develop novel nanomagnetic materials, it is
of fundamental importance to understand not only the magnetic behavior, but also the
structural and binding properties. Therefore, this thesis combines classical techniques of
surface science such as scanning tunneling spectroscopy and low energy electron diﬀraction
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with magnetic measurements by means of X-ray magnetic circular dichroism. Supported
by density functional theory calculations, a profound understanding on structure, mag-
netism, and binding of novel two-dimensional materials is obtained.
A promising material in the view of spintronics is graphene (Gr). The two-dimensional
carbon allotrope has a high electron mobility [15] and a long spin diﬀusion length [16],
which turns it into an excellent spin conductor. Since the electrons in Gr are inherently
not spin-polarized, one needs to bring Gr in contact with magnetic materials to make full
use of this potential. However, the extended d orbitals of the ferromagnetic transition
metals Fe, Co, and Ni destroy the unique band structure of Gr by forming covalent bonds
[17, 18]. Therefore, it is a promising approach to contact Gr with rare earth elements,
since most of them do not possess occupied d orbitals, and the magnetic moment carried
by the localized 4f shell is highly robust to the chemical environment.
With this in view, the intercalation of Eu underneath Gr on Ir(111) is investigated. Inter-
calation has previously been shown to be a ﬂexible means to manipulate the properties of
Gr [1923]. Furthermore, it allows to eﬃciently protect a reactive layer against oxidation
[24]. Several points motivate the choice of Eu as intercalant: First, Eu has a large mag-
netic moment of 7µB and displays magnetic order in the bulk [2527]. Second, the binding
of Eu to Gr is predominantly of ionic character and thus leaves the band structure of Gr
intact [28, 29]. Finally, the corresponding graphite intercalation compound EuC6 shows
an unusual metamagnetic behavior [30, 31]. Thus, one may conjecture also exceptional
magnetic properties for Eu intercalated Gr. Moreover, changes in magnetism when going
from the bulk compound to a single monolayer can be analyzed.
While investigating the intercalation of Eu, two side beneﬁts were discovered: First, it
became apparent that the intercalated material forms complex and appealing patterns.
Pattern formation has always fascinated surface scientists, ranging from early investiga-
tions of the Si(111) p7  7q reconstruction [32], via self-assembly of Pb on Cu(111) [33],
right up to ion beam induced pattern formation on Si [34]. Hence, it is interesting to
reveal whether novel pattern formation mechanisms are involved in the present system.
Second, it turned out that the binding of ionic adsorbates to Gr is inﬂuenced by the inter-
calation. Although similar eﬀects have been reported before [3538], the Eu intercalation
pattern with patches of intercalated and non-intercalated Gr side by side is a unique tool
to directly visualize a preferred binding to certain regions.
In addition to the interest for Gr itself in the context of nanomagnetism, the moiré pattern
of Gr with Ir(111) can serve as a template for the growth of well-ordered, monodisperse
clusters with tunable size [39, 40]. Lattices of ferromagnetic transition metal clusters
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are highly interesting in respect of their potential use in magnetic data storage devices,
since they provide a high density of well-separated magnetic domains [41]. Furthermore,
their systematic investigation allows to address several fundamental questions: How do
the magnetic properties change with the cluster size? Do the clusters show an anisotropy
as strong as the one predicted for Co dimers on Gr [42] or measured for adsorbed and
intercalated Co layers on Gr on Ir(111) [43, 44]? And ﬁnally, is there a magnetic coupling
between the clusters, since they are separated by only 2.5 nm? Moreover, it is interesting
to investigate clusters made of 4d transition metals such as Rh, Ru, or Pd which are
non-magnetic in the bulk, but have been either predicted or proven to exhibit magnetic
moments when present in the form of small clusters [45, 46].
Besides ferromagnetic metals, also ferromagnetic semiconductors such as EuO are promis-
ing materials for spintronics [47]. Previously, EuO(100) ﬁlms on Ni(100) [48, 49] and Gr
[50, 51] have been successfully investigated by our group. In this thesis, EuO is grown on
Ir(111), resulting in the formation of a EuO(111) bilayer, where the oppositely charged
Eu and O layers are stacked on top of each other. Such a polar surface orientation is
usually avoided by nature since it involves a high electrostatic energy [52, 53]. Hence, it
is inviting to discover which polarity-compensating mechanisms are at work to stabilize
the surface. Moreover, polar surfaces are of special interest since their magnetic, elec-
tronic, and catalytic properties often strongly diﬀer from the corresponding bulk material
[5456]. Whereas in the past polar oxide bilayers based on a variety of transition and
earth alkali metals have been investigated [5761], the properties of rare earth polar oxide
bilayers have never been studied up to now.
The thesis at hand is organized as follows: In Chap. 2, I introduce the fundamental
properties of the investigated materials and the basic concepts of nanomagnetism. Chap. 3
reviews the experimental techniques used in this thesis. The corresponding setups and
procedures are described in Chap. 4. In the following chapters, I present the structural
and electronic properties of intercalated Eu (Chap. 5), the impact of intercalation on the
binding of ionic adsorbates (Chap. 6), and the growth of rare earth layers on Ir(111)
(Chap. 7). Afterwards, I discuss in Chaps. 8 and 9 the magnetic properties of intercalated
and adsorbed Eu monolayers, and of diﬀerent metal cluster lattices. Results on the
polar EuO bilayer on Ir(111) are presented in Chap. 10. To conclude, a summary with
perspectives for future research is given in Chap. 11.
3
1 Introduction
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CHAPTER 2
Background
Secs. 2.1.1, 2.1.3, 2.2.3 and 2.4 are partially published in Refs. [62], [63] and [64].
In this chapter, I review the properties of the two main ingredients of this thesis, which
are (i) epitaxial Gr on Ir(111), and (ii) Eu in intercalated, adsorbed, or oxidized form.
Furthermore, I introduce the basic concepts of nanomagnetism, and give a short overview
of polar oxide surfaces.
2.1 Graphene
As shown in Fig. 2.1(a), Gr is a two-dimensional layer of C atoms arranged in a hexagonal
lattice with a two-atom basis (honeycomb lattice). The lattice constant is aGr  2.46Å.
Gr naturally occurs in graphite, where Gr layers are stacked on top of each other. By
mechanical exfoliation using a scotch tape single Gr layers can be isolated [65]. However,
this method yields only sparsely distributed and micrometer-sized Gr ﬂakes. A more
controlled and large-scale fabrication of Gr can be achieved by thermal decomposition of
SiC [66, 67], or epitaxial growth on a variety of metal surfaces [6874].
The C atoms in Gr are sp2 hybridized. Whereas neighboring sp2 orbitals overlap in-plane
to form σ bonds, the remaining pz orbitals form a delocalized pi system; its dispersion
within the ﬁrst Brillouin zone (see Fig. 2.1(b)) is shown in Fig. 2.1(c). Most prominent is
the linear dependence of the energy E on the modulus of the wave vector ~k
E  ~vF
b
k2x   k2y (2.1)
in the vicinity of the K and K' points with a Fermi velocity vF of about 106 m{s. The
peculiar band structure arises from its monoatomic thickness and the lattice symmetry of
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Figure 2.1: (a) Hexagonal crystal structure of Gr. The lattice constant aGr is indicated. (b)
First Brillouin zone of Gr with the high symmetry points Γ, M, K, and K'. (c) Electron dispersion
of the pi and pi bands within the ﬁrst Brillouin zone. The zoom shows one of the Dirac points.
Panel (c) is adapted from Ref. [15].
Gr [75]. As it resembles the dispersion of massless fermions described by the relativistic
Dirac equation, the regions around the K points are denoted as Dirac cones [15]. For
pristine Gr the occupied pi and unoccupied pi bands touch each other at the Fermi
energy (Dirac point). Since there are no other bands around EF, the density of states
(DOS) vanishes here, making Gr a zero-gap semiconductor.
Transport measurements [76] and theoretical considerations [77] show that Gr has a re-
markably high electron mobility at room temperature. Furthermore, the Dirac fermions
show in comparison to ordinary electrons new physical phenomena such as the anomalous
integer quantum Hall eﬀect [78] or Klein tunneling [79]. These extraordinary properties
caused a rapid increase in Gr research. In 2010, A.Geim and K.Novoselov were awarded
by the Nobel Prize in Physics for their groundbreaking experiments [80].
Gr has been proposed for use in versatile applications; some of them have already been
demonstrated on a laboratory scale. For example, since Gr is optically almost transparent
[81] and has a high conductivity, it is a promising candidate for transparent electrodes
needed in touchscreens and solar cells [82, 83]. In comparison to the standard material
indium tin oxide, Gr would be cheaper and more ﬂexible.
Gr can furthermore be integrated in a ﬁeld-eﬀect transistor geometry [84]. However, such
transistors cannot be eﬀectively turned oﬀ due to the absence of a band gap. To overcome
this problem for logic devices several ways of inducing a band gap have been proposed,
such as constraining Gr in one dimension by forming nanoribbons [85], biasing bilayer Gr
[86], or applying strain [87]. On the other hand, for radiofrequency applications like small
signal ampliﬁers a complete switch-oﬀ is not required. Hence, high-frequency transistors
making use of the high charge carrier mobility have been successfully fabricated [88].
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The high sensitivity of the charge carrier density of Gr to chemical doping by adsor-
bates can be exploited to build gas sensors that are able to detect single molecules [89].
Moreover, the high heat conductivity of Gr might solve heat dissipation problems in na-
noelectronics [90]. Another potential application are ultracapacitors that combine the
advantages of conventional capacitors (high speed charging) with the ones of batteries
(high energy density). Therefore, electrodes made of a material with large surface to
volume ratio and high conductivity are needed, both provided by Gr. Finally, Gr is a
promising material for spintronics which will be discussed in more detail in Sec. 2.1.4. For
a comprehensive overview of the properties and potential applications of Gr the reader is
referred to Refs. [76], [15] or [91].
2.1.1 Graphene on Ir(111)
Epitaxial Gr on Ir(111) can be grown by thermal decomposition of hydrocarbons in excep-
tionally high quality, and self-limited to a single monolayer [39, 71, 92, 93]. Two growth
methods will be presented in Sec. 4.5. In the following, I brieﬂy summarize the most
important structural and electronic properties of Gr on Ir(111).
The Moiré Unit Cell and Binding to the Substrate
Fig. 2.2(a) shows an atomically resolved STM topograph of Gr on Ir(111). The small black
dots correspond to the centers of the C rings. Additionally, due to the lattice mismatch
between Gr and Ir a superstructure arises which is called moiré and visible as bright
spots in Fig. 2.2(a). The moiré mesh consists of p10.32  10.32q Gr unit cells resting on
p9.32  9.32q Ir atoms [93], resulting in a periodicity of 2.53 nm.
Due to the varying lateral position of the C atoms with respect to the Ir lattice, one can
identify three high symmetry conﬁgurations: in an atop (fcc, hcp) area, the centers of the
C rings are located above atop (regular hollow or fcc, faulted hollow or hcp) Ir sites. In
Fig. 2.2(a) the moiré unit cell is schematically tiled by white, green, and red hexagons,
representing atop, fcc, and hcp areas. This model will be frequently used later.
The binding of Gr to Ir(111) was investigated by Busse et al. using nonlocal van der
Waals (vdW) DFT [95]. The unit cell was commensurably approximated by p10  10q
Gr honeycombs resting on p9  9q Ir atoms as shown in Fig. 2.2(b). The authors ﬁnd a
small average binding energy of -50meV per C atom indicating that the binding of Gr
to Ir is largely vdW mediated physisorption. The weak binding causes a large average
height of Gr above Ir, which was calculated to be 3.41Å, in excellent agreement with the
experimental value of p3.38  0.04qÅ determined by X-ray standing waves, and similar
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Figure 2.2: (a) STM topograph of Gr on Ir(111) p6 nm6 nmq. The moiré cell is schematically
tiled by white, green, and red hexagons, representing atop, fcc, and hcp areas. Partially adapted
from Ref. [94]. (b) Top view of the relaxed moiré unit cell obtained by vdW-DFT. The brightness
of the C atoms represents their height above the Ir substrate according to the adjacent color scale.
Adapted from Ref. [95].
to the interlayer distance in graphite of 3.36Å [96]. The weak average bonding of Gr to
Ir(111) was also conﬁrmed by X-ray photoemission spectroscopy [97].
The nonlocal vdW binding is modulated by weak chemical bonds resulting in a height
corrugation of Gr. As visible in Fig. 2.2(b), the largest distance of 3.62Å between Gr
and Ir is found in the atop regions, indicating a chemical repulsion in these areas. The
hcp and fcc regions have a lower height of 3.27Å and 3.29Å, respectively, resulting from
weak attractive chemical bonds. They arise from a slight hybridization between C 2pz
orbitals and Ir 5d3z2r2 orbitals for C atoms that sit exactly atop of Ir atoms [95]. The
weak hybridization is also visible in angle-resolved photoemission spectra [98].
Orientation of the Moiré Unit Cell
As shown in Ref. [93], the atop areas of the moiré lattice always appear as dark depressions
in a bright surrounding, or as bright protrusions in a dark surrounding depending on the
contrast. Hence, it is easy to identify them in STM. However, to distinguish between fcc
and hcp areas additional information about the sample orientation is needed.
This information can be gained by looking at equilibrated vacancy islands or stacks of
them, which occasionally remain on the Ir surface if the annealing temperature after
sputtering was not suﬃciently high. The sputtering crater with a ﬂat bottom shown
in Fig. 2.3(a) is a stack of equilibrated vacancy islands. From Ref. [99] it is known
that the longer edges of the threefold symmetric equilibrium shape correspond to t111u-
microfacetted steps, while the shorter ones correspond to t100u-microfacetted steps. This
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Figure 2.3: (a) STM topograph displaying a stack of vacancy islands resulting from sputtering
and annealing to 1200K (630 nm630 nm). The arrow is pointing in r1¯1¯2s direction perpendicular
to t111u-microfacetted ascending steps. (b) Ball model for the orientation of the Ir single crystal
(surface layer: light blue; second layer: green; third layer: dark blue). In the upper part a
vacancy island is drawn to illustrate the long t111u- and short t100u-microfacetted steps. In the
lower part, the Gr lattice (red) is put on top and the moiré unit cell is indicated.
implies a sample orientation as shown in Fig. 2.3(b) and indicated by the arrow in Fig. 2.3(a).
Putting the Gr lattice on top reveals that the moiré unit cell is oriented with the hcp area
in the upper left and the fcc area in the lower right part. As the rotational alignment of
our sample with respect to the STM is ﬁxed, this orientation will be used for the analysis
of all experiments presented in this thesis.
Pre-existing Strain
The growth of Gr on Ir(111) is conducted at high temperatures. Because of a mismatch
between the thermal expansion coeﬃcients of Gr and Ir, the Gr layer becomes compres-
sively strained during cool down to room temperature. A signiﬁcant part of this strain
relaxes by formation of one-dimensional wrinkles. However, even at room temperature a
small residual compressive strain is left [100].
A detailed picture of the strain release process is shown in Fig. 2.4 which is adapted
from Ref. [101]: During cool down from the growth temperature (A) the Gr layer builds
up compressive strain until the strain energy is large enough to overcome the activation
energy for wrinkle formation at point B. This happens approximately 400K below the
growth temperature. The wrinkles nucleate between B and C, and grow from C to D,
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Figure 2.4: Interplay of compression/expansion of the Gr lattice and wrinkle formation during
a cycle of cooling (A to D) and heating (D to F). The gray arrows indicate the thermal com-
pression/expansion of the Ir substrate. The remaining strain in the Gr layer is indicated by the
colors shown on the left side. Taken from Ref. [101].
while the Gr lattice remains slightly compressed compared to the graphite lattice constant
at the same temperature. Heating the sample again leads ﬁrst to an expansion of the Gr
lattice (D to E), while the wrinkles are stretched out only between E and F. After complete
disappearance of the wrinkles at point F the Gr layer is again stretched by the expanding
Ir lattice, resulting in tensile strain when going above the original growth temperature.
2.1.2 Graphene as Cluster Template
The moiré pattern of Gr on Ir(111) can be used as a template for the growth of cluster
lattices [39, 40]. Fig. 2.5 shows STM topographs after deposition of the indicated metals
onto Gr ﬂakes on Ir(111). As visible in Figs. 2.5(a) and (b), Ir and Pt clusters grow close
to perfection. The clusters are oriented with their (111) planes parallel to the substrate
surface, and their x11¯0y parallel to the x11¯20y directions of Gr [40]. The atomic structure
has been studied in detail in Ref. [102] by surface X-ray diﬀraction.
The mechanism of cluster formation is provided by rehybridization of Gr from its sp2
conﬁguration to diamond-like sp3 beneath and in the vicinity of the clusters [103, 104].
The rehybridized C atoms bind with their fourth bond alternately to Ir atoms below and
cluster atoms above, thereby locally reducing the average Gr height above Ir from 3.4Å to
2.1Å. As this is only possible where Ir atoms are directly located below C atoms, the en-
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Figure 2.5: STM topographs of Gr ﬂakes covered with diﬀerent metal clusters grown at room
temperature except for (f). The deposited amounts are given in monolayers with respect to
Ir(111). (a) 0.20 ML Ir. (b) 0.25 ML Pt. (c) 0.77 ML Fe. (d) 0.10 ML Ir plus 0.70 ML Fe. (e)
0.10 ML Ir plus 0.45 ML Co. (f) 0.45 ML Re deposited at 200K. Image sizes are p800 nm800 nmq
for (a) - (c) and (f), and p500 nm 500 nmq for (d) - (e). Panels adapted from Ref. [40].
ergetically preferred adsorption sites are the hcp regions. The rehybridization mechanism
is experimentally supported by X-ray photoemission spectroscopy [94].
The ability to form clusters strongly depends on the deposited material. For example Fe
does not form a well-ordered cluster lattice as shown in Fig. 2.5(c). Zhou et al. suggested
that a high metal-C bond strength, which can be estimated from the metal-C bond
dissociation energy, is an indicator for cluster formation [105].
Nevertheless, well-ordered clusters can also be grown for materials with weak metal-C
bonds, either by seeding with small Ir or Pt clusters (see Figs. 2.5(d) and (e) for Fe and
Co), or deposition at low temperatures as shown for Re in Fig. 2.5(f) [40].
2.1.3 Intercalation Underneath Graphene
In chemistry, intercalation describes the incorporation of atoms or molecules into a chem-
ical compound without essentially changing its structure. The most common examples
are graphite intercalation compounds (GIC) [106]. In these compounds the intercalants
(often alkali metals) are located between the Gr layers. GIC are classiﬁed by a stage
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n denoting the number of Gr layers between adjacent intercalation layers. Staging is a
general phenomenon in GIC, even for very dilute concentrations of the intercalants.
Intercalation into graphite can eﬀectively change the physical properties of the host ma-
terial: As the free charge carrier concentration in graphite is very low, doping by the
intercalants permits a wide variation of the charge carrier concentration, and thus of
the electrical, thermal, and magnetic properties [106]. For example, AsF5Cx has a room
temperature conductivity exceeding that of Cu [107]. Furthermore, several GIC are su-
perconducting as for example CaC6 with a critical temperature of 11.5K [108].
Intercalation is not restricted to graphite, but also intercalation of gases, semiconductors,
or metals underneath epitaxial Gr on a substrate has become an intensively studied topic
[19]. This strong interest is driven by several eﬀects, some of which I want to illustrate:
 Decoupling from the Substrate
The interaction between Gr and its supporting substrate can be modiﬁed by in-
tercalation [20, 21, 109112]. For example, electronic decoupling has achieved by
intercalation of H under Gr on SiC(0001) [21]. The decoupling can be utilized for
an enhanced device performance in Gr transistors [112]. Chemical decoupling and
thereby exfoliation of epitaxial Gr was realized by Br2 intercalation [113, 114].
 Container for Chemical Reactions
Reactions occurring in a nano-sized space are often inﬂuenced by conﬁnement eﬀects
[115]. To investigate such reactions the conﬁned space underneath Gr on Ru(0001)
or Pt(111) has been considered as a suitable container [22, 116, 117].
 Protection against Oxidation
To be able to use thin epitaxial layers under ambient conditions it is important
to protect them against contamination from the environment. In this context, it
has been shown that an intercalated Fe layer can be eﬃciently protected against
oxidation by the covering Gr sheet [24].
 Doping of Graphene
Intercalation provides a ﬂexible means to drastically modify the chemical potential
of the Dirac electrons. For the shift of the Dirac point energy ED with respect to
the Fermi level EF a range from ED  0.8 eV by p-doping through F intercalation
[23] to ED  1.5 eV by n-doping through Eu intercalation [63] is obtained. The
span of 2.3 eV is about an order of magnitude larger than the span of 0.2 eV typically
achieved by gating of Gr [36].
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2.1.4 Magnetism and Graphene
Since C atoms do not carry magnetic moments, pristine Gr is intrinsically diamagnetic
just like graphite [118]. However, motivated by the observation of room temperature
ferromagnetism in proton irradiated graphite [119], it has been calculated that single-atom
defects in Gr give rise to localized states at the Fermi level [120] which carry a magnetic
moment on the order of 1µB [121]. The moments are even larger in the presence of H or
N close to the vacancies [122, 123]. The coupling between the defects depends on their
distribution on the two Gr sublattices [121].
In addition to vacancies also doping of Gr with B or N can induce magnetic moments
which favor ferromagnetic coupling. This makes such a material an interesting candidate
for metal-free ferromagnets [124]. Furthermore, the adsorption of H [125], C [126], or N
[127] is expected to lead to the occurrence of magnetic moments in Gr.
Beside such static eﬀects Gr is also a promising material concerning spin transport due
to its long spin relaxation length arising from two reasons: First, the spin-orbit coupling
- originating from the interaction of the electron spin with the magnetic ﬁeld generated
by the nucleus moving in the electron's rest frame - scales with the fourth power of
the proton number. Therefore, it is expected to be small in the light element C [128,
129]. In addition to this relativistic eﬀect, the electron spin interacts with the magnetic
moment of the nucleus, which is known as hyperﬁne interaction. As the dominating
isotope 12C has spin zero, the hyperﬁne interaction plays only a marginal role in Gr [130,
131]. Together with the high charge carrier mobility, the low spin-orbit and hyperﬁne
interactions cause that a spin-polarized current can travel a long distance in Gr without
loosing its polarization. Experimentally, ballistic spin transport over several micrometers
at room temperature [16, 132, 133] and more than 100 µm at 2K [134] has been reported.
In the context of Gr based spintronic devices often nanoribbons are discussed: While
armchair nanoribbons are non-magnetic, the edge states in zigzag ribbons show a magnetic
order, which is ferromagnetic along the edges, and antiferromagnetic between opposite
edges as shown in Fig. 2.6(a) [136]. Concerning the LDOS, this means that on both sides
of the ribbon the majority and minority spins are separated by a band gap as shown
in Fig. 2.6(b). As sketched in Fig. 2.6(c), when applying a transversal electrical ﬁeld the
LDOS shifts on both sides of the ribbon in opposite directions [137]. In this half-metallic
state, the system is metallic for one spin direction and insulating for the other one. If
realized in practice, this device would oﬀer an easy way to control spin transport.
Alternatively, Gr nanoribbons have been proposed as magnetoresistive junctions, which
are of importance as magnetic ﬁeld sensors, needed for example in read heads of hard
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Figure 2.6: (a) Model for inducing half-metallicity in a zigzag nanoribbon by an electric ﬁeld.
(b) Schematic spin-resolved LDOS for the opposite edges without applied ﬁeld. (c) A ﬁeld across
the ribbon selectively closes the band gap for spin down electrons. Adapted from Ref. [135].
disk drives. Such devices - conventionally built of two ferromagnets separated by a
non-magnetic spacer - show a large change in electric resistance depending on the rel-
ative orientation of the magnetization of the two ferromagnetic layers [138]. For a zigzag
nanoribbon between two ferromagnetic contacts a high magnetoresistance ratio has been
predicted [139]. Here, the low resistance state corresponds to the parallel conﬁguration
where the moments at the edges are coupled ferromagnetically (Fig. 2.7(a)), while in the
antiparallel conﬁguration a domain wall with high resistance develops (Fig. 2.7(b)).
(a) (b)
low resistance high resistance
Figure 2.7: Model for a magnetoresistive device: A zigzag nanoribbon connects two ferromag-
netic contacts. The low and high resistance conﬁgurations are shown. Adapted from Ref. [135].
A way to achieve spin dependent transport in an extended Gr sheet is to put it in close
proximity to a ferromagnetic insulator. Via the magnetic proximity eﬀect, an exchange
splitting will be induced in Gr (see Fig. 2.8(a)). In this context, EuO has been predicted
as a suitable material inducing an exchange splitting of about 5meV [140]. By appropriate
doping or gating (see Fig. 2.8(b)) the Fermi level can be adjusted such that only one spin
orientation contributes to the conduction.
Another way for eﬃcient spin ﬁltering has been proposed for multilayer Gr embedded
between two Ni(111) or Co(0001) layers. As the electronic structures of Gr and metal
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Figure 2.8: Band structure of Gr around the K point. (a) Exchange splitting induced by the
magnetic proximity eﬀect. (b) After appropriate n-doping only the spin down channel contributes
to the transport. (c) Rashba splitting induced by an electric ﬁeld.
overlap in reciprocal space only for one spin direction, perfect spin ﬁltering can be achieved
[141]. The formation of chemical bonds between Gr and metal could be prevented by
intercalation of a separating Au or Cu layer.
spininjector spindetector
ferro-magnet
off
on 
E
v
B
two-dimensional electron gas ferro-magnet
gate
Figure 2.9: Scheme of a spin ﬁeld eﬀect transistor. Source and drain (spin injector/detector) are
ferromagnets with parallel magnetization. The injected spin-polarized electrons travel through
the two-dimensional electron gas while their spins precess around the eﬀective magnetic ﬁeld ~B,
which is tunable by the gate voltage. The current is large if the spins point at the drain in the
initial direction (on), and small if the direction is reversed (oﬀ). Adapted from Ref. [14].
A splitting of the Dirac cone may not only be achieved by a magnetic, but also by an
electric ﬁeld (Rashba eﬀect [142]). As the inversion symmetry is broken perpendicular to
the surface, a term in the form of an electric ﬁeld ~E has to be added to the Hamiltonian.
As relativistic consequence, an electron moving with velocity ~v experiences an eﬀective
magnetic ﬁeld ~B perpendicular to ~v and ~E. By spin-orbit coupling ~B causes a momentum-
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dependent splitting of the Dirac cone (see Fig. 2.8(c)). Experimentally, a large Rashba
splitting has been observed for Au intercalated Gr on Ni(111) [20, 143].
The Rashba splitting can be controlled by an external electric ﬁeld [144] which opens the
way to a spin ﬁeld eﬀect transistor [14, 145]. As shown in Fig. 2.9, spins injected from
a ferromagnetic layer precess around the eﬀective magnetic ﬁeld and are detected by a
second ferromagnetic layer. The spin rotation angle during the time of ﬂight is controlled
by a gate voltage. For parallel spin alignment at the detector a low resistance is achieved
(on), while the resistance is high for antiparallel alignment (oﬀ). Semenov et al. proposed
a similar mechanism with a ferromagnetic dielectric between Gr and gate. Here, not the
Rashba interaction, but the exchange interaction with the dielectric is tuned by the gate
voltage [146]. To conclude, I refer the reader to Ref. [135] for a comprehensive overview
of the magnetic properties of Gr and their potential applications.
2.2 Europium
Eu is the chemical element with the atomic number 63. It is a member of the lanthanide
series and therefore belongs to the rare earths. Pure Eu is a silverly, white metal and
crystallizes in the bcc crystal structure with a lattice constant of 4.582Å [147]. Eu has the
ground state electron conﬁguration [Xe]4f76s2. According to the Hund's rules all spins in
the half-ﬁlled 4f shell are parallelly aligned resulting in a high magnetic moment of 7µB.
As shown by Mössbauer spectroscopy, metallic Eu is divalent such that the magnetic
moment of the atom is preserved in the bulk [148].
2.2.1 Magnetism of Bulk Europium
First evidence for magnetic ordering in metallic Eu below around 90K was found in 1960
by anomalies in the magnetic susceptibility [149], electrical resistivity [150], and later
also in the heat capacity [151]. Using neutron diﬀraction, Olsen, Nereson, and Arnold
determined the order to be an antiferromagnetic helical structure [2527] as depicted in
Fig. 2.10. The spins order ferromagnetically within the t100u planes of the bcc crystal
structure, but form spirals along the x100y directions. Such a structure has a vanishing
net magnetic moment and is therefore antiferromagnetic. There are six diﬀerent domains
(three spatial directions each with two helicities), which occur in equal proportions.
At the Néel temperature TN the spiral is commensurate with a pitch of 3.5 Eu lattice con-
stants aEu corresponding to a turning angle of 51.4 between neighboring p100q planes. At
lower temperatures the periodicity of the spiral slightly increases to 3.6aEu (corresponding
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Figure 2.10: Helical spin structure of bulk Eu (commensurate phase at TN). The upper part
shows the spin arrangement on the bcc lattice. Two unit cells along the r100s direction are
shown. For better visibility, in the lower part only one atom per p100q plane is depicted.
to a smaller turning angle of 50), thus making the spin structure incommensurate with
respect to the crystallographic lattice.
As for most rare earth materials, the magnetic behavior of Eu is governed by the localized
4f magnetic moments interacting indirectly with each other through the sea of delocal-
ized 5d and 6s valence electrons. This type of magnetic coupling is known under the
name Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [152154]. As proposed by
Andersen et al., the wave vector of the spin spiral is given by a nesting vector ~kn, i.e.,
a vector connecting approximately parallel sheets of the Fermi surface [155]. It can be
shown that a helical array with a wave vector equal to ~kn is the minimum energy state
[156]. Using DFT calculations of the Fermi surface, the nesting vector corresponding to
the experimentally observed helix pitch has been identiﬁed [157].
2.2.2 Europium Graphite Intercalation Compounds
The ﬁrst stage Eu GIC EuC6 was ﬁrst investigated in 1980 by El Makrini et al. [158]. The
samples were prepared by heating an HOPG single crystal and Eu metal under vacuum
at 723K for 20 days. Despite the long reaction time the intercalation stayed superﬁcial
so that only 25% of the sample were intercalated. Later experiments have shown that
17
2 Background
the intercalation yield can be enhanced by using very small samples [159] or intercalation
from a molten Li-Eu alloy [160, 161].
The crystal structure of EuC6 is depicted in Fig. 2.11(a). Using X-ray diﬀraction, the
in-plane arrangement of the Eu atoms was found to be a p?3 ?3qR30 structure with
respect to the honeycomb lattice of graphite, whereby the Eu atoms are located above
the centers of the C rings. The interlayer stacking of the Eu atoms follows the hcp
crystal structure. Upon intercalation the distance between two adjacent graphite layers
is increased from 3.36Å for pristine graphite to 4.87Å [158].
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Figure 2.11: (a) Crystal structure of the ﬁrst stage Eu GIC EuC6 (adapted from Ref. [159]). (b)
Magnetization loops at 4.2K for a magnetic ﬁeld applied within (red) and perpendicular (blue)
to the basal planes of graphite (adapted from Ref. [31]). For the in-plane ﬁeld four diﬀerent
regions of the magnetization loop are labeled with (i) - (iv).
Suematsu et al. investigated the magnetic properties of EuC6 using pulsed ﬁelds up to 40T
[162]. Two characteristic magnetization curves taken at 4.2K are shown in Fig. 2.11(b) for
an external ﬁeld applied in-plane (red) and out-of-plane (blue) with respect to the graphite
layers. For an out-of-plane ﬁeld, the magnetization increases rather linear and saturates
at around 30T. In contrast, for a magnetic ﬁeld applied in-plane, the magnetization loop
consists of four diﬀerent regions which are denoted as (i) -(iv) in Fig. 2.11(b):
(i) In the initial magnetization region up to 2.2T the magnetization steeply increases
with the applied magnetic ﬁeld. A substructure of this region was reported in
Ref. [159], but has not been analyzed in the subsequent literature.
(ii) The magnetization only slightly increases between 2.2T and 8.2T thereby forming
a broad plateau at about 2.5µB.
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(iii) Between 8.2T and 20.5T the magnetization increases linearly following a line that
crosses the origin.
(iv) Above 20.5T the magnetization saturates at a value of about 6.5µB.
Such a complex magnetization behavior is indicative for the phenomenon of metamag-
netism which denotes that the magnetic ordering of a material changes with the magnitude
of the applied ﬁeld. From temperature dependent magnetization loops as in Fig. 2.11(b),
the magnetic phase diagram shown in Fig. 2.12 has been derived [30, 31].
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Figure 2.12: Magnetic phase diagram of EuC6 for ﬁelds applied within the basal planes of
graphite. The diﬀerent spin arrangements are schematically depicted. Adapted from Ref. [31].
In the low ﬁeld range neighboring spins always enclose angles of 120. This is a typical
ground state for a frustrated antiferromagnet on a triangular lattice [163]. When applying
higher ﬁelds the 120 order changes to ferrimagnetic order, i.e., two of three spins align
parallel and one antiparallel to the magnetic ﬁeld. This yields a magnetization of one third
of the value for fully aligned moments, and thus explains the plateau in the magnetization
curves. A further increase of the ﬁeld changes the spin structure to a canted spin state,
which shows a linear magnetization behavior. It was shown by magnetoresistive measure-
ments that this canted state actually consists of two slightly diﬀerent ordering types as
shown by the dashed line in Fig. 2.12 [31]. Finally, for very high magnetic ﬁelds the order
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turns to be ferromagnetic. Above a temperature of 40K the system stays paramagnetic
for all applied magnetic ﬁelds.
The magnetic interaction between the localized Eu 4f moments is dominated by RKKY
interactions within the highly conductive graphite planes [30, 164]. Sakakibara et al.
showed that antiferromagnetic nearest neighbor (NN) coupling (J0) and ferromagnetic
next nearest neighbor (NNN) coupling (J1) within the Eu planes, as well as a small
ferromagnetic interlayer (IL) coupling (J 1), and four-spin interactions are necessary to
explain the metamagnetic behavior [165167]. Based on the resulting Hamiltonian
H  J0
¸
NN
~Si~Sj  J1
¸
NNN
~Si~Sj  J 1
¸
IL NN
~Si~Sj  gµB
¸
i
~Si ~H B
¸
NN
p~Si~Sjq2
 K
¸
4 spins
pp~Si~Sjqp~Sk ~Slq   p~Si~Slqp~Sj ~Skq  p~Si~Skqp~Sj ~Slqq (2.2)
Chen et al. established the diﬀerent spin conﬁgurations of the magnetic phase diagram
by Monte Carlo simulations [31]. Furthermore, the zero-ﬁeld 120 spin order was experi-
mentally conﬁrmed by muon spectroscopy [161].
2.2.3 Europium Oxide
Eu is the most reactive element of the rare earths and has several oxides [168]. Preferen-
tially, the sesquioxide Eu2O3 is formed, which is non-magnetic as it contains only Eu3 
ions with J  0. However, under limited O feed also the monoxide EuO with 2+ valency
can be prepared. EuO crystallizes in the rocksalt structure with a lattice constant of
5.144Å [47] and has an ionic character with Eu2  and O2 ions. EuO belongs to the rare
class of ferromagnetic semiconductors and has a Curie temperature of TC  69 K. While
the band gap is 1.1 eV above TC [169], EuO shows upon appropriate doping a semicon-
ductor to metal transition when cooling below TC [170]. Due to its high spin polarization
in the ferromagnetic state [47], EuO is an attractive material for semiconductor-based
spintronic devices [171, 172]. Beside this, EuO shows further interesting eﬀects such
as a colossal magnetoresistance (CMR) eﬀect [173], photoconductivity [174], and large
magneto-optical eﬀects [175, 176].
As the 4f7 ground state - corresponding to a pure spin moment of 7µB - is spherically
symmetric, the magnetic exchange interactions are isotropic. Therefore, EuO is a typical
material for which the Heisenberg model with the eﬀective Hamiltonian
H  
¸
i,j
Jij ~Si~Sj (2.3)
20
2.3 Nanomagnetism
can be applied [177]. The most important exchange mechanism in EuO is an indirect
exchange between NN Eu atoms, consisting of virtual transitions of 4f electrons to 5d or 6s
orbitals [177, 178]. It can be represented by an exchange constant J1, whereby the sum in
Eq. 2.3 has to be taken over NN atoms. Additional contributions come from superexchange
between NNN Eu atoms mediated by O p electrons [177]. The corresponding sum in
Eq. 2.3 has to be taken over NNN atoms using an exchange constant J2. Inelastic neutron-
scattering studies on EuO single crystals determined J1 and J2 to be both ferromagnetic
[179], whereby J2 is much smaller than J1 [178]. For a comprehensive overview of the
properties of EuO the reader is referred to Refs. [29] and [180].
2.3 Nanomagnetism
In this section, I explain why the magnetic properties at the nanoscale often diﬀer from
the bulk properties. This has mainly three reasons: First, the magnetic moments change
when going from a single atom to the bulk. Second, the magnetic anisotropy depends
on size and geometry of the sample. Third, small particles consist of single magnetic
domains, which leads to the phenomenon of superparamagnetism.
2.3.1 Magnetic Moments
An atom with total electron spin ~S has a magnetic spin moment of
~mS  gS
~S
~
µB (2.4)
Herein, µB is the Bohr magneton, which is deﬁned as
µB  e~
2m
(2.5)
with the elementary charge e, the reduced Planck constant ~ and the electron massm. The
spin Landé factor gS equals 2, or more accurately about 2.002319 according to quantum
electrodynamics [181]. Analogously, the total electron orbital angular momentum ~L of an
atom is related to a magnetic orbital moment of
~mL  gL
~L
~
µB (2.6)
with the orbital Landé factor gL  1. In this thesis, only projections of ~mS and ~mL onto
the quantization axis are considered and denoted as mS and mL omitting the usual index
z. In the following, I exemplarily discuss the magnetic moment of Co: An isolated Co
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atom has seven electrons in the 3d level. According to Hund's rules ﬁve spins point up and
two spins down (see Fig. 2.13(a)), which results in a spin moment of mS  3µB. The two
spin down electrons (Lz  2 and Lz  1) yield an orbital moment of mL  3µB. However,
for bulk Co only a spin moment of about 1.6µB, and a very small orbital moment of about
0.15µB are measured [182].
dxy dxz dyz
dz² dx²-y²3d
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Figure 2.13: (a) Occupation of the 3d orbitals for Co according to Hund's rules. (b) Crystal
ﬁeld splitting for octahedral symmetry. Note that for large crystal ﬁeld splittings one spin up
electron from the eg orbitals might alternatively occupy a t2g orbital with spin down, resulting in
a total spin moment of only 1µB (low spin state). (c) Schematic spin-dependent DOS according
to the Stoner model of ferromagnetism.
First, I address the quenching of mL: The orbital angular momentum Lz is a good quan-
tum number for an isolated atom as the Coulomb potential between electron and nucleus
is rotationally invariant. However, this is not the case when the electrons feel the poten-
tial from a surrounding crystal. In consequence, states with diﬀerent Lz couple to new
eigenstates which are linear combinations of the atomic orbitals as shown in Fig. 2.13(b)
(crystal ﬁeld splitting) [183]. For the common octahedral crystal ﬁeld symmetry, the new
orbitals do not carry orbital angular momentum so that mL is fully quenched. Deviations
from the perfect symmetry lead to a partial quenching of mL.
To understand the reduced spin moment one has to proceed from the localized atomic
levels to a band description as sketched in Fig. 2.13(c). In the itinerant model, the 3d
bands consist of two sub-bands for spin up and down electrons. If electrons are transferred
from the spin down to the spin up band, the system gains exchange energy. However,
emptying one sub-band in favor of the other increases the kinetic energy. The correspond-
ing energy cost is the smaller the higher the DOS DpEFq at the Fermi edge, while the gain
in exchange energy is larger the higher the exchange interaction I. This can be quantiﬁed
in the Stoner criterion [184]: If the product 2IDpEFq is greater than 1, the sub-bands
shift with respect to each other resulting in ferromagnetism. Otherwise, there will be no
22
2.3 Nanomagnetism
spin-dependent shift and the metal stays non-magnetic. Note that a charge transfer from
the 4s to the 3d band can additionally inﬂuence the magnetic moments.
Based on this knowledge, one can understand why the magnetic moments of nanostruc-
tures diﬀer from the bulk ones. First, the quenching of the orbital moment is partially
lifted as the coordination is lowered [185, 186]. Second, the electronic structure of small
particles diﬀers from the bulk counterpart due to conﬁnement eﬀects [1, 187]. Further-
more, a charge transfer to the substrate may inﬂuence the ﬁlling of the magnetic bands.
2.3.2 Magnetic Anisotropy
The exchange interaction that couples the magnetic moments in a ferromagnet is isotropic,
i.e., independent of the spin orientation relative to the bond direction. Consequently, it
does not cost energy to rotate two spin moments in space as long as they stay parallel or
antiparallel with respect to each other. Nevertheless, the magnetization behavior usually
depends on the orientation of the sample. Often materials show an uniaxial magnetic
anisotropy, i.e., the magnetization aligns preferentially along particular directions (easy
axes). The magnetic energy can be expressed in the form
E  KV sin2 φ, (2.7)
where V is the sample volume, K ¡ 0 the anisotropy constant, and φ the angle between
easy axis and magnetization. If K is negative, the lowest energy term does not determine
the direction of the easy axes within the basal plane, and higher-order terms depending on
the crystal system are needed. Magnetic anisotropy has diﬀerent reasons, some of which
are listed below; a comprehensive overview can be found in Refs. [188] and [189].
 Magnetocrystalline Anisotropy
For isotropically shaped bulk samples the magnetic anisotropy essentially arises from
the crystal lattice. The orbital angular moment is usually tightly ﬁxed to the crystal
lattice [190], while the spin moment is coupled to the orbital moment via spin-orbit
coupling. In consequence, the magnetization preferentially aligns along certain high
symmetry directions of the crystal.
 Surface and Interface Anisotropy
The local breaking of symmetry at a surface or interface induces corrections to the
magnetocrystalline anisotropy [191, 192]. Their direction is in general complicated
to predict, and depends strongly on the electronic details of the system.
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 Magnetoelastic Anisotropy
As previously discussed, the spin is coupled to the lattice. Therefore, also lattice
deformations due to strain have inﬂuence on the magnetic anisotropy [193].
 Shape Anisotropy
In contrast to the exchange interaction, the dipolar interaction depends on the
orientation of the magnetic moments with respect to their connection vector. This
causes for example magnetic moments to lie within a planar sample, or to point along
the long axis of a thin rod. An alternative, but equivalent formalism introduces the
shape anisotropy as a way to reduce the stray ﬁeld of the sample.
Based on these eﬀects, one can explain why the anisotropy strongly diﬀers between bulk
samples and nanostructures. (i) The crystal structure of small particles often diﬀers from
the bulk one. For example, epitaxial Co can grow either in hcp or fcc structure, resulting
in diﬀerent magnetocrystalline anisotropies [194]. (ii) Small particles or thin layers have
a high surface contribution so that the surface anisotropy can easily dominate the bulk
term [195]. (iii) A lattice mismatch with respect to the substrate may induce substantial
strain in a thin ﬁlm, giving rise to a strong magnetoelastic anisotropy [38, 196]. (iv)
Small particles and especially thin layers are often more anisotropically shaped than bulk
samples and have thus a higher shape anisotropy.
2.3.3 Superparamagnetism
Although the exchange interaction of a ferromagnet favors all spins to be parallelly aligned,
such a single-domain state has a high magnetostatic energy stored in the stray ﬁeld [197].
As a consequence, the sample will split into magnetic domains to minimize the stray ﬁeld.
However, thereby domain walls have to be introduced, which also cost energy. One can
estimate a critical radius Rc below which the energy gain by reducing the stray ﬁeld is
smaller than the energy cost for introducing a domain wall [197]. Consequently, a particle
with radius r   Rc adapts a single-domain state. Typical values of Rc lie in the order of
10 - 100 nm depending on the material.
When trying to reverse the magnetization of a single-domain particle usually all atomic
moments rotate in a coherent fashion. Thus, one can associate a superspin to the particle,
in analogy to the spin of a single atom. The magnetization behavior can be described
using the Stoner-Wohlfarth model [198200]. The model assumes a particle with uniaxial
magnetic anisotropy and eﬀective anisotropy constant K. The superspin is represented
by the saturation magnetization ~Ms, and restricted to the plane containing the magnetic
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Figure 2.14: (a) Ellipsoidal single domain particle with uniaxial anisotropy. The magnetization
~Ms and the external magnetic ﬁeld ~B form angles φ and θ with the easy axis, respectively. (b)
Without applied ﬁeld the magnetization has two energetic minima along the easy axis which are
separated by a barrier of height ∆E  KV . (c) Schematic energy landscape for an increasing
ﬁeld along the easy axis (θ  0). The magnetization suddenly reverses at the switching ﬁeld
(3). (d) Hysteresis for diﬀerent angles θ. The points of the four diagrams in (c) are indicated.
ﬁeld ~B and the easy axis of the particle. Therefore, the whole system is represented by
the angles φ between magnetization and easy axis, and θ between applied ﬁeld and easy
axis (see Fig. 2.14(a)). The energy of the system is given by
E  KV sin2 φMsV B cos pθ  φq , (2.8)
where the ﬁrst term is the magnetic anisotropy energy, and the second one the Zeeman
energy. Without applied ﬁeld there are two degenerate energy minima at φ  0 and
φ  180 (see Fig. 2.14(b)). The minima are separated by an energy barrier ∆E  KV .
If the barrier is on the order of the thermal energy kBT or smaller, spontaneous switching
of the superspin can occur. The mean time between two ﬂips is called Néel relaxation
time τN, and given by the Néel-Arrhenius equation [201]
τN  τ0 exp

KV
kBT


. (2.9)
The prefactor τ0 is the inverse attempt frequency to surmount the energy barrier. The
observed magnetic behavior depends on the measurement time τm: If τm is longer than τN,
the superspin will ﬂip several times during the measurement so that the net magnetization
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averages to zero (superparamagnetic regime). If τm is shorter than τN, the superspin stays
in its initial conﬁguration during the measurement (blocked regime).
Keeping the measurement time and the particle volume constant, the transition between
superparamagnetic and blocked state occurs as a function of temperature. The tempera-
ture at which τm equals τN is called the blocking temperature
TB  KV
kB ln

τm
τ0
	 . (2.10)
For a typical measurement time of 100 s and an attempt time of 109 s, the value of the
logarithm is about 25. Eq. 2.10 has an important consequence for magnetic data storage,
where information shall be stored in particles with small V for long times τM at room
temperature. Consequently, one needs materials with high anisotropy constant K.
The two magnetic regimes of a single-domain particle correspond to two types of magne-
tization curves: In the superparamagnetic state the loops appear closed and S-shaped as
for an ordinary paramagnet. In the case of vanishing anisotropy, the projection M of the
magnetization onto the ﬁeld direction is given by the classical Langevin function
MpBq Ms

coth

MsB
kBT


 kBT
MsB


. (2.11)
The initial slope of MpBq is the zero-ﬁeld susceptibility χ, which is given by
χ  M
2
s
3kBT
. (2.12)
The equation shows that the zero-ﬁeld susceptibility of a superparamagnet is much higher
than of an atomic paramagnet as the superspin Ms is much larger than a single spin.
In the blocked regime, for non-vanishing anisotropy hysteresis occurs as for a conventional
ferromagnet. The corresponding curves can be derived by calculating the component of
~Ms from the set of angles φ that minimize Eq. 2.8 for diﬀerent ﬁeld magnitudes B at a
given angle θ. Some example curves are show in Fig. 2.14(d). The loop is broadest for
θ  0, and gets thinner as θ increases, till it collapses into a single line for θ  90.
2.4 Polar Oxide Surfaces
In ionic crystals, surface orientations terminated by alternating layers of positively and
negatively charged ions are called polar surfaces [52] and have been subject of intense
work for the last decades [53, 202, 203]. As the elementary building blocks are double
layers, each bearing a net dipole moment, their consecutive stacking would result in an
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Figure 2.15: Plate capacitor model of a polar surface with layers separated by d and carrying
each a surface charge density σ. The electric ﬁeld E (solid line) and the electrostatic potential
V (dashed line) are sketched. (a) In the ideal case V diverges with increasing number of layers.
(b) V averages to zero by reducing σ in the two outermost layers. Adapted from Ref. [204].
inﬁnite increase of the electrostatic potential and the corresponding surface energy as
shown in Fig. 2.15(a). Evidently, such ideal polar surfaces cannot exist.
Nevertheless, polar surfaces can be prepared experimentally as nature avoids the trun-
cated bulk situation through a variety of structural and electronic surface modiﬁcations
that supply compensating surface charges [202]. For example, an octopolar p2 2q recon-
struction - removal of 75% of the topmost and 25% of the second layer atoms by forming
{100} nanofacets (see Fig. 2.15(b)) - is suitable to fully release the polarity [205]. This
type of reconstruction occurs for a number of diﬀerent oxides [206209], but also a variety
of other reconstructions has been observed [210]. Moreover, adsorption of light elements
[211] or hydroxyl groups [212, 213] can supply charge and thus stabilize the surface.
In ultrathin polar ﬁlms, the electrostatic contribution to the surface energy does not
diverge as the number of double layers is limited, with the low thickness limit being
just a single bilayer. Correspondingly, the existence of uncompensated polarity has been
theoretically predicted for such ﬁlms [214]. However, up to now it was invariably found
that also for ultrathin polar ﬁlms a lowering of the energy associated with the dipole layer
takes place. To mention a few examples, for an FeO(111) bilayer on Pt(111) a strong
reduction of the interlayer spacing was measured [215, 216], for a MgO(111) bilayer on
Ag(111) an in-plane expansion reducing the surface charge density as well as a metalization
of the bilayer was reported [54], and for a NaCl(111) trilayer on Al(111) a change of the
ionic valence state of the Na ions was calculated [217].
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CHAPTER 3
Experimental Methods
In this chapter, I brieﬂy summarize the basic concepts of the experimental techniques
used in this thesis. For more detailed reviews of the methods, references to corresponding
articles are given in each section.
3.1 Scanning Tunneling Microscopy
In scanning tunneling microscopy (STM) a sharp tip is located a few Ångström above a
sample surface [218]. A bias voltage Us applied to the sample causes a tunneling current
I to ﬂow between tip and sample. By piezo actuators the tip is laterally scanned over
the surface while a feedback loop regulates the vertical distance such that the tunneling
current stays constant. The control voltage is plotted for imaging.
A comprehensive overview about the theory of STM can be found for example in Ref. [219].
Here, I restrict myself to a simple one-dimensional model as depicted in Fig. 3.1, which is
suﬃcient to derive two work function measurements techniques used in this thesis. Within
this model, a negative sample bias voltage Us enables tunneling of electrons from occupied
sample states between EF,seUs and EF,s into unoccupied tip states through a trapezoidal
barrier. The main contribution comes from electrons close to the sample Fermi edge EF,s
as the tunneling probability is exponentially suppressed for electrons with lower energies.
Within the Wentzel-Kramers-Brillouin (WKB) approximation the distance dependence of
the tunneling current can be approximated [220] as
Ipzq9 exp

k
a
Φ¯z
	
(3.1)
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Figure 3.1: One-dimensional model of the tunneling barrier in STM. A bias voltage Us is
applied to the sample that has a work function Φs (correspondingly Φt is the work function
of the tip). Electrons from the sample Fermi edge tunnel through the trapezoidal barrier with
apparent height Φ¯ into unoccupied tip states. A potential regarding image potential eﬀects is
indicated by a dotted line. Adapted from Ref. [204]
with the constant k  2
?
2m
~  1.025 eV
1
2Å
1
. Herein, m is the free electron mass. The
apparent barrier height depends on the work functions of sample and tip and is given by
Φ¯  Φs   Φt  eUs
2
. (3.2)
Herein, the inﬂuence of a Coulomb-like image potential from surface charges induced by
the tunneling electrons (indicated by a dotted line in Fig. 3.1) is neglected. Although an
exact treatment of this potential is diﬃcult [221], it reduces in general the area under
tunneling barrier, which leads to an overestimation of the apparent barrier height.
Ipzq Spectrosopy
A possible technique to determine work function diﬀerences by STM is Ipzq spectroscopy.
From Eq. 3.1 one can directly derive the apparent barrier height
Φ¯ 

1
k
d ln I
dz

2
. (3.3)
By measuring the decay of the tunneling current with the same tip above two positions
A and B one can determine the apparent barrier height diﬀerence
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∆Φ¯  Φ¯A  Φ¯B  ΦA   Φt  eUs
2
 ΦB   Φt  eUs
2
 ΦA  ΦB
2
 ∆Φ
2
. (3.4)
This means that under the assumption of a trapezoidal barrier the work function diﬀerence
∆Φ is just twice the apparent barrier height diﬀerence ∆Φ¯. Note that the overestimation
of the apparent height by neglecting the image potential is mainly eliminated by taking
the diﬀerence ∆Φ¯.
Gundlach Oscillations
As further method to determine work function diﬀerences by STM makes use of Gundlach
oscillations (also called ﬁeld emission resonances or Stark-shifted image potential states)
[222]. The origin of these oscillations can be understood using the model shown in Fig. 3.2.
Upon applying a positive sample bias voltage Us that exceeds the sample work function
Φs (ﬁeld emission regime) electrons tunnel from the tip, and are trapped in the triangular
potential in front of the sample surface. In consequence, standing electron waves emerge
at characteristic energies.
tip sample
eUs
Φt
Φs
EF,t
EF,s
Evac,t
Evac,s
V(z')
z'0 z
Figure 3.2: Schematic energy diagram showing the origin of Gundlach oscillations: In the
ﬁeld emission regime (eUs ¥ Φs) electrons can form at discrete energies standing waves in the
triangular potential well in front of the surface. Adapted from Ref. [204]
These discrete states occur as peaks in scanning tunneling spectroscopy (STS). Here, I
will only give the basic idea of this technique and refer again to Ref. [219] for more details.
According to Ref. [219], the tunneling current can be approximated by
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I9
» EF eUs
EF
ρtpE  eUsqρspEqT pE,UsqdE. (3.5)
This means that the tunneling current is a convolution of the local density of states
(LDOS) of tip ρt and sample ρs weighted with an energy dependent transmission prob-
ability T . Under the assumptions that the tip LDOS is featureless around EF and T is
constant in the energy interval of interest, one gets as central result
dI
dUs
9ρspEF   eUsq, (3.6)
i.e., the diﬀerential tunneling resistance is proportional to the sample LDOS. As the Gun-
dach oscillation states have a high LDOS they appear as pronounced peaks in STS. The
absolute position of the peaks strongly depends on the work function and the geometrical
shape of the tip [223] as well as the tunneling current chosen for tip stabilization. Nev-
ertheless, Lin et al. have shown in Ref. [224] that the peaks shift by a constant energy
value when measuring on sample areas with diﬀerent work functions, whereby the shift is
equal to the work function diﬀerence.
3.2 X-Ray Magnetic Circular Dichroism
X-ray magnetic circular dichroism (XMCD) denotes the diﬀerence in absorption of left and
right circularly polarized X-rays by a magnetized sample. It was theoretically predicted
in 1975 by Erskine and Stern [225] and ﬁrst experimentally observed in 1987 by Schütz
et al. [226]. Since then XMCD has been developed as a powerful tool for element speciﬁc
and highly (surface) sensitive determination of magnetic moments. Detailed reviews can
be found for example in Refs. [227] and [228].
3.2.1 X-ray Absorption Spectroscopy
XMCD is based on X-ray absorption spectroscopy (XAS), which is a widely used technique
to determine the electronic and local geometric structure of matter. In XAS, a sample
is illuminated by monochromatic X-rays which get absorbed by exciting bound electrons
into unoccupied states. Upon choosing suitable photon energies mainly core electrons
are excited, which possess element speciﬁc binding energies. This leads to characteristic
absorption edges in the spectra, which are designated by progressive letters and numbers
depending on the level from where the core electrons are excited (K for 1s, L1 for 2s, L2
for 2p 1
2
, L3 for 2p 3
2
, M1 for 3s, etc.) [229].
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There are diﬀerent ways to measure the absorption coeﬃcient: The most direct method
is to compare the X-ray beam intensity before and after the sample (transmission yield
mode). However, this is only suitable for very thin samples (on the order of 1 µm) due to
the low penetration depth of soft X-rays. Since the contribution from the surface is much
smaller than from bulk, this method is not surface sensitive.
In the ﬂuorescence yield mode, one detects photons which are emitted when ﬁlling core
holes by outer electrons. For soft X-rays this radiative decay is improbable compared to
Auger electron emission, which results in a low signal-to-noise ratio. The method is also
not surface sensitive, and corrections for self-absorption eﬀects are needed [230].
In the total electron yield (TEY) mode, all electrons leaving the sample (photoelectrons,
Auger electrons, secondary electrons) are detected by measuring the current that ﬂows to
the sample to balance the lost charge. The TEY has been shown to be nearly proportional
to the absorption coeﬃcient [231]. In contrast to the transmission and ﬂuorescence yield
modes, which are based on the measurement of X-rays, the short escape depth of the
electrons [232] makes this mode highly surface sensitive. I note that alternatively only
the high energy Auger electrons could be detected (Auger electron yield mode), which
results in even more surface sensitivity, but at the cost of lower counting rates.
3.2.2 Two Step Model
Although a full description of the XMCD eﬀect is complex, its concept can be illustrated
in a simple two step model [233]. In the ﬁrst step, a circularly polarized photon excites a
core electron. If the core state is split by spin-orbit interaction, the probability to excite
spin up and down electrons is not equal (Fano eﬀect) [234, 235]. This leads to an eﬀective
spin polarization of the exited electrons. For example, at the 2p 3
2
level a right circularly
polarized photon excites more spin up electrons (62.5%), while at the 2p 1
2
level more spin
down electrons are excited (75%) as sketched in Fig. 3.3(a). For left circularly polarized
light the spin polarization is reversed (see Fig. 3.3(b)).
In the second step, the spin polarized electrons are used to probe the magnetism of the
sample. For a non-magnetic sample there is no eﬀect as spin up and down contribute
to the absorption in equal shares. In contrast, for a ferromagnetic sample the exchange
interaction induces a valence band splitting, whereby the energy for one spin orientation is
lowered (majority spin, here spin down) and enhanced for the opposite one (minority spin,
here spin up) as shown in Fig. 3.3. Consequently, the total transition probability is higher
for spin up electrons as there are more ﬁnal states at the Fermi edge. Thus, the spin
polarization causes that absorption of right circularly polarized photons is dominating
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Figure 3.3: (a) A right circularly polarized photon excites (σ ) more spin up electrons at the
2p 3
2
level, but more spin down electrons at the 2p 1
2
level. Relevant for absorption are mainly
spin up states which have a higher density of ﬁnal states. (b) For absorption of a left circularly
polarized photon (σ) the situation is reversed. Partially adapted from Ref. [236].
at the L3 edge, while at the L2 edge preferentially left circularly polarized photons are
absorbed as shown in Figs. 3.4(a) and (b). Note that an inversion of the magnetization
has the same eﬀect as an inversion of the photon helicity.
To summarize, one needs electronic transitions from a spin-orbit split core level into the
band that carries the magnetism in order to observe an XMCD eﬀect. Regarding that
dipole transitions (∆l  1) have the highest transition probability [237], all transitions
relevant for this thesis are listed in Tab. 3.1.
In principle, for Rh also the L2,3 edges, i.e., transitions from 2p to 4d, show an XMCD
eﬀect [238]. However, they lie at higher energies than accessible at the beamline used for
our experiments. To conclude, I refer the reader who is interested in a theory of XMCD
going beyond the simple one electron picture to Ref. [239].
element spin-orbit split levels magnetic level absorption edges
Fe, Co 2p 1
2
, 2p 3
2
3d L2, L3
Rh 3p 1
2
, 3p 3
2
4d M2, M3
Eu 3d 3
2
, 3d 5
2
4f M4, M5
Table 3.1: Overview of the relevant electronic transitions with the names of the corresponding
absorption edges for all elements investigated by XMCD in this thesis.
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Figure 3.4: (a) Absorption spectra for left (µ) and right (µ ) circularly polarized X-rays by
a magnetized sample. (b) Diﬀerence spectrum µ   µ (XMCD signal) and the corresponding
integral function. The integrals over the ﬁrst edge (p) and both edges (q) are indicated. (c) Aver-
aged absorption spectrum 12pµ   µq and the corresponding integral function after subtraction
of a steplike background. r denotes the integral over both edges. Sketch after Ref. [182].
3.2.3 Sum Rules
The power of XMCD increased with the derivation of sum rules by Thole and Carra et al.
[240, 241], which allow to quantitatively determine orbital (mL) and spin (mS) magnetic
moments. Using their general formula, one derives for the L2,3 edges (investigated in the
case of Co and Fe) the sum rules
mL
nhµB
 2
3
q
r
(3.7)
mS
nhµB
 3p 2q
r
 7xTzy
nh
. (3.8)
Herein, nh is the number of holes in the magnetic 3d band, and µB the Bohr magneton.
p and q denote the integrals of the XMCD spectrum (µ µ) over the L3 edge only and
both edges, respectively (compare Fig. 3.4(b)):
p 
»
L3
pµ   µqdE and q 
»
L3 L2
pµ   µqdE (3.9)
Furthermore, r denotes the integral of the polarization averaged spectrum over both edges
after subtraction a steplike background (see Fig. 3.4(c)), which originates from transitions
into other unoccupied valence states such as 4s bands:
r 
»
L3 L2
1
2
pµ    µqdE (3.10)
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The observable quantity mS   7xTzy is called eﬀective spin moment and includes the
expectation value xTzy of the projection of the magnetic dipole operator onto the beam
direction. It is a measure for the quadrupole moment of the spin density, or in other
words for the asymmetry of the spin distribution. As such an asymmetry mainly arises
from crystal ﬁeld splitting or spin-orbit coupling [241], it is usually negligible for cubic
symmetry and vanishing orbital moment [241243].
As the principal quantum number does not enter the sum rules, one gets the same result
for the M2,3 edges investigated for Rh by replacing L2,3 by M2,3 in the formulas. For the
M4,5 edges (investigated in the case of Eu) one derives the sum rules
mL
nhµB
 q
r
(3.11)
mS
nhµB
 5p 3q
2r
 6xTzy
nh
. (3.12)
with the number nh of holes in the 4f band. p and q are deﬁned analogously to above:
p 
»
M5
pµ   µqdE and q 
»
M5 M4
pµ   µqdE (3.13)
Schillé et al. pointed out that here also the isotropic spectrum µ0 has to be taken into
account to determine r as it may diﬀer form the polarization averaged one [244]:
r 
»
M5 M4
1
3
pµ    µ   µ0qdE (3.14)
Although the sum rules are based on several assumptions (see Ref. [237] for details), they
yield for Fe, Ni and Co magnetic moments that ﬁt to the values obtained from other
techniques within a few percent [182, 245]. Also for rare earths a reasonable accuracy was
found [246, 247]. Note that the ratio mL{mS has in general a higher precision as it does
not depend on the hole number nh and the polarization averaged integral r.
3.3 Low Energy Electron Diﬀraction
Low energy electron diﬀraction (LEED) is a technique to determine the crystal structure
of surfaces [248, 249]. Therefore, the sample is bombarded by electrons with energies
of about 20 - 300 eV. Due to the strong interaction of low energy electrons with matter,
their penetration depth is only on the order of a few atomic layers, thus making LEED
highly surface sensitive. The electrons are diﬀracted at the surface and accelerated onto
a ﬂuorescence screen where the diﬀraction pattern becomes visible.
36
3.3 Low Energy Electron Diﬀraction
Ewald sphere
x
ϕ
sample
LEED screen
|ko|
|ki|
|Δk|||
e-
r
00
10
20
30
10
Figure 3.5: Connection between LEED geometry and Ewald construction. (a) Electrons emit-
ted from an electron gun are diﬀracted at the sample surface under an angle φ. They reach the
hemispherical screen with radius r at the projected position x. (b) The diﬀraction condition for
electrons with wave vector ~ki is fulﬁlled where the Ewald sphere intersects the reciprocal surface
lattice rods as demonstrated here for the (30) spot. Partially adapted from Ref. [204].
As shown in Fig. 3.5 the geometry of the LEED is directly connected to the Ewald con-
struction of diﬀraction. The wave vector of the incoming electrons ~ki is perpendicular to
the sample surface. The elastically scattered electrons leave the sample with wave vector
~kf of the same length as ~ki. As the reciprocal lattice of a surface is a two-dimensional
lattice with rods extending perpendicular from each lattice point, the diﬀraction condition
is fulﬁlled if the diﬀerence ∆~k‖ of the parallel wave vectors components equals a recip-
rocal space vector. Hence, analyzing the positions x of the spots on the screen reveals
information about size, symmetry and rotational alignment of the reciprocal lattice.
For completeness, I note that also the atomic positions within the unit cell and relaxations
of the topmost layers can be determined by recording the spot intensities as a function of
the primary electron energy (LEED I-V) [250].
Beside spots belonging to the atomic lattices, additional superstructure spots are fre-
quently observed. They are located at positions corresponding to linear combinations of
reciprocal lattice vectors pointing to the main spots. Hence, they are often interpreted to
arise from multiple scattering processes. These events substantially contribute to LEED
since electrons strongly interact with matter. Alternatively, the superstructure spots may
be assumed to result from diﬀraction at the unit cell of a corrugated overlayer [249, 251].
As both descriptions lead to the same spot positions, only a profound analysis of the spot
intensities may give insight which eﬀect is dominating.
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3.4 Low Energy Electron Microscopy
Low energy electron microscopy (LEEM) is a technique that allows to study the surface of
a conductive crystalline sample with nanometer spatial resolution in real time [252, 253].
Its principle is shown in Fig. 3.6. High energy electrons (typically 20 keV) are emitted from
an electron gun and focused by a sequence of condenser lenses. The beam is deﬂected
by 60 while passing through a magnetic sector ﬁeld so that it enters the surface under
perpendicular incidence. Before reaching the sample, the electrons are decelerated down
to low energies by applying a bias voltage of typically -5V to 100V between sample and
electron gun, which leads to the high surface sensitivity of LEEM.
condenserlenses
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illumination aperture
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magneticsector field imagecolumnelectron gun
Figure 3.6: Experimental setup of the LEEM system used for this thesis. The beam emitted by
the electron gun is focused by condenser lenses and deﬂected to the sample by a magnetic sector
ﬁeld. The back-scattered electrons are deﬂected in the image column, pass through the energy
analyzer and are projected on a ﬂuorescence screen. For imaging also photoelectrons excited by
an external light source can be used. Adapted from Ref. [254].
For crystalline samples, the elastically backscattered electrons are conﬁned to several
speciﬁc angles due to diﬀraction just as previously described for LEED. The electrons are
reaccelerated by the objective lens and focused to points in the back focal plane as shown
in Fig. 3.7, i.e., here the diﬀraction pattern is formed. At the same time a real image of
the sample is formed in a diﬀerent plane as also visible in Fig. 3.7.
38
3.4 Low Energy Electron Microscopy
do
f f
di
Figure 3.7: Rays leaving the object at diﬀerent points, but under the same angle, intersect in
the back focal plane. Here, the diﬀraction pattern is formed. The real image can be constructed
using three principal rays (indicated in bold). Adapted from Ref. [254].
On their further way, the electrons are deﬂected by the sector ﬁeld into the imaging column
where they pass through several lenses. Depending on the adjustment of these lenses either
the reciprocal or the real space image is transferred (see Ref. [255] for details). Finally,
the image is magniﬁed by projector lenses onto a ﬂuorescence screen. The opportunity to
choose between reciprocal and real space image opens together with a set of apertures a
variety of imaging modes, some of which I want to mention:
 LEED
By projecting the diﬀraction pattern onto the screen the LEEM setup can be used
like a conventional LEED. Inserting the selected area aperture at the site of the ﬁrst
real image improves the imaging quality by removing abaxial rays.
 Microdiﬀraction (µ-LEED)
Microdiﬀraction is conceptually identical to LEED, but by inserting an illumination
aperture the electron spots on the sample can be reduced down to about 1 µm2. So,
a diﬀraction pattern of a particular island or domain can be obtained.
 Bright Field Imaging
If one selects the electrons contributing to the central spot in LEED by inserting a
contrast aperture, the real space image originates only from electrons that leave the
surface almost perpendicular. This results in a high vertical contrast which typically
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arises from interference of electrons on opposite sides of step edges (step contrast).
Interference between electrons reﬂected at the surface and interface of a thin ﬁlm
can yield a diﬀerent contrast mechanism (quantum size contrast) [252, 253].
 Dark Field Imaging
Alternatively, a diﬀerent LEED spot of particular interest can be selected by the
contrast aperture. Consequently, in the real space image all areas that contribute
to the selected spot appear bright, while the other areas stay dark. This method
yields contrast between diﬀerent structural phases.
 Mirror Electron Microscopy (MEM)
In this mode, electrons are decelerated to such low energies that they only interact
with the near-surface region (typically for -5V to 0V sample bias voltage). The
exact contrast mechanism is complicated to understand, but mainly arises from
diﬀerences in the electric ﬁeld caused for example by height and work function
diﬀerences. MEM can also be applied for non-crystalline samples.
 Spectroscopic LEEM (SPE-LEEM)
Up to now I did not mention the electron analyzer in Fig. 3.7, which is not part of
a conventional LEEM setup. Its presence allows to spatially separate the electrons
according to their kinetic energy so that a particular energy can simply be chosen by
a slit. This is for example useful to probe the local chemical and electronic structure
of a sample, or to ﬁlter the background of secondary electrons in LEED [255].
3.5 Photoemission Electron Microscopy
For photoemission electron microscopy (PEEM) one uses - instead of the electron gun in
LEEM - an external light source to excite electrons via the photoelectric eﬀect [256, 257].
The photoelectrons are then used for imaging in the same way as the diﬀracted electrons
in LEEM. Therefore, switching between both techniques is easy and fast.
As light source usually a Hg discharge lamp is used, which emits in the ultraviolet spec-
tral range (E  5 eV). As the photoemission yield depends on sample work function, the
imaging contrast is mainly determined by local work function diﬀerences. Alternatively,
tunable and particularly polarized soft X-rays from a synchrotron allow to retrieve topo-
graphical, element speciﬁc, or magnetic contrast. Finally, pulsed femtosecond lasers can
be used for pump-probe experiments [258].
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3.6 Angle-Resolved Photoemission Spectroscopy
Angle-resolved photoemission spectroscopy (ARPES) is an experimental technique to in-
vestigate the valence band structure of solids with high surface sensitivity. A comprehen-
sive introduction can be found in Ref. [259].
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Figure 3.8: Perspective (a) and side view (b) sketch the ARPES geometry. An incident photon
leads to emission of an electron under polar angle θ and azimuthal angle φ. The parallel compo-
nent of the electron momentum is conserved upon emission. Partially adapted from Ref. [259].
Just as PEEM, ARPES is based on the photoelectric eﬀect: If an electron with binding
energy Eb absorbs a photon of energy ~ω, it can leave the solid with a kinetic energy of
Ekin  ~ω  Eb  Φ, (3.15)
where Φ is the work function of the sample. If the electron is emitted under a polar angle
θ with respect to the surface, its momentum parallel to the surface is given by
kout‖ 
c
2mEkin
~2
sinpθq (3.16)
using the dispersion relation for free electrons. The corresponding geometry is depicted
in Fig. 3.8. Due to the translational symmetry within the surface the parallel component
is conserved upon photoemission (modulo a reciprocal lattice vector and neglecting the
small photon momentum):
kin‖  kout‖ (3.17)
The perpendicular component of the electron momentum is not conserved, which is not
a problem for two-dimensional structures with few dispersion in this direction. Based on
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the equations above, the surface band structure Ebpkin‖ q can be determined by measuring
Ekinpθq. Experimentally, therefore the sample is illuminated by a beam of monochromatic
radiation supplied either by a gas discharge lamp or a synchrotron beamline. To excite
mainly valence electrons ultraviolet light with energies of 10 - 50 eV is used. The emitted
electrons are collected by an energy analyzer with angular resolution.
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Setup and Procedures
Parts of Secs. 4.5 and 4.6 are literally taken from my publications [62], [63] and [64].
In this chapter, I introduce the setups used for the STM, ARPES, and LEEM/PEEM
experiments. Furthermore, I present the methods for sample preparation and molecular
beam epitaxy (MBE), and details of the DFT calculations performed in this thesis.
4.1 Ultrahigh Vacuum System ATHENE
Most experiments were performed in the ultra high vacuum (UHV) system ATHENE
in Cologne, which is schematically shown in Fig. 4.1 in front and side view. A detailed
description can be found in Ref. [29]. A base pressure of 3  1011 mbar is achieved by
a turbomolecular pump (1), an ion getter pump (2) and a Ti sublimation pump (3)
directly attached to the chamber. An additional small turbomolecular pump (4) is used
for pumping the load lock system (8), and for diﬀerential pumping of the ion source (9).
During measurements a cooling trap (5) is ﬁlled with liquid N2.
The sample holder (6) is hosted on a base plate which is mounted on a manipulator (7).
The manipulator can be horizontally moved by 300mm and is rotatable by 180. Using
a load lock system (8) one can extract the sample holder from the chamber or store it in
a sample garage without breaking the vacuum.
By electron bombardment from a W/Re ﬁlament the samples can be heated to tempera-
tures of more than 1600K. Cooling down to 35K is provided by a liquid He ﬂow cryostat,
which is connected to the base plate via Cu braids. The temperature is measured with a
type K thermocouple directly attached to the sample. Cleaning of the sample is achieved
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Figure 4.1: Sketch of the UHV chamber ATHENE in (a) front and (b) side view. For the
numeration of the equipment see the description in the text.
by a diﬀerentially pumped ion source (9). The ion ﬂux can be accurately measured in a
Faraday cup (10) mounted on the manipulator.
Samples can be grown by (reactive) molecular beam epitaxy (MBE) using two water-
cooled Knudsen cells for Eu (11) and Gd (12) as well as a four pocket e-beam evaporator
for deposition of transition metals (13). The ﬂuxes of the eﬀusion cells can be precisely
measured with a quartz microbalance (14) which is movable to the exact sample position.
Gases can be supplied via three diﬀerent leak valves (not shown in the sketch) and are
guided through tubes directly to the substrate, which increases the local pressure at the
sample position by a factor of 50 compared to the chamber pressure. The latter can be
measured with a quadrupole mass spectrometer (15).
The sample can be characterized with a home-built, magnetically stabilized variable tem-
perature STM (16) [260]. Imaging was conducted at room temperature if not speciﬁed
otherwise. Typical parameters are Us ¤ 1 V for the sample bias voltage and It ¤ 1 nA
for the tunneling current. All images are digitally post-processed with the WSxM software
[261]. LEED measurements were performed with a three grid rear view analyzer (17). To
measure lattice constants, the spot positions were determined from images taken by a
video camera directly mounted onto the LEED ﬂange. By averaging over the positions of
equivalent spots and calibrating with respect to the substrate spots, lattice constants can
be determined with an error of less than 1%. LEED patterns are displayed with inverted
contrast to enhance the visibility of the diﬀraction spots.
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4.2 XMCD Beamline
All XMCD experiments were conducted at the ID08 Dragon beamline of the European
Synchrotron Radiation Facility (ESRF) in Grenoble, France. Two undulators provide
an intense beam of p99  1q% circularly polarized monochromotic X-rays. With photon
energies tunable in the range from 300 eV to 1.6 keV the beamline is well suited to study
the magnetic properties of transition metals and rare earths.
The end station of the beamline consists of two interconnected UHV chambers. One is
used for in situ sample preparation and has a base pressure in the low 1010 mbar range.
It is equipped with an electron bombardment sample heating and an ion source for sample
cleaning. Via leak valves O2 and ethylene can be dosed. Several e-beam evaporators for
transition metal deposition and a Knudsen cell with Eu were additionally mounted. The
sample quality can be checked in situ by LEED and room temperature STM.
After preparation the samples are transferred through a transfer tube (middle 109 mbar
pressure) into the high-ﬁeld magnet (low 1010 mbar pressure). The sample temperature
can be adjusted between 300K and 10K using a helium bath cryostat. The magnetic ﬁeld
can be varied from 5 T to  5 T with a maximum rate of 3T per minute.
The magnetic ﬁeld direction is ﬁxed parallel (or antiparallel) to the beam, which comes
horizontally from the side. Therefore, the angle θ between surface normal and beam can
be adjusted by rotating the sample around its vertical axis. Since the projected area of the
beam is proportional to cospθq and goes to zero as θ approaches 90, the incidence angle
is practically limited to around 70. The in-plane orientation of the incoming beam with
respect to the surface lattice is undeﬁned as the sample was not mounted in a particular
direction and cannot be rotated around the surface normal.
XMCD spectra have been recorded in the total electron yield mode and were normalized to
the photon ﬂux probed by the photocurrent on a gold grid. In principle, also ﬂuorescence
yield and transmission measurements are possible at the beamline ID08.
4.3 ARPES Setup
The ARPES measurements presented in this thesis were performed at the Institut za
ﬁziku (Zagreb, Croatia) in the group of M.Kralj. A detailed description of the chamber
can be found in Ref. [262]. The UHV chamber is built of mu-metal for magnetic shielding.
A base pressure in the low 109 mbar range is reached by a turbomolecular and a Ti
sublimation pump. The Ir crystal is mounted on a sample holder (see Fig. 4.2), which is
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movable in x-, y- and z-direction, and fully rotatable around the z-axis. The polar angle
θ can be accurately adjusted by rotating the whole manipulator and is read from a vernier
scale with a precision of 0.1. In contrast, the azimuthal angle has to be changed with a
wobble stick and can be adjusted only within 1.
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Figure 4.2: Sample holder of the ARPES chamber at the Institut za ﬁziku. The polar angle φ
and the azimuthal angle θ are indicated. Adapted from Ref. [262].
Heating is provided by electron bombardment from a ﬁlament on the backside of the
sample. For cooling down to 45K the coldhead of a closed-cycle helium refrigerator is
attached to an adapter which is connected to the sample holder via a copper braid. The
sample can be cleaned using a ion gun, and several gases can be provided via leak valves.
For Eu evaporation a Knudsen cell from Cologne was mounted to the chamber. The
sample orientation and quality can be checked by LEED.
As light source a noble gas discharge lamp is used. For the data presented in this thesis
He with a dominating photon energy of 21.2 eV was used; the light of the discharge lamp
is not polarized. A hemispherical electron energy analyzer resolves emission angles in the
range of 5 . The photoelectron intensity is collected on a microchannel plate in the
form of two-dimensional maps in dependence of kinetic energy and emission angle. All
spectra were post-processed using the Lucy-Richardson deconvolution procedure [263].
4.4 LEEM/PEEM Setup
All LEEM and PEEM measurements were performed at the university Duisburg-Essen in
the group of M.Horn von Hoegen using a commercial SPELEEM (Spectroscopic Photo-
Emission and Low Energy Electron Microscope) system. The basics setup of a SPELEEM
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system and its principle of function have already been discussed in Sec. 3.4, and are
described in detail in Ref. [255].
For LEEM experiments 20 keV electrons emitted from a LaB6 cathode were used. To
perform PEEM experiments the sample was illuminated with light from a Hg short arc
lamp (hν  5 eV) under 15 grazing incidence. Samples can be prepared in situ in a
low 1010 mbar base pressure. Therefore, an electron bombardment heating and an ion
gun are provided. Several gases can be supplied via leak valves. For Eu evaporation a
Knudsen cell from Cologne was mounted to the chamber.
4.5 Sample Preparation
Preparation of Ir(111)
As substrate, the (111) surface of a hat shaped Ir single crystal was used. The surface was
initially annealed at 1120K in a 106 mbar O2 atmosphere in order to reduce C impurities.
Before each experiment the sample was cleaned by repeated cycles of sputtering with 2 keV
Kr  ions between room temperature and 920K, and annealing to 1530K. This method
results in clean, ﬂat terraces with sizes in the order of 100 nm.
Growth of Graphene
Gr can be grown on a clean Ir(111) surface by a well-established two step method [264]:
(i) Room temperature adsorption of ethylene (C2H4) to full saturation and consecutive
thermal decomposition at about 1490K (temperature programmed growth, TPG)
[39]. The method yields compact Gr ﬂakes, whose average size can be tuned by the
annealing temperature [71].
(ii) Continuous dosing of 5107 mbar ethylene at sample temperatures between 1170K
and 1490K for 600 s (chemical vapor deposition, CVD) [92, 93]. Both steps together
yield a well-oriented, coherent, and closed Gr monolayer.
The exact growth time and temperature as well as the ethylene pressure were varied for
diﬀerent preparations in this thesis; details are given in the corresponding sections.
(Reactive) Molecular Beam Epitaxy
High purity Eu was evaporated from a water-cooled Knudsen cell. Prolonged degassing
of the Eu (which usually has a high H2 content) ensured a background pressure below
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11010 mbar during evaporation. Prior to each experiment a quartz crystal microbalance
was moved to the precise sample position in order to accurately measure the Eu deposition
rate Q, which is typically on the order of 1Å/min. The corresponding Eu ﬂux can be
calculated by multiplyingQ with the atomic density of Eu (ρat,Eu  2.081028 atoms m3)
according to the equation
fEu ratoms m2s1s  ρat,Eu Q  3.47  1016 Q rÅ{mins. (4.1)
Also Gd was evaporated from a water-cooled Knudsen cell after prolonged degassing.
Using the atomic density of Gd (ρat,Gd  3.02 1028 atoms m3) one gets for the Gd ﬂux
fGd ratoms m2s1s  ρat,Gd Q  5.03  1016 Q rÅ{mins. (4.2)
Molecular O2 was supplied via a leak valve and guided through a tube directly to the
substrate. By that, the local O2 pressure pO2 at the sample position is increased by a
factor of 50 compared to the chamber pressure, resulting in a fast pressure decrease at the
end of the growth. The O2 partial pressure in the chamber was measured by a quadrupole
mass spectrometer. The local O2 pressure was calibrated using adsorption experiments
on Ni(100) as described in Ref. [48]. Within the kinetic gas theory pO2 can be expressed
as an atomic O ﬂux
fO ratoms m2s1s  2 pO2a
2pimO2kBT
 5.37  1024  pO2 rmbars (4.3)
assuming fO  2fO2 and using the mass mO2 of an O2 molecule. Here, T  300 K is the
deposition temperature. For EuO growth reactive MBE was used, i.e., O2 and Eu were
supplied simultaneously. More details can be found in Ref. [29].
High purity transition metals (Ir, Pt, Fe, Co, Rh) were sublimated from a commercial
e-beam evaporator. The chamber pressure remained in the 1011 mbar range during evapo-
ration. The deposition rate was calibrated by determining the coverage of a submonolayer
metal ﬁlm with STM. Cs was evaporated in the low 109 mbar range from a well degassed
Cs dispenser. The Cs ﬂux was also calibrated with STM.
4.6 Density Functional Theory
All density functional theory (DFT) calculations [265, 266] concerning Eu and EuO were
performed by T.Wehling and members of his working group in Bremen. Additional data
concerning Cs were calculated by P. Lazi¢ in Zagreb.
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The DFT calculations were performed spin-polarized using the generalized gradient ap-
proximation (GGA) [267] and the projector augmented wave (PAW) basis sets [268, 269]
as implemented in the Vienna Ab Initio Simulation Package (VASP) [270]. The strong lo-
cal Coulomb interaction of the Eu 4f electrons was taken into account within the GGA+U
approach using the Coulomb parameters U  7 eV and J  1 eV which have previously
been shown to be well suited to describe rare earth systems [271, 272].
As Gr on Ir(111) is incommensurate and even an approximation of p10  10q Gr honey-
combs on p99q Ir atoms is demanding in computational time, the calculations presented
here are restricted to a smaller unit cell: A four layer Ir(111) slab is compressed to an fcc
lattice with a lattice constant of 3.5Å so that the Ir(111) surface and Gr have the same
surface lattice constant of 2.46Å. Previous calculations for Eu adsorption on Gr/Ir(111)
have shown that this approximation is adequate to describe the system on the relevant
energy scale [28]. If not stated otherwise, the centers of the C rings rest above regular Ir
hollow sites corresponding to the fcc area of the moiré unit cell.
To model adsorption or intercalation of Eu or Cs, the adsorbed (intercalated) atoms
were placed above (beneath) the centers of the C rings, which have been shown to be
the preferred adsorption sites (compare Ref. [28]). The C as well as the Eu/Cs atoms
have been relaxed until forces were below 0.02 eVÅ
1
. The geometrical details for EuO
calculations are given in the corresponding section as they require a larger context.
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CHAPTER 5
Intercalation of Europium
The content of Sec. 5.1 is published in Phys. Rev. Lett.110 086111 (2013) [62] and
its supplement, and also partially contained in Ref. [29]. I conducted all STM and
work function measurements, partially together with D. F. Förster. DFT calculations
were performed by T.O.Wehling and M.Rösner. The data presented in Sec. 5.2 were
measured and analyzed by F.Huttmann in Ref. [273], and are similarly contained in
Ref. [29]. I measured and discussed the ARPES data presented in Sec. 5.3 together with
M.Petrovi¢ and M.Kralj. The LEEM data in Sec. 5.4 were measured in collaboration
with C.Witt, A. J.Martínez-Galera, and F.-J.Meyer zu Heringdorf.
In this chapter, I present a detailed analysis of Eu intercalation underneath Gr on Ir(111),
which reveals the atomic structure, the intercalation energetics, and the mechanism of
pattern formation. I show that the intercalated layer can be compacted by progressive Eu
deposition. I investigate the electronic structure of Eu intercalated Gr by ARPES, and
conclude with an analysis of the intercalation mechanism.
5.1 Submonolayer Regime
All experiments were performed at the UHV system ATHENE described in Sec. 4.1. On
the clean Ir(111) surface, a fully closed Gr layer was grown by a TPG step at 1500K
followed by CVD at 1170K (see Sec. 4.5 for details). Eu was deposited while the sample
was kept at 720K during cool down from the Gr growth temperature. Intercalated Eu
amounts θ are speciﬁed in monolayers (ML), where θ  1 ML (or 100%ML) corresponds
to a full p2  2q intercalation layer with respect to Gr. Hence, the numbers are directly
comparable to the apparent coverage in the STM images.
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5.1.1 Atomic Structure
After Eu deposition onto Gr at 720K elevations on the surface become visible in STM, as
shown in the lower part of Fig. 5.1(a). They have an apparent height of 1.5 - 2.5Å, depend-
ing on the tunneling resistance. In low temperature STM images such as Fig. 5.1(a),the
Gr lattice is resolved in the low areas (indicated as Gr/Ir) as well as in the elevated areas
(indicated as Gr/Eu/Ir). Within the Gr/Eu/Ir area a weak p2  2q modulation of the
Gr lattice is visible as indicated by a diamond in Fig. 5.1(a). Furthermore, the image
shows that the Gr lattice bends continuously over the edge of the elevation. These ﬁnd-
ings prove that upon exposure at 720K Eu intercalates underneath Gr, where it forms a
p2  2q structure with respect to the Gr lattice.
Gr
Gr/Eu/Ir
Gr/Ir
Ir
(2x2) Eu
(a) (b)
Figure 5.1: (a) Atomically resolved STM topograph (imaged at 35K, 5.8 nm  5.8 nm) of
Gr continuously bending from bare Gr (Gr/Ir) to an intercalated Eu island (Gr/Eu/Ir). The
p2  2q unit cell of the intercalated Eu is indicated by a diamond. (b) LEED pattern of Gr/Ir
with intercalated Eu close to layer completion. First-order Ir, Gr and p2  2q Eu intercalation
superstructure reﬂections are indicated. The primary electron energy is 108 eV.
The atomic structure of the intercalated regions becomes also evident by LEED: The
LEED pattern in Fig. 5.1(b) taken after Eu intercalation close to layer completion displays
the ﬁrst-order Gr spots which are aligned to the Ir substrate, and additional weak half-
order spots with respect to the Gr reﬂections, indicative of a p22q superstructure pinned
to Gr. For smaller intercalation coverages the p2  2q reﬂections become rather diﬀuse.
This can be explained by the smaller extension of the Eu intercalation pattern elements
(see later) and therefore smaller p2  2q Eu domains.
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5.1.2 Energy Gain upon Intercalation
The energetics driving the Eu intercalation and the pattern formation have been investi-
gated by means of spin-polarized DFT as described in Sec. 4.6. As a quick reminder, the
fcc region of the moiré unit cell is modeled by putting Gr pseudomorphically on a com-
pressed Ir slab. The adsorbed/intercalated Eu atoms are located above/below the centers
of the C rings. We calculate the total energies of Eu adsorbed on Gr on Ir(111) (Eads)
as well as of Eu intercalated between Gr and the Ir(111) substrate (Eint) considering a
p?3 ?3qR30 as well as a p2  2q superstructure in both cases. The calculations yield
the binding energies Eb  Eads{intpEIr EGr Eatq per Eu atom listed in Tab. 5.1, where
EIr, EGr and Eat are the total energies of the bare Ir(111) surface, the Gr supercell and
a Eu atom. For both structures, there is an energy gain on the order of 2 eV driving the
intercalation process. The intercalated p2  2q structure is energetically most favorable,
in agreement with the experimental ﬁnding presented above.
structure Eu adsorbed Eu intercalated
p2  2q -1.43 eV -3.80 eV
p?3 ?3qR30 -1.63 eV -3.59 eV
Table 5.1: Binding energies Eb per Eu atom for Eu adsorbed on Gr on Ir(111) and intercalated
between Gr and Ir(111) in p2 2q and p?3?3qR30 structure, respectively.
We further simulated for the p2  2q structure diﬀerent areas of the moiré unit cell by
displacing Gr together with the intercalated Eu laterally with respect to the Ir substrate.
In this way, additional structures with Eu above faulted Ir hollow sites (hcp area) as well
as Eu directly above Ir atoms (atop area) have been considered. For these cases, very
similar binding energies per Eu atom of 3.8 eV and 3.7 eV are found.
Furthermore, one could imagine that the compression of the Ir substrate in the calcula-
tions aﬀects the binding energies of Eu. Therefore, additional calculations for an Ir(111)
substrate with the experimental Ir lattice constant and correspondingly stretched Gr have
been performed. For the p2  2q structure, we ﬁnd Eb  1.38 eV and 4.38 eV in the
case of adsorbed and intercalated Eu, respectively. For the p?3?3qR30 structure, we
ﬁnd Eb  1.23 eV and 3.91 eV for adsorbed and intercalated Eu, respectively. Thus,
the uncompressed Ir substrate even enhances the energy gain upon intercalation and also
yields the p2  2q structure as energetically most favorable.
In Fig. 5.2, the local density of states (LDOS) of the C pz and the Eu 6s orbitals (obtained
with a compressed Ir substrate) is compared for the adsorbed and intercalated p2  2q
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Figure 5.2: LDOS of the C pz (left) and Eu 6s orbitals (right) for the p2 2q superstructure of
Eu adsorbed on Gr (red) and intercalated between Gr and Ir(111) (blue), respectively.
structure. The Gr LDOS and thus the doping level of Gr remains mostly unchanged upon
intercalation, whereas the Eu 6s LDOS broadens and clearly shows additional spectral
weight between -4 eV and -2 eV below the Fermi level. This additional spectral weight and
the broadening of the Eu 6s LDOS are in line with a metallic bond between Eu and the
Ir(111) surface, which might explain the large adsorption energy gain upon intercalation.
5.1.3 Pattern Formation
Figs. 5.3(a) - (d) display the evolution of the surface pattern with increasing amount of
Eu deposited onto Gr/Ir at 720K. For all Eu exposures, elevations with rather sharp and
straight edges form; the edges are oriented along three directions forming angles of 120
with respect to each other.
For the smallest Eu exposure (18%ML coverage) in Fig. 5.3(a), the deposited Eu causes
the formation of thin stripes (t-stripes). The t-stripes have a width of p2.35  0.15q nm
measured at half height. The standard deviation speciﬁes the spread, not the much smaller
error. At a coverage of 39%ML as shown in Fig. 5.3(b) the t-stripes are complemented
by compact islands, which preferentially have a triangular shape with one tip pointing
upwards. The symmetry of the morphology is thus only threefold and not sixfold. At
a coverage of 72%ML as shown in Fig. 5.3(c) the t-stripes tend to form bundles with a
periodicity of p3.75  0.15q nm. Beside bundles also large compact islands of irregular
hexagonal shape and wider stripes are visible. All pattern elements are separated by
strait channels (s-channels) with a width of p1.4  0.1q nm at half height. Finally, close
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(a) (b)
(c) (d)
Figure 5.3: (a) - (d) STM topographs (80 nm 80 nm) after intercalation of Eu resulting in
successively larger intercalation coverages of (a) 18%ML, (b) 39%ML, (c) 72%ML, and (d)
89%ML. The arrow in (b) indicates the Ir r1¯1¯2s direction.
to layer completion as shown in Fig. 5.3(d) (89% ML coverage) the islands have become
large and the number of s-channels has decreased, but still t-stripe bundles are present.
The Eu intercalation patterns under Gr/Ir represent close to equilibrium structures at
300K and are not limited by mobility. Evidence for this comes from repeated scanning
of the same surface area. Speciﬁcally for θ  50% ML frequent changes in the pattern
are observed as shown by the consecutive topographs of Fig. 5.4. Island shape changes
(denoted as I in Fig. 5.4), lateral displacements of islands and stripes (II), coalescence and
splitting of islands (III), and interconversion of stripes and islands (IV) are observed. De-
spite these variations with time, the global appearance remains unchanged. This implies
that one observes ﬂuctuations around an equilibrium state.
In Fig. 5.3(a), a hexagonal lattice of bright protrusions with a separation of am  2.53 nm
is visible in between intercalation islands and t-stripes marking the periodicity of the moiré
of Gr on Ir(111) (see Sec. 2.1.1). Islands and stripes display straight edges with respect to
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I
(a) (b) (c)
II
III
IV
Figure 5.4: Time lapse sequence after Eu intercalation (120 nm  120 nm). (b) and (c) were
imaged 54 s and 108 s after (a). The ellipses highlight speciﬁc changes described in the text.
this lattice and grow in multiples of the protrusion distances , i.e., the intercalated areas
are always quantized in units of am.
To demonstrate that the intercalated patterns are aligned with respect to the moiré lattice
and not along the atomic Gr lattice, one can make use of the following eﬀect: For Gr grown
(a) (b)
(c)
(b)
(c)
Figure 5.5: STM topograph (370 nm 370 nm) after intercalation of Eu resulting in a coverage
of 72% ML. A few tilt boundaries are highlighted by white dotted lines. The white squares
indicate the regions of the contrast-enhanced zooms in (b) and (c) (40 nm  40 nm each). The
pattern elements follow in both regions the moiré.
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using the TPG+CVD method Gr and Ir are aligned parallel with an angular scatter of
1. This slight misalignment results in small angle tilt boundaries. While the rotational
misalignment of the atomic Gr rows is quite small, the misalignment of the moiré pattern
is strongly ampliﬁed by a factor of am{aGr  10.32 [93]. In Fig. 5.5(a) the white dotted
lines indicate tilt boundaries, which separate intercalated areas with diﬀerent pattern
orientation. The contrast-enhanced zooms in Figs. 5.5(b) and (c) show that the patterns
are in both cases perfectly aligned with respect to the moiré lattice. This implies that
the edges of the intercalated pattern elements are not aligned along the Gr lattice whose
misorientation is an order of magnitude smaller.
(b)(a)
[112]
Figure 5.6: (a) STM topograph (21 nm  21 nm) after intercalation of 50% ML Eu. The moiré
unit cell (black rhomboid) is tiled in white (atop), green (fcc) and red (hcp) hexagons. The arrow
indicates the Ir r1¯1¯2s direction. (b) Schematic sketch of (a) redrawn into the tiled moiré pattern.
To analyze the pattern in more detail, the model developed in Sec. 2.1.1 is used, which
represents the atop, fcc, and hcp areas of the moiré unit cell schematically by white, green,
and red tiles (see Fig. 5.6(a)). The identiﬁcation of the areas was achieved following the
procedure described in Sec. 2.1.1. In Fig. 5.6(b), the morphology of Fig. 5.6(a) is redrawn
into the tiled moiré pattern, with the boundaries of the intercalation islands and t-stripes
following the boundaries between tiles. The thinnest intercalation object, the t-stripe
incorporates two rows of white tiles and one row of red and green tiles each. Stripes
wider by N moiré unit cells incorporate N additional rows of each color. All intercalation
objects as well as s-channels are bounded by red and green tiles without any white tile.
I note that the two edges of a t-stripe are not equivalent: One edge is predominantly
bounded by red tiles (r-edge), the other one by green tiles (g-edge). Comparison with
Fig. 5.3(b) shows that the triangular intercalation islands are predominantly bounded by
r-edges, thus explaining the only threefold pattern symmetry. Further evidence for the
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(a)
[112]
(b)
Figure 5.7: (a) STM topograph imaged at 35K after Eu intercalation (21 nm  21 nm). The
contrast is inverted with the atop areas now imaged as dark spots. The arrow indicates the Ir
r1¯1¯2s direction. (b) Schematic sketch of (a) redrawn into the tiled moiré pattern.
inequivalence of r- and g-edges can be found by low temperature STM imaging: As shown
in Fig. 5.7(a), the appearance of intercalation patterns has substantially changed compared
to 300K. Based on the analysis of Fig. 5.7(b), where the morphology of Fig. 5.7(a) is
redrawn into the tiled moiré pattern, it becomes apparent that the g-edge rearranges to
avoid delamination of hcp areas at the expense of fcc areas. I note that it cannot be
decided on the basis of the present data, whether the diﬀerences in the morphology of
the intercalation objects at 300K and 35K are due to freezing of ﬂuctuations, or real
morphological changes upon cooling.
Inﬂuence of the Binding Inhomogeneity of the Moiré
Although intercalation islands with sizes of multiples of the Gr moiré mesh [111, 274,
275] and sharp intercalation fronts [22, 116, 276] have been reported in the past, pattern
formation by intercalation underneath epitaxial Gr is a new phenomenon. Moreover, for
pattern formation in a two phase system with competing short range attractive and long
range repulsive interactions a reversed sequence of stripe and island formation is observed
[33, 277]. Thus, a new mechanism of pattern formation has to be concerned here.
Therefore, I recall that the binding of Gr to Ir is mainly mediated by physisorption with
weak chemical bonds in the fcc and hcp areas and chemical repulsion in the atop areas
as described in Sec. 2.1.1. Hence, one can assume that the delamination energy per C
atom in the atop area (Eatop) is substantially smaller than the corresponding energies
Efcc and Ehcp in the fcc and hcp areas. It appears thus reasonable that t-stripes are
the preferred morphological entities just for their high fraction of delaminated atop areas,
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which decreases from 1{2 for a t-stripe via 3{7 for a pt 1q-stripe to 1{3 in the limit of very
wide stripes. For the same reason the red and green tiles - which are energetically most
costly to delaminate - accumulate in the remaining non-intercalated areas, for instance as
s-channels. As intercalated islands are preferentially bounded by r-edges, it is plausible
that the hcp areas are even more strongly bound than the fcc ones.
In order to investigate the inﬂuence of the moiré binding inhomogeneity quantitatively,
we use a one-dimensional model to obtain the intercalation energy cost per Eu atom as
a function of the stripe width. This energy cost Ein,Eu includes the energy cost for de-
laminating the Gr layer from the substrate, and the energy associated with the formation
of intercalation steps. The much larger value of 2.4 eV per Eu atom gained upon Eu
intercalation (compare Sec. 5.1.2) is not relevant for the pattern formation energetics and
thus omitted as an oﬀset on the energy scale.
(a) (b)t-stripe (t+1)-stripe
am
1
1
½
½ ½
½
1½½
½
½
Figure 5.8: Sketch of a t-stripe (a) and a pt  1q-stripe (b) drawn into the tiled moiré pattern.
Dotted lines partition the stripes in sections of length am. Numbers indicate the tiles that have
to be delaminated per section.
In Fig. 5.8(a), a t-stripe is drawn into the tiled moiré pattern, and partitioned in sections
of length am. Per section, a complete moiré unit cell (white, green, and red tile), and an
additional atop area (white tile) have to be delaminated as indicated by the numbered
tiles. For lifting one moiré cell an energy Edel,m is needed, which has a value of nC,m 
50 meV  10.6 eV since the number of C atoms per moiré cell is nC,m 
?
3{2 a2m ρat,Gr 
212 and the average binding energy per C atom is 50meV [95]. Herein, ρat,Gr is the atomic
density of the C atoms. The delamination of the additional atop area costs nC,m{3 Eatop,
where Eatop is the average binding energy per C atom in the atop area. The section
contains x  am{2aGr Eu atoms with x being the number of atomic Eu rows along the
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stripe and am{2aGr  5.16 the number of atomic Eu rows perpendicular to the stripe.
With this, one gets for a t-stripe an intercalation energy per Eu atom of
Ein,Euptq 
Edel,m   13nC,m  Eatop   2Eedge,m
x  am
2aGr
(5.1)
including the edge energy 2Eedge,m for two edges of length am. When going from a t-stripe
to a pt 1q-stripe as sketched in Fig. 5.8(b), only one additional moiré cell per section has
to be delaminated while the number of Eu atoms increases by pam{2aGrq2. More general,
one gets for a pt Nq-stripe an intercalation energy per Eu atom of
Ein,Eupt Nq 
pN   1q  Edel,m   13nC,m  Eatop   2Eedge,m
x  am
2aGr
 N 

am
2aGr
	2 . (5.2)
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Figure 5.9: Intercalation energy Ein,Eu per Eu atom as a function of stripe width (N is propor-
tional to the width of a pt Nq-stripe) for diﬀerent numbers x of atomic Eu rows along the stripe.
Thereby, Eatop  0 and Eedge,m  0 eV is assumed. For x ¤ 5.1 the functions are monotonically
decreasing and convex (dotted), for x ¥ 5.2 monotonically increasing and concave (solid).
In Fig. 5.9, Eq. 5.2 is plotted as a function of N for 5 ¤ x ¤ 6, Eatop  0 eV and
Eedge  0 eV. As I will show in the next section, these values are reasonable estimates for
the parameters. For x ¤ 5.1 (dotted lines) all functions are monotonically decreasing and
convex, meaning that the formation of a single wide stripe with large N is energetically
preferred. On the other hand, for x ¥ 5.2 (solid lines) the functions are monotonically
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increasing and concave so that the formation of t-stripes is preferred. Larger values of
Eatop or Eedge,m will require a larger number of Eu rows x in a t-stripe to keep it as
a the preferred morphological entity. With the reasonable assumptions Eatop  0 eV,
Eedge  0 eV and x  5.5 Eu rows in a t-stripe one obtains a preference by about 0.7 eV
per moiré unit cell to accommodate Eu in t-stripes compared to a single island.
Estimates of the Relevant Parameters
Probably most important for the energetic preference or avoidance of t-stripes is the
amount of Eu that ﬁts in in a t-stripe, which can be expressed by the number x of atomic
Eu rows along the stripe. In average, 5.16 Eu rows ﬁt in a moiré unit cell of 2.19 nm width
in the p2  2q structure. Based on the experimental FWHM of 2.35 nm, we calculate for
a t-stripe 5.53 Eu rows. Thus, 5 ¤ x ¤ 6 is assumed to be a reasonable range for x.
Based on the fact that the hcp and fcc areas display weak chemical bonds, whereas the
local binding yields an average repulsion of 20meV over the moiré unit cell, Eatop  0 eV
is a reasonable assumption for the binding energy per C atom in the atop area.
A reliable calculation of the edge energy Eedge is only possible in spin-polarized ab initio
calculation taking into account the full moiré unit cell and vdW interactions, which are
important for the binding of Gr to Ir(111) [95]. Such calculations are demanding and
beyond the scope of this work. Thus, I restrict myself to simple estimates and less
demanding ab initio calculations to obtain some insight to the physics related to Eedge.
R
s
θ
Figure 5.10: Gr bending over an intercalate step of height s modeled by two identical arcs of
radius R and opening angle θ.
First, the contribution of Gr bending is determined by using the elementary model shown
in Fig. 5.10 (compare also Ref. [92]). The Gr layer bent over an intercalation step of height
s is modeled by two identical arcs of radius R and opening angle θ. The bending causes an
arc length increase ∆st{2  2Rpθsin θq in the Gr layer. Using furthermore the boundary
condition s{2  Rp1cos θq, one gets a system of nonlinear equations. As we will see later,
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the arc length increase can experimentally determined to be ∆st{2 0.185Å. Furthermore,
under a broad range of tunneling resistances (except very small ones) an intercalation step
height of s 1.6Å is found in STM. Using these parameters, the equations can be solved
and one gets a radius of R  13.5Å, and an opening angle of θ  19.8 . According to
Ref. [100] this radius of curvature corresponds to a bending energy per C atom of
Ebend  a
R2
  b
R4
(5.3)
with the empirical constants a 0.99 eVÅ2 and b 12.3 eVÅ4. Within the bent Gr
area there are θR  amathrmm  ρat,Gr C atoms per moiré unit cell length am, where ρat,Gr 
38.2 nm2 is the atomic density of the C atoms. Thus, we obtain for R  13.5Å a bending
energy of Ebend,m  520 meV per edge and length am.
As second step, Eedge is estimated by DFT calculations for a small commensurate unit
cell disregarding vdW interactions and Gr bending. Therefore, we calculate the total
energy of Eu stripes (2 Eu atoms in width) intercalated between Gr and the Ir(111)
substrate (Estripe). The stripe structures were obtained by cutting out half of the Eu
atoms from p4  1q supercells of the p2  2q Eu structures between Gr and the Ir(111)
substrate. No further relaxations have been performed. Comparison to the corresponding
fully intercalated Gr/Eu/Ir structure (Efull) and the non intercalated Gr/Ir structures
(EGr Ir) yields as estimate the edge energies per Eu atom according to Eedge  12pEstripe
1
2
pEfull   EGr Irqq  0.2 eV, resulting in Eedge,m  1.0 eV per edge and length am.
Without the Ir substrate, the corresponding energy is of similar magnitude, but positive.
A negative Eedge implies an energy gain due to edge formation. Although this result seems
at ﬁrst glance implausible in view of the reduced coordination of the edge Eu atoms and
should be considered with care in view of the approximations made, it is in line with
experiments related to Eu adsorption on Gr on Ir(111) [28]. Binding of Eu to Gr is due
to lowering of the kinetic energy of Eu s electrons, which delocalize in Gr. Because of the
low density of states in Gr, the Fermi level moves quickly upwards with electron transfer
and doping therefore ceases. Thus, a smaller local Eu concentration may allow per Eu
atom a larger electron transfer to Gr and thus a stronger binding to Gr and thereby
overcompensate the loss of coordination due to stripe formation.
By construction, the energy cost for Gr bending upon stripe formation is not included in
the ab initio calculation. The two contributions to the edge energy are of opposite sign
and thus tend to cancel each other. Hence, I just state that the magnitude of Eedge,m
is on the order of 1 eV per length am, and may be of positive or negative sign so that
Eedge,m  0 eV is a reasonable estimate.
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Relaxation of Pre-existing Strain
The quantitative analysis for a one-dimensional stripe situation has shown that a delicate
balance of Eatop, Eedge and the width x available in a t-stripe for intercalation can lead
to an energetic preference of t-stripes. This predicts a linear growth of the intercalation
step density ρ with increasing θ until the entire surface is covered with t-stripes at ρ 
0.27 nm1 (compare blue line in Fig. 5.11). A further increase of the coverage causes a
linear decrease of ρ until it vanishes for full coverage.
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Figure 5.11: Intercalation step density ρ as a function of intercalated Eu amount θ. Blue line:
expected ρpθq if t-stripes are energetically preferred (no strain). Red dashed line: expected ρpθq
taking only strain relaxation of Gr into account (no binding inhomogeneity and edge energy).
A quantitative analysis of the experimentally observed intercalation step density ρ as a
function of θ is presented also in Fig. 5.11. ρ is obtained by counting steps along a grid
of orthogonal lines in areas free of pre-existing substrate steps. Although the scatter of
ρ is substantial, it is obvious that for small θ ﬁrst a rapid increase of ρ takes place, then
for 30% ML   θ   80% ML a broad plateau with ρ  0.09  0.12 nm1 is reached, before
ρ ﬁnally decreases again rapidly to zero. While ρ agrees for small and large θ reasonably
well with the expectations, the broad plateau is inconsistent with the assumption that
the intercalation pattern is only driven by the chemical binding inhomogeneity.
To explain this, we need to take a close look to other changes in the surface energetics
associated with intercalation. Fig. 5.12 displays a single t-stripe with the surrounding
moiré well resolved. The height proﬁle along the blue line shows a rather regular spacing
of the depressions of
?
3am  4.38 nm. As discussed before, the bending over the t-
stripe causes an arc length increase, which gives rise to a lateral shift of the moiré by
∆sm  0.33 nm. The corresponding lateral shift of the C atoms is ∆st  0.032 nm, as
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Figure 5.12: Height proﬁle over a t-stripe taken along the blue line in the STM image (43 nm 
10 nm). The moiré periodicity of
?
3am in path direction is displaced by ∆sm due to the t-stripe.
obtained from ∆sm using standard moiré methods [92]. Averaging over similar situations
results in ∆st  p0.037  0.005q nm for single stripes. For stripe bundles, the arc length
increase of ∆st,b  p0.060  0.012q nm per stripe is signiﬁcantly larger .
The arc length increase upon intercalation is associated with a change in the strain state
of Gr. As discussed in Sec. 2.1.1, the mismatch in the thermal expansion coeﬃcients of
Gr and Ir causes compressive strain in Gr upon cool down. For a growth temperature of
1170K it amounts to 0.6% [100]. Without intercalation a signiﬁcant part of the strain
relaxes by formation of wrinkles, but a residual strain of about 0.3% is left in the Gr
lattice [100, 101]. Here, it is plausible that all of the 0.6% strain is released by formation
of intercalation steps since there are hardly any wrinkles after intercalation.
In the following, I want to quantify this. According to Ref. [100], the elastic energy in a
rectangular area of strained Gr with length L and width am is given by
Eel  1
2
2  L  Y  ρat,Gr  am. (5.4)
Herein, Y  56 eV per C atom is the elastic modulus of Gr, and  the strain, which is
deﬁned as   ∆L{L with ∆L being the diﬀerence between the length of free Gr and
strained Gr/Ir. Intercalation of a single Eu stripe perpendicular to L reduces the strain
by ∆st{L due to the arc-length increase ∆st. By calculating the diﬀerence in the elastic
energy of the Gr area before and after inserting a Eu stripe, one gets an energy gain of
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∆Eel  1
2
2  L  Y  ρat,Gr  am  1
2

 ∆st
L

2
 L  Y  ρat,Gr  am
 1
2

2
∆st
L


∆st
L

2
 L  Y  ρat,Gr  am. (5.5)
Assuming that the elastic energy is reduced over a large distance L, i.e., for ∆st{L ! ,
Eq. 5.5 can be approximated by
∆Eel    ∆st  Y  ρat,Gr  am. (5.6)
Using ∆st  0.037 nm from the experimental analysis and 0.6% pre-existing strain, we
arrive at a sizable energy gain of 1.2 eV. In order to derive an expression for the change in
elastic energy with increasing number of Eu stripes, I proceed to a continuum description.
Therefore, I consider the elastic energy density wel, i.e., the elastic energy Eel normalized
to the area L  am. Furthermore, the linear stripe density ρ  N{L is introduced, where
N denotes the number of stripes per length L. With this we get
wel  1
2
p ∆st  ρq2  Y  ρat,Gr. (5.7)
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Figure 5.13: Elastic energy density wel as a function of the linear stripe density ρ assuming
  0.6% and ∆st  0.06 nm. The arrow indicates the corresponding energetic minimum.
This function is plotted in Fig. 5.13 assuming a pre-existing strain of   0.6%. Herein,
∆st  0.06 nm is used, which is a good approximation for intermediate and high cov-
erages. As indicated by the black arrow and the dashed line in Fig. 5.11, a total strain
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relaxation occurs at a stripe density of 0.10 nm1. If some wrinkles were still present after
intercalation, the dashed line in Fig. 5.11 would be shifted to somewhat smaller values.
The relaxation of pre-existing strain through intercalation steps yields a simple explana-
tion for the broad plateau in ρ at intermediate coverages: After complete strain relaxation
additional intercalation would drive Gr into tensile strain. Therefore, the formation of
additional t-stripes ceases when the associated tensile strain energy becomes larger than
the energetic advantage of t-stripe formation due to the binding inhomogeneity.
I note that relaxation of pre-existing compressive strain in Gr alone would be unable to
explain the observed patterns as one would expect in this case the formation of stripes
(channels) even thinner than the t-stripes (s-channels) for very small (very large) θ to
achieve a maximum in strain relaxation, contrary to observations. Finally, the question
remains why the strain relief pattern is dominated by one-dimensional stripes for low and
high coverages, although the Gr layer should be isotropically strained and there are more
isotropic pattern elements than t-stripes with a comparable delamination energy per Eu
atom (same fraction of white tiles). In the present case, such structures are probably
unfavored due to higher costs for Gr bending contributing to the edge energy.
5.1.4 Visualization of Strain by Intercalation
The catchy view of intercalation pattern formation presented above provides a natural
explanation for the inhomogeneous distribution of intercalation steps over the sample.
(a)
Eu/Ir Gr/Eu/Ir
(b)
Figure 5.14: (a) STM topograph after intercalation of 72% ML Eu (195 nm  160 nm). (b)
Topograph after Eu deposition on Ir(111) covered by 40% with Gr (70 nm  130 nm).
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Since the optimal ρ is deﬁned by the situation where the preference for t-stripe formation is
balanced by the built-up of tensile strain, the local variation of ρ reﬂects initial variations
in the distribution of pre-existing compressive strain. The examples visualized in Fig. 5.14
support this view: In Fig. 5.14(a) an unusually high intercalation step density realized by
t-stripe bundles is visible on the terrace near a concave substrate step, which shortly
merges with a second one to a double step (large initial Gr compression). In contrast, ρ
is low on the terrace next to the descending convex substrate step (strain was released
by the Gr moving out). Similarly, for a Gr band next to a substrate step as shown in
Fig. 5.14(b) (only partial Gr coverage) the s-channels are oriented perpendicularly to the
long axis of the band, where strain relaxation could not be achieved during cool down.
5.2 Compaction of the Monolayer
As shown by the analysis in Sec. 5.1.1, Eu adsorbs in the submonolayer regime always in
a p2 2q superstructure with respect to Gr. Upon further Eu deposition onto a saturated
p2  2q intercalation layer a p?3 ?3qR30 phase arises as shown in Fig. 5.15 (compare
Ref. [29]). Also here, the structure is attached to the Gr lattice. It has a saturation
coverage of 1.33 ML with respect to the p2 2q structure, i.e., it is 33% denser. A further
compaction has never been observed and the intercalation process is self-limited to one
monolayer. The occurrence of the p?3  ?3qR30 structure is consistent with the DFT
calculations in Sec. 5.1.2: although the binding energy per atom is slightly lower in the
p?3?3qR30 structure than in the p22q (-3.59 eV compared to -3.80 eV), intercalation
is still much more favorable than adsorption on top of Gr.
Gr
Ir(2x2)
(√3x√3)
(a)
Gr
Ir
(b)
Figure 5.15: LEED images of the p2  2q (a) and p?3 ?3qR30 (b) intercalation structures
at 82 eV primary electron energy. The corresponding ﬁrst-order spots are indicated.
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Occasionally, both phases are simultaneously observed in LEED (not shown here, but in
Ref. [29]). Here, I demonstrate such a coexistence also in STM: Fig. 5.16(a) shows two
diﬀerent moiré contrasts on both sides of a wrinkle: dark dots on a bright background in
the lower left, and bright dots on a dark background in the upper right. Atomic resolution
and the corresponding Fourier transforms in Figs. 5.16(b) - (d) prove that the two areas
correspond to the p2  2q and the p?3 ?3qR30 intercalation phases. However, I note
that the moiré contrast strongly depends on tip and tunneling parameters so that it is
only coincidence that the two phases here appear with opposite contrast.
 
(2x2)
(√3x√3)R30°
(a) (b) (c)
(d) (e)
(2x2)
(√3x√3)R30°
Figure 5.16: (a) Coexistence of the p2  2q (upper right) and the p?3 ?3qR30 (lower left)
intercalation phase separated by a wrinkle (180 nm180 nm). The insets (same scale) enhance the
moiré contrast. (b), (d) Atomically resolved topographs of both structures (8.5 nm8.5 nm) with
the corresponding Fourier transforms (c), (e). Circles and squares surround the spots belonging
to Gr and Eu, respectively. Additional second-order Eu spots are weakly visible in (c).
5.3 Band Structure and Doping
The band structure of Eu intercalated Gr has been previously calculated by DFT in
Ref. [29]. As shown in Fig. 5.17(a), for the p2  2q structure the Dirac cone is preserved,
and shows a substantial exchange splitting of about 50meV. Such a spin splitting is highly
interesting in the view of spintronic applications: By shifting the Dirac cone back to the
Fermi edge via p-doping, and ﬁne adjustment by backgating only a single spin orientation
would contribute to the transport (compare Sec. 2.1.4). For the p?3?3qR30 structure
shown in Fig. 5.17(b) also a small spin splitting occurs at the Dirac point (here backfolded
to the Γ point), but accompanied by a band gap opening of about 300mV.
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Figure 5.17: Spin-resolved band structures of freestanding Gr intercalated by Eu in p2 2q (a)
and p?3  ?3qR30 (b) structure . Majority and minority spin C pz bands are colored in red
and green, whereas Eu s bands are marked in blue. Schematic blowups of the Dirac points are
shown. Note that the band structures are reduced to the superstructure Brillouin zones whose
high symmetry points are indicated. Partially adapted from Ref. [29].
Experimentally, the band structure has been investigated by D.F. Förster in Ref. [29] by
means of ARPES (see Sec. 4.3 for experimental details). Fig. 5.18 shows two spectra in the
vicinity of the K point taken along the ΓKM direction for the p22q and the p?3?3qR30
intercalation layer, respectively. Both show that the Dirac cone is shifted down in energy
by about -1.5 eV due to strong n-doping. The noticeable anisotropy between the two
branches is due to the electronic chirality of Gr [278].
It appears as if a substantial band gap of about 500meV has opened. However, by deter-
mining the position of the Gr minigaps [279] prior to Eu intercalation a small azimuthal
misalignment ∆φ with respect to the ΓKM direction was identiﬁed (see Fig. 5.19(a)). As
shown in Fig. 5.19(b), the Dirac cone is consequently not exactly cut across the Dirac
point resulting in an apparent band gap, which is of the same size as the measured one.
I note that the presence of a real gap smaller than 500meV cannot be excluded.
In order to circumvent the mechanical diﬃculties to properly align the azimuthal angle,
new ARPES measurement were performed after rotating the electron analyzer by 90 so
that maps perpendicular to the ΓKM direction can be taken. By changing the ﬁnely
adjustable polar angle θ in small steps the K point can be reached even in the presence
of a small ∆φ. The corresponding geometry is shown in Fig. 5.19(b).
The data obtained for the p2  2q intercalation structure after conversion from angle- to
k-space are shown in Fig. 5.20. We compare the band structure to the well-known result
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Figure 5.18: ARPES spectra of Eu intercalated Gr on Ir(111) in ΓKM direction. An azimuthal
oﬀset ∆φ leads to an apparent band gap at the Dirac cone. (a) p22q structure with an azimuthal
oﬀset ∆φ  1.5. (b) p?3 ?3qR30 structure with ∆φ  1. The dotted black lines indicate
the doping level. Adapted from Ref. [29].
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Figure 5.19: (a) ARPES measurement in ΓKM direction with an azimuthal oﬀset ∆φ. (b)
∆φ  0 leads to an apparent band gap at the K point. (c) Measurement perpendicular to the
ΓKM direction for ∆φ  0. By ﬁnely adjusting the polar angle θ the K point can be reached.
from the NN tight-binding approximation (TBA) [15], which turned out to show only
marginal deviations from an exact DFT calculation of the whole system:
Epkq  t
d
3   2 cos paGrkxq   4 cos
aGr
2
kx
	
cos
?
3aGr
2
ky


  ED (5.8)
As NN hopping energy, t  2.848 eV is used from Ref. [280]. For the present geometry, kx
is varied in 0.02Å
1
steps around 1.70Å
1
(K point), and ky covers a range of 0.15Å1.
The doping level ED was ﬁtted to the data. At the K point in Fig. 5.20(d), best coincidence
is found for a doping level of ED  1.4 eV, in good agreement with the previous result
of ED  1.5 eV obtained in Ref. [29].
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Upon scanning towards the M point (Figs. 5.20(e) - (f)) the opening of the apparent gap
is well reproduced by the TBA. In contrast, towards the Γ point (Figs. 5.20(a) - (c)) the
bands diverge much faster from the Dirac point than predicted by TBA. However, such
deviations are expected as TBA does not include many body interactions such as phonon-
mediated electron-electron interactions or plasmons [281, 282]. The fact that the deviation
from TBA is large here might indicate that many body interactions or other contributing
eﬀects such as hybridization are strong in the Gr/Eu/Ir system.
In addition to the Dirac cone, a non-dispersing band at about -0.25 eV is visible, as
highlighted by two arrows in Fig. 5.20(c). This band can be interpreted as the Ir surface
state S1 (compare Ref. [279] for nomenclature), which is close to the Fermi edge for bare
Gr on Ir(111), and here shifted down by doping from the intercalated Eu layer.
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Figure 5.20: ARPES spectra of an intercalated p22q Eu layer measured perpendicular to the
ΓKM direction at the indicated values of kx. The black lines correspond to the pi{pi bands in
TBA rigidly shifted by ED  1.4 eV. The arrows in (d) highlight a ﬂat band at -0.25 eV.
The ARPES data for the p?3?3qR30 structure are shown in Fig. 5.21. At the K point
visible in Fig. 5.21(c), the TBA again ﬁts to the measured cone using a slightly higher
doping level of about -1.5 eV compared to the p2  2q intercalation structure. Again, the
opening of the apparent band gap is better reproduced by TBA in KM direction than
towards the Γ point. The ﬂat band related to the Ir surface state S1 is also present here,
but shifted to a lower energy of -0.4 eV. This indicates also a higher doping of Ir by the
p?3 ?3qR30 layer compared to the p2  2q structure.
The pi band is more diﬀuse for the p?3  ?3qR30 intercalation structure than for the
p2 2q layer. This may be related to hybridization with a ﬂat band at 1.0 eV, which is
highlighted by arrows in Fig. 5.21(a), and more clearly visible in Fig. 5.18(b). In principle,
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Figure 5.21: ARPES of the p?3?3qR30 Eu structure perpendicular to the ΓKM direction
at the indicated values of kx. The black lines correspond to the pi{pi bands in TBA rigidly
shifted by ED  1.5 eV. The arrows in (a) highlight two ﬂat bands at -1.0 eV and -1.6 eV.
the Ir surface state S2 is located at this energy (compare Ref. [279]), but this state should
be present also for the p2  2q intercalation structure. Since it is not observed there,
the band is probably related to Eu. Finally, I note that there might also be a weak
non-dispersing band around -1.6 eV, which was not visible in Fig. 5.18(b).
5.4 Mechanism of the Intercalation Process
In Sec. 5.1.2, it was calculated that Eu atoms gain a considerable amount of energy upon
intercalation. Nevertheless, the experiments show that Eu intercalation requires elevated
temperatures way above 300K [28]. This means that intercalation is an activated process,
whose mechanism I want to address in this section. As foundation for the following
discussion, I ﬁrst give a brief overview of known intercalation mechanisms:
 Intercalation from Edges
Grånäs et al. found that a fully closed layer of Gr on Ir(111) cannot be intercalated
by molecular O2 [283]. In contrast, for Gr ﬂakes or a holey Gr layer sharp inter-
calation fronts proceed from the edges towards the interior above a temperature
of 355K. The authors reasoned that O2 intercalation takes place by delaminating
the Gr edges from the substrate. A similar behavior was found for O2 intercalation
underneath Gr on Ru(0001) [22].
 Intercalation at Wrinkles
Petrovi¢ et al. showed that Cs intercalation also takes place for a fully closed Gr
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layer on Ir(111) [284]. The intercalation always nucleates next to wrinkles, and
especially at their crossing points. The authors argue that the entrance points for
Cs are nano-scale cracks in the wrinkles which are present due to extensive local
forces. A signiﬁcant role of wrinkles in the intercalation process has also been
observed for Br2 and O2 intercalation under atmospheric conditions [114, 285].
 Intercalation through Defects
Riedl et al. demonstrated that H2 can be intercalated underneath Gr on SiC(0001)
at 870K [21]. In this context, Markevich et al. calculated by DFT that H2 is not
able to penetrate a perfect Gr layer at this temperature, but defects such as Stone-
Wales defects, divacancies, or tetravacancies allow the penetration [286]. A similar
mechanism has also been proposed for intercalation of Si [287, 288], Li [289] and
atomic O [290]. Experimentally, Sicot et al. observed for Ni and Fe under Gr on
Rh(111) that the intercalated islands are mainly located underneath defects in the
Gr lattice, supporting that defects are starting points for intercalation [275].
 Reactive Passage by Defect Formation
However, Sicot et al. also observed intercalated islands covered by perfect Gr [275].
Thus, they speculate on a further intercalation mechanism: DFT calculations show
that transition metals reduce the vacancy formation energies in Gr [291]. Therefore,
atomic-scale defects might be induced at elevated temperatures through which the
metal atoms can diﬀuse. After completion of the intercalation process they vanish
again by restoring the C bonds. The mechanism is in line with the observation that
Li ions can induce defects in Gr upon intercalation [292].
To investigate which of these mechanisms are of importance for Eu intercalation, the
intercalation process was imaged in real time by electron microscopy. We used PEEM
which turned out to yield a better contrast than LEEM, probably because of its high
sensitivity to the work function diﬀerence between intercalated and pristine Gr (compare
Sec. 6.1). Since there was no possibility on site to calibrate the Eu evaporator, I do not
give absolute values for the deposited amounts in this section.
At an intercalation temperature of 720K, only a homogeneous brightness change on the
whole sample is observed during Eu deposition. This indicates that Eu at this temperature
is too mobile to identify where it has penetrated. Therefore, the intercalation temperature
was lowered to 620K. Furthermore, the CVD growth temperature was increased from
1170K to 1470K. This results in more wrinkles, but less defects, making it easier to
distinguish between the relevance of both.
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Fig. 5.22(a) shows a µ-LEED image of the Gr layer prior to Eu deposition, conﬁrming its
high quality. As apparent in the PEEM image in Fig. 5.22(b) taken in the initial stage
of Eu deposition, the intercalation starts at a few distinct points separated by several
100 nm. With increasing coverage, the intercalated material spreads in large islands with
a preferred orientation from the top left to the bottom right (Figs. 5.22(c) to (f)). At
the end, the Gr layer is fully intercalated (Fig. 5.22(g)), and shows a p?3  ?3qR30
diﬀraction pattern in µ-LEED (Fig. 5.22(h)).
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.22: (a) µ-LEED of pristine Gr (1 µm aperture, 45 eV electron energy). (b) - (g) PEEM
series during Eu deposition at 620K starting with the nucleation of intercalation, and ending
with a fully saturated layer (25 µm ﬁeld of view). The boxes indicate the region which will be
overlayed to LEEM images in the following ﬁgures. (h) µ-LEED after complete intercalation
showing the p?3?3qR30 superstructure (1 µm aperture, 45 eV electron energy).
Since intercalation under a fully closed Gr layer takes place, one can conclude that Gr
edges are not of importance for Eu intercalation. One might argue that the points visible
in Fig. 5.22(b) are small holes in the Gr layer that permit Eu penetration, since the
CVD growth process is exponentially self-limited, i.e., the Gr coverage θ reaches 1 upon
increasing ethylene ﬂux φ only according to θpφq   1  eφ{φ0 with a constant φ0.
However, F.Huttmann estimated in Ref. [273] that for the ethylene dosages used in the
experiments there should be no holes larger than atomic vacancies.
First, it is plausible that Eu intercalation does not need Gr edges: Whereas O2 does not
stick to Gr and consequently has to adsorb to Ir prior to intercalation, the ionic binding
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of Eu to Gr permits a longer residence time during which the atoms can ﬁnd a pathway
for intercalation. Furthermore, in contrast to the case of large O2 molecules, Eu ions are
so small that intercalation via defects is conceivable.
Second, a dominating role of reactive passage via defect formation can be excluded. If
this was the case, one would expect a spatially more homogeneous start of intercalation,
whereas here only a few nucleation points are found. Therefore, I focus in the following
on pre-existing defects and wrinkles. Unfortunately, PEEM is not able to image steps or
wrinkles on the surface. Therefore, it is helpful to overlay the PEEM images to LEEM
images of the same surface area to match the intercalated areas to the surface topography.
(a) (b)
(c) (d)
Figure 5.23: (a) Mirror mode LEEM image (15 µm10 µm) of the region indicated in Fig. 5.22.
Several step bunches and terraces with wrinkles are visible. (b) - (d) Zooms of the PEEM images
in Figs. 5.22(c), (d), and (f) overlayed to the LEEM image in (a). The intercalated regions are
colored in red. Extended terraces are intercalated ﬁrst, and step bunches last.
In Fig. 5.23(a), a LEEM image of the region indicated by the boxes in Fig. 5.22 is shown.
By decelerating the incoming electrons to 0 eV (mirror mode) a strong step contrast is
achieved, revealing several step bunches that separate extended terraces. When overlaying
in Figs. 5.23(b) to (d) the PEEM images, it becomes apparent that the intercalation starts
on the extended terraces, which get progressively intercalated during further deposition,
whereas the step bunches are ﬁlled only in the very late stage of intercalation.
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In Fig. 5.23(a), also wrinkles are slightly visible on the extended terraces. To make them
better visible, the objective lens was slightly defocused as shown in Fig. 5.24(a). Since
wrinkles are substantially higher than the average surface this results in a pronounced
contrast of the wrinkle network. Although it is tricky to overlay the PEEM images exactly
to the defocused LEEM image, it becomes apparent in Fig. 5.23(b) that the intercalated
areas always nucleate at wrinkles. As visible in Figs. 5.23(c) and (d), the intercalation
proceeds along the wrinkle network upon further Eu deposition.
(a)
(c) (d)
(b)
Figure 5.24: (a) Defocused mirror mode LEEM image (15 µm  10 µm) of the region indi-
cated in Fig. 5.22. The wrinkle network is well visible. (b) - (d) Zooms of the PEEM images
in Figs. 5.22(c), (d), and (e) overlayed to the LEEM image in (a). The slight shift roughly
compensates the defocus aberration. Intercalated regions are colored in red.
The observations show that the intercalation mechanism of Eu is very similar to the one
of Cs described in Ref. [284]: The intercalation starts at wrinkles, which allow the Eu
to penetrate probably via small cracks. Since the wrinkle density is highest on extended
terraces (here, strain relaxation cannot be achieved as easily as on step bunches), the
intercalation starts there. Upon progressing Eu deposition, the intercalation propagates
along the wrinkle network, as it is easy to transport Eu along wrinkles. Similar to the Cs
case, step edges act as diﬀusion barriers so that step bunches are intercalated last.
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The similar behavior of Cs and Eu is expected, since both elements have similar ionic and
atomic radii, thus making similar requirements on the entrance points for intercalation
plausible. Furthermore, both bind ionically to the substrate (see Chap. 6), indicating a
similar sticking and mobility behavior.
(a) (b) (c)
(d) (e) (f)
TCVD=1470K
TCVD=1170K
Figure 5.25: (a) - (c) PEEM series of Eu intercalation underneath Gr grown at 1470K (same
data as in Figs. 5.22(b) to (d)). (d) - (f) PEEM series of Eu intercalation underneath Gr grown
at a lower CVD temperature of 1170K. The ﬁeld of view is always 25 µm.
To underline the relevance of wrinkles, Eu was also intercalated underneath Gr grown at
a lower CVD temperature of 1170K instead of 1470K. As visible in Figs. 5.25(d) to (f), in
the early stage of intercalation the size of the coherently intercalated areas is substantially
larger than for the higher Gr growth temperature in Figs. 5.25(a) to (c). This is consistent
with the fact that at a lower CVD temperature less wrinkles are present, which reduces
the nucleation density for intercalation. Unfortunately, it was not possible to achieve
wrinkle contrast for this sample, which could directly proof the interpretation.
Although wrinkles seem to be the dominating pathway of intercalation, it cannot be ex-
cluded that penetration via defects additionally takes place. Evidence for this comes from
STM images for very low Eu coverage as shown in Fig.5.26: The intercalated material is
found only at ﬁve-seven defects, which are always present at small-angle grain boundaries
between diﬀerently rotated Gr domains [92]. Typically, the Eu decorates the defects from
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(a) (b)
Figure 5.26: (a) STM topograph (160 nm  160 nm) of a small intercalated Eu amount dec-
orating the ﬁve-seven defects at small-angle grain boundaries in Gr. (b) Diﬀerent area on the
same sample with a higher local intercalation amount (160 nm 160 nm).
both sides, leading to double stripes in STM. However, I note that this observation is
not a rigorous proof as it may also be possible that the Eu has penetrated the Gr layer
somewhere else and just sticks to the ﬁve-seven defects when diﬀusing on the surface. To
exclude this possibility experiments at the minimum intercalation temperature would be
needed, provided that the mobility at this temperature is low enough to prohibit diﬀusion.
5.5 Summary
In this chapter, the intercalation of Eu underneath Gr on Ir(111) was investigated. In
the submonolayer regime, Eu intercalates at elevated temperatures forming a p2  2q
superstructure attached to the Gr lattice. DFT calculations show that a large energy
gain is the driving force for intercalation. The Eu intercalation system reveals surprisingly
rich and complex patterns, which can consistently be explained by the interplay of the
moiré binding inhomogeneity and a change in the strain state of Gr due to intercalation.
Thereby, the intercalation step density directly visualizes local variations in the initial
strain distribution of Gr. During further Eu deposition the intercalated monolayer is
compacted to a p?3 ?3qR30 structure.
By means of ARPES, the band structure of Gr is found to stay largely intact upon Eu
intercalation. There is no evidence for the opening of a band gap. The doping level was
determined to about 1.4 eV for the p2 2q and -1.5 eV for the p?3?3qR30 structure,
consistent with previous results. It is furthermore observed that also the Ir surface states
are doped by the intercalated Eu layer.
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To get insight to the intercalation mechanism, the Eu intercalation was followed in real
time by PEEM and LEEM. The dominating pathway for intercalation is penetration at
wrinkles, just as in the case of Cs intercalation. With increasing deposited amount, the
Eu ﬁrst ﬁlls the Ir terraces before it eventually enters step bunches, indicating that the
latter act as diﬀusion barriers. When growing Gr at lower temperatures, the intercalated
structures are larger, which can be attributed to the lower amount of pre-existing wrinkles.
STM images for low Eu coverages indicate that intercalation via ﬁve-seven defects at
small-angle grain boundaries might be a second pathway for intercalation.
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CHAPTER 6
Adsorption on Intercalated Graphene
The content of Sec. 6.1 is published in Nano Lett.13 5013 (2013) [63]. I conducted all
STM and work function measurements with Eu; STM experiments with Cs have been
performed by S.Runte. ARPES data were obtained by M.Petrovi¢, D. F. Förster, and
M.Kralj. DFT calculations were performed by T.O.Wehling (Eu), and P. Lazi¢ (Cs).
Sec. 6.2 contains results measured and analyzed by F.Huttmann in Ref. [273], and me.
In this chapter, I discuss the adsorption of Eu on intercalated Gr. Eu deposition onto
bare Gr has already been studied by Förster et al. in Ref. [28], from which Fig. 6.1 is
adapted as overview: Upon depositing 3.3% ML Eu with respect to Gr (see Fig. 6.1(a))
small dispersed clusters with an average size of about 15 atoms cover the sample. In an
intermediate coverage range around 12%ML, the cluster phase coexists in two-dimensional
equilibrium with large Eu islands (see Fig. 6.1(b)). Both, clusters and islands, internally
possess a p?3?3qR30 structure with respect to Gr, which implies a saturation coverage
of 33% ML for the ﬁrst monolayer. When going beyond this value (see Fig. 6.1(c)) the
island phase essentially covers the whole sample with a small amount of clusters left. A
second p?3 ?3qR30 Eu layer nucleates before closure of the ﬁrst layer.
The related energetics are explained in detail in Ref. [28]: Electrons from the Eu atoms
can lower their kinetic energy by going into Gr, but thereby a charge imbalance is built
up, which costs Coulomb energy. This penalty is much lower for uniformly distributed
small clusters than for large Eu islands. This leads to formation of the cluster phase.
With increasing coverage the doping level in Gr rises so that the kinetic energy gain and
thus also the Coulomb penalty is reduced [293]. In consequence, above a critical coverage
the metallic Eu-Eu binding dominates and large p?3 ?3qR30 islands form.
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(c)(a) (b)
Figure 6.1: STM topographs after deposition of (a) 3.3% ML, (b) 12% ML, and (c) 40% ML
Eu at 300K onto bare Gr. In the inset of (c), second layer Eu islands are encircled by blue lines.
The image sizes are (320 nm 320 nm) and (40 nm 40 nm) for the large images and the insets,
respectively. The ﬁgure is adapted from Ref. [28].
In the following, I ﬁrst demonstrate for submonolayer coverages how adsorption on Gr can
be changed by an intercalated layer. Afterwards, I investigate the structural properties
of fully coalesced adsorbate layers on intercalated Gr.
6.1 Manipulating Adsorption by Intercalation
The electronic properties of Gr are extremely sensitive to adsorption. Due to the marginal
DOS at the Fermi edge of undoped Gr even a minor adsorption related charge transfer
causes a substantial shift of the chemical potential. Schedin et al. [89] exploited this
sensitivity to detect single NO2 molecules on Gr: NO2 molecule adsorption causes chem-
ical doping of Gr and the resulting change of the charge carrier density gives rise to a
measurable change in the resistivity of Gr. Furthermore, it was established in numerous
experimental and theoretical investigations that even weakly binding adsorbates - not
aﬀecting the integrity of the Dirac cone - typically imply doping and thus a shift of the
chemical potential within Gr [89, 294, 295].
Reciprocity implies that the adsorbate binding must also sensitively depend on the loca-
tion of the chemical potential in Gr. Indeed, Brar et al. demonstrated this sensitivity by
the observation of a gate voltage dependent ionization state of a Co adatom adsorbed to
Gr [35]. Using a ﬁeld eﬀect transistor based on bilayer Gr, Sato et al. were able to change
the rate of molecular O2 adsorption to Gr by a gate controlled variation of the chemical
potential [36]. Abanin et al. predicted a doping dependent ordering of covalently bound
adsorbates on one sublattice of Gr through a Peierls-instability type mechanism mediated
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by RKKY-like interactions [37]. Finally, Huang et al. found by DFT calculations a doping
dependent bond strength of H to Gr, with a substantial binding energy increase through
either n-doping or p-doping [38].
As discussed in Sec. 2.1.3, intercalation provides a ﬂexible means to drastically modify the
chemical potential of the Dirac electrons. The span of the shift of the Dirac point energy
ED measured with respect to the Fermi level EF is about one order of magnitude larger
than typically achieved by gating of Gr. Since intercalation leaves one side of Gr free, it
enables to explore the consequences of the chemical potential shift for the interaction of
Gr with the environment. The patterned intercalation of Eu demonstrated in Chap. 5 is a
unique tool to provide patches of strongly n-doped Gr located above the intercalant, and
marginally p-doped Gr in contact with the Ir(111) substrate side-by-side. As I will show,
controlled adsorption on such a doping pattern directly visualizes large diﬀerences in the
binding energy of ionic adsorbates on Gr.
All STM experiments concerning Eu were performed at ATHENE. The Cs experiments
were performed at a diﬀerent low temperature setup in Cologne. ARPES experiments
were conducted in Zagreb (Eu intercalation), and at the APE beamline of the ELETTRA
synchrotron in Trieste (Cs intercalation). A fully closed Gr layer was prepared by a TPG
step at 1470K followed by CVD at 1170K (see Sec. 4.5 for details). Intercalated and
adsorbed amounts θ are speciﬁed in monolayers with respect to the Gr lattice. DFT
calculations were performed as described in Sec. 4.6.
Europium Adsorption and Intercalation
Fig. 6.2(a) displays an STM topograph taken at 35K after deposition of 10% ML Eu onto
Gr at 720K. As already discussed in Chap. 5, a pattern of intercalated stripes and islands
is formed. In contrast, we ﬁnd in Fig. 6.2(b) upon room temperature deposition compact
islands coexisting with clusters on top of Gr as discussed before.
Fig. 6.2(c) visualizes the key experiment related to Eu adsorption: We deposited Eu
at room temperature on a partly intercalated sample. Again, a phase separation of the
adsorbed Eu into islands and clusters is observed. However, the Eu clusters and islands are
only found on the non-intercalated (Gr/Ir) areas, but not on the intercalated (Gr/Eu/Ir)
regions. The schematic cross section in Fig. 6.2(d) along the line in Fig. 6.2(c) clariﬁes
the morphology. The arrow in Fig. 6.2(c) highlights that the large adsorbed Eu island
displays a hole at the location of an intercalated Eu island. The arrangement of the
intercalation stripes on the upper terrace is rather inhomogeneous, since the large area
underneath the adsorbed island is free of stripes, whereas it is surrounded by a dense
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Figure 6.2: (a) STM topograph of 10% ML Eu intercalated at 720K (120 nm  120 nm). (b)
12% ML Eu adsorbed at 300K (120 nm120 nm). (c) Intercalation of 10% ML Eu at 720K, and
subsequent adsorption of 12% ML Eu at 300K (120 nm 120 nm). The arrow in (c) highlights a
Eu intercalation island which was not overgrown by the large adsorbed Eu island. (d) Schematic
cross section along the line indicated in (c). (e) Deposition of 10% ML Cs onto bare Gr/Ir at
300K (45 nm 45 nm). (f) Schematic cross section along the line indicated in (e). The imaging
temperature was 35K in (a) - (c), and 6.5K in (e).
stripe arrangement. Such an inhomogeneous distribution has never been observed for
pure intercalation (compare Chap. 5). Since the intercalated Eu stripes and islands are
able to ﬂuctuate in position and shape at the deposition temperature of 300K, one can
tentatively attribute the observed stripe arrangement to be a dynamic response to the
growth of the adsorbed Eu island.
At 300K, the deposited Eu forms equilibrium structures as explicitly demonstrated in
Ref. [28]. It is highly mobile, and thus scans the surface for locations of strongest bind-
ing. Upon cooling, the morphology is frozen at some unknown temperature below 300K.
Imaging at 35K therefore represents the equilibrium situation at this freezing tempera-
ture. The absence of adsorbed Eu clusters and islands on intercalated regions immediately
implies that adsorbed Eu is more strongly bound to non-intercalated areas. Upon ana-
lyzing about 30 STM images with a total scanning area of 1 µm2 with an intercalated
share of 40%, we ﬁnd only one small adsorbed island of 100 nm2 size on an intercalated
region yielding a percentage of 2.5104. As 12% ML Eu corresponding to 36% apparent
coverage in a p?3  ?3qR30 structure were adsorbed, this fraction would be 0.36 for a
random distribution. Therefore, the probability for Eu to adsorb on an intercalated area
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is drastically reduced by a factor of 1500. However, without knowing the precise freez-
ing temperature of the morphology and details on the binding energies within a cluster
or island it is not straightforward to obtain a quantitative value for the binding energy
diﬀerence ∆Eb between the atoms in the two diﬀerent areas.
Cesium Adsorption and Intercalation
A similar binding energy diﬀerence for adsorption to intercalated and non-intercalated ar-
eas can be inferred from experiments with Cs deposition onto Gr/Ir at room temperature.
As displayed in Fig. 6.2(e), for θ  10% ML a phase separation of the deposited mate-
rial is observed. The morphology is clariﬁed by the schematic cross section in Fig. 6.2(f)
taken along the line in Fig. 6.2(e): An adsorbed dilute gas of ionized Cs adatoms (the
only phase for θ ¤ 2%ML) coexists with large intercalated islands which possess a (2 
2) structure with respect to Gr [284]. The intercalated structure is denoted as Gr/Cs/Ir
in the following. Although the deposited amounts are similar, it is not unexpected that
the material is distributed quite diﬀerently from the Eu case, since ﬁrst the electronic
structure, and second the atomic and ionic radii of the two elements diﬀer. However, I
will not discuss this here in more detail.
In the present context, the key observation is that the Cs adatoms are adsorbed only
on Gr/Ir areas, despite the fact that the adsorbed ions repel each other by Coulomb
interaction. This is also reﬂected by the presence of Cs atoms in the non-intercalated
trenches of the large Gr/Cs/Ir island. Our observation again implies that adsorbates are
more strongly bound to non-intercalated areas.
Local Doping and Work Function
The key to understand why Eu and Cs adsorbates preferentially bind to non-intercalated
areas must be sought in local changes in the electronic structure of Gr. Therefore, we
conducted ARPES and STS experiments. For reference, Fig. 6.3(a) displays the band
structure of Gr on Ir(111) along the ΓKM direction showing a largely intact Dirac cone
with slight p-doping and an estimated Dirac point position of ED  0.1 eV [279]. For
a complete Eu intercalation layer strong n-doping is found with an estimated value of
ED  1.38 eV as shown by Fig. 6.3(b).
Even more instructive are ARPES data of Cs intercalation: After deposition of about
10% ML corresponding to the situation in Fig. 6.2(e) two Dirac cones are observed in
Fig. 6.3(c). The ﬁrst cone is shifted just slightly below EF with ED  0.12 eV, whereas
the second one is strongly shifted by ED  1.13 eV. Upon further Cs deposition the
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Figure 6.3: ARPES spectra along ΓKM direction with a small azimuthal oﬀset of about 1
in (a) and (c), and about 1.5 in (b). (a) Gr/Ir. (b) 25% ML Eu deposited at 720K resulting
in a complete Gr/Eu/Ir layer. (c) 10% ML Cs deposited at 300K. White dashed lines indicate
ﬁtted NN TBA bands taking into account the azimuthal oﬀset. The corresponding Dirac point
energies are (a) ED  0.1 eV, (b) ED  1.38 eV, and (c) ED  0.12 eV and ED  1.13 eV.
slightly shifted cone diminishes in intensity until it vanishes for layer completion, while
the strongly shifted cone gains intensity. A comparison with Fig. 6.2(e) yields a straight-
forward interpretation of the situation: Whereas the dilute gas of Cs ions induces just a
slight local n-doping, the large intercalated Cs islands induce strong n-doping of the Gr
underneath. Thus, Cs intercalation creates a doping pattern in Gr.
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Figure 6.4: Ipzq spectra for Gr/Ir (green) and Gr/Eu/Ir (blue) taken at -0.5V sample bias.
Here, z  0 is the start position of tip retraction. Lines indicate ﬁts to the data.
Similar to Cs intercalation also the Eu intercalation pattern must be assumed to create
a doping pattern in Gr on an even ﬁner scale. To establish its existence we used Ipzq
spectroscopy and measured diﬀerences in the local work function on adjacent areas of
Gr/Ir and Gr/Eu/Ir (see Sec. 3.1 for details). The corresponding spectra are displayed
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in Fig. 6.4. By ﬁtting the data one ﬁnds a work function diﬀerence of ∆Φ  ΦGr{Ir 
ΦGr{Eu{Ir  p1.5  0.2q eV. This value is in remarkable agreement with the doping level
diﬀerence given by ∆ED  ED,Gr{IrED,Gr{Eu{Ir  0.1 eVp1.38 eVq  1.48 eV. In view
of the DFT calculations by Khomyakov et al. [296] this agreement is well understandable:
The authors ﬁnd that with an accuracy of better than 0.1 eV the diﬀerence between the
work function Φ of Gr doped by its substrate and the Dirac point energy ED is a constant,
namely the free Gr work function Φfree: Φfree  Φ  ED. This implies that for two areas
∆Φ must be identical to ∆ED, just as we observe it experimentally. Therefore, our local
work function measurement also reﬂects the presence of a doping pattern in Gr which is
related to the spatial Eu intercalation pattern.
A Model for the Binding Preference
The link between doping level and work function gives access to understand the preferred
binding to the non-intercalated areas. For the morphology sketched in Fig. 6.5(a) the
energy diagram of Fig. 6.5(b) shows that the work function Φ and the doping level ED
display a constant energetic separation irrespectively whether Gr is intercalated or not.
Ir(111)
intercalant
Gr(a)
(b)
EF
ED
0
E
Φ
Figure 6.5: (a) Schematic cross section of a sample with Gr on Ir(111) that is partly intercalated.
(b) Corresponding electron energy diagram for the case of an n-doping intercalant.
In a gedankenexperiment one may partition the adsorption process of an ionic adsorbate
into three steps as sketched in Fig. 6.6. For simplicity, we focus here on a single adatom.
Initially, we consider the atom to be near the substrate at a height where a well deﬁned
work function is established, but suﬃciently far way to avoid wave function overlap with
the substrate. This initial state is well-deﬁned, as it does not cost energy to move a neutral
atom at this height parallelly to the surface through areas of diﬀerent work function.
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In step (1) an electron is removed from the atom. To good approximation, the ionization
energy will not depend on the electronic structure of the substrate. In step (2) the electron
is moved to the substrate where it delocalizes. Thereby, it can lower its kinetic energy by
a value identical to Φ, irrespective of how the charge is distributed within the substrate. A
comparison between Figs. 6.5(a) and (b) tells that in this step substantially more energy
is gained on the non-intercalated areas (1.48 eV more for Eu, and 1.23 eV more for Cs).
In step (3), the positive ion is moved to the substrate. Assuming for the moment that
the energy gain in this step does not depend on the substrate, the adsorption of the ionic
adsorbate to non-intercalated areas is preferred by just ∆Φ  ∆ED, i.e., the binding
energy diﬀerence is given by the diﬀerence in the Gr doping level.
e (1)
(2) (3)
(+)-
substrate
Figure 6.6: The adsorption process of an ionic adsorbate can be partitioned into three steps:
(1) Ionization close to the surface, (2) transfer of the electron to the substrate, and (3) transfer
of the remaining positively charged ion to the substrate.
In order to see whether and to what extent this simple picture is adequate we conducted
DFT calculations. We consider Eu and Cs adatoms adsorbed to Gr/Ir (Fig. 6.7(a)) as
well as to Gr/Eu/Ir and Gr/Cs/Ir (Fig. 6.7(b)). First, we analyze the 6s LDOS of Eu
adatoms on Gr/Ir and Gr/Eu/Ir shown in Fig. 6.7(c), and of Cs adatoms on Gr/Ir and
Gr/Cs/Ir shown in Fig. 6.7(d). For a Eu adatom the majority spin 6s orbital is in both
cases below the Fermi level, while the minority spin LDOS shows spectral weight only
above EF. As the 6s orbital of a free Eu atom is doubly occupied, this means that there
is in both cases a charge transfer of about one electron to the substrate.
For a Cs adatom adsorbed to Gr/Ir or Gr/Cs/Ir the 6s spectral weight is almost entirely
above the Fermi level. As the 6s orbital of free Cs atoms is singly occupied, also the Cs
adatom donates in both cases about one electron to the substrate. The major diﬀerence
between the 6s LDOS of the adatoms on bare and intercalated Gr is a rigid shift. In
conclusion, Eu and Cs always bind ionically to the substrate by donation of about one
electron as assumed in the model above.
In qualitative agreement with ARPES, our DFT calculations show that intercalated Gr
is strongly n-doped, while non-intercalated Gr is essentially undoped. The Dirac point
positions are ED  0 eV for Gr/Ir, ED  1.2 eV for Gr/Eu/Ir and 0.94 eV for Gr/Cs/Ir
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Figure 6.7: (a), (b) Unit cells for Eu or Cs adsorption on (a) Gr/Ir, and (b) Gr/Eu/Ir or
Gr/Cs/Ir. (c) Spin-polarized LDOS of the 6s orbitals for Eu adatoms on Gr/Ir (full line),
and Gr/Eu/Ir (dashed line). The majority (minority) spin is shown on the positive (negative)
ordinate. (d) LDOS of the 6s orbitals for Cs adatoms on Gr/Ir (full line), and Gr/Cs/Ir (dashed
line). (e) - (h) Charge density diﬀerence between (i) the whole system, and (ii) a free atom and
the rest of the system. The cuts are taken along the white lines in (a) and (b). (e) Cs adatom on
Gr/Ir, (f) Cs adatom on Gr/Cs/Ir, (g) Eu adatom on Gr/Ir, and (h) Eu adatom on Gr/Eu/Ir.
The charge diﬀerence from blue to red is 0.03 (0.01) electrons per Å3 for Cs (Eu).
deviating less than 0.2 eV from the experimental numbers given above. Based on our
simple model one would thus expect that the Eu (Cs) adatoms bind more strongly to
Gr/Ir compared to the intercalated substrate by ∆Eb  1.2 eV (∆Eb  0.94 eV).
To check this, we calculated the adatom binding energies for all cases. We get Eb 
1.2 eV and Eb  0.6 eV for Eu adsorbed to Gr/Ir and Gr/Eu/Ir, respectively. For Cs
the corresponding values are Eb  1.5 eV and Eb  0.8 eV. Thus, the binding energy
diﬀerences are ∆Eb  0.6 eV for Eu, and ∆Eb  0.7 eV for Cs. In sign and magnitude the
values agree with our expectations from the work function model, but are quantitatively
smaller by factor of 2 for the Eu case, and by 25% for the Cs case.
Apparently, the qualitative model sketched above oversimpliﬁes the physical situation.
First, in step (2) the electron gains the entire work function Φ only in the limit of inﬁnitely
dilute adsorption. Otherwise, the electron transfer itself will contribute to the doping
and thereby reduce the energy gain (quantum capacitance eﬀect). More important, we
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assumed that the energy related to step (3) is independent of the substrate. However, the
electrostatic energy after complete adsorption depends on the ability of the substrate to
screen the positive ion. Considering only the Gr layer to ﬁrst approximation the screening
will be the better the higher the LDOS at the Fermi level. Thus, screening will be more
eﬃcient for adsorption on the intercalated, n-doped Gr areas which possess a much higher
LDOS at the Fermi level. Consequently, the expected binding preference to Gr/Ir due to
the larger work function (stronger lowering in kinetic energy) will be diminished by the
poorer screening in this case (larger Coulomb penalty).
The charge diﬀerence plots in Figs. 6.7(e) to (h) visualize the total charge redistribution
upon adsorption for the four cases under concern. For adsorption to Gr/Ir there is sig-
niﬁcantly more charge redistribution indicating a larger Coulomb penalty associated with
charge transfer. The poorer screening of the cation by the Gr layer for the case of Gr/Ir
is also visible as the charge transfer extends here to the Ir substrate atoms, whereas not
even the intercalation layer is involved for the cases of Gr/Cs/Ir or Gr/Eu/Ir.
q (e/2 C atoms) ED (eV) Eb (eV)
0.00 0.00 0.72
0.01 0.45 0.55
0.02 0.65 0.45
0.06 1.01 0.31
Table 6.1: Adsorption energies Eb of Eu on doped freestanding Gr as a function of the charge
doping level q related to the Dirac point energy ED before Eu adsorption.
The relevance of screening for the ionic binding energy is underlined by DFT calculations
for adsorption on freestanding Gr. To model the eﬀect of pure doping on the adsorption
energy we considered freestanding Gr with adsorbed Eu and added further electrons to the
supercell (together with a compensating positive jellium background). We ﬁnd decreasing
adsorption energies with increasing n-doping as expected (see Tab. 6.1). However, for
perfectly freestanding Gr the binding energy decrease is even more than twice smaller
than the related Dirac point shift. We attribute this to an even stronger variation of
screening with the doping level due to the absence of the metallic substrate. A comparison
of Eu adsorption on undoped freestanding Gr and metal supported undoped Gr directly
illustrates the better cation screening for supported Gr: The binding energy of Eu on
Gr/Ir is by 0.4 eV higher than for Eu on freestanding pristine Gr.
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The Role of Rehybridization, Diﬀusion, and Strain
Finally, we analyze alternative hypothetical explanations for the preferential binding of
adsorbates to bare Gr. As pointed out in Sec. 2.1.2 transition metals form regular cluster
arrays on Gr/Ir [39] by inducing a rehybridization of Gr from sp2 to sp3 diamond-like
C in precisely those locations where already without adsorbates a slight hybridization
of Gr with the Ir substrate is present [95]. The rehybridization is accompanied by a
drastic decrease of the C-metal bond distance from about 3.4Å to about 2.1Å [102, 103].
Therefore, one might consider that the preferential binding of the ionic adsorbates to
Gr/Ir is rather due to a larger ability of the non-intercalated areas to rehybridize upon
adsorption.
However, this eﬀect is irrelevant here: (i) Even the slightest binding energy inhomogeneity
within the moiré unit cell should be reﬂected by a lateral ordering of Cs adatoms or Eu
clusters with respect to the moiré. The STM topographs in Fig. 6.2 make plain that such
an ordering is absent. This is consistent with a continuous variation of the Eu cluster
separation upon deposition at low temperatures [28]. (ii) Our DFT calculations show
that there is no change in the height of Gr above Ir(111) upon Cs or Eu adsorption.
Such a change would be expected if rehybridization was of any relevance. (iii) As evident
in the LDOS plots in Figs. 6.7(c) and (d), there is no change in the width of the 6s
resonances. This rules out signiﬁcant changes in the hybridization when going from the
bare to the intercalated substrate. (iv) As shown Tab. 6.1, the same binding preference is
also observed for free standing Gr where no rehybridization can take place.
Furthermore, we note that neither diﬀerences in adatom diﬀusion on the bare and interca-
lated regions, nor variations in the local Gr strain are able to account for our observations.
First, the absence of adsorbates on the intercalated areas and their homogeneous distri-
bution on the non-intercalated areas underline that the adatom mobility at 300K is high
enough to establish a local equilibrium. Second, though slight diﬀerences between the
strain in Gr/Ir and Gr/Eu/Ir might be present, they do not exceed a few per mill and
extend over mesoscopic scales [62, 100], inconsistent with the sharp changes in adsorption
behavior on the nanometer scale associated with intercalation.
6.2 Formation of Complete Adlayers
Up to now, I only discussed small adsorbed amounts on partially intercalated layers.
Certainly, when the deposited Eu amount is increased beyond the area of acceptance
provided by the non-intercalated Gr, also the Gr/Eu/Ir areas start to become overgrown
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until eventually a complete Eu adsorption layer forms. This does not contradict our
inferences above, but is just a consequence of the fact that Eu also binds to Gr/Eu/Ir,
though weaker than to Gr/Ir. In the following, I discuss the adsorption of Eu on fully
coalesced p2  2q and p?3  ?3qR30 intercalation layers, and compare our ﬁndings to
the growth of Eu on non-intercalated Gr.
Adsorption on the p2  2q Intercalation Layer
Fig. 6.8(a) shows an STM topograph after adsorption of 25% ML Eu at 300K on an
almost fully p2  2q intercalation layer. The corresponding morphology along the blue
line proﬁle is shown in Fig. 6.8(b). As there are hole stripes in the intercalation layer, one
can be certain that the deposited Eu amount was low enough to prevent the formation of
p?3 ?3qR30 intercalated areas.
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Figure 6.8: (a) STM topograph of 25% ML Eu adsorbed at 300K to an almost fully intercalated
p22q layer p90 nm90 nmq. (b) Proﬁle and schematic stacking along the blue line in (a). (c), (d)
Corresponding LEED images at 70 eV and 192 eV primary electron energy, respectively. First-
order Gr and superstructure spots are indicated.
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The LEED pattern in Fig. 6.8(c) shows intense p?3?3qR30 diﬀraction spots coexisting
with weak p2  2q spots of the intercalation layer, which are best visible in Fig. 6.8(d).
Thus, the Eu islands adsorbed on top of Gr must internally possess an p?3  ?3qR30
structure just like Eu on non-intercalated Gr.
The Eu islands preferentially align their edges parallelly to the dense-packed Eu rows in the
p?3?3qR30 superstructure. The mostly threefold symmetry of the (hole) islands in the
non-intercalated case (compare Fig. 6.1(c)) has been superseded by hexagonal symmetry
in the intercalated case. This can be qualitatively understood to arise from decoupling of
the Eu/Gr system (hexagonal symmetry) from the Ir substrate (only threefold symmetry)
by the intercalated Eu layer.
As in the case of Eu on non-intercalated Gr, second layer islands nucleate before closure
of the ﬁrst layer. However, we observe in Fig. 6.8(a) also ﬂat islands with a height of
three layers, which have the peculiar property not to be surrounded by an only two layer
high island. Such islands have been observed several times in diﬀerent STM topographs.
Their presence cannot be explained by conventional layer-by-layer growth, since the third
layer cannot grow faster than the underlying second layer, which would be necessary for
the third layer to cover the second one completely. Therefore, our observation might
yield evidence that on the intercalated Gr layer local dewetting already takes place at the
deposition temperature consistent with the lower binding energy derived above.
In contrast to the case of Eu on bare Gr, we do not observe a cluster phase between
the large Eu islands. This can easily be understood if one remembers the reason for the
emergence of the cluster phase [28]: Adsorbed Eu atoms donate electrons to Gr, where
they can lower their kinetic energy. This is associated with a Coulomb penalty which can
be reduced by formation of small size clusters. In the case of Eu adsorption on already
intercalated Gr the charge transfer and thus the Coulomb penalty is much lower since Gr
is already heavily n-doped from the Eu underneath. Consequently, the metallic Eu-Eu
binding dominates, and causes the formation of large islands.
Adsorption on the p?3 ?3qR30 Intercalation Layer
Next, I discuss the adsorption of Eu on a complete p?3  ?3qR30 intercalation layer.
An STM image after deposition of 25% ML Eu at 300K is shown in Fig. 6.9(a). The
corresponding morphology along the blue line proﬁle is depicted in Fig. 6.9(b). Atomic
resolution within a hole island of the adsorbed layer in Fig. 6.9(c) reveals the p?3 ?
3qR30 structure of the intercalation layer (compare Fig. 5.16). In the LEED image in
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Fig. 6.9(d), the p?3  ?3qR30 superstructure spots of the intercalation layer intensify
upon Eu adsorption. Hence, also here the adsorbed layer has a p?3?3qR30 structure.
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Figure 6.9: (a) STM topograph of 25% ML Eu adsorbed at 300K to a fully intercalated
p?3?3qR30 layer p180 nm 180 nmq. (b) Proﬁle and schematic stacking along the blue line
in (a). (c) Hole island in the adsorbed Eu layer with atomic resolution on the intercalation layer
underneath p45 nm  45 nmq. The strongly non-linear contrast results in artifacts at the steps.
Inset: Zoom from the center of a hole island p9 nm 9 nmq. (d) Corresponding LEED image at
70 eV primary electron energy. The ﬁrst-order Gr and p?3?3qR30 spots are indicated.
Upon strongly enhancing the contrast on the adsorbed Eu layer characteristic line defects
become apparent in Fig. 6.10(a), one of which is pointed by a white arrow. They were
already faintly visible in Fig. 6.9(a). The lines have a corrugation of about 20pm, and are
oriented parallel to the dense-packed rows of the p?3 ?3qR30 Eu structure.
We interpret the lines to be translational domain boundaries. Since every third C ring in
a p?3  ?3qR30 superstructure is special, there are consequently three diﬀerent trans-
lational domains. There are two diﬀerent kinds of domain boundaries, which are shown
in Fig. 6.10(b). In the following, they are denoted as a thin (marked in green) and thick
(marked in orange) domain boundaries. The distance of the atomic Eu rows in a perfect
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Figure 6.10: (a) STM topograph with strongly enhanced contrast to highlight line defects in
the adsorbed Eu layer, one of which is pointed by a white arrow. The white circle marks a
line ending in the intercalated layer. (b), (c) Schematic of possible defects in the adsorbed layer
showing Eu atoms in blue and Gr honeycombs in black. aGr is the Gr lattice constant. (b) Thin
(green) and thick (orange) translational domain boundaries. The boundary changes its character
as it goes around a corner. (c) End of a thin translational domain boundary in a ﬁve-seven defect
(red). Note that also thick lines can end in ﬁve-seven defects depending on their orientation.
islands is 1.5aGr, while it is 2aGr between adjacent Eu rows on diﬀerent sides of the domain
boundary in the case of the thin boundary, and 2.5aGr in the case of the thick boundary.
The structural model in Fig. 6.10(b) further shows that the character of the line changes
whenever the domain boundary takes a turn by 60. One would expect that this leads to
lines with larger/smaller corrugation or width in STM before and after a turn has been
taken. However, one has to take into account that also the tip shape and the scanning
direction have an eﬀect on the appearance of lines in diﬀerent directions. Thus, one
would need to image lines of both types in the same direction with the same tip in order
to unambiguously demonstrate this eﬀect, but such data have not been acquired.
There is another feature (encircled in white in Fig. 6.10(a)) that needs more explanation:
a line that ends within an island. This cannot be explained by a boundary between two
translational domains. However, if one assumes a ﬁve-seven defect in Gr where the line
ends, the conundrum is easily resolved as shown in the schematic picture in Fig. 6.10(c).
Unfortunately, the image quality of Fig. 6.10(a) is too poor to directly prove this model.
The model for domain boundaries in an adsorbed Eu layer is independent of what is
underneath Gr. So, it seems surprising that there are no similar defects for Eu on non-
intercalated or p2 2q intercalated Gr. We explain this as follows: Upon Eu intercalation
the Gr hexagons become inequivalent; some are preferred adsorption sites for Eu on top,
while others are not. If Gr is intercalated by a p?3?3qR30 layer, the Eu superstructure
underneath is the same as on top. Thus, the two can lock in with respect to each other,
and the translational domain is hard to change by thermal diﬀusion. In contrast, if Gr is
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not intercalated or intercalated by a p2 2q Eu layer, the p?3?3qR30 superstructure
on top cannot lock in with respect to the one underneath so that the translational phase
will be easier to change by thermal diﬀusion. In consequence, we expect that domain
boundaries cannot anneal as easily for adsorption on p?3  ?3qR30 intercalated Gr as
for bare or p2  2q intercalated Gr, and hence appear more often in the former case.
6.3 Summary
In this chapter, the adsorption of Eu and Cs on intercalated Gr was investigated. First, I
demonstrated that intercalation underneath Gr is an eﬃcient tool to change the binding
of adsorbates on the frontside. By adsorption onto partially intercalated Gr a preferential
binding of cationic adatoms, adatom clusters, and extended islands to non-intercalated
regions can be directly visualized. This preference originates from a change in the work
function resulting from local doping of Gr by the intercalant: We ﬁnd that the work
function of bare Gr is substantially higher than for intercalated Gr. Since a higher work
function implies a larger lowering in kinetic energy when donating electrons from the
adsorbates to Gr, the non-intercalated regions are the preferred adsorption sites.
Our DFT calculations conﬁrm this binding preference, but yield smaller binding energy
diﬀerences than estimated from the work function alone. Therefore, we conclude that
the Coulomb penalty associated with charge redistribution upon adsorption as well as
substrate dependent screening substantially reduce the binding energy diﬀerences below
those estimated from the work function diﬀerences.
In Sec. 6.2, I discussed the adsorption of Eu on fully closed p2  2q and p?3  ?3qR30
intercalation layers. Similar to the case of Eu adsorption onto bare Gr, the adsorbed Eu
forms islands with internal p?3 ?3qR30 structure, but the pre-existing doping by the
intercalation layer prohibits the formation of an adsorbed cluster phase. For Eu adsorbed
to a p?3 ?3qR30 intercalation layer characteristic line defects are observed which we
attribute to anti-phase domain boundaries.
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CHAPTER 7
Rare Earth Layers on Iridium
The data presented in Sec. 7.1 were measured and analyzed by F.Huttmann in Ref. [273],
and me. The experiments in Sec. 7.2 were conducted and interpreted by myself.
In the last two chapters, I discussed the intercalation and adsorption of Eu on Ir supported
Gr. Here, I focus on the growth of Eu directly deposited onto the Ir(111) substrate. All
experiments were conducted at the UHV chamber ATHENE. Eu and Gd were deposited
from two Knudsen cells onto a clean Ir(111) surface (see Sec. 4.5 for details). In both
cases, the deposited amounts are given in monolayers with respect to Ir(111).
7.1 Europium on Iridium
The growth of submonolayer coverages of Eu on Ir(111) has already been investigated pre-
viously by our group (see Ref. [204] and appendix of Ref. [29]). The system behaves similar
to the well investigated deposition of alkali metals on fcc(111) surfaces (see Refs. [297] and
[298] for detailed reviews): The Eu atom donates electrons to the Ir substrate, becomes
positively charged, and forms a dipole with its screening cloud in the metal. In conse-
quence, the adatom-adatom interaction is dominated by Coulomb repulsion of the paral-
lelly oriented dipoles. In the dilute limit, this leads to a liquid-like behavior with short-
range quasi-hexagonal order. When increasing the deposited amount, the Eu adatoms
form successively denser phases, some of which are commensurate with respect to the Ir
lattice. Above saturation of a p?7?7qR19.1 structure, the metallic Eu bonding dom-
inates over the electrostatic repulsion so that metallic islands nucleate. In the following,
I characterize a full monolayer of that dense phase.
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Figure 7.1: STM topographs of 50% ML Eu deposited on Ir(111) at room temperature. (a)
Closed ﬁrst Eu layer with nucleation of a second layer at a substrate step (270 nm  270 nm).
(b) Characteristic triangular defects often arrange along lines (130 nm  130 nm). (c) Close-up
on three triangles (14 nm 14 nm). (d) Height proﬁle along the blue line in (c).
By deposition of 50% ML Eu on Ir(111) at room temperature, Eu forms a closed layer
as apparent by the STM topograph in Fig. 7.1(a). A small fraction of a second layer
nucleates at step edges, but never appears on extended terraces. Most of the second layer
is located at ascending steps, and less at descending steps. This leads to the following
conclusions: The mobility of Eu at room temperature is high enough to form a closed
layer. Since the second layer nucleates only after closure of the ﬁrst, the Eu-Ir bond is
stronger than the Eu-Eu bond. The ascending steps provide the highest coordination for
Eu adatoms and are therefore the preferred nucleation sites for the second Eu layer.
The step height between the ﬁrst and second Eu layer of 6.3Å is substantially larger than
the value of 3.24Å between the dense-packed (110) terraces of bulk Eu. In general, this is
not surprising since for example the ﬁrst Eu layer on Gr also has a large apparent height
of about 5Å [28], which is probably related to the strong charging of the adsorbed Eu
atoms. However, in contrast to the present case, the height of the second Eu layer on Gr
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is close to the bulk value. A diﬀerence in the charge transfer might be responsible for the
diﬀerent apparent heights in the two systems.
As well visible in Fig. 7.1(b), a high density of triangular defects is characteristic for the
ﬁrst Eu layer on Ir. Three of these triangles are enlarged in Fig. 7.1(c): Their edges are
aligned parallelly to the dense-packed Irx11¯0y directions and have typical lengths of 2 -
4 nm. The triangles point up- and downwards in about equal shares, thereby not breaking
the sixfold rotational symmetry. As apparent by the line proﬁle in Fig. 7.1(d), the triangles
appear about 1Å higher (lower) at the edges (interior) than the surrounding terrace. This
is nearly independent on the applied bias voltage. As also visible in Fig. 7.1(b), the defects
often arrange along lines, which are supposed to be translational domain boundaries,
where defect formation is energetically cheaper. However, the atomic resolution needed
to prove this hypothesis could not be obtained.
The nature of the triangular defects is puzzling. It seems implausible that they are
triangular holes in the Eu layer since the mobility of Eu on Ir at room temperature
is high. Alternatively, they could be electronic features related to point defects such
as vacancies, interchanged Eu/Ir atoms, or adsorbates. However, in this case one would
expect a characteristic size instead of a size distribution. Also a change in appearance with
varying bias voltage which usually signalizes an electronic feature is missing. Therefore,
the most probable explanation is that the triangles are nuclei of oxidation. Indeed, we
will see in Chap. 10 that Eu easily reacts with O to a EuO(111) bilayer that appears lower
than surrounding Eu, just as observed here.
To establish the atomic structure of the Eu layer, LEED measurements as shown in Fig. 7.2
were performed. The ﬁrst-order spots of Ir(111) are marked in dark blue, whereas the
ones belonging to Eu are highlighted in light blue. The dense-packed rows are parallelly
aligned and the structure is close to a 2:3 relation between the lattice constants of Eu and
Ir. However, the lattice parameter belonging to Eu was determined to p3.85  0.02qÅ,
which is smaller than the 4.07Å expected for an ideal 2:3 relation. This deviation is also
evident in the splitting of the superstructure spots encircled in red, which originate from
vector sums of reciprocal lattice vectors pointing to Eu and Ir spots; for an ideal 2:3 ratio
the three spots would merge into one.
Within the accuracy of the measurements, it is not possible to decide whether the structure
is commensurate or not. Therefore, in the following a structure of (7  7) Eu atoms on
(10 10) Ir atoms is used as the most simple rational approximation that reproduces the
superstructure spot splitting. Furthermore, the 7:10 ratio yields a Eu lattice constant
of 3.88Å in reasonable agreement with the measured value. At a ﬁrst glance, it seems
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Figure 7.2: (a) LEED pattern of 50% ML Eu on Ir(111) at a primary electron energy of
59 eV. One of the ﬁrst-order Ir and Eu spots is encircled in dark and light blue, respectively.
Additional superstructure reﬂections are visible. Three adjacent of them are encircled in red.
(b) Corresponding model for a 7:10 ratio between the Eu and Ir lattice constants. The occurrence
of the superstructure spots (red) by adding reciprocal lattice vectors of Ir (dark blue) and Eu
(light blue) is clariﬁed for one particular spot.
surprising that the Eu does not lock in to the more simple 2:3 relation although the Eu-Ir
interaction is stronger than the Eu-Eu interaction. A plausible reason might be that the
lattice constant in the 7:10 structure is closer to the NN distance of 3.96Å in bulk Eu.
Furthermore, the deviation follows the general trend that the reduced coordination in a
thin layer leads to shortened bonds [299].
7.2 Gadolinium on Iridium
Besides Eu, also Gd is an interesting rare earth metal in respect of its magnetic properties.
Since Gd has the same 4f7 conﬁguration as Eu, it also carries a magnetic moment of 7µB
per atom. The only electronic diﬀerence to Eu is an additional electron in the 5d shell. In
contrast to the bulk antiferromagnet Eu with a low Néel temperature of 90K, Gd orders
ferromagnetically close to room temperature [300].
With this in view, nominally 7%ML Gd were deposited at 370K on a clean Ir(111) surface.
The slightly elevated deposition temperature was chosen to ensure enough mobility to
form a ﬂat Gd layer. Indeed, the corresponding STM image in Fig. 7.3(a) shows that the
surface is covered by a ﬂat layer. The high amount of scratches within the layer shows
that the atoms easily become mobile under the STM tip. The high mobility is consistent
with the absence of any spots in LEED except for the Ir ones (not shown here).
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Figure 7.3: (a) STM topograph of Gd on Ir(111) deposited and imaged at 370K. (b) Same
preparation as (a), but imaged at 100K. The insets are zooms on the triangular depressions. The
image sizes are 40 nm 40 nm and 4.4 nm 4.4 nm, respectively. (c) LEED image at 100K and
78 eV primary electron energy corresponding to (b). First-order Ir and Gd spots are indicated.
I note that the coverage observed in STM is substantially larger than expected from the
microbalance rate (θ  7% ML), even in the case of a very dilute adsorbate phase. I
cannot give a sound explanation for this deviation, but argue that the microbalance rate
might be aﬀected by radiation heat from the Gd evaporator. This was never a problem
for Eu, which is evaporated at much lower temperatures.
The ﬂat adsorbed layer shows a high density of characteristic triangular depressions. One
triangle with common size and appearance is enlarged in the inset of Fig. 7.3(a). It consists
of three smaller triangles in its corners with a depth of about 2Å with respect to the ﬂat
layer. In the middle of the large triangle, there is an intermediate height level about 1Å
below the ﬂat layer or above the dark triangles, respectively.
To reduce the mobility, the sample was cooled down to 100K. Because of technical prob-
lems with the liquid He cooling, the typical temperature of 35K could not be achieved
in this experiment. Similar to Fig. 7.3(a), again a ﬂat layer with triangular depressions
is found. Although the triangles have slightly changed their appearance upon cooling,
they still show the two diﬀerent height levels 1Å and 2Å below the ﬂat layer. The most
prominent diﬀerence between room- and low-temperature imaging is an additional dot
pattern on the ﬂat layer. The dots have a low corrugation of less than 50 pm and are
typically separated by 10 - 15Å, but there is no long-range order.
The low temperature LEED pattern in Fig. 7.3(c) shows in addition to the ﬁrst-order Ir
substrate spots also reﬂections with a lattice constant of p3.80  0.06qÅ. Furthermore,
weak moiré spots around the Ir reﬂections are visible. All spots are rather diﬀuse and
appear more like a distribution of spots with similar lattice constant.
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The previous observations yield evidence that the ﬂat layer consists of Gd adsorbed to
Ir(111). Whereas the layer is too mobile at room temperature to determine its lattice
parameter, the lattice constant of p3.80  0.06qÅ measured at 100K is close to the NN
distance of 3.64Å in bulk Gd. Supported by the moiré spots in LEED, the dot pattern on
the Gd layer observed at low temperatures can be interpreted as a moiré with the Ir(111)
surface. For aGd  3.80Å one would expect a moiré periodicity of am  pa1Ir  a1Gdq1 
9.5Å. The observed periodicity of 10 - 15Å is slightly larger, but on the right order of
magnitude. The diﬀuse spots in LEED and the hardly ordered moiré pattern in STM,
show that there is a substantial variation in the Gd lattice parameter.
Next, I discuss the triangular depressions. The intermediate height level of 1Å is sur-
prisingly low, since typical step edges are on the order of 2Å. Therefore, I argue that Gd
atoms have been incorporated in the Ir surface, whereby they slightly protrude out of it.
In other words, there is evidence for the onset of surface alloying. The small dark trian-
gles show the bare Ir surface around the incorporated Gd. The fact that the adsorbed
Gd layer leaves a characteristic distance to the incorporated Gd probably originates from
lattice distortions in the Ir surface induced by the incorporated atoms. However, a better
resolution would be required to develop an atomistic model for this interpretation.
It is tempting to compare the growth of Gd on Ir(111) with the one of Pb on Cu(111)
investigated by Nagl et al. in Ref. [301]: First, the atomic radii are identical (135 pm for
Ir/Cu, and 180 pm for Gd/Pb [302]). Second, the lattice mismatch is similar (34%/37%
between Ir(111)/Cu(111) and Gd(0001)). Upon room temperature deposition, Pb forms
a ﬂat layer with a frizzy appearance and a weak moiré corrugation on Cu(111), similar to
our case. Additionally, Pb atoms are incorporated in the Cu(111) surface and protrude
0.7Å out of it. Since all Pb is incorporated in the Cu(111) surface after annealing to
570K, the surface alloy is stated to be the thermodynamically stable structure.
To prevent the formation of a surface alloy between Gd and Ir(111), Gd was also deposited
at a lower temperature of 130K. Fig. 7.4(a) shows an STM topograph of the corresponding
preparation. The surface looks qualitatively similar to the one in Fig. 7.3(b), but there
are neither well deﬁned triangular depressions nor a moiré pattern visible. This indicates
that at the lower deposition temperature the mobility is not suﬃcient to form long range
order. Most interesting for our purposes, the depressions in the Gd layer do not show an
intermediate height level at 1Å in their middle, but are just holes in the Gd layer. This
yields evidence that alloying can be prevented by deposition at 130K.
In Fig. 7.4(b), the sample was again annealed to 370K. The result is very similar to
Gd deposition at 370K (compare Fig. 7.3(b)), but with a less ordered moiré pattern.
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Figure 7.4: (a) STM topograph of Gd on Ir(111) deposited at 130K and imaged at 100K.
(b) After annealing to 370K for 60 s. The insets show zooms on the triangular depressions.
The image sizes are 40 nm 40 nm and 4.4 nm 4.4 nm, respectively. (c) LEED image at 78 eV
primary electron energy corresponding to (b). First-order Ir and Gd spots are indicated.
Consistently, the LEED image in Fig. 7.4(c) shows the same spots as Fig. 7.3(c), but with
less intensity. When looking at the triangular depressions, again the intermediate height
level is found, which proves that alloying has taken place during annealing.
To learn more about the alloying process, the sample was annealed in Fig. 7.5 to step-
wise higher temperatures. Fig. 7.5(a) shows again the Gd layer deposited at 370K with
incipient alloying. After annealing to 470K in Fig. 7.5(b), the coverage of the Gd layer
has decreased, while more Gd has been incorporated into the Ir surface. During further
annealing to 570 - 670K, the adsorbed Gd layer becomes rough and shows two diﬀerent
height levels, indicating that now also here intermixing of Gd and Ir takes place. At the
same time, the incorporated Gd dewets the surface to form triangular structures.
The corresponding LEED pattern in Fig. 7.5(d) shows p?3  ?3qR30 superstructure
with respect to Ir (slightly compressed by 3%). This leads to the conclusion that the
incorporated Gd atoms form a surface alloy as shown in Fig. 7.6(a). This type of surface
alloy with GdIr2 stoichiometry also occurs for epitaxial alloy systems such as Sn on Pt(111)
[303], or Al on Ru(0001) [304]. Also annealing of co-deposited Fe and Au on Ru(0001)
leads to formation of an FeAu2 alloy with the same superstructure [305].
Upon further annealing to 770 - 870K in Figs. 7.5(f) and (g), the surface morphology
again drastically changes. First, the triangles of embedded Gd disappear to a great
extent, which probably indicates that the Gd partially diﬀuses into the Ir bulk. Second,
the rough adsorbed layer becomes again ﬂat, while the corresponding LEED pattern in
Fig. 7.5(h) shows a p2 2q superstructure (slightly compressed by 3%). We interpret this
as formation of a Gd-Ir alloy with a p2  2q superstructure on top of Ir(111).
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Figure 7.5: (a) Gd on Ir(111) deposited at 370K. (b) - (g) Annealing series to the indicated
temperatures. The image size is always 35 nm 35 nm. (d), (h) LEED at 78 eV primary electron
energy corresponding to (c) and (g). The ﬁrst-order Ir substrate spots are indicated.
Since it was not possible to achieve atomic resolution on the surface alloy, the arrangement
of the basis atoms within the p2  2q unit cell is not known and can be only speculated.
Three possibilities are shown in Figs. 7.6(b) to (d). Fig. 7.6(b) shows the most simple
surface alloy with a p2 2q superstructure, which occurs for example for Cu3Au or Pt3Sn
surface alloys [306, 307]. However, in the present case an alloy with higher Gd content
is expected since it is formed from an initially pure Gd layer. Nevertheless, also the Gd
rich Gd3Ir alloy shown in Fig. 7.6(b) appears improbable since here the NN Gd distance
of 2.715Å is substantially lower than the 3.64Å in bulk Gd.
(a) (b) (d)(c)
Figure 7.6: Ball models for diﬀerent types of surface alloys (Gd: red, topmost Ir layer: green,
second Ir layer: blue). (a) GdIr2 with p
?
3?3qR30 superstructure with respect to the Ir(111)
substrate. (b) GdIr3. (c) Gd3Ir. (d) Bilayer alloy with GdIr2 stoichiometry. (b) - (d) all form a
p2 2q superstructure with respect to the Ir(111) substrate.
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Therefore, it seems reasonable that the structure is of the type shown in Fig. 7.6(d). The
corresponding alloy involves two layers: Gd atoms on top of Ir surface atoms are exchanged
by each other, while each one Ir and one Gd atom per p2 2q unit cell adsorb on fcc and
hcp sites of the Ir(111) substrate. Note that the alloy type has the same stoichiometry as
the one in Fig. 7.6(a) found for surface-embedded alloy.
The surface alloy shown in Fig. 7.6(d) has also been observed for Gd deposition on Au(111)
[308310]. However, one should be careful to compare Gd on Ir(111) with Gd on Au(111),
since (i) the Au(111) is reconstructed in contrast to Ir(111) [311], (ii) the vacancy forma-
tion energy for Au is much lower than for Ir [312], and (iii) the lattice mismatch is smaller
(26% between Au(111) and Gd(0001) instead of 34% between Ir(111) and Gd(0001)). The
comparison with Pb on Cu(111) drawn already above might be more reasonable. How-
ever, for this system no long-range ordered alloy is found, but only typical Pb separations
in p2  2q and p?3 ?3qR30 distances with respect to Cu(111) are found [301].
7.3 Summary
In this chapter, I presented results on the growth of diﬀerent rare earth metals on Ir(111).
For a coverage of 50% ML with respect to Ir(111), Eu forms a ﬂat metallic layer covering
the whole Ir surface. The unit cell can be approximated by about p7  7q Eu atoms
on p10  10q Ir atoms. The layer shows a high density of triangular defects, which are
presumably nuclei of oxidation.
Also Gd forms at 370K a ﬂat layer on Ir(111). Low temperature LEED reveals a lattice
parameter slightly larger than in bulk Gd. The incommensurability with respect to the
substrate results in a moiré pattern visible in LEED and STM. In addition to the adsorbed
Gd layer, there is a substantial amount of Gd atoms incorporated into the Ir surface, i.e.,
surface alloying takes place. The alloying can be prevented by low temperature deposition,
but at the cost of less order in the Gd layer.
By annealing the Gd layer to higher temperatures, the process of alloying can be followed:
Up to 470K more Gd atoms are incorporated into the surface. Above 570K the incorpo-
rated Gd atoms form a well-ordered surface alloy with a p?3  ?3qR30 superstructure
with respect to Ir(111). At the same temperature, the adsorbed Gd layer starts to inter-
mix with Ir atoms from the substrate. The intermixing results above 770K in formation
of a diﬀerent surface alloy with a p2  2q superstructure.
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CHAPTER 8
Magnetism of Europium Layers
The XMCD data presented in this chapter were taken during a beamtime at the ESRF.
I was responsible for the sample preparation together with F.Huttmann and C.Vo-Van,
and heavily involved in the XMCD measurements together with P.Ohresser. Addition-
ally, V. Sessi, J. Coraux, N.Rougemaille, and T.Michely took part in the measurements.
The data were analyzed by F.Huttmann in Ref. [273] (in particular, he invented the
shape anisotropy model) and me, with advice of P.Ohresser.
In Chap. 5, I discussed the structure and electronic properties of intercalated Eu layers.
In this context, the DFT calculations presented in Fig. 5.17 predicted a spin-splitting of
the Dirac cone. However, for the calculations spontaneous ferromagnetic ordering of the
Eu atoms was assumed, which needs to be conﬁrmed by experiments. Therefore, in this
chapter the magnetic properties of Eu intercalation layers are investigated. Furthermore,
I address the magnetism of Eu/Gr/Eu sandwich structures and of Eu on bare Ir(111).
The corresponding structure has already been discussed in Secs. 6.2 and 7.1.
8.1 Intercalated Structures
To investigate the magnetism of Eu intercalation layers in p2  2q and p?3  ?3qR30
structure, ﬁrst a fully closed Gr layer was prepared by TPG + CVD each at 1470K (see
Sec. 4.5). Eu was intercalated at 720K till an intense p?3?3qR30 LEED pattern was
visible indicating saturation of the layer. The p22q structure was prepared by annealing
the same sample several times to temperatures of 1200  1240 K till a clear p22q pattern
was visible in LEED. The quality of both samples did not deteriorate upon several hours
of XMCD measurements as checked afterwards by LEED.
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In the following, I ﬁrst present the method for analysis of the XMCD data in general, and
afterwards discuss the magnetic properties characteristic for the p22q and p?3?3qR30
intercalation structures separately. Furthermore, I address the strong anisotropy present
in the p?3?3qR30 structure in more detail, and draw a comparison to the magnetism
of the ﬁrst stage Eu GIC EuC6.
Since the magnetism of Eu originates from its 4f electrons, transitions from 3d5{2 and
3d3{2 to 4f (M5,4 edges) were investigated. Fig. 8.1(a) exemplarily shows the XAS signal
across those edges for a fully intercalated p?3?3qR30 Eu layer. The measurement was
conducted at T  10 K and B  5 T with left (µ) and right (µ ) circularly polarized
X-rays entering under normal incidence. The spectra have been normalized to the average
intensity in the pre-edge region between 1100 eV and 1120 eV. Since the spectra for grazing
incidence and the p22q intercalation structure qualitatively look very similar to the ones
in Fig. 8.1(a), they are not shown here.
Fig. 8.1(b) shows the XCMD signal µ   µ which results from subtraction of the two
absorption spectra. In order to deduce the orbital (mL) and spin (mS) magnetic moments
from the XMCD data, the sum rules of Thole and Carra were applied (compare Sec. 3.2.3).
As a reminder, they are given for the Eu M4,5 edges by
mL
nhµB
 q
r
(8.1)
mS
nhµB
 5p 3q
2r
 6xTzy
nh
 5p 3q
2r
. (8.2)
As pointed out in Sec. 3.2.3, the dipolar term xTzy is usually neglected for cubic symmetry
and vanishing orbital moment. Since both is expected to be the case for Eu in 4f7 conﬁg-
uration, I will not distinguish between real and eﬀective spin moments in the following.
Nevertheless, I emphasize that this is only an approximation and small contributions from
this term cannot be excluded.
For normalization, the integral r over the polarization-averaged absorption cross section
1
2
pµ    µ) was used. The corresponding spectrum is shown in Fig. 8.1(c). As discussed
in Sec. 3.2.3, in general for rare earths the isotropic XAS spectrum has to be taken into
account, too [244]. Therefore, also data at room temperature without magnetic ﬁeld
were recorded to ensure a non-magnetic state. However, in contrast to Ho discussed in
Ref. [244], the isotropic spectrum does not diﬀer from the polarization-averaged one in
the case of Eu. Therefore, it has been neglected here in order to avoid possible systematic
errors that result from averaging spectra taken under diﬀerent conditions.
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Figure 8.1: (a) Normalized XAS signal at 10K and 5T for right (µ , solid green line) and
left (µ, dashed red line) circularly polarized X-rays entering under normal incidence. (b) Cor-
responding XMCD signal µ   µ. (c) Polarization-averaged XAS spectrum 12pµ    µ) (blue
solid line) with a step-like continuum background (green dashed line).
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The polarization-averaged spectrum is close to the expected one for divalent Eu shown in
Ref. [313], but clearly distinguishable from the one of Eu3  in the same reference. Hence,
the higher oxidation state can be excluded in the present case.
In order to separate the M4,5 contributions from the continuum, a step-like function as
depicted in Fig. 8.1(c) has been subtracted. The height of the plateaus was ﬁtted in the
regions before, between and after the edges. For the p?3  ?3qR30 structure the ratio
of the step heights at the M5 and M4 edges (branching ratio) agrees within 10% with the
theoretically expected value of 3:2 resulting from the degeneracy of the 3d5{2 and 3d3{2
orbitals. However, the branching ratio varies for unknown reasons between 1.0 and 2.8
for other structures investigated here. I only note that also the L2,3 branching ratio in
transition metals clusters has been found to vary depending on the cluster size, which has
been attributed to a size dependent screening of Coulomb interactions [314].
mSpµBq χpµB{Tq
sample 0 60 0 60
p2  2q 4.9 5.3 1.2 1.5
p?3 ?3qR30 6.3 6.8 6.2 24
Table 8.1: Spin momentmS per Eu atom derived from the sum rules with nh  7, and zero-ﬁeld
susceptibilities χ for intercalated layers of diﬀerent density. The data were taken under normal
(0) and grazing (60) incidence at 10K and 5T. The relative errors were estimated to 10%.
By applying the orbital sum rule to the XMCD spectra for normal and grazing incidence,
mL is found to be zero for both structures within the experimental errors. This implies
that Eu is present in the same half-ﬁlled 4f7 conﬁguration as in bulk. Knowing that, the
spin moments listed in Tab. 8.1 are speciﬁed per Eu atom using nh  7. I note that data
for incidence angles of 20 and 40 (not shown here) yield consistent results.
To learn more about the magnetic behavior, magnetization versus ﬁeld loops were mea-
sured. They are obtained by normalizing the XAS signal measured at the Eu M5 edge
to a pre-edge value in dependence on the magnetic ﬁeld. The loops for normal and
grazing incidence are shown in Fig. 8.2 for a fully intercalated p?3  ?3qR30 Eu layer
(squares) and a saturated p2  2q Eu layer (circles). As there is no hysteresis, the loops
were averaged over increasing and decreasing ﬁeld direction. Furthermore, the data were
symmetrized, i.e., the magnetization MpBq was replaced by 1
2
rMpBq MpBqs, since
MpBq  MpBq should be applicable. Each curve is scaled using the corresponding
spin moment per Eu atom at 5T from Tab. 8.1.
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Figure 8.2: Magnetization loops for a fully intercalated p?3?3qR30 Eu layer (squares) and
a p2 2q Eu layer (circles) at 10K for diﬀerent normal (half ﬁlled) and grazing (solid) incidence.
Each curve is scaled to the corresponding spin moment per Eu atom at 5T. The magenta line is
a Brillouin function for J  72 at T  10 K describing paramagnetic behavior.
As a characteristic quantity the zero-ﬁeld susceptibility was determined by ﬁtting the
curves linearly around B  0. I note that this method presumably underestimates the
susceptibility due to the limited ﬁeld resolution. Therefore, the values listed in Tab. 8.1
should be interpreted as lower limits for the zero-ﬁeld susceptibility.
Magnetism of the p2  2q Intercalation Structure
First, I address the measurements concerning the intercalated p2  2q structure. The
magnetization curves show an almost linear behavior with a low zero-ﬁeld susceptibility
of about 1.4µB{T and do not saturate at 5T. The slightly ﬂatter magnetization curve
for normal compared to grazing incidence points to a weak in-plane anisotropy. The ﬂat
and rather isotropic magnetization behavior is indicative for a paramagnetic system. To
conﬁrm this hypothesis, I recall that the ﬁeld dependent magnetization MpBq per atom
for a paramagnet at a temperature T is given by the Brillouin function
MpBq  gµBJ

2J   1
2J
coth

2J   1
2J
x


 1
2J
coth

1
2J
x



(8.3)
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with x  gµBJB
kBT
. J denotes the total angular momentum (J  7
2
for S  7
2
and L  0)
and g is the Landé factor (g  2 for a pure spin moment). The function MpBq is plotted
in Fig. 8.2 as magenta line. Comparing the curve to the measured data yields an excellent
agreement except for the very slight in-plane anisotropy. This proofs that the intercalated
p2  2q structure behaves like an ordinary paramagnet.
To explain this observation, a ﬁrst idea is that the interatomic Eu distance of 4.92Å in
the p2 2q structure is too large for an eﬀective exchange interaction. However, this con-
sideration is not applicable here, since the magnetic coupling is expected to be mediated
by an indirect RKKY interaction, just as for the GIC EuC6 (compare Sec. 2.2.2). The
RKKY interaction is long-range with an oscillatory nature, i.e., it can be ferro- or antifer-
romagnetic depending on the distance. For reference, we consider the coupling constants
for several atomic distances occurring in EuC6 [31], which are listed in Tab. 8.2. For
that system, the transition between ferro- and antiferromagnetic coupling indeed occurs
around the interatomic distance present in the p2  2q structure.
distance d (Å) J (K)
p?3 ?3qR30 NN 4.26 -0.5
p2  2q NN 4.92 ?
interlayer NN 5.47 +0.1
p?3 ?3qR30 NNN 7.38 +0.4
Table 8.2: Coupling constants J for diﬀerent distances d occurring in the Eu GIC EuC6.
Positive (negative) values correspond to ferromagnetic (antiferromagnetic) coupling.
(a) (b)
Figure 8.3: Spin densities mSprq for Eu intercalated Gr on Ir(111). (a) p2 2q structure. (b)
p?3 ?3qR30 structure. Isosurfaces with |mSprq|  0.001 e{Å3 are shown. The majority spin
isosurface (mS ¡ 0) is shown in red, the minority one (mS   0) in blue.
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However, such a comparison neglects the Ir substrate, through which also a coupling
could be mediated. To determine the relevance of the substrate we calculated the spin
densities shown in Fig. 8.3 by DFT. For the p2 2q structure in Fig. 8.3(a), a substantial
polarization of the surface Ir atoms is evident (blue isosurfaces). The moments are coupled
antiferromagnetically to the intercalated Eu atoms (red isosurfaces). The induced moment
per Ir atom exceeds the one per C atom by one order of magnitude (compare Tab. 8.3).
In the second Ir layer, an alternating spin moment is induced, which averages over the
whole layer to a small value of 0.003µB per atom.
layer p2  2q p?3 ?3qR30
Gr 0.001 -0.001
1st Ir -0.010 -0.017
2nd Ir -0.003 -0.012
Table 8.3: Magnetic moments (in units of µB per atom) induced in the indicated layers. The
values are derived from DFT for both intercalation structures.
The fact that the induced moments in the Ir layer are substantially larger than in the
Gr layer leads to the conclusion that the RKKY interaction is predominantly mediated
by the Ir substrate. Thus, the present situation strongly diﬀers from the one in EuC6 so
that a simple comparison between both systems cannot be drawn. In order to determine
the oscillation period of the RKKY interaction mediated by the Ir substrate, one would
need to establish a well deﬁned Fermi wave vector, but this is out of scope of the present
DFT calculations.
Magnetism of the p?3 ?3qR30 Intercalation Structure
In contrast to the p2 2q intercalation structure, the p?3?3qR30 layer is almost satu-
rated at 5T. The saturation value is close to the 7µB expected for the 4f7 conﬁguration.
Moreover, the zero-ﬁeld susceptibility of 6.2µB{T (24µB{T) for normal (grazing) incidence
is substantially higher than for the paramagnetic p2  2q structure. These observations
yield evidence for a signiﬁcant ferromagnetic coupling.
When looking once more at Tab. 8.3, it becomes obvious that the Ir moments induced
by the p?3  ?3qR30 structure are larger by a factor of about 3 than for the p2 
2q case. This originates especially from the homogeneous polarization of the second Ir
layer visible in Fig. 8.3(b). From the larger induced moments one can conclude on a
stronger RKKY coupling. However, a prediction for the type of RKKY coupling (ferro-
or antiferromagnetic) cannot be made on the basis of the present calculations.
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As already mentioned above, there is no spontaneous magnetization or hysteresis for
the p?3  ?3qR30 layer. To explain this, we assume that the layer in principle shows
long-range ferromagnetic coupling, but the lowest temperature of 10K attainable at the
beamline is still above the Curie temperature TC. According to the Curie-Weiss law [315]
χ  C
T  TC with C 
µ0µ
2
B
3kB
g2JpJ   1q (8.4)
the susceptibility of a ferromagnet diverges as T approaches TC from above, which could
explain the high susceptibility without hysteresis if measuring close to, but above TC. To
estimate how far above TC one has to measure to get the observed susceptibility χ, we
calculated the Curie constant C for J  7
2
. With that, one gets T  TC  0.63 K, i.e., a
diﬀerence of only 6% at the measurement temperature of T  10 K. Although it seems
improbable to measure so close to TC by chance, this explanation is not excluded.
One might argue that according to the Mermin-Wagner theorem there cannot be ferro-
magnetic order in two dimensions at any temperature [316]. However, it has been shown
that a long-range dipolar interaction as observed here is suﬃcient to change the magnon
dispersion such that the Mermin-Wagner theorem is violated [317].
In contrast to the ﬂuctuation dominated scenario of a ferromagnet above TC, one might
also assume ﬁxed units of N ferromagnetically coupled atoms with moments m, whereby
adjacent units do not couple (except for a small dipolar interaction always present). This
would lead to superparamagnetic behavior, which is described in the isotropic case by the
classical Langevin function
MpBq  m

coth

NmB
kBT


 kBT
NmB


. (8.5)
Within this model, the zero-ﬁeld susceptibility χ  Nm2{3kBT is higher by a factor N
compared to a paramagnet with isolated momentsm. In the present case, the most natural
choice for the superparamagnetic entities are the moiré unit cells with N  10.322{3  36
Eu atoms, which would yield a zero-ﬁeld susceptibility of about 39µB{T. The value is of
the same order as the measured 24µB{T as visualized in Fig. 8.4, where the corresponding
Langevin function is plotted to the data. Note that the shape of the experimental curve
is not reproduced, but this is not surprising, since the Langevin function only describes
isotropic superparamagnetism and does not take into account the in-plane anisotropy.
Although the model could explain the high zero-ﬁeld susceptibility, it appears improbable
since there is no evidence why the moiré cells should be decoupled from each other.
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Figure 8.4: Magnetization loops for an intercalated p?3  ?3qR30 Eu layer under normal
(red) and grazing (black) incidence (same data as in Fig. 8.2). The magenta line is a Langevin
function for T  10 K with one moiré cell of Eu atoms as magnetic unit (see text).
Anisotropy of the p?3 ?3qR30 Intercalation Structure
Next, I address the strong anisotropy of the p?3  ?3qR30 structure visible in the
magnetization loops of Fig. 8.2: The higher zero-ﬁeld susceptibility for grazing incidence
points to a preferred in-plane direction of the magnetization. Since mL and thus also ~L
are zero, one can exclude the presence of magnetocrystalline anisotropy, which is caused
by spin-orbit coupling and thus proportional to ~L  ~S.
In contrast, a monoatomic layer is so exceptionally thin that a strong shape anisotropy
can be expected. In the following, its magnitude is estimated by calculating the shape
anisotropy energy per Eu atom, from which the response of the magnetization to small
external ﬁelds can be derived. The corresponding geometry is depicted in Fig. 8.5.
According to basic magnetostatics, the dipole-dipole interaction Hamiltonian of two mag-
netic moments ~mi, ~mj separated by a distance vector ~rij is given by
H   µ0
4pi|~rij|3
p3p~mi  ~eijqp~mj  ~eijq  ~mi  ~mjq , (8.6)
where ~eij denotes the unit vector ~eij  ~rij{|~rij|. In the following, for simpliﬁcation ferro-
magnetic order of the spins is assumed, i.e., all spins are parallelly oriented. With that,
one gets ~mi  ~mj  7µB  ~e ~M with the unit vector ~e ~M in the direction of magnetization
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ɸ
θ
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Ir
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M
B
Figure 8.5: Sketch of the situation assumed in the calculation of the shape anisotropy of the
p?3  ?3qR30 intercalation structure. The magnetic ﬁeld ~B and the magnetization ~M form
angles θ and φ with the surface normal, respectively.
~M . With that one can calculate the dipole-dipole interaction energy of one Eu atom with
all others as a function of the magnetization direction:
Edipole  1
2
¸
~rij~0
µ0
4pi|~rij|3
p7µBq2
 
3p~e ~M  ~eijq2  1

(8.7)
The sum runs over all position vectors of Eu atoms
~rij  i


1
0
0

  j


1
2?
3
0

 ?3  2.46Å. (8.8)
In Eq. 8.7, a factor one half has been added to avoid double counting of pairwise inter-
actions so that Edipole can be properly understood as an anisotropy energy per Eu atom.
Edipole has been calculated by F.Huttmann for several magnetization directions using a
python script making a numerical summation over about 4106 neighbors. From this one
can conclude on the following dependence of Edipole on the angle φ between magnetization
and surface normal:
Edipole  Eaniso 

1
3
  cos2 φ


(8.9)
with Eaniso  281.3 µeV per Eu atom. For comparison, this value lies in the typical
range of magnetocrystalline anisotropy energies (for example, 60 µeV for hcp Co [318], or
3000 µeV for L10 FePt [319]). The total energy in an external magnetic ﬁeld of modulus
B oriented along an angle θ with respect to the surface normal is now given by
Etotal  Eanisop1
3
  cos2 φq MB cospφ θq (8.10)
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The intuition of this equation is as follows: To minimize the anisotropy energy resulting
from dipolar interactions, the magnetization would prefer to be in-plane (φ  90); this is
captured by the anisotropy energy (ﬁrst summand). However, the external ﬁeld is able to
pull the magnetization out of the plane by means of the additional Zeeman energy (second
summand). By minimizing Etotal via setting its derivative to zero, one can calculate φ as
a function of the magnitude B and the angle θ of the external ﬁeld:
BEtotal
Bφ  2Eaniso sinφ cosφ MB sin pφ θq
! 0 (8.11)
Within the simple model of an ideal ferromagnet with easy-plane anisotropy, the zero-ﬁeld
susceptibility is always inﬁnite for a non-vanishing in-plane component of the magnetic
ﬁeld (θ  0) since there is no barrier for rotating the spin within the plane. In contrast,
for θ  0 the zero-ﬁeld susceptibility is ﬁnite and can be matched to the normal incidence
measurement. One obtains the simple relation
cosφ  MB
2Eaniso
. (8.12)
The experimentally observable quantity is the projection of the magnetization on the
beam, i.e., M cosφ for θ  0. So, one can calculate the theoretical expectation for the
zero-ﬁeld susceptibility to be
χtheo  BBBM cosφ 
M2
2Eaniso
 5.04µB{T. (8.13)
This value is close to the experimentally determined zero-ﬁeld susceptibility under nor-
mal incidence of χexp  6.2µB{T, which demonstrates the relevance of the previous cal-
culation. Furthermore, we remember that for simplicity ideal ferromagnetic order was
assumed. The model predicts a susceptibility which is lower than the experimental value,
corresponding to a higher anisotropy. If one takes into account that the system is only
almost ferromagnetic, this would reduce the expected shape anisotropy and yield an even
better agreement with the experiment.
Comparison with the Graphite Intercalation Compound EuC6
It is tempting to compare the magnetic properties of the p?3  ?3qR30 intercalation
structure with those of the ﬁrst stage Eu GIC EuC6 since both have the same in-plane
structure (compare Sec. 2.2.2). Therefore, in Fig. 8.6 the ﬁrst quadrant of the magneti-
zation loops from Fig. 8.2 is shown together with data for EuC6 adapted from Ref. [159].
Unfortunately, no directly comparable data are available since XMCD measurements can
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be performed only up to 60 incidence angle, whereas bulk measurements allow ﬁelds
exactly in-plane. Furthermore, for normal incidence only data at T  16 K are available.
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Figure 8.6: Magnetization loops for a fully intercalated p?3?3qR30 Eu layer at the indicated
temperatures and incidence angles with respect to the surface normal (same data as in Fig. 8.2).
Additionally, corresponding data for EuC6 taken from Ref. [159] are shown.
Both systems show a pronounced in-plane anisotropy, but beside this similarity the mag-
netic behavior is very diﬀerent: Whereas the initial magnetization steeply rises and goes
into saturation close to 7µB for the intercalated monolayer, the magnetization curve of
EuC6 has a much lower zero-ﬁeld susceptibility and already saturates at about 2.5µB. As
described in Sec. 2.2.2, the low zero-ﬁeld susceptibility is due to an antiferromagnetic 120
spin order, and the saturation corresponds to a ferrimagnetic state at higher ﬁelds.
There are two reasons to explain the diﬀerent magnetic behavior: First, as shown before,
the Ir substrate mediates the main part of the RKKY interaction. Second, it has been
shown that a small coupling between adjacent Eu layers is an important ingredient to
explain the metamagnetic behavior of EuC6 [31]. This coupling is of course absent in the
present system, since it is restricted to a single Eu layer.
8.2 Europium Sandwich Structures
After discussing the magnetism of solely intercalated Eu structures, I now turn over to
structures with additional Eu adsorbed on top of Gr. The structural properties of such
sandwich layers have already been discussed in Sec. 6.2. For adsorption on the p2  2q
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intercalation layer the sample investigated in the previous section was reused, whereas for
the p?3  ?3qR30 a new sample was prepared. On top of both samples an amount of
Eu corresponding to a saturated p?3?3qR30 layer (i.e., 33% ML with respect to Gr)
was adsorbed at room temperature. LEED shows in both cases intense p?3  ?3qR30
superstructure spots. To establish the inﬂuence of the intercalation layer, moreover a
sample with a Eu layer adsorbed to bare Gr was investigated.
During the beamtime, we noticed that for all systems with adsorbed Eu the sharp and
intense p?3  ?3qR30 spots in LEED present after preparation became faint or even
invisible after the XMCD measurements, which suggests a contamination of the sample.
Since the magnetic properties of the samples did not change during their stay in the
XMCD chamber, the degradation must already have taken place during the transport
from the preparation chamber. Indeed, the transfer tube between preparation and XMCD
chamber only has a pressure of about 2 109 mbar. The high pressure is due to the fact
that samples are transferred from air into the tube using a load-lock without a subsequent
bakeout. Thus, the worse pressure is expected to arise mainly from water.
In order to ﬁnd out which kind of contamination could have happened we have a look
at the magnetic properties of the sample. The XAS spectra of all three samples (one
is exemplarily shown in Fig. 8.7(a)) are qualitatively identical to the one in Fig. 8.1(a)
indicating that Eu is present in a 4f7 conﬁguration also after contamination. This is
supported by the fact that the orbital moments again vanish within the error of the
measurement. The corresponding spin moments and the magnetization curves are shown
in Tab. 8.4 and Figs. 8.7(b) - (d), respectively. Since there is no hysteresis, the curves were
again averaged over both ﬁeld ramping directions and are symmetrized with respect to
the sign of the magnetic ﬁeld.
mSpµBq χpµB{Tq
sample 0 60 0 60
Eu on bare Gr 6.7 7.0 12 77
Eu on p2  2q 6.3 6.5 9.3 69
Eu on p?3 ?3qR30 6.3 6.9 9.3 62
Table 8.4: Spin moment mS per Eu atom derived from the sum rules with nh  7 and zero-ﬁeld
susceptibilities χ for diﬀerent Eu sandwich structures. The data were taken under normal and
grazing incidence at 10K and 5T. The relative errors were estimated to 10%.
First, it is surprising that all three samples show a very similar magnetic behavior in-
dependently whether Eu is intercalated or not. This leads to the conclusion that the
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Figure 8.7: (a) (a) Normalized XAS signal at 10K and 5T for right (µ , solid green line) and
left (µ, dashed red line) circular polarized X-rays in normal incidence for a saturated Eu layer
adsorbed to Gr. (b) -(c) Magnetization loop for Eu adsorbed to bare Gr and two diﬀerent Eu
sandwich structures under normal (red) and grazing (black) incidence.
magnetism is determined by the adsorbed layer, whereas the intercalation layer simply
couples to it. Second, all curves go to a saturation value on the order of 7µB demonstrat-
ing a substantial magnetic coupling since the saturation in the paramagnetic case was
only around 5µB. The only known ferromagnetic Eu compound is EuO, in which Eu also
has a 4f7 conﬁguration consistent with the XAS spectra discussed above.
In the following, I discuss how a degradation of the adsorbed Eu to EuO might have taken
place without the presence of O, which is not a common residual gas in UHV systems
because it does not form a wetting layer on the chamber walls. Therefore, I recall that the
high pressure in the transfer tube is expected to arise essentially from water. It is known
that Eu reacts with water to Eu(III)-hydroxide, which can be thermally decomposed in
two steps to dehydrated Eu(III)-oxide [320] according to the equations
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2 Eu   6H2O ÝÝÑ 2 EupOHq3   3H2
EupOHq3 ÝÝÑ EuOOH   H2O at 563 K in air
2EuOOH ÝÝÑ Eu2O3   H2O at 738 K in air.
However, the sesquioxide Eu2O3 does not carry magnetic moments due to the 3+ valence
state of Eu (J  0). Unfortunately, there are no data in the literature on the decompo-
sition of Eu(II)-hydroxide, which one would expect to be present here. Nevertheless, it is
known that Ba, which is isoelectronic to Eu except for the highly localized 4f electrons,
forms Ba(II)-hydroxide upon reaction with water that already decomposes at 373 K in
vacuum [321] according to the equations
Ba   2 H2O ÝÝÑ BapOHq2   H2
BapOHq2 ÝÝÑ 2BaO   H2O at 373 K in vacuum.
For a single monolayer under UHV conditions, one would expect such a decomposition
to occur at much lower temperatures. To get a feeling for this eﬀect, we consider that
bulk water boils at atmospheric pressure at 373 K while monolayers of water in UHV
evaporate already at 100K. Therefore, it is likely that Eu got oxidized before the XMCD
measurements according to the net reaction
Eu   H2O ÝÝÑ EuO   H2.
In order to estimate the water ﬂuence F to which the Eu layer was exposed, we consider
that the samples spent about 10 minutes in a pressure of p  2  109 mbar, and get
F  10 min  2  10
9 mbar?
2pi  18 u  kB  300 K
 p2.46Åq2  2?
3
 30% ML Gr. (8.14)
Considering that a saturated p?3  ?3qR30 corresponds only to 33% ML with respect
to Gr, it is plausible that a substantial part of the Eu on top has been oxidized. Since the
structure of the contaminated samples was not investigated, it is speculative to discuss
the magnetic properties in more detail. However, I address some general observations:
As shown by Klinkhammer et al., EuO can be grown on Gr by reactive MBE resulting
in ferromagnetic grains that saturate at around 100mT at 44K [50]. The presence of
such EuO grains could explain the high zero-ﬁeld susceptibilities listed in Tab. 8.4, which
appear as jumps of about one quarter of the saturation value in Figs. 8.7(b) - (d). For
the comparably low coverages investigated here the grains are expected to be very small,
which presumably results in superparamagnetic behavior. This would explain the lack
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of any hysteresis. The in-plane anisotropy can easily be interpreted as shape anisotropy,
since the grains grown in Ref. [50] have a very ﬂat aspect ratio.
Nevertheless, the shape of the magnetization curves is not yet understood. Although
the zero-ﬁeld susceptibility is substantially higher for the sandwich structures than for
the p?3  ?3qR30 intercalation layer in Fig. 8.2, the magnetization saturates at higher
ﬁelds. An explanation could be that the system possesses a non-collinear spin structure
- for example, a spin spiral like in bulk Eu (compare Sec. 2.2.1). Such a structure has a
component that can be easily aligned in small magnetic ﬁelds, whereas the spins become
parallel only upon applying high ﬁelds. A non-collinear spin structure is actually not
expected for the ferromagnet EuO, but it could be related to the remaining non-oxidized
parts of the sample.
8.3 Europium on Iridium
In the last part of this chapter, I discuss the magnetism of a single monolayer of Eu
adsorbed to Ir(111). Therefore, 50% ML Eu with respect to Ir(111) corresponding to the
saturation coverage determined in Sec. 7.1 were deposited on a bare Ir substrate at room
temperature. While the LEED pattern was identical to the one shown in Fig. 7.1 after
preparation, it has substantially changed after the XMCD measurements and resembled
more the one of EuO(111) on Ir(111) (see Chap. 10). Therefore, it is probable that the
same surface contamination as in the previous section has happened.
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Figure 8.8: (a) Magnetization loops for a monolayer of Eu on Ir(111) at the indicated tem-
peratures under normal (red, not measured at 40K) and grazing (black) incidence. (b) Inverse
zero-ﬁeld susceptibility for the curves in (a). The blue line is a linear ﬁt to the data.
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The spin moment of about 4.7µB derived from the sum rules is much smaller than for
a saturated 4f7 state and close to the 5µB for a J  7{2 paramagnet at 5T and 10K.
However, the zero-ﬁeld susceptibility of about 4µB{T is substantially higher than the
1.4µB{T for a J  7{2 paramagnet at 10K. This could be explained by ferrimagnetic
contributions, causing a higher zero-ﬁeld susceptibility than a paramagnet, but a lower
saturation value. However, there is no further evidence for this explanation.
For this sample, also temperature-dependent magnetization loops have been measured
showing that the zero-ﬁeld susceptibility declines with increasing temperature. If one
considers the system to be a ferro- or ferrimagnet above its Curie temperature following
the Curie-Weiss law χ9 1
TTC , plotting of χ
1pT q should yield a linear dependence. In-
deed, this is approximately the case and ﬁtting yields a Curie temperature of TC  8 K.
Even though, the result should be taken with care without knowing the structure and
composition of the sample in detail.
In contrast to all other systems investigated up to now, Eu on Ir(111) shows a slight
out-of-plane anisotropy. This means that other anisotropies have to overcompensate the
shape anisotropy, but for an analysis more structural details would be needed.
8.4 Summary
In this chapter, ﬁrst the magnetic properties of two intercalation layers with diﬀerent den-
sity were investigated. They show fundamentally diﬀerent magnetic behaviors: Whereas
the p2 2q layer is paramagnetic, the p?3?3qR30 layer shows a substantial magnetic
coupling and is interpreted to be a ferromagnet slightly above its Curie temperature. Its
strong in-plane anisotropy is shown to arise essentially from the extremely low aspect ra-
tio of the Eu layer. The magnetic behavior of the p?3?3qR30 layer strongly deviates
from its bulk counterpart EuC6, indicating the importance of the Ir substrate and the
restriction to a single layer.
All samples with Eu adsorbed on top of Gr and with(out) an additional intercalation layer
were deteriorated by contamination during the sample transfer to the XMCD chamber.
The magnetism of those samples is dominated by the adsorbed layer, which shows a no-
table magnetic coupling. This is probably related to the presence of ferromagnetic EuO
originating from the reaction of Eu with the water background pressure. However, since
neither the extent of the contamination nor the ﬁlm morphology is known, an interpreta-
tion of the magnetic properties stays speculative. The same holds for the magnetism of a
Eu layer adsorbed to Ir(111).
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CHAPTER 9
Magnetism of Metal Clusters on Graphene
Parts of Secs. 9.1 and 9.2 are published in Appl. Phys. Lett.99 142504 (2011) [322]. The
XMCD data were taken during two beamtimes at the ESRF. I was responsible for the
sample preparation together with F.Huttmann and C.Vo-Van, and heavily involved in
the XMCD measurements together with P.Ohresser. Additionally, V. Sessi, J. Coraux,
O. Fruchart, N.Rougemaille, and T.Michely took part in the measurements. The data
were analyzed by F.Huttmann in Ref. [273], P.Ohresser, C.Vo-Van, and me.
In this chapter, the magnetic properties of metal clusters on Gr are investigated. First, I
analyze Co clusters with diﬀerent sizes. Afterwards, I ﬁgure out whether also Rh clusters
show ferromagnetism, and conclude with the growth of Eu clusters.
Deposited amounts are given in monolayers with respect to Ir(111). Thereby, 0.1ML
correspond to well-ordered clusters with an average size of about 9 atoms. The clusters
are termed as XN with the chemical element X and the cluster size N in atoms.
9.1 Moiré-Templated Cobalt Clusters
First, I investigate the magnetism of Co clusters seeded by small Pt nuclei. Therefore, 0.13
ML Pt followed by 0.25 ML Co were deposited onto a fully coalesced Gr sheet which was
prepared by a TPG step at 1470K followed by CVD at 1170K (see Sec. 4.5 for details).
The deposited amount corresponds to well-ordered Pt11Co22 clusters. An STM image of
the same sample prepared at ATHENE is shown in Fig. 9.1(a). Besides the well-ordered
cluster lattice, a signiﬁcant amount of coalesced clusters is present. Counting the clusters
in a larger STM image (not shown here) reveals that on average 28% of the clusters are
coalesced. This results in a mean cluster size of Pt15Co28.
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Figure 9.1: (a) STM topograph (80 nm  80 nm) of Pt15Co28 clusters on Gr. (b) XAS signal
at 10K and 5T under normal incidence across the Co L2,3 edges for left (µ) and right (µ )
circularly polarized light. (c) Corresponding XMCD spectrum.
Fig. 9.1(b) shows two XAS spectra measured at 10K and 5T under normal incidence
across the Co L2,3 edges for left (µ) and right (µ ) circularly polarized light. The
spectra look as expected for Co [182] and do not show any sign of oxidation or other
contaminations. Subtracting the XAS signals measured for opposite magnetic ﬁelds or
polarizations yields the XMCD signal shown in Fig. 9.1(c).
photon energy (eV)
790780 800
8 h
0 h
760 820
XM
CD
 (a
.u.
)
Figure 9.2: Loss of the initial XMCD intensity (black) after 8 h X-irradation (red), here exem-
plarily shown for a sample with Ir4Co8 clusters.
At this point, I remark that we have noticed a decrease of the XMCD signal over time
during the measurements. As illustrated in Fig. 9.2, the XMCD signal dropped during
8 h irradiation by about 40%. Surfaces measured after the same waiting time, but not
exposed to the beam, did not show any reduction of intensity, which excludes surface
contaminations. Consequently, the damage has to be induced by the beam. Such a
degradation is common for fragile magnetic species [323, 324], but usually not observed
for metallic clusters. We surmise that the X-ray beam promotes a decomposition of Gr
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by the clusters, similar to what happens at elevated temperatures [325]. A resulting C
enrichment of the clusters might be liable for the reduction of the XMCD signal. To
prevent this eﬀect, we reduced the exposure time, changed the beam position on the
sample during the measurements, and shuttered the beam if not used.
From the data in Fig. 9.1(b) and (c), the magnetic moments of the Pt15Co28 clusters can
be determined by applying the sum rules of Thole and Carra [240, 241] for the Co L2,3
edges (compare Sec. 3.2.3), which are in the present case
mL
nhµB
 2
3
q
r
(9.1)
mS
nhµB
 3p 2q
r
 7xTzy
nh
 3p 2q
r
. (9.2)
The dipolar term xTzy is neglected in the following, since it has been shown to be small
for bulk Co [326]. For the number of holes in the 3d shell nh  2.5 is used, just a for
bulk Co [182]. For normalization, the integral over the polarization averaged absorption
cross section is used. From the sum rules we derive a spin moment of mS  p1.5 0.2qµB
per atom which is comparable to the bulk value of 1.62µB [182]. The good agreement
indicates that (i) neglecting xTzy is reasonable, (ii) the number of 3d holes is close to
the bulk value, and (iii) a possible charge transfer between Co, Pt, and Gr does not
signiﬁcantly aﬀect the magnetism of Co. On the contrary, the ratio between orbital and
spin moment of mL{mS  0.150.04 is larger than the bulk value of 0.095 [182]. Such an
enhancement is typical for small-size objects, and arises from the local loss of symmetry
as described in Sec. 2.3. The results are independent on the incident angle, indicating the
absence of magnetic anisotropy in the clusters.
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Figure 9.3: Magnetization loops for Pt15Co28 clusters at 10K under normal (red rhomboids)
and grazing (black dots) incidence. The curves are vertically shifted for better visibility.
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To investigate this in more detail, the magnetization loops under normal and grazing inci-
dence shown in Fig. 9.3 were measured. The curves do not show any hysteresis, have a high
zero-ﬁeld susceptibility, and are almost saturated at 5T, all hinting at superparamagnetic
behavior. Furthermore, the curves are almost isotropic. Within the Bruno model [327],
that links the magnetic anisotropy energy with the anisotropy of the orbital moment, this
is consistent with the negligible anisotropy of mL found above.
The lack of anisotropy contrasts with other low-dimensional magnetic systems on metal
surfaces [328330]. Consequently, it has to be a peculiarity of the Gr substrate. Indeed,
it is known that the interaction between clusters and Gr is weak, since they can be easily
picked up with an STM tip during imaging. Furthermore, the clusters become mobile
and Smoluchowski ripen during annealing at temperatures which are low compared to
the typical onset of bulk mobility [40]. Thus, it is plausible that the Gr substrate does
not induce a shape or interface anisotropy because of the weak interaction.
To establish whether the previous ﬁndings depend on the choice of the magnetic material,
also Pt12Fe22 clusters were investigated. To apply the sum rules, nh  3.39 was used
as in bulk Fe [182]. Again, the dipolar term xTzy is neglected. We ﬁnd a spin moment
of p2.0  0.2qµB in excellent agreement with the Fe bulk value of 1.98µB [182]. Just as
for Pt15Co28 clusters, also here the ratio mL{mS has an enhanced value of 0.13  0.04
compared to the 0.043 in bulk Fe [182].
Moreover, Ir13Co26 clusters were investigated to ﬁgure out the inﬂuence of the seeding
material. We again ﬁnd a high value of 0.20  0.03 for mL{mS, but a reduced spin
moment of only p1.00.2qµB. However, since this measurement was performed before we
noticed the cluster damage by the beam mentioned above, it cannot be excluded that the
low moment arises from that degradation. Consistently with the Pt15Co28 clusters, both
Pt12Fe22 and Ir13Co26 clusters show almost no anisotropy. To summarize, the magnetic
properties of seeded clusters on Gr seem to depend neither strongly on the seeding material
nor the magnetic material.
The Superparamagnetic Entity
To get more insight to the magnetization process, magnetization loops for Pt15Co28 clus-
ters were measured at diﬀerent temperatures. The corresponding data are shown in
Fig. 9.4. Consistent with the previous results, there is no hysteresis at all temperatures.
A decrease of the zero-ﬁeld susceptibility with increasing temperature is found as ex-
pected for superparamagnetic behavior. Given the close-to-isotropic magnetic properties,
the magnetization loops were ﬁtted by a modiﬁed Langevin function
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MpBq Ms

coth

mB
kBT


 kBT
mB


  χadd
µ0
B (9.3)
with the saturation moment Ms and the moment m of the magnetic entity (compare
Eq. 8.3). In principle, a sum of Langevin functions would have to be used due to diﬀer-
ent particle sizes, but since the size distribution is Poisson-like and thus very narrow, a
single Langevin function is appropriate. The non-vanishing susceptibility (linear slope)
dominating the magnetization loops above 2 T was taken into account by the additional
ﬁeld-proportional term χadd
µ0
, which will be discussed below.
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Figure 9.4: Magnetization loops under normal incidence for Pt15Co28 clusters at the indicated
temperatures. The solid lines are modiﬁed Langevin ﬁts according to Eq. 9.3. The curves are
vertically shifted for better visibility.
The parameters resulting from the Langevin ﬁts are listed in Tab. 9.1. Since we did not
take full XMCD spectra for each temperature, the magnetization is given in arbitrary
units. Consequently, the absolute values of Ms and χadd{µ0 do not contain physical
information. Nevertheless, the low scattering of both shows that (i) the pure Langevin part
is always saturated at 5T, and (ii) the additional slope does not depend on temperature
hinting at an origin diﬀerent from superparamagnetism. A probable explanation is that
the spins within the clusters are not ideally ferromagnetically coupled, but favor a non-
collinear arrangement. Consequently, the magnetization process occurs in two steps:
First, the superspin of each cluster gets aligned with the ﬁeld, and second, the canted
spins within the clusters become collinear. Such eﬀects are known from the literature. For
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T (K) Ms (a.u.) χadd{µ0 (a.u./T) m pµBq
10 0.722 0.066 107.5
15 0.709 0.072 87.9
20 0.740 0.065 109.7
30 0.750 0.068 103.8
40 0.725 0.072 125.6
mean 0.73 0.069 107
error 0.01 0.001 6
Table 9.1: Saturation magnetizationMs, additional slope χadd{µ0, and moment of the magnetic
entity m derived from modiﬁed Langevin ﬁts of the magnetization loops shown in Fig. 9.3.
example, a hedgehog-like spin structure has been found for nanometer-sized Co particles
dispersed a polymer [331, 332], consistent with micromagnetic calculations [333].
The moment of the magnetic entity m was found to be independent of the temperature
within errors, conﬁrming the relevance of the ﬁtting function. We determine an average
value of m  p107  6qµB. Dividing this by the number of Co atoms per cluster (N=28)
yields a magnetic moment of p3.8  0.2qµB per atom. This value is unphysically high
for Co, even in low coordination [329], and largely exceeds that derived from the sum
rules. Therefore, it indicates that the magnetic entity is substantially larger than a single
cluster. There are two diﬀerent approaches to an explanation: First, one could imagine
that there are correlated blocks of clusters, i.e., coupling between the clusters is present.
Such a coupling could be either direct dipolar exchange between neighboring clusters,
or indirectly mediated by the Gr charge carriers via RKKY interaction. However, this
explanation seems questionable since an in-plane coupling should be accompanied by an
in-plane shape anisotropy (compare Sec. 8.1), which is not observed here.
Therefore, I turn to the second hypothesis that the large magnetic entity results from
a larger average cluster size than expected. Since the evaporator calibration by STM
has only a small error and the deposition rate is highly stable, we trust in the deposited
amounts. However, it might be possible that the eﬀect of coalescence was underestimated.
Although the cluster size of Pt15Co28 already includes coalescence, I note that it was
determined from an STM picture taken at ATHENE. It is known that small Pt clusters
on Gr/Ir(111) become mobile and coalesce upon exposure to CO [334]. Since the UHV
chamber at ID08 is less eﬃciently pumped than the one at ATHENE, the CO background
pressure is expected to be higher at ID08. Therefore, a larger degree of coalescence is
likely. Furthermore, also for the sample investigated at ATHENE it cannot be excluded
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(b)
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Figure 9.5: Deposition of 0.30 ML Ir on Gr grown using diﬀerent CVD temperatures of (a)
970K, (b) 1070K, and (c) 1470K. The image sizes are p130 nm  75 nmq and p45 nm  45 nmq
for the left and right images, respectively. The Fourier transforms of the left images are shown
as insets. Vacancies in the cluster lattice are marked blue in the right images.
that sample regions with a larger amount of coalescence are present. Unfortunately,
the quality of the cluster preparation at ID08 could not checked by STM due to technical
problems. So, the puzzle of the large magnetic entity cannot be solved for this preparation.
Optimization of the Cluster Lattice
To reduce the uncertainties caused by an unknown amount of coalescence, we performed
during a second beamtime three changes to enhance the quality of the cluster lattice:
(i) The CVD step of the Gr growth was performed at 1470K instead of 1170K.
(ii) The size of the seeds was increased from 0.13 ML to 0.20 ML.
(iii) The seeding material was changed from Pt to Ir.
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The increase of the CVD temperature TCVD was made to improve the regularity of the
seeding cluster lattice. To illustrate this eﬀect, we have a look at Fig. 9.5. It is obvious
that the quaility of the cluster lattice substantially improves with increasing TCVD: For
the lowest temperature in Fig. 9.5(a) there is almost no rotational order as seen best in
the corresponding Fourier transform. The lattice contains many coalesced clusters as
well as vacancies (highlighted in blue). At TCVD  1070 K, the clusters are well-oriented
along diﬀerent rotational domains of the moiré pattern, but still a substantial amount
of vacancies is present. Only at the highest growth temperature of TCVD  1470 K the
cluster lattice becomes nearly perfect.
Without performing a detailed analysis, we brieﬂy discuss this relation: It is well known
that the orientational alignment of Gr with respect to Ir becomes worse at lower TCVD
[335]. To connect this eﬀect to the cluster lattice, I recall that the moiré unit cell reaches
its maximum size for parallel alignment between Gr and Ir, and shrinks for increasing
misorientation angles. Accordingly, also the hcp regions, in which the clusters bind to
the substrate, shrink with decreasing TCVD, which presumably leads to worse sticking
of the clusters. With that, the larger share of coalescence and vacancies at lower TCVD
can be explained. In addition, also the higher density of defects and rotational domain
boundaries at lower growth temperatures disturbs the cluster lattice.
The size of the seeds was increased and the seeding material changed because it is known
that larger clusters as well as clusters made from Ir instead of Pt are more stable against
annealing at elevated temperatures [40]. Therefore, it is reasonable that they are also
more resistant towards ripening upon Co deposition.
(a) (b) (c)
Figure 9.6: (a) Pt12Co22 clusters with 28% coalescence imaged at ATHENE. (b) and (c)
Optimized Ir18Co27 cluster lattice imaged at ATHENE with 4% coalescence (b), and at ID08
with 14% coalescence (c). The image size is always 80 nm 80 nm.
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By comparing the STM topographs of both preparations in Figs. 9.6(a) and (b) it becomes
evident that a strong reduction in coalescence has been achieved. Since all three changes
were made at one go, it is impossible to tell how each of them contributed to the overall
large improvement. Compared to the share of 28% of the clusters coalesced in the previous
preparation the new preparation yields only 4% coalescence (both measured at ATHENE).
This time, also STM measurements at ID08 were possible (see Fig. 9.6(c)) and yield a
larger coalesced share of 14%. However, this is still a factor of 2 better than in the
original preparation. All revalant data are summarized in Tab. 9.2.
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Figure 9.7: Magnetization loops under normal incidence for Ir20Co30 clusters at the indicated
temperatures. The top axis belongs to the ﬁrst two curves, the bottom axis to the rest. The
lines are modiﬁed Langevin ﬁts (see Eq. 9.3). The data are vertically shifted for better visibility.
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deposited amount nominal size chamber coalescence mean size
0.13 ML Pt
Pt12Co22
ATHENE 28% Pt15Co28
+ 0.25 ML Co ID08 - -
0.20 ML Pt
Ir18Co27
ATHENE 4% Ir19Co28
+ 0.30 ML Co ID08 14% Ir20Co30
Table 9.2: Deposited metal amounts and coalescence yields determined by STM at ATHENE
and ID08. The corresponding average cluster sizes are given, too.
θpq T (K) Ms (a.u.) χadd{µ0 (a.u./T) m pµBq
5 T ¤ B ¤  5 T
0 10 0.813 0.051 45.6
0 15 0.700 0.069 63.9
2 T ¤ B ¤  2 T
0 10 0.815 0.128 89.8
60 10 0.680 0.192 80.2
0 15 0.983 0.106 59.2
60 15 0.939 0.097 78.5
0 20 0.953 0.111 76.2
60 20 1.312 0.017 59.4
0 40 0.356 0.369 107.1
60 40 0.296 0.375 221.9
mean 0.90 0.10 69
error 0.07 0.02 5
Table 9.3: Saturation magnetization Ms, additional slope χadd{µ0, and moment m of the
magnetic entity derived from modiﬁed Langevin ﬁts of the magnetization loops at diﬀerent
temperatures T shown in Fig. 9.7. The data at 40K were not used for averaging.
As for the previous preparation, magnetization loops have been measured under normal
and grazing incidence at various temperatures (see Fig. 9.7). Unfortunately, most of the
curves were measured only up to 2 T and just two curves are available up to 5 T.
Furthermore, the quality of the measured data in terms of drift and noise was signiﬁ-
cantly worse than in the previous beamtime. This problem is not related to the sample
preparation, but probably arises from aging of the beamline. Consequently, upon ﬁtting
the data with Eq. 9.3 the parameters scattered much more. To reduce the noise, the data
were symmetrized and averaged over increasing and decreasing ﬁeld ramping direction, as
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already applied for the magnetization loops of intercalated Eu in Sec. 8.1. Furthermore,
knowing from the previous results that the clusters do not show magnetic anisotropy, the
data set for grazing incidence was used as well.
The parameters resulting from the Langevin ﬁts are listed in Tab. 9.3. Still, the values
of Ms and χadd{µ0 scatter substantially more than the ones in Tab. 9.1, but the average
of m  p69  5qµB is rather well-deﬁned. For averaging, the curves taken at 40K were
discarded, since they are almost straight and thus do not carry reliable information for
the purpose of this ﬁt. Furthermore, they are obviously outliers.
Dividing again the average magnetic moment per entity of p69  5qµB by the number of
Co atoms per cluster (N=30), we obtain p2.3  0.2qµB per Co atom. This value is much
lower than the p3.80.2qµB previously obtained, and closer to the 1.6µB derived from the
sum rules. If one considers only the curves measured up to 5 T , which should be most
reliable since they allow the ﬁt to distinguish best between the contributions of χadd{µ0
and m, one obtains m  p1.8  0.2qµB which is even closer to 1.6µB. Since there is still
some scatter in the coalescence yield, the results are consistent with the magnetic entities
being single clusters which are not coupled to each other.
9.2 Larger Cobalt Clusters
After discussing small moiré-templated Co clusters, I focus on the magnetic properties
of larger clusters. For comparison, Fig. 9.8(a) again shows an STM topograph of the
Pt15Co28 clusters investigated before. In Fig. 9.8(b), 1.70 ML Co were deposited on Ir15
seeds. Since the amount of Co is too large to ﬁt in one moiré unit cell, coalescence takes
place and leads to a dense array of Co clusters anchored by several Ir seeds. The average
cluster size was determined by STM to Ir50Co500. As shown in Fig. 9.8(c), deposition of
0.25 ML Co without previous seeding leads to the formation of even larger Co clusters
which are sparsely and disorderedly distributed over the sample. They possess either a
spherical or a triangular shape, and have a mean size of 2700 atoms.
From the sum rules one gets the magnetic moments listed in Tab. 9.4. As already discussed
for the smallest clusters, the spin moment is close to the bulk value in all cases. This
indicates that neither the occupation of the 3d bands nor the charge transfer strongly
depends on the cluster size. The enhanced ratio mL{mS found for Pt15Co28 clusters
gradually decreases with increasing cluster size towards the bulk value of 0.095.
Magnetization loops taken under normal and grazing incidence are shown in Fig. 9.9 for all
three samples. In line with smallest clusters, also Ir50Co500 and Co2700 clusters show almost
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(a) (b) (c)
Figure 9.8: STM topopgraphs of Pt15Co28 (a), Ir50Co500 (b), and Co2700 (c) clusters. The sizes
are average values determined by STM. The image size is always 25 nm 60 nm.
cluster θ (ML) d (nm) mSpµBq mLpµBq mL{mS
Pt15Co28 0.13/0.25 2.5 1.5  0.2 0.22  0.02 0.15  0.04
Ir50Co500 0.17/1.70 4.8 1.7  0.2 0.20  0.02 0.12  0.03
Co2700 - /0.25 30 1.7  0.2 0.18  0.02 0.11  0.03
Table 9.4: Spin (mS) and orbital (mL) magnetic moments and their ratio mL{mS measured at
10K and 5T under normal incidence for diﬀerent cluster sizes. The samples were prepared by
depositing diﬀerent amounts θ of the seeding/magnetic material. The average cluster distance d
was determined by STM (except for Pt15Co28, where d is the moiré pitch).
no anisotropy. However, in contrast to the Pt15Co28 clusters, the larger clusters exhibit
a pronounced hysteresis with a coercive ﬁeld of about 250mT. This yields evidence that
the clusters are in the blocked state, which is reasonable since the blocking temperature
TB generally increases with the particle size.
Since hysteresis in single domain particles can only arise from anisotropy (for larger parti-
cles also domain pinning can lead to hysteresis), a loop opening in the spatially isotropic
magnetization curves appears surprising. We reason that the anisotropy causing the hys-
teresis is too small to be observable within the resolution of the angular-dependent mag-
netization loops. Another hypothetical explanation would be that indeed each clusters
has a non-vanishing anisotropy, but it is zero in average because of a random orientation
of the clusters. However, this can be excluded since the clusters are known to possess a
well-deﬁned orientation with respect to the Gr layer [102].
136
9.3 Rhodium Clusters
70°
Pt15Co28
Ir50Co500
Co2700
magnetic field (T)
-2 -1 0 1 2
ma
gn
eti
za
tio
n (
a.u
.)
0°
Figure 9.9: Magnetization loops for clusters of indicated size at 10K under normal (rhomboids)
and grazing (dots) incidence. The curves are vertically shifted for better visibility.
To get an estimate for the blocking temperature, in Fig. 9.10 temperature dependent
hysteresis loops were measured for Ir50Co500 and Co2700 clusters. For the Ir50Co500 clusters
the hysteresis disappears at around 30K, whereas it vanishes for the larger Co2700 clusters
only at around 40K. A comparison to theoretical expectations cannot be drawn here,
since the structure of the clusters is not known in detail.
9.3 Rhodium Clusters
Unlike elements of the 3d series such as Fe, Co and Ni, none of the elements of the 4d
series exhibits ferromagnetism. This is understood to arise from the 4d orbitals being more
extended compared to the 3d ones, which results in broader bands and therefore a lower
density of states at the Fermi edge. Consequently, the Stoner criterion for ferromagnetism
is violated (compare Sec. 2.3). However, the criterion is almost fulﬁlled by some of the 4d
elements such as Rh. In this case, a band narrowing by formation of small clusters can
be suﬃcient to push the system beyond the limit towards ferromagnetism.
In this context, Cox et al. investigated the magnetism of free mass-selected Rh clusters
using a Stern-Gerlach type experiment [336]. They ﬁnd ferromagnetic behavior with a
magnetic moment per atom that strongly depends on the cluster size N in atoms. The
maximum of about 1µB/atom occurs for N  15. Beside this study on free Rh clus-
ters, several XMCD studies on Rh clusters supported by various substrates have been
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Figure 9.10: Temperature dependent hysteresis loops from -2T to 2T for (a) seeded Ir50Co500
clusters and (b) pure Co2700 clusters showing a decrease of coercivity with increasing temperature.
The curves are horizontally and vertically shifted for better visibility.
performed. Sessi et al. measured Rh clusters on an inert Xe buﬀer layer, and obtained
moments as large as 0.4µB/atom at 10K and 5T [337]. Barthem et al. observed Rh
clusters with sizes of about 150 atoms embedded in an Al2O3 matrix to have a magne-
tization of 0.067µB/atom at 2.3K and 17T [338]. In contrast, XMCD measurements on
Rh clusters in contact with Ag(100) or Pt(997) revealed that the clusters do not exhibit
sizable magnetic moments [339].
It has thus been reasoned that the undercoordination of Rh atoms in small clusters is
the crucial point: On weakly interacting substrates such as Xe, the undercoordination
of the free cluster is preserved, whereas it is broken by the strong interaction with a
metallic substrate. In terms of binding to the substrate, clusters on Gr/Ir(111) represent
an intermediate case: On the one hand, the binding mechanism is clearly chemical since it
is mediated by sp3 rehybridization of C atoms underneath the clusters. On the other hand,
the easy manipulation by an STM tip and the low temperature onset of Smoluchowski
ripening indicate a weak binding, which is conﬁrmed by the isotropic magnetic behavior
found in the previous sections. Thus, it is interesting to determine whether Rh clusters
on Gr behave quasi-free or not in the context of magnetism.
It has previously been shown that Rh does not form regular cluster lattices for deposition
at 300K, but at a lower temperature of 90 K [340, 341]. Compared to the preparations by
Sessi et al.[337] or Barthem et al.[338], the size distribution of Rh clusters on Gr is narrow
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and well-deﬁned by a Poission distribution. For the present experiment an amount of 0.18
ML Rh is used corresponding to Rh16 clusters, which is close to the size exhibiting the
maximum moment per atom in the free beam [336].
(a) (b) (c) (d)
Figure 9.11: STM images of Rh16 clusters after growth at 130K (a), after annealing to 300K
(b), and after annealing to 400K (c), always imaged at 130K. (d) Seeded Ir9Rh18 clusters grown
and imaged at 300K. The image size is always 80 nm 80 nm.
Fig. 9.11(a) shows an STM topograph of 0.18 ML Rh deposited onto Gr at 120K, which is
the lowest temperature attainable at ATHENE with liquid N2 cooling. The image reveals
a cluster lattice of high perfection. To assess the temperature stability the sample was
subsequently annealed to 300K (see Fig. 9.11(b)), where no signiﬁcant ripening occurs.
Also upon annealing to 400K (see Fig. 9.11(c)) ripening just sets in.
Since it was not sure in advance whether the required cooling during Rh deposition would
be accessible at ID08, we also prepared Rh16 clusters seeded by Ir9 (0.10 ML Ir) at room
temperature. The corresponding STM topograph in Fig. 9.11(d) shows that the quality
the cluster lattice is still good, though noticeably lower than in the low temperature,
non-seeded case. The quality determined by STM at ID08 (not shown here) turned out
to be not much worse than at ATHENE for both preparations.
An XAS spectrum and the corresponding XMCD signal are shown in Fig. 9.12. The
XMCD signal is zero except for noise and drift at the Rh M2,3 energies. This means that
there is no net magnetization. In the following, I derive an upper limit for the magnetic
moment to quantify this statement. Therefore, it is ﬁrst necessary to determine the XAS
intensity of the Rh M3 edge. This is diﬃcult since the Rh edges do not stand out in the
XAS spectra which seem to be rather dominated by background. The background should
contain the Ir N2 and N3 edges (577.8 eV and 495.8 eV) from the substrate as well as the
O K edge (543.1 eV) since O is always present in the beamline optics. However, we cannot
unambiguously match the expected edges to the features in the spectra.
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Figure 9.12: XAS spectrum (top) and corresponding XMCD signal (bottom) for Rh16 clusters
at 10K and 5T. Literature values for the relevant absorption edges are indicated.
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Figure 9.13: XAS spectra for increasing Rh coverages. (b) Spectra after subtracting the zero-
coverage spectrum. For 0.18 ML coverage a Gaussian is ﬁtted to the Rh M3 edge.
In order to separate the Rh edges from the background, on a second sample a series of XAS
spectra with increasing Rh coverage from 0 ML, via 0.09 ML and 0.18 ML, to 0.36 ML
was measured as shown in Fig. 9.13(a). Since the intensity drifted during data acquisition,
the spectra were normalized by subtracting a linear background such that they coincide
at 470 eV and 590 eV. I note that all these spectra also exhibit vanishing dichroism (not
shown here). By subtracting the zero-coverage spectrum from the non-zero ones, the pure
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Rh part is obtained as shown in Fig. 9.13(b). The increase in intensity of the Rh M3
edge at 496.5 eV with increasing coverage is clear (although not quite proportional to the
deposited amount), whereas the Rh M2 edge is not clearly observed. This is in line with
the observations of Sessi et al. [337]. By ﬁtting the M3 edge for 0.18 ML coverage with a
Gaussian peak one gets the required XAS intensity of the M3 edge.
Because of the low signal-to-noise ratio it is not possible to get an upper estimate for
the magnetic moment by applying the sum rules. Therefore, here a diﬀerent approach
is used: According to Refs. [337] and [238] a magnetization of 1µB per atom leads to an
XMCD signal at the Rh M3 edge which is of 13% of the corresponding XAS signal. Hence,
by adding 0.2  13%  2.6% of the Gaussian-ﬁtted M3 intensity onto the XMCD signal,
one obtains the XMCD signal expected for a magnetization of 0.2µB per atom. The
corresponding spectrum shown in Fig. 9.14 (blue curve) demonstrates that 0.2µB{atom
are a reasonable estimate for the detection limit. By adding 0.4  13%  5.2% of the M3
intensity corresponding to 0.4µB per atom (green curve) already a pronounced peak in
the XMCD spectra should be visible.
480 560 580500 520 540
photon energy (eV)
XM
CD
 (a
.u)
assuming 0.4µB/atom
assuming 0.2µB/atom
Figure 9.14: Black: XMCD spectrum of Rh16 clusters at 10K and 5T (same data as in
Fig. 9.12). Blue and green: Adding 2.6% and 5.2% of the ﬁtted Rh M3 XAS intensity from
Fig. 9.12, i.e., assuming a magnetic moment of 0.2µB and 0.4µB per atom, respectively. The
position of the Rh M3 edge is marked by a red dashed line.
To summarize, I have shown that the magnetic moments per atom in Rh clusters on Gr
are clearly lower than in the free beam. On the other hand, the moments of Rh clusters
on Xe found by Sessi et al. at the same magnetic ﬁeld and temperature are typically
below our detection limit [337]. In other words, we would not be able to ﬁnd magnetism
in the present clusters, even if they were as magnetic as on a Xe substrate.
The fact that Sessi et al. used the same beamline begs the question why the quality of
the present data is much worse. Two explanations come to mind: First, it is known that
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beamline optics are subject to a certain aging resulting in instabilities and signiﬁcant drift.
Second, Sessi et al. used Ag and Xe as substrate and therefore avoided the Ir N2,3 edges
which make background large and complex in the present case. In principle, it is possible
to avoid those also here by using the Rh L2,3 edges instead of the Rh M2,3 ones (as done
by Barthem et al. in Ref. [338]), but they are energetically not accessible at ID08.
Finally, I remark that we also investigated seeded Ir9Rh18 clusters. Since they also exhibit
vanishing dichroism, they are not further discussed here.
9.4 Europium Clusters
Since the magnetism of intercalated and adsorbed Eu discussed in Secs. 8.1 and 8.2 turned
out to be interesting, we also tried to grow Eu clusters. As already shown in Chap. 6,
Eu on top of Gr does not lead to templated cluster growth. Therefore, we tried to use
well-ordered Ir18 clusters as seeds for subsequent deposition of 0.30 ML Eu.
Figure 9.15: STM image (90 nm60 nm) after deposition of 0.30 ML Eu on Ir18 clusters. Inset:
Ir27 clusters with identical lateral (though not vertical) scale for an intuitive size comparison.
In contrast to the case of Co, the STM topograph in Fig. 9.15 reveals that the deposition of
Eu destroys the order of the seeding cluster lattice, and the number of clusters is strongly
reduced by coalescence. Consequently, the size distribution is very broad, although the
apparent height of about 10Å is rather homogeneous.
This can be explained as follows: The NN distance in bulk Eu and all Eu structures
presented in this thesis is always on the order of 4Å. Therefore, only a small amount of
Eu can directly bind to the Ir seeds. The excess Eu may either bind on top of the clusters
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only to Eu, or at the side of the cluster both to Eu and Gr. Since Eu forms ﬂat layers on
top of Gr [28], the Eu-Eu and Eu-Gr binding strengths have to be of similar magnitude.
Therefore, binding at the side of the clusters is probably energetically more favorable due
to the higher coordination. This leads to coalescence with increasing Eu amount.
Since we were not able to achieve well-ordered seeded Eu clusters, the magnetism of this
preparation was not investigated by XMCD. It might be possible to achieve a better Eu
cluster lattice by using less Eu, but this would also involve a loss of XMCD intensity.
9.5 Summary
In this chapter, ﬁrst the magnetic properties of Co clusters on Gr were investigated. Small
moiré-templated Pt15Co28 clusters show a Langevin magnetization behavior as expected
for superparamagnetism. For larger Ir50Co500 and Co2700 clusters a hysteresis opens due to
the higher blocking temperature of about 30K and 40K, respectively. The ratio of orbital
to spin moment is enhanced for the smallest clusters and gradually decreases towards the
bulk value with increasing cluster size. All clusters show a vanishing anisotropy which
probably originates from a weak interaction with the supporting Gr layer.
For Pt15Co28 clusters, Langevin ﬁts indicate that the size of the magnetic entity is much
larger than a single cluster. Since this eﬀect might result from an underestimated amount
of coalesced clusters, the quality of the cluster lattice was optimized by increasing the Gr
growth temperature and changing the seeding clusters from Pt12 to Ir18. With this recipe,
the amount of coalescence is substantially reduced, and the moment of the magnetic entity
is in good agreement with the one of a single cluster.
Besides Co clusters, also Rh clusters were investigated to ﬁnd out whether they are mag-
netic as in the free beam and on weakly interacting substrates, or non-magnetic as on
metal substrates. The XMCD data do not show any sign of ferromagnetism. We estimate
an upper limit of 0.2µB per atom for the magnetic moment. This limit is substantially
lower than the moments found for free clusters, but the presence of magnetic moments as
small as found on weakly interacting substrates cannot be excluded.
Finally, Eu clusters have been grown on Gr, but since they do not order well and have a
broad size distribution, their magnetic properties were not investigated by XMCD.
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CHAPTER 10
Polar Europium Oxide on Ir(111)
The content of this chapter is published in Phys. Rev. B 89 115410 (2014) [64]. Fur-
thermore, it is partially contained in Ref. [29]. I conducted all STM and work func-
tion measurements, partially together with D. F. Förster. DFT calculations were per-
formed by T.O.Wehling and F.Hu. I performed the MOKE measurements together
with J.Klinkhammer.
In this chapter, the growth of polar EuO(111) is investigated. In order to promote high
quality growth, Ir(111) was chosen as substrate. Ir is a noble metal and therefore cannot
be oxidized under the EuO growth conditions. The high cohesion of Ir implies marginal
substrate atom diﬀusion at the oxide growth temperature, and thus reduces the probability
of mass transport as observed for EuO growth on Ni [49]. Hence, together with the low
(electronic) corrugation of the dense-packed (111) surface, the inﬂuence of the substrate on
EuO growth is minimized, prohibiting the formation of complicated surface oxide phases
as observed in the initial growth state of EuO(100) on Ni(100) [49].
All experiments were performed at the UHV system ATHENE. The Ir(111) crystal was
prepared as described in Sec. 4.5. Directly before EuO growth it was ﬂash annealed
to 1530K, and then cooled to the actual growth temperature Tgrowth. EuO was grown
by reactive MBE as described in Sec. 4.5. The amount θ of EuO grown is speciﬁed in
EuO(111) bilayers (BL), where 1 (or 100%) BL is deﬁned as 1 ML of O ions plus 1ML of
Eu ions, each with the bulk atomic surface density of 8.7  1018 atoms m2.
As under O excess all Eu is expected to react to EuO, in this case the coverage is calculated
by the Eu ﬂuence. On the contrary, under Eu excess the growth is limited by the O amount
so that the O ﬂuence is used for calculating the coverage. Together, the coverage θ, the
ﬂux ratio fEu{fO and the growth temperature Tgrowth fully deﬁne the ﬁlm properties.
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Magneto optical Kerr eﬀect (MOKE) measurements were conducted in situ in a diﬀerent
UHV chamber using a home-built setup in longitudinal geometry with a red HeNe laser.
DFT calculations have been performed as described in Sec. 4.6.
In the following, I ﬁrst investigate the structural and electronic properties of a EuO(111)
bilayer on Ir(111) using DFT. Afterwards, structure and growth, including rotational
misalignments, defects, and the inﬂuence of the Eu rich growth conditions, will be analyzed
by STM and LEED. I focus on the apparent height and the work function of the bilayer,
discuss the temperature stability, and conclude with the magnetic properties.
10.1 DFT Calculations
As outlined in the next section, a EuO(111) bilayer is experimentally found to be the only
oxide structure on Ir(111). The bilayer displays a slightly expanded lattice parameter of
3.67Å compared to the bulk value, and therefore deviates from a perfect 3:4 registry with
the substrate. Furthermore, a slight orientation scatter between the dense-packed EuO
and Ir rows is observed. As an approximation which is accessible to ab initio calculations,
a p33q EuO(111) unit cell with an in-plane lattice constant of 3.67Å resting on a p44q
four layer Ir(111) slab with a slightly expanded lattice constant of 2.75Å is used.
First, I address the question whether O or Eu ions terminate the bilayer to the vacuum.
Therefore, both conﬁgurations were used as starting point of the calculations. It was im-
possible to stabilize a Eu terminated bilayer on Ir(111). Thus, the bilayer is O terminated
as also invariably found for other polar bilayer oxides on metals [54, 58, 342].
d3
(a) (b) d1
d2
Figure 10.1: (a) Top view ball model and (b) cut along the dashed line in (a) of the DFT
optimization for a EuO(111) bilayer in 3:4 registry with the Ir(111) substrate. Color scheme: Ir
dark blue, Eu light blue, O red. d1  0.51Å, d2  3.07Å, and d3  2.18Å denote the thickness
of the EuO bilayer, the height of Eu above Ir, and the Eu-O bond length, respectively.
Ball models representing the optimized O terminated EuO(111) bilayer on Ir(111) are
shown in Fig. 10.1. As most important result, the interlayer distance d1 is found to be only
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0.51Å. This value is reduced by a factor of 3 compared the bulk value of 1.49Å. The ﬁnding
is stable upon relaxing the ﬁrst substrate layer, and upon varying the number of Ir layers in
the slab. As a counter-check, the distance of the (111) planes in bulk EuO was calculated,
yielding 1.49Å consistent with the literature value, which conﬁrms the reliability of the
ab initio approach. The reduction in the bilayer thickness is much stronger than expected
from the lowered coordination in a thin layer which is often thought to cause strengthened
and thereby shortened bonds [299, 343]. Note that the layer contraction also implies a
reduction in the Eu-O bond length d3 from 2.57Å to 2.18Å.
The driving force for the drastic reduction in the distance between the oppositely charged
Eu and O layers is straightforwardly to understand in a simple capacitor model of the
polar bilayer. The diﬀerence in electrostatic potential ∆ΦBL between the planes, separated
by the interlayer distance d1 and each having a surface charge density σ, is given by
∆ΦBL  σ  d1
0
, (10.1)
where 0 is the vacuum permittivity. A reduction in the interlayer distance by a factor of
3 from 1.49Å to 0.51Å therefore reduces ∆ΦBL and consequently the polarity of the ﬁlm
by the same factor. Also for FeO(111) on Pt(111) a strong reduction in the layer spacing
by almost 50% was observed by X-ray photoelectron diﬀraction [215, 344], and has been
interpreted to relieve the dipole moment [216].
In order to investigate the coupling between EuO and the Ir substrate, it is instructive
to compare the height d2 of Eu above Ir for (i) the EuO bilayer, and (ii) Eu adatoms on
Ir. For EuO, d2 is found to be 3.07Å (see Fig. 10.1(b)). This is substantially larger than
the distance between Eu adatoms and Ir, which the DFT calculations ﬁnd to be 2.36Å.
Thus, the coupling of EuO to Ir is much weaker than the one of Eu adatoms to Ir. The
weak coupling also manifests in the energy required to shift the EuO bilayer laterally out
of the minimum position shown in Fig. 10.1(b). Shifting the bilayer to a conﬁguration
where none of the Eu atoms occupies a high symmetry site requires less than 5meV per
atom. This energy diﬀerence is as small as stacking energy diﬀerences for Gr on BN [345],
a system, which is dominated by weak vdW forces.
To obtain further insight to the bonding and the electronic structure, in Fig. 10.2 the
LDOS of the EuO(111) bilayer on Ir(111) and of bulk EuO was calculated. In the latter
case, the Fermi level lies inside the band gap as expected for an insulator. To study the
EuO bilayer, the corresponding total DOS which includes the Ir substrate was projected
on the local orbitals of the Eu and O atoms. Despite the strong structural distortions
in the bilayer, the EuO LDOS is still qualitatively similar to bulk EuO, but in contrast
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Figure 10.2: LDOS of a EuO(111) bilayer on Ir(111) (red), and of bulk EuO (blue).
to the bulk material, the Fermi level is located here in the valance band of EuO. Thus,
electrons are transferred from the EuO bilayer to Ir indicating a weak ionic bonding.
Such a charge transfer is energetically favorable as it further reduces the surface dipole.
A similar surface metalization has also been observed for MgO(111) on Ag(111) [54].
Furthermore, it it supported by the experimental ﬁnding that the samples can be imaged
at very low voltages of several millivolts, which is not expected for an insulating layer.
10.2 Structure and Growth
Fig. 10.3(a) shows a large scale STM topograph after EuO growth at Tgrowth  720 K with
a ﬂux ratio of fEu{fO  1.7. The ﬂux ratio fEu{fO was varied over a range from 0.85 to
1.7, which does not essentially inﬂuence the structure. This is in contrast to the case of
EuO growth on a Ni(100) substrate, where already small changes in the ﬂux ratio cause
a variety of surface oxide phases [49]. The Ir terraces labeled with (i) - (iv) are almost
fully covered by extended ﬂat EuO(111) islands. The islands on terraces (i), (ii), and (iv)
carry a few second layer islands which I disregard in the following discussion.
Surprisingly, the large bilayer EuO(111) islands are imaged as depressions in the Ir ter-
races; the decrease in apparent height is considerable as demonstrated by the line proﬁle
in Fig. 10.3(c) taken along the path indicated in Fig. 10.3(b). The step height between the
Ir terraces (blue arrow) is 2.2Å as expected from the Ir crystal structure. However, the
step height along the green arrow is 1.5Å with EuO being lower than Ir. Although the
speciﬁc value of the height diﬀerence depends on the tunneling parameters, the EuO(111)
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bilayer always has an apparent negative thickness under the applied growth conditions.
This puzzle will be resolved later by the analysis in Sec. 10.2.2.
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Figure 10.3: (a) STM topograph of a 23% BL EuO(111) ﬁlm grown on Ir(111) with fEu{fO 
1.7 at Tgrowth  720 K (320 nm  320 nm). Terraces partially covered by EuO are labeled with
(i) - (iv). (b) Zoom on the area surrounded by the dotted line in (a). A local plane subtraction has
been applied to align the terraces horizontally. (c) Height proﬁle taken along the path indicated
by diﬀerently colored arrows in (b).
Since the O2 exposure is only suﬃcient to create on average 23% BL EuO coverage, one
can conclude from the substantially larger coverage in Fig. 10.3(a) on considerable local
variations due to diﬀusion during growth, which is consistent with the large size of the
islands. Moreover, the large substrate coverage conﬁrms that the islands consist of a
single bilayer only.
The O termination found in the DFT calculations is supported by an interesting mor-
phological feature: The apparent height diﬀerence between the EuO(111) islands (de-
pressions) and the Ir(111) terraces (elevations) enables one to see that the islands always
grow in contact to ascending steps, but stay away a few nanometers from descending steps,
thereby leaving a characteristic rim (compare Fig. 10.3(a)). The corresponding situation
is schematically depicted in Fig. 10.4: Step edge dipoles are formed on metal surfaces due
to smoothening of the electron distribution which is associated with an excess of negative
charge at the step bottom, and a lack of negative charge at the step top [346]. The step
edge dipole must be assumed to interact with the EuO dipole. A bilayer terminated by
negatively charged O ions consistent with DFT explains the observed EuO island repul-
149
10 Polar Europium Oxide on Ir(111)
sion from descending steps and attraction to ascending steps. A terminating Eu layer
would cause the opposite eﬀect, which is not observed here.
2-2- 2-2+2+ 2+ 2+ +
-electron density
2-2- 2-2+2+ 2+ 2+
Figure 10.4: Schematic side view of EuO(111) bilayer islands at a substrate step edge (Eu
light blue, O red). The indicated charges correspond to the idealized oxidation states in bulk
EuO. The electron density of the substrate (indicated in blue) is smoothed at the step edge,
leading to a step edge dipole which attracts the polar EuO bilayer at the ascending step edge,
and repels it at the descending step edge.
In Fig. 10.5(a) the LEED image corresponding to the sample presented in Fig. 10.3 is
shown. One of the six ﬁrst-order Ir substrate spots is marked by a blue circle. Additional
intense spots, one of which is encircled in green, are aligned with the substrate reﬂections,
but closer to the central spot. They belong to the EuO(111) bilayer with a surface
lattice constant of p3.67  0.03qÅ, and are surrounded by hexagons of weak reﬂections
as indicated by the black lines. A hexagon of spots with identical dimension is also
surrounding the central spot (partly hidden by the electron source). The weak reﬂections
are located at positions corresponding to vector sums of reciprocal vectors pointing to
Ir(111) and EuO(111) spots, and may thus be interpreted to arise from multiple diﬀraction
or diﬀraction at the unit cell of a buckled overlayer (compare Sec. 3.3).
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Figure 10.5: (a) LEED image (76 eV primary electron energy) corresponding to the sample
in Fig. 10.3. First-order Ir(111) and EuO(111) spots are encircled in blue and green. Additional
weak superstructure spots are connected by black lines. (b) Averaged intensity proﬁles taken in
azimuthal direction over three equivalent spots of Ir (blue dots) and EuO (green squares).
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A closer look reveals that all spots, except the Ir ones, are elongated. In order to quantify
the elongation, intensity proﬁles in azimuthal direction were taken and averaged over
three equivalent spots. The results are presented in Fig. 10.5(b). The blue dots show the
intensity distribution of the ﬁrst-order Ir(111) spots with a FWHM of p3.1 0.3q for the
polar angle φ. The green squares show the intensity of the ﬁrst-order EuO(111) bilayer
islands. The FWHM of p7.90.9q is considerably larger, indicating an azimuthal scatter
of the EuO(111) bilayer islands around the high symmetry substrate directions. I note
that the magnitude of this scatter sensitively depends on the growth conditions.
(a) (b) (c)
Figure 10.6: Atomically resolved STM topographs (8 nm  8 nm) showing EuO bilayer ﬁlms
of diﬀerent orientation with respect to the substrate. (a) fEu{fO  1.7, Tgrowth  620 K. (b)
fEu{fO  1.7, Tgrowth  720 K. (c) fEu{fO  0.85, Tgrowth  720 K. The insets show the
corresponding Fourier transforms. Spots belonging to the atomic lattice are indicated by green
circles and connected by dashed lines, whereas the spots highlighted in magenta belong to the
superstructure. The partial hexagon in (a) connects the higher-order superstructure spots.
Additional insight to the structure of the EuO(111) bilayer islands is obtained from atom-
ically resolved STM topographs such as Fig. 10.6(a). It displays the hexagonal atomic
arrangement of one ion species of the EuO(111) bilayer - presumably the terminating O
ions - together with a periodic height modulation of 0.3Å amplitude, hexagonal symme-
try, and a periodicity of approximately three in-plane NN spacings. In the corresponding
Fourier transform shown in the inset of Fig. 10.6(a), the fundamental periodicity is marked
by green circles. The additional superstructure periodicity gives rise to a hexagonal spot
arrangement surrounding the fundamental spots (indicated by a black hexagon) and the
origin (magenta circles). Thus, the Fourier transform is similar to the LEED pattern in
Fig. 10.5(a), but without the ﬁrst-order Ir(111) reﬂections, which are intense in LEED
due to uncovered substrate areas.
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At ﬁrst sight, it may be surprising that invariably a slight expansion of the EuO(111)
lattice parallel to the surface is observed, although just a compression of 0.5% would be
necessary for a perfect 4:3 epitaxial relation. This deviation of the EuO(111) from an ideal
p3  3q superstructure is also visible by close inspection of Fig. 10.6(a). The expansion
of 0.8% can be interpreted to be a response to the strongly reduced interlayer distance
found by DFT (Poisson eﬀect). Such a relation also occurs for FeO(111) on Pt(111) (1.6%
in-plane expansion [216], and 50% reduction in the interlayer spacing [215, 344]), and has
been proposed for CoO(111) on Pt(111) (2.7% in-plane expansion [58]). For MgO(111) on
Ag(111) up to now the strongest expansion for the in-plane lattice parameter of a bilayer
polar oxide has been observed, amounting to about 10% [54]. Also here, the expansion is
likely related to a reduced interlayer distance, as the MgO(111) bilayer on Ag(111) has
been theoretically predicted to adopt even a planar crystal structure by reducing the layer
separation to zero [347].
The omission of an epitaxial relation is in line with the weak interaction of the EuO(111)
bilayer with the Ir substrate found by the DFT calculation. Furthermore, it is consis-
tent with the orientation scatter between EuO and Ir apparent in the LEED pattern of
Fig. 10.5, which will be the topic of the next section.
10.2.1 Rotational Misalignment
Based on the ﬁndings above, the EuO(111) islands can be imagined to good approximation
as rigid, independent lattice, not matched to the substrate, but with a preferred orienta-
tion. Consequently, the EuO(111) lattice is not commensurate to the substrate lattice, but
forms a moiré with it. Figs. 10.6(a) - (c) display EuO(111) bilayer islands with diﬀerent
degrees of rotational misalignment. As straightforwardly deduced from the topographs
and their Fourier transforms, the superstructures are rotated with respect to the dense-
packed EuO(111) rows by angles φEuO,s  p3.5  0.5q in Fig. 10.6(a), φEuO,s  p5  1q
in Fig. 10.6(b), and φEuO,s  p19  2q in Fig. 10.6(c). Note that the latter is close to
a p?7  ?7qR19.1 superstructure, but a change in the local atomic arrangement at
the moiré maxima over the extension of the topograph indicates the incommensurability
between EuO(111) and Ir(111) also for this case.
Formally, the moiré reciprocal lattice vector ~ks is generated by the vector diﬀerence of the
reciprocal lattice vectors ~kIr of Ir and ~kEuO of EuO: ~ks  ~kIr~kEuO. If the atomic lattices
include an angle φEuO,Ir, the superstructure is rotated by an angle φEuO,s with respect to
the EuO lattice as shown in Fig. 10.7. Both angles are connected via
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φEuO,s  tan1

sinφEuO,Ir
kIr
kEuO
 cosφEuO,Ir

  φEuO,Ir (10.2)
 kIr
kIr  kEuOφEuO,Ir for φEuO,Ir ! 1 , (10.3)
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Figure 10.7: Superposing the lattices of EuO and Ir with reciprocal lattice vectors ~kEuO and
~kIr under an angle φEuO,Ir results in a superstructure with reciprocal lattice vector ~ks  ~kIr~kEuO
which is rotated by φEuO,s with respect to ~kEuO.
whereby Eq. 10.3 is an approximation for small angles. By inserting the bulk value
kIr 0.368Å1 and kEuO 0.272Å1 from the LEED measurement, one obtains a rota-
tion of the EuO lattice with respect to the Ir one of φEuO,Ir  p0.9 0.2q for Fig. 10.6(a),
φEuO,Ir  p1.3  0.3q for Fig. 10.6(b), and φEuO,Ir  p5.2  0.5q for Fig. 10.6(c). By
comparing these values of φEuO,Ir to the corresponding φEuO,s ones, it becomes obvious
that the moiré ampliﬁes the atomic misalignment. In the small angle approximation of
Eq. 10.3 the ampliﬁcation factor kIr{pkIr  kEuOq has a value of about 3.84.
Figure 10.8: Top view ball model for a EuO(111) bilayer island on Ir(111) rotationally mis-
aligned by φEuO,Ir  1.3 (compare Fig. 10.6(b)). The experimentally determined lattice param-
eter of aEuO  3.67Å is used. Color scheme: Ir dark blue, Eu light blue, O red. In the right
part, the resulting moiré is emphasized on a larger scale by overlaying the Eu and Ir lattices as
black dots. The white arrow shows the dense-packed direction of the moiré superstructure.
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The situation is visualized by the ball models in Fig. 10.8 for the example of Fig. 10.6(b).
In the left part, the EuO(111) bilayer is superimposed to the Ir(111) substrate with
the measured lattice parameter of 3.67Å and φEuO,Ir  1.3 as derived above from the
measured φEuO,s. In order to illustrate the resulting moiré, in the right part of Fig. 10.8
both the EuO and Ir lattice are formed by black dots resulting in an enhanced contrast.
The moiré and the rotational magniﬁcation are well visible.
Moiré structures with similar orientation scatter are also known also for other thin polar
oxide ﬁlms on metal substrates such as, e.g., FeO(111) on Pt(111) [251, 342, 348]. They
occur for incommensurate layers with weak and unspeciﬁc coupling to the substrate as
found in the present case. Such a rotational epitaxy has been theoretically analyzed in the
past [349, 350], and was experimentally observed, e.g., for incommensurate physisorbed
noble gas monolayers on graphite [351].
10.2.2 Apparent Height and Work Function
As discussed in Sec. 10.2, the EuO(111) bilayer islands appear as depressions in the sur-
rounding Ir terraces under Eu rich growth conditions (compare Fig. 10.3). The reduction
in apparent height is substantial, since for the EuO(111) bilayer on Ir(111) a positive
geometric height of 3.58Å was calculated in Sec. 10.1. In this section, I demonstrate that
the apparent height of the EuO islands changes with the growth conditions. Depending
on whether they are Eu or O rich, either Eu or O is adsorbed to the bare Ir(111) terraces
next to the EuO islands, which does not only aﬀect the topographic height diﬀerence, but
also the tunneling process via its inﬂuence on the work function.
Fig. 10.9 displays an STM topograph of EuO grown under the same conditions as used
for Fig. 10.3 (fEu{fO  1.7, Tgrowth  720 K), but imaged at 35K instead of room tem-
perature. The lower substrate terrace in the upper left corner of Fig. 10.9(a) is partially
covered by EuO(111), whereas on the remaining terrace a complex variety of incommen-
surable Eu adatom phases is found, as better visible in Fig. 10.9(b). Thereby, areas with
higher adatom density appear brighter than areas with lower density. The average NN
adatom distance is p8.0 0.5qÅ. Assuming an ideal hexagonal arrangement this distance
corresponds to a coverage of 11.5% ML with respect to Ir(111). When depositing 23% BL
EuO(111) with a ﬂux ratio of fEu{fO  1.7, the Eu excess is expected to cover 12% of the
remaining Ir(111) surface atoms, in excellent agreement with the observation. The excess
Eu is distributed as single adatoms rather than islands on Ir(111), since the positively
charged ions are subject to Coulomb repulsion [28]. At 300K imaging temperature the
Eu adatoms are highly mobile and form a structureless background, at ﬁrst glance indis-
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(a) (b)
Figure 10.9: (a) STM topograph taken at 35K of a partial EuO(111) bilayer grown under
70% Eu excess (130 nm 130 nm). The upper left corner consists of EuO(111), whereas the rest
of the image is Ir(111) covered by Eu adatom phases of diﬀerent density. (b) Zoom into the area
marked by a white square in (a) (50 nm 50 nm).
tinguishable from a bare Ir(111) terrace. The adsorbed Eu adatom phase thereby creates
in STM an additional topographic height on the Ir(111) terrace that contributes to the
impression of an apparent negative height of the EuO(111) bilayer islands as previously
observed in Fig. 10.3.
To conﬁrm the inﬂuence of the dilute Eu adatom phase on the apparent height, the
sample was exposed to additional O2 in order to remove the mobile Eu adatoms. The
corresponding experiment is shown in Fig. 10.10. The initial ﬁlm shown in Fig. 10.10(a)
was grown under Eu rich conditions (fEu{fO  1.7). The schematic proﬁle in Fig. 10.10(g)
along the black line illustrates the morphology of the sample: On the lower Ir terrace,
there is a triangular area not covered by EuO, whereas on the upper terrace only a rim
adjacent to the step edge is uncovered. In the initial stage EuO appears 0.4Å lower than
the surroundings, as expected under these growth conditions.
During exposure of the sample to a total amount of 10 L O2 at 300K, the sequence of
images shown in Figs. 10.10(b) - (f) was taken. During O2 exposure, there is no sign of
adsorbed O or structural changes on the EuO islands. The invariable appearance of the
EuO islands once more conﬁrms that the bilayer is terminated by a layer of O ions, since
a topmost Eu layer would be expected to react with the supplied O.
In contrast, the apparent height of the Ir terrace decreases substantially during O2 dosing
such that it appears 1.8Å lower than the EuO islands after exposure to 10L O2. At
the same time, the noise level on the Ir terrace initially increases, reaches a maximum in
Figs. 10.10(d) and (e), until it eventually vanishes in Fig. 10.10(f), while new EuO(111)
has formed at pre-existing EuO edges and on the bare Ir(111).
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(a) (b) (c)
(d) (e) (f)
(g) (h)
(g)
(h)
Figure 10.10: (a) - (f) STM topographs of a partial EuO(111) ﬁlm grown under Eu excess
(40 nm  40 nm). The brightness of the EuO layers is kept constant. During tunneling the
sample was exposed to 1  108 mbar O2 at 300K. The O2 exposure increases from 0L (a) via
2 L (b), 4 L (c), 6 L (d) and 8L (e) to 10L (f). The apparent height of Ir continuously decreases
from +0.4Å to -1.8Å with respect to the EuO level. (g) and (h) show schematic proﬁles taken
along the lines in (a) and (f). Color scheme: Ir dark blue, Eu light blue, O red.
The observations can be explained as follows: During O2 exposure, O adsorbs and dis-
sociates on the surface reacting with the Eu adatoms to EuO. The mobile EuO species
incorporate into existing EuO island edges. Due to the increasing amount of mobile O the
noise level increases. When a certain O amount is reached, O forms a dense saturation
layer and loses its mobility resulting in disappearance of the noise. EuO species created
in this late state of oxidation have a reduced mobility due to the O adlayer, and thus
nucleate in new small islands. This corresponds to the situation shown in Fig. 10.10(f),
which is also sketched in the line proﬁle in Fig. 10.10(h).
Knowing that the apparent height of the EuO(111) bilayer islands must be referenced at
room temperature to the level of the adsorbate layer and not to the bare Ir(111) certainly
helps to understand why the EuO islands are initially imaged as depressions. However,
the change in apparent height during O2 exposure cannot be of geometric origin, since Eu
and O adsorbate layers have similar topographic heights. Therefore, this eﬀect is must be
attributed to a change in the work function of the areas free of EuO(111), which is caused
by the oxidation induced replacement of the Eu adatom phase by an O layer. Indeed, I
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have shown in Sec. 3.1 that the tunneling current I through a one-dimensional barrier of
width z is given by
Ipzq9 exp

k
a
Φ¯z
	
(10.4)
with the constant k  2
?
2m
~  1.025 eV
1
2Å
1
and the apparent barrier height Φ¯ which
is proportional to the work function [352]. Thus, the work function directly inﬂuences
the apparent height in constant current mode. Since it turned out to be successful for
intercalated Eu, again Ipzq spectroscopy is used to measure work function diﬀerences
(compare Sec. 3.1). As a quick reminder, the apparent barrier height diﬀerence ∆Φ¯ 
Φ¯AΦ¯B can be determined by measuring the decay of the tunneling current with increasing
tip distance above sample positions A and B. For a simple trapezoidal barrier the work
function diﬀerence ∆Φ is just twice the apparent barrier height diﬀerence ∆Φ¯.
Fig. 10.11 shows the distance dependent tunneling current decay in logarithmic scale. All
measurements were performed using a bias voltage of Us  0.5 V and a stabilization
current of I0  0.35 nA. After opening the feedback loop, the tip was retracted by 3Å
within 0.5 s while a small z-piezo drift was actively compensated. The data were averaged
over several measurements and ﬁtted with an exponential function to yield values for the
apparent barrier height.
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Figure 10.11: Ipzq measurements on Eu covered Ir (light blue) and EuO (dark green) for a
23% BL EuO(111) ﬁlm grown with fEu{fO  1.7 at Tgrowth  720 K. The additional data for O
covered Ir (red) and EuO (light green) are measured on the same sample after 10 L O2 exposure.
The lines are exponential ﬁts to the data points.
The ﬁrst set of measurements was performed on the surface shown in Fig. 10.10(a) before
O2 exposure. For the EuO(111) bilayer we obtain an apparent barrier height of Φ¯EuO 
p4.89  0.02q eV (dark green), and for the Eu covered Ir(111) substrate Φ¯Ir Eu  p4.09 
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0.02q eV. This results in a work function diﬀerence of ∆Φ  p1.60  0.06q eV, with the
work function of EuO(111) being higher than the one of Eu covered Ir(111).
In order to conﬁrm the work functions achieved by Ipzq spectroscopy, additional mea-
surements by means of Gundlach oscillations were performed (see Sec. 3.1 for details).
To recall the basic concept, Gundlach oscillations shift by a constant energy value when
measuring on sample areas of diﬀerent work function, whereby the value of the shift is
equal to the work function diﬀerence [224].
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Figure 10.12: (a) STS spectrum measured above EuO (green) and Eu covered Ir (blue)
showing Gundlach oscillations; their order n is indicated at the corresponding maximum. (b)
Peak positions in dependence of n for EuO (green dots) and Ir+Eu (blue squares). The black
lines are ﬁts using Eq. 10.5 with U0  3.9 V (EuO) and U0  2.1 V (Ir+Eu), respectively, and
U1  1.6 V. Black triangles represent the shifts between EuO and Ir+Eu peak positions of the
same order. For n ¥ 1 the shift is constant as given by the red line.
Fig. 10.12(a) shows two STS measurements conducted on a sample grown under the same
conditions as before (fEu{fO  1.7, Tgrowth  720 K). The spectra were taken between
0.5 V   Us   10 V, whereby Us was modulated by 50mV with a frequency of 433Hz. The
feedback loop was tuned to slow response, keeping the average tunneling current constant
at I¯  1.0 nA. The recording time for each spectrum was 100 s. One observes pronounced
oscillations, which are indicated by their order n in Fig. 10.12(a). The spectrum on the
Ir surface is noisy because of the mobile Eu adatoms on the surface. In Fig. 10.12(b) the
peak positions are shown in dependence of their order n, following in good agreement the
expected relation
Upeak  U0   U1  n 23 , (10.5)
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where U0 and U1 are oﬀset and slope constants [353]. Only the ﬁrst peak deviates from
this dependence as it is most strongly inﬂuenced by the image potential of the surface.
Furthermore, the peak at about 3 eV on the EuO(111) surface is not a Gundlach oscillation
as it does not ﬁt into the expected series of relative positions. Instead, it might be an
interface state, as for example observed for MgO on Ag(111) [353].
In the lower part of Fig. 10.12(b) the shift between EuO and Ir+Eu peaks of the same
order is shown. Except for the ﬁrst order, the shift is quite constant with an average value
of p1.77 0.02q eV, whereby the EuO peaks lie at higher energies than the corresponding
Ir+Eu peaks. Hence, Gundlach oscillations and Ipzq spectroscopy yield comparable values
for the work function diﬀerence between Eu covered Ir and EuO of p1.77  0.02q eV and
p1.60  0.06q eV, respectively. The deviation of the values obtained by the two entirely
diﬀerent methods provides an estimate for systematic error involved in the approach.
After 10 L O2 exposure corresponding to the situation in Fig. 10.10(f) the apparent barrier
height of the EuO(111) bilayer stays almost unchanged at Φ¯EuO  p5.07 0.03q eV (light
green). The slight diﬀerence of 4% most likely results from minor tip changes during
gas exposure. In contrast, for the now O covered Ir(111) terrace a strong increase in
the apparent barrier height to Φ¯Ir O  p6.13  0.04q eV is observed. Hence, the work
function diﬀerence is ∆Φ  p2.14  0.10q eV, with the work function of the EuO(111)
bilayer being lower than the one of O covered Ir(111). A comparative measurement by
means of Gundlach oscillations was not possible due to an increased interaction between
tip and sample at higher voltages due to the adsorbed O.
In order to get quantitative estimates for the work functions of the diﬀerent structures,
one can use the O saturated Ir(111) surface as a reference. As known from literature,
O adsorbed on Ir(111) gives rise to a work function increase of 0.56 eV at saturation
coverage [354]. Adding this value to the work function of pristine Ir(111) (ΦIr  5.76 eV
[355]) yields ΦIr O  6.32 eV. On the basis of this reference, one can estimate the work
function of Eu covered Ir(111) to be ΦIr Eu  p2.58  0.12q eV, consistent with the ﬁrst-
order peak of the Gundlach oscillations appearing at slightly higher energies. The value
is 3.8 eV lower than for O covered Ir(111), and thus explains the considerable change in
apparent height of the EuO(111) islands during O2 exposure. The low work function of
Eu covered Ir(111) is close to the value for bulk Eu of 2.5 eV [356] showing that it is
mainly determined by the dilute Eu adatom phase.
Using again the O covered Ir(111) surface as reference, one obtains for the EuO work
function ΦEuO  p4.180.10q eV , also consistent with the ﬁrst-order peak of the Gundlach
oscillations appearing at slightly higher energies. Compared to bulk EuO(100) with a work
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function reported to be only 0.6 eV [357, 358] this value is remarkably high. Based on
the expectation of a substantial surface dipole, one might have expected an even larger
work function, but as pointed out in Sec. 10.1, the metalization of the bilayer implies a
charge transfer to the substrate that tends to reduce the surface dipole and thus the work
function. Furthermore, the compression of the electron density tail of the substrate by the
oxide ﬁlm may additionally lower the work function [57, 359]. Although local variations in
the surface potential for polar oxide ﬁlms as well as local barrier heights have already been
reported several times [57, 360, 361], never experimental estimates for absolute values of
the work function of polar oxide ﬁlms were made.
We also calculated the work function of a bilayer EuO(111) on Ir(111) using DFT. Based
on the optimized structures from Sec. 10.1 and using a vacuum length of about 50Å
between the periodic images of the slabs, a self-consistent calculation was carried out to
obtain the Fermi energy EF and the vacuum energy Evac; the work function Φ is then
equal to Evac  EF. For the work function of bare Ir(111) a value of 5.52 eV is found.
The slight deviation from the literature value of 5.76 eV gives the systematic error of the
approach. Next, the work function for 12.5% ML Eu on Ir(111) was calculated employing
a dipole correction. The Eu coverage is close to the experimentally observed one of 11.5%
ML Ir(111). The calculated result of ΦIr Eu  2.51 eV is in excellent agreement with the
experimental value of 2.58 eV.
Finally, for the EuO bilayer on Ir(111) a work function of ΦEuO  6.06 eV is found.
Consistent with the experiments, this value is substantially larger than the EuO(100)
work function, but considerably deviates from the experimental result of about 4.2 eV.
I cannot oﬀer a sound explanation for this deviation. Although the experimental and
calculated work functions agree well for Eu covered Ir(111) (ΦIr Eu) and a number of cases
investigated by us in the past [28, 63], certainly the assumption of a simple trapezoidal
tunneling barrier is a severe simpliﬁcation and might give rise to a substantial error in
the experimental estimates under speciﬁc conditions.
10.2.3 Defects in the Bilayer
In the previous STM images already several types of defects in the EuO layer were visible,
which I now analyze in more detail. In Fig. 10.13(a), arrows highlight a few of many defects
that appear as missing superstructure protrusions. They have a much higher areal density
for Tgrowth  620 K than for Tgrowth  720 K. In the inset of Fig. 10.13(a), two adjacent
defects are enclosed by hexagons. The atomic rows run unaﬀectedly through the defects,
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Figure 10.13: STM topographs showing diﬀerent types of defects in EuO bilayer ﬁlms. (a)
fEu{fO  1.7, Tgrowth  620 K (37 nm 37 nm). Inset: Point defects (indicated by arrows in the
large scale image) appear as missing superstructure protrusions (5 nm5 nm). (b) fEu{fO  0.85,
Tgrowth  720 K (79 nm  79 nm). Inset: Zoom on a EuO island with a network of line defects
(29 nm29 nm). (c) Same growth conditions as for (b). Black (green) lines indicate dense-packed
superstructure rows on the left (right) side of the bright stripe (8 nm 8 nm).
i.e., there seem to be no missing or shifted atoms. Therefore, such superstructure defects
likely mark missing atoms below the top layer, which would be Eu vacancies.
In Fig. 10.13(b), bright stripe defects are visible. They follow the directions given by the
superstructure, and often form triangular networks, as especially well visible in the inset
of Fig. 10.13(b). The smallest version of such a triangle is also present in Fig. 10.13(a).
The bright stripes are due to anti-phase domain boundaries: When two EuO(111) islands
grow together, it is improbable that their superstructures ﬁt together as there are diﬀerent
translational domains due to the large size of the moiré unit cell. In such a case, a line
type defect is expected where a registry shift of the superstructures occurs.
Evidence for this comes from Fig. 10.13(c), which shows the superstructure lattice well
resolved on both sides of a stripe defect. The black (green) lines follow the dense-packed
rows of the superstructure protrusions on the left (right) side. The lines are shifted with
respect to each other conﬁrming the presence of an anti-phase domain boundary. Similar
line defects forming triangular structures also appear for thin layers of FeO(111) [362]
and CoO(111) [58], and have been interpreted as dislocation loops of O vacancies. Here,
this can be ruled out as the defects do not change during O2 exposure, and are mostly
observed under O rich growth conditions. The latter can be interpreted as follows: The
higher O chemical potential apparently drives the growth kinetics towards formation of
smaller domains by reducing the mobility of the initial oxide species. A similar eﬀect has
been previously observed for FeO(111) nanoislands on Pt(111) [363].
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10.2.4 Inﬂuence of the Europium Excess
As shown before, under Eu rich conditions surplus Eu remains on the Ir surface during
EuO growth. Increasing the deposited amount while maintaining the Eu rich growth con-
ditions will cause a larger surface fraction to be covered by EuO(111) bilayer islands. The
question arises, whether the increasing Eu excess is still accommodated on the decreasing
area of Ir(111) terraces as a Eu adatom phase, or squeezed on the EuO(111) bilayer is-
lands. In order to answer this question, a larger coverage of θ = 51% BL was deposited at
720 K with a ﬂux ratio of fEu{fO  1.7. Fig. 10.14(a) shows that the surface is afterwards
fully covered by two diﬀerent structures: (i) A ﬂat surface labeled as Eu with hexagonal
lattice symmetry as shown in Fig. 10.14(b). (ii) A structure labeled as EuO(111) with a
rough appearance consisting of triangularly shaped objects (see Figs. 10.14(c) and (d)).
Eu
(c)
(a) (b)
EuO(111)
(d)
Figure 10.14: STM topographs showing a EuO ﬁlm with 51% BL nominal coverage grown
under fEu{fO  1.7 at Tgrowth  720 K. (a) Overview over the occurring structures (160 nm 
160 nm). (b) Eu structure (20 nm20 nm). (c) EuO(111) structure (70 nm70 nm). Inset: Self-
correlation. (d) Same as (c) (20 nm 20 nm). One of the most common triangles is indicated.
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We interpret the structure labeled as Eu in Fig. 10.14(a) to arise from Eu adsorbed to
Ir(111). Due to the higher coverage it forms a dense Eu layer instead of a dilute adatom
phase. In LEED (not shown here), a hexagonal spot arrangement corresponding to a
lattice constant of 4.2Å is visible. This value is just in between the two Eu-Eu dis-
tances for an (110) plane of bulk Eu, which is quasi-hexagonal with atomic distances of
3.97Å and 4.58Å along and across the x001y chains, respectively. The structure visible in
Fig. 10.14(b) has a NN distance of about 10Å and therefore has to be a superstructure.
Consistent with the assignment as Eu layer, the structure appears defective, which can
be attributed to the high reactivity of metallic Eu.
Next, I address the structure labeled as EuO(111) in Fig. 10.14(a). From the higher
resolved topographs in Figs. 10.14(c) and (d) one can see that it consists of either trian-
gular depressions or protrusions on an otherwise ﬂat surface. The edges of the triangles
are aligned with the EuO
@
110
D
directions. In the self-correlation shown in the inset
of Fig. 10.14(c), a characteristic hexagonal order with a separation of about 2.2 nm was
found, but as the size of the triangles is obviously not homogeneous there exists no long
range order. The 2.2 nm are slightly more than the length of the largest triangles, one
of which is indicated in Fig. 10.14(d). These show a depression at their center giving the
impression that they consist of three smaller triangles at their corners. Thus, the large
triangles probably appear when three small triangles have formed in the closest possible
distance to each other. Hence, the 2.2 nm should be the shortest repetition distance of
the small triangles.
(b)(a)
Figure 10.15: (a) LEED image (54 eV primary electron energy) of a EuO ﬁlm (23% BL,
fEu{fO  1.7, Tgrowth  720 K) after annealing to 1420K for 60 s. Ir and EuO ﬁrst-order spots are
highlighted in blue and green, respectively. (b) Corresponding STM topograph (40 nm40 nm).
The whole image is covered by EuO except for the small rim close to the descending substrate
step. The inset (30 nm 30 nm) shows the dilute Eu adatom phase on Ir at 35K.
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Triangular motifs as observed here are often found in reconstructions of polar surfaces.
Especially the appearance of the polar (0001)-Zn surface of ZnO looks qualitatively very
similar in STM [364]. Thus, we tentatively attribute the structure to consist of a EuO(111)
bilayer where a reconstructed, partial third Eu layer has grown on top. The material for
the partial layer stems from Eu that could not be accommodated anymore in the dense
Eu layer on the Ir(111) substrate.
Further evidence for the polarity compensating eﬀect of the Eu adlayer comes from the
structure of the underlying bilayer: LEED displays a EuO(111) phase with a lattice pa-
rameter of 3.62Å, i.e., there seems to be no further need for an expanded lattice constant.
With the reduced lattice parameter the EuO(111) perfectly ﬁts in a 3:4 registry with the
Ir(111) substrate resulting in a lack of rotational misalignment.
10.3 Temperature Stability
Although the term polar surface bears the connotation of instability, I show here that
the EuO(111) bilayer on Ir(111) is surprisingly stable. As demonstrated by the LEED
pattern in Fig. 10.15(a), annealing of the EuO(111) bilayer up to 1420K does not show
any structural degradation of the material. To the contrary, the rotational misalignment
of the ﬁlm and the diﬀuse background are considerably lowered. Both eﬀects can be
attributed to annealing of defects in the ﬁlm and the ensuing increase in the domain size.
The lattice constant of p3.67  0.03qÅ is still slightly expanded compared to the bulk
value, and therefore prohibits an ideal epitaxial 3:4 relation of EuO(111) and Ir(111).
The STM image in Fig. 10.15(b) taken after annealing to 1420K conﬁrms the excellent
ﬁlm quality and the reduced defect density. Although the island size has substantially
increased, the characteristic rim of uncovered Ir close to the descending step edge is still
present. Since the rim is considered to be an eﬀect of the bilayer dipole, one can conclude
that polarity in the ﬁlm remains also after annealing.
As visible on the upper terrace in Fig. 10.15(b), the apparent height of the EuO islands
with respect to the substrate has changed during annealing to 1420K, as they now appear
higher than the surroundings. To explain this, we have once more a look at the Eu adatoms
on Ir(111) at 35K, and ﬁnd that the phase has been diluted during annealing to 1420K,
either through re-evaporation to the vacuum or diﬀusion into the bulk. Compared to the
situation before annealing, the Eu NN distance increased from p8.00.5qÅ to p13.00.5qÅ
corresponding to a coverage decrease from 11.5% to 4.4%ML Ir(111). The reduced adatom
density gives rise to a higher work function and therefore to an increase in the apparent
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EuO height with respect to the surroundings. The ﬁndings above are consistent with the
observation in Fig. 10.9 that the apparent height depends on the adatom density. As an
additional remark, for annealing to even higher temperatures the spots belonging to EuO
become gradually weaker, but are still visible till 1520K, before they eventually vanish at
a temperature of 1570K.
Since bulk EuO has a high formation enthalpy of 5.85 eV/atom [365] attesting a strong Eu
to O binding, while there is only a weak interaction between the oxide and the substrate,
one might have expected a phase transformation to the more stable Eu2O3, or a transfor-
mation of the two-dimensional material to three-dimensional crystallites. The absence of
such structural and morphological transformations indicates a deep energetic minimum
of the EuO(111) bilayer on Ir(111). Its robustness makes it an interesting candidate for
the toolbox of surface engineering with two-dimensional materials.
10.4 Magnetic Properties
Since EuO is a ferromagnetic semiconductor, it is of interest to explore whether the
EuO(111) bilayer displays magnetic order at accessible temperatures. Whereas Kondo
lattice model calculations predict a substantially decreased TC for ultrathin EuO ﬁlms
with respect to the bulk value of 69K [366], recently EuO(100) ﬁlms with thicknesses of
a few nanometers were demonstrated to display even an enhanced TC [50].
(a) (b) (c)Ir
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Figure 10.16: LEED images after (a) deposition of 49% ML Eu with respect to Ir(111) at
300K, (b) subsequent exposure to 2 L O2 at 300K, and (c) annealing to 720K for 60 s. At the
end, the EuO(111) diﬀraction pattern with the characteristic superstructure spots is visible. All
images are taken at 91 eV primary electron energy with a micro-channel plate LEED. Note that
the planar screen slightly distorts the reciprocal lattice.
Since reactive MBE under Eu rich growth conditions prohibits the completion of the
EuO(111) bilayer without a reconstructed Eu layer on top, an alternative approach was
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tried here: First, a full monolayer of Eu was deposited onto Ir(111) at room tempera-
ture, which produces the LEED pattern shown in Fig. 10.16(a) (compare also Fig. 7.2).
Afterwards, the Eu layer was reacted to EuO by exposure to 2 L O2 at room temperature
(see Fig. 10.16(b)), and subsequent annealing to 720K. The resulting LEED pattern in
Fig. 10.16(c) shows intense EuO(111) diﬀraction spots. Since the polar bilayer is slightly
denser than the saturated Eu layer, the surface is covered by about 90% BL EuO(111),
i.e., an almost complete polar bilayer can be realized by this method.
In order to explore the magnetic properties of the EuO(111) bilayer, MOKE measure-
ments were conducted. Within the accessible resolution of 10 µrad in Kerr angle, no
ferromagnetic behavior was detected down to 45K sample temperature. Certainly, this
observation does not exclude a coupling of the bilayer at even lower temperatures.
10.5 Summary
In this chapter, it has been shown that high quality bilayers of polar EuO(111) can
be grown on Ir(111) by reactive MBE over a broad ﬂux ratio and temperature range.
Alternatively, Eu pre-deposition with subsequent oxidation and annealing yields ﬁlms of
the same quality. DFT calculations show that the EuO(111) bilayer is O terminated,
which is experimentally backed up by in vivo exposure to O2.
The EuO(111) bilayer does not obey a strict epitaxial relation with respect to the sub-
strate, although therefore just a compression of 0.5% would be needed. Instead, the
in-plane lattice parameter is expanded by about 0.8%, resulting in rotational epitaxy
with a scatter of up to 5, and signifying a weak coupling to the substrate. The in-plane
lattice parameter expansion results from a drastic contraction of the bilayer thickness from
1.49Å in bulk EuO to 0.51Å on Ir(111), which must be considered as the prime mecha-
nism to reduce the electrostatic potential within the ﬁlm. Furthermore, DFT shows that
the bilayer is metallic, providing an additional contribution to reduce the polarity. The
residual dipole moment of the EuO(111) bilayer implies a electrostatic interaction with
the step dipoles of the Ir(111) substrate. Despite the remaining polarity, the EuO(111)
bilayer is thermally highly stable up to 1420K.
For larger coverages and Eu rich growth conditions an additional mechanism of polarity
reduction can be identiﬁed: Eu is squeezed onto the EuO(111) bilayer where it creates
a partial adlayer consisting of triangular patches that lifts the in-plane lattice parameter
reduction (and presumably also the bilayer contraction), brings the islands into perfect
epitaxy with the substrate, and lifts the rotational misalignment.
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Depending on the growth conditions either Eu or O is adsorbed on the bare Ir(111)
between the EuO islands, whose apparent height strikingly depends on the co-adsorbed
species. Extensive work function measurements show that the variation of the apparent
EuO bilayer island thickness is predominantly caused by work function variations in their
surroundings. Experimentally, the work function of EuO(111) on Ir(111) is estimated to
ΦEuO  4.2 eV. This value is substantially larger than for the (100) surface of a EuO
single crystal, consistent with the DFT calculations.
Finally, two speciﬁc defects in the EuO(111) bilayer are identiﬁed: Subsurface vacancies,
and antiphase domain boundaries resulting from island coalescence during growth. MOKE
measurements at 45K reveal that the EuO(111) bilayer does not exhibit ferromagnetism
down to this temperature.
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CHAPTER 11
Summary and Outlook
In this thesis, I studied in detail the structural, magnetic and binding properties of novel
two-dimensional materials. To conclude, I summarize in this chapter the most important
results and give perspectives for future investigations.
Intercalated Europium
Eu intercalates at elevated temperatures underneath Gr on Ir(111), thereby forming a
p2  2q superstructure with respect to the Gr lattice. The layer can be compacted to a
p?3?3qR30 structure by further Eu deposition. DFT calculations showed that a large
energy gain is the driving force for intercalation. The intercalated material forms complex
patterns, which can be consistently explained by the interplay of binding inhomogeneities
within the moiré unit cell and a change in the strain state of Gr during intercalation. The
intercalation step density directly visualizes local variations in the initial strain distribu-
tion of Gr. Since binding inhomogeneities and pre-existing strain are present for epitaxial
Gr on a variety of substrates, it is probable that the observed pattern formation is a more
general phenomenon and might be present also for other systems.
By means of ARPES, a rigid shift of the Gr band structure by about -1.5 eV due to
strong n-doping is found. Future work should aim to assign the additionally observed
features in the spectra to band structures calculated by DFT including the Ir substrate.
Experimentally, it would be of special interest to perform in addition spin-resolved ARPES
measurements on intercalated Eu. Provided that the energy resolution is high enough, a
potential spin splitting of the Dirac cone could so be directly detected.
To get insight to the intercalation mechanism, the Eu intercalation was monitored in real
time by PEEM and LEEM. Thereby, the dominating pathway for intercalation was found
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to be penetration at wrinkles, just as in the case of Cs intercalation. It would be desirable
to ﬁnd imaging conditions under which the intercalation and the wrinkle network can be
imaged at the same time, since the relaxation of strain during intercalation should be
reﬂected also in the amount and size of the wrinkles.
STM experiments with low Eu coverages indicated that intercalation via ﬁve-seven defects
at small-angle grain boundaries might be an additional pathway for intercalation. To
corroborate this interpretation, it would be desirable to ﬁnd out the minimum temperature
at which Eu can intercalate (somewhere between 400K [28] and 620K [this thesis]). STM
experiments at this temperature could prove that the Eu atoms indeed penetrate at the
ﬁve-seven defects and not just bind there upon diﬀusion under the Gr sheet.
Adsorption on Intercalated Graphene
Intercalation on the backside of Gr is an eﬃcient tool to change the binding of adsor-
bates on its frontside. I have shown that the binding of cationic adsorbates is weaker to
intercalated Gr than to pristine Gr. This preference is linked to a change in the local
work function by doping from the intercalant. DFT calculations reveal that the Coulomb
penalty associated with charge redistributions and a substrate-dependent screening reduce
the binding energy diﬀerence estimated from the work function diﬀerence.
The concept of manipulating adsorption by intercalation is envisioned to be applicable
also for other types of adsorbates. In this context, Huttmann et al. have meanwhile shown
that the vdW binding of polyaromatic molecules (such as naphthalene or benzene) to Gr
is strengthened by the n-doping from intercalated Eu, and weakened by the p-doping
from intercalated O [273, 367]. The results are supported by vdW-DFT calculations and
thermodesorption spectroscopy (TDS) [367]. The underlying mechanism is a change in
the polarizability of the pi{pi Gr orbitals as a function of their doping-dependent ﬁlling.
Moreover, radicals that form covalent bonds with Gr might show a preferred adsorption.
By using a doping pattern, this would allow to imprint a chemical pattern to Gr, which
might have far reaching practical consequences for lithography.
The adsorption of Eu on fully closed p2 2q and p?3?3qR30 intercalation layers was
shown to be similar to Eu adsorption on pristine Gr. Large adsorbed Eu islands with
p?3  ?3qR30 structure are formed, but the doping from the intercalant prohibits the
formation of a cluster phase. In Eu p?3?3qR30 intercalation layers, characteristic line
defects were observed. Supplemental atomically resolved STM images could prove that
these lines are related to anti-phase domain boundaries.
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Rare Earth Layers on Ir(111)
Around the saturation coverage of a single monolayer, Eu forms a dense layer on Ir(111).
Its large unit cell can be approximated by p77q Eu atoms on p1010q Ir atoms. The layer
shows a high density of triangular defects, which are presumably be nuclei of oxidation.
This might be proven by intended exposure to O2. For future investigations, it would
be interesting to image the system at low temperatures with spin-polarized STM. Since
already bulk Eu has an unusual helical spin structure, peculiar magnetic arrangements
such as skyrmion lattices [368] might also occur for the monolayer.
Besides Eu, also Gd forms at 370K a ﬂat layer on Ir(111) with a slightly expanded lattice
parameter compared to the bulk. In addition to the adsorbed layer, Gd atoms are incor-
porated into the Ir surface. The surface alloying can be prevented by low temperature
deposition, but at the cost of less order. By annealing the Gd layer to higher tempera-
tures, two diﬀerent types of alloys are observed: One embedded in the Ir surface with a
p?3?3qR30 superstructure, and one adsorbed to Ir(111) with a p22q superstructure,
both revealed by LEED. Since LEED does not allow to draw inferences on the atomic
arrangement within the superstructure unit cell, atomically resolved STM imaging on the
two alloy surfaces is highly desirable. Moreover, experiments with lower Gd coverages
might give insight to the processes in the submonolayer regime.
It is certainly of interest to study the magnetic properties of the Gd surface alloy. It has
been previously shown that there is a strong correlation between structure and magnetism
for many surface alloys [369, 370]. Furthermore, interesting physical phenomena such as
enhanced magnetic moments [371], giant Rashba splitting [372], and unconventional spin
topologies [373] have been observed for various two-dimensional alloys.
Magnetism of Intercalated and Adsorbed Europium Layers
The two intercalated Eu layers have fundamentally diﬀerent magnetic properties: Whereas
the p2 2q layer is paramagnetic, the p?3?3qR30 layer shows a substantial magnetic
coupling without hysteresis. It is reasonable that the layer is ferromagnetic, but was
measured slightly above the Curie temperature. However, a more complex behavior can-
not be excluded. A better understanding might be obtained by future measurements of
temperature-dependent magnetization loops.
A strong in-plane anisotropy was shown to arise essentially from the two-dimensionality
of the Eu layer. Interestingly, the magnetic behavior of the p?3?3qR30 layer strongly
deviates from its bulk counterpart EuC6 indicating the importance of the Ir substrate,
which is supported by DFT calculations of the spin density. The Eu intercalation system
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might serve as a playground for theoretical investigations of two-dimensional magnetic
layers in general, which are not yet comprehensively understood.
At ﬁrst sight, the lack of spontaneous magnetization darkens the hopes of a spin split Dirac
cone in Gr, which was predicted by DFT only under the assumption of ferromagnetic
order. Nevertheless, the measurements have shown that the Eu spins can be be easily
aligned in an external ﬁeld. A possible way to create such an external ﬁeld is a hybrid
3d/4f structure: A ferromagnetic Co or Ni multilayer ﬁlm (Fe is not suitable since it might
prefer the non-magnetic fcc stacking [374]) separated from the Gr sheet by an intercalated
Eu layer. For such a Gr/Eu/FM/Ir(111) system, the ferromagnet might induce a stable
magnetization in the Eu layer, which in turn induces a spin-split Dirac cone in Gr and
prevents hybridization between the transition metal ﬁlm and Gr.
An alternative to Eu might be Nd with its more extended 4f orbitals, which might induce
an even larger spin-splitting by a mild hybridization. Furthermore, Nd atoms carry an
even higher magnetic moment of 10µB (S  42 , L  6). As preliminary work, STM and
LEED experiments should determine the optimum conditions for Nd intercalation. Subse-
quent XMCD measurements could then reveal the magnetic properties. Also intercalation
of Gd might be of interest, since Gd is a bulk ferromagnet with a Curie temperature close
to 300K. However, alloying with the Ir(111) substrate might be a problem at the elevated
temperatures needed for intercalation. On the other hand, this would not matter if the
surface alloy also shows magnetic order and preserves the band structure of Gr.
Since one motivation of this thesis was to induce magnetism in Gr, the reader might
ask why the magnetic properties of the Gr layer itself have not been investigated. The
simple answer is that the C K adsorption edge at about 284 eV [18] is energetically not
accessible at the ID08 beamline. Thus, XMCD measurements at a diﬀerent synchrotron
beamline would be the next step to ﬁnd out whether also magnetic moments are induced
to. However, one should be careful with the expectations since the magnetic moments
are probably very small (compare Tab. 8.3). Furthermore, only the orbital moment can
be measured since the C 1s level is not spin-orbit split.
All samples investigated with Eu adsorbed on top of Gr were deteriorated by contamina-
tion during the sample transfer to the XMCD chamber. The same holds for the magnetism
of a Eu layer directly adsorbed to Ir(111). The contamination is assumed to result from
the reaction of Eu with water to EuO. However, the amount of contamination and the
resulting structure is not known. Nevertheless, all samples show a substantial magnetic
coupling. Thus, it might be fruitful to investigate the magnetic properties of well-deﬁned
EuO ﬁlms on Gr or Ir(111) by XMCD.
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Magnetism of Metal Clusters on Graphene
Small moiré-templated Pt15Co28 clusters show a Langevin magnetization behavior as ex-
pected for superparamagnetism. For larger Ir50Co500 and Co2700 clusters a hysteresis opens
due to the higher blocking temperature of about 30 - 40K. An enhanced ratio of orbital to
spin moment was found for the smallest clusters. It gradually decreases towards the bulk
value with increasing cluster size. All clusters show vanishing anisotropy which indicates
a weak interaction with the underlying Gr substrate.
For Pt15Co28 clusters, the size of the magnetic entity appeared much larger than a single
cluster. It was speculated that this arises from an underestimation of the share of coalesced
clusters. By enhancing the quality of the cluster lattice via increasing the Gr growth
temperature and changing the seeding clusters from Pt12 to Ir18, the amount of coalescence
was substantially reduced. In consequence, a moment of the magnetic entity in agreement
with the one of a single cluster was found.
Besides Co clusters, also Rh clusters were investigated in order to ﬁnd out whether they are
magnetic as in the free beam and on weakly interacting substrates, or non-magnetic as on
metal substrates. The corresponding XMCD data did not show any sign of magnetism for
Rh clusters on Gr. However, because of the low signal-to-noise ratio of the measurements,
the presence of magnetic moments as small as found on weakly interacting substrates
cannot be excluded. Looking forward, the large background around the Rh M2,3 edges
making an analysis complicated might be avoided by investigating the L2,3 edges. This
would require measurements at a diﬀerent beamline. I note that the ID08 beamline has
meanwhile been rebuilt as beamline ID32, providing higher magnetic ﬁelds up to 9 T
and lower temperatures down to 7K. Furthermore, the new beamline optics might result
in a lower signal-to-noise ratio and thus a lower detection limit.
Polar Europium Oxide on Ir(111)
A EuO(111) bilayer was grown on Ir(111) by reactive MBE. Alternatively, Eu deposition
with subsequent oxidation and annealing yielded ﬁlms of the same quality. DFT calcula-
tions showed that the EuO(111) bilayer is O terminated. It has a strongly reduced layer
distance compared to the bulk compound, which results in a slightly expanded in-plane
lattice parameter and rotational epitaxy. The strong layer contraction together with a
metalization of the naturally insulating material reduces the electrostatic potential of the
ﬁlm. The residual dipole moment implies a electrostatic interaction with the step dipoles
of the Ir(111) substrate. Under Eu rich growth conditions the polarity can be additionally
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reduced by formation of a partial Eu adlayer. A further STM investigation might yield
an atomistic model for the triangular structures within the adlayer.
Depending on the growth conditions, either Eu or O is adsorbed on the bare Ir(111)
between the EuO islands, whose apparent height strikingly depends on the type of the co-
adsorbed species. Extensive work function measurements showed that the apparent EuO
bilayer island thickness is predominantly inﬂuenced by the work function in the surround-
ings. Two speciﬁc defects in the EuO(111) bilayer were identiﬁed, which are subsurface
vacancies and antiphase domain boundaries. Concerning the magnetic properties, the
EuO(111) bilayer does not exhibit ferromagnetism down to 45K.
The EuO(111) bilayer on Ir(111) is the ﬁrst example of a polar bilayer of a rare earth
metal. Although its properties are in several respects similar to the more frequently de-
scribed polar bilayers of transition metals, it is unique in its quality and thermal stability.
These properties make the EuO(111) bilayer an interesting candidate for the toolbox of
surface engineering with two-dimensional materials. Moreover, it is a promising candidate
for further investigation by XMCD, ARPES, and STS. In this context, a spin-polarized
surface state has recently been observed on EuO(100) on Gr [51]. It is certainly of inter-
est to investigate, whether such a surface state is also present for the EuO(111) bilayer
on Ir(111). Finally, I hope that the present thesis triggers future work to explore the
properties of other polar bilayers based on rare earth metals.
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APPENDIX A
Appendix
In this appendix, I show results which have not yet been analyzed in detail, or are not com-
pletely understood since they require additional experiments. Nevertheless, they might
be of interest for further investigations.
A.1 Band Structure of Graphene at the M Point
In this thesis, I discussed only ARPES spectra of Gr taken at the K point of the Brillouin
zone. In addition, also data at the M point (see Fig. 2.1) were recorded. The results
before and after intercalation of Eu in p2 2q and p?3?3qR30 structure are shown in
Fig.A.1. Note that the spectra are not converted from angle- to k-space.
For pristine Gr (see Fig. A.1(a)), the van Hove singularity of the pi band is clearly visible
-2.3 eV below the Fermi edge. After Eu intercalation, the bottom of the pi band shifts
down to about -4.3 eV and becomes substantially broader (see Figs. A.1(b) and (c)). The
shift is related to the strong n-doping by the intercalated Eu layer, though larger than
the expected -1.5 eV derived from the shift of the Dirac point.
In addition to the pi band of Gr, several weak bands are visible. To enhance their visibility,
they are indicated by black lines and arrows. For pristine Gr shown in Fig.A.1(a), there is
a weakly dispersing band close to the Fermi edge. For the p2 2q intercalation structure
in Fig.A.1(b), a ﬂat band appears at a higher binding energy of about -1.0 eV. Most
interesting, two bands cross below the Fermi edge for the p?3  ?3qR30 structure in
Fig.A.1(c). Such a band structure is typically observed for Rashba-split surface states.
To ﬁnd out more about the origin of the bands in all three cases, a comparison to DFT
band structure calculations including the Ir substrate would be needed.
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Figure A.1: (a) ARPES spectrum of pristine Gr on Ir(111) at the M point along KK' direction.
(b) Spectrum after intercalation of a complete p2 2q Eu intercalation layer. (c) Spectrum after
intercalation of a complete p?3?3qR30 Eu intercalation layer.
A.2 Higher Gadolinium Coverages on Ir(111)
In Sec. 7.2, I discussed the growth of Gd on Ir(111) only for one particular coverage.
In addition, I also investigated higher Gd coverages, which turned out to be even more
complex. Nevertheless, here a short overview about the results shall be given.
In Fig.A.2(a), the double amount of Gd compared to Fig. 7.3(a) was deposited at 370K.
According to the quartz microbalance, this means 14% ML with respect to Ir(111), but
as already discussed in Sec. 7.2, the real coverage is substantially higher. Just as in
Fig. 7.3(a), a ﬂat layer covers almost the whole surface in Fig.A.2(a). Since the double
amount was deposited, one might argue that a second Gd layer was grown. However, the
Ir spots are still intense in LEED (see Fig.A.2(c)), which disagrees with the interpretation
that the substrate is covered by two layers of Gd. In addition to the Ir spots, there are
spots at a lattice constant of p2.94 0.02qÅ. The value is close to the Ir lattice constant,
resulting in a moiré pattern visible in LEED. Since the structure is p3.80Å{2.94Åq2 
1  67% denser than the one in Fig. 7.3(a) and the double amount was deposited, the
lattice constant is roughly consistent with both structures forming a complete monolayer.
However, it is surprising how the Gd atoms might have been compressed to a distance of
2.94Å, whereas the bulk NN distance is 3.64Å.
After annealing the sample in Fig.A.2(b) to 870K, a p22q superstructure is found in the
corresponding LEED image in Fig.A.2(e). The same pattern was already observed for the
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Figure A.2: STM images (45 nm  45 nm) of an intermediate coverage of Gd on Ir(111). (a)
After deposition at 370K. (b) After annealing to 870K. (c) After annealing to 1070K. (d) - (e)
Corresponding LEED images at 78 eV primary electron energy.
lower Gd coverage in Fig. 7.5(h), indicating that the same surface alloy is formed. Con-
sistent with the double deposited amount, the coverage in Fig.A.2(b) is approximately
twice as large as in Fig. 7.5(h). When annealing the sample to an even higher temperature
of 1070K (see Fig.A.2(c)), the holes in the layer coalesce and an additional stripe pat-
tern with low corrugation evolves. The latter might be a reconstruction related to strain
relaxation. The corresponding LEED pattern in Fig. 7.5(f) still shows the p2  2q super-
structure, but with a complex, winglike ﬁne structure. Around the ﬁrst-order Ir spots, a
moiré-like spot arrangement is observed, but note that it is rotated by 30 compared to
ordinary moiré patterns, such as the one for Gr on Ir(111).
Finally, also a Gd coverage of 41% ML Ir(111) according to the quartz microbalance,
i.e., the triple Gd amount of the one in Fig.A.2 was deposited. The results are shown
in Fig.A.3. At 370K, the Gd forms rough, three-dimensional structures, presumably
on top of the ﬂat layer shown in Fig.A.2(a). Consequently, the corresponding LEED
image does not reveal any order (not shown here). When annealing the sample to 870K
or 1070K as shown in Figs. A.3(b) and (c), the three-dimensional structures form ﬂat
islands. They possess a further unknown atomic structure as apparent by the LEED
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Figure A.3: STM images (45 nm45 nm) of a high coverage of Gd on Ir(111). (a) After deposi-
tion at 370K. (b) After annealing to 870K. (c) After annealing to 1070K. (d) - (e) Corresponding
LEED images at 68 eV primary electron energy.
images in Figs. A.3(e) and (f). Although the LEED pattern is intense and highly ordered,
up to now a model for the observed structure is missing.
Due to the strong dependence on coverage and temperature, the incommensurable struc-
tures, and the tendency to form surface alloys, the epitaxial growth of Gd on Ir(111) is
highly complex. Thus, a full analysis of the system is out of the scope of the present
thesis, but might be a challenging task for future investigations.
A.3 Magnetic Properties of Cobalt on Ir(111)
In order to illustrate that the magnetic properties of Co clusters on Gr are peculiar, it is
instructive to deposit the same amount of Co on the bare Ir(111) surface. This was done
for a coverage of 50% ML with respect to Ir(111) at room temperature, which results
in the growth of pseudomorphic monolayer islands (not shown here). The corresponding
magnetization loops under normal and grazing incidence are shown in Fig.A.4. In contrast
to the isotropic Co2700 clusters in Fig. 9.9, here a pronounced out-of-plane anisotropy is
found. In consequence, the magnetization cannot be saturated within the plane even at
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Figure A.4: Normal and grazing hysteresis loops of 50% ML Co on Ir(111) at 10K.
5T. This shows that other anisotropies than the one originating from the two-dimensional
shape have to be of importance in the present case.
The hysteresis with a large coercive ﬁeld of about 2T shows that the Co monolayer
is ferromagnetic. The eﬀective spin moment at 5T of about 1.3µB is reduced by 20%
compared to the bulk value. This could be an eﬀect of the dipolar term xTzy, which might
not vanish for the strong anisotropy. The ratio mL{mS adopts a value of 0.15. Just as
observed for the smallest clusters on Gr, the ratio is enhanced compared to the bulk value,
which can be attributed to the low coordination of the Co atoms.
A.4 Magnetism of Gadolinium Layers
Besides intercalated Eu layers, also the magnetic properties of Gd layers were investigated
by XMCD. However, there was no experience with the intercalation of Gd in advance. In a
ﬁrst attempt, Gd was deposited at room temperature onto Gr and then stepwise annealed
to a maximum temperature of about 1000K, until a p2  2q superstructure was visible
in LEED. However, STM reveals a ﬂat ﬁlm with three diﬀerent height levels (not shown
here), which leads to the conclusion that presumably a Gd ﬁlm on top of Gr was grown.
The corresponding XAS spectra reveal a pronounced XMCD eﬀect as shown in Fig.A.5(a).
The sum rules yield a spin moment around 7µB in agreement with the expectations. The
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orbital moment vanishes just as in the case of Eu, indicating a 4f7 conﬁguration. The
magnetization loops in Fig.A.5(b) show an in-plane anisotropy of the ﬁlm. The high
zero-ﬁeld susceptibility without hysteresis is indicative for superparamagnetic behavior.
-8
-6
-4
-2
0
2
4
6
8
-5 -4 -3 -2 -1 0 1 2 3 4 5
ma
gn
eti
za
tio
n p
er 
ato
m 
(µ B
)
magnetic field (T)
preparation 1
preparation 2
normal
grazing
1160 1200 1240 1280
XA
S/X
MC
D i
nte
ns
ity 
(a.
u.)
photon energy (eV)
M5
M4
µ+
µ-
preparation 1
a) b)
µ+-µ-
Figure A.5: a) XAS and XMCD signal at 5T and 10K for Gd on Ir(111) according to the ﬁrst
preparation (see text). (b) Magnetization loops at 10K under normal and grazing incidence for
both Gd preparations (see text). The curves are averaged over both ﬁeld ramping directions.
In a second preparation, Gd was deposited onto Gr at an elevated temperature of 970K.
LEED reveals again a p2  2q superstructure, but of much higher quality than before.
Unfortunately, the LEED pattern could not be photographed. The structure might be
related to intercalated Gd, but there is no further proof. The corresponding XMCD
spectra (not shown here) yield only a small spin moment on the order of 1µB and a slight
in-plane anisotropy (see Fig.A.5(b)). Note that the saturation magnetization is much less
than expected than for paramagnetism (compare Fig. 8.2). Therefore, the observations
might be an indication for ferri- or antiferromagnetic coupling. Looking forward, it would
desirable to investigate the intercalation of Gd underneath Gr by STM and LEED to get
more insight to the structures investigated by XMCD.
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