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Almtract--The paper deals with the expected number of trials in the birthday problem. Two 
polmible models axe studied, corresponding to different methods ofcomputer simulation. The I~rOblem 
of f-mding lnoEaents ofthe random variable, called waitin9 time in lamplin9, naturally leads to -, 
certain type of finite sums. These axe shown in the Appendix. 
1. DEFINITION OF MODELS 
We will consider several interesting questions which arise in the context of constructing math- 
ematical models of the well-known birthday problem. The present work was initiated by [1]. 
Inspection of the existing literature reveals that our results are not yet published. 
Extensive treatment of the birthday problem is found, for instance, in [2, pp. 31, 46, 210]. 
We shall consider a slightly more general problem by assuming that the year has a days and 
that there are/c students present in the classroom. The students are then chosen one by one at 
random and without replacement until two students have the same birthday or all students are 
selected. 
In order to perform computer simulations of this experiment, we propose the following two 
models. 
Model L 
There are a memory locations, i.e., for each date there is one corresponding location, where 
student's birthday dates are stored up to the first coincidence, oruntil the population isexhausted. 
Let the value of the random variable X be the number of generated birthday dates. 
Note that in [2, p. 210], the sample is constructed with replacement. W. Feller calls this X 
waiting time in sampling. 
Model II. 
All is the same as in the preceding model, except that used memory is minimized in the 
following way. Suppose that for the first r students, the birthday dates were different and stored 
in the order of their generation. Now either the population is exhausted and the experiment is
finished or the (r + 1) th birthday date is generated and compared to all preceding dates. If a 
match is found, the experiment is finished; otherwise, the date is stored in the next location. Let 
the random variable X take the value of the total number of generated birthday dates. 
In this paper, we are interested inestimating the computer time needed to simulate the birthday 
problem using the described models. Of course, if the simulation of the experiment is repeated 
many times, as the Monte Carlo method requires, simulation time is (approximately) proportional 
to the expectation of certain random variables. 
However, investigation of the random variable X leads to very general results, which are con- 
nected with some non-probabilistic problems, particularly with a type of finite sums that are not 
treated in the literature. These secondary results are very concisely summarized in the Appendix. 
The author would like to thanb the referee for valuable improvements, particulaxly concerning the formula (13) 
and data in the reference [6]. 
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2. INVESTIGATION OF THE MODEL I 
The probability function pm-  P(X = m) of the random variable X is derived in [2, p. 47], so 
we quote without proof: 
p l=0;  
Pm -" (m -- 1)(a)m-1 a-m, 
2<m_<k- -1  if/c_< a and 2 <_ m <_/c 
4-1  
P4 - 1 - ~ Pm= (a)4-1 a -c4-a) if k <_ a, 
if/c > a; (1) 
where (z), = z(z - 1)...  (z - n + 1) denotes the decreasing factorial function. 
We wish to investigate the expectation 
E(x) = ~.dx) = ~ ~'Pm.  
mffi2 
(2) 
This expression we denote generally by e(/~, a). However, E(X) does not depend on k if k > a, 
and in that case, we denote the expectation by Ea. Properties of X are best understood through 
generalizations. This approach is explained in the next section. Here we need only the following 
definition of general moment with respect to the origin: 
4-2 
mr(X) = ~ (m + 1)" m (a)., a -("+1) + k" (a)4-1 a -(k-l) .  (3) 
}'n=l 
If we put here r = O, m0(X)  = I, we obtain algebraic identity 
4 
m (a)m a -cm+l) = 1 - (a)4+1 a -(4+1), (4) 
which can be found, for instance, in [3, Vol. I, p. 614, formula 30] data for the Russian edition. 
One remarkable property of X will be a consequence of the fact that mr(X) can be brought 
into the following form. 
THEOREM 1. The random v~xiable X with the probability function (1) has moments with respect 
to orig/n represented in the form 
4-1  
m, CX)-- ~ [(m-I- 1) r -m' ] (a )ma -rn, r -  1,2,3, . . . .  (5) 
m:--O 
PROOF. One can apply Abel's partial summation, cf. [4, p. 130], to the sum (3) in the following 
manner: the partial sum is applied to m(a)m a -(re+l), using the identity (4) while the factor 
(m + 1) r is differenced. ARer elementary modifications one obtains the representation (5). 
COROLLARY 2. There holds the following sequence of equalities 
h-1  
eCk, ~) -- ~ (a)~ a-"'  = ~!,',-" (e=C~) - e.-,.(~)) (6) 
rnmO 
"- exp(a) a -a (r(a + 1, a) - (a)4 r(a - k + 1, a)), 
The,, e.(~) = X;~-~ e/ i! .  
PROOF. The statement is obtained from (5) with r = 1 and by use of [5, p. 56, formula 5.1.8; 
p. 88, formulas 6.5.10 and 6.5.11]. 
Birthday problem 23 
One consequence of (6) is the possibility that expectation may be brought into the form 
e(/L a) -- 2 + (1 - a-1)(1 ÷ (I - 2 a-1)(1 + (1 - 3a - I)  
(1+' "  + ( I - ( /~-2)a - l ) . . . ) ) ) ,  3<k<a%1,  
(7) 
which is very suitable for computer algorithms. 
Another important result follows from (6), namely, putting there k > a, we have (a)i -" 0 and 
therefore 
E4 = exp(a) a-" r(a + 1, a). 
Now, the asymptotic formula [5, p. 89, formula 6.5.35], implies 
Ea -- (lr/2)l/2 a 1/2 + 2/3 -t- (2~f)1/2 a-1/2/24 + O(a-S/2). (8) 
To  illustrate the derived formulas, we mention that (7) with a = 365 gives Ess6 = e(a + I, a) "- 
24.6165859, while (8) introduces a relative error of 3.27 E-4%. 
It is obvious that the time needed for computer simulation of the birthday problem in Model I 
is proportional to e(/~, a). Since the values of X are all positive, a rough estimate is always given 
by e(k, a) _< E4. 
REMARK.  The expression for E, implied by the second equality of (6) in the case /c > a, 
ea-i(a) = 0, one can find also in [6], as well as the first term of the asymptotic formula (8). 
3. INVESTIGATION OF THE MODEL II 
The study of the simulation time for the Model II is greatly facilitated by the fact that the 
random variable X in both models has the same distribution, given by (1). If a sample is 
constructed under the conditions of Model H, and X assumes the value r, then the number of 
birthday date comparisons lies between the bounds r ( r -  1)/2 and r(r + 1)/2. We shall prefer 
possible overestimation, so the average upper bound for the number of comparisons i  
c(k,.) = 2 - 'E (X  2 + X) = 2- i ( . .2 (X)  + e(k,a)), (9) 
where m2(X) is given by (3) with r = 2. 
Now we shall derive one of the main properties of the random variable X. 
THEOREM 3. The moments ma( X) satisfy tile recurrence formula 
r+2 
~-~b,m,(X) + a lc r (a) ia - i -O ,  r=0,1 , . . . ,  (10) 
i=0 
where b, = a, - a 6r,,, 5r,, brink Kronecker's ddta, ao=O, 
o . :  <_,>.-. 
r+2 + 8 r+ l  J '  s= l ,2 , . . . ,  (11) 
S. are Bernoulli numbers in the even subscript notation, and too(X) = I, rot(X) = e(k, a) ~ren 
by(O). 
PROOF. Inspection of formulas (3) and (5) indicates that the following representation would be 
useful: 
r+2 
mCm+ 1)" = [(m+ 1)' - (12) 
#=1 
Existence and uniqueness of the coefficients a, ate easily proved, since (12) implies a linear 
system with triangular matix, whose determinant has the value of (r + 2)!. Substitute m by 
C.M~R Zisg-C 
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m -- 1 in (12), and then perform the summation with respect to m in the range m = 1, 2 , . . . ,  n, 
to obtain 
r+2 n n 
~-'~a#~# ~ ~ ~r-J-I -- ~ ~nr _~ 
#----I m~-I m----I 
Br+2(n -/- 1) -- Br+2 Br+x(n + I) - Br+x 
r+2 r+ l  
+ 6.,0, (13) 
n=l,2,  . . . .  Here we applied well-known properties of Bernoulli polynomials, cf. [7, p. 19]. In 
order to obtain the right-hand side of (13) in the form of a polynomial in n, we shall use the 
formula [7, p. 19, formula (8)]: 
'(:) s , ( .  + 1) = . '  s,_.(1), 
z~O 
and also B~(1) = (-1) ~ B~, v >_. 0, cf. [7, p. 21]. Since (13) holds for all n ~ N, we may match 
the coefficients of like powers of n to obtain equation (11). In the sequel for_nwls, (10) is a simple 
consequence of (12), (3) and (5). It should be noted that all applied properties of Bernoulli 
polynomials are also found in [5, Chapter 23.1]. 
In the present discussion of the Model H, we need only the following particular case. 
COROLLARY 4. The waiting time X in the birthday problem has the second moment 
m2(X) = e(k,a) + 2a (1 - (a)~ a-~). (14) 
Finally (9), together with (14), implies 
c(k , . )  = e (k , . )  + . ( I  - (15) 
Particularly for k _> a + i, we shall write c(k,a) - C., in which case (15) yields 
Ca = Ea + ". 
If we set here a = 365, it follows that Cse5 - 389.6165859. 
The time needed for simulation of the birthday dates comparison i the Model I I  has an upper 
bound proportional to c(k,a). It would be emphasized that the time needed for birthday dates 
generation is still proportional to e(k, a). 
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APPENDIX  
A certain by-product of the developed theory deserves t t~ ion .  The exposed t r~t~.~t  of the bL-thdsy 
pr~ble~ l~-ticulsrly content of TAe0~m 3, can be used in the solution of the following problem. 
Consider the finite sum of the form 
k--I 
Sn(k,a) 
mI0 
Bir tha~ problem 
and try to expre,, the sum by mesas d known functions. We already .olved ~ a problem when mr(X) k in 
qumtlm,, and betides formul~ (4), (6) and (14) let us mmtim, the following: 
,-8(X) = (~ + 1) e(k,o) - 3 ~ k ( ')h ~-k (17) 
m4(X) = (2a -3)e (h ,a )  + 2a(4a-3)  - 2a(2k2-k - I -4a -3) (a )ka  -k.  (18) 
Now, (5) with the definition (16) implies the recurrence formula for Sn: 
r-1 
= ,,,.(x), (19) 
nmO 
wb~e,  ~o~.a~..~ to (6) and (4) we have S0(k,~) = e(k,~) and S~(k,~) = ~(1 - (o )~-h) ,  ,~th~tv .  We 
mentlo~ here only the con.equence, of (17) and (16): 
S2(k,~) = ~e(k,~) - ~ - ~(~-1) (~) .~ -k  
63 (k , . )  = - (o  + 1) e(k, ~) + a (2~ - 1) - ~ (k 2 - 2k + ~ - 1) (~)k ~--k. 
The main conclusion is obvious: All s,,,'.',,, mr(X) and ,.q~.(k,,,) ere simply expressible by memm ~ ml(X)  ffi 
So(k,,,) = ~(k,,,). 
