Abstract. Let G be an abelian group. The cardinal r(G) = max{r0(G), {rp(G) : p is a prime number}}, where r0(G) is the free rank and rp(G) is the p-rank of G, is called the rank of G, and the cardinal r d (G) = min{r(nG) : n = 1, 2, 3, . . . } is called the divisible rank of G. For a subset A of G, we denote by A the smallest subgroup of G containing A and let Cyc(A) = {x ∈ G : x ⊆ A}. An abelian topological group G has the small subgroup generating property (abbreviated to SSGP ) if Cyc(U ) is dense in G for every neighbourhood U of zero of G. SSGP groups form a proper subclass of the class of minimally almost periodic groups.
(a) G has SSGP(0) if G is the trivial group. (b) For n ∈ N + , G has SSGP(n) provided that, for every neighbourhood U of the identity of G, there exists a family H of subgroups of G such that H ⊆ U and the smallest closed subgroup N of G containing H is normal in G and G/N has SSGP(n − 1).
The following notion is due to Gould [8] ; see also [9, 1] . Definition 1.2. Topological groups in the class SSGP(1) are said to have the small subgroup generating property, abbreviated to SSGP .
According to von Neumann's terminology [10] , a topological group G is called minimally almost periodic if every continuous homomorphism from G to a compact group is trivial.
It was proved in [1, Remark 3.4, Theorem 3.5] that
(1) SSGP = SSGP(1) → SSGP(2) → . . . → SSGP(n) → . . . → minimally almost periodic.
Examples distinguishing all classes in (1) can be found in [1, Corollary 3.14, Theorem 4.6].
Dikranjan and the first author [4] defined classes SSGP(α) for every ordinal α. We recall their definition below.
Let G be a group. For a subset A of G, define Cyc(A) = {x ∈ G : x ⊆ A}. For a subgroup H of a group G, the symbol N(H) denotes the largest normal subgroup of G contained in H called the heart of H in G.
1 If G is a topological group, then N(H) is closed whenever H is closed, as the closure of a normal subgroup of G is a normal subgroup of G.
Let G be a topological group with the identity e G . For a subset X of G, denote by Cs(X) the smallest closed subgroup of G containing X. Finally, let S = N • Cs • Cyc be the composition of the operators Cyc, Cs and N; that is, S(X) = N(Cs(Cyc(X))) for every X ⊆ G.
By transfinite induction, for every ordinal α, define the α's iteration S (α) of S as follows. Let S (0) (X) = {e G } for every X ⊆ G. If α > 0 is an ordinal and S (β) (X) has already been defined for all β < α, let For an ordinal α, a topological group G is said to be an SSGP(α) group provided that S (α) (U ) = G for every neighbourhood U of the identity of G.
The connection of this definition with Definition 1.1 is seen from the following theorem. This theorem shows that, for abelian groups, the property from Definition 1.3 can be viewed as an operator based description of the class of SSGP(n) groups from Definition 1.1 replacing the iterated use of quotients with the operator S (n) .
If α and β are ordinals with β < α, then SSGP(β) → SSGP(α) [4, Proposition 5.1]. Every SSGP(α) group is minimally almost periodic [4, Proposition 5.3 (iii) ]. Thus, we have the following chain of implications extending the similar chain from (1).
(2) SSGP = SSGP(1) → SSGP(2) → . . . → SSGP(α) → SSGP(α + 1) → . . . → minimally almost periodic.
All classes in (2) coincide for bounded torsion abelian topological groups.
1 Its existence follows from the fact that the family N of normal subgroups of G contained in H is directed, as the product N1N2 of two members of N still belongs to N , so N(H) = N . 
(ii)→(i) Suppose that G satisfies the property from item (ii) of our lemma. Fix a neighbourhood U of 0 in G By Proposition 1.6, to check that G has the small subgroup generating property, it suffices to prove that Cyc(U ) is dense in G. This is equivalent to establishing the equality G = V + Cyc(U ) for every neighbourhood V of 0 in G. Let V be an arbitrary neighbourhood of 0 in G. Then W = U ∩ V is a neighbourhood of 0 in G, so we can apply (ii) to this W to obtain
The converse inclusion V + Cyc(U ) ⊆ G is clear. [1] asked the following question. topology also admit an SSGP topology?
Introduction and results

Comfort and Gould
Following [6] , for an abelian group G, we denote by r 0 (G) the free rank of G, by r p (G) the p-rank of G, and we let
where P denotes the set of prime numbers. 
The notion of the divisible rank was defined, under the name of final rank , by Szele [11] for p-groups. Remark 2.3. An abelian group G satisfies r d (G) = 0 if and only if G is a bounded torsion group; that is, if nG = {0} for some n ∈ N + .
Recall that a non-trivial bounded torsion abelian group G is a direct sum
of cyclic groups, where π(G) is a non-empty finite set of prime numbers and the cardinals α p,i are known as Ulm-Kaplanski invariants of G. Note that while some of them may be equal to zero, the cardinals α p,mp must be positive; they are called leading Ulm-Kaplanski invariants of G. Gabriyelyan [7] proved that a non-trivial bounded abelian group admits a minimally almost periodic group topology precisely when all its leading Ulm-Kaplanski invariants are infinite. (An alternative proof of this result can be found also in [5] .) Combining this with Corollary 1.5 and Remark 2.3, we get the following corollary. In the remaining case 0 < r d (G) < ω, Dikranjan and the first author found a necessary condition on G in order to admit an SSGP group topology.
has finite rank r 0 (H) and r(H/A) = ω for some (equivalently, every) free subgroup A of H such that H/A is torsion.
Dikranjan and the first author asked if the necessary condition given in Theorem 2.6 is also sufficient for the existence of an SSGP group topology on G. Moreover, the same authors reduced this problem to the following question:
where F is a finite group, k ∈ N, p 1 , p 2 , . . . , p k are (not necessarily distinct) prime numbers, and G 0 is a subgroup of Q m containing Z m such that G 0 ⊆ Q m π for every finite set π of prime numbers. Is it true that G admits an SSGP group topology?
The notation Q π appearing in the above question is given in the next definition. Definition 2.8. For a set π ⊆ P, we use Q π to denote the set of all rational numbers q whose irreducible representation q = z/n with z ∈ Z and n ∈ N + is such that all prime divisors of n belong to π.
Dikranjan and the first author conjectured that Question 2.7 has a positive answer, and modulo this positive answer, they provisionally proved the following theorem completely characterizing abelian groups G admitting an SSGP group topology in the remaining open case 0 < r d (G) < ω. The main goal of this paper is to answer Question 2.7 in the positive, thereby confirming the validity of Theorem 2.9 unconditionally. Therefore, the text typeset in boldface in Theorem 2.9 can be omitted.
In fact, we give a positive answer to a more general version of Question 2.7.
Theorem 2.10. Suppose that m ∈ N + and G 0 is a subgroup of Q m containing Z m such that G 0 ⊆ Q m π for every finite set π of prime numbers. Then for each at most countable abelian group H, the product G = G 0 × H admits a metric SSGP group topology.
In the abelian case, Corollary 2.4, Theorem 2.5 and the unconditional version of Theorem 2.9 (which has now been proved) provide a complete solution to item (a) of Question 2.1, while the next corollary provides a complete solution to item (b) of the same question:
Corollary 2.11. For an abelian group G, the following conditions are equivalent:
The paper is organized as follows. In Section 3 we prove two lemmas about the algebraic structure of subgroups Q m π of finite powers Q m of Q which are needed in the proof of the main theorem. In Section 4 we introduce the notion of a wide subgroup G of Q m (these are subgroups G of Q m containing Z m such that G ⊆ Q m π for every finite set π of prime numbers) and we establish two auxiliary lemmas about wide subgroups needed in the sequel.
Let us explain the strategy for constructing a metric group T topology on G as in the conclusion of Theorem 2.10. First, we introduce a poset (P, ≤) in Section 5. Next, we define a countable family D of dense subsets of (P, ≤) and select a linearly ordered subset F of (P, ≤) intersecting all members of the family D; this can be done due to a folklore Lemma 7.1. Finally, the countable base of neighbourhoods of zero for T is defined by means of elements of F in Section 7. The family D is defined in (35). Section 6 collects lemmas establishing density in (P, ≤) of various sets participating in the family D. The "technical heart" of this section is Lemma 6.6 which is responsible for the SSGP property of T .
The reader familiar with Martin's Axiom undoubtedly notices that we are using here a "ZFC version" of this axiom when the family of dense sets is at most countable. The choice of such an exposition was determined by the author's desire to replace a direct construction of T via an induction (which would be totally incomprehensible) by a "much smoother" forcing-type argument using a poset (P, ≤) and some dense subsets of it (which is much easier to follow than the direct inductive construction). We hope that, after discovering the technical complexity even of this "smooth" approach, the reader would fully agree with our judgement.
3. The algebraic structure of subgroups Q m π of Q m Definition 3.1. Given an integer s ∈ Z, we shall denote by ⌈s⌉ the subgroup sZ of Q.
We also refer the reader to Definition 2.8 for the notation Q π appearing in this section. A straightforward proof of the following lemma is left to the reader. Lemma 3.2. Let π ⊆ P and m ∈ N + . Then:
and the following conditions hold for every j = 1, 2, . . . , k:
In addition to the assumptions of item (A), suppose that the following condition holds for every j = 1, 2, . . . , k:
, where
Then l = 0.
Proof. First, we check item (A). (i) Let
, we obtain g j ∈ Q m π i . Since this holds for arbitrary j = 1, . . . , i, we conclude that {g 1 , . . . ,
We shall prove item (ii) using induction on k. Basis of induction. If k = 1, then the conclusion of item (ii) holds by (b 1 ). Inductive step. Let k ≥ 2 and suppose that item (ii) has already been proved for k − 1.
(iii). From this and (8), we obtain
Next, we check item (B). From (6) and (7), we get
Since Q m π 0 is a subgroup of Q m by Lemma 3.2 (i) and g ∈ Q m π 0 by our assumption, it follows that
Since J is a proper subset of the set {1, 2, . . . , k}, we can fix i ∈ {1, 2, . . . , k} \ J. From this and (9), we can find (10) x ∈ {g 1 , . . . , g i−1 } and y ∈ {g i+1 , . . . , g k }
by subitem (i) of item (A). Recalling the second inclusion in (10), we get y ∈ {g i+1 , . . . , g k } ∩ Q m π i . Now applying subitem (ii) of item (A), we conclude that y ∈ ⌈s⌉ m . Combining this with Lemma 3.2 (ii), we get y ∈ Q m π i−1 . From the first inclusion in (10) and subitem (i) of item (A), we get (11), one obtains lg i ∈ Q m π i−1 . Since l ∈ Z and |l| ≤ k, applying (c i ) with m = l, we get l = 0.
Wide subgroups of Q m
Our next definition gives a name to subgroups of Q m having the property from Question 2.7.
Lemma 4.2. Let G be a wide subgroup of Q m , π ∈ [P] <ω , k ∈ N \ {0} and s ∈ Z \ {0}. Then there exists g ∈ G such that:
∈ Q m π for every l ∈ Z \ {0} satisfying |l| ≤ k. Proof. Let ̟ be the set of all prime numbers not exceeding max{k, s}.
. . , h m ), where h 1 , . . . , h m ∈ Q. For every i = 1, . . . , m, let h i = a i /b i be the irreducible fraction with a i ∈ Z and b i ∈ N + .
Since h ∈ Q m π ′ , we can fix t ∈ {1, . . . , m} such that h t / ∈ Q π ′ . Since a t /b t is an irreducible representation of h t ∈ Q \ Q π ′ , we can fix p ∈ P \ π ′ dividing b t . Since ̟ ⊆ π ′ and p ∈ P \ π ′ , we have p ∈ P \ ̟. Since ̟ includes all prime numbers not exceeding max{k, s}, we conclude that (12) p > max{k, s}.
For every i = 1, . . . , m, let
Note that
as p divides b t by our choice of p. It follows from s ∈ N and (14) that
Since G is a group and h ∈ G, it follows that g = m 0 h ∈ G. Note that
We claim that g is the required element of G; that is, conditions (i) and (ii) are satisfied. Fix i = 1, . . . , m. It follows from (14) and (16) that
Claim 1. The right-hand side of (18) is the irreducible representation of m 0 h i .
Proof. If n i = 0, then p n i = 1, so sd i /1 is the irreducible representation of m 0 h i . Suppose now that n i ≥ 1. In this case, it suffices to check that neither s nor d i is divisible by p. The first statement follows from (12). Since n i ≥ 1, (13) implies that p divides b i . Since a i /b i is an irreducible fraction, p does not divide a i . By (14), each c j is not divisible by p. By (19), this means that p does not divide d i .
(i) By (17), in order to check (i), we need to show that m 0 h i ∩ Q π ⊆ sZ for every i = 1, . . . , m. Fix such an integer i. Let x ∈ m 0 h i ∩ Q π . Then x = lm 0 h i for some l ∈ Z. Since p / ∈ π, it follows from x ∈ Q π , Definition 2.8 and Claim 1 that p n i must divide l, so l = p n i l ′ for some l ′ ∈ Z. Therefore, x = lm 0 h i = l ′ sd i by (18). Since l ′ ∈ Z and d i ∈ Z by (19), we conclude that x ∈ ⌈s⌉. This implies m 0 h i ∩ Q π ⊆ ⌈s⌉.
(ii) By (17), in order to check (ii), it suffices to show that lm 0 h t / ∈ Q m π for every l ∈ Z \ {0} satisfying |l| ≤ k. Fix l satisfying these conditions. Since |l| ≤ k < p by (12), p does not divide l. Recalling Claim 1 and (18), we conclude that lsd t /p nt is the irreducible representation of lm 0 h t . Since p / ∈ π and n t ≥ 1 by (15), from this and Definition 2.8, we obtain that lm 0 h t ∈ Q π . Proof. The lemma is proved by finite induction on k ∈ N + based on Lemma 4.2.
The poset (P, ≤)
In this section we define a (technically rather involved) poset (P, ≤) which shall be used to construct a metric SSGP group topology T on the direct sum G ⊕ H of a wide subgroup of Q m for m ∈ N + and an arbitrary at most countable abelian group H. The definition of a poset itself does not require the group G is to be wide and the countability restriction on H is not essential, so we do not impose either of these two conditions in the next definition.
Definition 5.1. Let H be an abelian group. For a fixed m ∈ N + , consider the direct sum Q m ⊕ H. Furthermore, let G be a subgroup of Q m containing Z m . Then the sum G + H = G ⊕ H is direct.
(a) Let P be the set of all structures p =≪ π p , n p , {U p i : i ∈ n p + 1}, {s p i : i ∈ n p + 1} ≫ satisfying the following conditions:
we define q ≤ p if and only if the following conditions are satisfied:
A straightforward proof of the following lemma is left to the reader. Lemma 5.5. Given p ∈ P, g ∈ G ∩ Q m πp and h ∈ H with g + h = 0, one can find q ∈ P such that q ≤ p, n q = n p + 1 and g + h / ∈ U n q .
Proof. Let Finally, we define
Proof. According to Definition 5.1 (a), we have to check that the structure q satisfies conditions (1 q )-(8 q ). By our construction, conditions (1 q ), (2 q ), (3 q ) and (8 q ) hold. Let us check conditions (4 q )-(7 q ). Since conditions (4 p )-(7 p ) hold and
for every i ∈ n p + 1, it follows that conditions (4 q )-(6 q ) hold for each i ∈ n p + 1 = n q and condition (7 q ) holds for each i ∈ n p . Therefore, it remains only to check the following four conditions: The inequality q ≤ p is clear from our construction of q and Definition 5.1 (b). Finally, from (21) and (22), we get g + h / ∈ U n q .
Density lemmas
Definition 6.1. Let (P, ≤) be a poset. Recall that a set D ⊆ P is called: (i) dense in (P, ≤) provided that for every p ∈ P there exists q ∈ D such that q ≤ p;
(ii) downward-closed in (P, ≤) if for every p ∈ D and q ∈ P the inequality q ≤ p implies that q ∈ D.
The relation between these two notions is made apparent by the following straightforward lemma.
Lemma 6.2. If A, B ⊆ P are dense subsets of a poset (P, ≤) and A is downward-closed, then A ∩ B is dense in (P, ≤).
Lemma 6.3. For every n ∈ N, the set A n = {q ∈ P : n ≤ n q } is dense and downward-closed in (P, ≤).
Proof. Let n ∈ N and p ∈ P. If n ≤ n p , then p ∈ A n , so we shall assume from now on that n p < n.
This allows us to fix g ∈ G ∩ Q m π p with g = 0. Let h = 0. Then g + h = g = 0. Let q 0 = p. By finite induction on i = 1, . . . , k, we can use Lemma 5.5 to find q i ∈ P such that q i ≤ q i−1 and n q i = n q i−1 + 1 = n p + i. (Note that g and h play a "dummy role" in this argument; their sole purpose here is to make the assumptions of Lemma 5.5 satisfied.) Now
Finally, given p ∈ A n and q ∈ P such that q ≤ p, we have that n ≤ n p ≤ n q , thus showing that q ∈ A n and therefore, that A n is downward-closed.
Lemma 6.4. For every π ∈ [P] <ω , the set B π = {q ∈ P : π ⊆ π q } is dense in (P, ≤).
Proof. Let π ∈ [P] <ω and p ∈ P. Define
for every i ∈ n p + 1; and
A straightforward check using Definition 5.1 (a) shows that
From our definition of q and Definition 5.1 (b), one easily concludes that q ≤ p. Clearly, q ∈ B π . This shows that B π is dense in (P, ≤).
Lemma 6.5. The set C g+h = {q ∈ P : g + h ∈ (Q m π q + H) \ U q n q } is dense in (P, ≤) whenever g ∈ G, h ∈ H and g + h = 0.
Proof. Fix g ∈ G and h ∈ H such that g + h = 0. Let r ∈ P be arbitrary. Since g ∈ G ⊆ Q m , there exists π ∈ [P] <ω such that g ∈ Q m π . Since B π is dense in (P, ≤) by Lemma 6.4, there exists p ∈ B π such that p ≤ r. Now π ⊆ π p by definition of B π , so Q m π ⊆ Q m π p by Lemma 3.2 (iii). Since g ∈ Q m π , we also have g ∈ Q m π p . We have checked that g ∈ G ∩ Q m π p . Applying Lemma 5.5, we can find q ∈ P such that q ≤ p ≤ r and g + h / ∈ U n q . Since q ≤ p, we have
Since q ≤ r, this shows that C g+h is dense in (P, ≤). 
Proof. Let g ∈ G, h ∈ H and p ∈ P be arbitrary. By Lemma 6.4, we may assume, without loss of generality, that g ∈ Q π p . Define
Applying Lemma 4.3 to π 0 = π p and s = s p n p , we can find an increasing sequence (25)
of finite subsets of P and elements g 1 , . . . , g k ∈ G such that conditions (a j ), (b j ), (c j ) of Lemma 3.3 (in which we let s = s p n p ) hold for every j = 1, . . . , k. Define g 0 as in (7) . Since G is a subgroup of Q, g ∈ Q π 0 and (a j ) holds for every j = 1, . . . , k, it follows from (5) and (7) that
By finite reverse induction, we define
for every i = n p − 1, . . . , 0. Let n q = n p and s q i = s p i for every i ∈ n q + 1 = n p + 1. Claim 3. q =≪ π q , n q , {U q i : i ∈ n q + 1}, {s q i : i ∈ n q + 1} ≫∈ P. Proof. We need to check conditions (1 q )-(8 q ).
Conditions (1 q ), (2 q ) and (3 q ) are trivial. (4 q ) By (4 p ) and (28), 0 ∈ U
Since G is a subgroup of Q m , from this, g 1 , . . . , g k ∈ G and (27), it follows that U q n q = U q n p ⊆ G + H. Furthermore, (26) and (27) 
H is a subgroup of Q m + H, from this, (28) and finite reverse induction on i = n q , n q − 1, . . . , 0, one concludes that U q i ⊆ (G ∩ Q m π q ) + H for every i = n q + 1.
(5 q ) From (27) and (5 p ), we get −U n p = U n p . Starting with this and using (28), (5 p ) and finite reverse induction on i = n q , n q − 1, . . . , 0, one concludes that −U Proof. It follows from (27) that g 0 + h ∈ U q n q and g 1 , . . . , g k ∈ Cyc(U q n q ). Furthermore, g = g 0 + k i=1 g i by (7) . Thus,
Our final goal is to prove the inequality q ≤ p. Before establishing this, we need to check two auxiliary facts.
Proof. We need to check conditions (i 
Proof of Theorem 2.10
We shall need the following folklore lemma.
Lemma 7.1. If D is an at most countable family of dense subsets of a non-empty poset (P, ≤), then there exists an at most countable subset F of P such that (F, ≤) is a linearly ordered set and
Proof. Since the family D is at most countable, we can fix an enumeration D = {D n : n ∈ N + } of elements of D. Since P = ∅, there exists p 0 ∈ P. By induction on n ∈ N + , we can choose p n ∈ D n such that p n ≤ p n−1 ; this is possible because D n is dense in (P, ≤). Now F = {p n : n ∈ N + } is the desired subset of P.
Fix m ∈ N + and let G be a wide subgroup of Q m . Let H be a countable abelian group. We work in the direct sum Q m ⊕ H and consider its subgroup K = G + H. Clearly, the sum G + H = G ⊕ H is direct. Therefore, K can also be considered as the direct product G × H of G and H. This observation means that it suffices to find the required group topology T on the subgroup K = G + H of the direct sum Q m ⊕ H.
Let (P, ≤) be the poset from Definition 5.1 which uses our m ∈ N + , G and H as its parameters. As a subgroup of Q m , G is at most countable. Since H is at most countable as well, so is the sum K = G + H. Therefore, the family
of subsets of P is at most countable. Lst us check that all members of D are dense in (P, ≤). By Lemma 6.5, each C x for x ∈ K \ {0} is dense in (P, ≤). Let n ∈ N and x ∈ K. Since A n is dense and downward-closed in (P, ≤) by Lemma 6.3 and D x is dense in (P, ≤) by Lemma 6.6, from Lemma 6.2 we conclude that A n ∩ D x is dense in (P, ≤).
Apply Lemma 7.1 to find a countable set F ⊆ P such that (F, ≤) is a linearly ordered set and F ∩ D = ∅ for every D ∈ D. For every i ∈ N, define (36) U i = {U p i : p ∈ F and i ≤ n p }.
Our nearest goal is to show that the family (37) B = {U i : i ∈ N} is a neighbourhood base at 0 of a Hausdorff group topology T on K. The verification of this will be split into three claims.
Claim 8. n∈N U n = {0}.
Proof. Let n ∈ N be arbitrary. Since A n ∩ D 0 ∈ D by (35), there exists p ∈ A n ∩ D 0 ∩ F. Therefore, n ≤ n p by the definition of A n . Now 0 ∈ U p n by the condition (4 p ) imposed on P. Since p ∈ F and n ≤ n p , it follows from (36) that U p n ⊆ U n . This shows that 0 ∈ U n . Since n ∈ N was chosen arbitrarily, we conclude that 0 ∈ n∈N U n .
To prove the reverse inclusion n∈N U n ⊆ {0}, we choose x ∈ K \ {0} arbitrarily and show that x / ∈ n∈N U n . Since C x ∈ D by (35), our choice of F allows us to fix p ∈ C x ∩ F. Then . Therefore, x, y ∈ U q i+1 . Since i + 1 ≤ n q , we have x + y ∈ U q i+1 + U q i+1 ⊆ U q i by (7 q ). Then x + y ∈ U i by (36). This shows that U i+1 + U i+1 ⊆ U i , as desired.
Claim 10. The family B as in (37) is a neighbourhood base at 0 of some Hausdorff group topology T on G.
Proof. It easily follows from Claims 8 and 9 that U m ⊆ U n whenever n, m ∈ N and n ≤ m. Combined with (37), this implies that B is a filter base. By (37) and Claim 9, B has the following two properties.
• For every U ∈ B there exists V ∈ B such that V + V ⊆ U ; and • For every U ∈ B there exists V ∈ B such that −V ⊆ U . Proof. We are going to check that (K, T ) has the property (ii) from Proposition 1.7.
Let W be a neighbourhood of 0 in (K, T ). By Claim 10, there exists i ∈ N such that U i ⊆ W . Take an arbitrary x ∈ K. Since A i ∩ D x ∈ D, there exists q ∈ F ∩ A i ∩ D x . Since q ∈ D x , we can find k ∈ N such that (39)
x ∈ U q nq + Cyc(U q nq ) k .
Since q ∈ A i , we have i ≤ n q , so U Combining (39) and (40), we conclude that x ∈ k∈N + W + Cyc(W ) k . Since this inclusion holds for every x ∈ K, we get K ⊆ k∈N + W + Cyc(W ) k . The converse inclusion is clear.
Since (K, T ) is Hausdorff and has a countable base at 0 by Claim 10, it is metrizable. Being countable, (K, T ) is also separable.
