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FDM Simulation of Seismic Waves, Ocean Acoustic Waves, and Tsunamis Based
on Tsunami-Coupled Equations of Motion
TAKUTO MAEDA1,2 and TAKASHI FURUMURA1,2
Abstract—We have developed a new, unified modeling tech-
nique for the total simulation of seismic waves, ocean acoustic
waves, and tsunamis resulting from earthquakes, based on a finite
difference method simulation of the 3D equations of motion. Using
the equilibrium between the pressure gradient and gravity in these
equations, tsunami propagation is naturally incorporated in the
simulation based on the equations of motion. The performance of
the parallel computation for the newly developed tsunami-coupled
equations using a domain partitioning procedure shows a high
efficiency coefficient with a large number of CPU cores. The
simulation results show how the near-field term associated with
seismic waves produced by shallow earthquakes leads to a per-
manent coseismic deformation of the ground surface, which gives
rise to the initial tsunami on the sea surface. Propagation of the
tsunami along the sea surface as a gravity wave, and ocean acoustic
waves in seawater with high-frequency multiple P-wave reflections
between the free surface and sea bottom, are also clearly demon-
strated by the present simulations. We find a good agreement in the
tsunami waveform between our results and those obtained by other
simulations based on an analytical model and the Navier–Stokes
equations, demonstrating the effectiveness of the tsunami-coupling
simulation model. Based on this simulation, we show that the ratio
of the amplitude of ocean acoustic waves to the height of the
tsunami, both of which are produced by the earthquake, strongly
depends on the rise time of the earthquake rupture. This ratio can
be used to obtain a more detailed understanding of the source
rupture processes of subduction zone earthquakes, and for imple-
menting an improved tsunami alert system for slow tsunami
earthquakes.
Key words: Dynamic coupling, finite difference method,
numerical simulation, parallel computing, seismic wave, tsunami,
ocean acoustic wave.
1. Introduction
As seismic waves generated from an earthquake
source propagate, coseismic deformation occurs on
the ground surface. In particular, when earthquakes
occur beneath the ocean, the upheaval or submer-
gence of the sea bottom causes a seawater change that
propagates as a tsunami. A systematic and unified
treatment of earthquake-induced phenomena, such as
seismic waves, coseismic ground deformation, and
ocean acoustic waves, is important for a more
detailed understanding of the source process of sub-
duction zone earthquakes. The recent deployment of
ocean-bottom cable systems equipped with pressure
sensors and seismometers (e.g., MATSUMOTO and
KANEDA 2009) can detect very small amplitude sea
height changes of 0.5 mm (HINO et al. 2001). Because
offshore tsunami observation is not affected by the
complex reflection of the tsunami from irregular
coastlines, it is a very effective method of studying
high-resolution source-rupture models of offshore
earthquakes (e.g., SAITO et al. 2010; MAEDA et al.
2011).
Additionally, it is well recognized that part of the
seismic wave energy radiated from an earthquake
source is converted to ocean acoustic waves as
P-waves in the fluid at the ocean bottom. These
waves propagate as T-waves for long distances within
the low-velocity SOFAR (Sound Fixing and Rang-
ing) channel at depths ranging from 1,500 to 3,000 m
(e.g., OKAL 2008). Recent data from offshore pressure
sensors for subduction zone earthquakes clearly
captured such high-frequency ocean acoustic waves
in addition to tsunamis. In addition, the DC offset of
the sea bottom pressure sensors contains a coseismic
elevation of the sea surface due to the earthquake.
These broadband measurements from high-frequency
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ocean acoustic waves to coseismic changes including
tsunamis have great potential for resolving the details
of earthquake rupture processes, and are therefore
important for improving tsunami disaster mitigation.
However, most of the current tsunami simulations
are conducted separately from ground motion and
coseismic ground deformation simulations. The ini-
tial height of the tsunami on the sea surface is often
considered to be identical to the sea bottom elevation,
and is assumed to be a static sea surface elevation,
even though the ground deformation is a time-
dependent process that includes the radiation and
propagation of high-frequency seismic waves. For a
complete understanding of the tsunami generation
process associated with fault ruptures in the solid
earth, COMER (1984) studied the coupling between the
ocean and an elastic medium based on normal-mode
theory, and succeeded in deriving the tsunami mode
by assuming an incompressible ocean above an
elastic half space. NOVIKOVA et al. (2002) extended
this approach using a layered structure model to study
the effect of a low-velocity sediment layer on the
generation of tsunamis. However, the application of
their normal-mode approach is restricted to long-
period surface waves, without fully taking into
account high-frequency ocean acoustic waves or
body waves.
Simulations of relatively short-period tsunamis in
regions with heterogeneous bathymetry due to a
dynamic rupture process were first conducted by
OHMACHI et al. (2001), based on the Navier–Stokes
equations under the incompressible water assump-
tion. As model input, they used the sea bottom to
have a time-dependent oscillation to include ocean
acoustic waves. NOSOV and KOLESOV (2007) simulated
acoustic waves associated with the 2003 Tokachi
earthquake based on equations describing compress-
ible water flow, and succeeded in synthesizing the
data recorded by sea-bottom tsunami pressure gauges
during the earthquake. FURUMURA and SAITO (2009)
developed an integrated approach in which ground
motion and coseismic ground deformation were cal-
culated by a 3D finite difference method (FDM)
simulation; these were then used as the input for
tsunami modeling based on the 3D Navier–Stokes
equations. In these simulations, although ground
motion was considered as the driving force for
tsunami generation, dynamic solid–liquid coupling at
the sea bottom was not taken into account.
In the present paper, we propose an alternative
approach to the traditional ground motion and tsu-
nami simulations mentioned above for a total
understanding of seismic waves, coseismic ground
deformation, ocean acoustic waves, and tsunamis.
The method is based on simulations using 3D equa-
tions of motion, including the effects of gravity. In
the following, we first derive these tsunami-coupled
equations of motion by incorporating gravity into the
linear elastic theory. We then describe the numerical
techniques of the boundary conditions and of the
efficient parallel computation procedures for large-
scale 3D simulations. Verification of the simulations
is performed by comparison of the simulated tsunami
waveforms with those derived from the Navier–
Stokes equations. Finally, we present simulation
results that demonstrate that the development of
ocean acoustic waves and tsunamis is significantly
influenced by the rise time of the source.
2. Numerical Simulation of Tsunami-Coupled
Equations of Motion
2.1. Governing Equations
We consider an isotropic elastic medium (hereaf-
ter called the elastic medium) overlaid by a fluid
column, as illustrated in Fig. 1. The 3D equations of
motion in the inhomogeneous medium in the pres-
ence of a gravity field can be written as follows:
q
ovx
ot
þ v  rvxð Þ
 
¼ orxx
ox
þ orxy
oy
þ orxz
oz
q
ovy
ot
þ v  rvy
   ¼ oryx
ox
þ oryy
oy
þ oryz
oz
q
ovz
ot
þ v  rvzð Þ
 
¼ orzx
ox
þ orzy
oy
þ orzz
oz
þ qg0;
ð1Þ
where vx; vy; vz are the velocity components in the x,
y, and z directions, q is the mass density, rij is the
(i,j)-th component of the stress tensor in the elastic
medium, and g0 ¼ 9:8 N/kg is the gravitational
acceleration, which is assumed to be constant. We
assume that the z-axis is positive in the downward
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direction, and z = 0 represents the sea surface. Time
variations of the stress tensor components are related
to the spatial derivatives of the velocity components
through the constitutive equations of the elastic
medium as:
orxx
ot
¼ kþ 2lð Þ ovx
ox
þ k ovy
oy
þ ovz
oz
 
oryy
ot
¼ kþ 2lð Þ ovy
oy
þ k ovx
ox
þ ovz
oz
 
orzz
ot
¼ kþ 2lð Þ ovz
oz
þ k ovx
ox
þ ovy
oy
 
;
orxy
ot
¼ l ovx
oy
þ ovy
ox
 
oryz
ot
¼ l ovy
oz
þ ovz
oy
 
orxz
ot
¼ l ovx
oz
þ ovz
ox
 
ð2Þ
where k and l are the Lame´ constants, which are
related to the P- and S-wave velocities as vP ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kþ 2lð Þ=qp and vS ¼ ffiffiffiffiffiffiffiffil=qp ; respectively. In an
isotropic medium, the non-diagonal components of
stress show symmetric behavior, i.e., rij ¼ rji:
The nonlinear advection term [the second term on
the left-hand side of (1)] is necessary for evaluating
large-scale fluid motion. However, this term can be
negligibly small when simulating offshore tsunamis
(e.g., SAITO and FURUMURA 2009). Therefore, we omit
this term in order to stabilize the simulation using
linear equations. In the present model, the fluid
column is naturally represented as an elastic medium
with rigidity of l ¼ 0 (e.g., LANDAU and LIFSHITZ
1959). Thus, in the fluid column, all shear stress
components become zero.
For the real earth, the normal stress component,
which corresponds to the pressure, increases linearly
with depth, and its derivative with respect to depth is
canceled out by the gravity force. However, in the 3D
simulation of the Cartesian coordinate system, the
gravity force is constant and one-sided. Accordingly,
the vertical gravity force acting over the whole model
keeps increasing the velocity in the vertical direction
at each numerical grid point, leading to instability
with increasing time. To avoid this numerical prob-
lem, we use an explicit equilibrium relationship
between the pressure gradient and gravity in our
formulation. Thus, we decompose the normal stress
component into a quasi-static pressure p that obeys an
equilibrium condition, and a dynamic part rDii that
consists of seismic waves, as rii ¼ rDii  p. The
quasi-static pressure obeys the equilibrium relation:
op
oz
¼ qg0: ð3Þ
Additionally, we consider tsunamis with a finite
height on the sea surface. As the bulk modulus of the
fluid column is usually much smaller than that of
the elastic column, the amplitude of the tsunami on
the sea surface is usually larger than that of the
ground motion. Thus, we explicitly set a finite change
in sea height g x; y; tð Þ   Rt
0
vz x; y; z ¼ 0; t0ð Þdt0
which is defined as being positive in the upward
direction from the sea surface at z = 0 (Fig. 1). This
sea height change g x; y; tð Þ can be treated as the
tsunami height (e.g., SAITO and FURUMURA 2009). By
integrating (3) with respect to depth from the sea
surface to some depth z, we obtain the pressure p at z as
p x; y; z; tð Þ ¼ p0 þ
Zz
g x;y;tð Þ
qg0dz; ð4Þ
where p0 is the atmospheric air pressure, which is
assumed to be constant. By assuming that the spatial
gravity g0, air pressure p0
sea surface
sea bottom
fluid column
elastic medium
(µ=0, ρ=ρ w)
(λ, µ, ρ)
 z=−η(x,y)
sea height
z (depth)
x
y
Figure 1
Schematic illustration of model geometry and coordinate system
used in this study
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derivative of the density q is negligibly small, the
spatial derivative of pressure can be obtained as
op
ox
¼  og
ox
q x; y;gð Þg0 
Zz
g x;y;tð Þ
oq
ox
g0dz
0
ffi  og
ox
q x; y;gð Þg0; ð5Þ
in, for example, the x-direction. In what follows, we
denote the mass density at z ¼ g as the seawater
density qw ¼ 1:0 g/cm3
	 

; which is assumed to be
constant.
Substituting (3) and (5) into (1), we obtain the
tsunami-coupled equations of motion as:
q
ovx
ot
¼ or
D
xx
ox
þ orxy
oy
þ orxz
oz
 qwg0
og
ox
q
ovy
ot
¼ oryx
ox
þ or
D
yy
oy
þ oryz
oz
 qwg0
og
oy
q
ovz
ot
¼ orzx
ox
þ orzy
oy
þ or
D
zz
oz
:
ð6Þ
These can be used to simultaneously describe the
generation and propagation of seismic waves, includ-
ing ocean acoustic waves, coseismic ground
deformation, and tsunamis. Hereafter, we refer to
these equations as the tsunami-coupled equations of
motion.
In (6), the vertical component of the body force
due to gravity in (1) disappears, as this term is
canceled out by introducing the equilibrium condition
in (3). Instead, it is replaced by the horizontal spatial
derivative of the sea height g x; y; tð Þ: This term acts
as the driving force for tsunamis due to gravity, and
we hereafter refer to it as the tsunami term.
Without the tsunami term, (6) has the same form
as the standard equations of motion that have been
used in FDM simulations of seismic wave propaga-
tion. Therefore, we can make full use of the
traditional numerical techniques that have long been
developed for the FDM simulation of seismic wave
propagation, such as the implementation of free-
surface boundary conditions, suitable absorbing
boundary conditions, and efficient parallel computing
procedures, for conducting the numerical simulation
of the tsunami-coupled equations. The stability
conditions of the FDM simulation are defined by
the grid size and time increment relative to the
wavelength of the seismic waves, and the propagation
speed of these waves as a function of the strength of
the numerical dispersion. The computational require-
ments of such simulations have already been studied
in detail (e.g., LEVANDER 1988; MOCZO et al. 2007).
In this computation, the tsunami terms in (6) are
applied to all grid points of the computational model
of seawater and the elastic medium. However, the
effect of the tsunami term might be very small for an
elastic medium with larger density than the seawater.
In our method, the propagation of the tsunami is
naturally treated in the FDM simulation as a sort of
surface wave propagating along the sea surface as a
gravity wave. Unlike the conventional 2D tsunami
simulations based on a long wavelength, a shallow-
water approximation of our 3D tsunami simulation
can simulate the properties of the dispersed tsunami
waveforms, which are important in the study of long-
time tsunami propagation across a deep sea.
The limitation of the 3D tsunami simulation is
that it requires huge computational resources to
model large areas, including both the source region
and the coast, with a small grid size to model
irregular shorelines and sea-bottom topography at
high resolution. At present, our 3D tsunami simula-
tion can be applied to the representation of offshore
tsunami records, such as those obtained at ocean-
bottom tsunami sensors, rather than for simulating
coastal tsunami records (e.g., SAITO and FURUMURA
2009). To obtain such onshore tsunami waveforms,
we need other tsunami simulation technique, such as
employing a multi-scale grid scheme to treat irregular
structures of the coastlines (e.g., IMAI et al. 2010;
FURUMURA et al. 2011).
2.2. Numerical Simulation of Tsunami-Coupled
Equations of Motion
2.2.1 Staggered-Grid Finite Difference Simulation
We conduct FDM simulations to simultaneously
solve the 3D tsunami-coupled equations proposed
here for modeling seismic waves, ocean acoustic
waves, ground deformation, and tsunamis. In this
calculation, we utilized a standard staggered-grid
FDM scheme with fourth-order accuracy in space and
second-order accuracy in time (e.g., LEVANDER 1988;
T. Maeda, T. Furumura Pure Appl. Geophys.
MOCZO et al. 2007). The stencils of the staggered-grid
model are shown in Fig. 2. Of course, there is no
theoretical restriction on using higher-order schemes
(e.g., FURUMURA and CHEN 2005). A parallel comput-
ing method based on a domain-partitioning procedure
is applied for this large scale simulation in 3D media.
We note that the characteristic wavelengths of the
tsunami are much larger than those of seismic waves.
Therefore, the strength of the numerical dispersion
and the stability of the FDM are controlled by the
elastic wave speeds, rather than the tsunami wave
speeds, in the simulation model.
2.2.2 Boundary Conditions at the Fluid–Solid
Interface and Free Surface
As the FDM simulations naturally incorporate conti-
nuity of the velocity or stress field across the numerical
grid, and boundary conditions are not explicitly
applied to the grid points, a special treatment of the
sea bottom is necessary. At the fluid–solid interface,
the horizontal velocity may not be continuous across
the boundary, so that the continuity condition in the
FDM model may give rise to considerable numerical
errors (e.g., NAKAMURA et al. 2011). We, therefore,
incorporate the fluid–solid boundary condition at the
sea bottom proposed by OKAMOTO and TAKENAKA
(2005), where discontinuity of the wavefield between
the elastic medium and the fluid column is introduced
by using a reduced-order FDM scheme.
The x–z grid configuration near the free surface is
shown in Fig. 2b. We set the shear stress components
at the boundary to be zero. Additionally, a similar
free-surface boundary condition is applied at hori-
zontal and vertical interfaces resulting from complex
topography and/or bathymetry in the FDM model.
We now briefly summarize the procedure of imple-
menting the free-surface and solid–liquid boundary
conditions proposed by OKAMOTO and TAKENAKA
(2005), which are applied to the liquid/solid interface.
TAKENAKA et al. (2009) showed that the same condition
can also be applied as a free-surface condition at the
solid/air interface. For simplicity, we explain the free-
surface boundary condition in a 2D model of an x–z
plane (Fig. 2b), but note that an extension to the y–z
plane for 3D simulations is straightforward.
We assume a free surface boundary located at the
depth grid k = KFS. The zero-stress boundary con-
dition for the shear stress component of rxz is
introduced at the free surface as:
rxz i; j; k ¼ KFSð Þ ¼ 0: ð7Þ
The calculation of the spatial derivatives of the
velocity component just above and below the free
Ocean column
k=KFS
k=KFS+1
k=KFS+2
Free Surface
Air column x
z
σxx ,σyy ,σzz
σxy
vx
vz ,η
Δz
Δx
x
z
y
σyz
σxz
vy
(a) (b)
Figure 2
a 3D layout of staggered-grid FDM model used in the present study. Symbol notation is shown on the right-hand side. b Vertical slice of x–
z section of the staggered-grid model near free surface grid points (k = KFS). Free surface and ocean bottom are located at the bottom of the
staggered-grid configuration
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surface are performed using a second-order FDM,
instead of the fourth-order FDM, as:
ovx
oz
i; j; k ¼ KFS þ 1ð Þ
¼ vx i; j; KFS þ 2ð Þ  vx i; j; KFS þ 1ð Þ
Dz
ovx
oz
i; j; k ¼ KFS  1ð Þ
¼ vx i; j; KFSð Þ  vx i; j; KFS  1ð Þ
Dz
:
ð8Þ
This is because vx may be discontinuous at the
boundary. In the second-order scheme of (8), the
stencils of the derivatives above and below KFS do not
overlap the surface boundary grid at KFS. We note that
the derivative ovx=oz at the boundary grid k ¼ KFS
does not need to be evaluated because of the zero-
shear-stress condition (7). For the same reason, the
derivatives of the stress components across the free
surface are also examined by a second-order FDM as:
orzz
oz
i; j; k ¼ KFS þ 1ð Þ
¼ rzz i; j; KFS þ 2ð Þ  rzz i; j; KFS þ 1ð Þ
Dz
orzz
oz
i; j; k ¼ KFSð Þ
¼ rzz i; j; KFS þ 1ð Þ  rzz i; j; KFSð Þ
Dz
orzz
oz
i; j; k ¼ KFS  1ð Þ
¼ rzz i; j; KFSð Þ  rzz i; j; KFS  1ð Þ
Dz
orxz
oz
i; j; k ¼ KFS þ 1ð Þ
¼ rxz i; j; KFS þ 1ð Þ  0
Dz
orxz
oz
i; j; k ¼ KFSð Þ
¼ 0  rxz i; j; KFS  1ð Þ
Dz
ð9Þ
In this scheme, the horizontal component of
velocity vx does not need to be continuous across
the interface because we use the second-order FDM
to calculate vx near to the solid–liquid interface.
Calculation of the derivative at k = KFS-1 may not
be required for calculating the free-surface boundary
condition, but it is necessary for evaluating the
boundary condition of a solid–liquid interface.
These sorts of boundary conditions across the
solid/liquid or solid/air interface can also be applied
for a vertically aligned interface. In this case, the
derivatives of the stress components with respect to x
are also evaluated using the second-order FDM
scheme mentioned above. By combining the hori-
zontal and vertical interfaces, irregular surface and
seafloor topographies can be implemented in the
FDM simulation at the grid-size resolution (e.g.,
HAYASHI et al. 2001).
2.2.3 Nonreflecting Absorbing Boundary Condition
To avoid artificial reflections from model boundaries,
we adopt an efficient boundary condition based on the
perfectly matched layer (PML) condition. This is an
attractive alternative to the conventional absorbing
conditions, such as those based on gradual wavefield
damping (CERJAN et al. 1985) or one-way wave
equations (e.g., CLAYTON and ENGQUIST 1977), that have
recently been applied for FDM modeling of seismic
waves (e.g., MARCINKOVICH and OLSEN 2003; FESTA and
NIELSEN 2003; KOMATITSCH and MARTIN 2007; KRISTEK
et al. 2009). It was found that the above mentioned
traditional absorbing conditions are unsuitable for the
present simulations based on the tsunami-coupled
equations of motion, since they involve broadband
waves including short-period seismic waves, long-
period tsunami waveforms, and long-wavelength
coseismic displacements. For this type of broadband
FDM simulation, we found that the PML condition is
very effective in reducing artificial reflections of the
different types of waves from model boundaries.
The PML boundary condition for elastic waves
splits the velocity vector and the stress tensor in the
equations of motion into three terms corresponding to
each of the derivative directions. The components in
the direction perpendicular to the boundary are then
attenuated using an attenuation function in a stretched
coordinate system (CHEW and LIU 1996), whereas
those parallel to the boundary are not attenuated. We
modify the PML equations for the FDM simulation of
seismic waves (e.g., MOCZO et al. 2007) to include the
tsunami term as:
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q axot þ Xxð Þv xð Þx ¼
o
ox
rDxx  qg0g
 
q ayot þ Xy
 
v yð Þx ¼
orxy
oy
q azot þ Xzð Þv zð Þx ¼
orxz
oz
q axot þ Xxð Þv xð Þy ¼
oryx
ox
q ayot þ Xy
 
v yð Þy ¼
o
oy
rDyy  qg0g
 
q azot þ Xzð Þv zð Þy ¼
oryz
oz
q axot þ Xxð Þv xð Þz ¼
orzx
ox
q ayot þ Xy
 
v yð Þz ¼
orzy
oy
q azot þ Xzð Þv zð Þz ¼
orDzz
oz
; ð10Þ
where vx ¼ v xð Þx þ v yð Þx þ v zð Þx ; vy ¼ v xð Þx þ v yð Þy þ v zð Þy ;
and vz ¼ v xð Þz þ v yð Þz þ v zð Þz ; ac and Xc ðc ¼ x; y; zÞ are
so-called PML profiles, which control the wave
attenuation in the PML region. In the case of ac ¼ 1
and Xc ¼ 0; (10) coincides with the tsunami-coupled
equation (6) after the summation of split variables.
We note that the tsunami term is included in the
equations for v xð Þx and v
yð Þ
y : To update the stress
components, (2) is decomposed in the same manner.
In the present study, we used the PML procedure with
the staggered-grid coordinate system of MARCINKO-
VICH and OLSEN (2003) and the PML profiles proposed
by MOCZO et al. (2007) as:
a cð Þ dð Þ ¼ 1 þ 0:075
2
1 þ sin NP=2  d þ 1
NP
p
  2:8
X cð Þ dð Þ ¼ 0:455Dt 1 þ sin
NP=2  d þ 1
NP
p
  2:8
;
ð11Þ
where Np is the grid thickness of the PML domain
(typically ranging from 10 to 20), and d is the dis-
tance from the PML interface between the regular
and PML domains, respectively.
2.2.4 Time Integration in the FDM Calculations
In the staggered-grid FDM calculations, the stress
components at the next time step t þ Dt=2 are
evaluated explicitly by integrating the time derivative
of the stress component (2) with time increment Dt:
For example, the stress components rxx and rxy at
t þ Dt=2 are evaluated as
rxx t þ Dt=2ð Þ ¼ rxx t  Dt=2ð Þ
þ kþ 2lð Þ ovx tð Þ
ox
þ k ovy tð Þ
oy
þ ovz tð Þ
oz
  
Dt
rxy t þ Dt=2ð Þ ¼ rxy t  Dt=2ð Þ
þ l ovx tð Þ
oy
þ ovy tð Þ
ox
 
Dt:
ð12Þ
The spatial derivatives of the velocity components
are evaluated using a fourth-order finite difference
scheme (LEVANDER 1988). The velocity components
at the next time step t þ Dt can be evaluated in the
same manner. The horizontal components of velocity,
including tsunami terms, are discretized and inte-
grated as:
vx t þ Dtð Þ ¼ vx tð Þ
þ 1
qx
orDxx t þ Dt=2ð Þ
ox
þ orxy t þ Dt=2ð Þ
oy
þ orxz t þ Dt=2ð Þ
oz
 
Dt
 qw
qx
og t þ Dt=2ð Þ
ox
Dt
vy t þ Dtð Þ ¼ vy tð Þ
þ 1
qy
oryx t þ Dt=2ð Þ
ox
þ or
D
yy t þ Dt=2ð Þ
oy
þ oryz t þ Dt=2ð Þ
oz
 !
Dt
 qw
qy
og t þ Dt=2ð Þ
oy
Dt
vz t þ Dtð Þ ¼ vz tð Þ
þ 1
qz
orzx t þ Dt=2ð Þ
ox
þ orzy t þ Dt=2ð Þ
oy
þ or
D
zz t þ Dt=2ð Þ
oz
 
Dt
ð13Þ
where qx; qy; qz are arithmetic averages of the den-
sity along the x-, y-, and z-directions, respectively
(e.g., MOCZO et al. 2007). This averaging process is
required to give a correct free-surface boundary
condition (OKAMOTO and TAKENAKA 2005).
At the sea surface, the sea height g can be
obtained by integrating the vertical component of
velocity at the sea surface above the point of
evaluation vz t; z ¼ 0ð Þ with respect to time, as
g t þ Dt=2ð Þ ¼ g t  Dt=2ð Þ  vz t; z ¼ 0ð ÞDt; and then
the derivatives with respect to space may be evalu-
ated by the FDM. However, we directly evaluate the
derivatives of g; rather than the sea height itself, as
the following integration with respect to time:
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og tþDt=2ð Þ
ox
¼ og tDt=2ð Þ
ox
þovz t;z¼ 0ð Þ
ox
Dt
og tþDt=2ð Þ
oy
¼ og tDt=2ð Þ
oy
þovz t;z¼ 0ð Þ
oy
Dt
: ð14Þ
As ovz=ox and ovz=oy have already been evalu-
ated for the computation of stress using (12), we may
reuse them to evaluate the tsunami terms in order to
reduce the computational load. We note that the sea
height g is defined only on the horizontal x–y plane of
the sea surface. Therefore, (14) is evaluated only on
the sea-surface grid, and is used to update the
horizontal velocity components in (13) for all grid
points deeper than the sea surface at the same
horizontal location. As the derivatives of g with
respect to x or y are evaluated at the same horizontal
location as the horizontal velocity components (see
Fig. 2b), the tsunami term in (14) can be calculated in
the 3D FDM simulation of the staggered-grid coor-
dinate system.
2.3. Parallel Computation
For large-scale 3D FDM simulations, we partition
the 3D model to allow parallel simulation on a large
number of processors. This partitioning produces
equal sized regions with some degree of overlap
between them, and each is assigned to a separate
processor or processor core. Computations are con-
ducted concurrently at each processor, with inter-
processor communication between neighbors to
update the wavefield in the overlapped zone using
the Message Passing Interface (MPI). We assign a
two-grid-point overlap for the velocity and stress
components to carry out fourth-order FDM calcula-
tions across the boundaries. The above procedure for
the domain-partitioned parallelism is equivalent to
that used for seismic wave propagation simulations
(e.g., FURUMURA and CHEN 2005) and tsunami propa-
gation simulations (SAITO and FURUMURA 2009), except
that the tsunami terms og=ox and og=oy, calculated in
the uppermost column of the partitioned domain,
should be transferred to all lower subdomains. To do
this, we use a collective MPI communication function
to send the current values of the tsunami terms
downward from the uppermost domain to all subdo-
mains during each time step (see Fig. 3).
The parallel performance for the present simu-
lation is shown in Fig. 4 in the form of
computational speed as a function of the number
of processor cores. The grid size of the 3D model
used in this experiment was 512 9 512 9 256, and
the computational speed was evaluated on a
HA8000 parallel computer at the Information
Technology Center of the University of Tokyo,
which has four quad-core AMD Opteron processors
with a clock speed of 2.2 GHz at each node (i.e.,
16 cores at each node). In this experiment, we
applied the same parallelization procedure for inter-
processor, inter-node, and intra-node communica-
tions using the MPI, which is often referred to as
the flat-MPI or pure-MPI parallel procedure. We
assume that a ratio a of the overall FDM simula-
tion can be parallelized by concurrent simulation
using n processors, and the remaining 1-a is
conducted sequentially by a single processor. In
this case, the total computation time for n proces-
sors is proportional to a=n þ 1  að Þ. Therefore, the
relative speedup An for parallel computing using n
processors compared to n0 processors can be
defined as:
An  Tn0
Tn
¼ a=n0 þ 1  að Þ
a=n þ 1  að Þ ; ð15Þ
where Tn and Tn0 denote the computational times for
parallel computing using n and n0 processor cores,
respectively. If a program is perfectly parallelized
ða ¼ 100%Þ; An increases linearly with the number
of processors. However, the non-parallelized portion
(1-a) of the program may be an obstacle to speedup,
particularly for larger values of n. Figure 4 shows the
speedup results using 32–4,096 processor cores
compared to 16 cores (n0 ¼ 16). Good parallel per-
formance with almost linear speedup can be seen for
16–128 cores, but the growth gradually stops above
256 cores. This is probably due to over-partitioning
of the small FDM model. In this experiment, the
parallelization ratio is estimated to be a = 99.839%
using (10), which appears to be slightly worse than
that for other parallel FDM seismic wave simulations
(FURUMURA and CHEN 2005). This is probably due to
the additional overhead due to collective communi-
cation in the present simulations.
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3. Numerical Examples
3.1. 2D Simulation of Tsunami Generation
and Propagation
We next conducted FDM simulations using the
tsunami-coupled equations of motion including the
tsunami term to demonstrate the generation and
propagation of seismic waves, ocean acoustic waves,
and tsunamis caused by the deformation of the sea
bottom during an earthquake.
In the first experiment, we assumed a homoge-
neous 2D elastic medium with P- and S-wave
velocities of 5 and 3 km/s, respectively, and a density
of 2.7 g/cm3, which is covered by a 5 km thick water
layer. The water column has a P-wave velocity of
1.5 km/s and a mass density of 1.0 g/cm3, whereas
the S-wave velocity is set to zero. The area of the 2D
simulation model is discretized by a grid with a
0.1 km spacing, and the time increment of the FDM
simulation is set to Dt = 0.005 s to satisfy the CFL
stability condition.
y
x
z
MPI node-to-node communication
Collective communication of
tsunami-term η/ x
Figure 3
Schematic illustration of domain-partitioning parallel computing with MPI message passing between subregions (arrows). Gray areas indicate
overlap between subdomains
10−1
100
101
102
103
R
el
at
iv
e 
Sp
ee
du
p 
Ra
tio
100 101 102 103 104
Number of Cores
α=99.839%
α=
10
0%
Figure 4
Speedup by parallel computing relative to 16-core computation.
Closed circles show the relative speedup ratio and solid curve
illustrates the fit of the expected speedup rate for a parallelization
ratio a ¼ 99.839%. Ideal speedup (a ¼ 100%) is shown by
dashed line
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A seismic double-couple line source with a
dipping fault mechanism (dip, rake) = (45, 90) is
placed 10 km below the sea bottom (15 km below the
sea surface). The source is implemented in the FDM
grid by means of equivalent body forces on staggered
grids (e.g., GRAVES 1996), and we adopt a source time
function _M tð Þ represented by the normalized single-
cycle Ku¨pper wavelet (e.g., MAVROEIDIS and PAPA-
GEORGIOU 2003):
_M tð Þ  9pM0
16T0
sin
pt
T0
 
 1
3
sin
3pt
T0
  
for 0 t T0;
ð16Þ
where T0 is the characteristic source duration time
and M0 is the seismic moment. In this simulation, we
set T0 ¼ 2 s and M0 = 1014 Nm, respectively.
Figure 5 illustrates snapshots of the displacement
wavefield derived from the simulation at times of
P wave
S wave
ocean-acoustic  P wave
elastic medium
fluid column
tsunami
(a) t = 6 s
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(c) t = 50 s
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Figure 5
Snapshots of displacement wavefield derived from 2D numerical simulation, illustrating amplitudes of horizontal and vertical components in
the elastic medium and fluid column. The horizontal component displacement is shown in red in the elastic medium and blue in the fluid
column, while the vertical component is shown by green in whole medium. These colors are blended according to the amplitude ratio between
horizontal and vertical components at each pixel
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t = 6, 20, 50, and 200 s after the onset of the
earthquake. The horizontal displacement is shown in
red and the vertical displacement in green in the
elastic column, whereas blue and green are used in
the water column to indicate vertical and horizontal
displacements, respectively. At t = 6 s, seismic
P- and S-waves are radiating from the double-couple
source and are spreading in the elastic medium. As
the seismic waves enter the water column, they are
converted to ocean acoustic waves. As time passes,
the seismic waves propagate away from the source
region, and permanent ground deformation derived
from the near-field term remains around the hypo-
center. At t = 50 s, we find a large, vertical
component of ground deformation above and below
the source, and horizontal ground deformation to the
right and left of the source, indicating a four-lobe
pattern of permanent coseismic deformation. We note
that the vertical component of the ground deforma-
tion extends to the water column above the source,
pushing up seawater to produce the tsunami. In the
last snapshot (t = 200 s), large-amplitude, elongated
horizontal displacement of the water layer is
observed, corresponding to the tsunami. We note
that this displacement does not extend to the elastic
medium because of the appropriate boundary condi-
tion at the liquid/solid interface. The vertical
coseismic displacement in the water column near
the epicenter disappears, due to the equilibrium
between gravity and the pressure gradient.
If we omit the tsunami term or set gravity to be zero,
a stable coseismic deformation develops in both the
elastic medium and the water layer. Figure 6 illustrates
the vertical displacement of the sea surface (solid line)
and sea bottom (dashed line) derived from the present
simulation without the tsunami terms. The deformed
region of the sea surface extends over a wider area than
that at the sea bottom. This is due to the ‘‘filtering
effect’’ of the water column (KAJIURA 1963; SAITO et al.
2010). In most tsunami simulations, the initial tsunami
on the sea surface is simply assumed to be identical to
the sea bottom elevation, or an appropriate spatial filter
is explicitly applied to incorporate such an effect (e.g.,
TANIOKA and SENO 2001). However, this is naturally
incorporated in the present simulation.
The spatio-temporal pattern of the vertical dis-
placement at the sea surface is shown in Fig. 7a,
where the red and blue colors indicate upheaval and
subsidence, respectively. The amplitude is normal-
ized by the maximum vertical displacement at the sea
surface in the absence of gravity (solid line in Fig. 6).
Figure 7b shows an enlarged view of the first 100 s of
the vertical displacement field in Fig. 7a. We found
clear multiple reflections of ocean acoustic waves,
caused by P-waves propagating from the elastic layer
into the water layer and S-to-P converted waves at the
liquid/solid boundary at the sea bottom. It was
confirmed that the polarity of the ocean acoustic
waves changes when they are reflected at the sea
bottom, but remains unchanged when they are
0.0
0.5
1.0
1.5
N
or
m
al
iz
ed
 A
m
pl
itu
de
−60 −40 −20 0 20 40 60
Distance [km]
sea bottom
sea surface
Figure 6
Vertical displacement at sea bottom (dashed line) and at sea surface (solid line) derived from FDM simulation using the tsunami-coupled
equations of motion without the tsunami term. Amplitude is normalized by the maximum amplitude of sea surface elevation
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reflected at the sea surface. As multiple P-wave
reflections occur in the sea, the apparent velocity of
large-amplitude signal packets approaches the
P-wave speed of 1.5 km/s in the water column.
As time passes, the elevated sea surface above the
hypocenter gradually collapses on both sides due to
gravity, and bilaterally propagates as a tsunami. The
wave speed of the tsunami is very low, at about
0.2 km/s. The initial (t \ 100 s) shape of the tsunami
is very complicated due to the overlap of multiple
reverberations of ocean acoustic waves.
We compared the tsunami trace of the vertical-
component displacement at the sea bottom with that
on the sea surface (Fig. 7b, c). This shows that the
propagation of the P-wave clearly appears on both the
sea bottom and sea surface. However, the multiple
reverberation of the ocean acoustic wave on the sea
bottom is very weak compared to the sea surface.
This is because the transmission coefficient of the
P-wave at the sea bottom of a liquid–solid interface is
too small to produce large-amplitude ocean acoustic
waves on the sea bottom. A Rayleigh wave with a
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Simulated waveform traces of normalized vertical displacement as a function of time. a Waveform at sea surface derived by the simulation of
the tsunami-coupled equations with gravity. b Enlarged view of (a) for the first 100 s window. c Same as (b) but at the sea bottom.
d Waveform at sea surface derived from the simulation without gravity. e Simulation result using Navier–Stokes equations. Red and blue
colors denote upheaval and subsidence of sea surface, respectively, and normalized amplitude scale is shown at right
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relatively short-period of around 10 s is also observed
on both the sea surface (Fig. 7b) and the sea bottom
(Fig. 7c). Although the Rayleigh wave in the homo-
geneous half-space does not have dispersion, the
simulated Rayleigh wave clearly exhibits dispersion.
This suggests a strong coupling between the solid and
liquid in the propagation of Rayleigh waves.
In Fig. 7d, we show the propagation of the ocean
acoustic waves and tsunami derived from the FDM
simulation of the tsunami-coupled equations of
motion in the absence of gravity. An elevation of
the sea surface, caused by sea bottom elevation, can
be clearly seen, but the sea surface remains perma-
nently elevated and no tsunami propagation occurs.
The accuracy of the present FDM simulations can
be confirmed by comparison with tsunami propagation
simulations based on the Navier–Stokes equations
(SAITO and FURUMURA 2009). As seen in Fig. 7e, the
vertical displacement component on the ocean surface
is in quite good agreement with the simulation result
from the Navier–Stokes equations, demonstrating the
effectiveness of our FDM simulations using tsunami-
coupled equations. Figure 8 shows the time history of
vertical displacement of the ocean surface derived
from the present simulations (solid line) and the
Navier–Stokes equations (dashed line). As noted for
the snapshots of Fig. 7, ocean acoustic waves develop
in the present simulation due to multiple reverbera-
tions of P-waves between the sea surface and the sea
bottom. The sharpened rectangular shape of the ocean
acoustic waveforms, which typically appears near the
epicenter (D  20 km in Fig. 8), is due to the polarity
change in the waveform when it is reflected at the sea
bottom.
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Displacement traces of vertical motion at sea surface derived from the present simulation (solid lines) at a distance of 10–80 km from the
hypocenter, demonstrating faster arrival of high-frequency ocean acoustic waves than dispersive tsunami waveforms. Dashed lines are
simulated tsunami waveforms using the Navier–Stokes equations. Scales of normalized amplitude and propagation speed are shown at the
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The simulated waveform in the presence of
gravity indicates the earlier arrival of high-frequency
ocean acoustic waves than the low-frequency dis-
persed tsunami, and this has typically been observed
in data recorded by ocean-bottom pressure sensors for
recent large offshore earthquakes, such as the 2003
Off-Tokachi M8.0 earthquake (e.g., TSUSHIMA et al.
2009) and the 2004 SE Off-Kii Peninsula M7.4
earthquake (e.g., SAITO et al. 2010). This implies that
our simulations are effective in modeling such water
waves and tsunamis, allowing better understanding of
the complex source rupture processes.
3.2. Tsunami Generation and Propagation
from a Finite Fault Source
We also investigated the generation and propaga-
tion of a tsunami using a finite fault source model by
3D parallel FDM simulation of the tsunami-coupled
equations. The simulation model represents a
102.4 km 9 102.4 km area with a depth of
25.6 km. We assumed an elastic homogeneous
medium with P- and S-wave velocities of 4.0 and
2.3 km/s, respectively, covered by a 5 km thick sea
layer. The model was discretized with a uniform grid
size of 0.1 km. We placed a dip–slip fault source with
dimensions of 15.8 km 9 7.9 km and a dip angle of
45 in the center of the model at a depth of 5 km
below the sea bottom (10 km from the sea surface).
This model roughly corresponds to an Mw = 6.5
earthquake with a slip of 1.06 m over a fault plane
with a rigidity of l ¼ 9.5 GPa, derived from the
assumed S-wave velocity and mass density of the
medium. The rupture on the fault plane is expressed
by a number of equivalent forces, assuming that it
originates from the top corner and spreads isotropi-
cally over the fault plane at a rupture speed of
2.0 km/s. The configuration of the source and four
stations along the short- and long-axis directions of
the rectangular source is shown in Fig. 9a.
We performed calculations of wave propagation
for 1,000 s with a 100,000 time-step time integration
and a time interval of Dt = 0.01 s, which required
about 120 GB of computer memory for single
precision calculations, and a computation time of
about 11 h using 512 CPU cores (32 nodes) of the
HA8000 system. Figure 9b shows the tsunami wave-
form recorded at 25 and 45 km from the fault center
in the x- and y-directions. The amplitude of the
seismic waves at ST1 and ST4, both along the
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Figure 9
a Model geometry of the 3D simulation. Box and triangles show horizontal location of source fault and receivers, respectively. Star indicates
the initial rupture point of the source fault. Source fault dimensions are given in the panel. b Comparison of vertical displacement traces at sea
surface at stations ST1–ST6. The amplitude scale is shown at the right
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direction of the fault rupture propagation, are larger
than at ST2 and ST5 due to the directivity effect. The
directivity effect also slightly amplifies the tsunami in
this direction at around 200 s as we compare the
tsunami traces at ST1 and ST2, and at around 400 s
when comparing the tsunami traces at ST4 and ST5.
However, the directivity effect for the tsunami is very
weak due to the slow propagation speed relative to
the rupture speed. Regardless of the relative weak-
ness, this fault rupture directivity effect is naturally
incorporated in the present tsunami simulation, which
could be important in simulating tsunamis from large
earthquakes due to long-time fault ruptures and from
anomalous earthquakes with a slow rupture speed.
The amplitude of the later phases of the tsunami at
ST3 and ST6 is much larger than other stations at the
same distance. This is due to the difference in the
dispersion of the tsunami from a rectangular finite
fault. Along the direction perpendicular to the shorter
y-axis of the fault, dispersion is very large due to the
dominance of short wavenumber components in the
tsunami, which results in a prolonged, dispersive
wave train.
Figure 10 shows 3D snapshots of the vertical
displacement at the sea bottom and at the sea surface
at times of t = 5, 20, 50, 100, and 200 s from the
onset of the rupture. In order to illustrate the simulated
amplitude over a wide dynamic range, we applied
nonlinear compression to the vertical displacement
field using an arctangent function. The nonlinear
wavefield compression emphasizes small signals,
while signals with large amplitude are smoothly
saturated without modifying their waveform pattern.
The first snapshot (t = 5 s) shows propagation of
P- and S-waves from the rupturing source at the sea
bottom. The near-field term following the P-wave
arrival gradually elevates the sea bottom. At t = 20 s,
ocean acoustic waves associated with P-waves and
S-to-P converted waves at the sea bottom, and the
near-field term of the seismic waves, cause an
elevation in the sea surface. The S-to-P converted
waves propagating in the x-direction are very strong
due to the directional effect of the finite fault rupture
in this direction. After the seismic waves leave the
source region, a permanent coseismic deformation of
the sea bottom remains, as was the case for the 2D
results shown in Fig. 5. We confirmed that the
resultant pattern of sea floor deformation agrees well
with that derived by the analytical method of OKADA
(1985) (Fig. 10f), which assumed a half-space model
without a water column. The elevated sea surface
then gradually collapses under the influence of
gravity to produce the tsunami (t = 100, 200 s).
Following propagation of the first large-amplitude
tsunami wave packet, subsequent packets developed
above the source area, leading to the dispersive
tsunami waveform (t = 200 s). Such dispersion is
often observed in the case of large sea depths and/or
short fault lengths (e.g., SAITO and FURUMURA 2009);
however, these dispersive features of tsunamis cannot
be simulated by conventional methods based on
linear long-wave theory.
3.3. Implications of Slow-Rupture, Tsunami-
Producing Earthquakes
Our simulations of seismic waves and tsunamis
based on the tsunami-coupled equations can establish
a direct connection between sea bottom elevation
resulting from earthquakes and the production of
tsunamis on the sea surface. They are, therefore, very
effective for understanding the tsunami generation
process associated with anomalous earthquakes, such
as those associated with slow fault ruptures, which
have been found to produce tsunamis that are larger
than expected based on the magnitude of the earth-
quake (e.g., KIKUCHI et al. 1999). We next
investigated the strength of seismic waves, ocean
acoustic waves, and tsunamis as a function of source
rupture time.
Figure 11a compares the vertical component of
displacement waveforms on the ocean surface at a
distance of 60 km from the hypocenter, derived from
a simulation using the model shown in Fig. 5. The
depth of the sea is 5 km, and covers a half-space
elastic medium with P- and S-wave velocities of 4
and 2.3 km/s, respectively. A double-couple point
source in a 2D medium with a 45 dip normal fault
mechanism is placed 5 km below the sea bottom
(10 km from the sea surface). We conducted a set of
simulations, varying the source duration time T0 from
2 to 200 s for the same earthquake magnitude, to
examine the change in the strength of ocean acoustic
waves and tsunamis.
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The simulation results showed that the amplitude
of high-frequency ocean acoustic waves decreases
dramatically as the source duration time increases
from T0 = 2 to 20 s, and becomes zero at T0 = 200 s.
In contrast, the tsunami amplitude gradually decreases
with increasing source duration time, but the change is
very minor. Figure 11b shows the ratio of the
amplitude of ocean acoustic waves to that of tsunamis
as a function of source duration time. A sudden drop
in the amplitude ratio occurs for T0 [ 10 s, indicating
a decrease in the acoustic wave amplitude relative to
that of the tsunamis. These results suggest that this
ratio, which could be determined using cabled real-
time offshore pressure sensors, may provide important
information on the source duration time and the
detection of anomalously large tsunamis following a
tsunami earthquake.
4. Conclusion
We developed an FDM simulation model using
tsunami-coupled equations of motion in the presence
of gravity to allow a full understanding of
earthquake-induced phenomena, such as seismic
waves, ocean acoustic waves, coseismic permanent
deformation, and tsunamis, in heterogeneous struc-
tures. The effectiveness of the model for tsunami
generation was confirmed through comparison with
both analytic solutions of ground deformation due to
the earthquakes and realistic tsunami simulation
results based on the Navier–Stokes equations. We
demonstrated the efficiency of parallel computing for
a large-scale 3D simulation based on a traditional
domain-partitioning procedure using up to 4,096
processor cores, and a good parallelization ratio of
a = 99.839% was achieved.
Combined with data from ocean-bottom cable
pressure sensors (e.g., MATSUMOTO and KANEDA 2009)
and satellite-based tsunami observation systems (e.g.,
MEINIG et al. 2005), the proposed method has a high
potential for clarifying earthquake-induced dynamic
source ruptures, and tsunami generation and propa-
gation processes. This could also lead to an improved
tsunami alert system, and allow the prediction of
unusually large tsunamis resulting from anomalous
fault rupture processes.
In this paper, we presented numerical simulation
examples using a rather simplified layered structure
rather than realistic heterogeneous structures. How-
ever, one of the major advantages of the FDM
simulations is that there is very little restriction on the
type or complexity of the structure considered. Large-
scale numerical simulations using realistic earth
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a Vertical displacement traces at sea surface at D = 60 km from the hypocenter derived from the simulation for source duration times of
T0 = 2, 20, and 200 s. b Ratio of ocean acoustic wave to tsunami amplitude as a function of source duration time
Figure 10
Snapshots of vertical displacement of the sea bottom and sea
surface at elapsed times of t = 5, 20, 50, 100, and 200 s from the
earthquake onset (a–e). Red (orange, yellow) and blue colors
denote upheaval and subsidence of surface, respectively. f Vertical
deformation of ocean bottom surface in the homogeneous half-
space derived from the analytic solution of OKADA (1985)
b
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models, capitalizing on recent developments in high-
performance computing, are expected to provide
extremely valuable information for future tsunami
and earthquake source rupture studies.
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