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Figure 4: The left panelshows two typical examples, where the theory for the bootstrap distribution
underestimates the amount of structure in the true distribution (histogram). The weights




M of all cases). The
example in the right panel is a very atypical case (only
w
M ).
Most distributions are unimodal with various degrees of skewness or a shoulder in one ﬂank (Fig. 3,
left). We ﬁnd bimodal distributions with one broad and one sharply concentrated component (not
shown). The example in the right panel of Fig. 3 was selected to demonstrate that the theory can




M of all points of the data set, we found that
the theory underestimates the true amount of structure in the distribution. Fig. 4, left panel, shows
typical examples of this effect. We found a small number of atypical cases (
w
M ) where the the-
ory predicts a broad unstructured distribution (Fig. 4, right panel) whereas the true distribution is
highly structured. The percentages above are based on optical judgment but are also well sup-



















































shows the abundance of
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In contrast to other sophisticated models in machine learning, the GP regression model can



















￿ for the weights
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(see e.g. Williams, 1997). In comparison we note, that the



























￿ for the iteration Eq. (63), (64). The appendix discusses simple








only once, i.e., we use cached kernel values for model training and model evaluation in





F from various benchmark





F with high accuracy in the time






















J ). Our theory is more accurate than Monte-Carlo averages with such a small amount









K , Monte-Carlo averages over
w
J samples





















the bootstrapped variance of the GP regression model at the test points.
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