Multidimensional inversion algorithms are presented for both prestack and poststack data gathered on a single line. These algorithms both image the subsurface (i.e., give a migrated section) and, given relative true amplitude data, estimate reflection strength or impedance on each reflector.
Green' s functions in deriving our inversion representations. Furthermore, our algorithms reduce to finding quantities by ray tracing with respect to a background medium. fn the: constant-background-case; the ray tracing can be eliminated and an explicit algorithm obtained. In the case of a depth-only dependent background, the ray tracing can be done quite efficiently. Finally, in the general 2.5-D case, the ray-tracing procedure becomes the principal issue. However, the robustness of the inversion allows for a sparse computation of rays and interpolation for intermediary values.
The inversion techniques presented here cover the cases of common-source gather, common-receiver gather, and common-offset gather. Zero offset is a special case of the last of these. For offset data, the reflection coefficient is angle-dependent, so parameter extraction is more difficult than in the zero-offset case. Nonetheless. we are able to determine the unknown angle pointwise and derive parameter estimates at the same time as we produce the image. For each reflector, this estimate of the output is based on the Kirchhotf approximation of the upward-scattered data. Thus, it is constrained to neither small discontinuities in sound speed at the reflector nor to small offset angle as would bc the case for a strict "Born approximation" of the reflection process.
The prestack algorithms presented here are inversions of single gathers. The question of how best to composite or "stack" these inversions is analogous to the question for any migration scheme and is not treated here.
p = VT p' = Initial value of p on a ray
[equation (7)]. the common exploration situation of a linear (as opposed to planar) distribution of sources and receivers. In this situation, one has no information in the direction orthogonal to the data line and hence can only obtain information about a slice of the subsurface. In order to ignore the missing off-line data, one is forced to proceed as if the subsurface did not vary in the orthogonal direction.
In an attempt to reduce processing efforts, an additional assumption has traditionally been made, namely, that the actual point-like sources were replaced by line sources. This extra assumption allows the replacement of the 3-D wave equation by the 2-D wave equation (Claerbout and Doherty, 1972; Schneider. 1978; Stolt, 1978) . Unfortunately, use of the 2-D wave equation causes degradation of amplitude information since this model implies cylindrical rather than spherical wavefronts.
Somewhat surprisingly, retention of the 3-D point-source model over a subsurface with the 2-D symmetry just described does not, in fact, incur a computational penalty in solving the inverse problem (Cohen and Bleistein. 1979a; . In a recent paper Bleistein (1986) presented a thorough discussion of the so-called two and one-half dimensional (2.5-D) geometry and its role in modeling. Furthermore, it is shown there that retention of 3-D sources in the direct (modeling) problem can also be carried out efficiently.
Thus it is desirable to retain the 3-D point-source model along with the 2-D subsurface model imposed by the data collection. We refer to this as "two-and-a-half-dimensional" or "2.5-D."
As in our previous inversion results (Cohen and Bleistein, 1979a; Bleistein and Gray, 1985; Cohen and Hagin, 1985; Sullivan and Cohen, 1985; Cohen et al., 1986) , we start from a full 3-D inversion; then, by assuming that the data are invariant in one direction, specialize to the 2.5-D situation. With the 2.5-D assumption, we can obtain formal inversions in some cases for which the full 3-D inversion has so far eluded us. Most notable of these cases is inversion of common-offset gathers in the case of fully variable (x, z-dependent) reference velocity: we include the specializations of that result to the case of a z-dependent background velocity. We also present the variable-background results for the case of a commonsource gather and a common-receiver gather. 
REVIEW OF 2.5-D MODELING RESULTS

Bleistein
The equations for r and A can be solved by introducing the slowness vector p = VT,
and the ray equations, 
We consider rays which start in-plane, i.e.,
x; = 0.
We then find, from the second components in equation (7), that p2 is constant and x2 = p2 6.
The necessary and sufficient condition for such a ray to remain in-plane is pz = 0. We introduce the simpler and more traditional alternative notation 
and K denotes the in-plane ray Jacobian 
We assume h is finite and nonsingular (see Beylkin, 1985 , for an interpretation of this condition). The crucial step in the practical implementation of equation (16) Using the 2.5-D assumption, we obtain an analogous reduction in general. In particular, we can invert another important conventional configuration: (4) the common-offset gather. An alternate reduction to ray tracing is given in Beylkin (1985) .
In order to specialize the 3-D formula (16) to the 2.5-D geometry, we assume, as in equation (5), that reference speed c is independent of x2. We also assume that the datum surface S, is cylindrical in the x2 direction, x0(S) = [ xX1), 52 3 4 (51) 1 L = x0(S), 52, z0(5) 1 (21) Here we have adopted the simplified notation (11) and also used 5 = Gr. Consistent with the 2.5-D hypothesis, we assume that the sources and receivers are along the cylindrical direction X 2s=52=x2s on So, 
To reduce this result to a convenient form for computation, we must evaluate h as defined in equation (19) in terms of quantities computed along rays. First note that at any point on the ray from x to x,, the slowness vector p, is just the negative of the slowness vector for the ray emanating from x,.
The same is true for x, and p,. Hence, in a computation analogous to equation (25) We now turn to the question of how formula (46) for au/&r relates to more familiar quantities, such as reflection strength and the jump in speed AC. It has been shown that in the zero-offset case, au/&r = 4%(x), where R is the normal reflection coefficient. When the offset is nonzero, the situation is more difficult in that both aa/& and R depend upon the angle of incidence of a particular pair of rays.
To help interpret Salan correctly [i.e., the result from applying the integral operator in equation (46) 
-ii(x). p, = -d(x). p,, c(x) where p,$ and p, are defined in (20).
The right term in equation (49) determines a source-receiver pair on the surface for which the point x on the reflector is the specular reflection point; that is, for which the incident and retlected rays make the same angle 0 with the normal to the reflector In principle, if fi and 0 were known, in many conventional source-rcccivcr configurations this would uniquely detcrminc x, and x,. however in practice 9 and 0 are not known.
We now show how to determine cos 0 and avoid explicit determination of ii. We introduce another inversion operator, D(.x, I), with a kernel only slightly modilied from that in equation (46): 
Thus b(.x, -7) is the quantity previously defined (Bleistein, 1984) as the utlflectivit~,firnclion. When processing for cla/r?n, for little additional cost the data may be simultaneously processed to yield B(x, z). The ratio of Bleistein et al. the two at the peak of y(x) yields an estimate of cos' 6, that is, 
where @ is defined in the Appendix. Since we know the filter, we can now read the value of R(x. 0) from the peak value of P(x, a) by using expression (51). We then use equation (48) to obtain a robust estimate of c+(x), since this is now the only unknown quantity in that equation. We have now determined c+(x) without determining a(x) or the particular source-receiver pair for which x is the specular point oh tbe~relIector.
This verification suggests a recursive application of the method in which the background velocity is updated progressively deeper in the section so that even deeper reflectors may be properly mapped and their attendant velocity increments can be estimated.
This interpretation is based on analysis of the output of our inversion formula when applied to the upward-scattered wave from a single reflector represented by the Kirchhoff approximation. This has certain advantages over an interpretation based on analysis of the output based on Born approximation of the input data. The latter approximation is restricted to small perturbations in sound speed and to small offsets between source and receiver. The Kirchhoff approximation is not subject to either of these constraints. Thus, the method has broader application than its basis in the Born approximation would suggest. On the other hand, multiples from reflectors above the "test reflector" are still neglected. Furthermore, the background sound speed above the test reflector must be close to the true sound speed so that this last reflector can be properly located by the inversion.
COMPUTER IMPLEMEiYTATION For equation (46) or equation (SO). computer processing proceeds as follows. The function D(o. 5) represents the Fourier transform of the trace, with the source and receiver points
given by x, = x,(k) and x, = x,(t). The w integration represents a filtering and inverse transform of the trace. Given an output point x = (x, z) and a < value, we determine x,?, x,, and then r(x, x,), T(X, x,), etc. and add to a weighted discrete sum approximating the integral with respect to <.
For a general background velocity c(u, z), the traveltimes and amplitudes can be determined by ray theory. The extreme contrast is the case of a constant background, when these terms may be expressed explicitly in terms of x, x,, and x, We caution the reader that the results (46) and (SO) assume a continuous background velocity c (.x, a) . We can recover the result for the case in which c(.u. 2) is discontinuous above the reflector of interest by noting that continuity of c was used only in producing equation (38). The key step in that result is the use of equation (13) In fact. this alternative representation is the one of choice for computation. We chose the forms (46) and (50) for exposition; the amplitudes of the respective Green' s functions are more familiar quantities than the Jacobi determinants K, and K,. We present the results in terms of these determinants by using equation ( 
We now make the same replacements in equations (46) These results are valid for a fixed source and a line of receivers, for a fixed receiver and a line of sources, or for the common-offset configuration. In all these cases, the imaging predicted will be true for those points on reflectors such that equation (49) is satisfied for some pair x,, x, in the data set. B. L. Sumner developed a computer code consistent with these results for the case of a depth-dependent background and zero offset, as reported in Cohen and Hagin (1985) ; a code for constant background and constant offset has been developed by Sullivan and Cohen (1985) . Computer codes for other source-receiver configurations are presently being developed.
Again, the upper surface of all these cases need not be flat, but could be moderately curved.
SPECIAL CASES
Here we discuss some special cases which can be implemented by minor modification of present techniques. For sim- 
Equation (60) We have also shown how that angle can be determined at each point. so that the fully nonlinear geometrical optics reflection coefficient can be determined to yield increments of sound speed. We have confirmed the validity of the method for the cases of common-source data, common-receiver data, and common-offset data, with zero offseset being a special case of the common-o&et case. This confirmation suggests a recursive algorithm in which the output is used to correct the background sound speed progressively deeper, and then further inversion produces a reflector map below the corrected background.
In this appendix we derive equation (47) 
