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1. Introduction
Fractional calculus is a generalization of ordinary differentiation and integration to arbitrary
noninteger order. The subject is as old as the differential calculus, and goes back to time when
Leibnitz and Newton invented differential calculus. The idea of fractional calculus has been a
subject of interest not only among mathematicians but also among physicists and engineers.
See, for instance, [1–6].
Fractional-order models are more accurate than integer-order models, that is, there are
more degrees of freedom in the fractional-order models. Furthermore, fractional derivatives
provide an excellent instrument for the description of memory and hereditary properties of
various materials and processes due to the existence of a “memory” term in a model. This
memory term insures the history and its impact to the present and future. For more details,
see [7].
Fractional calculus appears in rheology, viscoelasticity, electrochemistry, electromag-
netism, and so forth. For details, see the monographs of Kilbas et al. [8], Kiryakova [9],
Miller and Ross [10], Podlubny [11], Oldham and Spanier [12], and Samko et al. [13], and
the papers of Diethelm et al. [14–16], Mainardi [17], Metzler et al. [18], Podlubny et al. [19],
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and the references therein. For some recent advances on fractional calculus and differential
equations, see [1, 3, 20–24].
In this paper we consider the following nonlinear fractional differential equation of
the form
Dδu(t) − λu(t) = f(t, u(t)), t ∈ J := (0, 1], 0 < δ < 1, (1.1)
whereDδ is the standard Riemann-Liouville fractional derivative, f is continuous, and λ ∈ R.
This paper is organized as follows. in Section 2 we recall some definitions of fractional
integral and derivative and related basic properties which will be used in the sequel. In
Section 3, we deal with the linear case where f(t, u(t)) = σ(t) is a continuous function.
Section 4 is devoted to the nonlinear case.
2. Preliminary Results
In this section, we introduce notations, definitions, and preliminary facts which are used
throughout this paper.
Let C[0, 1] the Banach space of all continuous real functions defined on [0, 1] with the
norm ‖f‖ =: sup{|f(t)| : t ∈ [0, 1]}. Define for t ∈ [0, 1], fr(t) = trf(t). Let Cr[0, 1], r ≥ 0 be
the space of all functions f such that fr ∈ C[0, 1] which turn out to be a Banach space when
endowed with the norm ‖f‖r =: sup{tr |f(t)| : t ∈ [0, 1]}.
By L1[0, 1] we denote the space of all real functions defined on [0, 1] which are
Lebesgue integrable.
Obviously Cr[0, 1] ⊂ L1[0, 1] if r < 1.
Definition 2.1 (see [11, 13]). The Riemann-Liouville fractional primitive of order s > 0 of a






(t − τ)s−1f(τ)dτ, (2.1)
provided the right side is pointwise defined on (0, 1], and where Γ is the gamma function.
For instance, Is0 exists for all s > 0, when f ∈ C((0, 1]) ∩ L1(0, 1]; note also that when
f ∈ C[0, 1], then Is0f ∈ C[0, 1] and moreover Is0f(0) = 0.
Let 0 < s < 1, if f ∈ Cr[0, 1] with r < s, then Isf ∈ C[0, 1], with Isf(0) = 0. If
f ∈ Cs[0, 1], then Isf is bounded at the origin, whereas if f ∈ Cr[0, 1]with s < r < 1, then we
may expect Isf to be unbounded at the origin.
Recall that the law of composition IrIs = Ir+s holds for all r, s > 0.
Definition 2.2 (see [11, 13]). The Riemann-Liouville fractional derivative of order s > 0 of a








(t − τ)−sf(τ)dτ = d
dt
I1−s0 f(t). (2.2)
We have DsIsf = f for all f ∈ C(0, 1] ∩ L1(0, 1].
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Lemma 2.3. Let 0 < s < 1. If one assumes u ∈ C(0, 1] ∩ L1(0, 1], then the fractional differential
equation
Dsu = 0 (2.3)
has u(t) = cts−1, c ∈ R, as unique solutions.
From this lemma we deduce the following law of composition.
Proposition 2.4. Assume that f is in C(0, 1]∩L1(0, 1] with a fractional derivative of order 0 < s < 1
that belongs to C(0, 1] ∩ L1(0, 1]. Then
IsDsf(t) = f(t) + cts−1 (2.4)
for some c ∈ R.
If f ∈ Cr[0, 1] with r < 1 − s and Dsf ∈ C(0, 1] ∩ L1(0, 1], then IsDsf = f .
3. Linear Problem
In this section, we will be concerned with the following linear fractional differential equation:
Dδu(t) − λu(t) = σ(t), t ∈ J := (0, 1], 0 < δ < 1, (3.1)
where λ ∈ R, and σ is a continuous function.
Before stating our main results for this section, we study the equation
Dδu(t) = σ(t), t ∈ J := (0, 1], 0 < δ < 1. (3.2)
Then




(t), t ∈ [0, 1] (3.3)
for some c ∈ R.
Note that (Iδσ) ∈ W1,1(0, 1) and (Iδσ)(0) = 0. However, u/∈W1,1(0, 1) since ctδ−1 has a
singularity at 0 for c /= 0.
It is easy to show that u ∈ C1−δ[0, 1]. Hence we should look for solutions, not in
W1,1(0, 1) but in C1−δ[0, 1]. We cannot consider the usual initial condition u(0) = u0, but
limt→0+ t1−δu(t) = u0. Hence, to study the periodic boundary value problem, one has to
consider the following boundary condition of periodic type
lim
t→0+
t1−δu(t) = u(1). (3.4)
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that leads to the following.
Theorem 3.1. The periodic boundary value problem (3.2)–(3.4) has a unique solution u ∈ C1−δ[0, 1]






The previous result remains true even if δ = 1. In this case, (3.2) is reduced to the
ordinary differential equation
u′(t) = σ(t), (3.7)
with the periodic boundary condition
u(0) = u(1), (3.8)
and the condition (3.6) is reduced to the classical one:
∫1
0
σ(s)ds = 0. (3.9)
Now, for λ different from 0, consider the homogenous linear equation
Dδu(t) − λu(t) = 0, t ∈ J := (0, 1], 0 < δ < 1. (3.10)


















since the series representing u is absolutely convergent.









μ + 1 − s) t










Γ(δ(i − 1)) t














































The previous formula remains valid for δ = 1. In this case,
Γ(1) = 1,
E1,1(λt) = E1(λt) = exp(λt).
(3.17)
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Then
u(t) = c exp(λt), (3.18)
which is the classical solution to the homogeneous linear differential equation
u′(t) − λu(t) = 0. (3.19)













































































(t − s)δ−1(s − ξ)δ(i+1)−1dsdξ.
(3.22)
Using the change of variable

































































































Now, consider the periodic boundary value problem (3.1)–(3.4). Its unique solution is
given by (3.26) for some c ∈ R. Also u is in C1−δ[0, 1] and
lim
t→0+
t1−δu(t) = c. (3.27)
From (3.26), we have

















since Γ(δ)Eδ,δ(λ)/= 1 for any λ/= 0, we have
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Then the solution of the problem (3.1)–(3.4) is given by
u(t) =
Γ(δ)




















Thus we have the following result.



































1 − Γ(δ)Eδ,δ(λ) , 0 ≤ t < s ≤ 1.
(3.33)
For λ, δ given, Gλ,δ is bounded on [0, 1] × [0, 1].
For δ = 1, (3.1) is
u′(t) − λu(t) = σ(t), t ∈ J, (3.34)
and the boundary condition (3.4) is
u(0) = u(1). (3.35)






eλ(t−s), 0 ≤ s ≤ t ≤ 1,
eλ(1+t−s), 0 ≤ t < s ≤ 1.
(3.36)
which is precisely Green’s function for the periodic boundary value problem considered in
[25, 26].
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4. Nonlinear Problem
In this section we will be concerned with the existence and uniqueness of solution to the
nonlinear problem (1.1)–(3.4). To this end, we need the following fixed point theorem of
Schaeffer.
Theorem 4.1. Assume X to be a normed linear space, and let operator F : X → X be compact. Then
either
(i) the operator F has a fixed point in X, or
(ii) the set E = {u ∈ X : u = μF(u), μ ∈ (0, 1)} is unbounded.




Gλ,δ(t, s)f(s, u(s))ds, (4.1)
where Gλ,δ is Green’s function defined in Theorem 3.2.




Gλ,δ(t, s)f(s, u(s))ds, t ∈ [0, 1]. (4.2)
Then the problem (1.1)–(3.4) has solutions if and only if the operator equation Bu = u has
fixed points.
Lemma 4.2. Suppose that the following hold:
(i) there exists a constant M > 0 such that
∣∣f(t, u)∣∣ ≤ M, ∀t ∈ [0, 1], u ∈ R, (4.3)
(ii) there exists a constant k > 0 such that
∣∣f(t, u) − f(t, v)∣∣ ≤ k|u − v|, for each t ∈ [0, 1], and all u, v ∈ R. (4.4)
Then the operator B is well defined, continuous, and compact.
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Proof. (a) We check, using hypothesis (4.3), that Bu ∈ C1−δ[0, 1], for every u ∈ C1−δ[0, 1].
Indeed, for any t1 < t2 ∈ [0, 1], u ∈ D, we have





























































































































































































From the previous expression, we deduce that, if |t1 − t2| → 0, then
∣∣∣t1−δ1 B(u)(t1) − t1−δ2 B(u)(t2)
∣∣∣ −→ 0. (4.6)
Indeed, note that the integral
∫ t1





















) = Eδ,δ+1(|λ|). (4.7)
A similar argument is useful to study the behavior of the last three terms of the long
inequality above. On the other hand, if we denote by H the second term in the right-hand



















































































and, concerning Rj =
∫ t1
0 |(t1 − s)δj+δ−1 − (t2 − s)δj+δ−1|ds, we distinguish two cases. If j is such





(t2 − s)δj+δ−1 − (t1 − s)δj+δ−1
)
ds =





12 Boundary Value Problems





(t1 − s)δj+δ−1 − (t2 − s)δj+δ−1
)
ds =



































δj + δ + 1
)Rj.
(4.12)
The first term in the right-hand side of the previous inequality clearly tends to zero as |t1 −













δj + δ + 1








δj + δ + 1




















δj + δ + 1







δj + δ + 1
) , (4.14)




/Γ(δj +δ+1)) is bounded
above by
∑+∞
j=0(|λ|j/Γ(δj + δ + 1)) = Eδ,δ+1(|λ|).
The previous calculus shows that Bu ∈ C1−δ[0, 1], for u ∈ C1−δ[0, 1], hence we can
define B : C1−δ[0, 1] → C1−δ[0, 1].
(b) Next, we prove that B is continuous.
Note that, for u, v ∈ C1−δ[0, 1] and for every t ∈ [0, 1], we have, using hypothesis (4.4),








|Gλ,δ(t, s)||u(s) − v(s)|ds.
(4.15)
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Using the definition of ‖ · ‖1−δ, we get



















































































































xp−1(1 − x)q−1 dx, (4.19)
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where p > 0 and q > 0, satisfies that β(p, q) = Γ(p)Γ(q)/Γ(p + q). In particular, β(δ, δ) =
(Γ(δ))2/Γ(2δ). On the other hand, using the change of variable s = ut/(1+u), we deduce that
∫ t
0












































































‖B(u) − B(v)‖1−δ ≤ k
(
Γ(δ)Eδ,δ(|λ|)





‖u − v‖1−δ. (4.23)
Finally, we check that B is compact. Let D be a bounded set in C1−δ[0, 1].

































































































































δj + δ + 1































|1 − Γ(δ)Eδ,δ(λ)| + 1
)
Eδ,δ+1(|λ|) < ∞, (4.26)
which implies that {t1−δ[Bu](t) : u ∈ D} is a bounded set in C[0, 1].
(ii) Now, we prove that {t1−δ[Bu](t) : u ∈ D} is an equicontinuous set in C[0, 1].
Following the calculus in (a), we show that |t1−δ1 B(u)(t1)−t1−δ2 B(u)(t2)| tends to zero as t1 → t2.
Then {[Bu]1−δ : u ∈ D} is equicontinuous in the space C[0, 1], where v1−δ(t) = t1−δv(t),
for v ∈ C1−δ[0, 1].
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As a consequence of (i) and (ii), {[Bu]1−δ : u ∈ D} is a bounded and equicontinuous
set in the space C[0, 1].
Hence, for a sequence {un} in D, {[Bun]1−δ : n ∈ N} = {t1−δ[Bun](t) : n ∈ N} has a




∣∣∣ = 0, uniformly on t ∈ [0, 1]. (4.27)




∣∣∣ = 0, uniformly on t ∈ [0, 1], (4.28)
which means that {Bunk}
C1−δ[0,1]−−−−−−−→ ψ, which proves that B is compact.
Theorem 4.3. Assume that (4.3) and (4.4) hold. Then the problem (1.1)–(3.4) has at least one
solution in C1−δ[0, 1].
Proof. Consider the set E = {u ∈ X : u = μB(u), μ ∈ (0, 1)}.











|1 − Γ(δ)Eδ,δ(λ)| + 1
)
Eδ,δ+1(|λ|) < ∞, (4.30)
which implies that the set E is bounded independently of μ ∈ (0, 1). Using Lemma 4.2 and
Theorem 4.1, we obtain that the operator B has at least a fixed point.
Remark 4.4. In Lemma 4.2, condition (4.3) is used to prove that the operator B is continuous.
Hence, in Lemma 4.2 and, in consequence, in Theorem 4.3, we can assume the weaker
condition.
(i) For each u0 ∈ C1−δ[0, 1] fixed, there exists ku0 > 0 such that
∣∣f(t, u) − f(t, u0(t))∣∣ ≤ ku0 |u − u0(t)|, for each t ∈ [0, 1], and all u ∈ R, (4.31)
instead of (4.3).
However, to prove the existence and uniqueness of solution given in the following
theorem, we need to assume the Lipschitzian character of f (condition (4.3)).
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Theorem 4.5. Assume that (4.4) holds. Then the problem (1.1)–(3.4) has a unique solution in







|1 − Γ(δ)Eδ,δ(λ)| + 1
)
< 1. (4.32)
Proof. We use the Banach contraction principle to prove that the operator B has a unique fixed
point.
Using the calculus in (b) Lemma 4.2, B is a contraction by condition (4.32). As a
consequence of Banach fixed point theorem, we deduce that B has a unique fixed point which
gives rise to a unique solution of problem (1.1)–(3.4).
Remark 4.6. If δ = 1, condition (4.32) is reduced to
ke|λ|
(
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