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Abstract
Finite-horizon lookahead policies are abundantly used in Re-
inforcement Learning and demonstrate impressive empirical
success. Usually, the lookahead policies are implemented with
specific planning methods such as Monte Carlo Tree Search
(e.g. in AlphaZero (Silver et al. 2017b)). Referring to the plan-
ning problem as tree search, a reasonable practice in these im-
plementations is to back up the value only at the leaves while
the information obtained at the root is not leveraged other than
for updating the policy. Here, we question the potency of this
approach. Namely, the latter procedure is non-contractive in
general, and its convergence is not guaranteed. Our proposed
enhancement is straightforward and simple: use the return
from the optimal tree path to back up the values at the descen-
dants of the root. This leads to a γh-contracting procedure,
where γ is the discount factor and h is the tree depth. To estab-
lish our results, we first introduce a notion called multiple-step
greedy consistency. We then provide convergence rates for
two algorithmic instantiations of the above enhancement in
the presence of noise injected to both the tree search stage and
value estimation stage.
1 Introduction
A significant portion of the Reinforcement Learning (RL)
literature regards Policy Iteration (PI) methods. This fam-
ily of algorithms contains numerous variants which were
thoroughly analyzed (Puterman 1994; Bertsekas and Tsit-
siklis 1995) and constitute the foundation of sophisticated
state-of-the-art implementations (Mnih et al. 2016; Silver
et al. 2017b). The principal mechanism of PI is to alternate
between policy evaluation and policy improvement. Vari-
ous well-studied approaches exist for the policy evaluation
stages; these may rely on single-step bootstrap, multi-step
Monte-Carlo return, or parameter-controlled interpolation of
the former two. For the policy improvement stage, theoreti-
cal analysis was mostly reserved for policies that are 1-step
greedy, while recent prominent implementations of multiple-
step greedy policies exhibited promising empirical behavior
(Silver et al. 2017b; Silver et al. 2017a).
Relying on recent advances in the analysis of multiple-
step lookahead policies (Efroni et al. 2018a; Efroni et al.
2018b), we study the convergence of a PI scheme whose
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improvement stage is h-step greedy with respect to (w.r.t.)
the value function, for h > 1. Calculating such policies can
be done via Dynamic Programming (DP) or other planning
methods such as tree search. Combined with sampling, the
latter corresponds to the famous Monte Carlo Tree Search
(MCTS) algorithm employed in (Silver et al. 2017b; Silver
et al. 2017a). In this work, we show that even when partial
(inexact) policy evaluation is performed and noise is added to
it, along with a noisy policy improvement stage, the above PI
scheme converges with a γh contraction coefficient. While
doing so, we also isolate a sufficient convergence condition
which we refer to as h-greedy consistency and relate it to
previous 1-step greedy relevant literature.
A straightforward ‘naive’ implementation of the PI scheme
described above would perform an h-step greedy policy im-
provement and then evaluate that policy by bootstrapping the
‘usual’ value function. Surprisingly, we find that this proce-
dure does not necessarily contracts toward the optimal value,
and give an example where it is indeed non-contractive. This
contraction coefficient depends both on h and on the partial
evaluation parameter: m in the case of m-step return, and
λ when eligibility trace is used. The non-contraction occurs
even when the h-greedy consistency condition is satisfied.
To solve this issue, we propose an easy fix which we em-
ploy in all our algorithms, that relieves the convergence rate
from the dependence of m and λ, and allows the γh contrac-
tion mentioned earlier in this section. Let us treat each state
as a root of a tree of depth h; then our proposed fix is the fol-
lowing. Instead of backing up the value only at the leaves and
ridding of all non-root related tree-search outputs, we reuse
the tree-search byproducts and back up the optimal value of
the root node children. Hence, instead of bootstrapping the
‘usual’ value function in the evaluation stage, we bootstrap
the optimal value obtained from the h− 1 horizon optimal
planning problem.
The contribution of this work is primarily theoretical, but
in Section 8 we also present experimental results on a toy
domain. The experiments support our analysis by exhibiting
better performance of our enhancement above compared to
the ‘naive’ algorithm. Additionally, we identified previous
practical usages of this enhancement in literature. In (Baxter,
Tridgell, and Weaver 1999), the authors proposed backing
up the optimal tree search value as a heuristic. They named
the algorithm TDLeaf(λ) and showcase its outperformance
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over the alternative ‘naive’ approach. A more recent work
(Lai 2015) introduced a deep learning implementation of
TDLeaf(λ) called Giraffe. Testing it on the game of Chess,
the authors claim (during publication) it is “the most success-
ful attempt thus far at using end-to-end machine learning to
play chess”. In light of our theoretical results and empirical
success described above, we argue that backing up the opti-
mal value from a tree search should be considered as a ‘best
practice’ among RL practitioners.
2 Preliminaries
Our framework is the infinite-horizon discounted Markov
Decision Process (MDP). An MDP is defined as the 5-tuple
(S,A, P,R, γ) (Puterman 1994), where S is a finite state
space, A is a finite action space, P ≡ P (s′|s, a) is a transi-
tion kernel, R ≡ r(s, a) ∈ [Rmin, Rmax] is a reward func-
tion, and γ ∈ (0, 1) is a discount factor. Let pi : S → P(A)
be a stationary policy, where P(A) is a probability distri-
bution on A. Let vpi ∈ R|S| be the value of a policy pi,
defined in state s as vpi(s) ≡ Epi|s[
∑∞
t=0 γ
tr(st, pi(st))],
where Epi|s denotes expectation w.r.t. the distribution in-
duced by pi and conditioned on the event {s0 = s}.
For brevity, we respectively denote the reward and value
at time t by rt ≡ r(st, pit(st)) and vt ≡ v(st). It is
known that vpi =
∑∞
t=0 γ
t(Ppi)trpi = (I − γPpi)−1rpi , with
the component-wise values [Ppi]s,s′ , P (s′ | s, pi(s)) and
[rpi]s , r(s, pi(s)). Our goal is to find a policy pi∗ yielding
the optimal value v∗ such that v∗ = maxpi(I − γPpi)−1rpi.
This goal can be achieved using the three classical operators
(with equalities holding component-wise):
∀v, pi, Tpiv = rpi + γPpiv, (1)
∀v, Tv = max
pi
Tpiv, (2)
∀v, G(v) = {pi : Tpiv = Tv}, (3)
where Tpi is a linear operator, T is the optimal Bellman
operator and both Tpi and T are γ-contraction mappings w.r.t.
the max norm. It is known that the unique fixed points of Tpi
and T are vpi and v∗, respectively. The set G(v) is the standard
set of 1-step greedy policies w.r.t. v. Furthermore, given
v∗, the set G(v∗) coincides with that of stationary optimal
policies. In other words, every policy that is 1-step greedy
w.r.t. v∗ is optimal and vice versa.
The most known variants of PI are Modified-PI (Puter-
man and Shin 1978) and λ-PI (Bertsekas and Ioffe 1996).
In both, the evaluation stage of PI is relaxed by performing
partial-evaluation, instead of the full policy evaluation. In
this work, we will generalize algorithms using both of these
approaches. Modified PI performs partial evaluation using
the m-return, (Tpi)mv, where λ-PI uses the λ-return, Tpiλ v,
with λ ∈ [0, 1]. This operator has the following equivalent
forms (see e.g. (Scherrer 2013), p.1182),
Tpiλ v
def
= (1− λ)
∞∑
j=0
λj(Tpi)j+1v (4)
= v + (I − γλPpi)−1(Tpiv − v).
rt=0
γrt=1
γ2vt=2
s
srsl
Figure 1: Obtaining the h-greedy policy with a tree-search
also outputs TpihTh−1v and Th−1v. In this example, the
red arrow depicts the h-greedy policy. The value at the root’s
child node sl is Th−1v(sl), which corresponds to the optimal
blue trajectory starting at sl. The same holds for sr.
These operators correspond to the ones used in the famous
TD(n) and TD(λ) (Sutton, Barto, and others 1998),
(Tpi)mv = Epi|•
[
m−1∑
t=0
γtr(st, pit(st)) + γ
mv(sh)
]
,
Tpiλ v = v + Epi|•
[ ∞∑
t=0
(γλ)t(rt + γvt+1 − vt)
]
.
3 The h-Greedy Policy and h-PI
Let h ∈ N\{0}. An h-greedy policy (Bertsekas and Tsitsiklis
1995; Efroni et al. 2018a) pih outputs the first optimal action
out of the sequence of actions solving a non-stationary, h-
horizon control problem as follows:
arg max
pi0
max
pi1,..,pih−1
Epi0...pih−1|•
[
h−1∑
t=0
γtr(st, pit(st)) + γ
hv(sh)
]
= arg max
pi0
Epi0|•
[
r(s0, pi0(s0)) + γ
(
Th−1v
)
(s1)
]
, (5)
where the notation Epi0...pih−1|• corresponds to condition-
ing on the trajectory induced by the choice of actions
(pi0(s0), pi1(s1), . . . , pih−1(sh−1)) and a starting state s0 = •.
As the equality in (5) suggests that pih can be interpreted
as a 1-step greedy policy w.r.t. Th−1v. We denote the set of
h-greedy polices w.r.t v as Gh(v) and is defined by
∀v, Gh(v) = {pi : TpiTh−1v = Thv}.
This generalizes the definition of the 1-step greedy set of
policies, generalizing, (3), and coincides with it for h = 1.
Remark 1. The h-greedy policy can be obtained by solv-
ing the above formulation with DP in linear time (in h).
Other than returning the policy, the last and one-before-last
iterations also return TpihTh−1v and Th−1v, respectively.
Another, conceptually similar option would be using Model
Predictive Control to solve the planning problem and again
retrieve the above values of interest (Negenborn et al. 2005;
Tamar et al. 2017). Given a ‘nice’ mathematical structure,
this can be done efficiently. When the model is unknown, find-
ing pih together with TpihTh−1v and Th−1v is possible with
model-free approaches such as Q-learning (Jin et al. 2018).
Alternatively, pih(s) can be retrieved using a tree-search of
depth h, starting at root s (see Figure 1). The search again
returns TpihTh−1v and Th−1v “for free” as the values at
the root and its descendant nodes. While the tree-search com-
plexity in general is exponential in h, sampling can be used.
Examples for such sampling-based tree-search methods are
MCTS (Browne et al. 2012) and Optimistic Tree Exploration
(Munos 2014).
Algorithm 1 h-PI
Initialize: h ∈ N \ {0}, v0 = vpi0 ∈ R|S|
while vk changes do
pik ← pi ∈ Gh(v)
vk+1 ← vpik
k ← k + 1
end while
Return pi, v
As was discussed in (Bertsekas and Tsitsiklis 1995; Efroni
et al. 2018a), one can use the h-greedy policy to derive a
policy-iteration procedure called h-PI (see Algorithm 1). In
it, the 1-step greedy policy from PI is replaced with the h-
greedy policy. This algorithm iteratively calculates an h-step
greedy policy with respect to v, and then performs a complete
evaluation of this policy. Convergence is guaranteed after
O(h−1) iterations (Efroni et al. 2018a).
4 h-Greedy Consistency
The h-greedy policy w.r.t vpi is strictly better than pi, i.e.,
vpih ≥ vpi (Bertsekas and Tsitsiklis 1995; Efroni et al. 2018a).
Using this property for proving convergence of an algorithm
requires the algorithm to perform exact value estimation,
which can be a hard task. Instead, in this work, we replace
the less practical exact evaluation with partial evaluation; this
comes with the price of more challenging analysis. Tackling
this more intricate setup, we identify a key property required
for the analysis to hold. We refer to it as h-greedy consistency.
It will be central to all proofs in this work.
Definition 1. A pair of value function and policy (v, pi) is
h-greedy consistent if TpiTh−1v ≥ Th−1v.
In words, (v, pi) is h-greedy consistent if pi ‘improves’,
component-wise, the value Th−1v. Since relaxing the evalua-
tion stage comes with the h-greedy consistency requirement,
the following question arises: while dispatching an algorithm,
what is the price ensuring h-greedy consistency per each it-
eration? As we will see in the coming sections, it is enough
to ensure h-greedy consistency only for the first iteration of
our algorithms. For the rest of the iterations it holds by con-
struction and is shown to be guaranteed in our proofs. Thus,
by only initializing to an h-greedy consistent (v0, pi0), we
enable guaranteeing the convergence of an algorithm that per-
forms partial evaluation instead of exact in each its iterations.
Ensuring consistency for the first iteration is straightforward,
as is explained in the following remark.
Remark 2. Choosing (v, pi) which is h-greedy consistent
can be done, e.g., by choosing v = Rmin1−γ (i.e., set every en-
trance of v to the minimal possible accumulated reward) and
pi = pih ∈ Gh(v). Furthermore, for any value-policy, (v¯, pi),
that is not h-greedy consistent, let
∆ =
maxs
(
Th−1v¯ − TpiTh−1v¯) (s)
γh−1(1− γ) > 0,
and set v = v¯ −∆. Then, (v, pi) is h-greedy consistent. This
is a generalization to the construction given for h = 1 (see
(Bertsekas and Tsitsiklis 1995), p. 46).
h-greedy consistency is an h-step generalization of a no-
tion already introduced in previous works on 1-step-based
PI schemes with partial evaluation. The latter are known as
‘optimistic’ PI schemes and include Modified PI and λ-PI
(Bertsekas and Tsitsiklis 1995). There, the initial value-policy
pair is assumed to be 1-greedy consistent, i.e. Tpi1v0 ≥ v0,
e.g., (Bertsekas and Tsitsiklis 1995), p. 32 and 45, (Bertsekas
2011), p. 3, (Puterman and Shin 1978)[Theorem 2]. This
property served as an assumption on the pair (v0, pi1).
To further motivate our interest in Definition 1, in the
rest of the section we give two results that would be used in
proofs later but are also insightful on their own. The following
lemma gives that h-greedy consistency implies a sequence
of value-function partial evaluation relations (see proof in
Appendix A).
Lemma 1. Let (v, pi) be h-greedy consistent. Then,
TpiTh−1v ≤ · · · ≤ (Tpi)lTh−1v ≤ · · · ≤ vpi.
The result shows that vpi is strictly bigger than Th−1v.
This property holds when v = vpi
′
, i.e., when v is an exact
value of some policy and was central in the analysis of h-PI
(Efroni et al. 2018a). However, as Lemma 1 suggests, we
only need h-greedy consistency, which is easier to have than
estimating the exact value of a policy (see Remark 2).
The next result shows that if pi is taken to be the h-greedy
policy, using partial evaluation results in a γh contraction
toward the optimal value v∗ (see proof in Appendix C).
Proposition 2. Let v and pih ∈ Gh(v) be s.t. (v, pih) is h-
greedy consistent. Then, for any m ≥ 1 and λ ∈ [0, 1],
||v∗ − (Tpih)mTh−1v||∞ ≤ γh||v∗ − v||∞ and
||v∗ − Tpihλ Th−1v||∞ ≤ γh||v∗ − v||∞.
In (Efroni et al. 2018a)[Lemma 2], a similar contraction
property was proved and played a central role in the anal-
ysis of the corresponding h-PI algorithm. Again, there, the
requirement was v = vpi
′
. Instead, the above result requires
a weaker condition: h-greedy consistency of (v, pih).
5 The h-Greedy Policy Alone is Not
Sufficient For Partial Evaluation
A more practical version of h-PI (Algorithm 1) would involve
the m- or λ-return w.r.t. vk instead of the exact value. This
would correspond to the update rules:
pik ← arg max
pi
TpiTh−1vk, (6)
vk+1 ← (Tpik)mvk or vk+1 ← Tpikλ vk. (7)
Indeed, this would relax the evaluation task to an easier task
than full policy evaluation.
The next theorem suggests that for pih ∈ Gh(v), even if
(v, pih) is h-greedy consistent, the procedure (6)-(7) does not
necessarily contract toward the optimal policy, unlike the
form of update in Proposition 2. To see that, note that both
γm + γh and γ(1−λ)1−λγ + γ
h can be larger than 1.
Theorem 3. Let h > 1,m ≥ 1, and λ ∈ [0, 1]. Let v be
a value function and pih ∈ Gh(v) s.t. (v, pih) is h-greedy
consistent (see Definition 1). Then,
||v∗ − (Tpih)mv||∞ ≤ (γm + γh)||v∗ − v||∞, (8)
||v∗ − Tpihλ v||∞ ≤
(
γ(1− λ)
1− λγ + γ
h
)
||v∗ − v||∞. (9)
Additionally, there exist a γ-discounted MDP, value function
v, and policy pih ∈ Gh(v) s.t. (v, pih) is h-greedy consistent,
for which (8) and (9) hold with equality.
The proof of the first statement is given in Appendix D,
and the proof of the second statement is as follows.
Proof of second statement in Theorem 3. We prove this by
constructing an example. Fix h > 1 and consider the corre-
sponding 4-state MDP in Figure 2. Let v be v(s0) = v(s2) =
v(s3) = 0, v(s1) = − 11−γ . Also, let pih ∈ Gh(v). For
this choice, observe that Th−1v ≤ TpihTh−1v, i.e., (v, pih)
is h-greedy consistent. The optimal policy from state s0
is to choose the action ‘up’. Thus, it is easy to see that,
v∗(s0) = v∗(s3) = 11−γ , and in the remaining of states it
is easy to observe that v∗(s1) = v∗(s2) = 0.
Now, see that for any h > 1
(
Th−1v
)
(s1) =(
Th−1v
)
(s2) = 0,
(
Th−1v
)
(s3) =
1−γh−1
1−γ . Thus, the
h-greedy policy (by using (5)) is contained in the fol-
lowing set of actions pih(s0) ∈ {right,up}, pih(s1) ∈
{right, stay}, pih(s2), pih(s3) ∈ {stay}. For example, we
see that taking the action ‘stay’ or ‘right’ from state s1 and
then obtain Th−1v have equal value:
r(s1, ‘stay
′) + γ(Th−1v)(s1)
=r(s1, ‘right
′) + γ(Th−1v)(s2) = 0.
Let us choose an h-greedy policy, pih, of the form: pih(s0) =
right, pih(s1) = stay, pih(s2) = stay. Thus, from state s0,
the m-return has the value
((Tpih)mv) (s0) =
m−1∑
i=0
γtr(si, pih(si)) + γ
mv(si=m)
=
1− γm − γh
1− γ +
m−1∑
i=1
γi · 0 + γm
(
− 1
1− γ
)
=
1− γm − γh
1− γ
We thus have that
||v∗ − (Tpih)mv||∞ = |v∗(s1,0)− (Tpih)mv(s1,0)|
=
1
1− γ +
γm + γh − 1
1− γ = (γ
m + γh)
1
1− γ (10)
s0
v(s0) = 0
s1
v(s1) = − 11−γ
s2
v(s2) = 0
s3 v(s3) = 0
1−γh
1−γ 0
0
1
1 0
Figure 2: The MDP used in the proof of Theorem 3. NC-hm-
PI and NC-hλ-PI may result in a new value that does not
contract toward v∗.
It is also easy to see that ||v∗−v||∞ = 11−γ . By using (10),
||v∗ − (Tpih)mv||∞ = (γm + γh)||v∗ − v||∞,
which concludes the tightness result on the first result in
Theorem 3. The tightness proof of (9) easily follows using
the same construction as above; for details see Appendix D.
As discussed above, Theorem 3 suggests that the ‘naive’
partial-evaluation scheme would not necessarily lead to con-
traction toward the optimal value, especially for small values
of h,m, λ and large γ; these are often values of interest.
Moreover, the second statement in the theorem contrasts with
the known result for h = 1, i.e., Modified PI and λ-PI. There,
a γ-contraction was shown to exist (Scherrer 2013)[Proposi-
tion 8] and (Puterman and Shin 1978)[Theorem 2].
From this point onwards, we shall refer to the algo-
rithms given in (6)-(7) and discussed in this section as Non-
Contracting (NC)-hm-PI and NC-hλ-PI.
6 Backup the Tree-Search Byproducts
In the previous section, we proved that partial evaluation
using the backed-up value function v, as given in (6)-(7), is
not necessarily a process converging toward the optimal value.
In this section, we propose a natural respective fix: back up
the value Th−1v and perform the partial evaluation w.r.t. it. In
the noise-free case this is motivated by Proposition 2, which
reveals a γh-contraction per each PI iteration.
We now introduce two new algorithms that relax h-PI’s
(from Algorithm 1) exact policy evaluation stage to the more
practical m- and λ-return partial evaluation. Notice that hm-
PI can be interpreted as iteratively performing h− 1 steps of
Value Iteration and one step of Modified PI (Puterman and
Shin 1978), whereas instead of the latter, hλ-PI performs one
step of λ-PI (Bertsekas and Ioffe 1996).
Our algorithms also account for noisy updates in both the
improvement and evaluation stages. For that purpose, we first
define the following approximate improvement operator.
Algorithm 2 hm-PI
Initialize: h,m ∈ N \ {0}, v ∈ R|S|
while stopping criterion is false do
pik+1 ← pi ∈ Gδk+1h (vk)
vk+1 ← (Tpik+1)mTh−1vk + k
k ← k + 1
end while
Return pi, v
Algorithm 3 hλ-PI
Initialize: h ∈ N \ {0}, λ ∈ [0, 1], v ∈ R|S|
while stopping criterion is false do
pik+1 ← pi ∈ Gδk+1h (vk)
vk+1 ← Tpik+1λ Th−1vk + k
k ← k + 1
end while
Return pi, v
Definition 2. For δˆ ∈ R|S|+ , let G δˆh(v) be the approximate h-
greedy set of policies w.r.t. v with error δˆ, s.t. for pi ∈ G δˆh(v),
TpiTh−1v ≥ Thv − δˆ.
Additionally, the algorithms assume additive ˆ ∈ R|S|
error in the evaluation stage. We call them hm-PI and hλ-PI
and present them in Algorithms 2 and 3. As opposed to the
non-contracting update discussed in Section 5, the evaluation
stage in these algorithms uses Th−1v.
We now provide our main result, demonstrating a γh-
contraction coefficient for both hm-PI and hλ-PI.
The proof technique builds upon the previously introduced
invariance argument (see (Efroni et al. 2018a), proof of Theo-
rem 9). This enables working with a more convenient, shifted
noise sequence. Thereby, we construct a shifted noise se-
quence s.t. the value-policy pair (vk, pik+1) in each itera-
tion is h-greedy consistent (see Definition 1). We thus also
eliminate the h-greedy consistency assumption on the initial
(v0, pi1) pair, which appears in previous works (see Remark
2). Specifically, we shift v0 by ∆0; the latter quantifies how
‘far’ (v0, pi1) is from being h-greedy consistent. Notice our
bound explicitly depends on ∆0. The provided proof is sim-
pler and shorter than in previous works (e.g. (Scherrer 2013)).
We believe that the proof technique presented here can be
used as a general ‘recipe’ for proving newly-devised PI pro-
cedures that use partial evaluation with more ease.
Theorem 4. Let h,m ∈ N \ {0}, λ ∈ [0, 1]. For noise se-
quences {k} and {δk}, ‖k‖∞ ≤  and ‖δk‖∞ ≤ δ. Let
∆0 = max{0,
maxs
(
Th−1v0 − Tpi1Th−1v0
)
(s)
γh−1(1− γ) }.
Then,
‖v∗ − vpik+1‖∞ ≤ γkh||v∗ − (v0 −∆0)||∞
+
(2γh+ δ)(1− γkh)
(1− γ)(1− γh)
and hence lim supk→∞ ‖v∗ − vpik‖∞ ≤ 2γ
h+δ
(1−γ)(1−γh) .
Proof. We start with the invariance argument. Consider the
process with the alternative error in the evaluation stage,
′k = k−Cke, where Ck = max δk+1+γ
h−1max k−γhmin k
γh−1(1−γ) ,
and e a vector of ‘ones’ of dimension |S|. Next, given initial
value v0, let v′0 = v0 −∆0. As described in Remark 2, this
transformation makes (v′0, pi1) h-greedy consistent. Since the
greedy policy is invariant for an addition of a constant, i.e.,
for α ∈ R, Gh(v + αe) = Gh(v), and since Th(v + αe) =
Thv + γhα, we have that the sequence of policies generated
is invariant for the offered transformation.
Next, we use Lemma 6, which gives that the choice of Ck
leads to a sequence of pairs of h-greedy consistent policies
and values in every iteration. Thus, we can now continue with
simpler analysis than in (Efroni et al. 2018a).
At this stage of the proof we focus on hm-PI. Define
dk
def
= v∗ − (v′k − ′k) for k ≥ 1, and d0 def= v∗ − v′0. We get
dk+1 = v
∗ − (Tpik+1)mTh−1v′k (11)
≤ v∗ − Tpik+1Th−1v′k (12)
≤ v∗ − Thv′k + max δk+1
≤ (Tpi∗)hv∗ − Th(v′k − ′k)− γh min ′k + max δk+1
≤ (Tpi∗)hv∗ − (Tpi∗)h(v′k − ′k)− γh min ′k + max δk+1
= γh(Ppi∗)h(v∗ − (v′k − ′k))− γh min ′k + max δk+1
= γh(Ppi∗)hdk − γh min ′k + max δk+1.
The second relation holds by applying Lemma 1 on pik+1 and
vk which are h-consistent. Furthermore, by using the form of
Ck and simple algebraic manipulations it can be shown that
−γh min ′k + max δk+1 ≤ 2γ
h+δ
1−γ . Thus,
dk+1 ≤ γh(Ppi∗)hdk + 2γ
h+ δ
1− γ . (13)
Iteratively applying the above relation on k, we get that
dk ≤ γkh(Ppi∗)khd0 + (2γ
h+ δ)(1− γkh)
(1− γ)(1− γh)
≤ γkh||d0||∞ + (2γ
h+ δ)(1− γkh)
(1− γ)(1− γh) . (14)
To conclude the proof for hm-PI notice that v∗ − vpik+1 ≤
v∗− (v′k − ′k) = dk, which holds due to the second claim in
Lemma 6 combined with Lemma 1. Since the LHS is positive,
we can apply the max norm on the inequality and use (14):
||v∗ − vpik+1 ||∞ ≤ γkh||d0||∞ + (2γ
h+ δ)(1− γkh)
(1− γ)(1− γh) .
Since d0 = v∗ − v′0 = v∗ − (v0 −∆0), we obtain the first
claim for hm-PI. Taking the limit easily gives the second
claim, again for hm-PI:
lim
k→∞
||v∗ − vpik+1 ||∞ ≤ 2γ
h+ δ
(1− γ)(1− γh) .
The convergence proof for hλ-PI is identical to that of
hm-PI, except for a minor change: the transition from (11)
to (12) holds due to the following argument:
dk+1 ≤ v∗ − (1− λ)
∑
i
λi(Tpik+1)i+1Th−1v′k
≤ v∗ − (1− λ)
∑
i
λiTpik+1Th−1v′k
= v∗ − Tpik+1Th−1v′k,
where the second relation holds by applying Lemma 1. This
can be used since pik+1 and v′k are h-greedy consistent accord-
ing to Lemma 6. This exemplifies the advantage of using the
notion of h-greedy consistency in our proof technique.
Thanks to using Th−1v in the evaluation stage, Theorem 4
guarantees a convergence rate of γh – as to be expected when
using a Th greedy operator. Compared to directly using v as
is done in Section 5, this is a significant improvement since
the latter does not even necessarily contract.
A possibly more ‘natural’ version of our algorithms would
back up the value of the root node instead of its descendants.
The following remark extends on that.
Remark 3. Consider a variant of hm-PI and hλ-PI, which
backs-up Tpik+1Th−1vk instead of Th−1vk. Namely, in this
variant, the evaluation stage for hm-PI (Algorithm 2) is
vk+1 ← (Tpik+1)m−1(Tpik+1Th−1vk) + k,
and for hλ-PI (Algorithm 3) it is
vk+1 ← T¯pik+1λ (Tpik+1Th−1vk) + k.
The latter is (see Appendix F)
T¯piλ v
def
= (1− λ)∑∞j=0 λj(Tpi)jv =
v + λ(I − γλPpi)−1(Tpiv − v) – a variation of the λ-
return operator from (4), in which Tpi is raised to the power
of j and not j + 1. The performance of these algorithms is
equivalent to that of the original hm-PI and hλ-PI, as given
in Theorem 4, since
(Tpi)m−1Tpi = (Tpi)m and T¯piλ T
pi = Tpiλ .
Yet, implementing them is potentially easier in practice, and
can be considered more ‘natural’ due to the backup of the
root optimal value rather its descendants.
7 Relation to Existing Work
In the context of related theoretical work, we find two results
necessitating a discussion. The first is the performance bound
of Non-Stationary Approximate Modified PI (NS-AMPI)
(Lesner and Scherrer 2015)[Theorem 3]. Compared to it,
Theorem 4 reveals two improvements. First, it gives that hm-
PI is less sensitive to errors; our bound’s numerator has γh
instead of γ. Second, in each iteration, hm-PI requires stor-
ing a single policy in lieu of h policies as in NS-AMPI. This
makes hm-PI significantly more memory efficient. Nonethe-
less, there is a caveat in our work compared to (Lesner and
Scherrer 2015). In each iteration, we require to approximately
solve an h-finite-horizon problem, while they require solving
approximate 1-step greedy problem instances.
The second relevant theoretical result is the performance
bound of a recently introduced MCTS-based RL algorithm
(Jiang, Ekwedike, and Liu 2018)[Theorem 1]. There, in the
noiseless case there is no guarantee for convergence to the
optimal policy1. Contrarily, in our setup, with δ = 0 and
 = 0 both hm-PI and hλ-PI converge to the optimal policy.
Next, we discuss related literature on empirical stud-
ies and attempt to explain observations there with the re-
sults of this work. In (Baxter, Tridgell, and Weaver 1999;
Veness et al. 2009; Lanctot et al. 2014) the idea of incor-
porating the optimal value from the tree-search was experi-
mented with. Most closely related to our synchronous setup
is that in (Baxter, Tridgell, and Weaver 1999). There, moti-
vated by practical reasons, the authors introduced and evalu-
ated both NC hλ-PI and hλ-PI, which they respectively call
TD-directed(λ) and TDLeaf(λ). Specifically, TD-directed(λ)
and TDLeaf(λ) respectively back up v and TpihTh−1v. As
Remark 1 suggests, TpihTh−1v can be extracted directly from
the tree-search, as is also pointed out in (Baxter, Tridgell, and
Weaver 1999). Interestingly, the authors show that TDLeaf(λ)
outperforms TD-directed(λ). Indeed, Theorem 3 sheds light
on this phenomenon.
Lastly, a prominent takeaway message from Theorems 3
and 4 is that AlphaGoZero (Silver et al. 2017b; Silver et al.
2017a) can be potentially improved. This is because in (Silver
et al. 2017b), the authors do not back up the optimal value
calculated from the tree search. As their approach relies on
PI (and specifically resembles to h-PI), our analysis, which
covers noisy partial evaluation, can be beneficial even in the
practical setup of AlphaGoZero.
8 Experiments
In this section, we empirically study NC-hm-PI (Section 5)
and hm-PI (Section 6) in the exact and approximate cases.
Additional results can also be found in Appendix G. Our
experiments demonstrate the practicalities of Theorem 3 and
4, even in the simple setup considered here.
We conducted our simulations on a simple N × N
deterministic grid-world problem with γ = 0.97, as
was done in (Efroni et al. 2018a). The action set is
{‘up’,‘down’,‘right’,‘left’,‘stay’}. In each experiment, a re-
ward rg = 1 was placed in a random state while in all other
states the reward was drawn uniformly from [−0.1, 0.1]. In
the considered problem there is no terminal state. Also, the
entries of the initial value function are drawn from N (0, 1).
We ran the algorithms and counted the total number of calls
to the simulator. Each such “call” takes a state-action pair
(s, a) as input, and returns the current reward and next (deter-
ministic) state. Thus, it quantifies the total running time of
the algorithm, and not the total number of iterations.
We begin with the noiseless case, in which k and δk from
Algorithm 2 are 0. While varying h and m, we counted the
total number of queries to the simulator until convergence,
which defined as ||v∗ − vk||∞ ≤ 10−7. Figure 3 exhibits
the results. In its top row, the heatmaps give the convergence
1The bound in (Jiang, Ekwedike, and Liu 2018)[Theorem 1] is
not necessarily 0 for  = 0 since Bγ , B′γ ,D0 and D1 do not depend
on the error and, generally, are not 0.
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Figure 3: (Top) Noiseless NC-hm-PI and hm-PI convergence
time as function of h and m. (Bottom) Noiseless NC-hm-PI
and hm-PI convergence time as function of a wide range of
m, for several values of h. In both figures, the standard error
is less than %2 of the mean.
time for equal ranges of h and m. It highlights the subopti-
mality of NC-hm-PI compared to hm-PI. As expected, for
h = 1, the results coincide for NC-hm-PI and hm-PI since
the two algorithms are then equivalent. For h > 1, the perfor-
mance of NC-hm-PI significantly deteriorates up to an order
of magnitude compared to hm-PI. However, the gap between
the two becomes less significant as m increases. This can be
explained with Theorem 3: increasingm in NC-hm-PI drasti-
cally shrinks γm in (8) and brings the contraction coefficient
closer to γh, which is that of hm-PI. In the limit m → ∞
both algorithms become h-PI.
The bottom row in Figure 3 depicts the convergence time
in 1-d plots for several small values of h and a large range of
m. It highlights the tradeoff in choosing m. As h increases,
the optimal choice of m increases as well. Further rigorous
analysis of this tradeoff in m versus h is an intriguing subject
for future work.
Next, we tested the performance of NC-hm-PI and
hm-PI in the presence of evaluation noise. Specifi-
cally, ∀k, s ∈ S, k(s) ∼ U(−0.3, 0.3) and δk(s) = 0.
For NC-hm-PI, the noise was added according to
vk+1 ← (Tpik)mvk + k instead of the update in the first
equation in (7). The value δk = 0 corresponds to having
access to the exact model. Generally, one could leverage the
model for a complete immediate solution instead of using
Algorithm 2, but here we consider cases where this can-
not be done due to, e.g., too large of a state-space. In this
case, we can approximately estimate the value and use a
multiple-step greedy operator with access to the exact model.
Indeed, this setup is conceptually similar to that taken in Al-
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Figure 4: Distance from optimum (lower is better) for NC-
hm-PI and hm-PI in the presence of evaluation noise. The
heatmap values are ||v∗ − vpif ||∞, where pif is the algo-
rithms’ output policy after 4 · 106 queries to the simulator.
The standard error of the results is given in Appendix G.
phaGoZero (Silver et al. 2017b). Figure 4 exhibits the results.
The heatmap values are ||v∗ − vpif ||∞, where pif is the algo-
rithms’ output policy after 4 · 106 queries to the simulator.
Both NC-hm-PI and hm-PI converge to a better value as h
increases. However, this effect is stronger in the latter com-
pared to the former, especially for small values of m. This
demonstrates how hm-PI is less sensitive to approximation
error. This behavior corresponds to the hm-PI error bound in
Theorem 4, which decreases as h increases.
9 Summary and Future Work
In this work, we formulated, analyzed and tested two ap-
proaches for relaxing the evaluation stage of h-PI – a multiple-
step greedy PI scheme. The first approach backs up v and
the second backs up Th−1v or TpihTh−1v (see Remark 3).
Although the first might seem like the natural choice, we
showed it performs significantly worse than the second, es-
pecially when combined with short-horizon evaluation, i.e.,
small m or λ. Thus, due to the intimate relation between h-PI
and state-of-the-art RL algorithms (e.g., (Silver et al. 2017b)),
we believe the consequences of the presented results could
lead to better algorithms in the future.
Although we established the non-contracting nature of
the algorithms in Section 5, we did not prove they would
necessarily not converge. We believe that further analysis
of the non-contracting algorithms is intriguing, especially
given their empirical converging behavior in the noiseless
case (see Section 8, Figure 3). Understanding when the non-
contracting algorithms perform well is of value, since their
update rules are much simpler and easier to implement than
the contracting ones.
To summarize, this work highlights yet another differ-
ence between 1-step based and multiple-step based PI meth-
ods, on top of the ones presented in (Efroni et al. 2018a;
Efroni et al. 2018b). Namely, multiple-step based methods
introduce a new degree of freedom in algorithm design: the
utilization of the planning byproducts. We believe that reveal-
ing additional such differences and quantifying their pros and
cons is both intriguing and can have meaningful algorithmic
consequences.
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A Proof of Lemma 1
Since (v, pi) is h-greedy consistent we have that,
Th−1v ≤ TpiTh−1v.
By remembering that (Tpi)l−1,for any l ∈ N \ {0}, is a monotonic operator we have that
(Tpi)l−1Th−1v ≤ (Tpi)lTh−1v.
We can concatenate the inequalities and conclude by observing that liml→∞(Tpi)lTh−1v = vpi, since Tpi is a contraction
operator with a fixed point vpi .
B Affinity of T pi and Consequences
In this section we prove, for completeness, an important property of Tpi (which was also described in (Efroni et al.
2018a)[Appendix B]).
Lemma 5. Let {vi, λi}∞i=0 be a series of value functions, vi ∈ R|S|, and positive real numbers, λi ∈ R+, such that
∑∞
i=0 λi = 1.
Let Tpi be a fixed policy Bellman operator and n ∈ N. Then,
Tpi(
∞∑
i=0
λivi) =
∞∑
i=0
λiT
pivi,
(Tpi)n(
∞∑
i=0
λivi) =
∞∑
i=0
λi(T
pi)nvi.
Proof. Using simple algebra and the definition of Tpi (see Definition 1) we have that
Tpi(
∞∑
i=0
λivi) = r
pi + γPpi(
∞∑
i=0
λivi) = r
pi +
∞∑
i=0
λiγP
pivi
=
∞∑
i=0
λi (r
pi + γPpivi) =
∞∑
i=0
λiT
pivi.
The second claim is a result of the first claim and is proved by iteratively applying the first relation.
C Proof of Proposition 2
The proof goes as follows.
v∗ − (Tpih)mTh−1v ≤ v∗ − TpihTh−1v (15)
= v∗ − Thv
= (Tpi∗)hv∗ − Thv
≤ (Tpi∗)hv∗ − (Tpi∗)hv
≤ γh(Ppi∗)h(v∗ − v) ≤ γh||v∗ − v||∞.
The first relation holds due to Lemma 1, the second relation holds since pih ∈ Gh(v), and the last relation holds since (Ppi∗)h is a
stochastic matrix. To prove similar result for the second claim we merely change the first relation, to
v∗ − Tpihλ Th−1v = v∗ − (1− λ)
∑
i
λi(Tpih)i+1Th−1v (16)
≤ v∗ − (1− λ)
∑
i
λiTpihTh−1v
= v∗ − TpihTh−1v,
where the second relation holds according to Lemma 1 since (pih, v) are h-greedy consistent.
Furthermore,
(Tpih)mTh−1v ≤ vpih ≤ v∗,
and
Tpihλ T
h−1v =(1− λ)
∑
i
λi(Tpih)i+1(Tpih)h−1v
≤(1− λ)
∑
i
λivpi = vpi ≤ v∗,
where the first inequality in both of the relations above holds due to Lemma 1, and the second inequality holds since vpi ≤ v∗ for
any pi.
Thus, we have that v∗ − (Tpih)mTh−1v, v∗ − Tpihλ Th−1v ≥ 0, component-wise, and we can take the max-norm on the LHS
of (15) and (16) to prove the statements.
D Proof of Theorem 3
We begin with proving (8). We have that
v∗ − (Tpih)mv =v∗ − vpih + vpih − (Tpih)mv
=(Tpi∗)hv∗ − vpih + (Tpih)mvpih − (Tpih)mv
=(Tpi∗)hv∗ − vpih + γm(Ppih)m (vpih − v)
≤(Tpi∗)hv∗ − vpih + γm(Ppih)m (v∗ − v)
≤(Tpi∗)hv∗ − Thv + γm(Ppih)m (v∗ − v)
≤(Tpi∗)hv∗ − (Tpi∗)hv + γm(Ppih)m (v∗ − v)
=γh(Ppi∗)h (v∗ − v) + γm(Ppih)m (v∗ − v)
≤(γh + γm)‖v∗ − v‖∞. (17)
The forth relation holds since v∗ ≥ vpi, the fifth relation holds due to Lemma 1, the sixth relation holds by the definition of
the optimal Bellman operator (namely, T lv ≥ (Tpi)lv for any v and pi), and the last relation holds since (Ppi∗)h, (Ppih)h are
stochastic matrices.
We also have that
(Tpih)mv − v∗ = (Tpih)mv − Tmv∗
= (Tpih)mv − (Tpih)mv∗
= γm(Ppih)m(v − v∗)
≤ γm‖v − v∗‖∞ ≤ (γh + γm)‖v∗ − v‖∞. (18)
Where the first relation holds since v∗ is the fixed point of Tm, the second relation holds by the definition of the optimal Bellman
operator, and the forth relation holds since (Ppih)m is a stochastic matrix.
Combining (17) and (17) yields
||v∗ − (Tpih)mv||∞ ≤(γh + γm)||v∗ − v||∞. (19)
The second statement is a consequence of the first statement.
||v∗ − Tpihλ v||∞ =||v∗ − (1− λ)
∑
i
λi(Tpih)i+1v||∞
=||(1− λ)
∑
i
λi(v∗ − (Tpih)i+1v)||∞
≤(1− λ)
∑
i
λi||v∗ − (Tpih)i+1v||∞
≤
(
(1− λ)
∑
i
λi(γi+1 + γh)
)
||v∗ − v||∞
=
(
γ(1− λ)
1− λγ + γ
h
)
||v∗ − v||∞.
In the first relation we use the definition of Tpihλ , the third relation holds due to the triangle’s inequality and the forth relation
holds due to (19).
To conclude the proof we finish proving the tightness of (9) using the same construction given in the part of the proof that is in
the paper’s body:
(Tpihλ v)(s0) =
1− γh
1− γ +
∞∑
i=0
(γλ)i(γ(1− γ)v(s1))
=
1− γh
1− γ −
γ(1− λ)
(1− γλ) ·
1
1− γ .
See that
|(Tpihλ v)(s0)− v∗(s0)| =
(
γh +
γ(1− λ)
(1− γλ)
)
1
1− γ .
Since ||(Tpihλ v)− v∗||∞ = |(Tpihλ v)(s0)− v∗(s0)|,
||v∗ − Tpihλ v||∞ =
(
γh +
γ(1− λ)
(1− γλ)
)
1
1− γ
=
(
γh +
γ(1− λ)
(1− γλ)
)
||v∗ − v||∞
E h-Greedy Consistency in Each Iteration
The following result is used to prove Theorem 3. According to it, the choice of Ck leads to a sequence of h-greedy consistent
policies and values in every iteration.
Lemma 6. Let ′k = k − Cke, where Ck = max δk+1+γ
h−1max k−γhmin k
γh−1(1−γ) and e is a vector of ‘ones’ of dimension |S|. For
both hm-PI or hλ-PI, let the value function at the k-th iteration with the alternative error, ′k, be v
′
k. Let pik+1 ∈ Gδk+1h (v′k).
Then, in every iteration k (v′k, pik+1) is h-greedy consistent; i.e.,
Th−1v′k ≤ Tpik+1Th−1v′k,
and
v′k − ′k ≤ Tpik+1Th−1v′k.
Proof of Lemma 6: hm-PI part. The proof goes by induction. The induction hypothesis is that (pik, v′k−1) is h-greedy consistent,
Th−1v′k−1 ≤ TpikTh−1v′k−1, and we show it induces both of relations. The base case holds, i.e., (pi1, v′0) is h-greedy consistent,
due to v′0 = v0 − d, (see Remark 2).
We start by proving that (pik+1, v′k) for every k by proving the induction step.
Th−1v′k − Tpik+1Th−1v′k ≤ Th−1v′k − Thv′k + max δk+1
= Th−1(v′k − ′k)− Th(v′k − ′k) + γh−1 max ′k − γh min ′k + max δk+1
= Th−1(v′k − ′k)− Th(v′k − ′k), (20)
where the last relation holds due to the choice of ′k and Ck, by which we get γ
h−1 max ′k − γh min ′k + max δk+1 = 0.
We continue with the analysis from (20),
Th−1(v′k − ′k)− Th(v′k − ′k) = Th−1(Tpik)mTh−1v′k−1 − Th(Tpik)mTh−1v′k−1
≤ Th−1Tpik(Tpik)mTh−1v′k−1 − Th(Tpik)mTh−1v′k−1
≤ Th−1T (Tpik)mTh−1v′k−1 − Th(Tpik)mTh−1v′k−1 = 0.
In the third relation we used Lemma 1 due to the assumption that (v′k−1, pik) is h-greedy consistent and the monotonicity of
Th−1, in the forth relation we used the definition of the optimal Bellman operator, i.e., Tpi v¯ ≤ T v¯, and the monotonicity of
Th−1, and in the last relation we used Th−1T = Th and recognized the two terms cancel one another.
This concludes that that for hm-PI the sequence of policies and alternative values are h-greedy consistent.
We now prove that v′k − ′k − Tpik+1Th−1v′k ≤ 0 for hm-PI.
v′k − ′k − Tpik+1Th−1v′k ≤ v′k − Thvk + max δk+1
≤ v′k − ′k − Th(v′k − ′k)− γh min ′k + max δk+1
≤ v′k − ′k − Th(v′k − ′k) (21)
The last relation holds due to
− γh min ′k + max δk+1 = −γh min k + max δk+1 − (1− γh)Ck
= max k(−1− γ
h
1− γ ) + γ
h min k(
1− γh
γh−1(1− γ) − 1) + max δk+1(1−
1− γh
γh−1(1− γ) ) ≤ 0.
See that the first and third terms are negative. Furthermore, min k ≤ 0 (if not, we can omit it in all previous analysis) and its
coefficient is positive, the second term is also negative as well, and thus the entire expression is negative.
We continue with the analysis from (21),
v′k − ′k − Tpik+1Th−1v′k ≤ v′k − ′k − Th((v′k − ′k))
≤ (Tpik)mTh−1v′k−1 − Th(Tpik)mTh−1v′k−1
≤ (Tpik)h(Tpik)mTh−1v′k−1 − Th(Tpik)mTh−1v′k−1
≤ Th(Tpik)mTh−1v′k−1 − Th(Tpik)mTh−1v′k−1 = 0.
Where the third relation holds due to Lemma 1, and in the forth relation we used the definition of the optimal Bellman operator,
i.e., (Tpi)hv¯ ≤ Thv¯.
Since (pik, vk−1) is h-greedy consistent due to the first claim we get
v′k − ′k − Tpik+1Th−1v′k ≤ 0.
To prove the statements for the hλ-PI we merely have to perform a minor change in (20) and (21) and to use the following
Lemma, which is a consequence of Lemma 1.
Lemma 7. Let λ ∈ [0, 1], l ∈ N and (v, pi) be h-greedy consistent. Then,
Tpiλ T
h−1v ≤ (Tpi)lTpiλ Th−1v.
Proof. We have that
Tpiλ T
h−1v = (1− λ)
∑
i
λi(Tpi)i+1Th−1v
≤ (1− λ)
∑
i
λi(Tpi)i+1+lTh−1v
= (1− λ)
∑
i
λi(Tpi)l(Tpi)i+1Th−1v
= (Tpi)l
(
(1− λ)
∑
i
λi(Tpi)i+1Th−1v
)
= (Tpi)lTpiλ T
h−1v.
Where the third relation holds due to Lemma 1, and the forth relation holds by using Lemma 5.
Proof of Lemma 6: hλ-PI part. To prove that hλ-PI preserves the h-greedy consistency we start from (20) and follow similar
line of proof.
Th−1(v′k − ′k)− Th(v′k − ′k) = Th−1Tpikλ v′k−1 − ThTpikλ v′k−1
≤ Th−1TpikTpikλ v′k−1 − ThTpikλ v′k−1
≤ Th−1TTpikλ v′k−1 − ThTpikλ v′k−1 = 0.
Where the third relation holds due to Lemma 7, and in the forth relation we used the definition of the optimal Bellman operator,
i.e., Tpi v¯ ≤ T v¯, and the monotonicity of Th−1.
This proves that the h-greedy consistency is preserved in hλ-PI as well. To prove the second statement for hλ-PI we start
from (21).
v′k − ′k − Th(v′k − ′k) = Tpikλ v′k−1 − ThTpikλ v′k−1
≤ (Tpik)hTpikλ v′k−1 − ThTpikλ v′k−1
≤ ThTpikλ v′k−1 − ThTpikλ v′k−1 = 0.
Where the third relation holds due to Lemma 7 and the monotonicity of Th−1, and in the forth relation we used the definition
of the optimal Bellman operator, i.e,, (Tpi)hv¯ ≤ Thv¯.
F A Note on the Alternative λ-Return Operator
In Remark 3 we defined an alternative λ-return operator, T¯piλ
def
= (1− λ)∑∞j=0 λj(Tpi)jv. We give here an equivalence form of
this operator.
Proposition 8. For any pi and λ ∈ [0, 1]
T¯piλ v = v + λ(I − γλPpi)−1(Tpiv − v)
Proof. This relation can be easily derived by using the equivalence in (4). We have that
T¯piλ
def
= (1− λ)
∞∑
j=0
λj(Tpi)jv
= (1− λ)v + (1− λ)
∞∑
j=1
λj(Tpi)jv
= (1− λ)v + λ(1− λ)
∞∑
j=0
λj(Tpi)j+1v
= (1− λ)v + λ(1− λ)
∞∑
j=0
λj(Tpi)j+1v︸ ︷︷ ︸
λTpiλ v
= v + λ(I − γλPpi)−1(Tpiv − v),
where in the last relation we used the equivalent form of Tpiλ provided in (4).
G More Experimental Results
In this section we add more empirical result on the convergence of the tested algorithms in Section 8 in the approximate case (as
described in Section 8). Specifically, we plot ||v∗ − vk||∞ versus the total number of queries to the simulator, where vk is the
value function. This complements the plot in Section 8, there we plot ||v∗ − vpif ||∞, where vpif is the exact value of the policy
that the algorithms output.
In the presence of errors, the value does not converge to a point in the, but only to a region. According to Theorem 4, as
h increases, hm-PI is expected to converge to a ‘better’ policy (i.e., closer to the optimal policy). As the results in Figure 5
demonstrate, also the value function, v, of hm-PI converges to a better region than NC-hm-PI. This would be expected since a
better policy would correspond to a better value function estimate. Furthermore, it is also observed that hm-PI converges faster
than NC-hm-PI. This is again expected due to the possible non-contracting nature of this algorithm.
Lastly, in Figure 6 the standard error, which corresponds to the mean results in Figure 4, is given.
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Figure 5: hm-PI and NC-hm-PI performance for several h and m values. We measure ||v∗ − vk||∞ versus total queries to
simulator in each run. In this experiment we used ∀s ∈ S, k, k(s) ∼ U(−0.3, 0.3), δk(s) = 0, as described in Section 8.
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Figure 6: Standard error versus h and m for the corresponding mean results given in Figure 4.
