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Abstract
Deep Convolutional Neural Networks (CNNs) offer remark-
able performance of classifications and regressions in many
high-dimensional problems and have been widely utilized
in real-word cognitive applications. However, high com-
putational cost of CNNs greatly hinder their deployment
in resource-constrained applications, real-time systems and
edge computing platforms. To overcome this challenge, we
propose a novel filter-pruning framework, two-phase filter
pruning based on conditional entropy, namely 2PFPCE, to
compress the CNN models and reduce the inference time with
marginal performance degradation. In our proposed method,
we formulate filter pruning process as an optimization prob-
lem and propose a novel filter selection criteria measured by
conditional entropy. Based on the assumption that the rep-
resentation of neurons shall be evenly distributed, we also
develop a maximum-entropy filter freeze technique that can
reduce over fitting. Two filter pruning strategies – global
and layer-wise strategies, are compared. Our experiment re-
sult shows that combining these two strategies can achieve a
higher neural network compression ratio than applying only
one of them under the same accuracy drop threshold. Two-
phase pruning, that is, combining both global and layer-wise
strategies, achieves ∼ 10× FLOPs reduction and 46% infer-
ence time reduction on VGG-16, with 2% accuracy drop.
Introduction
Deep Convolutional Neural Networks (CNNs) have been
widely utilized in many applications and achieved remark-
able success in computer vision [25], speech recognition [1],
natural language processing [4], etc. Going deeper has been
proven as an effective approach to improve the model ac-
curacy in solving high-dimensional problems [2, 25]. How-
ever, when the network depth increases, the number of pa-
rameters of the neural network increases too.
Model compression techniques aim at reducing the storage
and computational costs of deep neural networks [6, 7, 16,
29]. Network pruning is one important example of model
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Figure 1: Basic scheme of our proposed 2PFPCE. This
scheme show the network pruning process consisting phase
I and II.
compression techniques that can reduce the network com-
plexity and suppress the over-fitting issue simultaneously.
Han et al. [7, 8] proposed to reduce network parameters by
pruning the weights with small magnitudes and then retrain
the network in an iterative manner to maintain the over-
all accuracy. Majority of the pruned parameters is actually
from fully connected layers. Since fully connected layers
contribute to very small portion of the total floating point
operations (FLOPS), e.g., less than 1% in VGG-16 [23],
the overall computational cost reduction achieved by this
method is very limited [29]. Moreover, the random distri-
bution of the removed weights in memory hierarchy also in-
curs a higher cache miss rate, which greatly harms the actual
performance acceleration obtained in real systems [29]. In
some recent work on CNNs [9, 25], the fully connected lay-
ers are replaced by average pooling layers in order to build
a deep architecture with hundreds of layers. Recently, more
and more work focused on pruning convolutional layers to
reduce computational cost in inference time [17–19]. De-
spite the significant weight sparsity in fully connected lay-
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ers, the non-structured random connectivity ignores cache
and memory access issues as indicated in [29]. In some re-
cent work on CNNs [9, 25], the fully connected layers are
replaced by average pooling layers in order to build a deep
architecture with hundreds of layers. The computational cost
of the convolutional layers, hence, dominates when the net-
works become deeper. We note that CNNs with a large scale
usually have significant redundancy of their filters and fea-
ture channels, which offer a large compression and pruning
space.
In this work, we propose a Two-Phase Filter Pruning
framework based on Conditional Entropy, referred to as
2PFPCE, to prune the filters of CNNs based on conditional
entropy in a two-phase manner, as shown in Figure 1. The
key idea of our proposed approach is to establish a quan-
titative connection between the filters and the model accu-
racy. We adopt global pruning as phase-one and layer-wise
pruning as phase-two. In Phase I, the filters with the mini-
mum conditional entropy is pruned filter-by-filter, followed
by an iterative fine-tuning constrained by an accuracy drop
threshold. In Phase II, the filters are pruned layer-by-layer
in a greedy manner based on conditional entropy, followed
by also a fine-tuning of the neural network constrained by
the accuracy loss threshold. Our major contributions can be
summarized as:
• We calculate the conditional entropy over the filters in a
convolutional layer, i.e. the distribution of entropy condi-
tioned on the network loss. We also propose to use condi-
tional entropy as a criteria to select the filters to be pruned
in our method:
• Based on the assumption that the information of the neu-
rons in a layer shall be uniformly distributed, we propose
a novel fine-tuning approach where the weights in a filter
corresponding to the neuron with the maximum entropy is
kept constant during the back-propagation to reduce over-
fitting.
• Based on our observation on the different pruning effi-
ciencies of global and layer-wise pruning strategies, we
propose to combine these two strategies to achieve a
higher compression ratio of the neural network compared
to applying only one strategy in network pruning. Experi-
mental results show that 2PFPCE can achieve a reduction
of 88% filters on VGG16 with only 2% accuracy degra-
dation. The data volume is decreased from 310784 bytes
to 49165 bytes and the inference time is ∼ 54% of the
original model.
Related works
Model compression
The compression techniques of convolutional layers can be
roughly categorized into the following three types according
to their approximation level:
Pruning reduces the redundancy in parameters which are
not sensitive to the performance at a level of weight and
filter. Network pruning, which aims at reducing the con-
nectivities of the network, is a classic topic in model com-
pression and has been actively studied in the past years.
Pruning has been performed at weight level [7, 29] and fil-
ter level [17, 19]. Quantization compresses the network
by reducing the number of bits required to represent the
weights [7]. Binarization [20] is an extreme case of quan-
tization where each weight is represented using only 1-bit.
Convolution reconstruction divides convolution into
subproblems based on organization of filters at layer level.
Low rank approximation [5, 12, 26, 32] imitate convolu-
tional operations by decomposing the weight matrix as a low
rank product of two smaller matrices without changing the
original number of filters. Based on the correlation between
groups of filters, [3, 31] build a convolutional layer from a
group of base filters. FFT convolution [28] designs a set of
leaf filters with well-tuned in-register performance and re-
duce convolution to a combination of these filters by data
and loop tiling.
Knowledge distillation [10] compresses an ensemble of
deep networks (teacher) into a student network with similar
depth by applying a softened penalty of the teachers output
to the student.
This compression method works at network level.
There is no golden rule to measure which one of the three
kinds of approach is the best. In this work, we focus on filter
pruning. There exist some heuristic criteria to evaluate the
importance of each filter in the literature such as APoZ (Av-
erage Percentage of Zeros) [11], `1-norm [17] and Taylor
expansion [19].
• APoZ (Average Percentage of Zeros) [11]: calculates the
sparsity of each channel in output feature map as its im-
portance score
∑N
k
∑M
j f(Oc,j(k)=0)
N×M .
• `1-norm [17]: measure the relative importance of a filter in
each layer by calculating the sum of its absolute weights∑ |Fi,j |, i.e., its `1-norm ‖Fi,j‖1.
• Taylor expansion [19]: approximate change in the loss
function with accumulation of the product of the activa-
tion and the gradient of the cost function w.r.t. to the acti-
vation
∣∣∣∣ 1M ∑m δCδz(k)l,m z(k)l,m
∣∣∣∣.
Unlike above mentioned criterion, we directly quantize
contribution of each filter to accuracy via conditional en-
tropy, discussed following section.
Information Plane
There is a growing interest in networking understanding and
this motivates our information guided pruning. [27] pro-
posed to analyze DNNs in the Information Plane. The goal
of the network is to optimize the Information Bottleneck
(IB) trade-off between compression and prediction, succes-
sively, for each layer.
Two properties of the IB are very important in the context
of network pruning. The first is the necessity of redundancy
during model training. According to [27], the Stochastic
Gradient Decent (SGD) optimization has two different and
distinct phases: empirical error minimization (ERM) and
representation compression. In ERM, redundancy is neces-
sary since the high non-convex optimization is hard to be
solved with current technologies. Considering convergence
rate, reducing model size after its training is more time ef-
ficient. The second is the conditional distribution of out-
put y on x˜, i.e. p (y | x˜), where x˜ is the compact expres-
sion of input x follows from the Markov chain condition
Y ← X ← X˜ . It is important to notice that this not a mod-
eling assumption and the quantization x˜ is not used as a hid-
den variable in a model of the data. Hence, a network can be
decomposed to a cascade of subnetworks with its compact
input feature maps as input and original model’s output as
output.
On information plane, Mutual Information (MI) quanti-
fies the average number of relevant bits that the input vari-
able X contains about the label Y.
I (X,Y ) =
∑
(x,y)∈A
p(x, y) log[
p(x, y)
p(x)p(y)
]
=
∑
(x,y)∈A
p(x, y) log[
p(x | y)
p(x)
]
= H(X)−H(X|Y )
(1)
The connection between mutual information and minimal
sufficient statistics is based on its invariance to invertible
transformations:
I(X,Y ) = I(ψ(X), φ(Y )) (2)
for any invertible functions ψ and φ. The invariance of the
information measures to invertible transformations comes
with a high cost. For deterministic functions, the mutual in-
formation is insensitive to the complexity of the function or
the class of functions it comes from [22]. If we have no in-
formation on the structure or topology of X, there is no way
to distinguish low complexity classes from highly complex
classes by the mutual information alone.
In this paper, instead of utilizing noise insensitive MI cri-
teria, we propose to adopt conditional entropy in terms of
error probability in guessing a finitely-valued random vari-
able X given another random variable Y .
Conditional entropy based compression
In this section, we first formulate compression as an opti-
mization problem, then propose a conditional entropy based
filter selection criteria and compare the statistical result of
CIFAR10 on pre-trained VGG-16 model. Furthermore, we
discuss the relationship of error probability and conditional
entropy.
Problem formulation
In [21, 22], each layer is seen as a single random variable.
And the distribution is calculated by joining all neuron out-
puts in this layer. However the same method might not be
suitable for convolutional network, for losing the structure
feature on both the input and the feature map.
Therefore we adopt the procedure to estimate the mutual
information of each convolutional layer as in [13, 14]. The
first step is to use the entropy of each layer’s output as the
measurement of the information flow. The activation en-
tropy can be calculated using the function below where pi
denotes the probability of i-th filter in the feature map.
HCn =
n∑
i=0
pi ∗ log pi (3)
Considering the general scenario of a neural network
whose operation is parametrized by a vector θ ∈ <W (rep-
resenting the weights), and whose input/output characteris-
tics are described by a conditional probability distribution
pθ(xout | xin), in which xin ∈ <N and xout ∈ <M denote
input and output vectors, respectively. The performance of
this network on a given input is measured some loss func-
tion ε(xin, xout). If the probability of an input xin to be en-
countered is defined as p(xin), the global error made by a
network with parameter is given by
Eθ =
xin∑xout∑
(xin, xout)pθ(xout | xin)p(xin) (4)
We define pθ(x) = pθ(xout | xin)p(xin), x = (xin, xout) ∈
<N+M . It now combines both the parametrized properties of
the network and the likelihood of input data.
When recognizing neural network as a stack of sub net-
works, the above definition holds true for each layer and thus
error in convolutional layers:
ECθ =
Cin∑xout∑
(Cin, xout)pθ(xout | Cin)p(Cin) (5)
Where Cin denotes the input feature maps of the convo-
lutional layer. In this way, we reorganize the compression
problem as a optimization problem and minimize the dis-
tance
∥∥∥ECθ − EC′θ′ ∥∥∥, whereC ′in is a minimum subset ofCin.
We adopt a d-dimensional binary vector σ: a 1 indicating
the filter is selected, a 0 indicating the filter is discarded.
Notation xσ indicates the vector of selected features, that
is, the full vector x projected onto the dimensions specified
by σ. Notation xσ˜ is the complement, that is, the unselected
features. The full feature vector can therefore be expressed
as x = {xσ, xσ˜}. As mentioned, we assume the process p
is defined by a subset of the features, so for some unknown
optimal vector σ∗, p (y | x) = p (y | xσ∗). We approximate
p using an hypothetical predictive model q, with two layers
of parameters: σ representing which filters are selected and
τ representing the parameters used to predict y. Our problem
statement is to identify the minimal subset of features such
that we maximize the conditional likelihood of the training
labels, with respect to these parameters. For i.i.d data D ={(
xi, yi
)
; i = 1..N
}
the conditional likelihood of the labels
given parameters {σ, τ} is
L (σ, τ | D) =
N∏
i=1
q
(
yi | xiσ, τ
)
(6)
The (scaled) conditional log-likelihood is
l =
1
N
N∑
i=1
logq
(
yi | xiσ, τ
)
(7)
(a) Maximum conditional entropy. (b) Activation of max conditional entropy. (c) Number of zero activations.
(d) Average conditional entropy of filter. (e) Maximum conditional entropy filter ratio. (f) Zero activation ratio.
Figure 2: Statistical result of VGG-16 on CIFAR10
This is the error function we wish to optimize with respect
to the parameters {σ, τ}; the scaling term has no effect on
the optima, but simplifies exposition later. We now introduce
the quantity p (y | xσ): this is the true distribution of the loss
given the selected filters xσ . Multiplying and dividing q by
p (y | xσ), we can re-write the above as,
l =
1
N
N∑
i=1
log
q
(
yi | xiσ, τ
)
p (yi | xiσ)
+
1
N
N∑
i=1
log p
(
yi | xiσ
)
(8)
The second term in (8) can be similarly expanded, introduc-
ing the probability p (y | x). These are finite sample approx-
imations, drawing data points i.i.d. with respect to the distri-
bution. We use Exy {.} to denote statistical expectation, and
for convenience we negate the above, turning our maximiza-
tion problem into a minimization. This gives us
−l ≈ Exy
{
log
p (y | xσ)
q (y | xσ, τ)
}
+ Exy
{
log
p (y | x)
p (y | xσ)
}
− Exy {log p (y | x)}
(9)
In the experiments below, we use the training loss as the
single variable. Then our problem statement is to identify
the minimal subset of features such that we maximize the
conditional likelihood of the training loss, with respect to
these parameters.
Filter selection algorithm
The algorithm is illustrated below as shown in Algorithm 1.
For each sample, we calculate the cross entropy loss and out-
put activation corresponding to each filter. To achieve dis-
crete statistical requirement, each parameter is multiplied by
a factor of 1e4 and quantized as 32-bit integer. For each fil-
ter, c val denotes 1-D distribution on output activation and
c bins denote a 2-D statistics on output activation condi-
tioned on loss.
c total is a number of activations per filter, i.e. samples in
a dataset. act ent denotes the entropy of feature map, pro-
vided the distribution of output activation across the dataset.
Notice here zero activations are excluded because it’s con-
sidered to contain no information with respect to the next
layer. Given the probability of a specific output activation,
enti denotes the entropy of output activation conditioned on
the distribution of cross entropy loss. con ent denotes the
conditional entropy of a filter, which is an accumulation of
enti. Then, the con ent is sorted in ascending and the filters
corresponding to the top-r con ent are selected to be re-
moved. In above single-layer illustration, the layer to prune
is predefined. This can be generalized to multiple layers or
the whole model.
Statistical result of CIFAR10 on VGG-16
As one of the core concepts in the convolutional network,
feature maps reveals huge amount of information about the
information flow within the network. For which we pro-
posed using statistical variable, especially conditional en-
tropy, to measure the connection between feature map and
error probability, which may help us understand how the in-
formation flows through the network.
Algorithm 1 Filter selection algorithm.
Input: a baseline modelM , convolutional layer to prune l,
training dataset xtrain, number of filters to prune r
Output: candidate filter(s) to prune σr
procedure CONDITIONALENTROPY CALCULATION
eps h = 1e4
criteria = CrossEntropy(reduce = false).
for batch idx in batches do
output←M(xtrain[batch idx]).
loss[batch size]← criteria(output, target).
j = eps h ∗ loss[batch size].
for k in l do
i = eps h ∗ fmap outl[k].
ans[k].extend(i, j).
c bins[i][j]+ = 1.
c val[i]+ = 1.
c total =
c val∑
i
c val[i].
act ent =
c val∑
j 6=0
− c val[j]c total ∗ log c val[j]c total
enti =
c val[i]
c total
∑
j
− c bins[i][j]c val[i] ∗ log c bins[i][j]c val[i]
con ent =
∑
i
enti
sort con ent of each filter in layer l ascending
add corresponding filter of top-r con ent→ σr
Figure 2 is the statistical result of filters in each convo-
lutional layer of CIFAR10 on VGG-16. The x-axis indicate
the index of convolution layer in model. Figure 2a, Figure 2b
shows the maximum enti and its corresponding output acti-
vation, respectively.
Figure 2c depicts the number of zero activations and Fig-
ure 2f shows the negative zero activation ratio. We observe
zero activation mostly reside in first and last several convo-
lutional layers.
Figure 2d demonstrate total conditional entropy of each
filter. Figure 2e is the ratio of maximum conditional entropy
to total conditional entropy and it’s remains relatively uni-
form in different layers.
Experiments
Experiment setup
In the initial stage of our experiment, we assume using en-
tropy H(Tn) to measure information flowed in the neural
network. To testify our assumption, we made several exper-
iments with MNIST datasets and a two-layered CNN. We
added Gaussian noise to the picture and see how the en-
tropy in neural network would change as the power of noise
changes. If the entropy effectively measures the information
uncertainty in CNN, HT1 and HT2 should increase as the
loss increases.
The result is affirmative, HT1 and HT2 do increase as ex-
pected. Yet there are still some problems about HT2 . As
shown in Figure 3, HT2 does not increase as much as HT1
(a) First convolutional layer entropy.
(b) Second convolutional layer entropy.
(c) Sample under different noise level.
Figure 3: Two layer CNN on MNIST
when var is below 0.1. We assume that CNN reduces the in-
fluence of noise in the classification task when the noise is
not so significant. So the entropy does not increase so much
in the second layer.
Here, we trained a VGG-16 [23] network with tanh ac-
tivation function on CIFAR10 dataset [15] and logged the
output of each layers. The network has 13 convolution lay-
ers, each layer has 64 filters to 512 filters, with the size of 3.
The network converged at around 100 epochs, but we trained
it for 400 epochs. The final accuracy is 99.6% on training
set and 92.68% on test set. As we can observe from Fig-
ure 2d, conditional entropy in filters are almost uniformly
distributed, except for the first convolutional layer where
conditional entropy is slightly higher. Also, number of zero
activations shown in Figure 2c indicates the same fact that
the first convolutional layer in VGG-16 is greatly redundant
in CIFAR10 classification.
However, the philosophy that each neuron in network is
interchangeable and informative equivalent [30] indicate a
uniform distribution of information across the layers. As a
result, filters are supposed to be pruned in a layer-wise man-
ner where the number of filters to be pruned should be pro-
portional in each layer, e.g. prune 16 filters in convolutional
layer with 64 filters, 32 filters with 128 etc.
In the experiment, we evaluate trade-off between accu-
racy and pruning ratio in global and layer-wise approach
respectively. Inspired from above observation, we propose
a two phase filter pruning framework based on conditional
entropy, namely 2PFPCE. The filter selection criteria is de-
scribed in Algorithm 1. The procedure is shown in Figure 1.
In phase I, filters are pruned and fine-tuned iteratively
until the accuracy drop reach the threshold (1%). The pur-
pose is to remove the redundancy filters with respect to
the dataset. Notice that dataset plays a crucial role when it
comes to compression. The number of involved features in
a 1000-category dataset is probably much larger than that
in a 10-category dataset. After a layer is pruned, weights in
the filter w.r.t the maximum activation entropy are kept con-
stant and cannot be updated during fine tuning. Similar to
dropout [24], this aims at penalizing any single neuron that
may overly fitted to the dataset.
In phase II, filters are pruned in a layer-wise manner: in
each iteration, a small portion filters (1/32 or 1/16) of each
layer are pruned until the accuracy drop reach the threshold
γ. The threshold γ is a hyper-parameter and can be adjusted
to satisfy application constraint. To retain the information in
pruned filters and avoid time consuming fine-tune, we up-
date the bias term as the activation of maximum conditional
entropy filter (Figure 2b).
Global Pruning Approach
In this experiment, we evaluate the trade-offs between com-
putation complexity and classification accuracy in global
pruning approach. As shown in Figure 4 and Figure 5, the
accuracy w.r.t pruning ratio is similar in both networks.
Without fine-tuning, the accuracy in VGG-16 and ResNet-
18 decrease significantly to 27% and 16% within a pruning
ratio of 10% and 21%, respectively. After the turning point,
in VGG-16 the accuracy slowly decrease to 15% as the prun-
ing ratio increase while in ResNet-18 the accuracy drop is
within 1%. With fine-tuning, each network can remain its
accuracy with pruning ratio below 20% and then slowly de-
grade with a marginal accuracy drop between 1%-2% until
the pruning ratio reaches 90%. The comparison between w/o
fine-tune shows the DNNs can recover from small disturb
with fine tuning. The contribution of each filter is very simi-
lar in a converged convolutional neural network. Though the
experiment results on VGG-16 and ResNet-18, we can con-
clude that our current solution can prune about 40% filters
with 1% accuracy compromise and 80% prunes with only
2% accuracy compromise with global pruning approach.
Figure 4: Accuracy vs. pruning ratio of VGG16.
Figure 5: Accuracy vs. pruning ratio of Preact-ResNet18.
Layer-wise Pruning Approach
Table 1a compares the obtained accuracy of different filter
importance criterion under the same pruning ratios. For a
fair comparison, the DNNs are pruned in a layer-wise ap-
proach and fine-tuned same number of epochs for accuracy
recover after pruning. At each pruning iteration, we remove
a percentage of feature maps and then perform 20 minibatch
SGD updates with batch-size 32, momentum 0.9, learning
rate 10−4, and weight decay 10−4. As we can see from the
table, our proposed conditional entropy filter selection crite-
ria outperforms counterparts with highest accuracy on both
pruning ratio 25% and 50%.
Table 1b compares the obtained pruning ratio of filter im-
portance criterion under approximately the same errors, e.g.,
within 2% accuracy loss. The baseline is L1-Norm which
has a pruning ratio of 60% on both networks. Our experi-
ments show that with a marginal accuracy loss, conditional
entropy based criterion can always achieve largest pruning
ratio.
(a) Filter importance criteria vs. accuracy.
VGG16/CIFAR10: 92.98%
Prune L1-Norm APoZ Act. ent Cond. ent
25% 92.86% 92.94% 92.93% 93.50%
50% 92.11% 92.02% 92.00% 92.76%
ResNet50/CIFAR10: 93.16%
20% 94.42% 94.36% 94.33% 94.84%
50% 94.48% 94.25% 94.42% 94.44%
(b) Filter importance criteria vs. pruning ratio.
VGG16/CIFAR10: 92.98%
Acc. L1-Norm APoZ Act. ent Cond. ent
91.0(±0.3)% 1.0× 0.88× 1.27× 1.32×
ResNet50/CIFAR10: 93.16%
92.0(±0.2)% 1.0× 0.93× 0.96× 1.05×
Table 1: Comparison of filter importance criteria in layer-
wise approach VGG-16/ResNet-50 on CIFAR10
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Figure 6: Stage pruning with 98% accuracy threshold.
Stage Pruning Approach
We focus on reducing the number of convolutional fea-
ture maps and the total estimated floating point operations
(FLOPs). During pruning we were measuring reduction in
computations by FLOPs, which is a common practice [7].
Improvements in FLOPs result in monotonically decreas-
ing inference time of the networks because of removing en-
tire feature map from the layer. However, time consumed
by inference dependents on particular implementation of
convolution operator, parallelization algorithm, hardware,
scheduling, memory transfer rate etc. Unlike in previous
work, where latency is considered via another, often inac-
curate proxy (e.g., FLOPS), in our experiments, we directly
measure real-world inference time by executing the model
on GPU (NVIDIA Titan Xp with CUDNN 8.0). Therefore
we measure improvement in the inference time to see real
speed up compared to original networks in Figure 6.
Based on the observations mentioned in setup, a two-
phase pruning approach is proposed. As shown in Figure 6, a
combination of both approach can achieve a pruning ratio of
88% within 2% accuracy drop. The dataset is CIFAR10 with
a minibatch size of 32. The inference time on pre-trained
VGG-16 is 22.69ms. In Phase I, number of filters decrease
from 4224 to 3960 and total bandwidth from 310784 bytes to
273658 bytes. The inference time reduces to 19.24ms. Re-
moved filters are mostly from the first convolutional layer
and this verifies our observation on redundancy. In the first
convolutional layer,∼ 60% filters are removed result in a re-
duction in data volume from 64M to 35M. Because of high
parallelization in GPU, inference time decrease in a single
layer is not as significant as in data volume. In Phase II,
number of filters decrease from 3960 to 532 and total band-
width from 273658 bytes to 49165 bytes. The inference time
reduces to 12.34ms.
Conclusion
In this work, inspired from the statistical result of informa-
tion flow in neural network, we propose to use conditional
entropy as the filter selection criteria in filter pruning. The
performance of conditional based filter selection criteria out-
performs approaches based L1-Norm, APoZ and activation
entropy. Experimental result shows the proposed criteria can
achieve 92.76% accuracy when pruning ratio is 50% and
∼ 91% accuracy when pruning ratio is 80%. In both VGG-
16 and ResNet-50, our proposed conditional entropy outper-
forms the above criterion. To comply with the network in-
formation distribution, we adopt a two phase pruning frame-
work which combines global approach with layer-wise ap-
proach. In addition, novel model tuning techniques are pro-
posed 1) freeze weights w.r.t maximum activation entropy
to avoid over-fitting, 2) update bias w.r.t the activation of the
maximum conditional entropy filter. The above framework
can achieve a pruning ratio of 88% within 2% accuracy drop
of pre-trained VGG-16 model on CIFAR10.
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