Proposed controllers were tested by numerical simulation for a typical winter day for geographical region of the building. It is shown that advanced performance can be achieved with optimized control systems, and that by controller optimization a significant reduction of the energy consumption is obtained without losing the indoor comfort. This has also proved to be more economical solution.
Introduction
During the operation of the central heating systems, due to change of climatic influences, (mainly of the outside temperature and wind speed), heating demands are changing steadily. Heat delivery from the boiler always has to adapt to the heating demands of the consumers. Heating demands are changing during the day, as well as during the season [1] .
Following deregulations that took place in many countries over the last few decades, energy market has been rapidly evolving and bringing to the attentions of practitioners and researches the challenging problems. By introducing a directive Energy Performance of Buildings Directive (EPBD), European Union tries to ensure market mechanisms to improve the energy efficiency in buildings, in other words, to determine an economic value of the energy conservations [1, 2] .
In this paper, a radiator heating system of an existing office building is considered. System consists of a three-stage electrical boiler and radiators. Due to annual and daily changes of heating demands it is necessary to match the heat delivery from the boiler. Central control of the heat capacity can be done in the following ways: by changing the supply water temperature --------------keeping the constant water-flow rate, by changing the water-flow rate keeping the water temperature constant, and combined, by changing both the water temperature and the water-flow rate. It is proposed to control system using an industrial programmable logic controller (PLC) by the continuous control of the boiler heaters. For the purpose of the heating system optimization, a mathematical model of the heating system is developed. Mathematical model is used for the reduction of the plant's order and optimization of the controller parameters, in order to have good tracking of the set-point, disturbance rejection and satisfactory robust stability.
System description
Building under consideration consists of 15 rooms in three levels, fig. 1 . Ground level assumes garage and warehouse while other two levels are offices. Between ground and first level there is a non-heated room with unknown temperature, thus it is considered as a disturbance.
Functional schematics of the heating system is presented in fig. 2 . Building is heated by an electrical boiler EK-01 of total power 24 kW. According to the outside temperature TS-01 and a heating curve, a desired value of inlet temperature TE-01 is determined. A slope, as well as an origin of the heating curve can be adjusted by a room thermostat unit SP. An industrial programmable controller PLC-01, according to an appropriate control algorithm, calculates control and controls the boiler and circulation pump P-01.
Mathematical modelling

Mathematical model in form of differential equations
As it has been mentioned before, the building consists of 15 different rooms and the heating system. Each subsystem can be treated as a simple thermodynamic system that changes energy with the environment by thermodynamic action. By applying the First thermodynamic principle, as well as by introducing assumptions that all processes are performed on constant pressure and the working substance neither does perform work, nor work is done over it, it can be concluded that the change of internal energy, i. e. temperature of each room, depends only on the heat change with the environment. In this case, those relations, for r th room, r = 1, …, 15, can be expressed mathemati- cally by eqs. (1) and (2), depending on whether the thermodynamic system receives or gives energy:
where i is the specific radiator in the room, i =1,…,n, j -the specific wall through which the heat passes from the room, j = 1,…,m, where n is number of radiators and m is number of walls. 
where
is the outside temperature. Equation (4) can further be expanded by a room orientation and influence of the air infiltration: 
Mathematical model in the state space form
The state space representation of the system yields an internal description of the system which may be useful if the model is derived from physical principles [3] . Using eqs. (5) and (6), it is possible to determine mathematical model in form of differential equation for every single room.
In general, mathematical model of time-invariant MIMO plant, in the state-space form, is given by state equation and output equation:
where A is the state-matrix, B the input matrix, and C the output matrix [4] . It is convenient to select the room temperatures and the fluid temperature as state variables:
...
Choice (8) leads to the system description in the state-space form based on еqs. (5) and (6) 
Control algorithm synthesis
Set-point for fluid temperature is generated based on the outside temperature and heating curve. Fluid temperature is accordingly chosen as output variable to be controlled with the only control input available, which is boiler power.
Linear quadratic controller
Linear quadratic controller (LQI) with integral action employs the same idea as LQR with feedforward gain, but it can provide better performance in the presence of uncertainty and better disturbance rejection [5] . Block diagram of the system with one output value and one control value, controlled with LQI is given in fig. (3) .
Introduction of the integral of error adds one more state to the system:
and this leads to the following state-space representation of the system:
State vector, eq. (8), is extended with integral of the output error and is labeled with
The LQI control law for particular plant is given by: Bryson's rule [6] presents good starting point for choice of square, positive definite, matrix Q and parameter ρ > 0. Since all states in the extended state vector are temperatures, with exception of the last, which is integral of temperature difference, it is reasonable from the physical point of view and for the sake of simplicity of analysis to choose matrix Q in eq. (13):
where I denotes identity matrix. For different values of parameters q and ρ, it is shown that the bigger the value of parameter q and the smaller value of ρ better set-point tracking is guaranteed in the sense of integral of time absolute error (ITAE). It is also confirmed, as wellknown result for state-feedback control states, that gain margin for any value of parameters q and ρ will be infinite and phase margin will be greater than 60°, when all states are available, not estimated. Optimal values of parameters chosen in this way also yield large control inputs. Since boiler power is limited, integrator anti-windup technique is implemented. Figure (4) shows values of integral of time absolute error as a function of parameters q and r in case of a standard winter day for given geographical location, for worst-case scenario initial conditions with integrator anti-windup technique implemented. The LQI control algorithm can provide good set-point tracking, but in order to implement it, information regarding all states has to be known.
System is not observable. Observability matrix rank is equal to five, and thus, there are 11 unobservable states. In order to avoid observability problem [7] additional measurements of state variables can be introduced in order to makes the system observable, but this choice makes the solution expensive.
The PI controller
Another way of solving this problem is to reduce the plant's order, find equivalent transfer function and design controller for only output feedback. Reduced model of plant, G(s), has been found based on the step response similarity of the proposed second order reduced model and original model: 
Similar result to eq. (17) can be obtained using optimal Hankel norm approximation, observing gaps in relative amplitudes of Hankel singular values. Two systems can be described as close (i. e. have similar behavior) if their frequency responses are similar [3] . After the analysis of the Bode plot of the transfer function given by eq. (17), shown in fig. (5) , it can be concluded that it is reasonable to further reduce model order, to obtain first-order transfer function. The approximated first-order transfer function, G A (s), can be written in the form: 
Thus, it can be seen that controller parameters can be selected through choice of crossover frequency. Larger values of crossover frequency provide better set-point tracking and disturbance rejection. This value is limited with a control magnitude and robust stability specifications. In fig. 8 , complementary sensitivity function is shown together with inverse of the relative uncertainty weight.
From fig. 8 , it is clear that further increasing of crossover frequency, which increases bandwidth, will not guarantee robust stability of the closed loop and this again confirms rightness of range for crossover frequency that should be taken into consideration. The rule of thumb for choice of the tracking constant in the PI controller with anti-windup suggests that its value should be around value for integral-time T i . Considering eq. (22), it can be seen that T i = τ and this enables us to choose a range for tracking constant worth considering in process of looking for optimal value. Optimal values for parameters ω c and T t can be chosen using various criteria. In this paper, an ITAE has been used. Values of ITAE are shown in the fig. (9) , where ω c and T t belong to the previously specified ranges. From fig. 9 , it can be concluded that pair (ω c , T t ) which provides least value for the ITAE for initial conditions in the worst-case system starting-regime scenario is (0.016, 4858.913).
System response is simulated for thfe typical winter model day. Namely, during the day, a 24-hour's outside temperature is used for the geographical position of the building, fig. 10 . The outside temperature, combined with the heating curve, determines the real heating demand, i. e. set point for the controller. Results of numerical simulation can be seen in fig. 11 . Set point fluid temperature is presented by blue line, while system output is shown by green line. It can be seen that for the worst scenario, output reaches the set point in 2 hours with no overshoot. During the numerical experiment, possible over-heating of the air temperature in rooms is limited to the 22 ºC by thermal heads.
From the energy efficiency point of view, it is particularly important to have an information about the boiler power, in this case, control variable, fig. 12 . The boiler operates with full power only during the heating up. As soon as the set point is reached, boiler operates with reduced power. Since the boiler is already in use for a few years, during the numerical simulation, the boiler power is intentionally limited on 20 kW because of possible calcium carbonate deposition.
Alternative controller tuning using metaheuristic optimization
Classical controller synthesis performed in chapter The PI controller, based on ITAE criterion, provides very good system performance which is verified in fig. 9 . In order to try to further improve proposed PI controller, and even more important to propose procedure that would allow for additional future controller modifications such as non-linear controller implementation, an alternative controller parameters optimization has been attempted by use of metaheuristic optimization techniques. 
where r is the reference variable (set point fluid temperature), y -the controlled output (fluid temperature), e -the control error, and N -the number of patterns. The goal of optimization is to adjust controller parameters, i. e. proportional and integral gains of PI controller (K P and K I ), minimizing fitness (cost) function and thus improving controller performance by decreasing tracking error. For controller optimization three metaheuristic techniques have been used: genetic algorithms (GA), simulated annealing (SA), and particle swarm optimization (PSO). The GA [9] are the most popular and widely used metaheuristic optimization technique, representing abstraction model of biological natural selection, based on Darwin's theory of evolution. The SA optimization was designed using analogy with metal annealing [9] , and as other metaheuristic optimization algorithms is a technique possessing main ability to avoid being trapped in local optima unlike deterministic optimization techniques. Finally, the PSO is a technique developed on resembling swarm behavior, such as fish and bird schooling [9] .
In each of the considered metaheuristic optimization algorithms, performance depends on its parameters values, so parameters were carefully selected by performing numerous experiments. Obtained results of controller tuning are summarized in tab. 1. It is obvious from the results presented in tab. 1 that it was possible to further improve already very sophisticated and optimized controller tuned by conventional ITAE crite-rion. Even more interesting, metaheuristic algorithms were capable of identifying other optimal subsets of controller parameters, not in the vicinity of the point identified by ITAE criterion, bearing in mind that gains of the controller needed to stay limited in order not to jeopardize system stability. Still, the most important conclusion is that metaheuristic optimization is feasible concept for thermal controller optimization, which allows for implementation of the significantly more complicated and possibly non-linear controllers [10] making considered heating system even more suitable for smart buildings of the future [11] .
Conclusions
In this paper, control of a radiator heating system for an office building is considered. System is centrally controlled by a PLC, according to the outside temperature and heating curve. In order to design a control algorithm, mathematical model of the heating system has been developed. Mathematical model has been used for obtaining the reduced order transfer function, useful for controller design.
As a performance reference, LQI controller has been proposed firstly, but to reduce costs a simple PI alternative has been designed. Parameters of the PI controller have been tuned by both conventional and metaheuristic approach, in order to provide good tracking of time-varying set-point, keeping the robust stability. It has been shown that the boiler operates with full power only during the transient period. In normal operating condition boiler provides only necessary amount of energy.
Besides performed comparison of tuning of parameters of the PI controller by conventional ITAE criterion and metaheuristic approaches, comparison could include more classical PI/PID tuning methods such as Refined Ziegler-Nichols, step response-based tuning and others [12] .
