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Abstract: - This paper describes an adaptive and autocalibrated method to track surfaces. To do so, a non time 
dependent impedance control system is proposed. This method fuses visual and force information to track a 
given trajectory maintaining the contact with the surface. The main contribution of the visual servoing approach 
employed by the impedance control system is the possibility of carrying out the tracking of the trajectory, 
avoiding time restrictions and without previous knowledge of the intrinsic parameters employed. An adaptive 
stochastic approach is defined to increase or decrease the tracking speed depending on the impedance control 
system behaviour. 
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1 Introduction 
In order to fuse the visual and force information, the 
fact that the two sensors measure different physical 
phenomena of different natures must be taken into 
consideration. The visual information can be 
employed to control the robot position while the 
force information is used to control the interaction. 
This paper describes in detail an impedance control 
based method to fuse visual and force information 
allowing the joint use of both sensors to control the 
task. The position control is carried out by using a 
visual servoing system which deals with the 
tracking of image trajectories. So far, the systems 
that use image-based visual servoing to track 
trajectories [4] employ a time-variable reference. 
Such systems do not guarantee the correct tracking 
of the trajectory in situations in which the robot can 
interact with its workspace. To avoid these problems 
a new time-independent visual servoing system is 
defined to track trajectories. 
     When the visual information is combined with 
interaction information the camera intrinsic 
parameters must be accurately determined. To do 
so, in this paper, a new method to combine visual 
and force information which allows us to update the 
intrinsic parameters during the task by using an 
autocalibration approach is proposed.  
     Most of the applications developed for 
combining visual and force information employ 
hybrid control [1][6]. In such a case, the workspace 
must be precisely known and the robot motions are 
divided in directions controlled by force and those 
controlled by position. With a view to increasing the 
versatility of the system and improving its response 
to the uncertainties that arise during the tracking of 
a surface, a special visual impedance control system 
is proposed, which uses the information obtained 
from a visual servoing system which tracks a 
previous generated trajectory. The concept of visual 
impedance [5] is used together with our previous 
experiences in fusing multisensorial systems [7] to 
define a new impedance control system. 
     The system proposed in this article is applied to 
the tracking of a surface that implies a combined 
force-position control.  To increase the robustness, a 
Kalman filter is employed and from this filter it is 
also obtained the Generalized Likelihoot Ratio 
(denoted here as GLR) [9]. From this parameter it is 
generated an adaptive approach which increases or 
decreases the tracking speed depending on the 
quality criteria obtained from the GLR. 
     This paper is organized as follows: Section 2 
describes the main characteristics of the tracked 
trajectory and the notation used. Section 3 shows the 
visual servoing system defined and Section 4 
describes the impedance control system. In Section 
5 the formulation of the adaptive approach to fuse 
visual and force information is described. Section 6 
shows the autocalibration approach to determine the 
intrinsic and extrinsic camera parameters. In Section 
7 the experimental results confirm the validity of the 
control scheme proposed. The final section presents 
the main conclusions arrived at. 
2 Notation 
In this paper, we suppose that the robot must track a 
surface following a desired trajectory in the 3D 
space, γ(t). The robot has a camera at the end-
effector and by sampling γ(t) (with period T), a 
sequence of N discrete values is obtained, each of 
which represents N intermediate positions of the 
camera k k 1...N∈γ/ . From this sequence, the 
discrete trajectory of the object in the image { }kS k 1...N= ∈s/  can be obtained, where ks is the 
set of M points or features observed by the camera 
at instant k, { }k k i i 1...M= ∈s /f . In this paper we are 
not interested in image processing issues, therefore, 
the tracked target is composed of four marks whose 
centres of gravity will be the extracted features. 
     The commanded velocity for the visual servoing 
and for the force control systems are CVv  and 
C
Fv  
respectively. F (fx, fy, fz, nx, ny, nz) are force (N) and 
torque (Nm) exerted by the robot onto the surface. 
 
 
3 Tracking trajectories using an eye-
in-hand camera system 
This section describes a non time-dependent visual 
controller to track the image trajectory { }kS k 1...N= ∈s/ . 
 
3.1 Visual servo control 
The control action obtained from the visual 
controller is:  
C +
V f f
ˆλ= − ⋅ ⋅Jv e  (1) 
where CVv  is the velocity obtained with respect to the 
camera coordinate frame; λ 0>  is the gain of the 
controller; +fJˆ  is the pseudoinverse of the interaction 
matrix [2]; f d-= s se ; s=[f1, f2,…, fM]T are the set of 
features extracted from the image; sd=[f1+m1Φ1(f1), 
f2+m2Φ2(f2),…, fM+mMΦM(fM)]T; Φi is the movement 
flow for the feature i, m={m1, m2,…, mM } 
determines the progression speed. 
     Now, for the sake of clarity, the sub-index that 
indicates which feature is being considered, is 
omitted. The movement flow, Φ, is a set of vectors 
that converge towards the desired trajectory in the 
image. The movement flow has the following 
properties: its values at each point of the desired 
image trajectory are tangent to it and those outside 
the trajectory aim to decrease the tracking error.  
     We consider, for a given feature, a desired 
parameterized trajectory in the image fd:Γ → ℑ  
where Γ ⊂ ℜ. The coordinates of this trajectory in 
the image are fd(τ)=[fxd(τ), fyd(τ)] and f are the 
current coordinates of the feature in the image, the 
error vector E(f)=(Ex, Ey) where Ex=(fx-fxd) and 
Ey=(fy-fyd) is defined, where fd=(fxd, fyd) are the 
coordinates of the nearest point to f in the desired 
trajectory. Thus, the movement flow, Φ, is defined 
as: 
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where U is the potential function defined in Section 
3.2 and G1, G2: ℑ → ℜ+ are weight functions so that 
G1 + G2 = 1.  As can be seen in Equation (2), the 
first component of the movement flow mimics the 
behaviour of the desired trajectory, and, therefore, 
G1 controls the progression speed of the trajectory in 
the image. The purpose of the second term is to 
reduce the tracking error, and therefore G2 controls 
the strength of the gradient field. Specifically, to 
determine the values of these weight functions we 
have used the function shown in Figure 1 and we 
have defined the parameter δ  being a variable that 
represents an error value such that if 
( ) 1 0Gδ    > → =U E f  (maximum tracking error 
permitted). 
 
 
 
 
 
 
Fig. 1. Evolution of G2. 
     So far, the systems that use image-based visual 
servoing to track trajectories [4] employ a time-
variable reference. Such systems do not guarantee 
the correct tracking of the trajectory since the 
references can be very restrictive and, therefore, the 
system tries to maintain the time-references, even if 
the tracking is not performed correctly. This 
problem is solved by the proposed visual servoing 
Weight   
G2
U(E)/δ 
system, as this system is not affected by time 
restrictions (i.e., the references are obtained from 
the movement flow and not from a time-dependent 
function). In an experiment in which the robot must 
interact with objects within the workspace, the robot 
may be obstructed for a certain time. In such a 
situation, if a time-dependent tracking system based 
on visual servoing is employed, the references are 
delayed and, therefore, are very restrictive and the 
system not afford the correct tracking. However, 
using the visual controller proposed, once the 
obstruction has ended, the system continues with the 
tracking and is not affected by the delay.  
 
3.2 Potential Function 
The potential function employed in the definition of 
the movement flow must attain its minimum when 
the error is zero and must increase as f deviates 
more from the desired location fd. I is the image that 
would be obtained after the trajectory fd(τ) has been 
represented. The first step in determining the 
potential function is to calculate the gradient Ig of I. 
Once the image Ig has been obtained, the next step 
to determine the potential function is to generate a 
distance map [3]. The distance map creates a 
distance image Id of the image Ig, so that the value 
of Id at the pixel x is the Euclidean distance of x 
from the complement of Ig. In Figure 2, a three-
dimensional representation of the distance map is 
shown for the feature f1 used in the results section 
(see Fig. 6). In this figure the value of z coordinate 
represents the distance between each pixel and the 
nearest pixel to it in the desired trajectory. This 
representation shows the distribution of the potential 
function. Using this potential function and following 
the steps described, the movement flow can be 
obtained. In Fig. 3 a detail of the movement flow 
obtained for the trajectory whose distance map is 
represented in Fig. 2, is shown. 
 
 
 
 
 
 
Fig. 2. Distance map. 
 
 
 
 
 
 
Fig. 3. Detail of the movement flow. 
 
4 Impedance control scheme 
In order to fuse force and visual information an 
impedance based approach is proposed which has an 
external visual feedback, in contrast to others 
approaches [6] which have the vision and force 
systems at the same level of the control hierarchy. 
The objective of the impedance control is to carry 
out the combined control of the robot movements 
and its interaction force. It can be stated that the 
case described in this article is active control, in 
which force feedback is used to control the 
movements of the joints. By considering F as the 
interaction force, a desired impedance in the 
Laplace domain, as shown in Equation (3) is 
specified: 
( ) ( )( )s
ss
x
FZ ~=  (3)
where ?x  represents the error in the trajectory of the 
robot with respect to the one desired.  
     To implement this controller, an external visual 
feedback has been introduced in the impedance 
control scheme with an internal movement feedback, 
achieving the control impedance scheme shown in 
Fig. 4.  In this scheme we can observe that the visual 
controller generates a reference trajectory xd. The 
impedance loop modifies these references, 
generating the vector xi by filtering the data obtained 
through the force sensor: 
( ) ( )i 2 tt s s= + +I D K
F
x  (4)
where I∈ℜnxn is the inertial matrix, D∈ℜnxn is the 
damping matrix and K∈ℜnxn is the stiffness matrix. 
They are diagonal matrixes and they characterize the 
desired impedance function. 
x axis (pix) 
z axis 
(pix) 
y axis 
(pix) 
     Furthermore, in the external control loop, which 
corresponds to the visual information, the presence 
of the element that carries out the visual feedback 
can be observed (see Section 3). The external visual 
loop is included to generate the references to the 
impedance controller, which provides the robot end-
effector with a given impedance. To implement the 
controller, we have chosen a position-based 
impedance control system called accommodation 
control [8] in which the desired impedance is 
limited to pure damping D (In [5] the main aspects 
of the stability of this type of control are shown): 
( )C C -1V d= − ⋅ −Dv v F F  (5)
where Cv  is the velocity to be applied to the robot 
with respect to the camera coordinate frame, CVv  is 
obtained by using the visual servo controller 
described in Section 3 and Fd are the desired 
interaction forces. 
 
5   Adaptive tracking of surfaces 
An adaptive tracking is developed so that the 
velocity of the visual servoing system is increased if 
the tracking is correctly developed, and decreased if 
errors appears during the tracking and the system 
cannot maintain constant contact with the surface. 
To do so, we have developed a system to detect 
changes in a Kalman filter model applied to the 
interaction forces obtained. To do so we have 
determined the Generalized Likelihoot Ratio (GLR) 
(the setup of the different parameters of the GLR 
can be seen in our previous works [7]). The task to 
be developed consists of using visual and force 
information to maintain a constant contact during 
the tracking of a surface. When the system cannot 
maintain a constant force on the surface, the GLR 
increases. This occurs for several possible reasons 
such as irregularities in the surface, errors in the 
trajectory generated by the visual servoing system, 
high velocity, etc. The behaviour is then more 
oscillatory, and changes are generated in the 
interaction forces, increasing the value of GLR. To 
correct this behaviour, the velocity obtained from 
the visual servoing system is decreased when the 
value of GLR increases. 
     Empirically we have concluded that when GLR 
is lower than 500 (GLR1), the system behaves 
correctly. Furthermore, if a change on the surface 
occurs, the value of GLR will be greater than 1000 
(GLR2). GLR is between GLR1 and GLR2 when a 
change in the surface begins or when the system 
works incorrectly. In this case, a weight is applied to 
the control action corresponding to the visual 
servoing system with the aim of correcting defects 
in the tracking. When GLR is equal to GLR1, or 
lower, the velocity established by the computer 
vision system is indicated in Equation (1). However, 
when GLR is equal to GLR2, we define CVminv  as the 
minimum velocity to carry out the tracking of the 
trajectory and which allows the system to correct the 
possible defects in this trajectory. Considering a 
decreasing evolution of the weight function applied 
to the velocity obtained from the visual servoing 
system, this function will have the following value 
in the range GLR1 ≤ GLR < GLR2: 
V
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Fig. 4. Impedance control scheme. 
where 
C
Vmin
C
V
p = v
v
, and the final control action applied 
by the visual servoing system in this range will be 
equal to  CV Vp ⋅ v  
 
 
6 Autocalibration 
The knowledge of the intrinsic parameters is 
important when visual and force information is 
combined, in order to deal with contradictory control 
actions obtained from both sensorial systems.  In this 
situation, the system must carry out a variation of 
the trajectory in the image, depending on the spatial 
restrictions imposed by the interaction forces. 
Therefore, given a collision with the setting and 
having recognized the normal vector of the contact 
surface [7], the transformation Tr that the camera 
must undergo to fulfil the spatial restrictions, is 
determined. This transformation is calculated so that 
it represents the nearest direction to the one obtained 
from the image-based control system, and which is 
contained in the plane of the surface. Thus, we 
guarantee that the visual information will be 
coherent with the information obtained from the 
force sensor. To do so, considering f to be the 
position of a given feature extracted by the camera at 
a given instant, and [Ri ti] (rotation and translation) a 
sampling of the transformation Tr that the camera 
undergoes during the tracking of the surface, the 
feature 'if  obtained in each one of these positions is: 
' -1
i i i / z= ⋅ ⋅ ⋅ + ⋅A R A A tf f  (7)
where z is the distance between the camera and the 
object from which the features are extracted and A is 
the following intrinsic parameter matrix: 
( )
( )u u 0v 0
f f cot θ
0 f / sin θ
0 0 1
 − ⋅  =    
A
u
v  (8)
Considering the homogeneous image coordinates of 
a feature fi=[ui, vi, 1], u0 and v0 are the pixel 
coordinates of the principal point, and fu, fv are the 
focal length in the u and v directions respectively, 
and θ  is the angle between these axes. Therefore, 
'
if  is the sampling of the desired trajectory in the 
image to be tracked by the visual servoing system. 
     Furthermore, in this case the intrinsic and 
extrinsic camera parameters vary during the task, 
therefore, therefore, classical offline calibration 
methods cannot be applied. To determine the 
camera parameters during the visual servoing task 
we propose the following autocalibration method. 
First, we consider that the estimated camera intrinsic 
parameters are PI = [fu, fv, u0, v0]. At a given instant 
k, using these parameters we obtain a set of features { }k kI Ii i 1...M= ∈s /f . When the set PI varies, the 
derivative of Is  with respect to the change of the 
intrinsic parameters is: 
I I
I
I
P
P
∂ ∂= ⋅∂ ∂
ss?
t
 (9)
     Considering s  the true features extracted from 
the image, the error function Iξ = s - s  is defined. 
Therefore: 
I I
f
I
P
P
ξ ∂ ∂= − ⋅∂ ∂
sJ T?
t
 (10)
where T is the variation with respect the time of the 
extrinsic parameters and Jf is the interaction matrix 
[2]. As we have described previously, the intrinsic 
parameters must be known when a collision is 
detected. When ξ is equal to 0 the intrinsic 
parameters, PI, corresponds with the true ones. To 
make ξ decrease exponentially to 0 we form the 
feedback loop to this system where the feedback 
value should be: 
I
C f
I I
k
P P
ξ   ∂= − ⋅ − ⋅   ∂   
+T sJ?  (11) 
     Therefore, to determine the extrinsic and intrinsic 
parameters the camera is moved according to T and 
the intrinsics vary with I I IP = P + P?   until ξ is 0. 
Now, the true camera parameters are known. 
 
7   Results 
In this section we describe the results obtained from 
the application of the proposed system to the 
tracking of a given surface which requires the joint 
use of interaction information together with that 
obtained from the computer vision system. We first 
describe the experimental setup and the tracking of 
trajectories using the proposed visual servoing 
system. Subsequently the results obtained from 
tracking different surfaces applying the adaptive 
approach described in Section 5 are shown. Finally, 
the correction of the orientation by using the 
adaptive control approach is also shown. 
7.1 Experimental setup 
In Fig. 5, the robotic system employed is shown. 
The capturing of images from the robot end-effector 
is carried out with a JAI-M536 mini-camera with a 
remote optical head. MATROX GENESIS is used 
as image acquisition and processing board. The 
camera is able to acquire up to 30 frames/second. 
The 7 d.o.f. Mitsubishi PA-10 robot is equipped 
with a force sensor (67M25A-I40 from JR3. Inc.). 
The robot has a gripper at the end-effector. 
 
 
 
Fig 5. Experimental setup. 
 
 
7.2 Tracking trajectories 
First, in this section, the behaviour of the visual 
servoing system to track trajectories is shown. Fig. 6 
and Fig. 7 show the desired trajectory that must be 
followed by the camera in the image and in the 3-D 
space respectively. Once the movement flow has 
been determined (δ  = 10), and considering the 
concepts of visual servoing shown in this paper, the 
trajectories of the features in the image, represented 
in Fig. 6, are obtained (Fig. 7 shows the trajectory of 
the robot end-effector). The correct behaviour of the 
system, not only in the image but also in the 3-D 
space, is observed. 
 
 
 
 
 
 
Fig.  6. Comparison of the sampling of the obtained 
trajectory and the one desired in the image. 
 
 
 
 
 
 
Fig.  7. Comparison of the obtained trajectory and 
the desired one in the 3-D space. 
 
7.3 Tracking surfaces using visual and force 
information 
Fig. 8 shows an experiment to track a plane surface. 
The first graph represents the applied force in z 
direction fusing visual and force information and 
without applying any weight to the visual servoing 
system. In the second graph the proposed adaptive 
strategy is used (see Section 5). We can observe that 
using the adaptive strategy the system response is 
less oscillating. Using this strategy the system 
allows maintaining the constant contact force with 
the surface. 
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Fig. 8. Comparison between the obtained forces 
without using and using the adaptive approach. 
Experiment 2 
 
     Another application of the GLR is the detection 
of changes in the contact surface. We have 
empirically determined that when the GLR is 
greather than 2000 a change in the surface occurs. 
Fig. 9 shows an example of surface discontinuity 
detection. 
     During the tracking of the surface the robot must 
not only maintain the constant force with the 
surface, but also to correct possible errors in the 
camera 
Force 
sensor 
Tracked surface 
Gripper 
Fz (N) Iterations 
Fz (N) Iterations (with the adaptive approach) 
Desired 3-D trajectory 
Obtained 3-D trajectory 
f1 f2 
f3 f4 
y  (mm.)
z  
(mm.) 
x (mm)
x axis (pix)
y axis 
(pix) 
( )ml k;θ
orientation of the robot with respect the surface (in 
Fig. 5 the desired orientation of the robot with 
respect the surface is represented). The next 
experiment shows the results obtained when the 
robot begins the tracking with an incorrect 
orientation with respect the surface. In this case, the 
impedance control scheme modifies the orientation 
during the tracking so that the torques are 
compensated during the motions established by the 
visual servoing system.  
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Fig. 9. Outline of the surface, evolution of fz  and 
parameter ( )m;k θl . 
 
 
 
Fig 10. Gripper coordinate frame. 
 
     To carry out the task it is considered that the 
interaction forces are obtained with respect the 
coordinate system G represented in Fig. 10. In a 
situation in which the gripper is not correctly 
orientated with respect to the surface the torques in 
directions yG, zG must be compensated, maintaining 
a constant force in direction xG. In this case, in order 
to correct the orientation, the desired force Fd in 
Equation (5) is [-5, 0, 0, 0, 0, 0]T. 
     During this experiment the evolution of the 
torques in directions y,z is shown in Fig. 11. In this 
experiment the robot continues the tracking of the 
surface by using the visual servoing system. 
Furthermore, during the tracking the gripper 
maintains the contact with the surface. In order to 
illustrate the evolution of the gripper orientation 
during the experiment in Fig. 12 different 
orientations obtained during the tracking are 
represented. We can see that finally the robot is 
correctly orientated with respect the surface.  
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Fig 11. Evolution of the torques in directions z, y 
during the tracking. 
 
 
Fig 12. 3-D trajectory of the gripper during the 
orientation. 
 
7.4 Autocalibration 
In this section, to illustrate the autocalibration 
algorithm, an experiment is described. The initial 
intrinsic parameters considered in the calibration are 
the ones provided by the manufacturer (fu, fv) = 
(300,300) and (u0, v0) = (160, 120). First, the camera 
initial position is (75.6, 3.1, 252.8). Fig. 13 shows 
the mean error Iξ = s - s  at each iteration in which 
we can see that the error decreases exponentially. 
The evolution of the intrinsic parameters is shown in 
Fig. 14. The results of the camera calibration are: 
(u0, v0) = (129.3, 117.3), and the focal length in the 
u and v directions are (352.1, 350.5) (similar results 
G 
xG 
yG 
zG 
Torques Nm. 
fz(N) 
Surface 
Surface discontinuity detection 
are obtained using off-line calibration methods like 
the one described in [10]). 
     With respect to the calibration convergence it is 
possible to affirm that the system is able to converge 
when great errors appears at initialization. 
 
Fig. 13. Mean error in pixel. 
 
Fig. 14. Evolution of the intrinsic parameters. 
 
7   Conclusions 
In this paper a new method for fusing sensorial 
information from a computer vision system with that 
from a force sensor has been described. The method 
was applied to a task which consists of following a 
surface with the gripper. First, a non time dependent 
visual servoing approach is proposed for tracking 
trajectories. This visual controller is autocalibrated 
so that it is able to determine the intrinsic and 
extrinsic camera parameters which are required for 
fusing visual and force information. Once the visual 
servoing system is described, an impedance control 
scheme is proposed for the adaptive combination of 
force and visual information.  
     The results obtained show that the adaptive 
approach improves the system behaviour obtaining a 
less oscillating evolution and maintaining a given 
constant force with respect the surface. Furthermore, 
the autocalibration approach allows the online 
determination of the intrinsic parameters during the 
visual-force control task. 
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