In this work, the problem of observation of continuous-time nonlinear Lipschitz systems under time-varying discrete measurements is considered. This class of systems naturally occurs when continuous processes are observed through digital sensors and information is sent via a network to a computer for state estimation. Since the network introduces variations in the sampling time, the observer must be designed so to take them into account. Here impulsive observers, which make instantaneous correction when information is received, are investigated. Moreover, we consider time-varying observer gains adapting to the varying sampling interval. In order to deal with both continuous-time and discrete-time dynamics, a new hybrid model is used to state the problem and establish the convergence of the proposed observer. First, generic conditions are provided using a hybrid Lyapunov function. Then a restriction of the generic Lyapunov function is used to establish tractable conditions that allows the synthesis of an impulsive gain.
Introduction
Observation for linear and nonlinear systems constitutes a large area of study, which is primarily motivated by the fact that measuring all variables of interest of a system may be infeasible. The sensing of a continuous process is usually done digitally and information is sent through networks to a computer for state estimation. Due to communication constraints introduced by the network, the sensor may not be able to communicate periodically [9] , [11] , [13] , [19] . Thus sampling jitter are introduced in the control loop. This jitter can degrade the performance of the system and they can even be a source of instability [12, 14] . In this context, an observer should be robust with respect to time varying sampling. The aim of this work is to design an observer for continuous-time Lipschitz nonlinear systems where measurements are made discretely and with aperiodic sampling instants.
In recent years the problem of observer synthesis for Lipschitz systems with discrete measurements has been the subject of different studies. See [1] , [16] for systems with periodic sampling and [3] , [4] , [5] , [15] , [17] for systems considering time-varying sampling intervals. From a methodological point of view, [3] and [16] are based on the use of impulsive models and time-varying Lyapunov functions. The work in [5] is based on a hight gain observer approach. The observer scheme uses the last sampled measurement to continuously correct the observation error state. A notable difference with respect to the literature is the use of observers with time-varying gains: the gain of the observer exponentially decreases as the time from the last sampled measurement increases. In order to avoid some conservative over-approximations due to nonlinearities, [1] , [4] , [15] propose a new method based on the computation of reachable sets of the observation error between sampling instants. This method involves the offline computation of convex polytopes embedding the transition matrix in between sampling instants and the use of discrete-time Lyapunov conditions. In the same spirit, the work in [6] considers the case of linear systems. Similarly to [1] , [4] , [15] , the authors of [6] use a convex embedding of the transition matrix. However, the inter-sampling system behaviour is captured using a hybrid framework [10] .
Considering the problem of observation for nonlinear Lipschitz system with discrete, time-varying measurements, here we propose an alternative approach. The method is based on a new hybrid model describing the observation error and it suggests the use of new classes of Lyapunov functions. This method allows to take advantage of the best features of the existing approaches. We study the existence of impulsive observers with time-varying gains depending on the inter-sampling time. New generic stability conditions are presented in the form of parametric LMIs. The proposed conditions avoid the use of complex computations of convex embeddings of the system transition matrix. They lead to new theoretic criteria for observer synthesis. Furthermore, we show how to derive simple numerically tractable conditions from the proposed theoretical ones. A finite set of LMIs is given allowing for the computation of (time-varying) observer gains while ensuring asymptotic stability of the observation error. The observation with static gain is recovered as a special instance of our more general result. This paper is structured as follows. In section 2 the model of the plant and the impulsive observer are given, then some notion of hybrid systems are recalled, and the system under study is restated as a hybrid system. In section 3 we state our main results. General conditions for observer synthesis along with numerically solvable conditions are given. Last in section 4, we illustrate our approach on the model of a flexible joint.
Notation: v denote the transpose of v for either a matrix or a vector. For a symmetric matrix the symbol denotes the elements induced by symmetry:
Given a matrix A, we introduce the notation He(A) = A + A . The number of elements of a set P will be denoted by Card(P). R ≥0 corresponds to the positive real numbers. Given p ∈ N, ∆ p denotes the unit simplex,
For a set of matrices R i ∈ R n×m , i = 1, . . . p, Cov{R i } i∈{1...p} denotes its closed convex hull
The euclidean norm of x ∈ R n is denoted by |x|. The distance from a point x ∈ R n to a closed set A ⊂ R n is defined as |x| A := inf y∈A |x − y|. In the sequel, λ max (Q) (resp. λ min (Q)) denotes the biggest (resp. smallest) eigenvalue of a symmetric matrix Q. For a square matrix P > 0 (resp. P < 0) means that P is positive definite (resp. negative definite). α : R ≥0 → R ≥0 is a class K function (written α ∈ K) if α is continuous, strictly increasing and α(0) = 0, if furthermore α is unbounded, α is said to be K ∞ (α ∈ K ∞ ). A function ρ : R ≥0 → R ≥0 is a PD function if ∀s > 0, ρ(s) > 0 and ρ(0) = 0. For a given left continuous function w, we write the left-hand limit at the point s as w(s − ) = lim t<s,t→s w(t).
2 Problem statement
System description
We consider a nonlinear Lipschitz system of the forṁ
with x ∈ R n the state and u ∈ R l the input applied to the system. Here A ∈ R n×n , B ∈ R n×l , C ∈ R q×n , G ∈ R n×m and H ∈ R m×n are known matrices. The nonlinear term φ : R m → R m satisfies the Lipschitz condition:
for some γ > 0. Furthermore, it is assumed that u(t) is piecewise continuous and bounded. We denote by (t k ) k∈N the sequence of sampling times. We assume that t 0 = 0 and that (t k ) k∈N is monotonously increasing. y k ∈ R p represents the sampled output available at time t k . In what follows, it is assumed that there exist both a minimal (τ > 0) and a maximal time (τ ≥ τ ) between two consecutive sampling instants. Therefore we can define the set of all admissible sampling sequences by:
It follows from the equations of system (1) and the assumption in (2) that for every initial condition x 0 ∈ R n and every time t ≥ 0 the solution of system (1) exists and is unique [8] . For the system under study we introduce an impulsive observeṙ
wherex ∈ R n represents the state of the observer and K : [τ , τ ] → R n×q a continuous and bounded time-varying gain. Between sampling instants the observer is a copy of the system. The state of the observer is reset using the new available measurement when information is received. The goal of the article is to design the gain function K(.) so as to ensure the convergence of the observer (3) to the state of system (1).
Denoting the observation error z = x −x, we obtain the following dynamics for the observation error:
The solutions of both (3) and (4) are defined in an iterative way. For all t ∈ [t k , t k+1 ) the solution is defined by (3a), (4a). Since (1) is Lipschitz, the existence and uniqueness ofx(t) (resp. z(t)) on [t k , t k+1 ) is guaranteed for a fixedx(t k ) (resp. z(t k ). At time t k , using the left limitsx(t − k ) (resp. z(t − k )) along with (3b), (4b),x(t k ) (resp. z(t k )) gives the initial condition of the differential equation (3a) (resp. (4a)) for [t k , t k+1 ).
Generalities on hybrid systems
Next, we will rewrite (4) into the hybrid framework described in [10] . Consider a hybrid system
Roughly speaking, while ξ belongs to C H , the state flows according to a differential inclusion characterized by a set-valued mapping F H . When ξ belongs to D H , the state jumps according to a discrete dynamic defined by G H . In what follows we will use the concepts and notations from [10] . The most important are recalled below.
Definition 1 (Domain of a set-valued mapping) Given a set-valued mapping M :
Definition 2 (Data of a hybrid system) The data of a hybrid system H in R n ξ consists of four elements:
• a set C H ⊂ R n ξ , called the flow set;
• a set-valued mapping F H :
Definition 4 (Hybrid arc) A function ξ : E → R n ξ is a hybrid arc if E is a hybrid time domain and if for each j ∈ N, the function t → ξ(t, j) is locally absolutely continuous 2 on the interval I j = {t : (t, j) ∈ E}.
Definition 5 (Solution to a hybrid system) A hybrid arc ξ is a solution to the hybrid system H if ξ(0, 0) ∈ C H ∪ D H , and (S 1 ) for all j ∈ N such that I j := {t : (t, j) ∈ dom ξ} has nonempty interior,
Definition 6 (Maximal solutions) A solution ξ to H is maximal if there does not exist another solution ψ to H such that dom ξ is a proper subset of dom ψ and ξ(t, j) = ψ(t, j) for all (t, j) ∈ dom ξ.
A solution is called complete if it is maximal and defined on an unbounded hybrid time domain. We define as follows the concept of Uniform Global pre-Asymptotic stability (UGpAS) that will be used in the rest of the article.
Definition 7 (UGpAS) Consider a hybrid system H on R n ξ . Let A ⊂ R n ξ be closed. The set A is said to be • uniformly globally stable for H if there exists a class-K ∞ function α such that any solution ξ to H satisfies |ξ(t, j)| A ≤ α(|ξ(0, 0)| A ) for all (t, j) ∈ dom ξ, • uniformly globally pre-attractive for H if for each ε > 0 and r > 0 there exists T > 0 such that, for any solution ξ to H with |ξ(0, 0)| A ≤ r, (t, j) ∈ dom ξ and t + j ≥ T imply |ξ(t, j)| A ≤ ε, • uniformly globally pre-asymptotically stable (UGpAS) for H if it is both uniformly globally stable and uniformly globally pre-attractive.
If furthermore all the maximal solutions of (5) are complete then we say that A is Uniformly Globally Asymptotically stable (UGAS) 
Then A is UGpAs for H.
Hybrid reformulation
Next, we will reformulate (4) into a hybrid framework. We use the fact that the dynamics of (4a) can be embedded in a polytopic set of matrices. This method is well-known in the literature and can also be applied to some classes of non Lipschitz system. See for instance the work of [20] . In our setting it can be stated as the following:
Lemma 1 [20] Consider equations (1),(3),(4). Then, there exists a finite set of matrices R i , i ∈ P := {1, 2, . . . , p}, such that for any (
In practice, the set of matrices R i , i ∈ P can be easily computed numerically. See [20] for further details.
Using Lemma 1, system (4) can be described by:
and
Here (7) corresponds to the system dynamic in between sampling times, i.e. to (4a), while (8) describes the impulsive dynamics (4b). The system state is augmented to include two clocks. A decreasing one, s ∈ [0, τ ], giving the time before the next sampling occurs, and an increasing one, τ ∈ [0, τ ] which accounts for the time elapsed since the last sampling. The set-valued mapping reset of s in (8) captures the aperiodic nature of the sampling sequences in S [τ ,τ ] . Depending on application the value of s may be known or unknown. However, the value of τ can be measured and used as an argument of K(·).
Defining the extended state ξ := (z , τ, s) , the hybrid system (7), (8) can be rewritten in the form (5) with
the flow map
for ξ in C H and F H (ξ) = ∅ elsewhere; the jump set
and the jump map
when ξ in D H and G H (ξ) = ∅ elsewhere.
Remark 1 Consider a solution z of system (4) with x satisfying (1) and
Using Lemma 1 and the description (7), (8), one can see that ξ is a complete solution to the hybrid system (5) with data C H , F H , D H , G H as in (9)-(12).
For system (5), (9)-(12) we consider UGpAS with respect to the set
The problem addressed here is formalized as follows: Problem: Consider system (5), (9)- (12) . Design the gain function K(τ ) such that the set A is UGpAS.
Remark 2
The UGpAS of the set A for the hybrid system (5), (9)- (12) implies that the equilibrium z = 0 of the observation error (4) is asymptotically stable. Note that for any ξ ∈ C H ∪ D H , |ξ| A = |z|. From Remark 1, UGpAS for the set A defined in (15) for (5), (9)-(12) implies for the solutions z of system (4) that there exist a K ∞ function α such that |z(t)| ≤ α (|z(0)|) , ∀t ≥ 0.
Furthermore, for each ε > 0 and r > 0 there existsT > 0 such that, if |z(0)| ≤ r, and t ≥T then |z(t)| ≤ ε. This implies that lim t→∞ z(t) = 0. 
Main Results

Time dependent impulsive gain
If the LMIs (16) 
where λ min := min (τ,s)∈[0,τ ] 2 {λ min (P (τ, s))} and λ max := max (τ,s)∈[0,τ ] 2 {λ max (P (τ, s))}. Therefore (6a) is satisfied.
Conditions during flow (ξ ∈ C H ):
which can be expressed as ∇V, f = i∈P λ i z N i (τ, s)z with N i (τ, s) given in (16b). Since the LMIs (16b) are strict, there exists a sufficiently small ε > 0 such that
that is (6b) is verified.
Conditions during jump (ξ ∈ D H ):
From equation (16c), applying the Shur complement it follows that,
Since the previous LMIs are strict, there exists a sufficiently smallε > 0 such that
Using the evolution of the system at jumping time (8),
All the conditions of Theorem 1 are verified. The set A is UGpAS. 2
Remark 3
The previous theorem provides sufficient conditions for the UGpAs of set A in (15) associated to the hybrid system (5), (9)- (12) . In view of Remark 2, the proposed conditions also imply asymptotic stability for the trivial equilibrium z = 0 of the observation error (4) . In what follows we show how they can be used for observer design.
Remark 4
We would like to make a link with other approaches focusing on a time delay point of view for the stability analysis of sampled-data system. In our modelling framework, we include both an increasing clock τ and a decreasing one s. Then, the candidate Lyapunov function V (ξ) = z T P (τ, s)z recaptures the structure of previously developed Lyapunov-Krasovskii functional [7] for LTI systems. Consider equation (1) with φ(Hx) = 0. The Lyapunov-Krasovskii functional proposed in [7] has the form: 
(19c)
If the set of LMIs (19) is verified, then the gain K(τ ) := P (0) −1 L(τ ) ensures that the set A defined in (15) is UGpAS.
PROOF. We will show that if there exists functions P (τ ) and L(τ ) satisfying the set of conditions (19) , then the hypothesis of Theorem 2 are verified with P (τ, s) := P (τ ) and K(τ ) = P (0) −1 L(τ ).
First note that by definition of P (τ ) := P (τ, s), the set of LMIs (19a) imply that (16a) is verified. Noting that ∂P ∂s = 0, the LMIs (19b) imply that (16b) holds.
Considering (19c) and replacing L(τ ) by P (0)K(τ ), one has
Therefore all the hypothesis of Theorem 2 are verified, which conclude the proof. 2
Tractable conditions for synthesis
The conditions exposed in Corollary 1 are sufficient to synthesise an observation gain for the uniform pre-asymptotic stability of the set A, ensuring asymptotic convergence of the observer (3) . However the set of LMIs (19) are infinite dimensional because of the continuous dependency in τ . We will therefore give a particular instance of P (τ ) that will allow for the practical computation of the observer gain.
Theorem 3 Consider the hybrid system (5), (9)- (12) . If there exist positive definite matrices P 1 , P 2 ∈ R n×n and matrices L 0 , L 1 ∈ R n×q such that
are verified, then the gain
ensures that the set A defined in (15) is UGpAS.
PROOF.
Let
First let us remark that P (τ ) is continuously differentiable on any open set containing [τ , τ ]. By assumption, P 1 , P 2 are positive symmetric, then for all τ ∈ [0, τ ], P (τ ) > 0. Hence (19a) is verified.
For P (τ ) as in (21) and N i (τ ) as defined in (19b), the following relation holds
where we use the definition of M 1 p , M 2 p in (20a) and (20b), respectively, and the fact that
. Therefore if (20a), (20b) hold, then (19b) is verified with P (τ ) as in (21).
We will show now that (20c), (20d) imply (19c) with Therefore all the hypothesis of Corollary 1 are verified with P (τ ) and L(τ ) as in (21) and (22), respectively. 2
Remark 5 Given 0 < τ < τ , using the finite set of LMIs (20) , it is therefore possible to check the conditions of existence of a time-varying impulsive observer of the form (3).
Remark 6
In Theorem 3 the observer gain
is well defined only for τ > τ excluding de facto the case of periodic sampling (i.e. τ > τ ). However, dropping (20c) and setting K = P −1 1 L 1 one would synthesize a static impulsive gain for systems under periodic sampling.
In case the inter-sampling time is not available for measurements it can be more convenient to look for a static impulsive gain. It is the subject of the next corollary.
Corollary 2
Considering system (5),(9)- (12) . Suppose the set of LMIs (20) is verified for some positive definite matrices P 1 , P 2 ∈ R n×n and matrices L 1 = L 0 ∈ R n×q . Then the static gain K(τ ) = P −1 1 L 1 ensures that the set A defined in (15) is UGpAS.
PROOF. The proof follows directly from the application of Theorem 3.
Example: Flexible joint
Let us consider the model (1) of a flexible joint described by [18] , [16] , [17] : Comparing the results of Corollary 2 with the work of [17] on the same example, Corollary 2 allows to assert convergence of the observer for a larger class of sampling sequences. Using Corollary 2 we may design an observer which is robust for all sampling sequences with t k+1 − t k ∈ [τ , τ ] = [0.01, 0.2] while in [17] the design was possible only for a sampling interval t k+1 − t k ∈ [0.01, 0.1]. while the the BMI in [3] are not feasible. Let us remark that the class S [τ ,τ ] of sampling sequences allowed by Theorem 3 is larger than the one given by Corollary 2.
Conclusion
In this work we have considered the problem of observation of a nonlinear Lipschitz system with discrete timevarying measurements. Observation is performed with the use of an impulsive observer. In order to synthesize an appropriate observation gain, the conditions for existence of a hybrid Lyapunov function is first established. Then, choosing a specific structure for the Lyapunov function and using convexity arguments, the proposed conditions lead to a finite set of LMIs. The resulting time-varying observer gain is a simple convex combination of two static gains. The proposed methodology encompasses the design of a static impulsive gain. The relevance of the proposed approach is illustrated by simulations performed on a robot flexible joint.
