Computer aided fusion of multi modality medical images provides a very promising diagnostic tool with numerous clinical applications. The objective of this paper is to present an overview of medical imaging fusion techniques with an emphasis on the use of neural network algorithms. Case studies derived from oncology (data level fusion), microscopy and ultrasound imaging (feature level and decision level fusion), and lesion placement in pallidotomy (data level fusion) are presented. It is anticipated that these tools will help the physician towards a more realistic and quantitative, assessment of disease.
I. Introduction
The overall objective of Computer Aided Diagnostic (CAD) systems is to enable the early diagnosis, disease monitoring, and better treatment. The advantages of CAD systems can be summarized as follows: Standardization. Diagnoses obtained from different laboratories using similar criteria can be verified. Sensitivity. Findings on a particular subject may be compared with a database of normal values andlor a decision can be made by a CAD system deciding whether or not an abnormality exists. Specificity. Findings may be compared with databases for various diseases andlor a decision can be made by the CAD system with respect to the type of abnormality. Equivalence. Results from a series of examinations of the same patient may be compared to decide whether there is evidence of disease progression or of response to treatment. In addition, the findings of different CAD systems can be compared to determine which are more sensitive and specific. Esficacy. The results of different treatments can be more properly evaluated. Medical imaging provides vital information for CAD systems.
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According to Barillot et al. [ l ] data fusion in medical imaging "facilitates a better use of 3-D image data by providing methods for the fusion of data from multiple modalities e.g., multimodal registration and fusion between anatomical and functional data, the fusion of data from different patients or with a priori knowledge (models and/or atlases) and the recognition of complex anatomical structures and their symbolic identifications, when they are not explicitly described by the image contents." Unfortunately, in the medical imaging community, there is a lack of terms of reference and definitions for the exact meaning of data fusion in medical imaging.
In contrast, in the remote sensing community there is a consensus among different working groups, that [2,3]: "data fusion is a formal framework in which are expressed means and tools for the alliance of data originating from different sources. It aims at obtaining information of greater quality; where the exact definition of "greater quality" will depend upon the application." Emphasis is given in the words framework and not the tools, as well as on quality where the resulting information is more satisfactory for the "customer/user" when performing the fusion process than without it.
For the remote sensing community, data fusion techniques can be classified under the following three categories [4] : (i) Data level fusion, implying techniques that aim at the simple combination of the raw data from all the sensors taken into consideration; (ii) Feature level fusion, implying techniques for the extraction, combination and classification of feature vectors from all the considered sensors; (iii) Decision level fusion, implying techniques which aim at the combination of the outputs of the classifications achieved on each single source.
In this paper, a very brief review of data fusion in medical imaging is given. In the next section, the results of a literature search on data fusion in medical imaging are presented, as well as a snapshot of selected applications. In section 111, case studies of a modular neural network system for the analysis of nuclei in histopathological sections, a multi-feature multiclassifier system for the classification of atherosclerotic carotid plaques, and a neural network system for the analysis of physiological data for lesion placement in pallidotomy are presented. Finally, in section IV concluding remarks are presented. This paper shares content with another review paper on adaptive neural network systems in medical imaging published also in these proceedings [5] .
Literature review and a snapshot of selected applications
The INSPEC and Medline databases were searched with keywords: (i) data fusion and medical imaging, and (ii) multi modality imaging and medical imaging. The number of papers (including both conference and regular journal papers) published from 1969 to 2000 are given in Fig. 1 . There were 127 and 81 papers published for data fusion and multimodality imaging in medical imaging, respectively. The bar plot clearly illustrates an increasing trend of publications for data fusion papers.
A snapshot of selected applications of data fusion papers in neurology, cardiology, oncology, and other is given in Table I .
Case studies
In this section, case studies of image fusion techniques in oncology (data level fusion), microscopy, and ultrasound imaging (feature level and decision level fusion), and lesion placement in pallidotomy (data level fusion) are presented.
Image fusion in Oncology raises clinical value of PET [6]-[SI

Fluorine-18 deoxyglucose (FDG) PET is approved in
the US for tumor detection and staging, diagnosis of recurrence, and follow up of various tumors. PET scans combined with CT and MRI in strategies of therapy planning, enable the visualization of functional and anatomic data, minimizing misinterpretations especially in the case of adjacent and very small tissue structures.
In the 700-bed Zentralklink Bad Berka hospital in Germany, a whole body full ring PET scanner, is connected with a 1.5 Telsa MRI scanner, a multislice CT scanner, and a spiral CT scanner via the DICOM standard. Images are transferred to a HERMES multimodality fusion station obtained from Nuclear Diagnostics. Automatic algorithms based on the mutual information criterion use PET transmission maps for image registration. The clinic carries on average 500 oncological fusion examinations per year.
Early detection of brain tumors is possible on MRI and CT but tumor grading remains a difficult task. FDG-PET can differentiate between high-grade (hypermetabolic) and low-grade (hypometabolic) tumors with high accuracy, however, it does not distinguish between low-grade tumors and some benign lesions. Other PET tracers, such as radiolabeled amino acids are useful in diagnosing low-grade tumors. FDG-PET is the most accurate noninvasive imaging modality for staging non-small-cell lung cancer. PETKT fusion is also useful in planning radiation therapy of lung tumors. Moreover, FDG-PET is the most accurate procedure for the assessment of liver metastases in liver surgery, linked with its fusion of CT and MRI
The potential advances of image fusion in PET with cross-sectional 3D modalities can solve a number of oncology problems and has great potential for improving diagnostic accuracy. In addition, fusion of high resolution morphology and anatomy with biochemical and metabolic information will be essential to achieving optimal diagnostic accuracy. Image fusion will also play a major role in planning radiation therapy and radiosurgey .
Despite the many advantages of image fusion, relatively few hospitals use this technique at present. Limiting factors include: (i) cost intensive investment in hardware and software, (ii) time-consuming fusion procedures (10 to 45 min.), (iii) new 3D visualization techniques are needed to communicate the results to the clinicians, (iv) image registration and fusion tools are still evolving, and (v) CT, MRI, and PET data sets must be easily be transferred to one common imaging workstation. Finally, it is noted that objective and quantitative evaluation of spatial errors is an important task if image fusion is to gain clinical impact.
A Modular Neural Network System for the Analysis of Nuclei in Histopathological Sections [91-[121
The evaluation of immunocytochemically stained histopathological sections presents a complex problem due to many variations that are inherent in the methodology. This subsection describes a modular neural network system that is being used for the detection and classification of breast cancer nuclei named Biopsy Analysis Support System (BASS). The system is based on a modular architecture where the detection and classification stages are independent. Two different methods for the detection of nuclei are being used: the one approach is based on a feed forward neural network ( F") which uses a block-based singular value decomposition (SVD) of the image, to signal the likelihood of occurrence of nuclei. The other approach consists of a combination of a receptive field filter and a squashing function (RFS), adapting to local image statistics to decide on the presence of nuclei at any particular image location. The classification module of the system is based on a radial basis function neural network. A total of 57 images captured from 41 biopsy slides containing over 8300 nuclei were individually and independently marked by two experts. A five scale grading system, known as diagnostic index, was used to classify the nuclei staining intensities. The experts' mutual detection sensitivity (SS) and positive predictive value (PPV) were found to be 79% and 77% respectively. The overall joint performance of the F" and RFS modules were 55% for S S and 82% for PPV. The classification module correctly classified 76% of all nuclei in an independent validation set containing 25 images. In conclusion, this study shows that the BASS system simulates the detection and grading strategies of human experts and it will enable the formulation of more efficient standardization criteria, which will in turn improve the assessment accuracy of histopathological sections.
1II.III A Multi-feature Multi-classifier System for the Classification of Atherosclerotic Carotid Plaques [13]-[15]
There are indications that the morphology of atherosclerotic carotid plaques, obtained by highresolution ultrasound imaging, has prognostic implications. The objective of this work was to develop a computer-aided system that will facilitate the characterisation of carotid plaques for the identification of individuals with asymptomatic carotid stenosis at risk of stroke. A total of 230 plaque images were collected which were classified into two types: symptomatic because of ipsilateral hemispheric symptoms, or asymptomatic because they were not connected with ipsilateral hemispheric events. Ten different texture feature sets were extracted from the manually segmented plaque images using the following algorithms: first order statistics, spatial gray level dependence matrices, gray level difference statistics, neighbourhood gray tone difference matrix, statistical feature matrix, Laws texture energy measures, fractal dimension texture analysis, Fourier power spectrum and shape parameters. For the classification task a modular neural network composed of self-organizing map (SOM) classifiers, and combining techniques based on a confidence measure were used. Combining the classification results of the ten SOM classifiers inputted with the ten feature sets improved the classification rate of the individual classifiers, reaching an average diagnostic yield of 73.1 %. The same modular system was implemented using the statistical k-nearest neighbour (KNN) classifier. The combined diagnostic yield for the K" system was 68.8%. The results of this work show that it is possible to identify a group of patients at risk of stroke based on texture features extracted from ultrasound images of carotid plaques. This group of patients can benefit from a carotid endarterectomy whereas other patients will be spared from an unnecessary operation.
III.IV Neural Network Analysis of Physiological Data for Lesion Placement in Pallidotomy [16]-
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Current pharmacological therapy for Parkinson's disease loses its usefulness over time. Recently, pallidotomy, a surgical treatment for many of the symptoms of Parkinson's, has been re-investigated. This procedure requires localization of a small region within the globus pallidus.
In this work, a simple electrophysiological analysis, used in conjunction with MRI imaging, provides excellent localization of the target derived from imaging studies alone, Investigation of more complex mathematical analysis may yield additional tools for localization. A new feature in this research is the after-leasion recordings. It has been proven to be valuable in re-assessing the condition of the patient. If residual activity is observed at the afterlesioning recording "session", additional lesions might be made, which might further alleviate the Parkinson symptoms.
IV. Concluding Remarks
Concluding remarks are organized under two main categories: medical imaging issues in general, and data fusion. For the former, the following remarks are made for future researchers, motivated by Duncan and Ayche [19] :
1. Work in general must be developed and'clearly motivated. Analysis should target both normal and pathology cases.
2. Medical image analysis tasks are taken in isolation, rather than considered together, i.e. segmentation and registration are pieces of the same underlying task of identifying structure.
3. Need to develop appropriate validation and evaluation approaches. There is a lack of availability of test data sets. Need for the formation of common datasets where algorithms can be compared and contrasted to. 4 . The medical image analysis community must interact more with other communities, especially the medical physics one.
Some concluding remarks about data fusion follow (see also [2] [20]):
1. Medical imaging teams have acquired now a better understanding of the use of image fusion methods.
2. There is a need for the development of tools for the better management of spatial information. Most of the current applications deal with 2D images, 3D applications are more complex (spatial information) and involve huge data sets. 
4.
Data fusion should be seen as a framework, and not merely as a collection of tools and means (based on the data fusion remote sensing definition).
5. The introduction of the concept of data fusion should raise the awareness into the medical imaging community on the whole path ranging from the image acquisition to the decision, including the management, assessment and quality control.
Concluding, data fusion techniques need to be incorporated into CAD systems, including clinical data, thus enabling the early diagnosis, disease monitoring, better patient treatment, and the offering of a better service to the citizen. Tagged MRI and F18-FDG PET fusion system for the assessment of myocardial viability in patients with coronary heart disease [26] .
Oncology MRI, CT, and PET fusion for tumor segmentation and localization for radiation therapy E271
Other Fusion of US and X-ray images from the same volume of interest in breast pathologies [28] .
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