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Abstract
Let l be an odd prime which satisfies Vandiver’s conjecture, let n 1 be an integer, and let K = Q(ζn)
where ζn is a primitive lnth root of unity. Let Cl denote the cyclic group of order l. For each j , j =
1, . . . , ln−1, there exists an inclusion of Larson orders in KCl : Λj−1 ⊆ Λj and a corresponding surjection
of Hopf–Swan subgroups T (Λj−1) → T (Λj ). For the cases n = 1,2 we investigate the structure of various
terms in the sequence of Hopf–Swan subgroups including the Swan subgroup T (Λ0).
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1. Introduction
Let K be an algebraic number field with ring of integers R and let G be a finite abelian
group. The group algebra KG can be viewed as a K-Hopf algebra where the comultiplication
Δ : KG → KG ⊗ KG, counit  : KG → K , and coinverse σ : KG → KG maps are defined
respectively by g → g ⊗ g, g → 1, and g → g−1 for all g ∈ G, cf. [7, Part II].
An R-order in KG is a subring Λ of KG which is a finitely generated R-module and which
satisfies Λ⊗RK ∼= KG. The R-order Λ is an R-Hopf order in KG if Δ(Λ) ⊆ Λ⊗Λ, cf. [1, §1].
The invariance of Λ under Δ implies that (Λ) ⊆ R and σ(Λ) ⊆ Λ, hence Δ, , and σ serve
as R-Hopf algebra maps for Λ. The integral group ring RG is an easy example of an R-Hopf
order in KG.
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LΛ =
{
φ ∈ Λ ∣∣ hφ = (h)φ, for all h ∈ Λ}.
For example, LRG = R∑g∈G g.
Let P be a prime ideal of R, and let RP denote the localization of R at P . For any R-
module T , let TP = T ⊗R RP .
Let M be a Λ-module. Then M is locally free over Λ if for each prime ideal P of R, MP is
free over ΛP .
Let Z(Λ) be the free abelian group generated by the set of isomorphism classes [M] of
finitely generated locally free Λ-modules modulo the relations [M] = [M ′] + [M ′′] whenever
M ∼= M ′ ⊕ M ′′. The locally free classgroup of Λ, denoted by Cl(Λ), is the subgroup of Z(Λ)
generated by the expressions [M]−[M ′] with KM ∼= KM ′. Cl(Λ) measures the degree to which
there exist locally free Λ-modules which are not free over Λ. In the case Λ = R, Cl(Λ) is the
familiar ideal classgroup of R [4, §1].
Let Λ denote an R-Hopf order in KG with classgroup Cl(Λ). Suppose that r ∈ R is relatively
prime to (LΛ). The Hopf–Swan module is the Λ-module defined as 〈r,LΛ〉 = rΛ+LΛ.
The Hopf–Swan module 〈r,LΛ〉 is a locally free rank one Λ-module, and as such, gives rise
to a class in Cl(Λ) of the form [〈r,LΛ〉] − [Λ]. The collection of these classes is a subgroup
of Cl(Λ) called the Hopf–Swan subgroup, and is denoted by T (Λ), see [6, §2]. In the case that
Λ = RG, T (Λ) reduces to the Swan subgroup, cf. [8, §2], [2, §2].
The computation of T (Λ) has important applications in Galois module theory. For example,
when G is cyclic of prime order l, and Λ is any Hopf order in KG, there exists a Galois extension
L/K whose ring of integers is a locally free Λ-module. (One simply has to ensure that L/K has
the correct ramification numbers at the prime ideals above l.) Thus, if (LΛ) is a principal ideal
of R, every class in T (Λ) can be realized as the class of the ring of integers of some such L.
Thus it is of interest to compute the group T (Λ), if possible.
Let l be an odd prime, let K = Q(ζ1) where ζ1 is a primitive lth root of unity, let G = Cl
denote the cyclic group of order l and put Λ = RCl . The prime l satisfies Vandiver’s conjecture
if l does not divide h+(Q(ζ1)), the class number of the maximal real subfield of Q(ζ1). The
index of irregularity of the prime l is the number s of numerators in the set of Bernoulli numbers
B0,B2,B4, . . . ,Bl−3 which are divisible by l. We have the following due to D. Replogle [5,
Theorem 1].
Theorem 1.1 (Replogle). Suppose the prime l  3 satisfies Vandiver’s conjecture. Then the group
T (RCl) is isomorphic to C(l−3)/2+sl where s is the index of irregularity of the prime l.
It seems difficult to generalize Theorem 1.1 to the case K = Q(ζn) where ζn is a primitive lnth
root of unity, n > 1. Moreover, there are no known calculations of T (Λ) where Λ is an R-Hopf
order other than the integral group ring.
The purpose of this paper is to compute T (Λ) for various Hopf orders Λ ⊆ KG = KCl where
K is cyclotomic.
2. Larson orders and Hopf–Swan subgroups
R. Larson has constructed a collection of R-Hopf orders in KG, G a finite group, using group
valuations [3, §1].
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Z which lies below P . For x ∈ ν(K), let ßx denote the ideal of K which satisfies ν(ßx) = x and
ν′(ßx) = 0 for all valuations ν′ not equivalent to ν.
A group valuation is a function ξ : G → R∪ {∞} which satisfies: (i) ξ(g) 0, (ii) ξ(g) = ∞
iff g = 1, and (iii) ξ(gh)  min{ξ(g), ξ(h)}, for all g,h ∈ G. The group valuation ξ is or-
der bounded with respect to ν if (i) ξ(G) ⊆ ν(K), (ii) ξ(g) = 0 for |g| not a power of l, and
(iii) ξ(g) ν(l)/(lα − lα−1) for |g| = lα .
Theorem 2.1. (See Larson [3, Proposition 3.2].) Let ν be a valuation on K and let G be a finite
group, and let ξ be a group valuation on G that is order bounded with respect to ν. Let A(ξ)
be the R-subalgebra of KG generated by ß−ξ(g)(g − 1) for all g = 1. Then A(ξ) is an R-Hopf
order in KG.
Hopf orders in KG of the form A(ξ) are known as Larson orders.
We apply Theorem 2.1 to the case G = Cl = 〈g〉, K = Q(ζn), for an integer n 1, where the
prime l satisfies Vandiver’s conjecture. Let λn = ζn −1. Then R = Z[ζn], (l) = (λn)ln−1(l−1), and
the ideal (λn) ⊆ R is prime with ν(l) = ln−1(l − 1).
For each integer j , 0 j  ln−1, there exists a group valuation ξj : Cl → R ∪ {∞} given by
ξj (g) = j , ξj (1) = ∞. Since j  ln−1 = ν(l)/(l − 1), ξj is order bounded. Thus there exists a
Larson order A(ξj ) in KCl of the form
A(ξj ) = R
[{
λ
−j
n (g − 1)
}]
,
where g runs through all of the nontrivial elements in Cl . For convenience (and consistency of
notation) the Larson order A(ξj ) will be denoted by Λj . Note that Λ0 = RCl and Λln−1 =M,
which denotes the maximal integral order in KCl . One has (LΛj ) = (λn)(ln−1−j)(l−1) [3, §4].
We seek to compute the Hopf–Swan subgroup T (Λj ) for each j .
For j = ln−1 it is easy to see that T (Λln−1) is trivial since Λln−1 =M, cf. [6, Theorem 2.7],
[4, §1].
For 0 j < ln−1, we proceed as follows. Let Y ∗ denote the multiplicative group of units of
the ring Y . Let K+ denote the maximal real subfield of K . The cyclotomic units U+ of K+ are
the elements of R∗ generated by −1 and quantities of the form
ca = ζ (1−a)/2n 1 − ζ
a
n
1 − ζn ,
for 2 a  (ln −1)/2, (a, l) = 1. The cyclotomic units U of K are the elements of R∗ generated
by ζn and U+.
To each Λj , 0 j  ln−1 − 1, we associate the quotient
R
∗
j /σj (U),
where
Rj = R/(LΛj ) = R/(λn)(l
n−1−j)(l−1),
and σj : R → Rj is the canonical surjection.
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Proof. We first show that T (Λj ) ∼= R∗j /σj (R∗). By [6, §2], there exist surjections 1, 2 for
which
R
∗
j /σj (R
∗) 1−→ T (Λj ) 2−→
(
R
∗
j /σj (R
∗)
)l−1
.
We claim that the exponent of R∗j /σj (R∗) is relatively prime to l − 1. Since
R = Z⊕ λnZ⊕ λ2nZ⊕ · · · ⊕ λl
n−1(l−1)−1
n Z,
and
R
∗
j =
(
R/(λn)
(ln−1−j)(l−1))∗,
R
∗
j has order (l − 1)l(ln−1−j)(l−1)−1 as a multiplicative group. Thus R∗j is a group of the form
C
q0
ln ×Cq1ln−1 ×C
q2
ln−2 × · · · ×C
qn−1
l ×Cl−1,
for some integers qi  0, for i = 0, . . . , n − 1. The factor Cl−1 is identified with the group of
units (Z/lZ)∗. Let 〈a〉 = (Z/lZ)∗, and let ca be the corresponding cyclotomic generator. Since
(ca)
ln ≡ a mod l, σj (R∗) contains the factor Cl−1. It follows that the exponent of R∗j /σj (R∗) is
relatively prime to l − 1, and T (Λj ) ∼= R∗j /σj (R∗).
To complete the proof of the theorem we show that σj (R∗) = σj (U). First note that the
quotient R∗/U has order h+(K) by [9, Theorem 8.2]. Moreover, there exists a surjection
R∗/U → Q, with Q = σj (R∗)/σj (U). Note that both σj (U) and σj (R∗) contain the factor Cl−1
in their cyclic decompositions. Consequently, if σj (U) is a proper subgroup of σj (R∗), then l
divides the order of the quotient Q, and hence l divides [R∗ : U ] = h+(K) which is impossible
by [9, Corollary 10.6]. Thus σj (R∗) = σj (U). 
Consider the collection of Larson orders Λj , 0 j  ln−1. Since
λ
−j
n (g − 1) = λnλ−(j+1)n (g − 1),
there is a chain of Hopf orders:
Λ0 = RCl ⊆ Λ1 ⊆ · · · ⊆ Λln−1 =M.
How are the corresponding Hopf–Swan subgroups are related? In view of Theorem 2.2, we
consider the collection of quotients R∗j /σj (U). Since
(λn)
(ln−1−(j−1))(l−1) ⊆ (λn)(ln−1−j)(l−1),
there is a natural surjection Rj−1 → Rj , which induces the surjection
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∗
j−1/σj−1(U) → R∗j /σj (U),
for each j , 1 j  ln−1 − 1. Thus there is a sequence of surjections
T (Λj−1) → T (Λj ),
for 1 j  ln−1 with T (Λln−1) = 1.
3. Computation of the Swan subgroup
For the remainder of this paper, we assume that the prime l  3 satisfies Vandiver’s conjecture.
We set K = Q(ζn), n = 1,2, and consider the Larson orders Λj ⊆ KCl constructed above.
For n = 1,2 the resulting sequence of Hopf–Swan subgroups begins with the Swan subgroup
T (Λ0) = T (RCl), which we compute in this section.
Case n = 1. Here Λj = R[{λ−j1 (g−1)}] for 0 j  1, and there are two possible Hopf orders
in KCl : the integral group ring Λ0 = RCl and Λ1 = R[{λ−11 (g − 1)}], which is the maximal
integral order in KCl .
There is an inclusion Λ0 ⊆ Λ1 and a surjection of Hopf–Swan subgroups T (Λ0) → 1. Thus
by Theorem 1.1, the sequence of Hopf–Swan subgroups is C(l−3)/2+sl → 1.
Remark 3.1. By Theorem 2.2, T (Λ0) ∼= R∗0/σ0(U) ∼= C(l−3)/2+sl , where R0 = R/(λ1)l−1 =
R/(l), and where σ0 : R → R0 is the canonical surjection. By a known formula, R∗0 ∼= Cl−2l ×
Cl−1, cf. [5, Corollary 3]. Hence, σ0(U) ∼= C(l−1)/2−sl ×Cl−1.
Case n = 2. In this case,
Λj = R
[{
λ
−j
2 (g − 1)
}]
,
for 0 j  l. There is a chain of Hopf orders:
Λ0 = RCl ⊆ Λ1 ⊆ · · · ⊆ Λl−1 ⊆ Λl =M,
and a corresponding sequence Hopf–Swan subgroups (all maps are surjections)
T (Λ0) → T (Λ1) → ·· · → T (Λl−1) → 1,
with T (Λj ) ∼= R∗j /σj (U), for j = 0, . . . , l − 1.
To compute the Swan subgroup T (Λ0), observe that
R
∗
0
∼= Cl−2
l2
×Cl2−3l+3l ×Cl−1, (1)
by [6, §3]. Thus we need only compute σ0(U). To do this, we first prove two lemmas.
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(a) If a = lm+ 1, then
ca ≡ 1 +mλl−1 + 12mλ
l + t2(l−1)+1λ2(l−1)+1 + · · · + tl(l−1)−1λl(l−1)−1.
(b) If a = lm− 1, then
ca ≡ −1 +mλl−1 + 12mλ
l + t2(l−1)+1λ2(l−1)+1 + · · · + tl(l−1)−1λl(l−1)−1.
(c) If a = lm+ r , r = ±1, then
ca ≡ r + t2λ2 + · · · + tl(l−1)−1λl(l−1)−1,
with t2 ≡ 0 mod l.
Proof. Set ζ = ζ2. Note that
ca = ζ (a−1)(l2−1)/2 + ζ (a−1)(l2−1)/2+1 + · · · + ζ (a−1)(l2−1)/2+(a−1),
and write the polynomial
pa(x) = x(a−1)(l2−1)/2 + x(a−1)(l2−1)/2+1 + · · · + x(a−1)(l2−1)/2+(a−1),
so that pa(ζ ) = ca . To establish the lemma, we compute the Taylor series expansion of pa(x) in
the indeterminate x about the point 1, and reduce modulo l. We seek the coefficients tk so that
pa(x) = t0 + t1(x − 1)+ t2(x − 1)2 + · · · .
Let a = lm+ r , 0 r  l − 1, and put h = (a − 1)(l2 − 1)/2. One calculates
tk = 1
k!
h+(a−1)∑
i=h
i(i − 1)(i − 2) . . . (i − (k − 1))
=
h+a−1∑
i=h
(
i
k
)
,
for k  0. Now using the identity
n∑
i=k
(
i
k
)
=
(
n+ 1
k + 1
)
one has
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(
h+ a
k + 1
)
−
(
h
k + 1
)
,
which yields modulo l,
tk ≡
⎧⎨
⎩
r if k = 0,
0 if k = 1,
1
24 (a(a − 1)(a + 1)) if k = 2.
Now, if a ≡ ±1 mod l, then l > 3 and t2 ≡ 0 mod l. Thus the cyclotomic generators ca with
a ≡ ±1 have the claimed expansions.
We next consider the generators ca , a ≡ ±1 mod l.
Let X,Y be integers, X  Y , whose l-adic expansions X = ∑xili and Y = ∑yili , 0 
xi, yi  l − 1, satisfy xi  yi for all i. Then a classical result of E. Lucas states that
(
X
Y
)
≡
∏(xi
yi
)
mod l.
An induction argument using Lucas’ formula yields
(
lx + x0
ly + y0
)
≡
(
x
y
)(
x0
y0
)
mod l (2)
which is valid for 0 y0  x0  l − 1 and x  y  1.
Moreover, if x  y  1 and 0 x0 < y0  l − 1, then
(
lx + x0
ly + y0
)
≡ 0 mod l. (3)
Now with a = lm+ 1,
(
h+ a
k + 1
)
−
(
h
k + 1
)
=
(
l(m(l2 − 1)/2 +m)+ 1
k + 1
)
−
(
l(m(l2 − 1)/2)
k + 1
)
,
and for a = lm− 1,
(
h+ a
k + 1
)
−
(
h
k + 1
)
=
(
l(m(l2 − 1)/2 − l +m)
k + 1
)
−
(
l(m(l2 − 1)/2 − l)+ 1
k + 1
)
,
and thus by (2) and (3),
tk ≡
⎧⎪⎪⎨
⎪⎪⎩
0 if 2 k  l − 2,
m if k = l − 1,
1
2m if k = l,
0 if l + 1 k  2(l − 1).
Thus the cyclotomic generators ca have the claimed expansions. 
Using Lemma 3.2 we can compute the orders of the generators of σj (U) for 0 j  l − 1.
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(a) σl−1(ζ ) has order l and σj (ζ ) has order l2 for j = l − 2, l − 3, . . . ,0.
(b) If a = lm+ 1, then σl−1(ca) = 1, and σj (ca) has order l for j = l − 2, l − 3, . . . ,0.
(c) If a = lm− 1, then σl−1(ca) = −1, and σj (ca) has order 2l for j = l − 2, l − 3, . . . ,0.
(d) Suppose a ≡ ±1 mod l and let the order of a in Cl−1 be w. Then w > 2 and both σl−1(ca)
and σl−2(ca) have order lw, and σj (ca) has order l2w for j = l − 3, l − 4, . . . ,0.
Proof. For (a) observe that ζ = 1+λ. The statements (b), (c) and (d) follow from the expansions
of Lemma 3.2. 
We now proceed with the calculation of σ0(U). The group of cyclotomic units U is generated
by the set {−1, ζ } ∪A∪B , where
A = {ca ∣∣ 2 a  (l2 − 1)/2, (a, l) = 1, a ≡ ±1}
and
B = {ca ∣∣ 2 a  (l2 − 1)/2, (a, l) = 1, a ≡ ±1}.
Let 〈−1, ζ,A〉 denote the subgroup of U generated by {−1, ζ } ∪ A and let 〈B〉 denote the sub-
group of U generated by B .
Lemma 3.4. σ0(〈−1, ζ,A〉) ∼= C(l−1)/2−sl2 × Cbl × Cl−1, where s is the index of irregularity of
the prime l  3, and b is an integer with 0 b (l2 − 4l + 3)/2 + s.
Proof. We have σ0(U)l ∼= σl−1(U). Moreover,
σ0(U)
l = σ0
(〈−1, ζ,A〉)l ,
since all elements of σ0(B) have order either l or 2l by Lemma 3.3(b), (c). Hence
σ0
(〈−1, ζ,A〉)l ∼= σl−1(U).
Now σl−1(U) ∼= σ(U ′) where U ′ is the group of cyclotomic units in Z[ζ1] and σ : Z[ζ1] →
Z[ζ1]/lZ[ζ1] is the canonical surjection. Thus as in Remark 3.1,
σl−1(U) ∼= σ(U ′) ∼= C(l−1)/2−sl ×Cl−1,
and so
σ0
(〈−1, ζ,A〉)l ∼= C(l−1)/2−sl ×Cl−1.
Now, σ0(〈−1, ζ,A〉) ∼= C(l−1)/2−sl2 ×Cbl ×Cl−1, for some integer b; but since |A| = l(l−3)/2,
and σ0(ζ ) has order l2,
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2
− s  l(l − 3)
2
+ 1,
hence,
0 b l
2 − 4l + 3
2
+ s. 
Lemma 3.5. σ0(〈B〉) ∼= Cdl ×C2, where d is an integer with 1 d  l − 1.
Proof. We have |B| = l − 1. By Lemma 3.3(b), (c), each element in σ0(B) has order either l
or 2l, thus
σ0
(〈B〉)∼= Cdl ×C2,
with 1 d  l − 1. 
Lemma 3.6. σ0(U) ∼= C(l−1)/2−sl2 × Crl × Cl−1, where s is the index of irregularity of the prime
l and r is an integer 1 r  (l − 1)2/2 + s.
Proof. By Lemma 3.4, σ0(〈−1, ζ,A〉) ∼= C(l−1)/2−sl2 ×Cbl ×Cl−1 and by Lemma 3.5, σ0(〈B〉) ∼=
Cdl ×C2. Thus
σ0(U) ∼= C(l−1)/2−sl2 ×Crl ×Cl−1,
where r is an integer with
1 r  l
2 − 4l + 3
2
+ s + l − 1 = (l − 1)2/2 + s. 
Theorem 3.7. Let l  3 be a prime which satisfies Vandiver’s conjecture and let K = Q(ζ2).
Then
T (RCl) ∼= C(l−3)/2+s−tl2 ×Cl
2−3l+3−r+2t
l ,
where s is the index of irregularity of l and where t satisfies 0 t min(r, l − 2) and is deter-
mined by
(
R∗0
)l ∩ σ0(U) ∼= C(l−1)/2−s+tl ×Cl−1.
Proof. By Theorem 2.2, T (RCl) ∼= R∗0/σ0(U). By (1), R∗0 ∼= Cl−2l2 × Cl
2−3l+3
l × Cl−1, and by
Lemma 3.6, σ0(U) ∼= C(l−1)/2−s2 ×Cr ×Cl−1. Hencel l
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(
Cl−2
l2
×Cl2−3l+3l ×Cl−1
)
/
(
C
(l−1)/2−s
l2
×Crl ×Cl−1
)
∼= Cl−2−(l−1)/2+s−t
l2
×Cl2−3l+3−(r−t)+tl
∼= C(l−3)/2+s−t
l2
×Cl2−3l+3−r+2tl ,
where t is as claimed. 
Example 3.8. For l = 3 and l = 5, the index of irregularity is s = 0. Several computations using
GAP yield Table 1.
Table 1
l σ0(〈−1, ζ,A〉) σ0(〈B〉) σ0(U) T (Λ0)
3 C9 ×C2 C23 ×C2 C9 ×C23 ×C2 C3
5 C225 ×C45 ×C4 C45 ×C2 C225 ×C75 ×C4 C25 ×C65
Remark 3.9. For l = 5, σ0(U) = C225 × C75 × C4, and so r = 7. Consequently, t = 0 since
T (RC5) = C25 ×C65 .
4. Intermediate Hopf–Swan subgroups
From the previous section we have the sequence of Hopf–Swan subgroups:
C
(l−3)/2+s−t
l2
×Cl2−3l+3−r+2tl → T (Λ1) → T (Λ2) → ·· · → T (Λl−1) → 1,
where t is the integer defined in the statement of Theorem 3.7, and r is the integer given in
Lemma 3.6.
In this final section, we compute the Hopf–Swan subgroups T (Λl−1), T (Λl−2), and T (Λl−3)
for primes l  3 which satisfy Vandiver’s conjecture. Recall that T (Λj ) ∼= R∗j /σj (U). We can
compute the numerators of these quotients as follows.
Lemma 4.1. R∗l−q ∼= Cq−1l2 ×C
(l−2)+(q−1)(l−3)
l ×Cl−1, for 1 q  l − 1.
Proof. We have
R = Z⊕ λZ⊕ λ2Z⊕ · · · ⊕ λl(l−1)−1Z.
For 1  q  l − 1, R∗l−q has order (l − 1)lq(l−1)−1 as a multiplicative group. There are q − 1
copies of Cl2 in the cyclic decomposition of R
∗
l−q . Let N be the number of copies of Cl which
occur in the cyclic decomposition of R∗l−q . Then N + 2(q − 1) = q(l − 1)− 1, so that
N = q(l − 1)− 1 − 2(q − 1) = (l − 2)+ (q − 1)(l − 3).
Thus R∗l−q ∼= Cq−1l2 ×C
(l−2)+(q−1)(l−3)
l ×Cl−1. 
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C
(l−3)/2+s
l .
Proof. By Lemma 4.1, R∗l−1 ∼= Cl−2l ×Cl−1. Moreover,
σl−1(U) ∼= C(l−1)/2−sl ×Cl−1,
as in Lemma 3.4. Thus
R
∗
l−1/σl−1(U) ∼=
(
Cl−2l ×Cl−1
)
/
(
C
(l−1)/2−s
l ×Cl−1
)∼= C(l−3)/2+sl . 
We next compute T (Λl−2). We already know the numerator of T (Λl−2) by Lemma 4.1, so it
is a matter of computing σl−2(U).
Lemma 4.3. σl−2(〈−1, ζ,A〉) ∼= Cl2 ×Cηl ×Cl−1, where η (l − 3)/2 − s.
Proof. σl−2(ζ ) has order l2 and σl−2(ca), a ≡ ±1, has order lw with 2l < lw  l(l − 1) by
Lemma 3.3(a), (d). Thus
σl−2
(〈−1, ζ,A〉)∼= Cl2 ×Cηl ×Cl−1,
for some η 0.
Observe that σl−1(〈−1, ζ,A〉) = σl−1(U), since clm±1 ≡ ±1 mod (λ)l−1 by Lem-
ma 3.2(a), (b). Moreover, as in the proof of Lemma 3.4,
σl−1(U) ∼= C(l−1)/2−sl ×Cl−1,
hence
σl−1
(〈−1, ζ,A〉)∼= C(l−1)/2−sl ×Cl−1.
But this says that (l − 1)/2 − s  η + 1, thus η (l − 3)/2 − s. 
Lemma 4.4. σl−2(〈B〉) ∼= Cl ×C2.
Proof. We observe that for any integers m,n, 1m,n (l − 1)/2,
clm+1cln+1 − cl(m+n)+1
=
(
ζ−lm/2 1 − ζ
lm+1
1 − ζ
)(
ζ−ln/2 1 − ζ
ln+1
1 − ζ
)
− ζ−l(m+n)/2 1 − ζ
lm+ln+1
1 − ζ
= ζ−l(m+n)/2(1 − ζ )−2((1 − ζ ln+1 − ζ lm+1 + ζ lm+ln+2)− (1 − ζ )(1 − ζ lm+ln+1))
= ζ−l(m+n)/2(1 − ζ )−2(1 − ζ ln+1 − ζ lm+1 + ζ lm+ln+2 − 1 + ζ lm+ln+1 + ζ − ζ lm+ln+2)
= ζ−l(m+n)/2(1 − ζ )−2ζ (1 − ζml)(1 − ζ nl)
≡ 0 mod (λ)2(l−1).
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cil+1 ≡ cli+1 mod (λ)2(l−1)
for i = 1, . . . , l − 1. Moreover,
cli+1 ≡ −cl(l−i)−1 mod (λ)2(l−1),
and thus, for i = (l − 1)/2 + 1, . . . , l − 1,
−cil+1 ≡ cl(l−i)−1 mod (λ)2(l−1).
It follows that σl−2(〈B〉) is generated by the two elements σl−2(cl+1) and σl−2(−1). Since
these elements have order l and 2, respectively, by Lemma 3.3(b), we conclude that
σl−2
(〈B〉)∼= Cl ×C2. 
Remark 4.5. The basic relation
cil+1 ≡ cli+1 mod (λ)2(l−1)
of Lemma 4.4 fails for i > 1 modulo (λ)j (l−1) for j > 2.
Lemma 4.6. σl−2(U) ∼= Cl2 ×Cηl ×Cl−1, where η (l − 3)/2 − s.
Proof. By Lemma 4.3, σl−2(〈−1, ζ,A〉) ∼= Cl2 × Cηl × Cl−1, with η  (l − 3)/2 − s, and by
Lemma 4.4, σl−2(〈B〉) ∼= Cl ×C2.
Thus σl−2(U) ∼= Cl2 ×Cηl ×Cl−1 where η (l − 3)/2 − s. 
Theorem 4.7. Suppose l  3 satisfies Vandiver’s conjecture. Then T (Λl−2) ∼= Cτl with (l −
3)/2 + s  τ  (3l − 7)/2 + s where s is the index of irregularity of l.
Proof. Recall that T (Λl−2) ∼= R∗l−2/σl−2(U) by Theorem 2.2. Now R∗l−2 ∼= Cl2 ×C2l−5l ×Cl−1
by Lemma 4.1, and σl−2(U) ∼= Cl2 ×Cηl ×Cl−1 by Lemma 4.6. Hence
T (Λl−2) ∼=
(
Cl2 ×C2l−5l ×Cl−1
)
/
(
Cl2 ×Cηl ×Cl−1
)
∼= C2l−5−ηl
∼= Cτl ,
0  τ  (3l − 7)/2 + s. Also, in view of the surjection, T (Λl−2) → T (Λl−1), τ is bounded
below by (l − 3)/2 + s. 
We next compute T (Λl−3). If l = 3 then T (Λl−3) is the Swan subgroup T (RC3), and we
know that T (RC3) ∼= C3 from Table 1.
So, it remains to compute T (Λl−3) for l  5. We need σl−3(U).
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η
l ×Cl−1 with η (l − 5)/2 − s.
Proof. Note that σl−3(ζ ) and σl−3(ca), a ≡ ±1, have order x with l2  x  l2(l − 1) by
Lemma 3.3(a), (d). Moreover, ζ ≡ ca mod (λ)3(l−1) for all a. Thus σl−3(〈−1, ζ,A〉) has
at least two copies of Cl2 in its decomposition. Since σl−3(U) is a subgroup of R∗l−3 and
R∗l−3 ∼= C2l2 × C3l−8l × Cl−1 by Lemma 4.1, we conclude that σl−3(〈−1, ζ,A〉) contains exactly
two copies of Cl2 .
To compute the number of copies of Cl , we follow the method of Lemma 4.3. Since
σl−3(〈−1, ζ,A〉) has σl−1(〈−1, ζ,A〉) as a homomorphic image, σl−3(〈−1, ζ,A〉) contains the
factor Cηl with η + 2 (l − 1)/2 − s and so η (l − 5)/2 − s. 
We wish to determine σl−3(〈B〉). To do this we need an analog for the basic relation of Re-
mark 4.5.
Lemma 4.9. Let m be an integer with 1  m  l − 1. Then there exist integers α,β with 0 
α,β  l − 1 for which
cαl+1c
β
2l+1 ≡ clm+1 mod (λ)3(l−1).
Proof. Suppose a = lm+ 1 and let
ca = t0 + t1λ+ t2λ2 + · · · ,
be the expansion of ca . Then by formulas (2) and (3), we have
tk ≡
⎧⎪⎨
⎪⎩
− 12m if k = 2l − 1,
1
8m(m− 2) if k = 2l,
0 if 2l + 1 k  3l − 2.
By equating the coefficients of λl−1, λl , λ2l−2, λ2l−1, and λ2l on the left- and right-hand sides
of the congruence
cαl+1c
β
2l+1 ≡ clm+1 mod (λ)3(l−1), (4)
we conclude that (4) holds if and only if
α + 2β ≡ m; (5)
1
2
α + β ≡ 1
2
m; (6)
(
α
2
)
+ 2αβ + 4
(
β
2
)
≡ 0; (7)
−1
2
(α + 2β)+ 1
2
α(α − 1)+ 2αβ + 2β(β − 1) = −1
2
m; (8)
1
(
α
)
+ 1αβ +
(
β
)
− 1α = 1m(m− 2). (9)
4 2 2 2 8 8
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α ≡ m− 2β mod l,
and substitution into (7) yields
2β ≡ m2 −m mod l.
Since (2, l) = 1, this last congruence has a solution β , with 0  β  l − 1. Since the solution
α,β also solves (9), α,β solves the required system and the lemma is proved. 
We are now in a position to compute σl−3(〈B〉).
Lemma 4.10. For l  5, σl−3(〈B〉) ∼= C2l ×C2.
Proof. By Lemma 4.9, for each m, m = 3, . . . , (l − 1)/2, we have
cαl+1c
β
2l+1 ≡ clm+1 mod (λ)3(l−1),
for some α,β , and for m = (l − 1)/2 + 1, . . . , l − 1, we have
cαl+1c
β
2l+1 ≡ clm+1 ≡ −cl(l−m)−1 mod (λ)3(l−1),
for some α,β . Thus the group σl−3(〈−1,B〉) is generated by the set
{
σl−3(−1), σl−3(cl+1), σl−3(c2l+1)
}
.
By Remark 4.5, this set is multiplicatively independent. Now by Lemma 3.3(b), both σl−3(cl+1)
and σl−3(c2l+1) have order l. Thus σl−3(〈−1,B〉) ∼= C2l ×C2. 
We can now compute σl−3(U).
Lemma 4.11. For l  5, σl−3(U) ∼= C2l2 ×C
η
l ×Cl−1 with η (l − 5)/2 − s.
Proof. Recall that U is generated by {−1, ζ }∪A∪B . By Lemma 4.8, σl−3(〈−1, ζ,A〉) ∼= C2l2 ×
C
η
l ×Cl−1 with η (l − 5)/2 − s.
By Lemma 4.10, σl−3(〈B〉) ∼= C2l × C2, thus σl−3(U) ∼= C2l2 × C
η
l × Cl−1 with η 
(l − 5)/2 − s. 
Theorem 4.12. Suppose l  5 satisfies Vandiver’s conjecture. Then T (Λl−3) ∼= Cρl with
(l − 3)/2 + s  ρ  (5l − 11)/2 + s.
Proof. Recall that T (Λl−3) ∼= R∗l−3/σl−3(U). By Lemma 4.1, R∗l−3 ∼= C2l2 ×C3l−8l ×Cl−1, and
by Lemma 4.11, σl−3(U) ∼= C22 ×Cη ×Cl−1, hencel l
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∗
l−3/σl−3(U) ∼=
(
C2
l2 ×C3l−8l ×Cl−1
)
/
(
C2
l2 ×Cηl ×Cl−1
)
∼= C3l−8−ηl
∼= Cρl ,
with 0 ρ  (5l−11)/2+ s. Now in view of the surjections T (Λl−3) → T (Λl−2) → T (Λl−1),
ρ is bounded below by (l − 3)/2 + s. 
Example 4.13. For l = 3,5, GAP yields Table 2.
Table 2
l T (Λl−3) T (Λl−2) T (Λl−1)
3 C3 1 1
5 C45 C
2
5 C5
We summarize the results of this paper with the following
Theorem 4.14. Let l  3 be a prime which satisfies Vandiver’s conjecture and let K = Q(ζ2)
where ζ2 is a primitive l2nd root of unity. Let Λj−1 ⊆ Λj be the chain of Larson orders in KCl ,
and let T (Λj−1) → T (Λj ) be the corresponding sequence of Hopf–Swan subgroups.
(a) For l = 3 the complete sequence of Hopf–Swan subgroups is
C3 → 1 → 1 → 1.
(b) For l  5, the (partial) sequence of Hopf–Swan subgroups is
C
(l−3)/2+s−t
l2
×Cl2−3l+3−r+2tl → ·· · → Cρl → Cτl → C(l−3)/2+sl → 1,
where s is the index of irregularity of l, r is an integer with
1 r  (l − 1)2/2 + s,
and where t is an integer which satisfies 0 t min(r, l − 2) and is determined by
(
R∗0
)l ∩ σ0(U) ∼= C(l−1)/2−s+tl ×Cl−1.
In addition, ρ  τ are integers with
(l − 3)/2 + s  ρ  (5l − 11)/2 + s;
(l − 3)/2 + s  τ  (3l − 7)/2 + s.
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