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ing complexity analysis, and shows several examples. Some
conclusions are drawn at the end of this paper.
2 Outline of the algebraic pruning algorithm
Our algorithm has three steps. Firstly, we obtain the object
polynomial function from Equation (2) and isolate all of its
different real roots. Secondly, by using a simple but easily
overlooked classification method, we prune most of the un-
necessary roots. Finally, by combining the bisection method
with the Newton’s method, we subdivide the object function
instead of the curve to obtain the exact roots and choose the
resulting root.
Isolating the object polynomial equation
Substituting Equation (3) into Equation (2), and multiplying
w(u)3, we obtain the object polynomial equation
g(u) = (w(u)V′(u)− w′(u)V(u)) · (w(u)p − V(u)) = 0.
(4)
If the curve q(u) is a non-rational Be´zier curve, i.e., w(u) =
1, then the polynomial function g(u) is of degree at most 2p.
If the curve q(u) is a rational Be´zier curve, g(u) becomes a
polynomial of degree at most 3p− 1. There are many meth-
ods for isolating all the real roots of a polynomial equation,
such as the Sturm sequence method [1; 31],the nodal map-
ping method [12], the cone test method [9; 13], the Newton
interval method [10], the Descartes method [7; 8; 25]. This
paper utilizes the Sturm sequence method to isolate the real
roots of g(u). The Sturm sequence {Si(u)}ki=0 for g(u) can
be constructed as follows.
S0(u) = g(u),
S1(u) = g′(u),
Si(u) = Si−2(u)−Ri(u)Si−1(u), i ≥ 2,
where Ri(u) and Si(u) are the quotient and the remainder of
Si−2(u) divided by Si−1(u), respectively. When the Sturm
sequence has been constructed, it only needs n times mul-
tiplication and additions for each iterative step, where n is
the degree of g(u) [1; 31]. So it is very efficient to iso-
late the real roots. The precision requirement for computing
the Sturm sequence may be quite high [24], and the simi-
lar continued fraction method is introduced to strengthen its
robustness. Suppose that g(u) =
∑n
j=0 bju
n−j
, Si(u) =∑n−i
j=0 a
(i)
j u
n−i−j
, and Ri(u) = Tiu + Mi. We have
a
(0)
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a
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0 /a
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0 ,
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(i−2)
1 − Tia(i−1)1 )/a(i−1)0 ,
a
(i)
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(i−2)
j+2 −Mia(i−1)j+1 − Tia(i−1)j+2 .
Thus, {a(i)j } can be computed by using the similar contin-
ued fraction method. If {bj} are rational real number, then
all coefficients {a(i)j } of the functions in the Sturm sequence
are described in fraction. When u is a rational real number,
the corresponding value of Si(u) can be described in frac-
tion, which can be computed accurately with long integer
arithmetic. And the above method can be very robust.
Pruning technique based on a classification method
The square distance between point p and q(u) is
f(u) = ‖p − q(u)‖2.
The derivative of f(u) is
f ′(u) =
g(u)
w(u)3
.
Since wi > 0, we have w(u) > 0,∀u ∈ [0, 1]. Thus,
f ′(u) has the same sign as g(u) in the interval [0, 1]. Let
(ai, bi) ∈ [0, 1] be the ith interval obtained in the first step,
which contains only one root of g(u). Suppose g(ai) = 0,
g(bi) = 0, and ri ∈ (ai, bi) is the root of g(u). For each in-
terval (ai, bi), according to the signs of g(ai) and g(bi), f(u)
can be classified into four cases, which are (+,−), (+,+),
(−,−) and (−,+), as shown in Fig. 1(a),(b),(c) and (d). In
the cases 1(a),(b) and (c), f(u) doesn’t reach the local min-
imum value at ri. Thus, in these three cases, we needn’t
compute the root ri. So we only need to consider the case
when g(ai) < 0 and g(bi) > 0, as shown in the case 1(d).
By this simple but easily overlooked classification, we are
able to prune most of the invalid intervals obtained in the
first step.
(a) (b) (c) (d)
Figure 1: Four cases of f(u) in a sub-interval.
Computing the remaining roots of g(u)
For each remaining interval (ai, bi), it requires to compute
the corresponding root ri of g(u). The Newton method may
converge rapidly, and the bisection method seems stable for
calculating the roots. This paper combines the bisection
method with Newton’s method to compute the real roots,
which is a tradeoff but reasonable way [32]. We only need to
deal with the case when g(ai) < 0 and g(bi) > 0.
Algorithm 1:Bisection algorithm of computing a root of
g(u) in an interval.
Input: a tolerance τ , g(u), an interval (ai, bi) such
that g(ai) < 0 and g(bi) > 0, and there is a
unique root of g(u) in (ai, bi).
Output: The unique root ri of g(u).
1. If bi − ai < τ , let ri = (ai + bi)/2, go to Step (5);
2. Let mi = (ai + bi)/2;
Compute the value of g(mi);
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3. If g(mi) = 0, then ri = mi, go to Step (5);
4. Set ai = mi when g(mi) < 0, or set bi = mi when
g(mi) > 0;
Go to Step (1);
5. End of the algorithm.
When all the {ri} have been computed, we choose the value
r∗ such that f(r∗) = min{f(u)|u ∈ {ri}
⋃{0, 1}} , and re-
turn the corresponding point q(r∗) as the closest point. The
new algorithm for the point projection problem is general-
ized as follows.
Algorithm 2:Algorithm of point projection for a Be´zier
curve.
Input: A Be´zier curve and a given point p.
Output: The closest point and the corresponding pa-
rameter u∗.
1. Compute the function g(u) and f(u);
Isolate the different real roots of g(u) into several inter-
vals {(ai, bi)} by using the Descartes method;
2. Prune the invalid intervals with a simple classification
method;
3. For each remaining interval, combine the bisection
method with Newton’s method to calculate the unique
root;
4. Choose the very root u∗ such that f(u∗) =
min{f(u)|u ∈ {ri}
⋃{0, 1}} , and return the corre-
sponding point q(u∗) as the closest point.
5. End of the algorithm.
3 Complexity analysis and examples
The pruning method based on the subdivision of the curve
utilizes the geometric property of the curve, and we call it
a geometric pruning method. Our method is based on the
subdivision of the algebraic function g(u), and we call it an
algebraic pruning method.
We provide a simple complexity analysis between these two
methods. For the convenience of comparison, we assume
that both the geometric and algebraic pruning method will
use the Newton-Raphson method when the remaining pa-
rameter interval is within a given tolerance after pruning pro-
cess. Based on such assumption, the total number of pruning
step can be taken as the same, and one needs to comparison
the computation time for each pruning step. For the geomet-
ric pruning method, each pruning step consists of curve sub-
division and geometric judging computation, here we only
consider the computation time on curve subdivision. For the
algebraic pruning method, there are two stages, one is to iso-
late the real roots, and the other is to prune the remaining
intervals with the bisection method. In the bisection method,
it is to evaluate the value of g(u) in Equation (4). With
Horner’s method [15], the computation time for the bisec-
tion method is equal to the degree of g(u). Table 1 shows the
computation time comparisons between the geometric prun-
ing method (GPM) and Sturm sequence method (SSM).
Table 1: Multiplication times for each pruning step
GPM SSM
Isolation Bisection
r1p(p + 1) + r2 2 d∗ d∗
where{
r1 = 3/2, r2 = 0, d∗ = 2p− 1, for non-rational case,
r1 = 2, r2 = 2p + 1, d∗ = 3p− 1, for rational case.
For each pruning step, the algebraic method is much faster
that the geometric method. But general algebraic method
will compute all the real roots, while the geometric method
can prune part of invalid roots. Finally, sometimes the to-
tal computation time of the geometric method may be less.
The new method is able to prune most of invalid roots and
speeds up the algebraic method very much, which leads to
less computation time than the geometric method, shown as
examples 1 and 2. Here we select the methods in [14; 27] as
the geometric pruning method (GPM). We also comparison
the general algebraic method (GAM) with our improved al-
gebraic method(IAM). All examples are implemented under
Windows PC 1.7G with 512M memory.
(a) (b)
(c) (d)
Figure 2: Point projection for Be´zier curves of degree 3 (a),
6(b), 8(c) and 10(d).
Example 1. Fig. 2 shows projection examples for Be´zier
curves of degree 3,6,8 and 10, respectively. In these cases,
we select 200 points for each Be´zier curve. The correspond-
ing results are shown in Table 2. In Table 2, Tg , Ta and Ti
denote the corresponding computation time of GPM, GAM,
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and IAM with the unit millisecond. As shown in Table 2,
IAM are more rapid than GPM and GAM.
Table 2: Resulting computation time for the point projection
problem of Be´zier curves
Time Fig 2(a) Fig 2(b) Fig 2(c) Fig 2(d)
Tg 0.017ms 0.051ms 0.061ms 0.071ms
Ta 0.013ms 0.036ms 0.051ms 0.072ms
Ti 0.007ms 0.013ms 0.018ms 0.025ms
In Table 3, Nk denotes the number of points whose cor-
responding distance error are within the tolerance 10−k,
k = 5, 6, · · · , 9. As shown in the Table 3, the numbers N9
and N8 in the improved method IAM are larger than those
numbers in GPM and GAM.
Example 2. Fig. 3 shows point inversion examples for
Be´zier curves of degree 4,5,7 and 9, respectively. For each
case, we select 201 points at parameter {i/200}200i=0 on the
corresponding Be´zier curve. The corresponding results are
shown in Table 4. In Table 4, Tm denotes the corresponding
computation time with the unit millisecond, and Nk denotes
the number of points whose corresponding error are within
the tolerance 10−k. As shown in Table 4, IAM is more rapid
than GPM method. For all the examples shown in Fig. 4, all
the resulting points by IAM are within the tolerance 10−8,
and there are more points within the tolerance 10−6, 10−7,
10−8 or 10−9 in IAM than GPM.
(a) (b)
(c) (d)
Figure 3: Point inversion for Be´zier curves of degree 4 (a),
5(b), 7(c) and 9(d).
4 Conclusion
The algebraic method turns the point projection problem for
Be´zier curves into a root-finding problem of a polynomial
equation. Usually, it will compute all the real roots. This
paper provides an improved method, which reduce most of
the computation for finding the invalid real roots. It also in-
troduces a similar continued fraction method to improve the
robustness of the new method. The new method can prun-
ing most of the invalid roots as the geometric methods do,
but the computation time for each pruning step is much less
than the geometric methods, which are based on the subdivi-
sion of the curve itself. Examples are shown to illustrate the
efficiency and the robustness of the new method.
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