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Abstract. Parce que, dans une large mesure, la programmation fait intervenir de
nombreuses compétences implicites , qui ne peuvent s’acquérir que par la pratique,
l’enseignement de l’informatique nous paraît aujourd’hui encore insatisfaisant.
Dans cet article, nous présentons le système HOP! (aka. Hands-On-Programming!),
qui est un environnement de programmation interactif destiné à être utilisé pour
enseigner la programmation au moyen d’exemples développés de façon incrémentale,
en partant de projets simples pour aller petit à petit vers des réalisations plus
compliquées. La philosophie et la conception du système HOP! s’appuient sur un
certain nombre de développements récents dans les domaines des sciences du langage,
de la psychologie, et de la pédagogie, ainsi que sur une analyse de l’activité de
résolution de problèmes en informatique. Le système HOP! est librement distribué
via internet (voir http://www.hop-project.org).
Parce que, dans une large mesure, la programmation fait intervenir de nombreuses compétences
implicites , qui ne peuvent s’acquérir que par la pratique1, l’enseignement de l’informatique devrait
à notre avis s’appuyer sur le développement de projets, qui devraient idéalement être aussi
nombreux et variés que possible. Dans cet article, nous présentons le système HOP!, qui est un
environnement de programmation interactif destiné à être utilisé pour enseigner la programmation
au moyen d’exemples développés de façon incrémentale, en partant de projets simples pour aller
petit à petit vers des réalisations plus compliquées. En premier lieu, nous examinons l’histoire
et les évolutions de l’informatique des années 50 à nos jours (partie 1) ; nous analysons ensuite
la façon dont les idées qui sont à l’origine du développement des sociétés industrielles modernes
dans lesquelles nous vivons ont été conçues (partie 2.1), et nous examinons aussi un certain
nombre de développements récents dans les domaines des sciences du langage, de la psychologie,
et de la pédagogie (parties 2.2 et 2.3), ainsi que certaines des raisons qui font que la liberté
revêt une importance essentielle pour le développement de l’esprit ; nous en tirons alors un certain
nombre de conclusions sur la méthode, ainsi que sur l’esprit dans lequel les enseignements liés
aux sciences et techniques doivent à notre avis être conduits (partie 2.4). Arrivés ici, nous analysons
l’activité de résolution de problèmes en informatique (partie 3). Finalement, nous synthétisons
tout ce qui a été dit, et nous présentons les choix retenus pour la conception du système, ainsi
que l’expérience acquise et les évolutions que nous envisageons aujourd’hui pour le développement
futur du projet HOP! (parties 4 et 5).
1 Les évolutions de l’informatique, des années 50 à nos jours
1.1 Découverte des concepts et phase d’expérimentation
Si l’existence de machines à calculer remonte à l’antiquité (e.g. mécanisme d’Antikythère [FRE06],
abaques), la machine à programme n’est inventée qu’au XIXè siècle (machine de Babbage), et
n’est formalisée et mise en oeuvre qu’au siècle suivant par Turing (qui développe un des modèles
mathématiques fondamentaux de l’ordinateur, la machine de Turing , et travaille pour l’effort de
guerre allié, notamment pour développer les “bombes”, qui ont servi à casser les codes Allemands
pendant la seconde guerre mondiale2) et par Von Neumann, qui donne sa forme moderne au
concept.
1. Ce qui n’implique pas que les connaissances théoriques soient sans importance, bien au contraire: le problème
est qu’en l’absence de pratique, les connaissances théoriques sont inutilisables, et ne peuvent en réalité pas être
véritablement comprises. En sens inverse, quand elle n’est pas suffisamment informée par l’état de l’art, la pratique
court le risque de se trouver tôt ou tard confrontée à des obstacles conceptuels insurmontables.
2. Voir https://en.wikipedia.org/wiki/Bombe
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Au cours des 30 années qui suivent (c’est-à-dire des années 50 aux années 80, en gros),
divers genres d’ordinateurs sont développés, et les concepts fondamentaux de l’architecture des
ordinateurs, des systèmes d’exploitation, ainsi que du développement de logiciel sont petit à petit
explicités. En particulier:
• On passe de la programmation des ordinateurs en langage machine (c’est-à-dire au pupitre,
avec des chiffres) à une programmation qui utilise des codes symboliques . C’est l’invention
des langages de programmation, qui commence avec les premiers langages d’assemblage
(c’est-à-dire, des langages qui permettent d’écrire le langage machine au moyen de symboles
qu’un logiciel spécial, l’assembleur , traduit en chiffres), et se poursuit avec les langages
algorithmiques, au moyen lesquels il devient possible d’exprimer les calculs à effectuer au
moyen de formules mathématiques et d’instructions complexes (un des premiers langages de
ce genre est Fortran, i.e., FORmula TRANslator), qui sont décomposées en éléments simples
par un assembleur d’un genre nouveau, qu’on appelle un compilateur . Une étape importante
est aussi franchie quand, à la suite des travaux pionniers de Gödel dans les années 30 (qui
pour réaliser sa preuve d’incomplétude, utilise un codage des formules logiques sous forme
de grands nombres), l’on réalise que les langages de programmation peuvent être dotés de
fonctionnalités leur permettant de manipuler des donnés non numériques (e.g. des chaînes
de caractères, comme dans Snobol [GRI75], ou des ensembles, comme dans Setl [SCH86],
ou encore des listes, comme dans Lisp [MCC60]).
Un certain nombre de techniques formelles sont mises au point à cette époque, en
particulier les grammaires formelles (qui seront utilisées pour la première fois pour spécifier
le langage de programmation Algol [NAU63], ainsi que les premières techniques de preuves
de programmes (e.g. la logique de Hoare [HOA69]) ;
• On passe de l’exploitation des ordinateurs en mode batch au développement des premiers
systèmes d’exploitation , qui rendent possible une exploitation en mode multiprogrammé, où
plusieurs programmes fonctionnent simultanément et partagent la puissance de calcul de
l’ordinateur.
Au cours de cette période sont développés les concepts essentiels qui, aujourd’hui
encore, sous-tendent la conception des systèmes d’exploitation, en particulier les concepts
de protection (qui, au moyen d’une segmentation physique au niveau de la mémoire et d’un
système d’instructions à deux niveaux3, permet de garantir qu’un programme utilisateur
n’a jamais la possibilité d’accéder à la zone de mémoire allouée à un autre programme
ni au code du système d’exploitation [NEE72]), les concepts liés à la synchronisation
de tâches parallèles, qui consiste en particulier à rendre atomiques certaines séries
d’opérations [HOA74], ainsi que le concept de système de gestion de fichiers hiérarchique,
qui apparaît pour la première fois dans Multics [DAL65], ou encore les machines virtuelles ,
qui apparaissent pour la première fois avec VM/370 [CRE81] ;
• L’expérience acquise lors du développement des premiers gros projets fait émerger un
certain nombre de concepts théoriques importants, comme la notion de type abstrait
algébrique [LIS74], et les notions de module et d’encapsulation [PAR72].
À cette époque, on assiste à une prise de conscience, et la difficulté intrinsèque que revêt
le développement de gros logiciels [BRO75], ainsi que la (relative) spécificité des techniques
à employer commencent à faire l’objet d’une réflexion sérieuse. Les deux conférences
fondatrices du domaine du génie logiciel ont lieu à la fin des années 60 [NAU69][RAN70].
Le cycle de développement du logiciel commence à être mieux compris, en particulier
la difficulté à intégrer des modules développés indépendamment: la différence entre
programming in the small (développement de modules de petite taille) et programming in
the large (découpage d’un gros projet en modules, puis intégration de ces modules en un tout
cohérent) qui est conceptualisée à cette époque demeure l’élément central du développement
de gros logiciels jusqu’au jour d’aujourd’hui ;
3. Les instructions usuelles peuvent figurer dans les programmes utilisateur ; les instructions liées au
fonctionnement du système ne le peuvent pas (elles sont uniquement disponibles en mode super utilisateur, qui
est activé quand il on a besoin de manipuler des ressources critiques du système. Les programmes utilisateur
délèguent la mise en oeuvre des tâches qui manipulent des ressources critiques ; ces tâches sont mises en oeuvre
par les programmes du système d’exploitation, qui sont les seuls à pouvoir fonctionner en mode super utilisateur,
et dont le code ne peut être modifié par les utilisateurs).
2 Section 1
• Le mode multiprogrammé mis en oeuvre par le système d’exploitation permet aux
utilisateurs de travailler de manière interactive, et ouvre la voie à l’utilisation des
ordinateurs en tant qu’outil universel, qu’on peut utiliser pour développer toutes sortes
de travaux, que ce soient des textes, des images, du son ou de la vidéo, bref, toutes sortes
d’activités qui, auparavant, s’effectuaient au moyen de media analogiques inaccessibles à
la puissance de traitement des ordinateurs4.
Cette phase voit l’apparition des premiers éditeurs de texte interactifs [IRO72], des
premiers logiciels de conception assistée par ordinateur [SUT63], des premiers langages de
description de documents basés sur du markup (en particulier, TEX [KNU84] et LATEX
[LAM86], qui révolutionnent l’édition de documents mathématiques), des premiers systèmes
hypertexte [ENG62], des premiers langages de programmation à objets [DAH67], et enfin,
des premiers systèmes d’exploitation à fenêtres modernes [GOL89] dans lesquels l’édition
interactive en mode wysiwyg5 devient le mode par défaut [REE79] ;
• On passe enfin du mode d’utilisation centralisé au mode distribué, avec le développement
des réseaux , qui permettent à des équipes qui ne sont pas physiquement présentes en un
même lieu de travailler ensemble (de façon synchrone ou asynchrone) comme si c’était le cas.
Les premiers réseaux à commutation de paquets sont développés au cours des
années 60 [BAR64][ROB78], puis apparaît le protocole TCP/IP [CER74], qui permet
d’unifier tous les réseaux hétérogènes qui existaient a cette époque-là, et s’impose alors
comme un standard de fait, sur lequel s’appuiera le développement du réseau Internet. A
peu près à la même époque apparaissent les standards qui définissent le courrier électronique
(e.g. POP [REY84], SMTP [POS81]), ainsi qu’un peu plus tard, le protocole HTTP
[BER91], qui constitue le point de départ du World Wide Web (WWW) [BER89] ;
Tout ceci représente une masse considérable de concepts , qui ne sont pas de nature à pouvoir tous
être redécouverts facilement par une seule personne (nous y reviendrons).
Par ailleurs, il est important de noter qu’aujourd’hui encore, ces concepts sont ceux qui forment
l’essentiel de l’ossature des systèmes informatiques (même plus récents) que nous utilisons tous
les jours. Croire que l’informatique “innove” de façon révolutionnaire tous les six mois ou tous les
deux ans, c’est donc une erreur de perspective (par exemple, Ben-Ari [BAR05] souligne que le
langage de programmation Java, apparu dans les années 90, n’apporte en fait aucune innovation
radicale, puisqu’il est bâti sur des concepts dont les plus récents datent des annés 70). Ce qui
évolue souvent assez rapidement, ce sont les “technologies”, c’est-à-dire en réalité, des produits qui,
les uns à la suite des autres, arrivent à une position dominante sur le marché. Mais au delà des
effets d’annonce et de la valse des produits, en réalité l’évolution des concepts est lente ; ce sont
à notre avis ces concepts qu’il faut s’attacher à comprendre, et non la n-ième variation qu’en met
en scène le framework du jour.
Dans cette période pionnière de découverte et d’explicitation des concepts, qui se termine à
peu près à la fin des années 80 (Smalltalk, 1980 ; le web, 1990), on avait affaire à de relativement
petites équipes, confrontées à des problèmes de développement relativement circonscrits. Dès cette
époque pourtant, l’extrême difficulté que pose la vérification du code est perçue par un certain
nombre d’observateurs (par exemple en 1984, Ken Thompson [THO84], un des inventeurs du
système UNIX écrit: « The moral is obvious. You can’t trust code that you did not totally create
yourself. (Especially code from companies that employ people like me.) »).
Aujourd’hui, la situation n’a pas fondamentalement évolué, et les techniques de développement
de logiciel restent encore très difficiles à maîtriser. En 1986, Brooks [BRO86] affirme qu’elles le
seront peut-être toujours, et pour mieux contrôler la complexité des processus, il propose de:
a) Exploiter les mécanismes du marché pour éviter de construire les composants qu’on peut
acheter ;
b) Utiliser des techniques de prototypage rapide ;
c) Développer le logiciel de façon itérative ;
4. Par exemple, la simple tâche de compter le nombre d’occurences d’un mot dans un texte: en pratique, sans
ordinateur, faire ce genre de statistique peut facilement prendre des semaines, voire des mois ou même des années.
5. WYSIWYG ≡ What You See Is What You Get.
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d) Identifier les concepteurs de logiciels les plus doués d’une génération, et les encourager à
développer leurs talents ;
Ceci préfigure un certain nombre d’évolutions qui ont eu lieu depuis6, mais qui comme nous allons
le voir, n’ont pas résolu tous les problèmes.
1.2 Explosion
Au début des années 90, perdure encore une certaine tendance a essayer de mettre en oeuvre
des méthodes de développement à taille humaine qui, dans bon nombre de cas, se passent
avantageusement de la lourdeur d’infrastructure des grands projets (c’est le cas en tout premier
lieu d’UNIX, et de pas mal d’éléments de l’infrastructure d’internet qui ont suivi, ainsi que de
bon nombre de logiciels qui jouent encore un rôle important aujourd’hui, par exemple TEX, le
noyau du système LATEX, ou encore d’un certain nombre d’outils de taille moyenne qui existent
dans le monde de l’informatique scientifique et ailleurs7, qui sont d’une manière ou d’une autre
développés indépendamment, et qu’on combine ensuite les uns avec les autres).
Du côté commercial, l’informatique personnelle est au départ elle aussi relativement ouverte
et mise sur la participation des utilisateurs, comme c’était le cas dans Smalltalk, dans les
ordinateurs personnels munis d’un interpréteur Basic [KEM68], ou encore dans Hypercard [LAS12]
et Applescript [COO07].
Mais petit à petit, on passe à une informatique de plus en plus basée sur l’utilisation de
métaphores qui permettent aux utilisateurs d’utiliser l’outil informatique sans avoir besoin de
comprendre le fonctionnement du système sous-jacent (Macintosh, puis Windows), qui mise à fond
sur la quantité de lignes de code, ainsi que sur l’utilisation de modes de développement de plus en
plus industriels, par exemple:
• Le développement du système d’exploitation Windows, tout en cherchant à préserver la
flexibilité du mode de développement qui existait à l’origine chez Microsoft, introduit des
aspects plus structurés, qui incluent en particulier une spécialisation des développeurs en
spécifieurs, codeurs, testeurs [CUS95]8 ;
• En 1990, dans un logiciel grand public tel que Photoshop 1.0.1 [PHO90], il y avait environ
128000 lignes de code ; à la même époque, dans Word 1.1 [WOR91], il y avait 349000 lignes.
Quelques années plus tard, en 2006, le nombre de lignes de code dans Word pour Macintosh
avoisinait les 30 millions [MOJ06]9 de lignes de code (à titre de comparaison, le logiciel du
6. En particulier, les points (b) et (c) ci-dessus semblent annoncer assez bien les techniques de développement
de type “agile” ou “extreme programming” qui sont apparues par la suite.
7. « Unix and Interlisp, the first integrated programming environments to come into widespread use, are
perceived to have improved productivity by integral factors. Why ? They attack the incidental difficulties of using
programs together, by providing integrated libraries, unified file formats, and piles and filters. As a result, concepual
structures that in principle, could always call, feed and use one another can indeed easily do so in practice. This
breakthrough in turn simulated the development of whole toolbenches, since each new tool could be applied to any
program by using the standard formats. » [BRO86]
8. « The program manager owns and drives the specification for each release of a product. This person is
responsible for soliciting inputs from all groups considered important for the product, especially the developers,
who best know the code and what is feasible technically. [...] They do not specify "how" to solve a functional
requirement at the level of coding, which developers will do during the design stage. [...] Development and testing
groups are responsible for refining the spec during the development process. Developers flesh out details surrounding
the functions, estimate the amount of work in person months, and estimate the schedule for their individual pieces
of the project. Testers provide early input on whether features seem testable or not, estimate the amount of work
in person months for their part of the schedule, and define what they need from development to test and support
the product. » [CUS95]
9. « About 30,000,000 lines of code make up the current version of Office that we are developing. That’s no
typo; in fact, I had to figure that out because of a research project I was working on ... [...] It’s really mind blowing
when you think about it. Each developer is responsible for, on average, about 428,000 lines of code. [...] Consider
for a moment also that there are probably 10x (yes ten times) or more developers on Windows Office, although I
don’t know the exact count.
[...] there are about 40 lines of text on the page of an average paperback book. That means one developer is
responsible for about a 10,700-page book. Or if you break it down smaller, if the average paperback is 300 pages,
that means each developer is responsible for about 35 or more paperbacks on his desk. Imagine trying to find a
single typo in all those books – that’s what most bugs are, don’t ya know! » [MOJ06]
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Boeing 787 fait 14 millions de lignes [LOC13]). On peut faire des comparaisons similaires
pour les logiciels libres les plus courants, par exemple Red Hat Linux 2000 avoisine les 17
millions de lignes de code [WHE01] (à comparer avec les 420000 lignes de code du logiciel
embarqué de la navette spatiale [NAS96], ainsi qu’avec les 20 millions de lignes de code de
Windows NT5 en 1998) ;
Il semblerait que l’inflation de la taille des logiciels commerciaux soit liée à des facteurs qui n’ont
pas de lien direct avec l’utilité effective que les fonctionnalités revêtent pour chaque utilisateur
considéré séparément, mais avec le fait que pour que le logiciel soit compétitif sur le marché, il
est nécessaire de packager toutes les fonctionnalités en un seul bundle [JOE01]10. Par ailleurs, ce
mode de distribution semble être favorisé par l’architecture des systèmes d’exploitation dominants
aujourd’hui, mais n’est pas la seule option possible [KAY12]11.
À partir du moment où les techniques de développement de logiciel s’industrialisent de la
manière qui a été succinctement décrite ci-dessus, la taille de la documentation, ainsi que la
complexité des environnements de développement explosent aussi, et on injecte des techniques
de très haut niveau dans un environnement où les programmeurs sont dans une large mesure
autodidactes [STO15]. Par exemple:
• L’API Java SE 7 contient environ 3000 classes ; en supposant qu’en moyenne chaque classe
contient une centaine de méthodes, on en déduit qu’il y a environ 300000 méthodes: au
total (en supposant qu’un lecteur attentif consacre 10mn à la lecture de la documentation
de chaque méthode, et qu’il y passe la moitié de sa journée de travail), ceci nous amène
à conclure qu’au sens propre, une vie entière ne suffirait pas à lire exhaustivement cette
API12 ;
• Dans l’environnement Apple (en prenant le MacBook Air comme exemple), la taille totale
(en nombre de pages) des manuels décrivant le matériel, les langages de programmation et
les APIs courantes avoisine les 10000 pages [HAG12] ;
• La stack d’outils que des apprentis programmeurs dans l’environnement Ruby on Rails
tentent typiquement d’apprendre comprend pas moins de onze langages, APIs et outils,
qu’ils croient devoir apprendre à maîtriser simultanément [GRI12]13 ;
10. « In fact there are lots of great reasons for bloatware. For one, if programmers don’t have to worry about
how large their code is, they can ship it sooner. And that means you get more features, and features make your life
better (when you use them) and don’t usually hurt (when you don’t). [...] A lot of software developers are seduced
by the old “80/20” rule. It seems to make a lot of sense: 80% of the people use 20% of the features. So you convince
yourself that you only need to implement 20% of the features, and you can still sell 80% as many copies.
Unfortunately, it’s never the same 20%. Everybody uses a different set of features. [...] When you start
marketing your “lite” product, and you tell people, “hey, it’s lite, only 1MB,” they tend to be very happy, then they
ask you if it has their crucial feature, and it doesn’t, so they don’t buy your product.
Bottom line: if your strategy is “80/20", you’re going to have trouble selling software. That’s just reality. This
strategy is as old as the software industry itself and it just doesn’t pay. » [JOE01]
11. « Because what you definitely don’t want in a Web browser is any features. [...] You want it to be a mini-
operating system, and the people who did the browser mistook it as an application. [...] The job of an operating
system is to run arbitrary code safely. It’s not there to tell you what kind of code you can run. Most operating
systems have way too many features. The nice thing about UNIX when it was first done is not just that there were
only 20 system commands, but the kernel was only about 1,000 lines of code. [...] Remember when we had to boot
the computer? There’s no need for that. There’s never been any need for it. Because they did it that way, you
wind up with megabytes of features that are essentially bundled together whether you want them or not. And now
a thousand system calls, where what you really want is objects that are migrating around the net, and when you
need a resource, it comes to you — no operating system. » [KAY12]
12. En supposant que notre lecteur ne travaille pas les week-ends, et qu’il a droit à 20 jours de vacances par
an, il travaille donc 360-52×2-20 = 236 jours par an. Dans une journée, s’il passe 4 heures par jour à lire l’API, il
y a 60×4=240 minutes, donc 236×240=56640 minutes par an de disponibles. Si nous supposons en outre que l’API
Java SE 7 contient environ 300000 méthodes, qu’on passe en moyenne 10 minutes à lire, on a besoin de 3 millions
de minutes pour tout lire, soit, étant donné le temps dont nous disposons, 3 millions÷56640=52 ans !
13. « Here’s the thing: as I said, I pair with novice programmers pretty much every week. And I’ve come to
realize that as a group, they are faced with a bewildering array of tools to learn. My typical tutoring student is trying
to simultaneously master: Ruby ; Ruby on Rails ; Assorted language mutts and DSLs like YAML, ERB, HAML,
and SASS ; Git ; Z shell ; RVM/RBenv ; Homebrew ; Vim. They are trying to learn all of these at once because
they’ve picked up on the consensus opinion that these are all part of the best-in-class Ruby on Rails development
toolchain. » [GRI12]
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Le développement de standards élégants et concis (comme ceux qui ont rendu possible le
développement d’Internet, par exemple) serait une approche possible pour améliorer la situation,
mais en pratique les standards, même quand ils réussissent, s’avèrent parfois d’une complexité
excessive, et souvent évoluent extrêmement lentement. Par ailleurs, un standard peut être mis
en oeuvre de façon biaisée, ou incomplète, ce qui peut mener à la prolifération de différentes
implémentations “améliorées” de ce standard, d’une manière qui permet à un des acteurs du marché
d’établir un standard de fait autour d’un de ses produits [LEV98]14. Au total, pour diverses
raisons, on assiste donc à une extrême complexification des technologies informatiques, qui ne
facilite pas la vie des utilisateurs.
L’évolution amorcée (rendre le logiciel indépendant du matériel) lors de la construction des
premiers OS n’a donc pas encore trouvé son aboutissement: en pratique aujourd’hui, on peut
n’être plus dépendant du matériel, mais à la place (en l’absence de standard au niveau applicatif),
on dépend d’environnements d’une grande complexité, qui sont souvent développés de façon
décidement trop lacunaire et désordonnée.
1.3 Problèmes que tout ceci pose pour le développement de logiciels
Ainsi, dans la situation décrite ci-dessus:
• pour les projets de petite taille, il devient difficile d’assurer un bon niveau de qualité sans
une expertise substantielle (expertise qui, comme nous l’avons vu, est trop souvent basée sur
la connaissance de produits, et non pas des concepts sous-jacents [STR10]15 ; à ce jeu-là, les
informaticiens sont perdants, puisqu’ainsi, ils sont conduits à investir dans l’apprentissage
de connaissances superficielles [STR10]16, et de savoir-faire qui se dévaluent rapidement) ;
• pour les projets de grande taille, on ne peut pas dépasser un certain plafond de qualité, parce
qu’il y a trop de composants qu’on ne maîtrise pas, que quand le besoin s’en fait sentir, on
ne peut pas faire évoluer, puisqu’ils sont opaques, et aux mains d’équipes qui poursuivent
leurs objectifs propres [BOE00]17 ;
Au total, on n’est en mesure d’implémenter correctement que ce que les frameworks de composants
existants rendent facile à réaliser ; dans le cas contraire, ces frameworks réduisent l’espace des
designs possibles d’une part, et d’autre part, obscurcissent les concepts architecturaux sous-jacents
et rendent plus difficile la standardisation du logiciel18.
Tout ceci encourage évidemment le développement de mauvaises pratiques: en particulier, la
perte de la compréhension d’ensemble19 qui découle de l’utilisation de frameworks mal compris rend
les tests rigoureux extrêmement difficiles à mettre en oeuvre, puisque les hypothèses concernant
14. « All of the Unix vendors wished for their brand of Unix to have a proprietary edge over the others. Thus,
it was to their advantage to add “features” that didn’t exist on other Unices. The goal was to lock developers into
one vendor’s brand. If they were successful, the resulting software just wouldn’t work well on other systems » [LEV98]
15. « For many, “programming” has become a strange combination of unprincipled hacking and invoking other
people’s libraries (with only the vaguest idea of what’s going on). The notions of “maintenance” and “code quality”
are typically forgotten or poorly understood. » [STR10]
16. « Industry wants to rely on tried-and-true tools and techniques, but is also addicted to dreams of “silver
bullets”, “transformative breakthroughs”, “killer apps”, and so forth. [...] this leads to the development of huge
proprietary and mutually incompatible infrastructures [...] platform purveyors want something to lock in developers
despite the commonality of basic tools. » [STR10]
17. « Further, the economics of software componentry leave system developers with no choice but to incorporate
large commercial-off-the-shelf components into their systems. Unfortunately, developers have no way of knowing
what is inside these COTS components, and they have no control over the direction of their evolution. » [BOE00]
18. C’était déjà ce qu’observaient les développeurs du système UNIX: finalement la portabilité inter-hardware
s’est avérée un problème plus facile à résoudre que prévu ; c’est la portabilité inter-API, qui est le point le plus
difficile: « Most seriously, the operating system interface caused far more trouble for portability than the actual
hardware or language differences themselves. Many of the UNIX primitives were impossible to imitate on other
operating systems; moreover, some conventions on these other operating systems (for example, strange file formats
and record-oriented I/O) were difficult to deal with while retaining compatibility with UNIX. » [JOH78]
19. «Basically, we have learned how to build reasonably reliable systems out of unreliable parts by adding endless
layers of runtime checks and massive testing. [...] Often, the many layers of software and the intricate dependencies
common in designs prevent an individual – however competent – from fully understanding a system. This bodes ill
for the future: we do not understand and cannot even measure critical aspects of our systems. » [STR10]
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le système deviennent alors impossibles à formuler avec précision. L’écriture de spécifications
de bonne qualité, puis les implémentations qui en découlent, ne peuvent alors pas non plus être
effectuées de façon satisfaisante. On se retrouve finalement face à une conjonction de facteurs bien
connue, qui joue un rôle central dans l’échec des projets logiciels [LEH14]20.
Ainsi, le point (a) suggéré par Brooks (i.e., « Exploiter les mécanismes du marché pour éviter
de construire les composants qu’on peut acheter ») s’avère beaucoup plus difficile à mettre en
oeuvre que ce qu’il semble à priori. Comme nous venons de le voir, l’approximation grossière des
composants « idéaux » qu’imaginait Brooks en 1986 se présente en pratique aujourd’hui sous la
forme de frameworks de beaucoup trop grande taille, dont l’opacité va très exactement à l’encontre
de ce dont on aurait besoin pour développer des logiciels de bonne qualité.
Mais même quand on dispose de composants élégants et bien pensés, leur intégration dans
une architecture qui va au-delà du cadre pour lequel ils ont été conçus à l’origine est un problème
fondamental: c’est le problème de la “dissonance architecturale” (aka. “architectural mismatch”)
[BOE00]21. Dans un tel contexte, on assiste à une prolifération des hacks, ainsi qu’à une duplication
des efforts, due à la nécessité de réimplementer proprement certains composants clé quand la qualité
est insatisfaisante, ou quand des problèmes de dissonance architecturale rendent l’intégration
impossible.
Enfin, un autre problème est qu’il y a beaucoup de composants dont on aurait grand besoin,
mais que personne ne développe [BOE00]22. Par exemple, l’introduction d’une librairie graphique
standard pour le langage C++ [LAU14] n’a été proposée qu’en 2014 (c’est-à-dire, plus de trente
ans après l’apparition de C++ !), et à notre connaissance, le processus de standardisation n’est
actuellement pas encore achevé ; dans le domaine des interfaces utilisateur et du web, bon nombre
de développements essentiels n’ont pas été entrepris, bon nombre d’idées n’ont tout simplement
jamais été explorées [MUE02]23 ; dans le domaine de l’administration des systèmes, beaucoup
d’innovations fondamentales n’ont toujours pas été diffusées [PIK04]24.
20. « Interestingly, prior studies have recognized, but not emphasized, the central role of implementation and
software testing in causing software project failures. In our cases, these two process areas included the highest number
of causes and they had a central role at each failure. [...] Making good requirements was likely very difficult in the
case companies. The existing products were complex and required extensive technical knowledge. Additionally, the
managers, developers, and testers had somewhat different needs, which meant that extensive practical knowledge
was needed while documenting the requirements. In three cases, the participants noticed that the existing product
was so complex that it was likely that nobody knew the system fully. » [LEH14]
21. « [The AESOP project] assumed that a small number of advanced IT components – a user interface
generator, an object-oriented DBMS, and twomiddleware components – could be integrated quickly and cheaply[...].
The result: a schedule overrun by a factor of four, an effort overrun by a factor of five, and slow, unresponsive system
performance. Similar approaches on large-scale systems generally experience even worse results, but often remain
undocumented.
Fortunately, the AESOP experience was well analyzed by the SE researchers, who identified architectural
mismatch as the key success inhibitor. » [BOE00]
22. « The [...] NSFWorkshop on a Software Research Program for the 21st Century concluded that [...] software
developers need to “address a serious problem [...]: ‘desperately needed software is not being developed.’ ” » [BOE00]
23. « The foundations for the present form of graphical user interfaces were in the 1960s and 1970s. [...] Since
the late 1980s, the pace of innovation on the field of user interfaces for PCs came to a halt. [...] The concept of direct
manipulation and the paradigm of the desktop metaphor do not scale to the vast amount of items we are managing
today. They were right in the beginning – today they are inadequate. Innovation is necessary to regain control of
our files.
The situation became even more complicated with the tremendous success of the World Wide Web. The user
interface for the Web, that got momentum in the early 1990s, unfortunately lacks a profound approach of user-
centered design. No one felt responsible to start an attempt comparable with that of Xerox PARC’s research for
the Star computer or Apple’s research for Lisa and Macintosh. As a result the Web interface was never integrated
into the desktop environment. » [MUE02]
24. « As a stand-alone system, Unix was pretty good. But when you networked Unix machines together, you got
a network of stand-alone systems instead of a seamless, integrated networked system. Instead of one big file system,
one user community, one secure setup uniting your network of machines, you had a hodgepodge of workarounds to
Unix’s fundamental design decision that each machine is self-sufficient.
Nothing’s really changed today. The workarounds have become smoother and some of the things we can do with
networks of Unix machines are pretty impressive, but when ssh is the foundation of your security architecture, you
know things aren’t working as they should. [...] We really are using a 1970s era operating system well past its sell-
by date. We get a lot done, and we have fun, but let’s face it, the fundamental design of Unix is older than many of
the readers of [this interview], while lots of different, great ideas about computing and networks have been developed
in the last 30 years. » [PIK04]
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Par ailleurs, un certain nombre de composants clé qui devraient avoir été développés de façon
robuste depuis longtemps (comme par exemple, dans le monde des librairies Java, la librairie
Flying Saucer [FLS04] pour la génération de fichiers PDF à partir de pages XHTML ; ou encore,
la librairie OpenSSL [OPE98] qu’on utilise pour crypter les communications sur Internet) sont en
réalité développés par des équipes ne disposant que de moyens dérisoires [BRO14]25. Le résultat
est qu’inévitablement, la qualité du code se dégrade [WHE15]26, ce qui produit des défauts qui
s’avèrent parfois catastrophiques [BBC14]27.
On est donc dans une situation ou on écrit trop de (mauvais) code, alors qu’on investit
beaucoup trop peu pour améliorer la qualité des infrastructures (normes et protocoles, composants
et environnements qui implémentent ces normes et protocoles ; reformulation et simplification
de l’ensemble) dont dépend l’écosystème technologique.
En conséquence, les développements sont souvent mal maîtrisés et mal compris, et entrepris
dans un environnement lui aussi mal maîtrisé et mal compris. Il y a énormément de gaspillage, et
le développement de logiciel s’avère alors beaucoup plus coûteux et risqué que ce qu’il devrait être28.
Il peut sembler commode de miser sur l’utilisation d’outils qui visent à rendre les tâches
plus faciles à accomplir pour des personnes peu qualifiées, et de travailler avec des équipes trop
peu formées29. Mais ainsi, en n’investissant pas assez dans le nécessaire renouvellement des
infrastructures technologiques, on se trouve confronté à un écosystème de plus en plus chaotique,
complexe et difficile à maîtriser. Et d’autre part, en n’investissant pas assez dans la formation,
on se trouve confronté à un manque de compétences qui va croissant, au moment où justement,
on en aurait le plus besoin pour maîtriser la complexité des environnements existants, et pour
concevoir les infrastructures du futur. Les points (a) et (d) mentionnés par Brooks ne sont alors
que très imparfaitement mis en oeuvre.
1.4 Problèmes liés au maintien de l’écosystème intellectuel
Dans un tel contexte, qui se caractérise par la complexification de l’écosystème logiciel, ainsi que
par la diffusion de techniques de génie logiciel qui nécessitent un grand savoir-faire pour leur
maîtrise véritable, il est difficile de trouver de bons programmeurs [MEY01]30[STR08]31[STR10]32.
Une des causes profondes de tout ceci est qu’en réalité, si on observe attentivement les choses,
on s’aperçoit que l’ossature conceptuelle de l’informatique semble être largement ignorée, aussi
bien dans l’industrie que dans les universités. Devant la complexité des projets industriels, les
25. « The important role OpenSSL plays in securing the Internet has never been matched by the financial
resources devoted to maintaining it. The open source cryptographic software library secures hundreds of thousands
of Web servers and many products sold by multi-billion-dollar companies, but it operates on a shoestring budget.
OpenSSL Software Foundation President Steve Marquess wrote [...] that OpenSSL typically receives about $2,000
in donations a year and has just one employee who works full time on the open source code. » [BRO14]
26. « [The] OpenSSL code is extremely complex; it includes multiple levels of indirection and other issues that
simply exceeded these tools’ abilities to find the vulnerability. [...] there should be a continuous effort to simplify
the code, because otherwise just adding capabilities will slowly increase the software complexity. The code should
be refactored over time to make it simple and clear, not just constantly add new features. [...] The goal should be
code that is obviously right, as opposed to code that is so complicated that I can’t see any problems. » [WHE15]
27. « Heartbleed was one of the worst internet flaws ever uncovered. The maintenance of [OpenSSL], which
secures around two-thirds of the world’s websites, was done by a group of volunteers with very little funding. [...]
The industry has been forced to step up after Heartbleed brought chaos to the tech sector. Experts estimate that
the Heartbleed bug will cost businesses tens of million of dollars in lost productivity as they update systems with
safer versions of OpenSSL. » [BBC14]
28. « Reward systems favor both grandiose corporate schemes and short-term results. The resulting costs are
staggering, as are the failure rates for new projects. » [STR10]
29. « Industry wants to [...] be able to operate with minimally skilled and interchangeable developers guided
by a few “visionaries” too grand to be bothered by details of code quality. This leads to immense conservatism in
the choice of basic tools (such as programming languages and operating systems) and a desire for monocultures (to
minimize training and deployment costs). » [STR10]
30. « In fact, talking to managers in industry reveals that they are not just looking for employees – they are
looking for excellent developers. This is the really scarce resource. » [MEY01]
31. « Basically every company I visit has a shortage of qualified software developers. I have even had questions
from strangers in airplanes: “You’re a professor? In software? Have you got any students? Here’s my card.” » [STR08]
32. « In industry, complaints about the difficulty of finding graduates who understand “systems” and “can
architect software” are common and reflect reality. » [STR10]
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organisations cherchent souvent à simplifier et à standardiser les process, dans le but de dépendre
le moins possible du savoir-faire des développeurs [STR10]33. Les universités ont pour leur part des
difficultés à enseigner l’activité de développement de logiciel de façon réaliste [STR10]34[STR08]35,
ainsi qu’à conserver la profondeur conceptuelle requise [KER00]36[MEY01]37[BAR05]38.
Plus précisément, un premier problème est que relativement peu de professeurs d’université
développent de grosses applications [DEW08a]39: donc ils n’organisent pas les projets qui seraient
nécessaires pour enseigner ceci à leurs élèves [STR10]40, tandis que les aspects liés au génie logiciel
ne sont souvent même pas considérés comme des sujets dignes d’attention d’un point de vue
académique [STR08]41. Un second problème est que pour attirer les étudiants, les universités ont
tendance à chercher à simplifier le curriculum et à adopter des approches qui sont à la fois moins
rigoureuses du point de vue théorique (moins de mathématiques), et moins exigeantes du point
de vue pratique (moins d’algorithmique): le résultat est que les connaissances acquises par les
étudiants sont insuffisantes, et qu’ainsi, on crée des professionnels faciles à remplacer [DEW08b]42.
On se retrouve ainsi dans une situation où il n’y a pas assez de vraiment bons programmeurs,
et pléthore de programmeurs aux compétences superficielles. Un cercle vicieux se crée alors, qui
voit l’industrie recourir à des pratiques comme l’outsourcing ; ceci rend les études d’informatique
moins attractives ; pour pallier au problème, les universités cherchent à rendre les programmes
encore plus faciles, etc. [DEW08a]43. Par ailleurs, l’industrie informatique voudrait d’excellents
33. « Let me point to the issue of scale. Many industrial systems consist of millions of lines of code [...] realizing
this, many organizations focus on simplifying tools, techniques, languages, and operating procedures to minimize
the reliance on developer skills. » [STR10]
34. « A student can graduate with honors from top CS programs without ever writing a program larger than
1,000 lines. » [STR10]
35. « Take a simple example: A friend of mine looked at the final projects of a class of third-year CS students
from a famous university. Essentially all had their code littered with “magic constants”. They had never been taught
that was bad style – in fact they had never been taught about programming style because the department “taught
computer science; not programming”. » [STR08]
36. « Teaching students skills so that they can step immediately into a Windows development shop and are
able to write COM programs is just not right. That’s not what universities should be doing; universities should
be teaching things which are likely to last, for a lifetime if you’re lucky, but at least 5 or 10 or 20 years, and that
means principles and ideas. At the same time, they should be illustrating them with the best possible examples
taken from current practice. » [KER00]
37. « In any engineering discipline, [the tools of the trade] constitute a good part of the professional’s bag of
tricks. We must, however, look beyond them to the fundamental concepts that have not changed significantly since
they emerged when the field took shape some 30 years ago. As in hardware design, the technology evolves, but the
concepts remain. » [MEY01]
38. « Aproject leader at an aerospace company once toldme that in his experience it is easier to teach computing
to a physics major than it is to teach physics to a computer science major. Given the firm theoretical foundation
of students of even a concrete subject like mechanical engineering compared with the artifact-laden education of a
computer science student, this statement is not at all surprising. » [BAR05]
39. « Part of the trouble with universities is that there is relatively few faculty members who know much about
software. They know about the theory of computer science and the theory of programming languages. But there
are relatively few faculty who really are programmers and software engineers and understand what’s involved in
writing big applications. » [DEW08a]
40. « To integrate that knowledge and to get an idea of how to handle larger problems, every student must
complete several group projects (you could call that basic software engineering). It is essential that there is a balance
between the theoretical and the practical—CS is not just principles and theorems, and it is not just hacking code.
[...] Many professors will object: “I don’t have the time to program!” However, I think that professors who teach
students who want to become software professionals will have to make time and their institutions must find ways to
reward them for programming. The ultimate goal of CS is to help produce better systems. Would you trust someone
who had not seen a patient for years to teach surgery? What would you think of a piano teacher who never touched
the keyboard? » [STR10]
41. « That is, programming was seen as a lowly skill that students either did not need or could easily pick up on
their own. I have seen the result of that attitude in new graduate students: It is rare that anyone thinks about the
structure of their code or the implications for scaling and maintenance – those are not academic subjects. » [STR08]
42. « Over the last few years we have noticed worrisome trends in CS education. [...]:
1. Mathematics requirements in CS programs are shrinking.
2. The development of programming skills in several languages is giving way to cookbook approaches using large
libraries and special-purpose packages.
3. The resulting set of skills is insufficient for today’s software industry (in particular for safety and security
purposes) and, unfortunately, matches well what the outsourcing industry can offer. We are training easily
replaceable professionals. » [DEW08b]
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développeurs, mais même quand elle les trouve, elle ne semble pas souvent disposée à leur donner la
liberté dont ils ont besoin pour pouvoir s’exprimer [STR08]44. Dans l’ensemble, une culture court-
termiste et superficielle demeure la norme [STR14]45, dont la médiocrité décourage probablement
les vocations [STR10]46.
À vrai dire, l’industrie informatique recourt depuis longtemps à des pratiques tout-à-
fait toxiques, par exemple en profitant de législations discriminatoires qui, dans divers pays
industrialisés, permettent d’embaucher des salariés étrangers à des prix inférieurs à ceux du marché
(e.g. aux États-Unis, les titulaires de visa H1-B, qui se trouvent de facto placés dans une situation
précaire que certains observateurs ont comparé à de la « servitude » [MAT03]47. En Europe,
des pratiques similaires existent: c’est le cas par exemple en France [MUN14]48). Autre exemple,
l’entente anticoncurrentielle qu’ont conclu plusieurs des grandes entreprises de la Silicon Valley afin
d’empêcher leurs salariés de faire jouer la concurrence pour avoir accès à de meilleures opportunités
de carrière [REU14]49.
Arrivés ici, nous ne pouvons qu’être frappés par la préférence très clairement exprimée de
bon nombre d’acteurs essentiels de l’industrie informatique pour ce qu’on pourrait appeller le
travail immobile [MAT03]50, c’est-à-dire, d’une manière ou d’une autre, pour que soient créées des
situations où les salariés se trouvent effectivement privés d’une partie de leur liberté.
Dans de telles conditions, il est permis de se poser la question de savoir comment les leaders
de cette industrie-là conçoivent l’innovation. L’auteur du présent article doute fortement que
l’insistance maladive sur une (pseudo) loyauté des employés, que l’employeur et ses agents ne savent
apparemment concevoir que contrainte et forcée, soit de nature à favoriser la créativité, ou même
l’innovation.
43. « The situation has the potential to turn into a vicious circle: Enrollment is down, so CS programs lower
requirements. This in turn creates more CS grads who are replaced by outsourcing. As a result, news of this
outsourcing keeps driving down CS enrollment – and the spiral continues. » [DEW08a]
44. « The companies are complaining [...]. They correctly see a shortage of good developers as a part of the
problem. What they generally don’t see is that inserting a good developer into a culture designed to constrain semi-
skilled programmers from doing harm is pointless because the rules/culture will constrain the new developer from
doing anything significantly new and better. » [STR08]
45. « People consistently underestimate the intellectual effort needed to design, implement, and maintain
software. Many consider it – and especially programming – a low-level, “manual” skill. [...] The current fashion of
more focussed, more efficient, and cheaper education exacerbates this trend. Good systemdesign and implementation
is a highly skilled job deserving the respect granted to the highest levels of professions. However, the current
educational systems and the almost complete lack of professional-level life-long education do not produce such
professionals in high numbers and they often get drowned in a mass of clever, hardworking, but miseducated
programmers caring less about the longer term of the systems they build. Many managers of IT projects are
equally short-sighted. » [STR14]
46. « The idea of software development as an assembly line manned by semi-skilled interchangeable workers is
fundamentally flawed and wasteful. It pushes the most competent people out of the field and discourages students
from entering it. » [STR10]
47. « the H-1Bworkers are de facto indentured servants; this, together with gaping loopholes inH-1B regulations,
enables employers to attain Type I labor cost savings.
In addition to the issue of cheap labor, some employers euphemistically refer to the “remarkable loyalty” of the
H-1B workers. Since an H-1B is typically in no position to seek other employment, the employer need not worry that
the worker will suddenly leave the employer in the middle of a pressing project. In addition, the employer can force
the H-1B to work long hours. To many employers, this “loyalty” aspect is the prime motivation for hiring H-1Bs,
whether or not they are saving salary costs in doing so. » [MAT03]
48. « Il semble, bien souvent, que ces informaticiens étrangers perçoivent en France des salaires inférieurs à
ceux de leurs homologues français (en moyenne 15-20% de "décote" salariale) [...] pour conserver leur permis de
travail, les travailleurs étrangers évitent de changer d’employeur durant les premières années pour ne pas s’exposer
au risque fréquent d’un non-renouvellement de leur permis par les préfectures ("changement d’employeur non
justifié"). » [MUN14]
49. « Tech workers filed a class action lawsuit against Apple Inc, Google Inc, Intel Inc and Adobe Systems Inc
in 2011, alleging they conspired to refrain from soliciting one another’s employees in order to avert a salary war.
Trial had been scheduled to begin at the end of May on behalf of roughly 64,000 workers in the class. [...] Google’s
human resources director [asked] Schmidt about sharing its no-cold call agreements with competitors. Schmidt, now
the company’s executive chairman, advised discretion. [...] [Steve] Jobs threatened Palm with a patent lawsuit if
Palm didn’t agree to stop soliciting Apple employees. However, then Palm Chief Executive Edward Colligan told
Jobs that the plan was “likely illegal,” and that Palm was not “intimidated” by the threat. » [REU14]
50. « Most H-1Bs hope to be sponsored by their employers for permanent residence, i.e. green cards. This is a
multi-year process. [...] During the time an H-1B’s green card application is being processed, he/she is essentially
immobile; switching employers during this time would necessitate starting the green card process all over again, an
unthinkable prospect for most. » [MAT03]
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Effectivement, la législation (et la façon dont certaines organisations en jouent) peut, dans
certains cas, jouer le rôle d’une barrière à l’innovation [HIP15a]51: en pratique, l’innovation se
trouve inhibée quand les firmes cherchent à exercer un contrôle excessif sur les actions que les
individus peuvent désirer mener à bien. Il est alors essentiel de garder à l’esprit qu’en réalité, la loi
garantit le droit à l’innovation des individus [HIP15a]52. À partir de là, il leur revient de chercher
les moyens les plus appropriés à la protection de leurs droits et à la poursuite de leurs activités
innovantes.
Par exemple, l’innovation par les utilisateurs est un phénomène nouveau et important qui
s’est développé au cours des 30 dernières années [HIP15b]53. En particulier, pour que cette forme
d’innovation fonctionne bien, les producteurs et les utilisateurs doivent chercher à jouer des rôles
complémentaires , et des investissements (en particulier dans le domaine de l’éducation) visant à
augmenter le nombre d’utilisateurs innovants semblent requis, et auront souvent le caractère d’un
bien public [HIP15b]54 (ce qui signifie aussi que ce genre d’investissement n’est typiquement pas
entrepris par les producteurs).
Pour que l’écosystème intellectuel de l’informatique puisse être préservé, l’industrie
informatique a besoin de meilleurs développeurs [STR10]55, et dans les universités, le curriculum
doit fondamentalement évoluer pour donner des bases théoriques solides aux étudiants [BAR05]56.
Mais l’industrie doit elle aussi évoluer: comme en témoigne par exemple le recours massif à
des mots-clés forcément superficiels [STR08]57, les organisations qui recrutent sont très souvent
incapables d’évaluer les aptitudes réelles des candidats qu’elles rencontrent, et incapables aussi de
leur donner la liberté sans laquelle l’innovation véritable ne saurait se concevoir. Il faudra bien un
jour ou l’autre en finir avec ce genre d’attitudes: autrement aucune amélioration de l’éducation
des développeurs ne pourra aider les entreprises à résoudre leurs problèmes, qui proviennent avant
tout d’une sous-estimation du rôle que joue la connaissance dans le fonctionnement de l’innovation,
ainsi que dans celui de l’industrie elle-même. Une alternative serait peut-être l’émergence d’une
industrie du logiciel plus ouverte, qui saurait travailler en symbiose avec des utilisateurs qu’elle
saurait véritablement encourager à innover.
51. « However, we also show that legislation and regulation—often promulgated without awareness of consumer
innovation as a valuable resource—can, in practice, significantly interfere with individuals’ exercise of their
fundamental freedom to innovate. This interference can cost society dearly by discouraging and slowing innovation
or even thwarting it entirely. » [HIP15a]
52. « Fortunately, the law already provides a robust right to innovate to individual or collaborating inventors,
designers, creators, and tinkerers who inhabit the innovation wetlands. The core of this right protects noncommercial
innovation for personal use, collaboration with other similar innovators, and free dissemination to others of
information about innovations that result from these activities. » [HIP15a]
53. « Innovation has traditionally been seen as the province of producers who invest in product and service
development in order to sell their innovations. However, extensive theoretical and empirical research has now led to
an understanding that users are also a major source of innovation development, where users are defined as entities
that develop novel products and services for use rather than sale.
Over the last three decades, user innovation by individual citizens has moved from being considered an anomaly
to being recognized as an activity conducted by many millions of users that results in the creation of many
individually and commercially important new products and services. » [HIP15b]
54. « Our findings suggest that policy measures directed at elevating the share of innovating users [...] will
increase welfare even further. [...] In essence, in a world with synergistic investments of firms and users, you need
both innovating users and non-innovating users who benefit from their efforts to maximize welfare. Although
everyone, including producers, would gain from measures that turn non-innovating users into innovating users [...],
producers may nonetheless not undertake such measures on their own. The types of investments required often have
the character of investment in a public good, which typically results in private under-investment. » [HIP15b]
55. « For a viable alternative, industry needs better developers. [...] academia must produce more graduates
with relevant skills and industry must adopt tools, techniques, and processes to utilize those skills. » [STR10]
56. « I believe that CS education must fundamentally change in order to equip the student with a firm, deep
and broad theoretical background, long before specialization is undertaken. » [BAR05]
57. « Too often [companies] search for people based on a narrowmodel based on currently fashionable buzzwords.
In doing so, they miss many experienced, well-educated developers. » [STR08]
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2 Considérations sur la nature du savoir
Exactly for the sake of what is new and revolutionary in every child, education must be conservative;
it must preserve this newness and introduce it as a new thing into an old world, which,
however revolutionary its actions may be, is always, from the standpoint of the next generation,
superannuated and close to destruction.
Hannah Arendt – The crisis in Education
I learned a lot from my students at the Ecole Normale. Many of them prepared theses under my
direction – one normally says "direction", but my "direction" consisted in understanding what they
had in mind. So I learned very much. [...] The students had to be helped of course, but they had
their own ideas. Each one has his own personality, and you have to respect this personality, to help
him find his own personality, and certainly not to impose somebody else’s ideas.
Henri Cartan – interview, Notices of the AMS, 1999.
2.1 Histoire des idées et de la diffusion du savoir
Il y a 2400 ans mourait Socrate, condamné pour avoir défendu une conception sans compromis
de la vérité58, et avoir critiqué les hypocrisies de la société de son temps [PLATOa]59. Comme le
chinois Confucius avant lui [XIA07], Socrate emploie une méthode heuristique qui s’adresse à tous,
et vise à permettre à l’apprenant de redécouvrir en lui-même le savoir que certains font profession
d’enseigner [PLATOb]60. À cette époque en Grèce, et un peu plus tard à Rome, des professionnels
enseignaient la rhétorique, savoir-faire essentiel dans ces sociétés où la réussite sociale passait
souvent par la maîtrise de l’art de bien savoir parler et convaincre. Nous voyons transparaître ici
toute l’ambiguïté que revêt alors l’usage de la parole, qui peut servir à organiser l’action collective
en un sens conforme à l’intérêt général, ou au contraire à servir des intérêts particuliers.
Au moyen-âge en Europe, la gouvernance des sociétés ayant évolué en un sens franchement
aristocratique, la maîtrise formelle de l’art oratoire, de la littérature et des sciences deviennent
le privilège des nobles et des clercs, phénomène amplifié par le fait que les langues vernaculaires
ayant évolué, la langue elle-même dans laquelle les livres sont écrits (i.e., en grec et en latin) était
alors devenue inaccessible au plus grand nombre. À cette époque, l’enseignement est de nature
dogmatique et magistral, et il est fondé sur les principes religieux et les concepts abstraits de la
philosophie et de la scolastique. Le développement des sciences et des techniques progresse de
façon continue néanmoins, mais existe une séparation très nette entre le savoir-faire académique
des clercs et le savoir-faire technique des artisans, qui sont souvent des ingénieurs de talent (les
cathédrales, ou encore les armes de plus en plus perfectionnées qu’on développe pendant tout le
moyen-âge, n’ont évidemment pas été conçues par des amateurs).
58. « The unexamined life is not worth living [...]. I would rather die having spoken after my manner,
than speak in your manner and live [...]. The difficulty, my friends, is not to avoid death, but to avoid
unrighteousness » [PLATOa]
59. En particulier, Socrate exècre la vision purement utilitaire que ses compatriotes ont du savoir, et il leur
reproche de n’y attacher du prix qu’en fonction des avantages matériels qu’il semble pouvoir leur procurer, c’est-à-
dire: « de faire si peu cas de ce qui a la plus grande valeur, et de donner un si grand prix à des choses parfaitement
viles » [PLATOa].
60. « La culture n’est point ce que certains, qui font profession de la donner, disent qu’elle est. Ils prétendent, si je
ne me trompe, que dans une âme au-dedans de laquelle n’est pas le savoir, eux, ils l’y déposent, comme si en des yeux
aveugles ils déposaient la vision [...]. Or, ce que fait voir justement le présent langage, c’est qu’au dedans de son âme
chacun possède la puissance du savoir, ainsi que l’organe aumoyen duquel chacun acquiert l’instruction » [PLATOb].
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La renaissance est la période où éclatent les contradictions accumulées pendant la période
précédente, qui voit d’abord la mainmise de l’église catholique sur les affaires spirituelles être
remise en cause par les protestants, qui en particulier font traduire la bible en langue vernaculaire,
et se réapproprient ainsi le langage dans lequel elle est écrite. Le développement de la méthode
expérimentale en sciences (e.g. Bacon) mène ensuite à l’inévitable remise en cause de la lecture
littérale des textes religieux qui se pratiquait jusqu’alors (le procès de Galilée en est un épisode
célèbre), et suscite à son tour un mouvement de démocratisation du savoir qui peu à peu, en vient
à s’affirmer en tant que tel de façon explicite [DES29]61[ERA11]62. Finalement, l’invention de
l’imprimerie par Gutenberg crée les moyens techniques d’une diffusion des savoirs à large échelle,
et rend irréversible une évolution qui au départ, n’était le fait que d’une minorité.
À la période moderne, on assiste à une remise en cause radicale de l’ordre traditionnel
des sociétés Européennes: le mouvement de démocratisation politique qui avait commencé en
Angleterre se poursuit en France, et finalement les régimes politiques dans l’Europe entière évoluent
vers la forme de démocratie parlementaire qu’on leur connaît aujourd’hui. Une conséquence
importante de ces évolutions est l’essor de l’industrialisation et le développement de l’enseignement
de masse, qui est à la source du dynamisme des sociétés industrielles modernes et de leur perpétuel
renouvellement.
Arrivés ici, on observe que l’évolution des idées semble se traduire par un mouvement de
balancier entre d’une part un certain nombre d’attitudes et d’éléments préexistants qui, bien
vivants au départ, se transforment en un dogmatisme qui peu a peu s’installe et fossilise la pensée
dans des formes excessivement complexes (comme par exemple, celles des philosophies sophistes
de l’antiquité, de la scolastique du moyen-âge) qui la vident de son pouvoir créateur originel; et
d’autre part une réappropriation des outils de la pensée (de la logique par Socrate, du langage
par les protestants, de la pensée elle-même par les humanistes et les philosophes des lumières) qui
survient tôt ou tard, et fait alors éclater les cadres vermoulus de la tradition établie.
2.2 Le langage en tant que fait socioculturel
Au cours des 50 dernières années, un certain nombre de travaux de recherche ont été développés,
qui viennent éclairer d’un jour nouveau la question de la nature de la pensée considérée en tant
que phénomène individuel et collectif dans les sociétés humaines.
Il paraît tout d’abord que pour être pleinement appréhendée, la cognition doit être considérée
non pas comme un phénomène qu’épuise l’étude de la connaissance en tant qu’écriture, mais
qu’elle ne peut être séparée des formes sociales par lesquelles l’activité cognitive se trouve en
réalité toujours concrétisée: la cognition humaine se présente donc comme une activité située,
qui en premier lieu, participe au maintien de la cohésion des communautés humaines, et à
l’évolution des rôles que les individus jouent dans ces communautés, ainsi qu’à l’évolution et au
développement de leurs personnalités (dimension qui inclut, mais ne se limite pas, aux aspects liés
aux apprentissages en tant que tels) [HEN04]63. Les apprentissages, ainsi qu’en général, un grand
nombre des interactions qui peuvent survenir dans une communauté, font usage de l’environnement
comme d’un medium, qui joue le rôle d’une mémoire externe, et que les individus utilisent pour
encoder et décoder les représentations au moyen desquelles la communication peut alors, dans
une large mesure, fonctionner de manière implicite [HEN04]64.
61. « Or dans tout ce traité nous tâcherons de suivre avec exactitude et d’aplanir les voies qui peuvent conduire
l’homme à la découverte de la vérité, en sorte que l’esprit le plus médiocre, pourvu qu’il soit pénétré profondément
de cette méthode, verra que la vérité ne lui est pas plus interdite qu’à tout autre, et que, s’il ignore quelque chose,
ce n’est faute ni d’esprit ni de capacité. » [DES29, Règle huitième]
62. « Ainsi nous imiterions ces rhéteurs qui de nos jours, lorsqu’ils en viennent à entrelarder leurs discours
latins de quelques mots grecs souvent mal à propos, s’imaginent alors semblables à de petits dieux. Et quand il leur
en manque, ils tirent de quelque parchemin pourri quatre ou cinq vieilles formules qui jettent la poudre aux yeux
du lecteur, si bien que ceux qui les comprennent se rengorgent, tandis que ceux qui ne les comprennent pas les en
admirent d’autant mieux: mes amis aiment ce qui vient de loin. » [ERA11]
63. « The unstated normative view of learning for most of us is derived from our school experience. The view
of learning often is that it is somewhat like medicine—it is not supposed to taste good, but it will make you better,
or in the case of learning in school, remedy an inherent defect that the student has when he or she enters the class.
From this point of view, learning is supplied (delivered) to the learners rather than being demand driven by learners.
[...] It is not enough for schools to justify what is to be learned by claiming that it is relevant to some real world
activity. Learning becomes demand driven when the need to learn arises from the desire to forge a new identity
that is seen as valuable. » [HEN04]
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Ensuite, il semblerait que la communication trouve son origine dans les gestes , qui servent
à pointer, qu’on retrouve chez les grands singes [TOM08]65 ; on peut penser que l’aspect situé
des activités découle naturellement de là. En termes évolutifs, la capacité à se placer au delà de
l’ici et maintenant (dont le développement est programmé chez l’enfant [PIA69]), qui nécessite
l’aptitude à représenter les choses de façon précise, est liée au développement de la capacité à
encoder la description, donc de la conceptualiser explicitement et de la communiquer , donc à
l’émergence d’un langage à la structure grammaticale complexe, que ne possèdent pas les grands
singes. En particulier, la différence de nature qui existe entre les grands singes et l’homme ne
peut s’expliquer simplement par une différence en termes d’“intelligence générale”, la différence
essentielle réside dans le développement qualitativement supérieur des aptitudes socio-cognitives
chez l’homme [HER07]66. Il y a différentes hypothèses là-dessus: on peut supposer que le processus
d’hominisation a d’abord développé les aptitudes socio-cognitives (qui ont ensuite entraîné le
développement du langage conceptuellement abstrait des humains [TOM08]67). Mais il est aussi
possible que le développement de la capacité à percevoir des causalités de plus en plus complexes
dans le monde physique se soit produit d’abord, et ait fini par rendre les humains capables de
conceptualiser explicitement les ressorts du comportement de leurs congénères [HER07]68.
Quoi qu’il en soit, l’utilisation d’un langage conceptuellement complexe est un avantage évolutif
important, puisqu’il donne la possibilité aux individus d’élaborer des plans grâce auxquels des
actions collectives sophistiquées peuvent être conduites. À partir de là, l’information communiquée
par un individu ne se limite plus à de simples demandes qui ont pour seul but d’influer sur le
comportement de l’interlocuteur ici et maintenant [TOM08]69, mais se présente sous la forme de
récits décrivant des scénarios hypothétiques complexes placés dans un futur plus ou moins proche.
Apparaît ici une conceptualisation explicite du rôle que les individus peuvent jouer dans le plan qui
a été communiqué, ce qui éclaire un peu plus la nature socialement située de l’activité des humains
dont nous avons parlé plus haut: nous voyons en particulier comment à partir de la structure du
langage et des activités qu’il rend possible, se construit l’identité des individus dans un groupe.
C’était déjà ce qu’avait remarqué Vygotsky: « Who we become depends on the company we keep
and what we do and say together » [WEL09]. Pour Vygotsky, le développement des aptitudes
cognitives spécifiquement humaines ne peut avoir lieu qu’à travers l’interaction avec les autres, et
64. « The creation of a valued social identity shapes learning and provides the interpretive resources that
are embedded in a particular community of practice. These interpretive resources are used to make sense of the
representations that are constructed in language, bodily posture, and artifacts by members of the community
for public display. The local appropriation of the meaning of these representational displays in turn contributes
to the construction of competent knowledge in use which furthers the formation of desired identities. [...] The
representations that have been of interest in this chapter are produced in such a way that they are made visible to
members of a community of practice (an interacting group) without the need for overt explication by the members
of the group. [...] The nuanced changes in these representations appear to an outside observer as nonsensical or
trivial to the task at hand, yet for the members these changes [...] are fundamental to the creation of an ongoing
sense of what is actually happening. [...] When learning is seen from a participation metaphor [...] the movement
into full participation depends fundamentally on being able to read the representations that are socially produced
for common display. » [HEN04]
65. « The road to human cooperative communication begins with great ape intentional communication,
especially as manifest in gestures. » [TOM08]
66. « Supporting the cultural intelligence hypothesis and contradicting the hypothesis that humans simply have
more “general intelligence,” we found that the children and chimpanzees had very similar cognitive skills for dealing
with the physical world but that the children had more sophisticated cognitive skills than either of the ape species
for dealing with the social world. » [HER07]
67. « With the emergence of the informing function and referents displaced in time and space, there arises a
need for grammatical devices to (i) identify absent referents by grounding them in the current joint attentional
frame (perhaps using multiunit constituents), (ii) syntactically mark the roles of participants, and (iii) distinguish
requestive from informative communicative motives. » [TOM08]
68. « However, we should note that because the children were somewhat more skillful than the apes in the
causality tasks not involving active tool manipulation, as well as in the tasks of social cognition, it is possible that
what is distinctively human is not social-cultural cognition as a specialized domain, as we have hypothesized. Rather,
what may be distinctive is the ability to understand unobserved causal forces in general, including (as a special
case) the mental states of others as causes of behavior. » [HER07]
69. « Apes always use their learned, intentional gestures to request/demand actions from others, including
humans. They use their intention-movements to demand action directly. They use their attention-getters to demand
action indirectly, that is, they use them to direct the other’s attention so that she will see something and then do
something as a result. [...]When “linguistic” apes—and so perhaps very early humans—producemultiunit utterances,
they use them almost always for requestive functions—which typically involve only “me and you in the here and
now,” [...]. These apes and early humans thus have only a grammar of requesting. » [TOM08]
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(une fois acquises) les fonctions mentales supérieures peuvent être considérées comme des rapports
sociaux intériorisés [VYG81]70.
En plus de rendre possibles des formes de coopération redoutablement efficaces, l’existence
du langage qui les sous-tend exerce probablement une pression de sélection en faveur des
individus “linguistiques”, à cause de l’existence d’expériences auxquelles on n’a pas accès
directement: pouvoir acquérir des connaissances au sujet de ces expériences démultiplie l’avantage
évolutif des communautés dont de tels individus sont membres. C’est aussi peut-être ce qui explique
l’importance que, malgré leur manque de fiabilité, on accorde généralement aux témoignages dans
les sociétés humaines [DAV12]71.
Finalement, en plus d’être le medium au moyen duquel les connaissances peuvent être encodées
sous forme de récits, le langage lui-même fonctionne comme un accumulateur à long terme de
connaissances, puisque dans une large mesure, il est construit au moyen de métaphores (c’est ce
qu’on pourrait appeller la “sagesse populaire” du langage) [LAK80]72.
2.3 Importance des connaissances en pédagogie
Arrivés ici (l’être humain étant d’une part programmé pour apprendre implicitement au cours de
son développement [PIA69], et d’autre part, pour savoir saisir implicitement la signification des
représentations produites par lui-même et ses semblables au cours des interactions socialement
situées qu’il mène au cours de sa vie [HEN04]), il semble donc y avoir d’excellentes raisons
de considérer qu’en général, les apprentissages sont socialement situés, et qu’une approche
pédagogique qui ne sépare pas les connaissances de leur instanciation sociale ait de bonnes chances
de s’avérer prometteuse.
D’où l’idée que l’aptitude à saisir les signaux implicites présents dans l’environnement est
fondamentale pour les apprentissages, et que l’enseignement doit être basé sur la découverte, et
permettre aux élèves de redécouvrir le savoir par eux-mêmes [PIA73]73 à partir d’expériences
signifiantes pour eux-mêmes [DEW38].
Or en pratique, les pédagogies constructivistes inspirées de ce type d’approche semblent plutôt
difficiles à valider au moyen d’expériences contrôlées: au contraire, les expériences montrent que
l’enseignement guidé est beaucoup plus efficace que l’enseignement non guidé [KIR06]74. En
particulier, de très nombreuses preuves montrent qu’on apprend mieux en travaillant à partir
d’exemples , plutôt qu’en cherchant à résoudre des problèmes sans informations susceptibles de
guider la résolution (c’est ce qui s’appelle « l’effet du problème résolu ») [SWE85]. Il semblerait
donc que l’apprentissage d’un certain nombre de savoirs scolaires et académiques (même dans des
domaines en apparence aussi élémentaires que l’apprentissage de la lecture, par exemple [EHR01])
nécessite la mise en oeuvre d’un effort conscient , et ne fonctionne donc pas de la manière implicite
à laquelle on aurait pu s’attendre.
70. Ces aptitudes cognitives spécifiquement humaines sont « a copy from social interaction; all higher mental
functions are internalized social relationships » [VYG81].
71. « The reliability claim loses its plausibility in the light of the levels of interpretive filtering required by
testimony’s nature as a non-basic source, if not straightforwardly as the result of psychological studies on its
reliability. There seems, however, to be no empirical or conceptual objection to the prima facie plausibility of the
scope claim as we have presented it. Given the domain generality of testimony as compared with perceptual belief
sources, a good case may be made for its greater scope, or representational power, relative to them. » [DAV12]
72. « Primarily on the basis of linguistic evidence, we have found that most of our ordinary conceptual system
is metaphorical in nature. [...] To give some idea of what it could mean for a concept to be metaphorical and for
such a concept to structure an everyday activity, let us start with the concept ARGUMENT and the conceptual
metaphor ARGUMENT IS WAR. [...] It is important to see that we don’t just talk about arguments in terms of
war. We can actually win or lose arguments. We see the person we are arguing with as an opponent. We attack
his positions and we defend our own. We gain and lose ground. We plan and use strategies. If we find a position
indefensible, we can abandon it and take a new line of attack. Many of the things we do in arguing are partially
structured by the concept of war. [...] metaphor is not just a matter of language, that is, of mere words. We shall
argue that, on the contrary, human thought processes are largely metaphorical. » [LAK80]
73. « To understand is to discover, or reconstruct by rediscovery, and such conditions must be complied
with if in the future individuals are to be formed who are capable of production and creativity and not simply
repetition. » [PIA73]
74. « None of the preceding arguments and theorizing would be important if there was a clear body of research
using controlled experiments indicating that unguided or minimally guided instruction was more effective than
guided instruction. In fact, [...] the reverse is true. Controlled experiments almost uniformly indicate that when
dealing with novel information, learners should be explicitly shown what to do and how to do it. » [KIR06]
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Ici intervient le fait que si effectivement, l’être humain est biologiquement programmé pour
acquérir un grand nombre d’aptitudes essentielles à l’interprétation du monde (en particulier, le
langage, ainsi que les concepts nécessaires à une compréhension intuitive fine du monde physique,
du monde biologique, de la psychologie), les savoirs de nature technique et culturelle qui ont
été construits au cours des générations sont pour leur part beaucoup plus récents à l’échelle de
l’évolution. Et au fur et à mesure de leur développement, ces savoirs acquièrent une structure de
plus en plus complexe, qui correspond de moins en moins à la manière intuitive d’appréhender le
monde qui est issue de notre biologie. Ils sont de nature artificielle, et sont “codés” au moyen d’un
système conceptuel qui est artificiel lui aussi (et qui plus est, fonctionne de façon implicite pour les
initiés, mais se présente de façon opaque pour les non initiés). C’est pourquoi ces savoirs artificiels
structurés de nature technico-culturelle, qui sont le produit d’oeuvres et découvertes accumulés
pendant des générations, ne sont pas de nature à pouvoir être facilement redécouverts par un seul
individu: ils doivent donc être expliqués. En pratique, on observe une différence très nette entre
l’interprétation naïve que les gens ont d’un domaine (par exemple, la physique) et les connaissances
rigoureusement vérifiées que nous possédons sur ce même domaine. En d’autres termes, il existe
un gap entre la compréhension “folk” d’un domaine et la compréhension qu’en ont les personnes
éduquées [GEA07].
Les modes de compréhensions “folk” sont d’ailleurs d’un grand intérêt pour la pédagogie,
puisqu’ils permettent aux experts (qui ont souvent oublié une grande partie du cheminement
intellectuel qu’ils ont accompli au cours de leur propre apprentissage) de se faire une plus juste idée
de la manière dont d’autres personnes appréhendent le domaine, ainsi que des étapes essentielles
de la progression qui mène vers la maîtrise du domaine (les “threshold concepts” [MEY03]75).
Un autre aspect essentiel est que par ailleurs les modes de compréhension de personnes éduquées
peuvent aussi présenter des aspects “folk”, qui découlent du fait que depuis l’intérieur de leur
propre vision experte, ils peuvent ignorer leurs propres préjugés et attitudes implicites : la prise
de conscience qui les mène vers l’explicitation de ceci est elle aussi un “threshold concept” qui
les mène vers une compréhension plus approfondie du domaine [MEY03]76.
Arrivés ici, remarquons que les savoir-faire culturels s’avèrent donc être d’une nature artificielle,
très technique qui, comme nous l’avons dit, doit faire l’objet d’un apprentissage conscient. Mais
d’un autre côté (comme l’exemple que nous venons de citer le montre), une fois assimilés, ils
fonctionnent ensuite de la manière implicite et socialement située qui a naturellement cours dans
les communautés humaines, ce qui fait que la pratique d’un domaine (et donc inévitablement, la
manière dont il est enseigné) sera toujours colorée d’un fort aspect implicite, ce qui désavantage
alors ceux qui n’ont pas eu la chance de vivre dans un milieu qui leur a rendu facile l’appréhension
des sous-entendus implicites qui sont utilisés dans l’enseignement. C’est pourquoi l’enseignement
doit être basé sur de solides moyens explicites pour rendre clairs pour tout le monde les sous-
entendus implicites dont on a inévitablement besoin [BOU66]77. Dans ce sens-là, l’éducation doit
donc être de nature conservatrice: parce que même si à court terme, elle peut paraître plus facile
et donc moins inégalitaire, toute forme d’innovation pédagogique qui néglige de transmettre la
75. « A threshold concept can be considered as akin to a portal, opening up a new and previously inaccessible
way of thinking about something. It represents a transformed way of understanding, or interpreting, or viewing
something without which the learner cannot progress. As a consequence of comprehending a threshold concept
there may thus be a transformed internal view of subject matter, subject landscape, or even world view. This
transformation may be sudden or it may be protracted over a considerable period of time, with the transition to
understanding proving troublesome. Such a transformed view or landscape may represent how people ‘think’ in a
particular discipline, or how they perceive, apprehend, or experience particular phenomena within that discipline
(or more generally). » [MEY03]
76. « As the study of music becomes increasingly multicultural, possible clues as to the existence of other tuning
systems are sometimes encountered, but the tendency to Westernise such cultures in terms of popular music once
again asserts the dominance of equal temperament. The chance hearing, perhaps, of an Indonesian gamelan orchestra
may lead a student to observe that the gongs appear to be ‘out of tune’, but it is rare indeed that they recognise the
significance of alternative tuning systems in the development of other musical genres in Asia and beyond. Thus it
is that an understanding of tuning methodologies and their evolution through history and across the world becomes
a threshold concept for an advanced understanding of pitch organisation in music. » [MEY03]
77. « En omettant de donner à tous, par une éducation méthodique, ce que certains doivent à leur milieu familial,
l’école sanctionne donc des inégalités qu’elle seule pourrait réduire. En effet, seule une institution dont la fonction
spécifique est de transmettre au plus grand nombre, par l’apprentissage et l’exercice, les attitudes et les aptitudes
qui font l’homme cultivé, pourrait compenser (au moins partiellement) les désavantages de ceux qui ne trouvent pas
dans leur milieu familial l’incitation à la pratique culturelle. » [BOU66]
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tradition issue des grandes oeuvres du passé finira toujours à long terme par léser les individus
qui n’ont pas accès au capital culturel complexe qu’on a cru bon d’éviter de faire l’effort de leur
enseigner. Et ainsi, on aura éduqué une génération d’adultes qui risquent de s’avérer collectivement
incapables de résoudre les problèmes auxquels ils ont à faire face [ARE58]78. La bonne approche
consiste donc d’abord à savoir rassembler le meilleur de la tradition existante, et à chercher à
l’expliciter du mieux possible afin de se donner les moyens de la transmettre à tous.
Finalement, notons que la cognition des experts repose sur l’exploitation d’une grande quantité
de connaissances: aux échecs par exemple, l’aptitude à reconnaître des patterns significatifs joue un
rôle fondamental dans l’expertise [DEG65]79 ; c’est parce qu’ils connaissent beaucoup d’exemples
que les experts sont capables de reconnaître des situations, de classer les problèmes rencontrés par
mode de résolution plutôt que par caractéristiques de surface [CHI81], et donc de faire des choix
de meilleure qualité au cours de leurs activités de résolution de problèmes. D’où l’importance de
fournir un grand nombre de bons exemples pour favoriser les apprentissages [SWE85]. Enfin, la
méthode scientifique est elle-même fondée sur le développement itératif de modèles, activité qui
nécessite souvent la collecte d’un grand nombre d’observations, ainsi que la connaissance d’un
grand nombre d’éléments théoriques. L’apprentissage de la modélisation nécessite beaucoup de
pratique, afin de pouvoir acquérir un nombre suffisant d’exemples de bonne qualité [LEH00]80.
Dans beaucoup d’autres domaines, on peut faire des observations similaires [BLO85][HAY89].
Par conséquent, nous sommes amenés à constater qu’un grand nombre des savoirs sur lesquels
sont bâties les sociétés industrielles modernes dans lesquelles nous vivons sont d’une nature
artificielle, extrêmement construite, et très knowledge intensive, qui plus est. C’est pourquoi
leur acquisition nécessite de longues périodes d’apprentissage. Néanmoins, l’acquisition des
expertises ne saurait être réduite à une vision purement instrumentale, qui considèrerait qu’en
gros, l’apprentissage consiste en l’acquisition d’une grande quantité de connaissances qu’il suffirait
d’injecter dans l’esprit des apprenants. Le problème est plus compliqué que ça, parce qu’en plus
d’être nombreuses, les connaissances à assimiler s’avèrent aussi d’une grande diversité: il existe
beaucoup de connaissances, mais en plus, il existe aussi un grand nombre de types de connaissances
et d’aptitudes, dont il faut savoir comprendre les interactions. Dans le cas de l’apprentissage
de la lecture par exemple, il apparaît qu’une connaissance instrumentale du code ne suffit pas
à rendre les individus capables de manipuler l’écrit de façon véritablement signifiante [WEL09]81:
en réalité, l’aptitude clé, de nature beaucoup plus fondamentale qui semble être liée à ça, c’est
la capacité à penser au delà de l’ici et maintenant [WEL09]82, dont nous avons déjà mentionné
78. « To avoid misunderstanding: it seems to me that conservatism, in the sense of conservation, is of the essence
of the educational activity, whose task is always to cherish and protect something: the child against the world, the
world against the child, the new against the old, the old against the new. Even the comprehensive responsibility
for the world that is thereby assumed implies, of course, a conservative attitude. But this holds good only for the
realm of education, [...] and not for the realm of politics, where we act among and with adults and equals. In politics
this conservative attitude–which accepts the world as it is, striving only to preserve the status quo–can only lead to
destruction, because the world, in gross and in detail, is irrevocably delivered up to the ruin of time unless human
beings are determined to intervene, to alter, to create what is new. » [ARE58]
79. « We know that increasing experience and knowledge in a specific field (chess, for instance) has the effect
that things (properties, etc.) which, at earlier stages, had to be abstracted, or even inferred are apt to be immediately
perceived at later stages. To a rather large extent, abstraction is replaced by perception, but we do not know much
about how this works, nor where the borderline lies. » [DEG65]
80. « Modeling must be practiced systematically so that the forms and uses of a variety of models are explored
and evaluated. Lesh (personal communication, June, 1995) suggested that being a good modeler is in large part
a matter of having a number of fruitful models in your “hip pocket.” Acquiring such a collection almost certainly
requires sustained work in a context where modeling has a purpose and a payoff. » [LEH00]
81. « Is [how much a child knows about the conventions of written language] what explains the difference
between those who quickly and easily learn how to read and write and those who do not? Or is it more a byproduct
of acquiring a different sort of knowledge about literacy that is of much greater fundamental importance? [...] The
point is perhaps made more clearly if we draw the comparison with spoken language. What use would it be for a
child to know all the sounds of his or her language and the rules for combining them into words and sentences, if
the child had not discovered that the whole point of this knowledge was that it was a resource for the exchange of
meanings in the attainment of joint purposes of various kinds? The same is true, I believe, for an understanding
of the mechanics of literacy. Important though this knowledge is for reading and writing, it is of little value if the
child does not understand the purpose of these activities – if he or she does not know that written language conveys
meaning and that it does so inways that differ from those that apply in the use of spoken language. » [WEL09, p. 167]
82. « through stories, children vicariously extend the range of their experience far beyond the limits of their
immediate surroundings. In the process, they develop a much richer mental model of the world and a vocabulary
with which to talk about it. As a result, as the content of the curriculum expands beyond what can be experienced
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l’importance fondamentale dans le fonctionnement de la cognition humaine. Et l’étude décrite
dans [WEL09] démontre de façon claire que l’activité clé qui favorise l’acquisition de la capacité de
penser au delà de l’ici et maintenant est la lecture d’histoires [WEL09]83 (par ailleurs, l’importance
de la lecture d’histoires a aussi été remarquée par [GEA07]84).
Arrivés ici, il apparaît donc qu’une manière extrêmement efficace de scaffolder les apprentissages
consiste à savoir identifier le contexte dans lequel ce qu’on souhaite enseigner prend son
sens véritable, et à se placer alors dans ce cadre-là: ainsi, les connaissances et aptitudes qui
appartiennent à ce contexte viennent compléter et soutenir l’apprentissage. Dans le cas de la lecture
que nous avons mentionné ci-dessus, il est possible, et même, indispensable, d’utiliser l’activité
de lecture d’histoires pour scaffolder l’apprentissage. Peut-on utiliser des stratégies de ce genre
dans d’autres domaines ? La question mérite d’être posée, et il nous semble qu’autant que possible,
les méthodes d’enseignement devraient chercher à tenir compte de cet aspect culturellement situé
des savoirs, qui est seul à même de les rendre pleinement intelligibles.
2.4 Importance de la motivation et de la liberté pour le développement
de l’esprit; critères pour la création d’un enseignement basé sur la
découverte
Understanding starts with a question; not any question, but a real question. Said in another way, a
real question expresses a desire to understand. This desire is what moves the questioner to pursue
the question until an answer has been made. Desiring to understand opens ourselves to experiencing
what is new as new, and the already known under new aspects.
A. Bettencourt, On what it means to understand science (1991), Michigan State University
(unpublished paper). Cited in [WEL00]
En dépit des apparences, la créativité dans l’être humain est un attribut inséparable de son âme et
indestructible comme elle.
Qu’il s’agisse de découverte de soi ou de mathématiques, en l’absence de désir, tout soi-disant
travail n’est qu’une simagrée, qui ne mène nulle part. [...] C’est dans cette même nuit, je crois,
que j’ai compris que désir de connaître et puissance de connaître et de découvrir sont une seule et
même chose. Pour peu que nous lui faisions confiance et le suivions, c’est le désir qui nous mène
jusqu’au coeur des choses que nous désirons connaître. Et c’est aussi lui qui nous fait trouver, sans
même avoir à la chercher, la méthode la plus efficace pour connaître ces choses, et qui convient le
mieux à notre personne.
Alexandre Grothendieck
Finalement, doit-on abandonner l’ambition de Socrate, qui enseigne que « je ne sais qu’une chose,
c’est que je ne sais rien » ? Ce serait tourner le dos à l’attitude même à partir de laquelle le monde
moderne s’est construit ; par exemple, la philosophie de Descartes commence en réalité par le
doute (Descartes enseigne qu’en fait, quand on réfléchit véritablement, on ne peut qu’être frappé
firsthand in the classroom, children who have been read to find themselves at a considerable advantage. » [WEL09,
p. 171]
83. « How then might some of the children in our study have discovered something of the significance of written
language before they came to school? To answer this question it is necessary to look more carefully at the sorts of
activities that they engaged in, or observed, during the preschool years at home [...] the next stage of the investigation
[...] involved a careful scrutiny of all the transcripts of the actual observations. [...] The results of this comparison
were absolutely clear-cut. Of the three frequently occurring activities that had been considered as possibly helpful
preparation for the acquisition of literacy, only one was significantly associated with the later test scores, and it
was clearly associated with both of them. That activity was listening to stories. » [WEL09, p. 170]
84. « Amore novel evolution-based prediction is that reading comprehension will also be dependent on theory of
mind and other folk psychological domains, at least for literary stories, poems, dramas, and other genre that involve
human relationships [...] In other words, once people learn to read, they engage in this secondary activity because it
allows for the representation of more primary themes, particularly the mental representation and rehearsal of social
dynamics. » [GEA07]
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par le manque de solidité potentiel de nos convictions: à partir de là, il recherche un point d’appui
sûr pour la pensée). Ce serait tourner aussi le dos à l’attitude qui aujourd’hui encore, fonde la
démarche intellectuelle des scientifiques. C’est ce qu’explique Feynmann, qui insiste sur le fait que
l’essence de la science moderne consiste en l’aptitude toujours renouvelée à douter de l’avis des
experts, c’est-à-dire à ne pas négliger la possibilité qu’ils puissent se tromper [FEY99]85 ; et même
en fait, à croire en ce qu’il appelle l’« ignorance des experts »86.
Donc effectivement, puisqu’il est essentiel de vérifier les fondements des éléments d’information
dont on dispose, on a besoin de pouvoir reconstruire les savoirs pour vraiment comprendre. C’est
par exemple ce qui se fait traditionnellement en mathématiques, où la connaissance des théorèmes
ne suffit pas, on doit aussi enseigner comment l’essentiel de l’édifice des mathématiques modernes
peut être construit. C’est ce que disent Piaget [PIA73]87, Popper [POP77]88, ou encore, dans le
domaine de l’informatique, Knuth [KNU02]89: « You don’t really understand something, if you
don’t try to implement it ».
Alors il faut apprendre à essayer, mais comment faire ? Comme nous l’avons mentionné plus
haut, comparées aux méthodes explicites, les méthodes d’enseignement basées sur la découverte ont
été critiquées, puisque la majorité des expériences contrôlées qui ont été menées montrent qu’elles
sont moins efficaces. Néanmoins, un certain nombre de questions se posent, ici:
→ Que mesure-t’on ? Essentiellement, la performance des apprentissages, ainsi que les
conséquences cognitives de designs pédagogiques mal conçus, qui peuvent même mener à des
non apprentissages; mais dans le même temps, la critique effectuée produit aussi une analyse
des causes de ces problèmes, qu’on peut utiliser pour les résoudre. Les facteurs identifiés
sont: le rôle de la mémoire en résolution de problèmes, qui paradoxalement, mène à la
nécessité d’être plus explicite dans un certain nombre de situations; la nature culturellement
située des savoirs, qui mène à la nécessité d’adopter une approche plus holistique ;
→ Que ne sait-on pas (ou pas bien) mesurer ? La motivation; la créativité, surtout sur le long
terme; l’apprentissage des aptitudes liées à la résolution des problèmes vraiment difficiles
(aptitudes qui pourtant, relèvent souvent de l’essence même du domaine: par exemple, poser
de vraies questions) ;
→ De quels apprentissages parle-t’on ? Essentiellement, des skills, qui font partie d’un ensemble
plus large ; à notre connaissance, il n’existe pas d’étude scientifique portant sur l’acquisition
de la structure d’un domaine académique entier tel que les mathématiques, la physique,
l’informatique, ou encore un domaine des sciences humaines ; les études existantes ne portent
que sur des fragments ;
Arrivés ici, il semble donc qu’il y a de bonnes raisons de penser que ce que nous disent les quelques
personnalités exceptionnellement créatives que nous avons citées (e.g. Socrate, Descartes, Cartan,
Feynmann, Grothendieck, Knuth) reflète un aspect essentiel de la réalité intellectuelle qui, jusqu’au
jour d’aujourd’hui, n’a en réalité jamais fait l’objet d’une étude scientifique approfondie90. En
85. « Science alone of all the subjects contains within itself the lesson of the danger of belief in the infallibility
of the greatest teachers in the preceding generation. [...] Learn from science that you must doubt the experts. As
a matter of fact, I can also define science another way: Science is the belief in the ignorance of experts. » [FEY99]
86. Il s’agit évidemment d’une métaphore, ce dont il est question ici, c’est de l’ignorance au sens socratique, c’est-
à-dire qu’il faut savoir que pour penser par soi-même, on doit vérifier qu’on a bien compris tous les éléments à partir
desquels est construite notre pensée: le point de départ de la pensée est donc un état où, en un sens, “on ne sait rien”.
87. « To understand is to discover, or reconstruct by rediscovery » [PIA73]
88. « We can grasp a theory only by trying to reinvent it or to reconstruct it, and by trying out, with the help
of our imagination, all the consequences of the theory which seem to us to be interesting and important [...] One
could say that the process of understanding and the process of the actual production or discovery are very much
alike. » [POP77]
89. « Man versteht etwas nicht wirklich, wenn man nicht versucht, es zu implementieren » [KNU02]
90. La seule étude existante qui, dans une certaine mesure, fait exception, est la Bristol Study [WEL09], mais
elle ne porte pas sur l’acquisition d’un domaine académique. Elle donne par ailleurs des résultats qui contrastent
Considérations sur la nature du savoir 19
particulier, il semble clair en tout cas que la façon d’apprendre et les activités de ces personnalités
exceptionnellement créatrices se caractérisent par la liberté de choisir, et suscitent en eux d’intenses
émotions .
Il se pourrait donc que la différence entre les individus exceptionnellement créatifs et les autres
réside plutôt dans l’exceptionnelle liberté intellectuelle dont, d’une manière ou d’une autre, ils ont
eu la chance de bénéficier, et dans le choix de l’exercice de cette liberté-là. Ce choix est en fait
très difficile, et la réalité sociologique est simplement que beaucoup de gens, exceptionnellement
intelligents ou non, n’ont pas le courage de le faire [STA95]91[MUE11]92.
Pour toutes ces raisons, il nous paraît que malgré tous les problèmes que cela pose, le
développement de méthodes d’enseignement véritablement basées sur la découverte est un projet
d’une grande valeur, qui pourrait être la source de progrès importants dans beaucoup de domaines,
en particulier ceux qui sont liés aux sciences et techniques. Nous donnons ci-dessous un certain
nombre de critères qu’il nous semble essentiel de prendre en compte:
a) Il est nécessaire de scaffolder efficacement les enseignements, et donc de s’assurer qu’il
n’existe pas de lacunes qui rendent la découverte impossible; en particulier, il convient de
prêter attention à l’identification des prérequis dont l’apprenant aura besoin pour être en
mesure d’assimiler correctement ce qu’à un moment donné, l’on souhaite enseigner ;
b) Il est nécessaire que le contenu des enseignements demeure bien défini; ce qu’on souhaite,
c’est dévoiler la structure des connaissances du domaine; donc abandonner l’idée d’une
carte du domaine à baliser entièrement, c’est-à-dire d’un curriculum bien structuré, n’est
pas une option acceptable: on ne souhaite pas dériver vers un enseignement sans forme et
sans contenu véritable ;
c) La découverte est par nature imprévisible: donc en enseignement basé sur la découverte, le
problème des critères d’évaluation est plus difficile à résoudre que dans le cas des méthodes
d’enseignement de type “instructionniste”. Ignorer cette question, c’est biaiser l’évaluation
en faveur des apprenants qui, par ailleurs, ont un accès facile aux connaissances implicites
du domaine ;
d) On souhaite organiser autrement les enseignements, en adoptant une approche moins
directive; pour ce faire, on a besoin de pouvoir suivre les apprenants de manière plus
individualisée, ce qui signifie aussi que la méthode d’enseignement doit être beaucoup plus
basée sur des connaissances heuristiques , qui doivent donc avoir été suffisamment bien
explicitées au préalable ;
Arrivés ici, il nous paraît que pour mettre en oeuvre un enseignement basé sur la découverte, une
approche efficace pourrait consister à partir d’une base de données de problèmes intéressants,
gradués par difficulté et classés par domaine et sous-domaine, auxquels le professeur et l’élève
nettement avec (mais ne contredisent pas) les résultats des études de moindre envergure que nous avons citées.
91. « Creatives are nonconformists. They are willing to defy convention, and even authority to explore new
areas and to find the truth. Creatives are persistent. They don’t give up when they get frustrated or rebuffed by a
problem, they keep at it. Creatives are flexible. They are able to reformulate a problem when facing failure rather
than just give up or continue down the same path. [...] Evidence shows that people often choose to follow others
even when that means abandoning the truth, and this is especially the case when the conformist strategy is backed
by an authority or someone who seems to be in charge » [STA95]
92. « People often reject creative ideas even when espousing creativity as a desired goal. [...] In two studies,
we measure and manipulate uncertainty using different methods including: discrete uncertainty feelings, and an
uncertainty reduction prime. The results of both studies demonstrated a negative bias toward creativity (relative
to practicality) when participants experienced uncertainty. Furthermore, the bias against creativity interfered with
participants’ ability to recognize a creative idea. These results reveal a concealed barrier that creative actors may
face as they attempt to gain acceptance for their novel ideas. [...] If people hold an implicit bias against creativity,
then we cannot assume that organizations, institutions or even scientific endeavors will desire and recognize creative
ideas even when they explicitly state they want them. [...] the field of creativity may need to shift its current focus
from identifying how to generate more creative ideas to identifying how to help innovative institutions recognize
and accept creativity. » [MUE11]
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choisissent de s’attaquer. Au fil du temps, tous les problèmes typiques d’un domaine devraient avoir
été compris et résolus par l’apprenant. À partir de là, il faut chercher comment reconstruire les
éléments manquants, en particulier en termes d’identification de méthodes et critères d’évaluation
rigoureux, ainsi qu’en termes d’heuristiques efficaces qui permettent au professeur de guider
l’apprenant dans sa démarche de découverte du domaine, ainsi que dans la découverte de la
méthode qui convient le mieux à son développement intellectuel personnel, ainsi qu’à la maturation
de son propre style.
Finalement, en nous plaçant du point de vue de la société dans son ensemble, et du rôle que les
connaissances expertes y jouent, et au vu de l’explosion des savoirs à laquelle on a assisté depuis
le début de la révolution industrielle, il est permis de se poser la question de savoir comment les
attitudes fondatrices qui ont rendu ces évolutions possibles peuvent être préservées aujourd’hui: la
spécialisation à outrance est-elle inévitable ? Car alors, comment faire pour qu’aujourd’hui comme
hier, les individus puissent vérifier que les éléments d’information dont ils disposent ne sont pas de
simples opinions dépourvues (ou partiellement dépourvues) de fondement véritable ? À la lumière
de ce qui a été dit précédemment, la réponse à cette question nous paraît être liée à en particulier
deux choses:
• à la capacité multidisciplinaire des experts de reconnaître leur propre faillibilité, et donc de
faire l’effort de produire les explications de bonne qualité dont les non-experts ont besoin
pour pouvoir comprendre (et critiquer , à partir de leur propre expérience) les fondements
de leurs avis, ou les conséquences de leurs préconisations; par ailleurs, les experts doivent
aussi savoir faire l’effort de ne pas s’enfermer dans les schémas de pensée de leur propre
discipline, et de vérifier que les savoirs produits dans leur discipline sont en harmonie avec
ceux développés dans d’autres disciplines ;
• à la capacité à trouver des simplifications , à l’effort de synthèse toujours renouvelé sans
lequel l’élaboration des savoirs ne peut se poursuivre. Peut-on utiliser sans comprendre ?
Oui, dans une certaine mesure. Par exemple, le système de Ptolémée est une description du
système solaire extrêmement sophistiquée qui, en termes de capacités prédictives, est dans
certains cas quantitativement plus précis que la description newtonienne, qui est beaucoup
plus simple. Mais pourtant, le modèle newtonien est universellement considéré comme plus
juste, et plus vrai , en réalité, justement en raison de sa plus grande simplicité, qui permet de
mieux comprendre la nature des choses. On pourrait donc dire qu’en sciences, existe aussi
une croyance en la simplicité93, qui joue un rôle essentiel: car si la quantité d’information
qu’on doit être capable de conceptualiser grandit sans limites, il est clair que viendra tôt
ou tard un moment où la progression cessera, puisque les capacités du cerveau humain sont
une donnée qui n’évolue pas. Jusqu’à présent, ce qui a rendu la progression possible est
donc un processus de reformulation des connaissances existantes, qui procède parallèlement
au processus de production de connaissances nouvelles, et rend possibles les évolutions (et
révolutions) futures. Par ailleurs, l’évolution des sciences et techniques entraîne à plus ou
moins long terme l’évolution des systèmes de représentation. Le langage lui-même évolue,
et permet d’exprimer les choses en utilisant moins de symboles94 ;
93. Un autre exemple est celui des “monster proofs” de théorèmes mathématiques importants, par exemple la
preuve de la conjoncture de Kepler sur l’empilement des sphères [STE07]; nous savons aujourd’hui que la conjecture
est un théorème, puisqu’une preuve a été vérifiée à la machine: néanmoins, cette preuve, qui se réduit à un long
calcul, est peu explicative, elle ne permet pas aux mathématiciens de comprendre vraiment pourquoi le théorème
est vrai. C’est pourquoi aujourd’hui encore, elle est considérée comme non satisfaisante: ce qu’on cherche, c’est
une preuve humainement compréhensible, c’est-à-dire les concepts, au sens humain du terme, qui permettent de
comprendre pourquoi le théorème est vrai. Dans le cas du théorème de Kepler, les concepts en question n’ont pas
vraiment été trouvés.
94. Par exemple, dans les traités mathématiques du moyen-âge, des problèmes simples qu’un écolier traite
aujourd’hui en quelques lignes au moyen d’équations du second degré étaient énoncés et résolus en une (ou plusieurs)
pages de texte exclusivement rédigées en langue naturelle; l’écriture des équations de la physique au moyen de
nombres complexes en simplifie considérablement l’expression, ce qui fait qu’on peut faire beaucoup plus de choses
au moyen de la forme plus concise ainsi obtenue, etc.
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Tout ceci montre l’importance fondamentale d’une compréhension profonde des savoirs, qui ne
se limite pas à leurs aspects superficiels. Utiliser sans comprendre est dans une certaine mesure
possible: mais on ne peut pas inventer , ni critiquer sans comprendre, et il nous paraît que sans
une solide formation à la découverte, les reformulations et révolutions conceptuelles mentionnées
ci-dessus semblent inconcevables. Et en gros et en détail, nous sommes convaincus qu’une société
qui perd ces aptitudes-là (ou qui, pour des raisons liées à des critères d’efficacité mal compris, les
laisse devenir le domaine réservé d’une minorité) prend le risque de laisser se gripper la source du
renouvellement permanent (ce qu’à une certaine époque on appellait “le progrès”; ce qu’aujourd’hui
on appelle “la croissance”) qui lui permet de subvenir aux nécessités vitales liées à la perpétuation
des structures conceptuelles qui sous-tendent sa culture.
C’est, nous semble-t’il, l’amorce d’une évolution de cette nature qui s’observe aujourd’hui dans
le monde de l’informatique. À la lumière de ce qui vient d’être dit, nous en comprenons mieux les
raisons, qui semblent liées à l’émergence d’une spécialisation excessive, puis du dogmatisme qui
découle nécessairement d’une parcellisation des savoirs qu’on n’a plus les moyens de résorber au
moyen d’une synthèse véritable. De ce point de vue-là, la conception de méthodes d’enseignement
basées sur la découverte dans le domaine de l’informatique (à condition qu’elles donnent aussi
leur juste place à l’état de l’art) peut contribuer à permettre aux individus de mieux maîtriser la
complexité de l’environnement socioculturel dans lequel s’exercent leur activités, et contribuer aussi
à aider la société à surmonter la crise à laquelle nous sommes actuellement confrontés.
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3 La résolution de problèmes en informatique
Dans cette partie, à la suite de Polya [POL45] nous donnons d’abord un modèle de la résolution de
problèmes en mathématiques, que nous comparons alors à l’activité de développement de logiciels,
considérée en premier lieu d’un point de vue hors contexte (c’est-à-dire, du point de vue de la
réalisation d’un seul programme), et ensuite d’un point de vue évolutif (c’est-à-dire, du point de
vue de ce qui se passe au moment où on a besoin de modifier la spécification du programme).
Nous identifions alors un certain nombre de spécificités importantes de l’activité de résolution
de problèmes en informatique, nous replaçons cette activité dans son contexte, et nous montrons
finalement en quoi, à notre avis, elle s’inscrit dans le cadre d’un mouvement socioculturel plus large
qui lui donne tout son sens.
3.1 Programmation et résolution de problèmes
Problème
Découpage
du problème
Vérification
Généralisation
Déduction
Reformulation, induction
Mémoire à long terme
Analogie
Analogie
Figure 1 – Résoudre un problème
D’après Polya [POL45], on peut poser et résoudre un problème en mathématiques au moyen des
quatre principes fondamentaux suivants:
1. Comprendre le problème: ceci commence par la compréhension du vocabulaire employé
dans la formulation du problème. Il faut ensuite se poser la question de savoir si l’on a bien
compris le problème dans son ensemble, donc examiner les conditions de faisabilité liées à
ce problème: a t’on suffisamment d’informations ? De quoi dépend le problème ? Enfin,
il est important de voir comment on pourrait examiner le problème selon différents points
de vue, ou en utilisant différentes représentations: pouvez-vous reformuler le problème en
utilisant vos propres mots ? Au moyen de diagrammes ? ;
2. Concevoir un plan pour la résolution du problème: pour ce faire, on peut chercher si l’on
connaît des problèmes similaires , ou qui s’y rattachent. On peut aussi essayer de voir
comment on pourrait commencer par résoudre un problème plus simple, ou encore comment
on pourrait utiliser des problèmes auxiliaires, et décomposer ainsi le problème en sous-
problèmes plus simples ;
3. Mettre le plan à exécution: mettre en oeuvre les étapes du plan l’une après l’autre, et les
vérifier l’une après l’autre. À la fin, on doit avoir assemblé les différents éléments en un
tout cohérent (et correct), obtenir la solution du problème, et voir clairement pourquoi cette
solution est correcte ;
4. Examiner la solution: résoudre le problème est bien, juger de la qualité de la solution
obtenue, ainsi que de l’intérêt du problème est mieux encore. C’est ainsi qu’on progresse, et
que petit à petit, on devient de plus en plus habile dans la conception des plans de résolution
de problèmes ;
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Ce qui saute aux yeux tout d’abord quand on considère la résolution de problèmes de cette manière,
c’est que le processus de résolution apparaît très riche, en particulier il ne se limite pas à l’aspect
purement logique sous l’angle duquel la pratique des mathématiques est trop souvent exclusivement
considérée. En réalité, il semble clair que toute une panoplie de modes de raisonnement est utilisée
en résolution de problèmes. En particulier:
• La compréhension du problème nécessite la compréhension du vocabulaire qui est utilisé
pour le formuler, donc celle du langage. L’utilisation éventuelle de diverses représentations
suggère fortement par ailleurs que la matière première dont émane le langage ne se limite
pas à du simple texte: il existe différents modes de pensée, dont il est important d’acquérir
la maîtrise ;
• La conception de la stratégie de résolution du problème fait appel à une mise en contexte et
à la recherche de solutions similaires, donc à la mémoire et au raisonnement par analogie,
toutes choses qui sont fortement liées à la créativité [HOF95]. Par ailleurs, en plus de
faire appel à l’analogie (e.g. pour formuler les sous-problèmes), la décomposition d’un
problème en sous-problèmes fait intervenir le raisonnement inductif , qui permet d’injecter
les informations supplémentaires dont on a besoin pour construire les hypothèses plausibles
qui interviennent dans la décomposition du problème (ceci est connu des mathématiciens
depuis longtemps, voir par exemple [POI05]95) ;
• La mise à exécution du plan, et la construction de la solution font appel au raisonnement
déductif, qui ne se réduit la plupart du temps pas à une simple vérification: certaines preuves
ont un caractère explicatif, d’autres non96 (pour une formulation plus moderne de ceci, voir
[DOW13]). Par ailleurs, même simple, le raisonnement déductif met en oeuvre un savoir
faire implicite complexe qui, pour être acquis, nécessite beaucoup de pratique, et résulte
de l’opérationalisation de connaissances déclaratives sous une forme procédurale [AND82].
Quand la solution envisagée ne peut être construite, il faut alors en envisager les raisons et
établir un diagnostic, activité qui fait appel au raisonnement abductif [PEA11] cette fois-ci ;
• L’évaluation de la qualité de la solution, ainsi que de l’intérêt du problème font appel à
des capacités de jugement (esthétique, en particulier) qui évoquent celles qu’on attribue
plus communément aux artistes. Ces activités de jugement semblent liées à la capacité
de percevoir une certaine forme de minimalité, d’élégance, ainsi qu’aux mécanismes liés à
la créativité (puisque par ailleurs, le jugement qu’on peut porter sur quelque chose n’est
pas entièrement intrinsèque, il fonctionne aussi en lui découvrant des liens nouveaux avec
d’autres éléments déjà connus) ;
Arrivés ici (et si l’on pense que le modèle de résolution de problèmes esquissé ci-dessus présente
des aspects plus généraux, qui vont au delà du domaine du raisonnement mathématique, ce que
nous croyons), on comprend mieux pourquoi le mode de pensée des non experts (par exemple
les étudiants décrits dans [KOL05]97) apparaît approximatif et non rigoureux: c’est en réalité
la conséquence de l’aspect fluide que donne le développement harmonieux de leur intelligence
95. « Quelle est la nature du raisonnement mathématique ? Est-il réellement déductif comme on le croit
d’ordinaire ? Une analyse approfondie nous montre qu’il n’en est rien, qu’il participe dans une certaine mesure
de la nature du raisonnement inductif et que c’est par là qu’il est fécond. [...] Une construction ne devient donc
intéressante, que quand on peut la ranger à côté d’autres constructions analogues, formant les espèces d’un même
genre. [...] Pour y arriver, il faut nécessairement remonter du particulier au général, en gravissant un ou plusieurs
échelons. Le procédé analytique « par construction » ne nous oblige pas à en descendre, mais il nous laisse au même
niveau. Nous ne pouvons nous élever que par l’induction mathématique, qui seule peut nous apprendre quelque
chose de nouveau. » [POI05]
96. « La vérification diffère précisément de la véritable démonstration, parce qu’elle est purement analytique et
parce qu’elle est stérile. Elle est stérile parce que la conclusion n’est que la traduction des prémisses dans un autre
langage. La démonstration véritable est féconde au contraire parce que la conclusion y est en un sens plus générale
que les prémisses. » [POI05]
97. « [Students] have different computer-science norms [...] they are tolerant to errors, which are perceived as
unavoidable part of the programming reality [...] we believed that students’ understand correctness as relative. »
[KOL05]
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au comportement des individus. C’est la raison pour laquelle à notre avis, l’enseignement du
raisonnement analytique de type purement déductif est difficile, parce que très certainement,
il se heurte aux intuitions qu’a développé l’apprenant à l’occasion des activités de résolution
de problème qu’il a été amené à pratiquer dans la vie de tous les jours, qui sont de nature
beaucoup plus variées. Le non expert a donc tendance à ne pas se fier à ce mode de pensée,
et à le trouver difficile et ennuyeux [JEN02]98. Il serait donc judicieux de se poser la question
de savoir ce qu’on pourrait faire pour concevoir un enseignement qui tire partie de l’intelligence
naturelle des individus, plutôt que de la désorienter de cette manière. La réponse à cette question
est à notre avis à rechercher en direction de la conception d’activités qui développent les capacités
analytiques de l’apprenant en les présentant dans leur contexte, c’est-à-dire en combinaison avec
les autres modes de raisonnement avec lesquels en réalité, elles forment un tout cohérent. De
ce point de vue-là, la description du processus de résolution de problèmes donnée par Polya met en
lumière l’inadéquation d’un certain nombre de méthodes d’enseignement des sciences et techniques
toujours actuelles, et donne aussi des pistes qui permettraient peut-être d’y remédier.
Nous examinons maintenant l’activité de programmation sous sa forme la plus simple, qui
consiste à formuler une spécification, à décomposer éventuellement le programme qu’on souhaite
écrire en sous-programmes, puis à l’implémenter et à le tester. Quand le programme ne fonctionne
pas comme prévu, il faut procéder au débogage, qui consiste à identifier les causes du problème,
puis à corriger l’implémentation. Quand la décomposition s’avère insatisfaisante, on procède à une
réorganisation du programme, qui permet de l’appréhender de façon plus commode:
Spécification
Décomposition
Implémentation
Déboguage
Test
Réorganisation
Figure 2 – Résolution de problème en programmation
L’activité de programmation telle que décrite ci-dessus ressemble beaucoup à l’activité de
résolution de problème qui a été décrite précédemment. L’analogie n’est à notre avis pas fortuite,
puisqu’il existe un lien profond entre algorithmes et preuves constructives (l’isomorphisme de
Curry-Howard). Nous avons:
• Une phase de spécification, qui correspond à l’étape de compréhension du problème dans le
modèle de résolution de problèmes en mathématiques donné plus haut. On peut observer
que dans le cas particulier du développement de logiciel, la formulation de la spécification
se présente souvent sous la forme d’une activité de modélisation. Ceci n’apparait pas aussi
clairement dans le cas de la formulation de problèmes en mathématiques, qui peuvent l’avoir
été simplement pour l’intérêt intrinsèque qu’ils revêtent, pour l’importance des questions
98. « The most common comment is that programming is “boring and difficult". When I ask whether it is
boring because it is difficult or difficult because it is boring, they are seldom sure. But they remain adamant that
it is both. Teaching a subject that is boring and difficult is a tricky task indeed. [...] It is clear that the students’
tried and tested learning styles do not work when applied to programming. » [JEN02]
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auxquels ils sont liés. L’activité de programmation est beaucoup plus souvent une activité
d’ingéniérie qui consiste à construire des artefacts qu’on estime utiles, et l’informatique
paraît donc plutôt être la science de la construction des machines , pour sa part ;
• Une phase de décomposition de la spécification et du programme qu’on veut produire:
ici, l’activité mise en oeuvre semble assez proche de celle que conduit le mathématicien,
puisqu’il s’agit en particulier de concevoir une représentation appropriée (du programme et
des données qu’il manipule [BRO75]99). Un aspect essentiel apparaît ici, qui est le fait qu’un
programme est doté d’un comportement , ce qui fait apparaître un niveau de représentation
supplémentaire: en plus de la représentation de la stratégie de résolution du problème qui
existe dans l’esprit du concepteur et de la forme qu’il choisit de donner à la solution (i.e., au
programme), existe aussi la représentation des informations que ce programme va manipuler
au cours de son fonctionnement. De ce point de vue-là, une preuve est plus simple qu’un
programme, puisqu’elle est un objet statique, elle existe en dehors du temps ;
• Deux phases d’implémentation et de test du programme, qui correspondent à la phase de
mise en oeuvre du plan mentionnée précédemment. Ici, le niveau supplémentaire lié au
comportement du programme apparaît plus clairement encore: mettre en oeuvre le plan
consiste non seulement à vérifier que le plan de construction du programme est faisable et
permet effectivement de l’écrire de façon cohérente, et en plus à vérifier qu’il se comporte
comme prévu ;
L’analyse qui a été conduite ci-dessus révèle un certain nombre de similitudes et de différences
qui existent entre la résolution de problèmes en mathématiques et la résolution de problèmes en
programmation, à savoir:
i. L’aspect procédural de la solution obtenue, qui est spécifique à l’activité de résolution de
problèmes en programmation. Une difficulté importante est la perte de la manipulation
directe [BLA02], qui découle de la nécessité de raisonner sur le comportement du
programme, qu’on ne peut percevoir qu’en différé, de façon abstraite. Le raisonnement
explicite sur des procédures semble d’ailleurs être en soi une activité difficile [AND93]100,
et il existe des arguments convaincants en faveur de l’importance du rôle des connaissances
procédurales dans la cognition humaine, ainsi que du caractère automatique des processus
qui leur sont liés [SHI77][SLO96]. Ceci ne signifie pas que le fonctionnement des procédures
est toujours opaque: au contraire, en mathématiques, le raisonnement explicite sur les
procédures que met en oeuvre le mathématicien existe, et a été observé [STA09][RIT14]101.
Mais comme nous l’avons mentionné plus haut, en programmation l’activité prend place
à deux niveaux : il existe d’une part une activité réflexive du programmeur qui prête
attention aux procédures qu’il met lui-même en oeuvre pour écrire le programme (cette
activité-là est similaire à celle qui s’observe en algèbre, par exemple) ; et d’autre part,
une activité de raisonnement explicite sur les aspects procéduraux du programme en cours
d’écriture. La « nouveauté radicale » [DIJ89]102 de l’informatique de ce point de vue-
là est d’obliger à un raisonnement sur les procédures qui doit être explicite, exhaustif,
et ne tolère pas l’approximation (puisque l’ordinateur n’interprète pas un programme
99. « By the architecture of a system, I mean the complete and detailed specification of [the API]. [...]
Representation is the essence of programming. [...] The data or tables [...] is where the heart of a program lies. »
[BRO75]
100. « procedural knowledge is knowledge people can only manifest in their performance [...] procedural
knowledge is not reportable » [AND93, pp. 18-21]
101. « However, at least in mathematical problem solving, people often know and use procedures that are
not automatized, but rather require conscious selection, reflection, and sequencing of steps (e.g. solving complex
algebraic equations), and this knowledge of procedures can be verbalized [...]. Overall, there is a general consensus
that procedural knowledge is the ability to execute action sequences (i.e. procedures) to solve problems. Additional
constraints on the definition have been used in some past research, but are typically not made in current research
on mathematical cognition. » [RIT14]
102. « Dijkstra argues that [...] programming is what he terms a “radical novelty” [...]. Dijkstra also notes
that the “smallest possible perturbation” in a program of one single bit can render a program totally worthless. »
[JENK02], au sujet de [DIJ89]
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intelligemment comme le ferait un humain: par conséquent la moindre imperfection peut
rendre ce programme complètement inopérant) ;
ii. La construction des programmes, purement considérée sous l’angle de leur manipulation
en tant que textes écrits dans un langage formel, ne nous semble pas être d’une nature
fondamentalement différente de la construction des preuves qu’on écrit lorsqu’on résout
des problèmes de mathématiques. Il semblerait que l’écriture des programmes mette en
jeu une forme de planification [SOL85] ; les schémas qui sont utilisés pour écrire les
programmes peuvent aussi servir à lire des programmes, et prennent au fil du temps un
aspect conventionnel qui facilite la transmission des connaissances entre programmeurs
[SOL84]. L’aptitude à la construction des solutions est une aptitude qui se développe par
la pratique ; le processus de « chunking » qui résulte de cet apprentissage paraît être aussi
lié au développement des capacités d’abstraction, qui interviennent à différents niveaux dans
l’activité de programmation [LIS11]. En tout état de cause, l’aptitude à réaliser des preuves
véritablement explicatives (i.e. qui ne se limitent pas à de simples vérifications), semble
fondamentale aussi bien en mathématiques [POI05] qu’en programmation [DIJ71]103 ;
iii. La décomposition, qui comme nous l’avons vu, consiste d’abord à concevoir une
représentation du problème, qui en particulier, détermine la forme des solutions qu’on
est en mesure de considérer [HAY77]. En mathématiques, la décomposition fait appel
à des modes de raisonnement approximatifs (inductifs et par analogie, notamment), de
nature exploratoire, qu’on utilise pour rechercher des hypothèses plausibles , mais les modes
de raisonnement plausible irriguent en réalité l’activité de résolution de problèmes dans
toutes sortes de domaines [POL54]104. En programmation, la décomposition est, avec
l’explicitation des spécifications, un des points les plus difficiles [WIR95]105. Un premier
aspect essentiel est que la décomposition nécessite des connaissances du domaine, qui
guident et délimitent le choix des représentations à utiliser dans le programme, et sans
lesquelles on ne peut pas développer une vue d’ensemble du design en cours de réalisation
[ADE85][VES85]. Un autre élément crucial est que la décomposition rend possible une
bonne planification du développement; sans une telle “carte” du logiciel à réaliser, on se
retrouve dans une situation où l’on développe différentes parties du logiciel, en espérant
que petit à petit, une structure d’ensemble “émerge”, en quelque sorte, et sans vraiment
pouvoir être sûr que le processus aura une fin. En pratique, quand la structure du logiciel
en cours de réalisation n’est pas clairement perçue, on court le risque de perdre le contrôle
du code qu’on développe [HOU13]106.
103. « The first moral of the story is that program testing can be used very effectively to show the presence of
bugs but never to show their absence. [...] With the above I touched on five [...] ways by which we can increase the
understandability of programs. They have to do with the ease with which we can understand what a program is
doing, they have to do with the feasibility of correctness proofs. » [DIJ71]
104. « We secure our mathematical knowledge by demonstrative reasoning, but we support our conjectures by
plausible reasoning. A mathematical proof is demonstrative reasoning, but the inductive evidence of the physicist,
the circumstancial evidence of the lawyer, the documentary evidence of the historian, and the statistical evidence
of the economist belong to plausible resasoning. [...] Plausible reasoning is hazardous, controversial and provisional.
Demonstrative reasoning penetrates the sciences just as far as mathematics does, but it is in itself (as mathematics
is in itself) incapable of yielding essentially new knowledge about the world around us. Anything new that we learn
about the world involves plausible reasoning, which is the only kind of reasoning for which we care in everyday
affairs. [...] Mathematics is regarded as a demonstrative science. Yet it is only one of its aspects. [...] You have to
guess a mathematical theorem before you prove it; you have to guess the idea of the proof before you carry through
the details. You have to combine observations and follow analogies; you have to try and try again. [...] Now, observe
that inductive reasoning is a particular case of plausible reasoning. Observe also (what modern writers almost
forgot, but some older writers, such as Euler and Laplace, clearly perceived) that the role of inductive evidence in
mathematical investigation is similar to its role in physical research. » [POL54]
105. « The most demanding aspect of a system’s design is its decomposition into modules. » [WIR95]
106. « When I graduated college I was a lousy programmer. I had a degree and plenty of book knowledge, so
I started a side project and spent hours nightly hacking away. Things started off fine, but my coding style wasn’t
doing me any favors. I copied and pasted, chose poor names, intermixed concerns and regularly created long run-
on functions that performed a wide variety of only loosely related tasks. And after a few months, I came to a hard
realization: The project was falling down under its own weight. I thought I could get away with being sloppy since
I was the only developer. But ultimately I had to admit that I couldn’t maintain — let alone comprehend — the
mess I’d made! » [HOU13]
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Néanmoins, comme nous l’avons dit plus haut, la décomposition fait à priori appel
au raisonnement plausible, qui est de nature exploratoire. Aussi, quand le logiciel qu’on
doit réaliser est véritablement nouveau, un type de développement “bottom-up” de nature
approximative (qui ressemblera alors beaucoup à ce qui s’observe lors de la résolution d’un
problème de mathématiques véritablement inconnu) est inévitable. Dans une telle situation,
chercher à accélérer la résolution du problème en augmentant la taille des équipes est
une approche qui s’avère souvent catastrophique [BRO75][KNU02]107. L’organisation des
équipes est donc un point difficile, dans un tel contexte.
Une autre approche possible pour faciliter l’identification d’une bonne décomposition
est de chercher à utiliser des éléments préprogrammés (c’est le point (a) suggéré par Brooks
que nous avons mentionné dans la première partie), mais il s’avère qu’en pratique, le logiciel
préexistant est souvent rigide et pas du tout facile à adapter, même quand on souhaite
effectuer des changements qui semblent minimes à première vue. C’est pourquoi dans ces
cas-là, la réutilisation de composants préexistants s’avère en réalité plus coûteuse que la
réécriture intégrale de composants équivalents qui s’intègrent harmonieusement dans le
logiciel en cours de développement [GAR95]108.
Néanmoins, notons qu’il existe quand même un certain nombre de techniques classiques
qui permettent d’organiser le développement, et autant que faire se peut, de faciliter la
gestion des aspects exploratoires liés au développment de tout logiciel, en particulier le
développement par couches [DIJ68], le développement par raffinements successifs [WIR71],
ou encore par exemple l’approche SOLID [MAR00]. Néanmoins (sauf quand on connaît déjà
la structure à employer parce qu’on a déjà réalisé un logiciel similaire [HAG15]109), quelle
que soit la méthode utilisée, la mise au point d’une décomposition adéquate demeure un
processus de nature exploratoire, qui progresse au fur et à mesure du développement du
logiciel [PEN90]110 ;
iv. Finalement, la spécification, qui dans le cas de la programmation, se présente sous la forme
d’une activité de modélisation, est elle aussi une activité ardue, en particulier parce que
l’objet de la modélisation est le plus souvent lié à la tâche qu’accomplit un agent humain,
chose qui est intrinsèquement très difficile à modéliser ;
107. « But when it comes to the first version of a new system, then I really know no other way than to share it in
almost independent parts and to leave each of these parts to just a single person. The individual people need to talk
about the interfaces, but not about their own work. If you implement the second generation of a system, you have
a common vocabulary and people familiar with the same things, it’s something else. But at the very beginning ...
for me, the reason why many projects fail, it’s so simple: they try using more than one person. » [KNU02]
108. « All we had to do was put the subsystems together, a task considerably simplified by the fact they were
all written in either C++ or C, had all been used in many projects, and we had source code for all of the parts.
A piece of cake? Unfortunately, no. Two years later, after considerable effort (approximately 5 person-years), we
managed to get the pieces working together in our first Aesop prototype. But even then, the size of the system was
huge (although we contributed a relatively small proportion of our own code), the performance was sluggish, and
many parts of the systemwere difficult tomaintainwithout detailed, low-level understanding of the implementations.
What went wrong? One might argue that we were simply poor systems builders, but we suspect that this
experience is not unfamiliar to anyone who has tried to compose similar kinds of software. [...] Our basic conclusion is
that many of the hardest problems are best understood as architectural mismatch problems. Each component makes
assumptions about the structure of the environment in which it is to operate. Most if not all of these assumptions
are implicit, and many of them are in conflict with each other. » [GAR95]
109. « If you’ve previously created a messaging service and you want to build a new messaging service, then you
have infinitely more valuable insight than someone who has only worked on satellite power management systems
and decides to get into messaging. You know some of the dead ends. You know some of the design decisions to be
made. But even if it happens that you’ve never done any of this before, then nothing is stopping you from diving
in and finding your way, and in the end you might even be tremendously successful.
Except when it comes to figuring out how much work it’s going to take. In that case, without having done it
before, all bets are off. » [HAG15]
110. « The design of software, as with the design of any complicated artifact, presents challenging problems
for the developer. One particular source of difficulty results from the fact that the design subtask interacts with
other programming subtasks. One reason this occurs is because of the high degree of uncertainty and incomplete
information that is typical of a large scale programming project. [...] A second reason for alternating among subtasks
is that decisions made in later subtasks, may alter decisions made in previous subtasks, necessitating a return to
problem understanding or early design phases. » [PEN90]
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3.2 Génie logiciel et programmation à large échelle
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Figure 3 – Cycle de développement du logiciel
Nous examinons maintenant certains des aspects liés au cycle de vie du logiciel et au raisonnement
non monotone dans le développement du logiciel ; en particulier, le développement de logiciel est
un processus qui prend place dans le temps , de deux manières au moins:
• tout d’abord, comme nous l’avons vu précédemment, dans le cas général la mise au point
d’une décomposition adéquate est de nature exploratoire, ce qui fait qu’en pratique, le
logiciel est le plus souvent construit par étapes [BAS75]. Néanmoins, quand certains
aspects essentiels de la conception d’ensemble ne sont pas anticipés, on court le risque
que l’architecture qui émergera par défaut du processus de développement soit inadéquate,
et qu’il s’avère alors extrêmement coûteux (ou même impossible) de la faire évoluer pour
obtenir les propriétés requises [BOE10]111. Bien évidemment, il n’est pas toujours possible
d’anticiper tous les problèmes, et de toujours s’assurer à l’avance que la conception envisagée
est faisable: ainsi, l’aspect exploratoire que présente le développement de logiciel apparaît
irréductible ; c’est pourquoi il faut prévoir qu’on peut être amené à devoir revenir en
arrière sur certains aspects du développement [BRO75]112, ou même dans certains cas (en
particulier quand la conception est d’un genre nouveau), à devoir mettre une version du
logiciel à la poubelle [BRO75]113 ;
• par ailleurs, à moyen terme les spécifications du système évoluent elles aussi, et plusieurs
versions successives du logiciel sont produites au cours du temps. Ceci mène à des
réorganisations, ou même à des reformulations de l’implémentation et de l’architecture,
111. « The evidence provided across 40 years of data on the degree of increase in software cost-to-fix versus
delay-of-fix is that for large projects, the increase from fixing requirements changes and defects during requirements
definition to fixing them once the product is fielded continues to be around 100:1. However, this ratio can be
significantly reduced by higher investments in early requirements and architecture verification and validation. [...]
Small, noncritical projects can also spread their architecting activity across the life cycle via refactoring, but need to
watch out for making easiest-first architectural commitments that cannot be easily undone by refactoring » [BOE10]
112. « In most projects, the first system built is barely usable. It may be too slow, too big, awkward to use, or
all three. [...] The discard and redesign may be done in one lump, or it may be done piece-by-piece. But all large-
system experience shows that it will be done. » [BRO75]
113. « Where a new system concept or new technology is used, one has to build a system to throw away, for
even the best planning is not so omniscient as to get it right the first time. » [BRO75]
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qui peuvent s’avérer extrêmement coûteuses si les changements à effectuer ne sont pas
bien localisés. C’est pourquoi il faut développer le code de facon modulaire, et concevoir les
modules de manière à ne pas donner accès aux éléments dont on pense qu’ils pourraient être
amenés à être remis en cause dans le futur [PAR72]114. Quand leur conception est réussie,
de tels modules n’ont pas besoin d’être modifiés lorsqu’on fait évoluer le logiciel ; quand
on peut aussi les utiliser comme briques de base pour développer d’autres applications,
on dit alors qu’ils sont réutilisables . Aujourd’hui encore, on attache trop peu d’importance
à la modularité et à la réutilisation de code [GRE04] ; néanmoins, la capacité à diriger
l’évolution du logiciel paraît être un des objectifs essentiels des pratiques de développement
modernes [YAN03]115 ;
Le développement de logiciel se présente ainsi sous la forme d’une activité de nature
irréductiblement exploratoire et évolutionniste. En plus de l’élément radicalement nouveau lié
au raisonnement sur le procédural identifié par Dijkstra dans [DIJ89], ce raisonnement sur les
processus de développement possibles est la seconde nouveauté radicale qu’apporte à notre avis
le développement de logiciel.
3.3 Quelles sont les approches possibles ?
Nous entendons souvent dire que les mathématiques consistent à prouver des théorèmes. Le travail
d’un écrivain serait-il d’écrire des phrases ?
L’oeuvre d’un mathématicien est surtout un enchevêtrement de conjectures, d’analogies, de
souhaits et de frustrations ; la démonstration, loin d’être le noyau de la découverte, n’est souvent
que le moyen de s’assurer que notre esprit ne nous joue pas des tours.
Gian-Carlo Rota, in preface to P. Davis and R. Hersh, The Mathematical Experience (1981).
"If computer programming is to become an important part of computer research and development,
a transition of programming from an art to a disciplined science must be effected." Such a goal
has been a continually recurring theme [...] we have actually succeeded in making our discipline a
science, and in a remarkably simple way: merely by deciding to call it "computer science."
Implicit in these remarks is the notion that there is something undesirable about an area of
human activity that is classified as an "art"; it has to be a Science before it has any real stature.
[...]
Science is knowledge which we understand so well that we can teach it to a computer; and
if we don’t fully understand something, it is an art to deal with it. [...] The mysterious insights
that people have when speaking, listening, creating, and even when they are programming, are still
beyond the reach of science; nearly everything we do is still an art.
Donald Knuth – Computer Programming as an Art (1974 ACM Turing Award Lecture)
114. « We have tried to demonstrate by these examples that it is almost always incorrect to begin the
decomposition of a system into modules on the basis of a flowchart. We propose instead that one begins with
a list of difficult design decisions or design decisions which are likely to change. Each module is then designed
to hide such a decision from the others. » [PAR72]
115. « Twenty years ago, software needed to be corrected occasionally and a new release issued perhaps once a
year. We could use the termmaintenance to imply to that we were working to enable our software to continue to do
what it used to do. Ten years ago, software needed a major release with new functionality twice a year, and we used
the term reengineering to imply that we were adding new user-required functions to the software. Today, software
needs to be changed on an ongoing basis with major enhancements required on a short timescale [...]. In this case, the
term evolution better describes a situation in which maintenance and reengineering are needed so often. » [YAN03]
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Figure 4 – Évolutions possibles du génie logiciel
À partir du tronc commun de la programmation structurée, qui vise à définir des moyens d’organiser
les programmes d’une manière qui facilite leur vérification [DIJ69]116, il y a à notre avis deux
grandes approches, et deux évolutions possibles du génie logiciel: l’approche formelle, qui vise à
rapprocher le développement de logiciels des mathématiques, et l’approche représentationnelle,
qui vise à rapprocher le développement de logiciels des domaines où la modélisation d’entités du
monde réel (ou d’entités virtuelles) joue un rôle important:
• L’approche formelle consiste à étudier les programmes en tant qu’objets mathématiques, et
à rechercher les moyens d’écrire des spécifications qu’on peut soit associer au programme
dans le but de vérifier que la spécification correspond à l’implémentation (par exemple
comme dans la logique de Hoare [HOA69]), soit simuler pour vérifier un certain nombre de
propriétés importantes du programme (comme dans l’analyse statique [WIC95], ou encore
dans la bisimulation [MIL89]), ou même utiliser pour générer ou exécuter directement le
programme qui correspond à la spécification: dans ce dernier cas, on a alors affaire à des
langages déclaratifs (comme dans les langages fonctionnels purs [SAB98], ou encore dans
certains langages basés sur la programmation logique [HUA11]) ;
• L’approche représentationnelle consiste à s’intéresser plutôt aux moyens de développer la
spécification elle-même, ce qui est l’essence du développement de logiciel [BRO75]117. La
spécification commence souvent118 par exister sous la forme d’un modèle de données, pour
lequel on développe ensuite une esquisse des procédures associées: on parle d’architecture,
ou plus généralement, de représentation. En informatique (tout comme dans d’autres
domaines [HAY77]), la formulation d’une représentation adéquate est la partie centrale119
du processus de résolution de problème: c’est pourquoi des approches comme l’approche
relationnelle [COD70], ou encore l’approche à objets [DAH67] proposent un modèle
de développement du logiciel qui se présente d’abord sous la forme d’une activité de
modélisation (les premières techniques “orientées objet” ont d’ailleurs été inventées dans
le cadre du développement d’un langage de simulation, Simula [DAH66]).
Par ailleurs, la représentation qu’on développe est fondamentalement liée au modèle
mental de l’application qui existe dans l’esprit de l’utilisateur [BRO75]120, en particulier
quand les données sont perçues et manipulées interactivement au moyen d’une métaphore à
travers laquel le logiciel les présente: les données qui existent à l’intérieur de la mémoire de
116. « [One should organize] the program structure in connection with a convincing demonstration of the
correctness of the program » [DIJ69]
117. « Even perfect program verification can only establish that a program meets its specification. The hardest
part of the software task is arriving at a complete and consistent specification, and much of the essence of building
a program is in fact the debugging of the specification. » [BRO75]
118. « Sometimes the strategic breakthrough will be a new algorithm [...]. Much more often, strategic
breakthrough will come from redoing the representation of the data or tables. This is where the heart of a program
lies. Show me your flowcharts and conceal your tables, and I shall continue to be mystified. Show me your tables,
and I won’t usually need your flowcharts; they’ll be obvious. » [BRO75]
119. « Representation is the essence of programming. » [BRO75]
120. « A clean, elegant programming product must present to each of its users a coherent mental model of the
application, of strategies for doing the application, and of the user-interface tactics to be used in specifying actions
and parameters. » [BRO75]
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l’ordinateur deviennent alors de l’information, puisqu’elles représentent des choses qui ont
un sens pour l’utilisateur [TRY09]121. Ainsi, le développement de logiciel se présente aussi
sous la forme d’une activité de modélisation cognitive.
Enfin, la propriété la plus essentielle est l’intégrité conceptuelle du design [BRO75]122,
grâce à laquelle le logiciel est facile à conceptualiser et à mémoriser pour l’utilisateur, et
paraît alors évident. Pour pouvoir exister, l’intégrité conceptuelle nécessite une certaine
forme de simplicité, et joue ainsi le rôle d’un garde-fou qui limite la complexité et améliore la
maintenabilité du logiciel [BRO75]123. Par ailleurs, l’intégrité conceptuelle peut jouer un rôle
heuristique important, puisqu’en général, n’étant pas des designers, les clients ont souvent
du mal à percevoir les conséquences des souhaits qu’ils expriment, et sans le savoir, peuvent
choisir parfois de mettre en péril l’élégance, ou même la cohérence du logiciel. Dans de tels
cas de figure, l’intégrité conceptuelle prime, et aide à identifier les options acceptables ;
SpécificationIdentification de
l’architecture,
Décomposition
Implémentation
Architecture
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Figure 5 – Approche Top-down vs. approche Bottom-up
À partir du moment où, dans le but d’obtenir l’intégrité conceptuelle, l’on sépare le développement
de la spécification de l’implémentation [BRO75]124, il est naturel de développer le logiciel en
partant du général pour aller vers le particulier (approche top-down) [BRO75]125. Ceci n’exclut
pas d’éventuels allers-retours entre la spécification et l’implémentation [BRO75]126, mais il semble
souvent préférable de passer du temps à améliorer la spécification plutôt que d’essayer de résoudre
des problèmes conceptuels en modifiant directement le programme [BOE10]127.
121. « For a smooth interaction between man and machine, the computer’s “mental” model (also the
programmer’s mental model) and the end user’s mental model must align with each other in kind of mind-meld.
In the end, any work that users do on their side of the interface manipulates the objects in the code. [...] Both
object-oriented design and the Model-View-Controller (MVC) framework grew to support this vision. MVC’s goal
was to provide the illusion of a direct connection from the end user brain to the computer “brain”—its memory
and processor. [...] MVC is all about making connections between computer data and stuff in the end user’s
head. Data are the representation of information [...]. [But] they mean something only in the mind of the user
when there is an interaction between them. The mind of the end user can interpret these data; then they become
information. » [TRY09]
122. « I will contend that conceptual integrity is the most important consideration in system design. It is better
to have a system omit certain anomalous features and improvements, but to reflect one set of design ideas, than to
have one that contains many good but independent and uncoordinated ideas. [...] The conceptual integrity of the
product, as perceived by the user, is the most important factor in ease of use.» [BRO75]
123. « How about the technical director? [...] He provides unity and conceptual integrity to the whole design;
thus he serves as a limit on system complexity. » [BRO75]
124. « The separation of architectural effort from implementation is a very powerful way of getting conceptual
integrity on very large projects. » [BRO75]
125. « Long before any code exists, the specificationmust be handed to an outside testing group to be scrutinized
for completeness and clarity. [...] The division of system building into architecture, implementation, and realization
is an embodiment of these notions; furthermore, each of the architecture, implementation, and realization can be
best done by top-down methods. » [BRO75]
126. « [It] does not mean that one never has to go back, scrap the top level, and start the whole thing again as
he encounters some unexpectedly knotty detail. Indeed, that happens often. » [BRO75]
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Néanmoins, comme nous l’avons déja mentionné précédemment, le développement d’un logiciel
au cours du temps est un procédure de nature itérative, et l’expérience montre que l’utilisation
de méthodes de prototypage rapide est un moyen extrêmement efficace de réduire le coût du
développement de la spécification [BRO86]128. Les méthodes de développement agiles poussent
cette logique à l’extrême, et considèrent que l’existence d’une version du logiciel qui fonctionne (à
partir de laquelle on peut en particulier discuter avec le client) est l’élément primordial à considérer
pour juger de l’état d’avancement d’un projet [AGI01a]129. L’architecture du logiciel n’est alors plus
pensée au moyen d’une spécification explicite rédigée à l’avance, mais émerge plutôt petit à petit
au moyen d’un processus de réorganisation continuel (refactoring). Enfin, la qualité des équipes
et de la communication entre les différentes parties prenantes d’un projet sont considérées comme
des éléments déterminants [AGI01b]130 (ceci est bien connu par ailleurs [BRO75]131[WHI13]132).
Par ailleurs, dans l’élaboration de la structure du programme vue d’un peu plus loin, il faut
s’attendre à moyen terme à l’invention d’options de réutilisation originales (puisqu’au fil des
réorganisations successives, on est amené à identifier les éléments du logiciel qui sont stables
au cours du temps133, donc au moins partiellement réutilisables), à partir desquelles apparaîtront
souvent des opportunités d’améliorer la spécification qui n’étaient pas perceptibles au départ.
À plus long terme, au cours du développement des versions successives, il faut gérer l’évolution
du logiciel, et plus le temps passe, plus il est probable qu’on sera amené à devoir remettre en cause
une partie des décisions prises. Il est donc clair qu’une pure approche top-down n’est pas réaliste:
à moyen terme, on est obligé d’adopter une démarche itérative au cours de laquelle on fait émerger
le design au cours de l’évolution du logiciel134. On en vient alors à un mode de développement de
type plutôt bottom-up, dans lequel on essaie de maintenir les composants réutilisables qui ont été
développés, et d’identifier de nouvelles opportunités de réutilisation. Arrivés ici, remarquons que
l’état de l’art peut fournir des pistes utiles pour le choix de l’architecture la plus prometteuse à un
instant donné.
Dans les cas difficiles, c’est la recherche de l’intégrité conceptuelle qui doit plutôt servir de
guide: mais quand l’artefact qu’on doit réaliser est véritablement nouveau, on ne peut pas éviter
d’adopter le genre de démarche exploratoire qui a cours dans les projets de recherche. En tout état
de cause, il est essentiel d’identifier de façon réaliste le cas de figure dans lequel on se trouve, afin
d’être en mesure d’adopter la démarche appropriée: autrement le projet risque d’échouer non pour
des raisons purement techniques, mais pour des raisons managériales [SAU09]135.
127. « The evidence [...] on the degree of increase in software cost-to-fix versus delay-of-fix is that for large
projects, the increase from fixing requirements changes and defects during requirements definition to fixing them
once the product is fielded continues to be around 100:1. However, this ratio can be significantly reduced by higher
investments in early requirements and architecture verification and validation. » [BOE10]
128. « The most important function that software builders do for their clients is the iterative extraction and
refinement of the product requirements. [...] Therefore one of the most promising of the current technological efforts,
and one which attacks the essence, not the accidents, of the software problem, is the development of approaches
and tools for rapid prototyping of systems as part of the iterative specification of requirements. » [BRO86]
129. « Working software is the principal measure of progress » [AGI01a]
130. « We are uncovering better ways of developing software by doing it and helping others do it. Through this
work we have come to value: Individuals and interactions over processes and tools [...] Customer collaboration over
contract negotiation » [AGI01b]
131. « The quality of the people on a project, and their organization andmanagement, are muchmore important
factors in success than are the tools they use or the technical approaches they take. Subsequent researches have
supported that conviction. Boehm’s COCOMO model finds that the quality of the team is by far the largest factor
in its success, indeed four times more potent than the next largest factor. » [BRO75]
132. « It is notable that information systems project failure is more attributed to organizational and
communication related issues than to technological issues [...]. Teams that perform cohesively and purposefully [...]
are more likely to successfully identify and overcome uncertainties in a complex adaptive system. » [WHI13]
133. « We propose instead that one begins with a list of difficult design decisions or design decisions which are
likely to change. Each module is then designed to hide such a decision from the others. » [PAR72]
134. C’est d’ailleurs ce que décrivait déjà le professeur Alan Parlis au cours de la première conférence fondatrice
du génie logiciel en 1968: « Through successive repetitions of this process of interlaced testing and design the model
ultimately becomes the software system itself. I think that it is the key of the approach that has been suggested,
that there is no such question as testing things after the fact » [NAU69]
135. « Although some of the technology on Mars Climate Orbiter (MCO) had been developed prior to the
project’s inception and building an orbiter spacecraft was not new, MCO was the first of its kind in integrating all
these technologies into one space vehicle. [...] One can thus conclude that MCO was a high-tech project. [...] A high-
tech project [requires] long periods of design, development, testing, and redesign with multiple design cycles. [...]
However, the pressures, constraints, and challenges to push the boundaries of "faster, better, cheaper" (FBC) on
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Au total, il n’y a pas un seul paradigme qui résumerait à lui seul l’essence du développement
de logiciel: il semblerait qu’il faille rechercher plutôt une synthèse d’approches [STR14]136 ; par
ailleurs, les descriptions qui visent à abstraire le logiciel dans le but d’en rendre certains aspects
plus faciles à appréhender présentent souvent l’inconvénient de rendre aussi inaccessibles certains
aspects essentiels [BRO75]137. C’est la raison pour laquelle le logiciel ne peut être véritablement
compris qu’au moyen d’une approche qui ne néglige pas la compréhension du fonctionnement de
la machine sous-jacente, et qui permette au programmeur de saisir plusieurs niveaux d’abstraction
simultanément [KNU03]138.
C’est la même chose pour les méthodes de développement: on ne peut pas tout appréhender au
moyen d’un seul paradigme ; quand la technologie sur laquelle on se base est bien connue (cas d’un
projet de type “medium-tech”), on a plutôt intérêt à adopter une approche top-down et à chercher
à spécifier les choses à l’avance ; mais quand elle ne l’est pas (cas d’un projet de type “high-tech”),
on a en revanche intérêt à adopter une approche bottom-up, et à prendre le temps d’explorer les
designs possibles de l’artefact qu’on souhaite réaliser. C’est donc en réalité l’aptitude à savoir
identifier correctement la situation dans laquelle on se trouve, et à adopter alors la démarche la
plus appropriée, qui constitue l’élément primordial [SAU09]139.
Enfin, notons que la préservation de l’intégrité conceptuelle nécessite que peu de personnes
soient chargées du développement de la spécification [BRO75]140[KNU02]141[WIR95]142.
Finalement, il nous paraît que le développement de logiciel n’est pas réductible à un ensemble
de recettes connues d’avance qu’il suffirait d’appliquer, et grâce auxquelles on pourrait toujours
éviter les situations imprévues ou problématiques ; en réalité, jusqu’au jour d’aujourd’hui, le
développement de logiciel reste un art , pour au moins deux raisons:
• parce que pas plus en informatique qu’en mathématiques, la logique ne prédomine:
elle est indispensable pour vérifier les choses de façon rigoureuse, mais le processus de
résolution de problèmes lui-même ne se réduit pas à l’application mécanique des règles
d’une logique. Il existe une composante heuristique irréductible, qui est ce que Knuth
appelle des “intuitions mystérieuses” grâce auxquelles (entre autres choses) la science peut
a limited budget restricted MCO’s ability to fully recognize its technological challenges, thus MCO was managed
more as a medium-tech project. [...] Based on our analysis we may conclude that the failure of Mars Climate Orbiter
was managerial, not technical. In retrospect, management did not (or could not) correctly appreciate the level of
complexity, uncertainty, and time pressures involved with MCO. » [SAU09]
136. « In my opinion, a general-purpose language need to support a variety of approaches and combinations
of such approaches. [...] I think we are searching for a synthesis of language features, library facilities, and tool
support that goes beyond the language wars. We need more communication among the language-design and user
communities to help develop that synthesis. It is unlikely to emerge from a single community, a single application
area, or from academia alone. » [STR14]
137. « The complexity of software is an essential property, not an accidental one. Hence descriptions of a
software entity that abstract away its complexity often abstract away its essence. Mathematics and the physical
sciences made great strides for three centuries by constructing simplified models of complex phenomena, deriving,
properties from the models, and verifying those properties experimentally. This worked because the complexities
ignored in the models were not the essential properties of the phenomena. It does not work when the complexities
are the essence. » [BRO75]
138. « People who discover the power and beauty of high-level, abstract ideas oftenmake the mistake of believing
that concrete ideas at lower levels are relatively worthless and might as well be forgotten. The speaker will argue
that, on the contrary, the best computer scientists are thoroughly grounded in basic concepts of how computers
actually work, and indeed that the essence of computer science is an ability to understandmany levels of abstraction
simultaneously. » [KNU03]
139. « When important projects fail, the investigation is often focused on the engineering and technical reasons
for the failure. That was the case in NASA’s Mars Climate Orbiter (MCO) that was lost in space after completing
its nine-month journey to Mars. Yet, in many cases the root cause of the failure is not technical, but managerial.
Often the problem is rooted in management’s failure to select the right approach to the specific project. » [SAU09]
140. « Conceptual integrity [...] dictates that the design must proceed from one mind, or from a very small
number of agreeing resonant minds. » [BRO75]
141. « But when it comes to the first version of a new system, then I really know no other way than to share it in
almost independent parts and to leave each of these parts to just a single person. The individual people need to talk
about the interfaces, but not about their own work. If you implement the second generation of a system, you have
a common vocabulary and people familiar with the same things, it’s something else. But at the very beginning ...
for me, the reason why many projects fail, it’s so simple: they try using more than one person. » [KNU02]
142. « The belief that complex systems require armies of designers and programmers is wrong. A system that
is not understood in its entirety, or at least to a significant degree of detail by a single individual, should probably
not be built. » [WIR95]
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être conçue, mais qui ne lui appartiennent pas [KNU74]143, et qui est ce que pour sa
part, Polya appelle le raisonnement plausible [POL54]144. Ainsi, pour pouvoir construire
l’artefact rigoureusement vérifié (une preuve en mathématiques, un logiciel correct) auquel
on s’intéresse, il est nécessaire de savoir deviner, d’essayer des choses, et cette démarche,
qui constitue l’essence du processus de résolution, est rationnelle, mais elle n’est elle-même
pas de nature absolument rigoureuse: c’est du savoir-faire, de l’art ;
• par ailleurs, la résolution de problèmes n’a de sens qu’à partir du moment où l’on a
véritablement déterminé quel problème il faut résoudre, et pourquoi . Et très certainement,
de même que le travail de l’écrivain ne consiste pas à simplement écrire des phrases, le
travail de l’informaticien ne se limite pas à écrire des programmes, fussent-ils corrects:
encore faut-ils qu’ils soient intéressants . Ici, des critères de nature esthétique tels que
l’intégrité conceptuelle dont parle Brooks [BRO75]145 paraissent essentiels à la formulation
de problèmes pour lesquels existent des solutions de bonne qualité. Et pour apprécier
l’élégance d’une solution, la qualité d’un design, ou l’intérêt d’un problème, on doit faire
intervenir des critères de nature partiellement subjective qui sont du domaine de l’art,
ou même des sciences humaines. En tout état de cause, des critères qui ne sont pas de
nature purement technique, mais qui sont pourtant ceux qui rendent la technique possible ;
Alors quelles sont les approches possibles ? Il semble que tout d’abord, puisque le développement
de logiciels est avant tout un art, l’acquisition des savoir-faire afférents nécessite beaucoup de
pratique: la seule manière de bien comprendre un logiciel est d’essayer de le construire [KNU02]146.
Mais par ailleurs, l’art du développement de logiciels ne s’exerce pas dans le vide: il existe un
état de l’art (que nous avons partiellement esquissé dans la première partie de ce papier), ainsi
qu’un certain nombre de grandes idées [KER00]147[MEY01]148 sur lesquelles s’appuient la pratique
des experts dans tous les domaines [BRA99]149. Une fois les aspects liés à l’acquisition des modes
de raisonnement élémentaires bien pris en compte, ce sont ces idées-là qu’il faut rechercher dans
la pratique, aussi bien que dans l’éducation.
143. « The mysterious insights that people have when speaking, listening, creating, and even when they are
programming, are still beyond the reach of science; nearly everything we do is still an art. » [KNU74]
144. « Mathematics is regarded as a demonstrative science. [...] Yet mathematics in the making resembles any
other human knowledge in the making. You have to guess a mathematical theorem before you prove it; you have to
guess the idea of the proof before you carry thru the details. You have to combine observations and follow analogies;
you have to try and try again. The result of the mathematician’s creative work is demonstrative reasoning, a proof;
but the proof is discovered by plausible reasoning, by guessing. » [POL54]
145. « I will contend that conceptual integrity is the most important consideration in system design. It is better
to have a system omit certain anomalous features and improvements, but to reflect one set of design ideas, than to
have one that contains many good but independent and uncoordinated ideas. » [BRO75]
146. « You don’t really understand something, if you don’t try to implement it » [KNU02]
147. « Universities should be teaching things which are likely to last, for a lifetime if you’re lucky, but at least
5 or 10 or 20 years, and that means principles and ideas. At the same time, they should be illustrating them with
the best possible examples taken from current practice. » [KER00]
148. « In any engineering discipline, [the tools of the trade] constitute a good part of the professional’s bag of
tricks. We must, however, look beyond them to the fundamental concepts that have not changed significantly since
they emerged when the field took shape some 30 years ago. As in hardware design, the technology evolves, but the
concepts remain. » [MEY01]
149. « Experts’ thinking seems to be organized around big ideas in physics, such as Newton’s second law and how
it would apply, while novices tend to perceive problem solving in physics as memorizing, recalling, and manipulating
equations to get answers. When solving problems, experts in physics often pause to draw a simple qualitative
diagram—they do not simply attempt to plug numbers into a formula. [...] Differences between how experts and
nonexperts organize knowledge has also been demonstrated in such fields as history [...] Historians [...] knew that
no single document or picture could tell the story of history; hence, they thought very hard about their choices. In
contrast, the students generally just looked at the pictures and made a selection without regard or qualification.
For students, the process was similar to finding the correct answer on a multiple choice test. [...] Experts in other
social sciences also organize their problem solving around big ideas [...]. » [BRA99]
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4 Le système HOP!
All of which is absolutely true. BASIC is actually quite tedious and absurd for getting done the
vast array of vivid and ambitious goals that are typical of a modern programmer.
[...]
But all of this misses the point. Those textbook exercises were easy, effective, universal,
pedagogically interesting — and nothing even remotely like them can be done with any language
other than BASIC. Typing in a simple algorithm yourself, seeing exactly how the computer
calculates and iterates in a manner you could duplicate with pencil and paper — say, running
an experiment in coin flipping, or making a dot change its position on a screen, propelled by
math and logic, and only by math and logic: All of this is priceless. As it was priceless 20 years
ago. Only 20 years ago, it was physically possible for millions of kids to do it. Today it is not.
David Brin – Why Johnny can’t code
Sometimes, in desperation, competitors would try to introduce features that we didn’t have. But
with Lisp our development cycle was so fast that we could sometimes duplicate a new feature within
a day or two of a competitor announcing it in a press release.
[...]
Many languages have something called a macro. But Lisp macros are unique. [...] Lisp code is
made out of Lisp data objects. And not in the trivial sense that the source files contain characters,
and strings are one of the data types supported by the language. Lisp code, after it’s read by the
parser, is made of data structures that you can traverse.
Paul Graham – Beating the Averages
All this can be achieved because functional languages allow functions that are indivisible in
conventional programming languages to be expressed as a combinations of parts — a general higher-
order function and some particular specializing functions. [...] The best analogy with conventional
programming is with extensible languages — in effect, the programming language can be extended
with new control structures whenever desired.
[...]
Our ability to decompose a problem into parts depends directly on our ability to glue solutions
together. [...] Functional programming languages provide two new kinds of glue — higher-order
functions and lazy evaluation. Using these glues one can modularize programs in new and useful
ways [...]. This explains why functional programs are so much smaller and easier to write than
conventional ones.
John Hughes – Why Functional Programming Matters
It is useful to think of a compiler as simple theorem prover: every diagnosed error is a proof that a
certain invariant is violated somewhere. As with any deductive system, the richer the set of axioms,
the more interesting the proofs that can be derived from it. [...] There is a continuum between
type checking as performed by a compiler, ambitious static analysis, and program verification [...].
The quality of diagnostics produced by these tools is particularly valuable for beginners, and is a
revelation for programmers [who don’t know them].
Edmond Schonberg and Robert Dewar – A principled approach to SE education
People who discover the power and beauty of high-level, abstract ideas often make the mistake of
believing that concrete ideas at lower levels are relatively worthless and might as well be forgotten.
The speaker will argue that, on the contrary, the best computer scientists are thoroughly grounded
in basic concepts of how computers actually work, and indeed that the essence of computer science
is an ability to understand many levels of abstraction simultaneously.
Donald Knuth – Bottom-up education
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The belief that complex systems require armies of designers and programmers is wrong. A system
that is not understood in its entirety, or at least to a significant degree of detail by a single
individual, should probably not be built.
[...]
Reducing complexity and size must be the goal in every step – in system specification, design,
and in detailed programming. A programmer’s competence should be judged by the ability to find
simple solutions, certainly not by productivity measured in "numbers of lines ejected per day".
Prolific programmers contribute to certain disaster.
Niklaus Wirth – A Plea for Lean Software
Besides formal courses, any curriculum will include software projects. [...] The standard academic
project is not enough for this goal. An essential technique is the long-term project, which students
should develop over more than a standard quarter or semester, typically over the course of a year.
Bertrand Meyer – Software Engineering in the Academy
You don’t really understand something, if you don’t try to implement it.
Donald Knuth – interview about MMIX and the Art of Programming
À l’issue de l’étude qui a été conduite dans les parties précédentes, nous en tirons à présent un
certain nombre de conclusions au sujet de la nature de l’activité de développement de logiciels, et
de la manière dont elle devrait à notre avis être enseignée.
Tout d’abord, et à la suite de Donald Knuth, nous sommes convaincus que jusqu’au jour
d’aujourd’hui, l’activité de développement de logiciels reste un art150. À notre avis, ceci implique
en particulier que:
i. Tout comme dans le cas de la compréhension d’une preuve en mathématiques, la
compréhension d’un logiciel ne s’obtient qu’au moyen d’une démarche qui vise à le
reconstruire151. L’activité de développement de logiciels doit à notre avis être considérée
comme une activité de résolution de problèmes , et en tant que telle, elle repose donc sur
l’aptitude de plus en plus experte à échafauder des raisonnements plausibles [POL54], qui
sont de nature irréductiblement heuristique et approximative. Ceci fait que l’apprentissage
de cet art repose sur l’intériorisation progressive de savoirs-faire implicites, qui ne
s’acquièrent que par la pratique152 ;
ii. L’apprentissage de la programmation doit s’effectuer par l’exemple. Ceci parce que tout
d’abord, comme nous l’avons mentionné précédemment, de très nombreuses preuves
montrent qu’on apprend mieux en travaillant à partir d’exemples, plutôt qu’en cherchant
à résoudre des problèmes sans informations susceptibles de guider la résolution (c’est ce
qui s’appelle « l’effet du problème résolu ») [SWE85]. Par ailleurs, il est bien connu que
la cognition des experts repose sur la connaissance d’un grand nombre d’exemples , qui
les rendent capables de reconnaître des situations, de classer les problèmes rencontrés par
mode de résolution plutôt que par caractéristiques de surface [CHI81] et, à plus long terme,
d’être en mesure de structurer leur savoir autour des grandes idées du domaine [BRA99]153 ;
150. « The mysterious insights that people have when speaking, listening, creating, and even when they are
programming, are still beyond the reach of science; nearly everything we do is still an art. » [KNU74]
151. « You don’t really understand something, if you don’t try to implement it. » [KNU02]
152. « The efficient use of plausible reasoning is a practical skill and it is learned, as any other practical skill,
by imitation and practice. I shall try to do my best for the reader who is anxious to learn plausible reasoning, but
what I can offer are only examples for imitation and opportunity for practice. » [POL54]
153. « Experts’ thinking seems to be organized around big ideas in physics [...]. Differences between how experts
and nonexperts organize knowledge has also been demonstrated in such fields as history [...]. Experts in other social
sciences also organize their problem solving around big ideas [...]. » [BRA99]
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Nous pensons donc que l’enseignement de l’informatique doit s’effectuer au moyen d’exemples qu’en
pratique, l’apprenant doit s’entraîner à reconstruire: d’où le nom “Hands-On Programming”, que
nous avons choisi pour le projet présenté dans cet article.
À partir de là comment faire ? Comment faudrait-il s’y prendre ? L’étude de l’activité de
développement de logiciels que nous avons menée dans les parties précédentes fait apparaître les
points essentiels suivants:
a) Importance du raisonnement sur le procédural (qui d’après Dijkstra est la “nouveauté
radicale” de l’informatique [DIJ89]). Ceci se présente sous deux aspects:
1. Raisonnement sur le comportement du programme. Le raisonnement sur le procédural
est difficile parce qu’en particulier, le comportement du programme ne peut être
perçu qu’en différé, ce qui entraîne une perte de la manipulation directe [BLA02]:
programmer consiste à « faire faire une tâche à l’ordinateur, qui ne sera mise en
oeuvre qu’ultérieurement » [GUI06]. Pour compenser la perte de la manipulation
directe, le programmeur doit être en mesure de se représenter l’état de la tâche au
moment où le programme fonctionnera, donc de construire une théorie lui permettant
d’imaginer le déroulement futur du programme, et de réfuter éventuellement cette
théorie quand le comportement du programme ne correspond pas à ce qui avait été
prévu. Il faut donc qu’en premier lieu, le programmeur sache mettre en oeuvre de
tels diagnostics (mais cette démarche n’est pas naturelle: les êtres humains ont un
standard d’erreur peu rigoureux [KOL05]154, et supposent à tort que l’ordinateur
interprètera leurs intentions correctement [ROB03]155, alors qu’en réalité, la rigidité
absolue du comportement d’une machine exécutant aveuglément un programme est
justement ce qui est difficile à comprendre pour le novice [DUB89]156). Par ailleurs, de
nombreuses études empiriques montrent qu’il est essentiel que le programmeur ait un
bonmodèle mental de la machine abstraite sous-jacente [PER86][SLE88][DUB89]157 ;
2. Raisonnement sur le programme lui-même. Pour rendre les programmes plus faciles
à écrire, il existe à notre connaissance deux approches: l’approche modulaire et
l’approche formelle. L’approche modulaire vise à définir des moyens d’organiser
les programmes d’une manière qui facilite leur évolution [PAR72]158, ainsi que leur
vérification [DIJ69]159 (par exemple, dans la programmation structurée, on n’utilise
pas le goto afin que les blocs n’aient toujours qu’une seule entrée et qu’une seule
sortie ; par ailleurs, toutes les techniques qui permettent de factoriser du code
rendent la vérification beaucoup plus simple, puisqu’on n’a besoin de vérifier qu’une
154. « Specifically, students have different computer-science norms that govern their programming activities.
For example, they are tolerant to errors, which are perceived as unavoidable part of the programming reality.
Furthermore, thorough testing translates to execute your program for many non-systematically chosen input
examples and hope for luck. [...] Professionals’ definition for correctness is dichotomous [...]. In contrast, we believed
that students’ understand correctness as relative. » [KOL05]
155. « Similarly, novices know how they intend a given piece of code to be interpreted, so they tend to assume
that the computer will interpret it in the same way » [ROB03]
156. « The notion of the system making sense of the program according to its own very rigid rules is a crucial
idea for learners to grasp » [DUB89]
157. « [A major issue] is the need to present the beginner with some model or description of the machine she or
he is learning to operate via the given programming language. It is then possible to relate some of the troublesome
hidden side-effects to events happening in the model, as it is these hidden, and visually unmarked, actions which
often cause problems for beginners. However, inventing a consistent story that describes events at the right level of
detail is not easy. » [DUB89]
158. « We propose [...] that one begins with a list of difficult design decisions or design decisions which are likely
to change. Each module is then designed to hide such a decision from the others. » [PAR72]
159. « [One should organize] the program structure in connection with a convincing demonstration of the
correctness of the program » [DIJ69]
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seule fois le code factorisé). L’approche formelle vise pour sa part à rechercher les
moyens d’écrire des spécifications, qu’on peut parfois utiliser pour générer ou exécuter
directement le programme qui correspond à la spécification, ou encore associer au
programme dans le but de vérifier que la spécification correspond à l’implémentation
(en particulier, les types peuvent être considérés comme une forme de spécification,
et sont un puissant moyen de vérifier certains aspects des programmes, ce qui permet
de rendre leur développement plus sûr et plus rapide [WIR95]160) ;
Ainsi, les propriétés dynamiques des programmes étant plutôt difficiles à conceptualiser
[DIJ68b]161, on recherche des moyens d’en faire abstraction, et de raisonner uniquement
sur les programmes, ou sur des propriétés de ces programmes. Mais il faut garder à l’esprit
que par ailleurs, de telles abstractions présentent souvent l’inconvénient d’ignorer certaines
propriétés essentielles du logiciel [BRO75]162. C’est pourquoi en réalité, le logiciel ne peut
être véritablement compris qu’au moyen d’une approche qui permette au programmeur
de saisir plusieurs niveaux d’abstraction simultanément [KNU03]163, qui doit à notre avis
inclure l’aptitude à raisonner sur les propriétés comportementales (être en mesure d’évaluer
la complexité d’un programme, par exemple) ;
b) Le développement de logiciels présente un aspect exploratoire et évolutionniste irréductible:
d’une part, la mise au point d’une décomposition adéquate est dans le cas général de nature
exploratoire, et en pratique, le logiciel doit donc être construit par étapes [BAS75] ; d’autre
part, le plus souvent, plusieurs versions successives du logiciel devront être développées:
le logiciel évolue donc au fil du temps. Ceci mène à des réorganisations, ou même à des
reformulations de l’implémentation et de l’architecture, qui peuvent s’avérer extrêmement
coûteuses quand le développeur ne parvient pas à développer une stratégie efficace pour
maintenir la structure du logiciel: la capacité à diriger l’évolution du logiciel paraît être un
des objectifs essentiels des pratiques de développement modernes [YAN03]164. En plus de
l’élément radicalement nouveau lié au raisonnement sur le procédural identifié par Dijkstra
dans [DIJ89], ce raisonnement sur les processus de développement possibles est la seconde
nouveauté radicale qu’apporte à notre avis le développement de logiciel.
Mais pour que le programmeur puisse travailler efficacement de cette manière, il faut que
le langage de programmation (ainsi que l’environnement de développement) s’y prêtent: en
particulier, on a besoin de pouvoir facilement développer et tester des composants logiciels
de taille raisonnable, et d’avoir des moyens commodes pour les assembler. Par ailleurs,
le développement interactif est difficile tant que le programmeur n’a pas suffisamment
d’expérience pour facilement trouver les éléments qui seraient nécessaires pour structurer
160. « The exclusive use of a strongly typed language was the most influential factor in designing this complex
system in such a short time. » [WIR95]
161. « My second remark is that our intellectual powers are rather geared to master static relations and that
our powers to visualize processes evolving in time are relatively poorly developed. For that reason we should do (as
wise programmers aware of our limitations) our utmost to shorten the conceptual gap between the static program
and the dynamic process, to make the correspondence between the program (spread out in text space) and the
process (spread out in time) as trivial as possible. » [DIJ68b]
162. « The complexity of software is an essential property, not an accidental one. Hence descriptions of a software
entity that abstract away its complexity often abstract away its essence. » [BRO75]
163. « People who discover the power and beauty of high-level, abstract ideas oftenmake the mistake of believing
that concrete ideas at lower levels are relatively worthless and might as well be forgotten. The speaker will argue
that, on the contrary [...] the essence of computer science is an ability to understand many levels of abstraction
simultaneously. » [KNU03]
164. « Twenty years ago, software needed to be corrected occasionally and a new release issued perhaps once a
year. We could use the termmaintenance to imply to that we were working to enable our software to continue to do
what it used to do. Ten years ago, software needed a major release with new functionality twice a year, and we used
the term reengineering to imply that we were adding new user-required functions to the software. Today, software
needs to be changed on an ongoing basis with major enhancements required on a short timescale [...]. In this case, the
term evolution better describes a situation in which maintenance and reengineering are needed so often. » [YAN03]
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le processus [PEA83]165: la façon de guider le programmeur novice au cours de son activité
joue donc probablement un rôle essentiel dans le mûrissement de ses capacités. Enfin, les
outils qui facilitent la formation d’un modèle mental du logiciel en cours de développement
jouent eux aussi sans doute un rôle important dans la pratique du développement de type
exploratoire et/ou évolutionniste, puisqu’ils facilitent la perception du logiciel, et donc sa
reformulation ;
c) La représentation est l’essence du processus de développement de logiciel: de ce point de
vue-là, la propriété la plus essentielle est l’intégrité conceptuelle du design [BRO75]166, grâce
à laquelle le logiciel est facile à conceptualiser et à mémoriser pour l’utilisateur, et paraît
alors évident. Par ailleurs, l’intégrité conceptuelle joue un rôle heuristique important dans le
processus de développement lui-même, puisqu’elle nécessite une certaine forme de simplicité,
et joue ainsi le rôle d’un garde-fou qui limite la complexité, améliore la maintenabilité du
logiciel, et aide à identifier les options acceptables167. D’autre part, la représentation qu’on
développe est fondamentalement liée au modèle mental de l’application qui existe dans
l’esprit de l’utilisateur [BRO75]168[TRY09]169: ainsi, le développement de logiciel se présente
aussi sous la forme d’une activité de modélisation cognitive.
En pratique, pour apprendre à véritablement concevoir des logiciels, on doit former son
jugement , et développer un style personnel qui permette de saisir les aspects – esthétiques,
en particulier – qui interviennent dans la conceptualisation de l’intégrité conceptuelle des
designs qu’on crée. Développer ce genre de capacités prend du temps, mais la démarche à
adopter peut dans une large mesure être enseignée: il s’agit du même genre de chose que ce
qu’on apprend dans les écoles d’art, par exemple170 ;
Dans ce qui suit, nous allons d’abord détailler les conclusions que nous en tirons quand à
la philosophie du système HOP!, et expliciter alors cette philosophie, du point de vue de
l’environnement d’abord, et du point de vue de la méthode d’enseignement ensuite.
165. « At this point, someone is bound to object that, in the programming process, it is possible to bypass
this step of program development altogether, that one may first make an initial reading of the problem, then sit
down at the keyboard and begin composing code to achieve the task. [...] In response to this objection, we allow
for the distinction commonly made, and applicable to the cognitive activity of programming, between planning-in-
action versus preplanning [...]. [What the programmer] is engaged in as he or she sits down and begins to generate
programming code without a prior plan is planning-in-action, making decisions as he or she goes about the structure
of the program, which evolves as the materials of the program are created. [The] outcomes of such a planning-
in-action creative process [have been described] in art, music, and other related domains as a consequence of an
iterative series of "conversations" the creator has with his or her partial creations. [...] But to return to programming,
although planning-in-action is certainly possible, even sufficient, to produce a program, we expect such a planned-in-
action program often to have great costs for the beginning programmer. The reason has to do with the anticipated
difficulties of comprehension and debugging when one goes back to try to understand what one has done in writing
a program not built with foresight. Of course, for expert programmers the sheer automaticity of many programming
projects, since they are able to recall successful plans for similar programs or software systems, will mean that little
preplanning will be required for the program code generation. » [PEA83]
166. « I will contend that conceptual integrity is the most important consideration in system design. » [BRO75]
167. « A system’s ease of use always should be a primary goal, but that ease should be based on an underlying
concept that makes the use almost intuitive. [...] The incomprehensible should cause suspicion rather than
admiration. [...] Initial designs for sophisticated software applications are invariably complicated [...] Truly good
solutions emerge after iterative improvements or after redesigns that exploit new insights, and the most rewarding
iterations are those that result in program simplifications. [...] Reducing complexity and size must be the goal
in every step – in system specification, design, and in detailed programming. » [WIR95]
168. « A clean, elegant programming product must present to each of its users a coherent mental model of the
application, of strategies for doing the application, and of the user-interface tactics to be used in specifying actions
and parameters. » [BRO75]
169. « For a smooth interaction between man and machine, the [programmer’s mental model] and the end user’s
mental model must align with each other in kind of mind-meld. » [TRY09]
170. « I think aesthetics can be taught to many. Mostly it is a case of repeatedly showing students good
examples and explaining why those examples are good. This takes time, years. I would like for programmers to
present portfolios of their work, much in the way artist (including architects) have to. » [STR08]
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4.1 Philosophie du système
Arrivés ici, nous explicitons la philosophie du système HOP!, qui se compose d’un système de
développement de logiciels, et d’une méthode pour enseigner ceci. Il y a donc deux choses, qu’il
est important de bien différencier: les outils , dont la forme est plutôt contingente, et les concepts ,
les grandes idées du domaine, qui sont plus durables, et qui constituent véritablement le coeur du
sujet171. Dans la première partie, nous avons vu comment la complexité des outils a explosé, jusqu’à
finir par rendre les concepts invisibles. Dans la seconde et la troisième partie, nous avons analysé
la dynamique des idées d’un point de vue technoculturel, ainsi que la nature du domaine auquel
nous nous intéressons. La question pour nous est de comprendre comment, dans le domaine du
développement de logiciels, on peut concevoir un environnement et une méthode d’enseignement
qui rendent les concepts les plus faciles à appréhender possibles. L’analyse des points essentiels
qui vient d’être menée met en lumière un certain nombre de besoins, et fait apparaître un certain
nombre de questions auxquelles nous allons maintenant apporter des réponses:
1. La compréhension d’un logiciel ne s’obtient qu’au moyen d’une démarche qui vise à le
reconstruire. Pour qu’un apprenant puisse aborder le problème de la reconstruction d’un
logiciel donné, il faut que le processus de construction ait au préalable été découpé en
étapes de difficulté appropriée. En particulier, il n’est pas judicieux de toujours laisser
l’apprenant explorer librement l’espace du problème [KIR06]172, parce qu’ainsi, même
quand ils parviennent à résoudre effectivement le problème, les novices ne disposant pas
de suffisamment de schémas leur permettant d’interpréter les situations auxquelles ils sont
confrontés se trouvent placés dans une situation de surcharge cognitive qui les empêche
de prêter attention à ce qu’on souhaite leur faire apprendre: dans de tels cas, il est préférable
de fournir directement des problèmes résolus [KIR06]173, ou encore des schémas de résolution
de problème appropriés qui permettront d’alléger la charge cognitive [NAD05] ;
2. L’apprentissage de la programmation doit s’effectuer par l’exemple. À plus long terme,
le programmeur doit être en mesure de structurer son savoir autour des grandes idées du
domaine. En premier lieu, pour que l’apprentissage par l’exemple puisse fonctionner, il
faut fournir de bons exemples: c’est-à-dire des exemples intéressants, et aussi des exemples
dont l’apprenant est en mesure de saisir l’intérêt [LEH00]174. Il faut donc être en mesure
de proposer un ensemble d’exemples qui forment un tout cohérent, qu’on puisse classifier
les uns par rapport aux autres, en allant du plus simple au plus compliqué. Par ailleurs,
on doit chercher comment les exemples choisis illustrent les grandes idées du domaine, et
comment illustrer toutes les grandes idées du domaine au moyen d’exemples. Il y a donc
deux dimensions qui entrent en jeu ici: une dimension technique, qui est liée à la complexité
171. « Universities should be teaching things which are likely to last, for a lifetime if you’re lucky, but at least
5 or 10 or 20 years, and that means principles and ideas. At the same time, they should be illustrating them with
the best possible examples taken from current practice. » [KER00]
« In any engineering discipline, [the tools of the trade] constitute a good part of the professional’s bag of
tricks. We must, however, look beyond them to the fundamental concepts that have not changed significantly since
they emerged when the field took shape some 30 years ago. As in hardware design, the technology evolves, but the
concepts remain. » [MEY01]
172. « Despite the alleged advantages of unguided environments to help students to derivemeaning from learning
materials, cognitive load theory suggests that the free exploration of a highly complex environment may generate a
heavy working memory load that is detrimental to learning. » [KIR06]
173. « Why does the worked-example effect occur? It can be explained by cognitive load theory,which is
grounded in the human cognitive architecture discussed earlier. Solving a problem requires problem-solving search
and search must occur using our limited working memory. Problem-solving search is an inefficient way of altering
long-term memory because its function is to find a problem solution, not alter long-term memory. » [KIR06]
174. « Because models condense a history of cognitive work into a relatively compact inscription, diagram, or
formula, they can render invisible the history of cognitive work that created them. [...] We are not arguing here
that children should reinvent civilization, but we have learned the need for careful consideration before providing
children with solutions to problems that they do not yet regard as problems. It may be a mistake to give models or
other symbolic artifacts to students before the need for them has “ripened” in the classroom and is widely apparent
to students; the result may be manipulation of the symbols without understanding. » [LEH00]
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des exemples, et une dimension plutôt technico-culturelle, qui est liée à l’importance des
exemples par rapport aux grandes idées du domaine (qui ne sont pas toujours des idées
purement techniques) ;
3. Il est essentiel que le programmeur ait un bon modèle mental de la machine abstraite sous-
jacente ; du point de vue de la pédagogie, il serait donc judicieux de chercher à enseigner
un modèle du système sous-jacent, peut-être à l’image d’une machine convenablement
simplifiée, comme dans [KNU99], ou même à l’image d’un système d’exploitation simplifié,
comme dans [HAN75]. Arrivés ici, remarquons que les interpréteurs Basic tels que ceux
qui équipaient les premiers micro-ordinateurs (e.g. le basic du commodore 64 [COM84],
ou encore les basics qui ont existé dans l’environnement MS-DOS [GWB86]) présentaient
effectivement la caractéristique de donner d’une part accès à un langage de programmation
simplifié mais suffisamment réaliste, et d’autre part de donner un accès complet au hardware
sous-jacent. Le langage Basic a été parfois violemment critiqué pour les mauvaises habitudes
qu’il est supposé donner aux programmeurs novices [DIJ75]175, mais ce genre de critique
paraît peu judicieuse, puisque pour les raisons que nous venons de dire, les environnements
Basic tels qu’ils ont existé possédaient en pratique de réelles qualités pédagogiques. Enfin,
il a existé des environnements qui tout en étant dotés de caractéristiques comparables,
fournissaient aussi au programmeur des moyens efficaces de structurer son code (notamment
Smalltalk [GOL89]).
Mais comment “simplifier un environnement de manière réaliste” ? Du point de vue
du langage de programmation, on doit fournir un ensemble de primitives de haut niveau
qui facilitent l’écriture des programmes par les programmeurs novices [PAN00]176 (c’est
la propriété de closeness of mapping d’un langage ou d’une API). Ceci est bien connu
des concepteurs de langages de programmation pédagogiques (ce critère est par exemple
mentionné explicitement par les concepteurs du langage ABC [PEM14]177, et faisait déjà
partie des principes de conception mentionnés dans [SCH78]178). En règle générale, le
langage doit donc être petit , et suffisamment complet pour permettre d’aborder toutes
les tâches de développement qu’on se propose d’aborder: en particulier, quand le langage
est suffisamment petit (et cohérent), ceci facilite l’adoption d’un style pédagogique basé
sur la construction d’applications comme celui que nous cherchons à développer dans le
projet HOP! [AST95]179.
175. « It is practically impossible to teach good programming to students that have had a prior exposure to
BASIC: as potential programmers they are mentally mutilated beyond hope of regeneration. » [DIJ75]
176. « Closeness of mapping. Programming is a process of translating a mental plan into one that is compatible
with the computer [...]. The language should minimize the difficulty of this translation by providing high-level
primitives that match the operators in the plan, including those that may be specific to a domain the programmer
is addressing in the program. If the language does not provide these high-level operators, programmers are forced
to compose low-level primitives to achieve their high-level goals. This synthesis has been called one of the greatest
cognitive barriers to programming [...]. » [PAN00]
177. « Although [ABC] used mostly classical programming and control structures, such as assignment, procedure
and function calls, if and while statements and so on, experience showed that programmers were around an order
of magnitude faster at programming than with the classical programming languages it was compared with, such as
Pascal, Basic, or C. The main reason behind this was the use in ABC of a small number of high-level data structures.
Most programming languages provide a set of low-level data structures, which may then be used to design and
build higher-level structures. A key realisation with the third iteration of ABC was that it was the high-level data
structures that the programmers needed, and they hardly ever used the low-level structures except to build the
higher-level ones. » [PEM14]
178. « [an educational programming language] should be based on two critical and apparently opposing
criteria: richness and simplicity - rich in those constructs needed for introducing fundamental concepts in computer
programming [but] simple enough to be presented and grasped in a one semester course. » [SCH78]
179. « Courses which use "small" languages, (i.e., languages with minimal syntax like Scheme), tend to be
application driven [...]. However, due to the amount of language details in procedural languages such as Pascal, Ada,
and C/C++, traditional courses using these languages tend to be language driven. [...] Our experience has shown
that applications can successfully be used as a means of motivating language constructs and providing a context for
their study. [...] The use of examples which can be incrementally developed is especially beneficial, since numerous
language constructs can be presented in the same familiar context. For students this kind of concept reuse is as
important as code reuse. » [AST95]
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Du point de vue de l’environnement d’autre part, afin que le modèle de la machine
abstraite sous-jacente ne reste pas purement théorique et puisse faire l’objet d’investigations
concrètes de la part de l’apprenant, il nous semble important de rendre les mécanismes
d’évaluation internes explicites: par exemple, tous les éléments liés au fonctionnement
du tas, ou encore la manière dont les calculs récursifs sont développés au moyen d’une
pile, tout ceci devrait être testable par le programmeur au moyen d’une API appropriée.
Idéalement, l’environnement lui-même devrait être quasi intégralement écrit dans le langage
de programmation que les apprenants utilisent, et cette construction devrait être simple, afin
qu’ultérieurement, ils puissent explorer le design des éléments essentiels de l’implémentation
du système (c’est ainsi que se présente le système Smalltalk, en particulier). Finalement,
la réflexivité, qui est la propriété d’un système d’être défini au moyen de lui-même, est
à notre avis un concept essentiel, et devrait donc autant que possible être illustrée par
le design du système lui-même ;
4. Savoir construire un logiciel par étapes ; du point de vue de la pédagogie, la structuration
des exemples de logiciels qu’on invite l’apprenant à reconstruire peut ici jouer un rôle de
guide dans l’apprentissage (nous y reviendrons), en particulier dans le cadre de la mise au
point d’une série de petits algorithmes à chercher soi-même.
Par ailleurs, un problème important est que les débutants ont naturellement tendance
à considérer l’ordinateur comme un interlocuteur doté de capacités similaires à celles d’un
interlocuteur humain: ceci produit des malentendus qui empêchent l’apprenant d’adopter
la démarche qui convient à l’écriture de programmes [PEA87]180: il est donc essentiel
d’encourager l’apprenant à ne pas faire confiance au code qu’il écrit, et donc, de l’encourager
à vérifier systématiquement que ce code produit bien les résultats attendus. Du point
de vue de l’environnement, il paraît judicieux de chercher à fournir les outils les plus
commodes possibles pour favoriser activement l’apprentissage d’une telle démarche. En
particulier, l’interactivité du système, ainsi que l’ergonomie de la boucle REPL181 jouent
un rôle important ici ;
5. Savoir organiser les programmes d’une manière qui facilite leur évolution, et savoir diriger
l’évolution du logiciel ; du point de vue de la pédagogie, la factorisation, ainsi que la
réutilisation de code doivent être enseignées ; du point de vue de l’environnement, il est
essentiel de fournir des outils permettant de supporter efficacement l’approche modulaire.
Ici, les points suivants nous paraissent devoir être mentionnés:
a) La façon dont la syntaxe du langage permet de définir des blocs d’instructions a son
importance: les syntaxes qui délimitent les blocs au moyens de marqueurs de début et
de fin (comme dans Pascal ou C) sont plus difficiles à utiliser pour les débutants que
celles qui utilisent l’indentation (comme dans Python) [GRA06]182 ; en règle générale,
les erreurs de syntaxe sont un problème pour les débutants, qu’on peut résoudre au
moyen d’éditeurs structurés : ceci a été fait dans ABC [MEE91], et plus récemment
dans Scratch [RES09] ;
180. « By analogy to the natural language listener, the novice programmer assumes the computer can go
beyond the information given in the code to a program interpretation. [...] Egocentrism bugs reveal students’ beliefs
that more of their intention expressing what they want to accomplish is resident in the programming code than is
actually present. [...] But do students literally believe that the computer has a mind, can think, and interpret the
unstated? Novice programmers will vehemently deny that the computer has these mentalistic traits. Instructors are
very good at explaining that computers are dumb and can do nothing but what they are told. However, students’
behaviors when working with programs betray their denials, for they act as if the programming language provides
more than a mechanistic route to intention-expression. The student’s default strategy for making sense when
encountering difficulties of program interpretation or when writing programs is to resort to the powerful analogy of
natural language conversation, to treat the computer as a disambiguating mind that can understand. » [PEA87]
181. REPL≡Read Eval Print Loop
182. « [...] for instance, in Java or other languages where program blocks are denoted by curly brackets [...] the
compiler does not put any requirements on the structure of the program; one can even write an entire program on
one single line, provided that all semicolons and brackets are in the right places. Programs of this kind are nearly
impossible to check. However, such horror code cannot be written in Python. We feel that writing structured
programs, which are easy to check, follow and maintain is one of the main lessons in any programming course. Using
Python, this lesson is taught automatically. » [GRA06]
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b) Les fonctions et procédures doivent d’abord être introduits en tant qu’outils
permettant de factoriser le code, plutôt qu’en tant que moyens d’exprimer des
algorithmes récursifs. En effet, la façon dont la récursivité se présente dans les
langages de programmation traditionnels est à notre avis trompeusement simple,
puisqu’elle est le plus souvent liée à une stratégie d’évaluation particulière (la “eager
evaluation”, i.e. la stratégie dans laquelle les expressions sont évaluées sitôt qu’elles
sont associées à une variable [REY99]) ; mais il y a beaucoup d’autres manières
d’évaluer les programmes (notamment l’évaluation paresseuse [HEN76], ainsi que
diverses formes d’évaluation abstraite [KIN76][CON93]). Il semble donc que la
récursivité doive plutôt être considérée comme un concept qui condense et dissimule
une grande quantité d’idées, qui sont fondamentales mais très loin d’être évidentes:
pour cette raison, si on ne prend pas garde à la manière de l’introduire, elle
risque d’être très mal comprise par les apprenants [LEH00]183. C’est à notre
avis la raison des problèmes rencontrés par certaines pédagogies constructivistes
basées sur le langage Logo [PEA83]184: la récursivité n’est pas du tout le genre
de concept qu’on peut espérer faire découvrir aux élèves sans instruction explicite
préalable. En pratique, il nous semble donc plus judicieux de n’introduire la
programmation récursive qu’après avoir donné un modèle explicite et complet du
fonctionnement de la pile. On évite ainsi l’utilisation de métaphores plus ou moins
floues du genre “la fonction s’appelle elle-même”, qui obligent l’élève à recourir
ultérieurement à l’élaboration de théories ad-hoc souvent dépourvues du pouvoir
explicatif nécessaire185 ;
c) Les classes et les méthodes doivent être introduits en tant qu’outils permettant de
décrire des objets composites et des structures de données récursives, ainsi que de
factoriser le code et d’encapsuler des fonctionnalités. L’utilisation de l’héritage pour
implémenter des classes abstraites conçues pour être spécialisées ultérieurement nous
semble problématique, car l’héritage dans les langages à objets ne correspond pas à
une relation de sous-typage (ceci est un problème non résolu qui existe dans toutes
les méthodologies objet [SCH08]). En tout état de cause, le concept fondamental à
enseigner est l’encapsulation, qu’on peut mettre en oeuvre au moyen de la définition
et de l’implémentation d’interfaces : la notion de classe abstraite, qu’on utilise comme
la spécification des fonctions exportées par un module, nous semble être ici l’outil
approprié ;
d) On a besoin de pouvoir facilement développer et tester des composants logiciels de
taille raisonnable, et d’avoir des moyens commodes pour les assembler: on a donc
besoin d’un bon système de modules (de ce point de vue-là, la notion de classe telle
qu’elle existe en programmation objet est incomplète, puisqu’un module est aussi un
183. « Because models condense a history of cognitive work into a relatively compact inscription, diagram, or
formula, they can render invisible the history of cognitive work that created them. [...] It may be a mistake to give
models or other symbolic artifacts to students before the need for them has “ripened” in the classroom and is widely
apparent to students; the result may be manipulation of the symbols without understanding. » [LEH00]
184. « We find that little thought or research has been directed to the important problem of articulating
intermediate levels of computer programming mastery. [...] For example, 5-year-olds who can get a graphics cursor
to work in the Logo programming language are called "programmers", conveying the popular assumption that they
have come to understand the logical operations ingredient to a program’s flow of control, and are capable of all
the cognitive subtasks of programming. [...] To take one example [...] we have found that child novices frequently
adopt a systematic but misguided conception of the manner in which control is passed between Logo procedures.
Many children believe that placing the name of the executing procedure within that procedure causes execution to
"1oop" back through the procedure when, in fact, what happens is that control is passed to a copy of the executing
procedure. » [PEA83]
185. Comme nous l’avons dit plus haut, il est essentiel que le programmeur ait un bon modèle mental de la
machine abstraite sous-jacente: en particulier dans le cas de primitives complexes (et problématiques du point de vue
pédagogique) telles que l’appel de fonction, ou encore l’allocation mémoire, ceci signifie qu’on doit avoir la possibilité
de toujours savoir exactement ce qui se passe lorsqu’une instruction est exécutée. Le modèle ne doit donc pas être
une simple métaphore qui laisserait implicites un certain nombre d’éléments: il doit au contraire être intégralement
explicite, c’est-à-dire exhaustif , et par ailleurs, être aussi simple que possible.
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élément qui doit pouvoir exister indépendamment, et éventuellement, jouer le rôle
d’une unité de compilation). Ici, il nous paraît que la meilleure approche consiste à
faire les choix les plus simples possibles, en s’inspirant d’un système bien conçu et
bien rodé comme Modula [WIR80], par exemple ;
e) La réutilisation de code doit être enseignée: à notre avis, ceci ne peut se faire
qu’au moyen d’activités de longue durée, qui incluent le développement de plusieurs
versions d’un logiciel ;
f) L’utilisation d’outils de gestion des versions tels que SVN [PIL04], ou GIT [CHA09]
doit être enseignée ; autant que possible, ces outils devraient être intégrés à
l’environnement ;
6. Rechercher les moyens d’écrire des spécifications ; du point de vue de la pédagogie, il
pourrait être judicieux d’enseigner une méthode relativement informelle mais rigoureuse,
pour écrire les spécifications sur papier , en langue naturelle et au moyen de divers genres
de diagrammes . À notre connaissance, ce genre de chose est assez peu étudié, mais il
existe quand même des manières efficaces de rédiger les divers types de documents qui
accompagnent le logiciel, que tous les programmeurs devraient connaître.
Du point de vue de l’environnement, il convient de rechercher les moyens d’ajouter au
langage des fonctionnalités permettant la vérification des programmes. Ceci peut se faire
de deux manières: au moyen de types , comme dans Pascal [WIR75] et Modula [WIR80], ou
même avec de l’inférence de types, comme dans ML [MIL78] (dans le cadre d’un langage de
programmation pédagogique, cette dernière technique a été utilisée dans B, un prédécesseur
du langage ABC [MEE83]). D’autre part, on peut chercher à introduire des assertions
dans le langage: c’est la base de la programmation par contrat dans Eiffel [MEY97] ; dans
le cadre d’un environnement dédié à l’apprentissage de la programmation, l’introduction
de méthodes formelles basées sur des invariants, et d’un outil qui compile des diagrammes
formels en Python a été mise en oeuvre dans [BAC07].
Au total, les outils de vérification peuvent faciliter l’apprentissage de la rigueur, mais
ne remplacent pas la vision claire qu’on doit avoir du programme et de sa spécification,
ainsi que de la machine sous-jacente ; en principe, ils ne sont donc pas indispensables aux
apprentissages. Simplement, en pratique, il y a trop de vérifications répétitives à faire lors
du développement des programmes pour que l’erreur humaine puisse être toujours évitée:
c’est pourquoi les outils de vérification deviennent importants, et à ce titre, devraient être
connus et avoir été pratiqués par les programmeurs ;
7. Le programmeur doit être en mesure de se représenter l’état de la tâche au moment où le
programme fonctionnera, et de réfuter ses à-priori quand le comportement du programme
ne correspond pas à ce qui avait été prévu. Du point de vue de la pédagogie tout d’abord,
le débogage est un cas particulier de diagnostic [PEN90]186, et cette démarche n’est pas
naturelle [KOL05] ; par ailleurs, pour déboguer efficacement, on a besoin d’avoir un bon
modèle mental du problème qu’on cherche à diagnostiquer [PEN90]187. Il semble donc
judicieux d’insister là-dessus, et de décrire explicitement, et de faire pratiquer la démarche
de diagnostic aux élèves.
Du point de vue de l’environnement d’autre part, on a bien sûr besoin d’un
debugger, mais l’importance d’avoir un bon modèle mental du problème qu’on cherche
à diagnostiquer nous amène à penser que par ailleurs, on a aussi besoin d’un environnement
dont le fonctionnement soit suffisamment transparent ; de ce point de vue-là, les
environnements basés sur un langage de programmation qui est compilé ou évalué de
manière très sophistiquée posent des problèmes difficiles, parce que dans un tel contexte,
186. « Debugging is a diagnostic task, similar to other diagnostic tasks such as medical diagnosis and electronic
troubleshooting. » [PEN90]
187. « Debugging largely involves understanding what a program is doing and what it is supposed to be doing.
[...] As a consequence, experts appear to develop a fairly complete mental representation (model) of the program
and to understand the possibilities of error as causal models of error in this context. » [PEN90]
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la compréhension effective des bugs qu’on cherche à diagnostiquer nécessite alors la
compréhension du fonctionnement du processus de traduction sous-jacent: plus le langage
donne des opportunités au compilateur de reformuler le programme de façon intelligente,
plus il risque d’être difficile au programmeur d’interpréter son comportement (ou le
peu qu’il est en mesure d’en percevoir). Quand la sémantique du langage (ou d’une
abstraction du langage, e.g. des informations de typage) est suffisamment simple, on peut
tirer partie de ceci pour mettre en oeuvre des techniques de débogage très efficaces (par
exemple, le débogage algorithmique [SHA82]). Mais des méthodes d’évaluation telles que
l’évaluation paresseuse par exemple, nécessitent l’écriture de débogueurs qui reformulent
suffisamment bien la trace de l’évaluateur, ce qui pose des problèmes techniques complexes
(en particulier, on peut avoir besoin de recalculer des parties de la trace en réexécutant
uniquement un sous-ensemble du programme ; or il n’est pas trivial de recalculer des
résultats intermédiaires indépendamment du contexte d’origine, puisque dans l’évaluation
paresseuse, la stratégie d’évaluation d’une partie du programme dépend de l’état du calcul
d’ensemble [NAI95][NIL98]). Finalement, plus le processus de décision mis en oeuvre par
un programme (comme un évaluateur, ou encore un système expert) est sophistiqué, plus
il devient difficile d’utiliser l’observation directe pour comprendre les raisons des résultats
qu’il produit: dans le cas général, on a besoin d’explicateurs , qui sont des programmes
qui reformulent la trace et synthétisent l’information dont l’utilisateur a besoin au moyen
du contenu de la trace, d’informations sur la structure du programme, et de connaissances
du domaine [WEI80][WIC92].
À notre connaissance, les problèmes que pose la réalisation de débogueurs pour des
langages de programmation à la sémantique sophistiquée sont aujourd’hui encore peu
étudiés, et dans l’ensemble assez mal résolus: il nous semble donc raisonnable de prendre ceci
en compte, et de choisir les mécanismes d’évaluation les plus simples et les plus classiques
possibles pour le langage de programmation sur lequel se base le système HOP! ;
8. Il faut adopter une approche qui permette au programmeur de saisir plusieurs niveaux
d’abstraction simultanément, et de savoir se représenter le fonctionnement d’un programme
dans le contexte plus large du système qu’il constitue avec l’environnement dans lequel
il est plongé. La compréhension des différentes couches qui constituent ce système est ici
essentielle: il y a d’abord la machine (ou le réseau de machines) qui exécutent le programme,
puis le système d’exploitation, puis le langage et les différents niveaux de traduction qu’il
implémente, puis le programme lui-même et son architecture. À chaque fois qu’on effectue
une action sur le programme (soit pour mieux le comprendre, soit pour le faire évoluer),
il faut savoir se placer au bon niveau d’abstraction, et conceptualiser la représentation
appropriée.
Du point de vue de la pédagogie, tout ceci doit donc être expliqué en premier lieu, et
les techniques grâce auxquelles on peut exprimer l’architecture des systèmes au moyen
de concepts abstraits et de plus haut niveau devraient n’être introduites qu’ensuite, et
être présentées comme la réponse au problème de la conceptualisation de la structure
et du fonctionnement des systèmes complexes. En substance, l’abstraction est utilisée
pour capturer l’essence du design ; ceci peut se faire de deux manières: au moyen d’une
décomposition [KNU02]188, éventuellement hiérarchique [BRO75]189, ou au moyen de
langages permettant de faire abstraction d’un certain nombre de détails, et donc de
mieux exprimer l’essentiel (car quelque soit le niveau d’abstraction auquel il opère, un
programmeur écrit en moyenne toujours le même nombre de lignes de code en un temps
donné: c’est la “loi de Corbató” [COR69]190).
188. « But when it comes to the first version of a new system, then I really know no other way than to share
it in almost independent parts and to leave each of these parts to just a single person. [...] for me, the reason why
many projects fail, it’s so simple: they try using more than one person. » [KNU02]
189. « For quite large products, onemind cannot do all of the architecture, even after all implementation concerns
have been split off. So it is necessary for the system master architect to partition the system into subsystems. The
subsystem boundaries must be at those places where interfaces between the subsystems are minimal and easiest to
define rigorously. Then each piece will have its own architect, who must report to the system master architect with
respect to the architecture. Clearly this process can proceed recursively as required. » [BRO75]
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Du point de vue de l’environnement, on a besoin des outils tels que les fonctions,
classes et modules dont nous avons déjà parlé, qui sont nécessaires à la mise en oeuvre
des méthodes de décomposition traditionnelles (i.e. le développement par couches [DIJ68]
et le développement par raffinements successifs [WIR71]). Les techniques utilisées pour
développement de systèmes qui s’appuient sur des éléments liés au langage sont pour leur
part plus variées: il y a d’abord celles qui s’appuient sur un contrôle fin de certaines
fonctionnalités liées au flot de contrôle auquelles, habituellement, le programmeur n’a pas
accès (comme dans CLOS [KEE88][KIC91], ou encore dans Flavors [CAN82]) ; il y a ensuite
celles qui s’appuient sur l’extension et la réutilisation de structures préexistantes (comme
la définition de classes qui émulent le comportement des conteneurs ou des fonctions dans
Python [KET12], ou encore la définition de nouveaux devices dans UNIX [THO78]) ; il y
a aussi toutes les techniques qui, d’une manière ou d’une autre, modifient le fonctionnement
du langage sous-jacent (comme l’AOP [KIC97]), ou permettent de définir des extensions
du langage (comme les templates dans C++ [VEL95], ou les fonctions d’ordre supérieur dans
les langages fonctionnels [HUG90]191). Enfin, il y a toutes les techniques grâce auxquelles on
peut développer des couches de langage supplémentaires (comme les macros Lisp [HAR63],
ou encore les DSLs [MER05]).
Arrivés ici, remarquons que toutes ces techniques “avancées” ont un point commun: elles
nécessitent la connaissance d’une partie plus ou moins grande du fonctionnement interne
du système sous-jacent, ou encore, révèlent la nature de tout ou partie des techniques dont
on a besoin pour l’implémentation de ce système. Ainsi, le programmeur qui connaît ces
techniques est-il encouragé à se représenter le fonctionnement du programme en cours de
développement dans le contexte plus large du système qu’il constitue avec l’environnement
dans lequel il est plongé: à nos yeux, c’est cette démarche-là qui importe, plus que la somme
des techniques plus ou moins ésotériques qu’un programmeur peut connaître.
Il nous semble donc qu’ici, la bonne approche consiste tout d’abord à réaliser une
implémentation du système HOP! qui soit aussi transparente que possible, et à choisir ensuite
parmi les techniques et outils utilisés ceux qui nous paraissent les plus appropriés pour
illustrer la manière d’architecturer et de développer un système complexe au moyen d’une
approche multi-niveaux basée sur le développement de langages et d’outils ;
9. La façon de guider le programmeur novice au cours de son activité joue un rôle essentiel
dans le mûrissement de ses capacités ; du point de vue de la pédagogie, on peut guider
l’apprenant de deux manières différentes:
a) on peut d’une part guider l’apprenant dans sa démarche d’implémentation interactive
et/ou incrémentale d’un logiciel donné:
i. la première question qui se pose ici est celle de l’identification des choses à
dire explicitement , qui sont les choses que l’apprenant risque d’avoir du mal à
toutes facilement redécouvrir par lui-même. Par exemple lui expliquer qu’on
ne peut pas faire confiance au code qu’on écrit, et que pour cette raison,
un logiciel ne peut être développé que par étapes, qui doivent toutes être
vérifiées rigoureusement ; ou encore, montrer le fonctionnement exact des
appels de fonction récursifs, ou de l’allocation mémoire dynamique ; souligner
l’importance de l’intégrité conceptuelle dans la conception du logiciel, etc.
En bref, les choses à dire explicitement sont les grandes idées du domaine et
les designs importants de l’état de l’art, ainsi qu’un certain nombre de points
difficiles ou non-intuitifs qu’il faut connaître ;
190. « It’s our experience that regardless of whether one is dealing with assembly language or compiler language,
the number of debugged lines of source code per day is about the same! » [COR69]
191. « All this can be achieved because functional languages allow functions that are indivisible in conventional
programming languages to be expressed as a combinations of parts — a general higher-order function and some
particular specializing functions. [...] The best analogy with conventional programming is with extensible languages
— in effect, the programming language can be extended with new control structures whenever desired. » [HUG90]
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ii. en second lieu, on doit aussi identifier les éléments liés à des savoir-faire, qui
doivent être intériorisés, et qui s’apprennent essentiellement par la pratique,
par exemple comment découper un logiciel en modules et écrire de bonnes
APIs, comment déboguer judicieusement, etc. Pour ces choses-là (qui sont
celles qui sont liées à la maîtrise des différents modes de raisonnement
plausible du domaine), on doit donner des indications, mais ces indications
sont surtout des éléments de style, et leur bonne maîtrise requiert un effort et
des choix personnels de la part de l’élève, ce ne sont pas des choses qui peuvent
être enseignées: ce qu’on peut enseigner, ce sont des éléments à partir desquels
l’apprenant construira sa propre personnalité, sa créativité personnelle dans
l’art qu’il pratique ;
iii. en troisième lieu, la définition des étapes de la construction du logiciel sur
lequel on travaille, qui peuvent être plus ou moins ouvertes, de plus ou moins
grande envergure, etc., est un élément essentiel à l’acquisition progressive des
concepts: idéalement, ces étapes devraient être adaptées aux aptitudes de
l’apprenant à un instant donné ;
b) on peut d’autre part guider l’apprenant dans le choix des logiciels qu’il choisit de
réaliser au fil du temps ; ici se pose la question de savoir comment classer ces
logiciels, par difficulté technique progressive, ainsi que par rapport aux grandes idées
du domaine ;
Du point de vue de l’environnement, on peut envisager de supporter une partie des éléments
liés à la didactique et à la pédagogie, en particulier au moyen:
• d’un dictionnaire des concepts , qui définit de quoi l’on parle lorsqu’on guide
l’apprenant ;
• d’un module d’évaluation continue des connaissances et aptitudes de l’apprenant, qui
permet de décider comment on peut faire varier interactivement la granularité des
étapes de la construction du logiciel qu’on lui propose ;
• de documents interactifs , qui sont paramétrés interactivement par le module
d’évaluation ;
• d’un système d’indexation et de structuration de la base d’exemples, en particulier
par difficulté technique progressive, et par concept ;
10. La propriété la plus essentielle est l’intégrité conceptuelle du design ; il est donc essentiel
de montrer des exemples importants issus de l’état de l’art, et d’expliquer les raisons pour
lesquelles l’intégrité conceptuelle de ces logiciels est remarquable ; par ailleurs, l’objectif à
moyen terme doit être que les apprenants conçoivent eux-mêmes des logiciels ;
Le développement de logiciel se présente aussi sous la forme d’une activité de
modélisation cognitive ; il faut donc qu’à un moment donné, les apprenants travaillent
sur des projets qui leur donnent l’opportunité de travailler avec des clients, et de pratiquer
l’élicitation des besoins , ainsi que l’écriture des spécifications d’un logiciel ;
En pratique, pour apprendre à véritablement concevoir des logiciels, on doit former son
jugement , et développer un style personnel qui permette de saisir les aspects esthétiques
de la démarche de développement de logiciels ; ceci signifie qu’en pratique, les apprenants
doivent développer beaucoup de projets192 ;
192. « I think aesthetics can be taught to many. Mostly it is a case of repeatedly showing students good
examples and explaining why those examples are good. This takes time, years. I would like for programmers to
present portfolios of their work, much in the way artist (including architects) have to. » [STR08]
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À partir des éléments de réponse issus de l’analyse qui vient d’être menée, nous résumons à présent
la philosophie d’ensemble du système HOP! ; du point de vue de la pédagogie:
• P1: On apprend en reconstruisant. Mais il faut que le processus de construction ait au
préalable été découpé en étapes de difficulté appropriée ; on ne doit pas toujours laisser
l’apprenant explorer librement l’espace du problème: dans bien des cas, il vaut mieux
fournir directement des problèmes résolus, ou encore des schémas de résolution de problème
appropriés qui permettront d’alléger la charge cognitive ;
• P2: Il faut fournir de bons exemples: c’est-à-dire des exemples intéressants, et aussi des
exemples dont l’apprenant est en mesure de saisir l’intérêt ; on doit proposer un ensemble
d’exemples qui forment un tout cohérent, qu’on puisse classifier les uns par rapport aux
autres, en allant du plus simple au plus compliqué ; on devrait chercher comment illustrer
toutes les grandes idées du domaine au moyen d’exemples ;
• P3: Il faut chercher à enseigner un modèle du système sous-jacent ; le langage de
programmation utilisé doit fournir un ensemble de primitives de haut niveau qui facilitent
l’écriture des programmes (closeness of mapping) ;
• P4: Il est essentiel d’encourager l’apprenant à ne pas faire confiance au code qu’il écrit, et
donc, de l’encourager à vérifier systématiquement que ce code produit bien les résultats
attendus ;
• P5: La factorisation, ainsi que la réutilisation de code doivent être enseignées ; en particulier:
→ Les fonctions et procédures doivent d’abord être introduites en tant qu’outils
permettant de factoriser le code, plutôt qu’en tant que moyens d’exprimer des
algorithmes récursifs ; il vaut mieux n’introduire la programmation récursive qu’après
avoir donné un modèle explicite et complet du fonctionnement de la pile ;
→ Les classes et les méthodes doivent être introduites en tant qu’outils permettant
de décrire des objets composites et des structures de données récursives, ainsi que
de factoriser le code et d’encapsuler des fonctionnalités. Le concept fondamental à
enseigner est l’encapsulation, qu’on peut mettre en oeuvre au moyen de la définition
et de l’implémentation d’interfaces ;
→ La réutilisation de code doit être enseignée: à notre avis, ceci ne peut se faire
qu’au moyen d’activités de longue durée, qui incluent le développement de plusieurs
versions d’un logiciel ;
→ L’utilisation d’outils de gestion des versions doit être enseignée ;
• P6: Il faut enseigner une méthode relativement informelle mais rigoureuse pour écrire des
spécifications sur papier, en langue naturelle et au moyen de divers genres de diagrammes ;
• P7: On doit insister sur le fait qu’il faut savoir réfuter ses à-priori, et que ceci est difficile ;
il existe une logique du diagnostic (la logique abductive) ; il faut décrire explicitement, et
faire pratiquer la démarche de diagnostic aux élèves ;
• P8: On doit adopter une approche qui permette au programmeur de saisir plusieurs niveaux
d’abstraction simultanément, et de savoir se représenter le fonctionnement d’un programme
dans le contexte plus large du système qu’il constitue avec l’environnement dans lequel il est
plongé ; l’abstraction est ici utilisée pour capturer l’essence du design ; on peut procéder de
deux manières: au moyen d’une décomposition, éventuellement hiérarchique, ou au moyen
de l’implémentation de langages qui seront utilisés pour implémenter le logiciel en écrivant
alors beaucoup moins de lignes de code ;
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• P9: Pour guider l’apprenant, on doit:
→ Identifier les choses à dire explicitement (les grandes idées, les points difficiles), ainsi
que les éléments liés à des savoir-faire, qui sont plus implicites ;
→ Définir les étapes de la construction d’un logiciel, qui peuvent être plus ou moins
ouvertes, de plus ou moins grande envergure, etc. ; ces étapes devraient être adaptées
aux aptitudes de l’apprenant à un instant donné ;
→ Le guider dans le choix des logiciels qu’il choisit de réaliser ; ces logiciels devraient
être classés par difficulté technique progressive, ainsi que par rapport aux grandes
idées du domaine ;
• P10: On doit montrer des exemples importants de l’état de l’art ; à moyen terme, les
apprenants devraient travailler sur des projets qui leur donnent l’opportunité de pratiquer
l’élicitation des besoins, ainsi que l’écriture des spécifications d’un logiciel ; les apprenants
devraient développer beaucoup de projets (grands et petits) ;
Du point de vue de l’environnement, nous avons:
• E3: Le langage de programmation doit être petit, et suffisamment complet ; il faut rendre
les mécanismes d’évaluation internes (tels que le mécanisme d’appel de fonction récursif)
explicites ; l’environnement lui-même devrait être quasi intégralement écrit dans le langage
de programmation que les apprenants utilisent, et cette construction devrait être simple ;
• E4: On doit fournir les outils les plus commodes possibles pour favoriser activement
l’apprentissage de la démarche incrémentale ; l’interactivité du système (vitesse de
compilation en particulier), ainsi que l’ergonomie de la boucle d’interaction, jouent un
rôle important ici ;
• E5: L’environnement doit fournir des outils permettant de supporter efficacement l’approche
modulaire ; en particulier:
→ le langage de programmation devrait utiliser l’indentation pour formatter les blocs
blocs à la manière de Python ;
→ on a besoin de fonctions, classes et méthodes, mais pas forcément de l’héritage ;
→ on a besoin d’un bon système de modules ;
→ autant que possible, des outils de gestion de version devraient être intégrés ;
• E6: Il faudrait rechercher les moyens d’ajouter au langage des fonctionnalités permettant la
vérification des programmes, au moyen de types, ou au moyen d’assertions ou de techniques
de preuve de programme ;
• E7: Le fonctionnement de l’environnement doit être suffisamment transparent, et les
mécanismes d’évaluation du langage de programmation sur lequel se base le système doivent
être les plus simples possibles ;
• E8: Réaliser une implémentation du système HOP! qui soit aussi transparente que possible,
et intégrer à l’environnement le sous-ensemble des techniques et outils utilisés qui illustre
le mieux l’approche du développement de logiciels basée sur le développement de langages ;
• E9: Supporter une partie des éléments liés à la didactique et à la pédagogie: guider
l’apprenant au moyen d’un module d’évaluation, et de documents interactifs indexés de
façon appropriée ;
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4.2 L’environnement HOP!
Interpréteur HOP!
Modules HOP!
CLI
Debugger
Console
Disque
Programme
Utilisateur
Réseau
Figure 6 – L’environnement de développement HOP!
L’environnement HOP! fournit tout ce dont on a besoin pour développer des applications modernes,
sous la forme d’un langage de programmation conçu pour être aussi simple que possible, tout en
donnant la possibilité à ses utilisateurs de développer des logiciels réalistes au moyen d’APIs de
petite taille193 ; en particulier:
• des objets, qui sont soit des atomes (nombres, chaînes de caractères), soit des objets
composites (tableaux et enregistrements) ;
• les instructions habituelles (boucles for et while, instruction if) ;
• des fonctions , la pile étant un objet de première classe dans le système ;
• des threads ;
• un système de modules très simple ;
• une API pour manipuler la console graphique (afficher des graphiques et des textes, et lire
la souris, le clavier, ainsi que le contenu de l’écran, en particulier) ;
• une API pour accéder au système de fichiers fourni par l’OS sous-jacent ;
• une API pour accéder au réseau au moyen de sockets ;
• une API pour le débogage, qui permet de consulter le contenu de la mémoire à divers niveaux
de détail, de tracer des programmes et de poser des breakpoints ;
La philosophie adoptée vise en premier lieu à montrer qu’on peut écrire des logiciels intéressants en
peu de lignes de code, et en second lieu, à fournir les moyens de passer du développement interactif
de petits programmes directement à la console à une pratique plus mature de la programmation
modulaire dans laquelle le programme en cours de développement est découpé en modules qu’on
édite en différé au moyen d’un éditeur externe.
Le système est fait pour être très facile à utiliser pour saisir des commandes interactives
et/ou des bouts de code (y compris des commandes de plusieurs lignes), pour obtenir la sortie
du programme dans la même fenêtre, et pour modifier le code et observer la différence dans
la sortie du programme, et ainsi être en mesure de développer de petits programmes étape par
étape de façon incrémentale.
193. Pour une description plus détaillée, voir http://hop-project.org/HOPTutorial.pdf
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Pour commencer, voici un exemple tiré des activités basées sur la tortue Logo que nous
proposons194 ; le programme initial ci-dessous dessine un polygone régulier à neuf côtés:
⇒
Modifions maintenant le programme directement à la console au moyen de la séquence
d’opérations d’édition suivante:
⇒ ⇒
⇒ ⇒
Nous obtenons:
194. Pour plus d’informations, voir http://hop-project.org/lectures.html
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Nous illustrons à présent l’approche “hands-on” utilisée dans le projet HOP! au moyen d’une
série d’exemples tirés de l’activité de reconstruction du jeu Asteroids que nous proposons195.
Tout d’abord, les fonctions primitives (comme les commandes que nous venons d’utiliser pour
manipuler la tortue Logo, i.e. les commandes home(), forward() et right() qui apparaissent
dans les captures d’écran précédentes) dont on a besoin pour reconstruire un logiciel dans le
cadre d’une telle activité “hands-on” sont fournies dans un module préprogrammé ; une manière
commode de débuter l’activité consiste alors souvent à commencer par explorer les fonctionnalités
de ces fonctions primitives. Par exemple, le fonctionnement de la fonction vessel(), qui dessine le
vaisseau spatial que manipule le joueur, peut être illustré au moyen de petits programmes comme
celui-ci:
⇒
Une fois le fonctionnement des primitives assimilé par l’apprenant, on peut alors introduire
d’autres exemples plus spécifiquement destinés à illustrer le fonctionnement des algorithmes utilisés
dans le programme qu’on a en main, vus de l’intérieur cette fois-ci ; ainsi, pour illustrer la
technique d’animation simple que nous utilisons dans notre implémentation du jeu Asteroids ,
nous commençons par montrer une commande qui affiche le vaisseau dans une position donnée:
⇒
Nous montrons ensuite comment le faire disparaître pendant un bref instant en réitérant
la même commande, mais en redessinant dans la couleur du fond (i.e., en blanc, au moyen de
l’instruction “setcolor White”):
⇒
195. Voir http://hop-project.org/lectures.html
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Pour faire pivoter le vaisseau, nous le dessinons alors en position horizontale (en modifiant la
valeur du quatrième paramètre de la fonction vessel()):
⇒
Pour faire avancer le vaisseau, nous procédons de la même manière ; on le redessine d’abord
dans la couleur du fond:
⇒
Et on le redessine ensuite un peu plus loin (en modifiant la valeur du premier paramètre de la
fonction vessel()):
⇒
En utilisant l’approche esquissée ci-dessus, l’animation elle-même peut alors être réalisée au
moyen d’une simple boucle (notons ici l’utilisation des commandes sleep() et refresh() dont on
a besoin pour mettre en oeuvre l’animation, qui effectuent respectivement la mise en attente du
programme et le rafraîchissement de l’écran):
⇒
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Cette boucle peut ensuite être améliorée pour obtenir un déplacement dans un espace torique
(au moyen de la fonction toric(), qui calcule le nombre congruent le plus proche appartenant à
un intervalle donné):
⇒
Finalement, l’animation interactive du vaisseau peut être mise en oeuvre au moyen de la boucle
ci-dessous (notons ici l’utilisation de la commande readkey(), qui effectue la lecture du clavier):
⇒
Au total, parmi les points essentiels E3 à E9 mentionnés en 4.1, les points suivants ont effectivement
été abordés:
• Le langage de programmation est petit, et suffisamment complet pour permettre une mise
en oeuvre commode des activités proposées (point E3). L’environnement lui-même n’est
néanmoins pas encore construit au moyen du langage que les apprenants utilisent ;
• L’interface peut effectivement être utilisée pour favoriser activement l’apprentissage de la
démarche incrémentale de type “hands-on” que nous proposons (point E4). Cette interface
pourrait être améliorée, en particulier, un certain nombre d’éléments liés au fonctionnement
du système d’exploitation sous-jacent pourraient être mieux intégrés à l’environnement, et
par ailleurs, on pourrait chercher à fournir des moyens de revenir à un état précédent du
système (cf. 4.3 ci-dessous) ;
• L’environnement fournit des outils qui permettent de supporter efficacement l’approche
modulaire (point E5). En particulier, nous utilisons l’indentation pour formatter les blocs
d’instructions à la manière de Python (comme le recommandent [GRA06]), et le langage de
programmation est doté d’un systèmes de modules très simple à utiliser. Nous n’avons pas
encore intégré d’outils de gestion de versions ;
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• L’environnement est doté d’un débogueur intégré (point E7), qui montre clairement le
fonctionnement de la machine virtuelle sous-jacente196, mais pourrait être développé plus
avant ;
À la suite de l’expérience préliminaire que nous avons acquise avec le système, un certain nombre
d’éléments de l’environnement HOP! nous paraissent devoir être développés de manière plus
approfondie (pour plus d’informations à ce sujet, voir 4.3 ci-dessous).
Finalement, le point E6 (rechercher des moyens d’ajouter au langage des fonctionnalités
permettant la vérification des programmes), le point E8 (réaliser une implémentation du système
HOP! qui soit aussi transparente que possible) et le point E9 (supporter une partie des éléments
liés à la didactique et à la pédagogie pour guider l’apprenant) n’ont pas été abordés pour l’instant.
4.3 Notre expérience avec le système HOP!
Un cours d’informatique d’une durée de deux mois utilisant la méthode HOP! a été proposé et mis
en oeuvre à deux reprises à l’Université de la Sarre (UdS197) entre le mois d’Août et le mois de
Novembre 2015, auquel ont participé une vingtaine d’étudiants198. Les activités suivantes ont été
proposées199:
• Une activité d’initiation de 4 heures basée sur une série d’exercices graphiques de difficulté
progressive utilisant la technique de la tortue Logo ;
• Une activité de reconstruction de trois jeux video (Tetris, Asteroids et Pacman), et d’un
petit éditeur de texte à la manière de Notepad ; dans aucun de ces programmes, le code
que les apprenants doivent écrire n’excède 300 lignes de code (60 lignes pour Tetris, 200
lignes pour Asteroids, 300 lignes pour Pacman, et 90 lignes pour l’éditeur); chacun de ces
programmes peut être présenté et développé par les élèves en deux séances de 4 heures
chacune ;
Voici un compte rendu informel de l’expérience acquise et des problèmes rencontrés:
• d’abord, il y a des étudiants que l’approche HOP! intéresse. Qui sont-ils ?
→ premièrement , des étudiants en sciences (des étudiants en sciences “dures”, comme
la physique, mais aussi des étudiants en sciences humaines où l’on a affaire à
l’informatique, comme la psychologie, la linguistique, ou la sociologie), qui souhaitent
acquérir de réelles compétences en programmation, qu’on ne leur présente souvent
que de façon informelle, ou comme un sujet “facile”: ces étudiants-là bénéficient
d’ailleurs des réelles facilités que leur apportent la maîtrise des aspects formels de
la pratique des mathématiques ou des statistiques, par exemple, mais pour eux,
le résultat est quand même qu’en l’absence d’une pratique réelle du génie logiciel, les
programmes écrits rapidement pour satisfaire un besoin ponctuel (qui peuvent finir
par durer beaucoup plus longtemps que ce qui avait été prévu au départ) s’avèrent
souvent difficiles à maintenir et à faire évoluer par la suite ;
→ deuxièmement , des étudiants n’ayant pas fait d’études scientifiques, qui s’intéressent
à l’informatique, ou même qui se trouvent confrontés au besoin d’écrire des
programmes dans le cadre de leur activité (par exemple des enseignants en langues
qui souhaitent réaliser des questionnaires, ou encore écrire des programmes pour
manipuler des données) ;
196. Voir http://hop-project.org/HOPTutorial.pdf
197. Universität des Saarlandes (Allemagne) ; voir http://www.uni-saarland.de
198. Nous remercions ici la AStA (i.e. la “Allgemeine Studierenden Ausschuss” des étudiants de l’UdS) de nous
avoir aidés, en particulier de nous avoir fourni la salle où nous avons mené nos activités d’enseignement basées sur
la méthode HOP!.
199. Voir http://www.hop-project.org/lectures.html
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→ troisièmement , des étudiants en informatique que l’approche trop abstraite200,
ou au contraire trop vocationelle201 qu’ils sont amenés à suivre au cours de leur
apprentissage rebute, ou même effraie, en particulier parce qu’elle ne répond pas
bien à certaines questions qu’ils se posent, par exemple au sujet de la plus ou moins
réelle obsolescence des savoir-faire dont beaucoup de gens parlent202, ou encore au
sujet des pratiques discriminatoires qui ont cours dans l’industrie (en particulier:
discriminations liées au sexe203 et à l’âge204), toutes choses auxquelles ils craignent
de se retrouver confrontés un jour ou l’autre ;
• ensuite, tous les étudiants ne disposent pas des savoir-faire que requiert la maîtrise du
raisonnement analytique. En particulier:
→ quand la compréhension de la métaphore à travers laquelle le système d’exploitation
donne accès aux informations que contient l’ordinateur fait défaut (par exemple,
quand l’apprenant ne maîtrise pas bien la manipulation des dossiers à travers
l’explorateur de fichiers ou le shell, ou encore quand il ne maîtrise pas bien l’utilisation
d’un éditeur de texte, ou la façon dont ce dernier crée des extensions par défaut),
il devient difficile pour lui d’effectuer les actions élémentaires qui sont nécessaires
à la pratique de la programmation structurée, par exemple créer ou installer un
module HOP! (qui est un fichier texte situé quelque part sur le disque, dans le dossier
dédié au logiciel qu’on développe), ou encore installer ou configurer l’environnement
HOP! lui-même (ceci requiert parfois l’édition de fichiers de configuration ; la notion
200. « In many places, there is a disconnect between computer science education and what industry needs.
Consider the following exchange:
Famous CS professor (proudly): “We don’t teach programming; we teach computer science.”
Industrial manager: “They can’t program their way out of a paper bag.”
[...]
So what can we do? Industry would prefer to hire “developers” fully trained in the latest tools and techniques
whereas academia’s greatest ambition is to produce more and better professors. To make progress, these ideals must
become better aligned. » [STR10]
201. « I don’t think universities should be in the business of teaching things that you should learn at a trade
school; I don’t think it is the role of a university to teach people how to use, let’s say, Visual C++ and its Integrated
Development Environment. [...] universities should be teaching things which are likely to last, for a lifetime if you’re
lucky, but at least 5 or 10 or 20 years, and that means principles and ideas. At the same time, they should be
illustrating them with the best possible examples taken from current practice. » [KER00]
202. « There is no really revolutionary technology in aerospace, not in the sense that there aren’t any new ideas,
but that for more than 30 years, there is no new technology that has radically changed the way we accomplish goals
in this field. I would like to speculate that the situation is now similar in computer science and computing technology.
From reading press releases, you would think that we experience true revolutions every day. I used to read profiles
of startup firms in the newspaper, and invariably, the description of the activities of the startups included the
phrase: “X has developed a technology to Y.” As far as I could tell, what they did was to write a program, which
is hardly a new technology or a true revolution. One gets the impression that before the mid 1990s, nobody wrote
any programs, or at least that they wrote only simple low-tech programs. » [BAR05]
203. « Athena Factor survey data show that 41% of highly qualified scientists, engineers, and technologists on
the lower rungs of corporate career ladders are female. [...] [But] Over time, fully 52% of highly qualified females
working for science, engineering, and technology (SET) companies quit their jobs, driven out by hostile work
environments and extreme job pressures. [...] The Athena Factor survey data describe a workplace culture that is
at best unsupportive and at worst downright hostile to women. [...] A surprising number of SET women described
their male colleagues as acting in rude, predatory, and vulgar ways. [...] Another sobering finding is the degree to
which women at SET companies believe that their male colleagues consider females to be intrinsically less capable. In
engineering and technology, more than a quarter of female respondents feel they are seen as genetically disadvantaged
in SETfields. WhenLarry Summers, then-president of HarvardUniversity, talked about howwomen have a “different
availability of aptitude” in his infamous speech of January 2005, he was perhaps merely giving voice to a standard
view! » [HEW08]
204. « Well, say you interview as a graduating college senior at Facebook Inc. You may find, to your initial
delight, that the place looks just like a fun-loving dorm – and the adults seem to be missing. But that is a sign
of how the profession has devolved in recent years to one lacking in longevity. Many programmers find that their
employability starts to decline at about age 35. Employers dismiss themas either lacking in up-to-date technical skills
– such as the latest programming-language fad – or “not suitable for entry level.” In other words, either underqualified
or overqualified. That doesn’t leave much, does it? Statistics show that most software developers are out of the field
by age 40. [...] Why do the employers prefer to hire the new or recent grads? Is it really because only they have
the latest skill sets? That argument doesn’t jibe with the fact that young ones learned those modern skills from old
guys like me. Instead, the problem is that the 35-year-old programmer has simply priced herself out of the market.
As [noted elsewhere], even if the 45-year-old programmer making $120,000 has the right skills, “companies would
rather hire the younger workers.” Whether the employers’ policy is proper or not, this is the problem facing workers
in the software profession. » [MAT12]
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de chemin par défaut est aussi quelque chose qu’on a besoin de connaître).
Nous avons partiellement résolu ces problèmes en simplifiant à l’extrême
l’installation du système HOP! (il suffit de copicoller un dossier) et en mémorisant
l’état du système d’une session à l’autre, mais il conviendrait peut-être d’intégrer
plus encore ce genre d’aspects, de manière à les masquer complètement. Par ailleurs,
prendre le temps d’enseigner explicitement ces choses quand c’est nécessaire est
probablement inévitable ;
→ quand l’apprenant n’est pas du tout familiarisé avec certains des aspects analytiques
que requiert la programmation (par exemple, l’idée qu’on peut remplacer des valeurs
concrètes par des noms qui les représentent , afin de pouvoir raisonner abstraitement
à leur sujet), la donnée des étapes à effectuer pour construire le logiciel ne suffit plus,
même quand l’apprenant parvient effectivement à obtenir les résultats demandés: la
compréhension réelle fait alors défaut. En d’autres termes: l’approche “hands-on” ne
peut fonctionner qu’à partir du moment où un certain nombre de prérequis ont été
assimilés.
Ici aussi, prendre le temps d’enseigner explicitement ce genre de choses quand
c’est nécessaire est probablement indispensable. Pour ce faire, on peut devoir
enseigner un peu de mathématiques, et débuter alors avec un certain nombre
d’exercices d’algorithmique sur papier. Par ailleurs, développer plus le rôle des types
et ajouter des outils de raisonnement sur le programme en cours de développement
dans l’environnement HOP! pourrait permettre aux apprenants de se familiariser
plus facilement avec la démarche analytique qui leur fait défaut. La question qui
se pose ici est d’une part de savoir jusqu’à quel point cette démarche peut être
apprise interactivement en utilisant l’ordinateur (vs. activités “sur papier”) ; quels
sont les avantages et inconvénients de l’un et l’autre médium ?
D’autre part, comment rendre le raisonnement analytique intéressant , et non
être forcé de le présenter comme un prérequis aride mais indispensable ? Comment
combiner dès le départ l’apprentissage du raisonnement analytique avec des activités
créatives ? Notre expérience à ce sujet nous indique que les activités du style
programmation graphique basée sur la tortue Logo permettent difficilement de
faire ceci, parce que ces activités sont trop complexes pour que les élèves soient
véritablement en mesure de directement redécouvrir par eux-mêmes les éléments
analytiques du fonctionnement du langage de programmation: on a besoin d’une
bonne dose de storytelling explicite, avant d’en arriver à un stade où l’élève pratique
en comprenant suffisamment bien ce qu’il fait pour pouvoir observer intelligemment
ce qu’il voit et commencer à assimiler efficacement les mécanismes sous-jacents,
leurs conséquences, et la manière de raisonner à leur sujet. Ici, il nous paraît qu’il
faudrait rechercher un genre d’activité plus simple, et qui vise plus directement
à faire percevoir les aspects analytiques qu’on souhaite faire assimiler à l’apprenant.
Mais il devrait néanmoins toujours s’agir d’une activité thématique, qui ne se réduise
pas à la pure manipulation de symboles abstraits dépourvus d’un référent concret
qui ait un sens pour l’élève ;
• finalement, nous avons observé qu’il n’est pas toujours facile pour les élèves de bien faire le
lien entre les manipulations qui sont montrées dans le tutorial et ce qui se passe effectivement
lors de l’activité interactive qui résulte de leur interprétation du texte de ce tutorial. Par
ailleurs, au cours de cette même activité interactive, les erreurs de manipulation sont
d’autant plus frustrantes que quand elles se produisent, on perd tout ou partie de l’état
du système qui avait été construit à la suite de l’enchaînement des étapes précédentes
de l’interaction.
Il nous paraît qu’ici, il faudrait rechercher des manières d’intégrer le tutorial à
l’environnement de programmation (afin que par exemple, il y ait des signaux qui indiquent
à l’apprenant qu’il va dans la bonne direction, qu’il a franchi telle ou telle étape, etc.),
ainsi que fournir des moyens de revenir à un état précédent du système et à l’étape de
l’interaction qui lui est associée (on trouve une proposition similaire dans [ROS99]205) ;
205. « The undo feature, which currently allows undoing source code changes only, could be extended to undo
changes to the run-time state of the program or even side-effects to the environment [...]. » [ROS99]
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Au total, parmi les points essentiels 1 à 10 mentionnés en 4.1, les points suivants ont effectivement
été mis en oeuvre:
• L’activité proposée s’appuie effectivement sur une pédagogie basée sur la reconstruction de
logiciels, et qui s’appuie sur des exemples (point 1 et point 2) ;
• Les logiciels proposés ont été reconstruits par les apprenants en suivant une démarche
incrémentale qui procède par étapes ; les apprenants ont été guidés dans leur activité par
l’auteur de cet article, et par les instructions données dans un tutorial détaillé décrivant la
suite des opérations à effectuer pour reconstruire le logiciel (point 4 et point 9) ;
À la suite des observations dont nous venons de rendre compte ci-dessus, les points suivants du
système HOP! paraissent devoir être développés de manière plus approfondie:
• les étudiants ont besoin d’une pratique réelle du génie logiciel (point 5), qui pour pouvoir
être développée, nécessite la conception d’activités de reconstruction de logiciels de plus
grande envergure que les petits exemples que nous avons proposés jusqu’à présent ; en allant
dans cette direction, nous pourrons mieux illustrer les grandes idées du domaine et l’état de
l’art, ainsi que proposer des activités où des tâches de diagnostic (point 7) plus complexes
pourront être planifiées et mises en oeuvre par les apprenants (pour l’instant, la démarche de
reconstruction étant totalement explicitée dans les tutoriaux, les étudiants n’ont rencontré
que peu de bugs ; mais ils ont néanmoins commis des erreurs qui nous ont donné l’occasion
de leur faire pratiquer le débogage) ;
• du point de vue de la compréhension de la métaphore à travers laquelle le système
d’exploitation donne accès aux informations, ainsi que du point de vue des aspects
analytiques élémentaires que requiert la programmation, tous les étudiants ne disposent
pas des savoir-faire que requiert la maîtrise du raisonnement analytique: ici, des activités
d’enseignement explicite liées au point 3 (avoir un bon modèle mental de la machine
abstraite sous-jacente206) semblent devoir être développées ; par ailleurs, certains des aspects
liés au fonctionnement du système sous-jacent pourraient probablement être mieux intégrés
à l’environnement HOP! lui-même ; enfin, l’apprentissage explicite du raisonnement semble
être requis (points 5 et 6), en travaillant “sur papier”, ou éventuellement au moyen d’outils
informatiques dont la forme exacte reste à définir ;
• il n’est pas toujours facile pour les élèves de bien faire le lien entre les manipulations qui sont
montrées dans le tutorial et ce qui se passe effectivement lors de l’activité interactive: ici, on
a besoin de meilleurs moyens de guider le programmeur (point 9) ; la recherche de manières
d’intégrer le tutorial à l’environnement de programmation nous paraît une direction de
développement prometteuse à cet égard. Par ailleurs, l’environnement manque actuellement
de moyens de revenir à un état précédent du système et à l’étape de l’interaction qui lui est
associée (point 4) ;
Finalement, le point 8 (apprendre à saisir plusieurs niveaux d’abstraction simultanément) et le
point 10 (faire travailler les étudiants sur des projets qui leur donnent l’opportunité de pratiquer
l’écriture des spécifications d’un logiciel) de la méthode HOP! n’ont pas été abordés pour l’instant.
206. Ce qui comprend le langage de programmation, ainsi que les métaphores qu’implémente le système
d’exploitation.
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5 Conclusion
À l’issue de l’analyse que nous avons conduite dans cet article, nous sommes aujourd’hui
convaincus qu’il est essentiel de développer un enseignement des matières scientifiques et techniques
véritablement basé sur la découverte et la pratique du raisonnement plausible. Aujourd’hui encore,
l’approche de la pratique des mathématiques que décrit Polya [POL54] n’est à notre connaissance
pas utilisée dans les écoles, et l’est peu dans l’enseignement supérieur.
Dans le cas de l’informatique, nous avons vu que la vision court-termiste des leaders de
l’industrie, ainsi que l’absence d’une tradition bien établie sur laquelle les universités pourraient
s’appuyer [BAR05]207 font que l’on a tendance à se diriger vers le plus petit commun dénominateur,
à savoir un enseignement qui est soit trop éloigné des pratiques de développement de logiciel
telles qu’elles se pratiquent en réalité [DEW08a]208[STR08]209, soit trop purement vocationnel210.
Le résultat est qu’on perd de vue les concepts, et qu’on entre dans un cercle vicieux, où la qualité
des produits réalisés par l’industrie est en déclin, et où les universités et écoles ne parviennent
pas à redresser la barre [STR10]211.
Dans un tel contexte, où le maintien de l’écosystème intellectuel du domaine lui-même paraît
en péril, il nous semble qu’il est urgent d’agir, et d’essayer de montrer concrètement comment
on pourrait développer une méthode d’enseignement qui serait à la fois meilleure, parce qu’elle
chercherait à enseigner tous les aspects cognitifs que revêt l’activité de résolution de problèmes en
informatique, et plus démocratique, le système et les matériels pédagogiques étant distribués sous
une licence libre d’une part, et une mise en oeuvre véritable sur le terrain étant entreprise d’autre
part, qui doit faire l’objet de compte-rendus eux aussi librement accessibles.
Dans le présent article, nous avons jeté les bases de la philosophie du système HOP!, et rendu
compte de l’expérience préliminaire que nous avons acquise avec ce système. La première version
de l’environnement HOP! a été implémentée, et un cours d’informatique d’une durée de deux mois
utilisant la méthode HOP! a été développé et mis en oeuvre.
À la suite de cette expérience, nous envisageons de développer le projet plus avant en suivant
les propositions énoncées en 4.3 d’une part, et d’aller plus franchement en direction d’un système
dédié à l’enseignement basé sur la découverte (EbD) d’autre part, en recherchant des méthodes
et critères d’évaluation rigoureux qui pourraient convenir à cette approche pédagogique. Ceci
nous donnerait les moyens d’adopter alors une approche moins directive qui nous permettrait de
suivre l’apprenant de manière plus individualisée, pour le guider efficacement dans sa démarche de
découverte du domaine, ainsi que dans la découverte de la méthode qui convient le mieux à son
développement intellectuel personnel, ainsi qu’à la maturation de son propre style.
207. « I would like to [...] emphasize this disparity between what we teach in CS and what is taught in the
mature disciplines of science and engineering. [...] The comparison with physics is also important from the point
of view of the legitimacy of the curriculum and the teacher. [...] Physics educators have achieved a legitimacy that
enables them to dictate a learning sequence that is not affected by trends and fashions.
I believe that CS education must fundamentally change in order to equip the student with a firm, deep and
broad theoretical background, long before specialization is undertaken. We are grown up now and with growing up
comes the responsibility to build a mature system of education. » [BAR05]
208. « Part of the trouble with universities is that there is relatively few faculty members who know much
about software. They know about the theory of computer science and the theory of programming languages. But
there are relatively few faculty who really are programmers and software engineers and understand what’s involved
in writing big applications. » [DEW08a]
209. « That is, programming was seen as a lowly skill that students either did not need or could easily pick up
on their own. I have seen the result of that attitude in new graduate students: It is rare that anyone thinks about the
structure of their code or the implications for scaling and maintenance – those are not academic subjects. » [STR08]
210. « A project leader at an aerospace company once told me that in his experience it is easier to teach
computing to a physics major than it is to teach physics to a computer science major. Given the firm theoretical
foundation of students of even a concrete subject like mechanical engineering compared with the artifact-laden
education of a computer science student, this statement is not at all surprising. » [BAR05]
211. « It is essential that there is a balance between the theoretical and the practical—CS is not just principles
and theorems, and it is not just hacking code. [...] Many professors will object: “I don’t have the time to program!”
However, I think that professors who teach students who want to become software professionals will have to make
time and their institutions must find ways to reward them for programming. The ultimate goal of CS is to help
produce better systems. Would you trust someone who had not seen a patient for years to teach surgery? What
would you think of a piano teacher who never touched the keyboard? » [STR10]
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