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Abstract
The Oppenheimer-Snyder solution models a homogeneous round dust cloud
collapsing to a black hole. Inside its event horizon there is a region through
which trapped surfaces pass. We try to determine exactly where the bound-
ary of this region meets the centre of the cloud. We present explicit examples
of the relevant trapped (topological) spheres; they extend into the exterior
vacuum region, and are carefully matched at the junction between the cloud
and the vacuum.
PACS: 04.70 BW
1 Introduction
In spacetime terms the boundary of a black hole is – according to a definition
which may need refinement [1, 2, 3] – its event horizon. According to Penrose’s
singularity theorem [4] it is the appearance of trapped surfaces that really spells
the doom of the collapsing matter. The event horizon is added as an afterthought
by a cosmic censor. Indeed, in numerical relativity, the signal for a black hole is
the presence of outer trapped surfaces on a given spatial slice [5]. In a dynamical
situation these typically lie well inside the event horizon, but by considering all
1
ar
X
iv
:1
30
6.
64
86
v1
  [
gr
-q
c] 
 27
 Ju
n 2
01
3
possible slicings outer trapped surfaces can probably be found passing through
every point inside the event horizon [6], while trapped surfaces cannot [7]. The
distinction between trapped and outer trapped surfaces comes about because the
latter are required to be (weakly) trapped, that is, to have (non-positive) negative
future null expansions both outwards and inwards, thus obviating the need for
using a spatial hypersurface to provide the meaning of outer. In this paper we are
concerned with (weakly) trapped surfaces only.
The boundary of the region where trapped surfaces occur [8] is remarkably
difficult to determine [9]. This is true also for the simplest possible models of
matter collapsing to form black holes, the Oppenheimer-Snyder (OS) and Vaidya
solutions. Both of them are spherically symmetric, and are constructed by match-
ing regions with collapsing matter to vacuum regions. They both have a central
world line surrounded by a tube of round marginally trapped surfaces (MTS). In
the Vaidya model this tube is spacelike, is composed of outermost stable MTS (in
a technical sense [10]), and lies outside the causal past of the central world line. In
the OS model the tube is timelike, is composed of unstable MTS, and is visible in
its entirety from the central world line. In some ways therefore the two models be-
have very differently. In the inhomogeneous Lemaître-Tolman-Bondi models both
kinds of behaviour are observed [11]. An achronal spherically symmetric tube of
MTS asymptotic to the event horizon will exist provided certain conditions on the
stress-energy tensor are met [12].
Trapped surfaces are compact without boundary, in particular we will consider
topological spheres, but they do not have to be round. So we can still ask whether
there are trapped surfaces intersected by the central world line. For the Vaidya
model, with some conditions on the rate of infall of matter, the answer is yes [13],
even though in this case the central world line never encounters non-zero spacetime
curvature. Here we address the same question for the OS model. Since the answer
to the first question is again yes, we go on to ask at what value of proper time
along the central world line trapped surfaces are first encountered. We believe that
we know the answer to this question too, but will not be able to offer a conclusive
proof. At least, we have taken a step towards determining the location of the
boundary of the trapped region in this model.
In the construction of the models the matching of the matter filled regions
to the vacuum regions is done in such a way that the spacetime metric is C1,
but this is not manifest in the coordinate descriptions used. We will insist that
the trapped surfaces we consider have the same degree of differentiability. In the
earlier paper on the Vaidya model [13] this issue was not properly addressed, but
then the question was not very critical either because no attempt to optimize the
construction was made there. For our purposes here it is crucial to handle this
issue with care, and we explain the rules in a separate Appendix.
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We begin the story in section 2 by describing the Oppenheimer-Snyder solution
in some detail, and comparing it to the Vaidya solution. Section 3 contains some
preliminary discussion of trapped surfaces confined within the dust cloud. In
section 4 we introduce the class of trapped surfaces that we believe are the best
if one wants them to reach the centre of the cloud at the earliest possible times.
We also calculate what we believe to be the earliest possible time. This is a main
result of our paper. Some of the trapped surfaces are built explicitly and we want
to remark that they are probably difficult to be found in numerical approaches. In
section 5 we present partial proofs that the results of section 4 are indeed optimal,
but our surfaces must eventually enter the vacuum exterior in order to close, and
the complications there are such that a full proof escapes us. Section 6 contains
further discussion about trapped surfaces in the OS spacetime, and asks some
questions we would like to see answered. Section 7 gives our conclusions.
2 The Oppenheimer-Snyder solution
The Oppenheimer-Snyder solution consists of a piece of a k = 1 dust filled Fried-
mann model, matched across comoving spheres to a timelike hypersurface in the
Schwarzschild solution ruled by timelike geodesics [14]. This solution was a mid-
wife for the notion of black holes, and still plays an important role say as a model
example for numerical relativity [15]. Technicalities apart it is best explained by
a picture. See Fig. 1, whose caption provides a reminder of the salient facts.
The technicalities are important for our purposes though. The metric within
the dust cloud is
ds2 = −dτ 2 + a2(τ) [dχ2 + sin2 χ(dθ2 + sin2 θdφ2)] =
(1)
= a2(η)
[−dη2 + dχ2 + sin2 χ(dθ2 + sin2 θdφ2)] .
This is a solution of Einstein’s equations if
a(η) =
am
2
(1− cos η), (2)
τ(η) =
am
2
(η − sin η) , (3)
where am is a constant determining the minimum energy density of the dust cloud.
The dust is moving along timelike geodesics at constant χ, θ, φ. We assume that
we are in the collapsing phase (pi < η < 2pi, a,τ < 0), and moreover less than half
of the 3-sphere is included (χ ≤ χ0 < pi/2) because we are going to match this
solution to Schwarzschild at the comoving hypersurface χ = χ0 < pi/2.
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Figure 1: A Penrose diagram of the OS black hole. The shadowed region is a collapsing
part of a closed Friedmann dust model, and the rest is Schwarzschild. The two regions
are matched at a comoving timelike hypersurface χ = χ0. (The coordinates used are
explained in the text.) EH denotes the event horizon, and A3H denotes a timelike tube
of marginally trapped surfaces. They meet in a sphere at the junction. The simple
argument in section 3 shows that there are round trapped surfaces above the past light
cone defined by the dashed line. Together with EH it defines a causal diamond in
which the boundary of the trapped region must lie. The boundary must lie above the
hypersurface Σ, which has constant Kodama time and forms a past barrier for trapped
surfaces [9]. The interior time at the upper vertex of the diamond defines a round 2-
sphere on the matching hypersurface whose area coordinate in the exterior is given by
r = r¯ = (M/2) cos−2(χ0/2), and this is always less than M , also indicated in the figure.
In the exterior we have the Schwarzschild metric
ds2 = −V (r)dt2 + dr
2
V (r)
+ r2(dθ2 + sin2 θdφ2) , V (r) = 1− 2M
r
. (4)
We assume that r ≥ a sinχ0 in order to match the two solutions across the hyper-
surface
4
r = R(η) = a sinχ0 . (5)
Eqs. (2,3) are still in force, and imply that this hypersurface is ruled by radially
infalling Schwarzschild geodesics.
The matching is done in such a way that the first and second fundamental
forms of the hypersurface agree, from whatever side they are evaluated. The point
of this requirement is to guarantee that there exists a coordinate system (not the
ones we are using!) in which the metric is C1 everywhere. The calculation is well
explained in textbooks [16]. It is seen to relate the parameters of the solutions by
M =
am
2
sin3 χ0 . (6)
This means that the Schwarzschild mass equals the Misner-Sharp mass of the
Friedmann model evaluated at the junction hypersurface. Furthermore
t = T (η) , T,η =
a cosχ0
V (R)
. (7)
Due to translation invariance in the Schwarzschild part t is determined only up to
a constant.
As explained in the Appendix, and for the calculations we are going to per-
form, it is necessary to identify properly the tangent spaces at both sides of the
matching hypersurface. First, the unit normal to the matching hypersurface has
to be identified with the proper orientation, and this is done simply as
n− = adχ
identify←→ n+ = 1
a
(T,ηdr −R,ηdt) (8)
at χ = χ0, where (5-7) have been used. Then, the tangent vectors have to be
identified properly. The angular part is identified in a natural way. Concerning
the third tangent vector, we note that there is a uniquely defined timelike unit
vector tangent to the matching hypersurface and orthogonal to the round spheres
on both sides, and they are naturally identified,
e−η =
1
a
∂η
identify←→ 1
a
(T,η∂t +R,η∂r) , (9)
at χ = χ0 where again (5-7) must be used.
Finally the tube of marginally trapped round spheres that we mentioned in the
introduction is located at
A3H : a2,τ = cot
2 χ ⇒ η = 2pi − 2χ . (10)
Space is collapsing so quickly that any round sphere larger than this is trapped.
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Figure 2: A Penrose diagram of a Vaidya solution. The matter region is filled with
null dust. Again there is a tube of marginally round trapped spheres within the matter
region, but it is a spacelike tube of spheres that cease to be trapped if deformed outwards
within suitable hypersurfaces. For instance, the spacelike hypersurface marked in blue
intersects A3H twice, the inner intersection is unstable, while the outer is stable within
the given hypersurface. It can be checked that outermost intersections are always stable
in this sense. A (non-round) trapped surface going through the centre [13] is marked
with red.
There is a past barrier Σ for trapped surfaces [9] defined by the concrete value
of “Kodama time” such that the hypersurface Σ meets the event horizon EH at
the matching hypersurface χ = χ0, which happens at η = 2(pi−χ0). In the region
below A3H (for η < 2(pi − χ)) of the interior Friedmann part, Kodama time is
given by constant values of cos2 η
2
cosχ, and thus
Σ : cos2
η
2
cosχ = cos3 χ0 .
It is interesting to compare the OS solution to the Vaidya model, see Fig. 2.
The latter also has a tube of marginally trapped round spheres, but the Vaidya
tube is spacelike, and its marginally trapped spheres are outermost stable, in the
sense that if they are deformed outwards within a suitable spacelike hypersurface
they cease to be trapped. In the OS model, on the contrary, they cease to be
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trapped if deformed inwards. In this sense they are unstable [10]. Several studies of
non-spherically symmetric trapped surfaces in the Vaidya spacetime are available
[7, 13, 17].
3 Trapped surfaces within the dust cloud
Before considering surfaces extending into both the Friedmann and the Schwarz-
schild region of the OS solution, let us warm up with round spheres contained
within the dust cloud. We know that there is a marginally trapped tube (10)
consisting of round spheres centred at χ = 0. However, since space is homogeneous,
a round sphere within the dust cloud centred at some other value of χ must also be
marginally trapped. Thus the marginally trapped round spheres inside the cloud
can freely be moved around while still being marginally trapped, as long as they
do not extend into the exterior Schwarzschild region.
In the conformal diagram of Fig. 3 the maneuver is illustrated by shifting the
marginally trapped tube A3H to the left or right. Every pair of symmetrically
placed points on the shifted tube represents a marginally trapped round sphere, as
long as both points are contained within the dust cloud. Thus we immediately see
that the region above the dashed lines is filled with marginally trapped surfaces.
We may also visualize the argument by drawing a picture of a spatial slice with
η constant inside the cloud. See Fig. 4. Suppressing one dimension, the dust cloud
– which is a part of a 3-sphere – can be drawn as part of a 2-sphere embedded
in Euclidean space. Spheres of constant χ on the spatial slice are represented
by horizontal circles on the spherical cap in the picture. The shifted spheres are
illustrated in the picture by tilting these circles. By taking a circle representing a
marginally trapped sphere and tilting it we find that it can reach smaller values of
χ than the original one. But for values of η smaller than 2pi−χ0 the centre will not
be reached in this way, since that would require extending into the Schwarzschild
region.
If we want to find a trapped surface passing through the centre at earliest
possible time η it must venture into the exterior. In Fig. 4 we see that we reach
smaller values of χ the more we tilt the circles. The smaller the value of η the more
we need to tilt the marginally trapped surfaces in order to reach the centre. The
intuitive strategy for optimizing the problem is thus to consider a circle tilted to
the extreme so that it becomes vertical in the picture, i.e. to consider an equatorial
plane.
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Figure 3: A conformal diagram of the OS black hole. Round spheres centred at the origin
are represented by two symmetrically placed points, so that the matching hypersurface
here is represented by the two vertical lines with constant χ = χ0. If the centred round
spheres are situated above A3H they are trapped, and they are marginally trapped at
A3H itself. However, as the shaded Friedmann region is spatially homogeneous – so that
the η = constant hypersurfaces (horizontal lines in the shaded part of the diagram) are
maximally symmetric – we can move these round spheres, as well as A3H, and centre
them anywhere on the slices as long as they do not enter the Schwarzschild region. This
shows that there are trapped round spheres passing through every point of the interior
for all η > 2pi − χ0. The dashed lines are obtained by shifting the marginally trapped
tubes, centring them at values of χ 6= 0, as for example the marginally trapped tube
denoted A3H’. The two dots at the end represent a marginally trapped round sphere
tangent to the matching hypersurface. The marginally trapped tube denoted A3H”
contains a marginally trapped round sphere – represented by the dots – tangent to both
the matching hypersurface and the centre at η = 2pi − χ0.
4 Equatorial surfaces passing through the centre
We believe that surfaces confined to an equatorial plane have the best chance of
reaching the centre of the dust cloud at early times, as argued in the previous
section. Still we have to determine the exact shape of the surface in the interior as
8
Figure 4: Three different spatial slices of the OS model embedded in Euclidean space
with one dimension suppressed. (a) A constant η hypersurface in Friedmann matched
to a spacelike hypersurface in Schwarzschild. Horizontal circles represent round spheres.
The dashed circle is the sphere at χ = χ0 where the matching is made. The continuous
circles are marginally trapped spheres inside the dust cloud. One of them lies on A3H at
a constant value of χ. The other one is obtained by tilting the first one until it becomes
tangent to the surface of the star. We see that the tilted circle reaches smaller values of
χ. (b) The same spatial slice as in (a) with the equatorial plane drawn as a black curve.
This surface reaches the centre at χ = 0, but it also extends into the Schwarzschild region
and it is not clear whether it can be closed or not. (c) The spatial slice on which the
surface of Section 4.1 lies. The surface is drawn as a black curve. At a small enough
value of r it deviates from the equatorial plane and is closed. Far from the cloud the
hypersurface is bent so that it reaches spatial infinity – rather than ending up in the
singularity – giving an intuitive definition of an “outer” direction on the surface.
well as in the exterior, and the two pieces must be matched properly. Throughout
we restrict ourselves to axially symmetric surfaces. We believe that allowing for
more general surfaces will not improve the results, but we must admit that we do
not have a proof of this statement.
The interior as well as the exterior is spherically symmetric, and despite the
fact that we should have taken coordinates θ+, φ+ in the interior and θ−, φ− in the
exterior, by adapting them if necessary we can obviously drop the ± and take θ and
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φ as coordinates on the round spheres in the whole spacetime, and in particular
on the matching hypersurface. Choosing the surface to lie in the equatorial plane
θ = pi/2, we can describe it with local coordinates λ and ϕ. As mentioned above,
we assume that the surface is axially symmetric, and thus we set φ = ϕ so that on
the interior part of the surface η = η(λ) and χ = χ(λ) are then functions only of
λ, and in the exterior r = r(λ) and t = t(λ) are functions only of λ.
As explained in the Appendix there arise some constraint equations (48) to
ensure that the surface meets the matching hypersurface at the same set. The
first of these constraints is
χ(λ) = χ0
and we assume that it has a solution given by λ0. Then the value of η at the
intersection of the surface with the matching hypersurface is fixed and given by
η0 ≡ η(λ0).
The constraints involving the exterior part then become
T (η0) = t(λ0) ≡ t0, R(η0) = r(λ0) ≡ r0,
where t0 and r0 denote the values of t and r at the intersection of the surface
with the matching hypersurface. The first of these poses no problems due to the
freedom in the choice of T (η). Concerning the second, it leads to the basic relation
r0 = a(η0) sinχ0 ⇐⇒ cos η0 = 1− r0
M
sin2 χ0, (11)
determining the exterior value r0 in terms of the interior values χ0 and η0. It is
also possible to think that it determines the relation between η0 and r0 given the
value of χ0.
The null normals to the surface, on which the expressions for the second fun-
damental forms depend, normalized such that k±µk±µ = −2 are given by
k±µ =

1
a
√
χ′2 − η′2 (χ
′∂η + η′∂χ)± 1
a sinχ
∂θ on the Friedmann side,
1√
∆
(
r′
V
∂t + t
′V ∂r
)
± 1
r
∂θ on the Schwarzschild side,
(12)
where the primes denote differentiation with respect to λ. With these null normals
the null expansions are
θ± =

1
2a
√
χ′2 − η′2
(
χ′η′′ − η′χ′′
χ′2 − η′2 + η
′ cotχ+ 2χ′ cot
η
2
)
− 1
2r∆3/2
(
r
(
r′′ − r
′
t′
t′′
)
+
M + r
2M − rr
′2 +
1
r2
(M − r)(2M − r)t′2
) (13)
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in the Friedmann and Schwarzschild parts, respectively.
The null normals (12) agree on the matching hypersurface, in other words they
comply with the necessary conditions (50) that can be computed using (8) and
(9), if the following holds:
χ′(λ0) =
1
a2
(r′T,η − t′R,η)
∣∣∣∣
λ0
, (14)
η′(λ0) =
1
a2V
(t′V 2T,η − r′R,η)
∣∣∣∣
λ0
, (15)
where (11) has been taken into account. This fixes the first derivatives of χ(λ) and
η(λ) at λ0 given those of r(λ) and t(λ) there. An equivalent version, interchanging
both sides, reads
r′(λ0) = (χ′V T,η + η′R,η)|λ0 , (16)
t′(λ0) =
1
V
(χ′R,η + η′V T,η)|λ0 , (17)
and can be obtained by solving (14) and (15) as equations for r′(λ0) and t′(λ0).
We may now compute the first and second fundamental forms of the surface.
The results are presented in Table 1. The ∆ appearing in the table is defined as
∆ =
r′2
V
− t′2V. (18)
It has to be positive for the surface to be spacelike.
All the things listed in Table 1 must be continuous across the matching hy-
persurface as explained in more detail in the Appendix. The continuity of the
third fundamental form – which is not listed in the table – trivially holds since
it vanishes on both sides of the matching hypersurface. Some of the continuity
conditions of Table 1 are already fulfilled due to (11) and either of (14,15) or
(16,17). The rest yields the remaining matching conditions for the surface, fixing
the second derivatives as
χ′′(λ0) =
(
χ′
∂λγλλ
2∆
+ η′
Kλλ√
∆
− 2R,η
r
χ′η′
)∣∣∣∣
λ0
, (19)
η′′(λ0) =
(
η′
∂λγλλ
2∆
+ χ′
Kλλ√
∆
− R,η
r
(χ′2 + η′2)
)∣∣∣∣
λ0
, (20)
where the values of ∂λγλλ and Kλλ are the expressions given in Table 1 on the
Schwarzschild side evaluated at the matching hypersurface. As before, we can also
11
Friedmann Schwarzschild
γλλ a
2(χ′2 − η′2) ∆
γϕϕ a
2 sin2 χ r2
∂λγλλ 2a
2
(
χ′χ′′ − η′η′′ + a,τη′(χ′2 − η′2)
)
2
(
r′r′′
V − t′t′′V − r
′
V
M
r2
(
r′2
V + t
′2V
))
∂λγϕϕ 2a
2 sin2 χ (a,τη
′ + χ′ cotχ) 2rr′
Kλλ
a√
χ′2−η′2
(
χ′η′′ − η′χ′′ + a,τχ′(χ′2 − η′2)
)
1√
∆
(
r′t′′ − t′r′′ + t′Mr2
(
3r′2
V − t′2V
))
Kϕϕ
a sin2 χ√
χ′2−η′2 (a,τχ
′ + η′ cotχ) 1√
∆
rt′V
Table 1: The nonvanishing components of the first fundamental form γAB and its deriva-
tives and the second fundamental form KAB in the interior and the exterior for a surface
in the equatorial plane. The primes indicate differentiation with respect to λ.
write these conditions in an alternative way by interchanging the roles of both
sides as
r′′(λ0) =
(
r′
∂λγλλ
2∆
+ t′V
Kλλ√
∆
+
M
r2
∆
)∣∣∣∣
λ0
, (21)
t′′(λ0) =
(
t′
∂λγλλ
2∆
+
r′
V
Kλλ√
∆
− 2M
r2
r′t′
V
)∣∣∣∣
λ0
, (22)
where ∂λγλλ and Kλλ are now evaluated at the matching hypersurface using the
expressions on the Friedmann side.
In the rest of this section we will present two different choices for the functions
of λ describing the surface. In the first example the surface will be specified in
Schwarzschild putting restrictions on the values of the functions η(λ) and χ(λ)
and their first and second derivatives at the junction. In our second example the
surface will be specified in the Friedmann part, putting restrictions on how it can
be continued into Schwarzschild.
4.1 The first construction
In this section we make a simple Ansatz for the surface and optimize that particular
construction. This will then give us a hint of what the truly optimized solution
might be.
We have already decided on sticking to the equatorial plane close to the centre
of the cloud. However, the surface must eventually leave the equatorial plane in
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order to be closed. It has been shown [13] that an equatorial surface of constant r
within the Schwarzschild part can be closed properly – that is, being closed while
held trapped – if the constant value of r is small enough. Even though we want to
keep things simple we have a better chance of succeeding in our quest if we add
one degree of freedom letting not r be constant but rather dr/dt = r′/t′ = k with
k constant. A small enough value of r can always be reached if k is negative. Once
this value has been reached the surface can be bent into a surface of constant r
by letting d2r/dt2 = (r′′ − (r′/t′)t′′)/t′2 differ from zero in a small region. This is
harmless, since we see from Eq. (13) that a positive r′′ − (r′/t′)t′′ will only make
the null expansions more negative.
Demanding that the surface is spacelike and that the null expansions are non-
positive will put restrictions on the constant k. The surface is spacelike if the ∆
of Eq. (18) is positive everywhere. We want to keep the surface inside the event
horizon, so the function V (r) is negative, and thus the condition becomes that
k > V everywhere. The function V (r) obtains its maximum value when r does,
which by construction is at the junction. Thus the lower bound for k is given by
k > 1− 2M
r0
. (23)
With our choice r′(λ) = kt′(λ) the null expansions in Eq. (13) are non-positive if
k2 ≥ r −M
r +M
V 2. (24)
There are now three different cases. If r0 – and thus every other value of r on the
exterior part of the surface – is less than M , the surface is safely trapped in the
exterior. The right hand side of Eq. (24) attains its maximum when
r = rm =
M
3
(1 +
√
7) ≈ 1.22M.
If r0 is less than this value it is enough to check that the null expansions are non-
positive at the junction, and if it is larger than this value it is enough to check
that the null expansions are non-positive at r = rm. We get the following upper
bounds for k:
k ≤

0 if r0 ≤M(
1− 2M
r0
)√
r0−M
r0+M
if M ≤ r0 ≤ rm(
1− 2M
rm
)√
rm−M
rm+M
if r0 ≥ rm
(25)
There is also an upper bound for r0. When
r0 = 2M
(
1−
(
1− 2M
rm
)√
rm −M
rm +M
)−1
=
2M
1 +
√
14
√
7− 37
≈ 1.66M, (26)
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the lower and the upper bounds for k become equal, leaving only one choice for k.
If r0 is larger than this value the surface can not be both spacelike and trapped.
Observe that there is plenty of room between the value r = r¯ = M
2 cos2
χ0
2
< M shown
in Fig. 1 and this value where our surface can intersect the matching hypersurface.
The surface in the exterior is now specified by choosing a value of r0 less than
the value (26), and a value of k satisfying the conditions (23) and (25) given r0.
It must then be matched to a surface in the interior. Suppose that the equatorial
surface in the interior is determined by a function f such that η = f(χ). This
function must satisfy
f(χ0) = η0,
with η0 given by the matching condition (11). The values of the first and second
derivatives of f ,
df
dχ
=
η′(λ)
χ′(λ)
,
d2f
dχ2
=
1
χ′2(λ)
(
η′′(λ)− χ′′(λ) η
′(λ)
χ′(λ)
)
,
are determined at the junction by the matching conditions (14), (15), (19) and
(20). If we make the simple Ansatz
f(χ) = k0 + k1χ
2 + k2χ
4, (27)
the coefficients k0, k1 and k2 are completely determined by the matching conditions.
The null expansions for the surface in the interior are given by Eq. (13). We
want to choose r0 and k so that the coefficient k0 of Eq. (27) – that is the value of
η at which the surface reaches the centre of the cloud – is as small as possible while
the null expansions are still non-positive. From Fig. 5 we conclude that the best
we can do is to choose the two constants r0 and k so that the surface is marginally
trapped at the centre and so that it is either marginally trapped at the junction,
if r0 < rm, or marginally trapped at r = rm, if r0 > rm. The plots in Fig. 5 are
for χ0 = pi/4. But similar analyses for four other values of χ0 confirm the result.
It may also be confirmed that with this choice of r0 and k the null expansions are
negative for all values of χ between 0 and χ0 in the studied cases. The results for
k0 are shown in Table 2. In Fig. 6 the location of the best surface in a Penrose
diagram of the Friedmann portion is shown for a few different values of χ0. A
complete Penrose diagram, with the entire construction of the surface both in the
interior and exterior, is presented in Fig. 7. Yet another picture of the surface for
χ0 = pi/4 – here embedded in Euclidean space – is shown in Fig. 4.
14
Figure 5: The plots show how to choose r0 and k so that the value of k0 becomes the
smallest possible when χ0 = pi/4. The plot to the left helps us identify the allowed
choices. Above the dotted curve the condition (23) holds and the surface is spacelike.
Below the dashed curve k satisfies the inequality (25), with equality on the curve, and
the surface is trapped in the exterior. To the left of the continuous curve the surface
is trapped at the centre χ = 0, and on the curve it is marginally trapped there. We
conclude that the allowed region can not extend past the continuous and dashed curves
to the right. The contour plot to the right shows the value of k0 with the forbidden
(white) region excluded. The darker the shade, the smaller the value of k0. We see that
the best choice of r0 and k is the values they take where the continuous and the dashed
curves intersect.
4.2 The second construction
Restricted to the previous construction we found that the optimal choice of the
surface was such that it was marginally trapped at some critical points. The result
can be made slightly better by choosing the surface so that it is kept marginally
trapped everywhere inside the dust cloud and then matching it to some suitable
surface in the exterior.
We want the surface to reach the centre χ = 0, and we also keep it in an equa-
torial plane with axial symmetry; hence it lies on a spacelike spherically symmetric
hypersurface. There is a general result [18] that implies that then the surface can-
not be (marginally) trapped at any local maximum of χ in the region below A3H.
Thus, we can safely choose χ(λ) = λ so that the null expansions (13) in the interior
become
θ± =
1
2a
√
1− η′2
(
η′′
1− η′2 + η
′ cotχ+ 2 cot
η
2
)
. (28)
Putting these to zero gives a differential equation for η(λ). If we give as initial
conditions the value η(0) at the centre and demand η′(0) = 0 this differential
equation can be solved numerically. This will completely determine the surface in
the interior.
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χ0 pi/12 pi/6 pi/4 pi/3 5pi/12
first construction η(0) 5.7693 5.2716 4.8037 4.3752 4.0081
X 0.037005 0.067999 0.11628 0.17797 0.26197
second construction η(0) 5.77 5.26 4.79 4.36 4.00
X 0.040 0.046 0.099 0.16 0.26
Table 2: The smallest values of η at the centre for the two constructions at different
values of χ0. The first construction gives an optimal solution and the result is given
to five digits accuracy. In the second construction the values are the smallest possible
to three digits accuracy so that the surface becomes well-behaved in the exterior. The
smaller the dimensionless number X, the sooner the surfaces meet the centre compared
to a given reference time.
We must then make an Ansatz for the surface in the exterior. Suppose that
the surface lies in the equatorial plane with r = g(t) for some function g. Let us
set the value of t at the junction to zero: t0 = t(λ0) = 0. Then we must have that
g(0) = r0 with the value of r0 determined by the matching condition (11). The
first and second derivatives of g are
dg
dt
=
r′(λ)
t′(λ)
,
d2g
dt2
=
1
t′2(λ)
(
r′′(λ)− t′′(λ)r
′(λ)
t′(λ)
)
,
and their values at λ0 ⇐⇒ t = 0 are determined by the matching conditions (16),
(17), (21) and (22). A simple Ansatz for g is to put
g(t) = g(0) + g′(0)t+
1
2
g′′(0)t2.
The whole construction is then completely determined by the value we choose for
η(0).
We want to choose η(0) as small as possible but need to make sure that the
chosen value makes the function g(t) well-behaved in the exterior – meaning that
the surface can be closed and that the null expansions are negative. We do not
give an explicit description of how the surface is to be closed in Schwarzschild,
but we know that as long as small enough values of r can be reached it can be
done [13]. The values of η(0) presented in Table 2 are such that the function g(t)
reaches values at least smaller than 0.02M , and such that the null expansions are
negative in the exterior. The result is drawn next to the surface resulting from
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Figure 6: Penrose diagrams of the interior of the dust cloud with χ0 = pi/12, χ0 = pi/4
and χ0 = 5pi/12 from left to right. The dotted curves represent the best surfaces we got
in the first construction. A point on each curve really represents a sphere in the Penrose
diagram, but only the equator of each such sphere is part of the surface. The dashed
curves represent the marginally trapped surfaces in the second construction. The two
results are hardly separable to the eye in this figure.
the first construction in the Penrose diagrams of Fig. 6 for three different values
of χ0. It is striking how close the two results are to each other.
The value of η(0) for the optimal trapped surface depends on the value of χ0
as we can check in Table 2. To compare these different values, in order to see how
the trapped surfaces extend to the centre depending on the physical parameters of
the black hole, we take as reference time for all possible black holes η = 2(pi−χ0),
that is, the first instant in η with a marginally trapped round sphere. We want to
compute how close to this reference time the trapped surfaces we have constructed
can be. To that end, we define the dimensionless number
X ≡ η(0)− 2(pi − χ0)
χ0
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singularity i+
χ
=
0 A
3
H
E
H
χ
=
χ
0
χ
=
χ
0
J +
Schwarzschild
Schwarzschild
η = 2pi − χ0 r¯ < M
r = 2Mη = 2(pi − χ0)
Σ
σ
Figure 7: The OS black hole once again, with some novel decoration. The equatorial planes
of the blue hypersurface can be joined to appropriate cylinders in the Schwarzschild region –
represented here by the dashed line – such that they can eventually be capped – the final dot –
to produce topological spheres that are (weakly) trapped , as has been explicitly demonstrated in
the main text. The purple line together with the dashed and blue lines indicates how a possible
spacelike and asymptotically flat hypersurface containing the trapped surface looks like in the
diagram. This hypersurface corresponds to the spatial slice shown in Fig. 4(c). The particular
hypersurface called σ shown in red has minimal equatorial planes and joins the past barrier Σ
and the EH at the round 2-sphere with χ = χ0 and η = 2(pi − χ0), as represented. In the
main text we prove that σ is a past barrier for axially symmetric trapped surfaces which are
confined to equatorial planes within the interior part. One wonders if σ can be promoted to a
new past barrier for more general trapped surfaces, leaving even less room for the boundary B
to be placed.
and the smaller its value, the sooner the trapped surfaces are met at the centre
of the dust cloud. These values are presented for both constructions in Table 2.
The second construction is better than the first in all cases except for the case
χ0 = pi/12. For the latter case a more accurate analysis of the second construction
would be needed to detect any difference. Not taking the smallest value of χ0 into
consideration, we can check that X is an increasing function of χ0. We draw the
conclusion that the smaller the value of χ0, or in physical terms the smaller the
mass M of the black hole for a fixed energy density of the cloud, the sooner the
trapped surfaces reach the centre of the cloud with respect to the reference time.
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Another way of putting this is: the comoving time η elapsed between the first
appearance of a marginally trapped round sphere and that of a trapped surface
reaching the centre increases with the mass of the OS black hole (for a fixed energy
density of the dust).
5 The optimal construction?
In this section we discuss whether the construction in Section 4 is optimal or not.
There are some general results we can reach by considering only the Friedmann part
of the surface, but still it must be admitted that the final result is dependent on
the closing of the surface in Schwarzschild. The surfaces constructed in Section 4.2
are minimal inside the dust cloud. We will here prove that any minimal surface in
the equatorial plane within the dust cloud reaches values of η at the centre that are
lower than those reached by any other possible axially symmetric trapped surface
crossing any round sphere intersected by the former in the interior region. We do
this in three steps: first we consider minimal surfaces and show that, for MTS on
equatorial planes, η is an increasing function of χ everywhere in the dust cloud;
second, we prove that the claim holds for axially symmetric surfaces restricted to
an equatorial plane and, finally, we remove the equatorial plane condition.
5.1 Minimal equatorial planes
Let us start by proving that any (piece of a) minimal surface can not have a local
maximum of η within the Friedmann part of the spacetime. For a two-dimensional
surface S with tangent vectors ~eA and mean curvature vector ~H the following
relation holds [9]:
1
2
γABeµAe
ν
B
(
£~ξg
∣∣∣
S
)
µν
= ∇CξC + ξαHα, (29)
for any vector field ~ξ. In Eq. (29) ∇A is the Levi-Civita connection of the first
fundamental form γAB, i.e. ∇AγBC = 0, and ξA is the projection of ~ξ on the
surface, that is ξA = ξµ|S eµA. Let us choose ~ξ = ∂η, which is a future-pointing,
timelike, conformal Killing vector field orthogonal to the spacelike hypersurfaces
of constant η. Then (
£~ξg
)
µν
= 2a,τgµν ,
and
ξA = ξµe
µ
A = −a2∇Aη.
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If the surface is minimal ~H = ~0, and we find that with our choice of ~ξ Eq. (29)
becomes
2a,τ = −a2
(
∇A∇Aη + 2a,τ∇Aη∇Aη
)
. (30)
At a local extremum q ∈ S of η we have that ∇Aη|q = 0, so Eq. (30) becomes
∇A∇Aη
∣∣∣
q
= −2a,τ
a2
∣∣∣
q
> 0.
The right-hand side of this equation is positive and thus any local extremum of η
must be a minimum. This applies, in particular, to axially symmetric marginally
trapped surfaces confined to an equatorial plane because, as we know from (13),
both expansions are equal and thus any MTS is actually minimal there.
There are also some conclusions we can draw on the behaviour of trapped and
marginally trapped surfaces at the centre. Consider an axially symmetric surface
in an equatorial plane and, as in Section 4.2, let us choose the parameter λ on the
surface so that χ(λ) = λ, 0 ≤ λ ≤ χ0. The null expansions are then given by Eq.
(28). We see that any surface must have a local extremum at the centre:
η′(0) = 0, (31)
or otherwise the second term of Eq. (28) diverges. Then we have that
lim
λ→0
η′(λ)
tanλ
= lim
λ→0
η′′(λ)
1 + tan2 λ
= η′′(0),
so that the null expansions at the centre are
(aθ±)|λ=0 = 2
(
η′′(0) + cot
η(0)
2
)
. (32)
They are non-positive if
η′′(0) ≤ − cot η(0)
2
(> 0). (33)
We see that for a trapped surface this local extremum can be either a minimum
or a maximum. But for a marginally trapped (ergo minimal) surface the equality
sign of Eq. (33) holds, and the surface must have a minimum at the centre.
From the results so far we can draw the conclusion that for an axially symmetric
marginally trapped (ergo minimal) surface in an equatorial plane the function η(λ)
has a local minimum at the centre and – since it can not have a maximum – is
everywhere an increasing function of λ. Since Eq. (31) holds for trapped as well
as minimal surfaces at the centre, they are tangent there. Also we see from Eq.
(33) that the value of the second derivative of η(λ) at the centre for any trapped
surface is smaller than the corresponding value for a minimal surface. Thus an
axially symmetric trapped surface in an equatorial plane is, close to the centre,
locally to the past of the minimal equatorial plane passing through the centre at
the same instant of time.
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5.2 Axially symmetric trapped surfaces on equatorial planes
We will now give a definite proof that a minimal equatorial plane reaches the centre
at an earlier time than any other axially symmetric trapped surface on an equa-
torial plane that happens to cross any round sphere touched by the minimal one.
In Section 4.2 we found the minimal equatorial planes by solving the differential
equation obtained by putting Eq. (28) to zero, with initial conditions η(0) = α,
η′(0) = 0. Let us denote the solution by ηm(λ;α). For each value of α there is a
spacelike hypersurface η = ηm(λ;α) whose equatorial plane is a minimal surface,
and the set of all these hypersurfaces defines a foliation of spacetime. We can
define a time coordinate T (α) which is constant on each of these hypersurfaces.
There is then a function p(λ;α) such that for each value of T the hypersurface is
defined by
η − p(λ;α) = T (α).
It is related to ηm(λ;α), also defining the foliation, by
p(λ;α) = ηm(λ;α)− T (α). (34)
We do not have an explicit expression neither for ηm(λ;α) nor T (α), and hence
not for p(λ;α). However, this will not be needed for the proof. Note though that
Eq. (34) implies that
p′(λ;α) = η′m(λ;α). (35)
A vector field normal to the hypersurfaces is proportional to
~v = ∂η + p
′∂χ. (36)
Our purpose is to show that any axially symmetric trapped surface in an equatorial
plane can not have a minimum in T . Then, it is clear that such a trapped surface
must reach the centre at a later time T – that is at a larger value of η – than any
minimal equatorial plane it crosses, since minimal surfaces lie on hypersurfaces of
constant T .
The proof is as follows: Consider a surface in the equatorial plane having a
minimum in T at a point q. Since the future-directed vector ~v is orthogonal to
hypersurfaces of constant T we have va = −h∇aT for some function h > 0, or
projected to the surface
v¯A = −h∇AT. (37)
If the surface has a local extremum of T at q, then ~v is normal to the surface at
that point. Thus
v¯A|q = 0, (38)
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implying that ∇AT |q = 0. Then from Eq. (37) we see that the divergence of v¯A
at q becomes
∇Av¯A
∣∣∣
q
= −h∇A∇AT
∣∣∣
q
.
If the surface has a minimum of T at q, then ∇A∇AT |q > 0, implying that
∇Av¯A
∣∣∣
q
< 0. (39)
We now show that for an axially symmetric surface S in the equatorial plane Eq.
(39) is not consistent with the surface being trapped. On S set χ(λ) = λ so that
the first fundamental form of the surface is
γABdλ
AdλB = a2
[
(1− η′2)dλ2 + sin2 λdϕ2] ,
and it has a timelike normal vector orthogonal to the round spheres of constant η
and χ given by ∂η + η′∂χ. If S has a minimum of T at the point q the vector (36)
is normal to the surface at that point implying that
η′(λ)|q = p′(λ;α0)|q, (40)
with α0 given by
η(λ)|q = ηm(λ;α0)|q. (41)
The projection of ~v to the surface is
v¯A = a
2|S
(−∇Aη(λ) + p′(λ;α)∇Aχ(λ)) .
Since Eq. (38) holds, the divergence of v¯A becomes
∇Av¯A
∣∣∣
q
= a2
(
−∇A∇Aη(λ) + p′(λ;α0)∇A∇Aχ(λ) + p′′(λ;α0)γλλ
)∣∣∣
q
=
p′′(λ;α0)− η′′(λ)
1− η′2(λ)
∣∣∣∣
q
,
where Eq. (40) has been used in the last step. With the point q being a local
minimum of T , this quantity must be negative according to (39), so that
p′′(λ;α0)|q < η′′(λ)|q. (42)
The null expansions of the surface are given by Eq. (28). Using (35), (40),
(41), and the definition of the function ηm, we find that
θ±|q = η
′′ − p′′
2a(1− η′2m)3/2
∣∣∣∣
q
.
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But if the inequality (42) holds, the null expansions are positive and the surface
is not trapped at q.
Thus we draw the conclusion that if we only consider axially symmetric surfaces
in the equatorial plane, then minimal surfaces reach the centre at earliest possible
times. This result supports the statement that the surfaces of Section 4 are the
best we can do.
5.3 General axially symmetric trapped surfaces
Consider finally any axially symmetric surface S within the dust cloud. They can
be described by the following parametric expressions
η = η(λ), χ = χ(λ), θ = θ(λ), φ = ϕ
where {λB} = {λ, ϕ} are local coordinates on S. The tangent vectors are
~eλ = η
′∂η + χ′∂χ + θ′∂θ, ~eϕ = ∂φ .
The first fundamental form reads
γABdλ
AdλB = a2
(
∆2Fdλ
2 + sin2 χ(λ) sin2 θ(λ)dϕ2
)
(43)
with ∆2F = χ′2 − η′2 + θ′2 sin2 χ(λ) > 0. The future-pointing null normals can be
chosen to be
k±µ dx
µ =
a
∆F
[−δ2dη + (η′χ′ ± θ′∆F sinχ) dχ+ (η′θ′ sinχ∓ χ′∆F ) sinχdθ]
and they satisfy k+µk−µ = −2δ2 with
δ2 = χ′2 + θ′2 sin2 χ(λ) > 0 .
Then, a somewhat lengthy but straightforward calculation produces the null ex-
pansions
θ± =
1
a∆F
{
2δ2 cot
η
2
+
1
∆2F
[
δ2η′′ − η′χ′χ′′ + (χ′2 − η′2)χ′η′ cotχ− η′θ′θ′′ sin2 χ]
+η′θ′ cot θ ± 1
∆F
[
sinχ (χ′θ′′ − θ′χ′′) + θ′ cosχ (∆2F + δ2 + χ′2) −∆2Fχ′ cot θsinχ
]}
.(44)
Assume that S reaches the centre χ = 0, and set χ(0) = 0, i.e. λ = 0 at the centre.
The last summand in (44) remains finite only if cot θ(0) = 0 implying that, at the
centre, θ(0) = pi/2. (Observe that the term with cotχ(0) cannot compensate for
any divergence in cot θ(0)/ sinχ(0) for both signs). The other critical term at the
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centre behaves like χ′(0)η′(0) cotχ(0) and this necessarily requires that η′(0) = 0
(χ′(0) = 0 is not possible as this would make the divergences even worse and would
also violate the condition ∆2F > 0).
All in all, we can set around the centre χ = λ and the null expansions (44)
become at the centre, by taking the appropriate limits,
θ±(0) =
1
a
(
2η′′(0) + 2 cot
η(0)
2
± 4θ′(0)
)
,
and this can be rewritten as
θ±(0) = Θ± 4
a
θ′(0),
where Θ is the value (32) of the null expansions at the centre for another surface
S˜ on an equatorial plane with the same η(λ). If S is (marginally) trapped at the
centre θ±(0) ≤ 0 for both signs, and thus it is necessary that Θ ≤ 0 – equality
can only occur if θ′(0) = 0. This means that S˜ is (marginally) trapped at the
centre, hence we know from the result in the previous subsection that S˜ reaches
the centre at a later or equal time (i.e. at larger or equal values of η) than the
minimal equatorial plane passing through the same round sphere as S˜. But then
so does S, which has the same η(λ).
Thus, we have proven that general axially symmetric surfaces within the inte-
rior region reach the centre at later times than the equatorial minimal planes. Of
course, the entire discussion has been restricted to the interior Friedmann region,
and thus one can still wonder if there exist alternative strategies leading to better
values of η(0). Recall that what prevented us from pushing the surfaces of Section
4.2 further down was that we had to make sure that they could be closed properly.
But we do not know any optimal strategy of closing the surfaces, and are therefore
unable to prove that they can not be pushed even further down.
A consequence of the results of this section is that we can define a past barrier
for axially symmetric trapped surfaces reaching the centre. It is the hypersurface
of constant T that meets the event horizon at the junction between Friedmann
and Schwarzschild, as shown in Fig.7. We call this hypersurface σ in analogy with
the past barrier Σ of Fig. 1. However, we do not know if σ really is a past barrier
for arbitrary trapped surfaces, while Σ certainly is.
6 Discussion
In the OS model the boundary B of the trapped region must be a spherically
symmetric hypersurface [9] meeting the event horizon at the junction between
dust and vacuum. We believe that the results of the previous sections are enough
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to pinpoint whereB meets the central world line, and they are certainly consistent
with B being spacelike throughout the dust cloud. Can we say more?
We have just a few thoughts to offer concerning this question. It should be
possible to say something about how B looks like very close to the junction hy-
persurface, or at least whether it is spacelike there. The answer will be decided by
trapped surfaces extending partly into the Schwarzschild region. A simple obser-
vation we can make is that the round trapped surfaces inside Schwarzschild can
be “tilted” to a considerable extent also very close to the event horizon, and still
remain trapped. Thus, consider topological spheres at constant r defined by
r = r0 , t = cr0 cos θ , (45)
where c is a constant. Their intrinsic geometry is that defined by the intersection
of a cylinder with a tilted plane. The point we wish to make is that these surfaces
are trapped for all values of c < 1, independently of the value of r0 < 2M . If the
junction to the dust cloud is placed at some t = t0 they can (at the expense of
some effort) be matched smoothly to a surface within the dust cloud. If it can
be shown that the resulting surfaces can be closed in the Friedmann part they
will provide relevant information about the location of the boundary, and perhaps
suffice to prove that the boundary B is spacelike where it joins the horizon. We
think it would be interesting to carry such a calculation through.
We remark that it is easy to show using a perturbation argument as in [9] based
on the stability operator for MTS [10], that every round sphere on the dashed null
cone shown in Fig. 3, except the one that lies on the event horizon, can be
perturbed so that it partly extends into the interior of the cone while remaining
trapped. However, such arguments do not suffice to show that the boundary is
spacelike where it meets the horizon.
Another possible line of investigation would be to find past barriers for trapped
surfaces, lying to the future of the constant Kodama time hypersurface Σ [9]. In
section 5 we showed that the hypersurface σ forms such a barrier for axially sym-
metric trapped surfaces reaching the centre. But for more general trapped surfaces
there is a problem with this. A spherically symmetric spacelike hypersurface within
the dust cloud is defined by
η = η(χ) .
Let the eigenvalues of its second fundamental form be denoted by (λ1, λ2, λ2), and
its timelike unit normal by ~n. A surface of revolution within such a hypersurface
can be defined by
θ = θ(χ) .
25
Let us furthermore assume that this surface is minimal within the hypersurface
(and that it intersects the matching hypersurface in a circle, where it should be
continued into Schwarzschild). Then its null expansions are determined by the
mean curvature vector ~H contracted into the normal vector. For a surface of this
kind it can be shown that
2θ± = ~H(n) = λ1 + λ2 − (λ1 − λ2)θ
′2 sin2 χ
1− η′2 + θ′2 sin2 χ . (46)
Hypersurfaces whose equatorial cross sections are (locally) marginally trapped
surfaces – such as σ – are singled out by the requirement λ1 + λ2 = 0, and they
obey λ1 > λ2. But then we see that any surface of revolution which is minimal
within such a hypersurface will be genuinely trapped whenever θ′ 6= 0. Of course
we have not shown that such surfaces can be turned into closed trapped surfaces
when extended into the Schwarzschild region, but it is already clear that the local
argument that shows Σ to be a past barrier for all trapped surfaces [9] does not
carry over to σ in any simple way.
Finally we want to raise a curious issue. It is known that no observer in a pure
Schwarzschild black hole can observe a trapped surface in its entirety [19]. The
same is presumably true for the Vaidya solution, but certainly it is not true in
the OS model. Can one pinpoint exactly what it takes for a trapped surface to be
visible? A first suggestion, that outermost stable MTS can never be fully observed,
fails because an observer falling along the central world line in the Oppenheimer-
Snyder spacetime can observe some of the stable marginally trapped surfaces that
form the Schwarzschild part of the event horizon, see Fig.1. Observe, however, that
this is not the case for the Vaidya solution as represented in Fig.2. Even though
at the moment we simply do not know the final answer, we conjecture that the
difference arises due to the fact that the spherically symmetric marginally trapped
tube A3H is timelike in the former case, while it is spacelike in the latter. Other
possible Penrose diagrams in spherical symmetry (for instance figures 5 and 6 in
[9]) seem to support this idea, even though a proper proof would probably require
some effort.
7 Conclusions
The question that underlies our investigation is: In a dynamical black hole, where
is the boundary of the region containing trapped surfaces? As in a previous inves-
tigation of the Vaidya spacetime [13] we focus on a special kind of trapped surfaces
designed to reach this boundary at the centre of spacetime – although they would
probably be overlooked in a numerical simulation tied to a specific foliation. There
are two major improvements compared to the previous investigation:
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• We have ensured that the surfaces are everywhere differentiable.
The conditions for this to be true across a matching hypersurface are given in the
Appendix, and may be of independent interest.
• We have made a serious effort to optimize the construction.
Although a proof escapes us, we believe we have reached the boundary of the
trapped region at the centre of the Oppenheimer-Snyder dust cloud. Because our
construction is fully explicit a rigorous temporal upper bound on the location of
the boundary is achieved.
Various open issues were discussed in section 6. We find it puzzling, and indeed
intriguing, that the very simple questions we ask are so difficult to answer.
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A Appendix
In this Appendix we consider the question of how to deal with surfaces in space-
times (M, g) that are the result of a matching between two, previously given,
known spacetimes (M+, g+) and (M−, g−) across a (timelike for definiteness) hy-
persurface E .
As is often the case – and sometimes unavoidable – the explicit coordinates
used to describe such matched spacetimes (M, g) consist of two different, unrelated
sets: one corresponding to the +-manifold M+, the other corresponding to M−.
Even though one cannot even ask the question if the metric components, say, are
differentiable functions across E in such coordinates, this leads to no conceptual
difficulties because there are theorems [20, 21, 22] ensuring that, provided the
proper matching conditions hold, there exists another coordinate system on any
neighbourhood U(p) ⊂M of p ∈ E such that the metric components are actually
C1 functions in this new set. These coordinates are called admissible [23, 20], and
are usually not constructed explicitly. Actually, in most cases their expressions
will be rather difficult, if not impossible, to get in terms of explicit functions.
All this is well understood. However, we want to consider surfaces (co-dimen-
sion two submanifolds) that cross the matching hypersurface E . How can one be
sure that a given surface is actually differentiable, without undesired “corners” or
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“spikes”, and such that extrinsic quantities – as for instance the expansions – do not
have jumps? We are going to provide a simple method to deal with this question
without any knowledge of the admissible coordinates. To this end, a very brief
summary of the junction conditions is in order, see [24] section 3.8 for a summary.
Let (M±, g±) be two smooth spacetimes with respective metrics g±. Assume
that there are corresponding timelike hypersurfaces E ± ⊂ M± which bound the
regions V ± ⊂ M± on each ±-side to be matched. These two hypersurfaces are
to be identified in the final glued spacetime, so they must be diffeomorphic. The
glued manifold is defined as the disjoint union of V + and V − with diffeomorphically
related points of E + and E − identified. The matching depends crucially on the
particular diffeomorphism used to identify E + with E −, and we assume that this
has already been chosen and is given, so that the matching hypersurface is uniquely
and well defined. Henceforth, this identified hypersurface will be denoted simply
by E . A necessary requirement to build a spacetime with at least a continuous
metric is that the first fundamental forms h± of E calculated on both sides agree,
because then there exists a unique C1 atlas onM , which induces the C∞ structures
on M± and such that there is a metric extension g defined on the entire manifold
that coincides with g± in the respective V ± and is continuous [21, 22].
In practice, one is given two spacetimes (M±, g±) and thus two sets of local
coordinates {xµ±} with no relation whatsoever. Hence, one has two parametric
expressions xµ± = x
µ
±(ξ
a) of E , one for each imbedding into each of M±. Here {ξa}
are intrinsic local coordinates for E , Greek indices run from 0 to 3, while small
Latin indices run from 1 to 3. For each ± sign, the three vector fields eµb = ∂xµ±/∂ξb
are assumed to be linearly independent at any p ∈ E and are tangent to E . The
agreement of the two (±)-first fundamental forms amounts to the equalities on E
h+ab = h
−
ab, h
±
ab ≡ g±µν(x(ξ))
∂xµ±
∂ξa
∂xν±
∂ξb
.
In other words, the tangent vector fields have equal scalar products on E from
both sides. Denote by n±µ two unit normals to E , one for each side. They are fixed
up to a sign by the conditions
n±µ
∂xµ±
∂ξa
= 0, n±µn
±µ = 1
and one must choose n−µ pointing outwards from V − and n+µ pointing towards V +
– or the other way round. The two bases on the tangent spaces
{n+µ, ∂x
µ
+
∂ξa
} and {n−µ, ∂x
µ
−
∂ξa
}
are then identified, so that one can drop the ±. Observe, however, that this
identification is usually only abstract, as in practice one still uses both bases, each
on its own coordinate system, to do actual calculations.
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The complete set of matching conditions is then obtained by requiring that
the Riemann tensor components have no Dirac-delta-type terms [21, 22], and this
amounts to demanding that the second fundamental forms of E , as computed from
both ±-sides, agree on E [20, 25], that is to say
K+ab = K
−
ab, K
±
ab = −n±µ
(
∂2xµ±
∂ξa∂ξb
+ Γ±µαβ (x(ξ))
∂xα±
∂ξa
∂xβ±
∂ξb
)
.
We are now in position to answer the question we asked. Assume, thus, that the
above procedure has been performed and we have a properly matched spacetime
(M, g) which, nevertheless, is presented to us with the two portions V ± and the
two metrics g± described in their original (and unrelated) ±-coordinate systems.
Imagine that we wish to describe an imbedded surface S of sufficient differen-
tiability in this space-time – so that, in particular, the null expansions on S are
continuous. How to proceed?
Consider for a moment that we have built an admissible coordinate system
{xµ} around a point p ∈ E . This means that the metric g is C1 across E in these
coordinates, and that g coincides with – i.e., is isometric to – g+ on V +, and g−
on V −. The surface S would then be described in parametric form by
xµ = Φµ(λB)
where the functions Φµ are sufficiently differentiable (say, at least C3) and λB are
local intrinsic coordinates in S. Now, capital Latin letters A,B, · · · = 2, 3. This
implies that the vector fields tangent to S
∂Φµ
∂λB
possess components that are C2 functions of the λB, and the components of the
first fundamental form of S
γAB = gµν(Φ(λ))
∂Φµ
∂λA
∂Φν
∂λB
are therefore C1 functions of the λB. With respect to the normal one-forms, any
normal Nµ to S is defined by the condition
Nµ
∂Φµ
∂λB
= 0
and therefore its components Nµ(λB) can be chosen to be C2 as functions of the
λB. In particular, this will be the case for the two independent null normal one-
forms. Observe, however, that the contravariant components Nµ will, in general,
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be just C1 functions. Despite this, the components of the second fundamental
form relative to any normal Nµ,
KAB(N) = −Nµ
(
∂2Φµ
∂λA∂λB
+ Γµαβ(Φ(λ))
∂Φα
∂λA
∂Φβ
∂λB
)
,
are continuous functions of the λB, because so are the Christoffel symbols as func-
tions of the admissible xµ. Finally, the normal connection one-form sA on S, also
called the third fundamental form of S, has the following components
sA = −mµ
(
∂uµ
∂λA
+ Γµαβ(Φ(λ))
∂Φα
∂λA
uβ
)
in terms of any orthonormal couple uµ,mµ of normal one-forms
−uµuµ = mµmµ = 1, uµmµ = 0.
It follows that the two summands between brackets of the expression for sA are
continuous functions of the λB and thus, so are sA.
The above has been deduced using an admissible coordinate system that we
will not generally have at hand. Still the conclusions reached, namely the dif-
ferentiability of the first fundamental form and the continuity of the second and
third fundamental forms as functions of the λB, are invariant and can be enforced
without the use of the admissible coordinates. This follows because all these ge-
ometrical quantities have components that are expressed in terms of the intrinsic
local coordinates λB on S so that, as long as we can provide expressions for these on
both sides as such functions, their continuity or differentiability can be explicitly
required.
This works as follows. In the practical situation we will have to describe the
surface S as composed by a piece S+ imbedded in V +, another piece S− imbedded
in V −, and such that both pieces intersect the matching hypersurface E at the
same set
S+ ∩ E = S− ∩ E ≡ S|E . (47)
The imbeddings will each be described by corresponding parametric functions
xµ± = Φ
µ
±(λ
B)
so that, first of all, we need to find the explicit expressions that solve the indis-
pensable condition (47), that is to say, we need to find the solution to the two
systems of equations
xµ±(ξ
b) = Φµ±(λ
B) .
30
This solution exists, and actually agree on both sides, if the surface S does meet the
matching hypersurface E and S|E is well defined. Let such a solution be described
by the explicit functions and constraints
ξb = ξb(λB0 ), FΩ(λB) = 0. (48)
Here, λB0 denote the values of λB at the intersection S|E , that is, the solutions to
the constraint equations FΩ = 0. These may depend on the matching hypersurface
E and on the spacetimes M±.
We can compute the first fundamental form of S on each of its two pieces S±
as
γ±AB = g
±
µν (Φ±(λ))
∂Φµ±
∂λA
∂Φν±
∂λB
.
Then, the condition that γAB are differentiable implies that we must require on
SE
γ+AB
∣∣
SE
= γ−AB
∣∣
SE
,
∂γ+AB
∂λC
∣∣∣∣
SE
=
∂γ−AB
∂λC
∣∣∣∣
SE
. (49)
Observe that taking the values of these components at SE amounts to setting
λB = λB0 .
In order to deal with the rest of the continuity conditions, we must first of all
identify properly, on the set S|E , the normal one-forms that are defined on both
pieces S± of S. This can be done by computing, on each side, their scalar products
with the identified bases on E . We must thus require for any normal one-form Nµ
to S
N+µ (λ0)n
µ
+(ξ(λ0)) = N
−
µ (λ0)n
µ
−(ξ(λ0)),
N+µ (λ0)
∂xµ+
∂ξa
(ξ(λ0)) = N
−
µ (λ0)
∂xµ−
∂ξa
(ξ(λ0)).
(50)
Note that, given the normal one-form on one side, these can be seen as equations
determining the normal one-form on the other side if the surface S is well defined.
Once we have the normals properly identified, we can compute the second and
third fundamental forms on both sides by using the corresponding ±-objects, in
other words
K±AB(N) = −N±µ
(
∂2Φµ±
∂λA∂λB
+ Γ±µαβ (Φ±(λ))
∂Φα±
∂λA
∂Φβ±
∂λB
)
,
s±A = −m±µ
(
∂uµ±
∂λA
+ Γ±µαβ (Φ±(λ))
∂Φα±
∂λA
uβ±
)
,
and then we must require, by letting λB = λB0 ,
K+AB(N)
∣∣
SE
= K−AB(N)
∣∣
SE
, s+A
∣∣
SE
= s−A
∣∣
SE
. (51)
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In summary, given the discussion above in admissible coordinates, the set of
conditions that we must require on S are
1. the existence of a solution (48) that defines the set (47) unambiguously,
2. the proper identification of normal one-forms on S|E according to (50),
3. conditions (49) to allow for the differentiability of the first fundamental form
on S|E ,
4. and finally conditions (51) to comply with the continuity of the second and
third fundamental forms.
Clearly, these conditions are necessary to have a well-defined surface S without
corners, with no jumps in the expansions, etc. They are actually sufficient too,
because if the surface S had a corner, or if its null expansions had a jump, etc.,
then some of them would not hold.
As a final comment, we want to remark that the construction carried out in a
previous paper [13] was not completely correct in this sense, because the advanced
null coordinates used there are not admissible (the metric has jumps in some of
their first derivatives) while the built trapped surface was given parametrically in
terms of those coordinates. This can actually be noticed because the expansions
had a jump across the matching hypersurface1. Nevertheless, the surface could
easily be smoothed out and the construction would still work.
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