Simple ecological models operate mostly with population densities using continuous variables. However, in reality densities could not change continuously, since the population itself consists of integer numbers of individuals. At first sight this discrepancy appears to be irrelevant, nevertheless, it can cause large deviations between the actual statistical behaviour of biological populations and that predicted by the corresponding models. We investigate the conditions under which simple models, operating with continuous numbers of individuals can be used to approximate the dynamics of populations consisting of integer numbers of individuals. Based on our definition for the (statistical) distance between the two models we show that the continuous approach is acceptable as long as sufficiently high biological noise is present, or, the dynamical behaviour is regular (non-chaotic). The concepts are illustrated with the Ricker model and tested on the Tribolium castaneum data series . Further, we demonstrate with the help of T. castaneum's model that if time series are not much larger than the possible population states ( as in this practical case) the noisy discrete and continuous models can behave temporarily differently, almost independently of the noise level. In this case the noisy, discrete model is more accurate [OR has to be applied].
Introduction
Mathematical models of populations use either continuous or discrete time as an independent variable. The former is applied when the size of the population changes very often. These models lead to differential equations. The latter approach is most commonly adopted in the cases when the size of the population changes suddenly and periodically (e.g. annual plants, insects). This model applies iterated (return) maps of the type N t =F(N t-1 ). Our paper is dedicated to this latter case. We investigate whether and under which conditions the N size of the population can be modeled by continuous (real-valued) variables instead of integers.
(Since most populations contain individuals, models can be transformed so that the population size -the habitat area times the population density -, is an integer value.)
At first sight this discrepancy appears to be irrelevant, nevertheless, it can cause large deviation between the actual statistical behaviour of biological populations and that predicted by the corresponding models, especially if the underlying dynamics is chaotic. This type of dynamical behaviour implies stretching, so as time is iterated, arbitrarily small differences between the models are blown up to finite size. No matter how closely a continuous model approximates a discrete system, after a (small) finite number of steps the models diverge and Deterministic (D) models, F is deterministic DC models DD models Stochastic (S) models, F is a stochastic process SC models SD models Noisy (N) models, F is a combination of a deterministic part and a random noise NC models ND models Table 1 : Classification of discrete time population models discrete models; deterministic (DD) versions can be rather sophisticated (as we discuss this below). Discrete stochastic (SD) models are very adequate to describe real populations but less tractable mathematically (e.g. Renshaw, 1991) . (We are not aware of the application of SC models.) The relatively less complicated ND models, however, are still close to reality:
the most populations do consist of integer number of individuals and random fluctuations do exist. In spite of their suitability, ND models are almost totally absent in the literature (e.g. Begon et al., 1986; Gurney and Nisbet, 1998) . There is a rather recent interest in DD and ND models: the appearance of 'lattice effects' caused by the discreteness of the population Domokos and Scheuring, 2002) . Our goal is to study the conditions under which ND models can be substituted by simpler DC or NC models, or, alternatively, the conditions under which ND models cannot be replaced. In this study we consistently refer to two models as being similar if the probability density functions describing the size of the population are sufficiently close. Nevertheless, it is clear that two models, even with identical statistics, can predict different time series: the statistical measure cannot tell the difference between two time series if (i) they have totally different patterns, (ii) but happen to spend the same amount of time in the same parts of the phase space. This latter difference is, however, of secondary importance in case of sufficiently long time series and will not be discussed in our paper. In case of short time series the last mentioned difference can be relevant, and the tools developed in this paper can capture this subtle difference, as we will point out in section 4.
One may think naively that deterministic discrete (DD) systems can be approximated by their continuous (DC) counterparts if the population size is sufficiently large, while discrete effects are important in small populations. This is certainly the case as long as the proposed continuous system behaves regularly. However, if the continuous dynamics is chaotic, it displays aperiodic, random-like behaviour, which can never appear in a deterministic discrete system defined on a closed interval, due to its finite number of states. In such cases the convergence between discrete and continuous models cannot be established by increasing the population size N (cf. Domokos and Szász, 2003) . In this paper we argue that it is imperative to consider the naturally existing random noise in the original discrete system, since only such noisy, discrete models can converge to their continuous counterparts (ND → DC convergence). We will show that this convergence can be drastically improved if we add the same amount of noise to the continuous model (ND → NC convergence). The magnitude of the noise and the dynamical characteristics of continuous models play a key role: if the noise is too small and the DC model is chaotic, then discrete and continuous models will never display similar behaviour, while NC and ND models behave similarly at regular dynamics.
For sufficiently large noise, independently of the dynamical behaviour, ND and NC appear almost identical from the statistical point of view. We describe a "grey zone" for the magnitude of the noise where the similarity is only partial. Adequate continuous models can be only applied to chaotic systems if the noise is above the "grey zone", otherwise they have to be treated with caution, or alternatively, the discrete model has to be used.
Interestingly, questions with rather similar mathematical content, though with completely different background arise when the efficiency of computer simulations on continuous dynamical systems is investigated. As pointed out first by Stanislaw Ulam (Ulam, 1960) , due to the unavoidable discreteness of the computer simulation (finite arithmetic precision), often not even the statistical properties of the modeled continuous dynamical system can be captured. Ever since, this question has been systematically investigated by the mathematical community and several fundamental results are at hand (Kifer, 1997; Liverani, 2001; Domokos and Szász, 2003) . One of the main messages of these investigations is that the perturbed discrete system with appropriately added random noise behaves similarly to the unperturbed (purely deterministic) continuous one. (Using the notations of As a fundamental tool of our study we will define the distance between two models in section 2 in such a way that two models will be close if they behave similarly in the statistical sense.
In section 3 we measure the distance between ND, NC and DC models of the Ricker map for different dynamical behaviour, population sizes and a wide range of demographic noise. In section 4 we study whether the dynamical description of the experimental Tribolium castaneum data series (Costantino et al., 1997) requires the application of an ND model, or the NC description is adequate. We draw conclusions and discuss some related issues in section 5.
Method for measuring the difference between the ND, DC and NC systems
Let us consider the following simple population dynamical model:
where N t is the number of individuals at time t; f(q, N t ) is the realized per capita rate of population change depending on the population size and the demographic parameters q. We stress here that N generally denotes the population density, but multiplying the density with the habitat size transfer N into the number of individuals. et al., 1986; Cohen, 1995) . Despite their simplicity, these models can be very rich in dynamical behaviour. Depending on the function f(q, N t ) and its parameters, models can tend to a fixed point, oscillate periodically, quasi-periodically or can fluctuate chaotically as well (May, 1976; Cohen 1995) . One possible DD model corresponding to (1) is constructed simply by the integerization of the right hand side of (1) [ ]
where int [x] denotes the integer part of x.
Since different types of stochastic processes (environmental, demographic) make noise inherent in every population, eqs. (1) (Rao, 1973; Dennis et al., 2001) . Consequently the demographic stochasticity modifies eq. (1) to
and eq. (2) to
Here ε t is a normally distributed uncorrelated random variable with mean zero and variance σ 2 . If stochasticity originates from environmental variablity then logarithmic transformation of N t leads to a standardised noise structure (Dennis and Taper, 1994; Dennis et al., 2001) , so it modifies (1) to
and (2) to
Equations (3) and (5) are NC systems with different types of noise, while (4) and (6) are their ND counterparts, respectively.
One realization of eq (4) is the ND version of the so-called Ricker model will be discussed in the next section. Figure 1 illustrates the dynamical behaviour of the discrete and continuous
Ricker models with and without noise. 
The first two rows show the behaviour of the DD and DC models (with zero noise), while the third and fourth rows illustrate the ND and NC models with identical, moderate noise levels.
Time series (shown in the left column: Fig.1 a,c,e, g) display the behaviour of the system to some extent, however frequency distribution of the different population sizes (right column: Fig.1 b,d ,f,h) are often much more informative. In particular, if the system is chaotic and (or) noisy, the frequency of different states can be hardly seen based solely on time series (Fig. 1   d,f,h ). It can be observed that already at this rather low noise level, Fig. 1 f and h appear to be more similar to each other than the deterministic densities in Fig. 1 based on their differences in frequency distributions in the following way: Let us consider the two models, and we also consider the associated discretized frequency distributions denoted by p 1 (X)>0 and p 2 (X)>0, where X (=1, 2,...n) is the integer value of x (if x is itself an integer the x=X). We define the distance as
where summation is carried out for all X values where p 1 (X)+ p 2 (X)>0. We apply the discrete frequency distributions because we want to handle both discrete (D) and continuous (C) models and one can assign integers to real numbers in a natural way by rounding, however, the inverse is not true. The distance d will assume only positive values between 0 and 1. The former extreme appears if the two density functions are identical, the latter if they are completely disjoint in the sense that p 1 (X)p 2 (X)=0 for all values of X. The distance d [.] in eq. (7) is the discretized version of the 2 norm (Korn and Korn, 1968) .
If p 1 (X) and p 2 (X) are very similar with high peaks which are slightly offset in X, then d is similar to the Levy distance, also permitting small shifts in the independent variable (Levy, 1937).
The above defined distance will measure the difference between the density functions in case of sufficiently long data series. In case of relatively short series (where the number of data points is smaller than the number of possible states) the suggested distance will, to some extent, measure the more subtle difference between the actual time series: it compares the domains of phase space visited by the two (short) data series (cf. Section 4, figure 4.).
Naturally, the statistically indistinguishable time series may differ by several reason:
a) The two series may visit the domains of phase space with equal frequency, however, at different times.
b) The two series may visit the same domain at the same time, however show different patterns.
Difference of type b) will never be detected by our method. However, difference of type a)
can be detected if the time series is short.
Differences between ND, DC and ND, NC versions of the Ricker model
We use the well known Ricker equation (Ricker, 1954) and its adequately modified counterparts to illustrate the relations between different types of models described in Table 1 .
The Ricker model is defined by
where N t is the number of individuals at time t, b is the per capita birth rate, K refers to the habitat size and c measures the strength of intraspecific competition at unit density of individuals. Since, depending on the birth rate b, the model tends to a fixed point (0 < b < 7.4), fluctuates periodically ( 7.4 < b < 16.9) or chaotically (16.9 < b), it is an ideal system to compare the different models defined in the previous section.
The traditional Ricker equation is a DC model, but according to (3) or (5) and (4) or (6) Either we are interested in the input noise, i.e. the level of stochasticity of the input parameter measured by the control parameter σ (standard deviation): in Section 5 we will discuss this approach. Physically, the input noise is represented either by demographical or environmental stochasticity. The other alternative is to measure the output noise by averaging the absolute value of the difference between the noisy and the noise-less maps; this approach is adopted in this section. The output noise is represented by the stochastic fluctuation of the size of the population. It is not surprising that the two approaches differ radically: the input noise is transformed by a (possibly strongly) nonlinear map into the output noise, so not even the statistical properties can be expected to be similar. The approach based on input noise admits a better comparison of the biological and environmental stochasticity affecting on the population size, the output noise approach is more adequate if we are interested in the effect of noise on populations.
We can distinguish four characteristic types of behaviour, which are plotted schematically in Type I. (Fig. 2a and 2c ) ND − DC comparison in case of regular dynamical behaviour (fixed point or periodic oscillation). In the clear zone they appear to be similar (δ[.] is small) because discretization does no play a crucial role for regular behaviour. Both in the grey zone and in the noisy zone the deterministic continuous model remains identical since it does not contain any noise, however, in the discrete system noise starts to dominate the behaviour so the distance between the two models grows rapidly close to the maximum (δ[.]=1).
Type II. (Fig. 2b and 2d) , ND -NC comparison in case of regular dynamical behaviour. As in case of Type I, in the clear zone the distance is very small. In the noisy zone the distance is small as well, however, for a completely different reason: both systems are 'far' from their original version, they appear similar because the noise is dominant. Since in the clear zone and the noisy zone the models are close for different reasons, it is not surprising that in the grey zone the distance grows temporarily.
Type III. (Fig. 2e ) ND -DC comparison in case of chaotic dynamics. In the clear zone they appear to be far apart, this is due to the reasons discussed in section 1. As noise increases in the grey zone, the statistics get relatively close when the noise's magnitude is of order 1, this is in fair qualitative accordance with the results concerning Ulam's problem (cf. Domokos and Szász, 2003) . Later on, the distance increases again close to maximum and in the noisy zone the two models are far apart. The latter is plausible if we consider that the statistics of the discrete model is dominated by the noise while the continuous model's density function is independent of the noise structure.
Type IV. (Fig. 2f ) ND -NC comparison in case of chaotic dynamics. In the clear zone the models are apart for the same reason as in case of Type III. However, after a relatively slow transition in the grey zone (see the logscale of x axes), the models appear to be close in the noisy zone -this is a similar effect to Type II: noise dominates both models. 
ND and NC models of chaotic Tribolium castaneum data series
One of the main conclusions deduced from Figs. 2 and 3. is that ND and NC models behave similarly, except if the dynamics is chaotic and the demographic (and/or environmental) noise is not strong enough (cf. Fig. 2 f, and Type IV in Fig. 3.) . The natural question to ask is whether (and under which circumstances) we can apply NC models, i.e. whether (and under which circumstances) noise can conceal the discreteness of populations in a natural system. If the answer is negative, we have to apply the less comfortable ND models. To answer this question, a comprehensive database on a huge number of different populations would be needed. This database would contain (among others) complex chaotic-like time series, the corresponding, verified population dynamical models, as well as the demographic and environmental noise levels. Unfortunately, to the best of our knowledge, there is no such database at hand. We are only aware of the experiments and mathematical analysis made on flour beetle Tribolium castaneum (Desharnais et al., 1997; Dennis et al., 2001) , which can serve as the only database where the comparison of ND and NC models is possible. In the cited study the authors report on maintaining the beetle population for years in the lab. They have not only shown that the so called LPA model gives a precise description of the population dynamics, they also verified experimentally the forecasted chaotic dynamics at different manipulated demographic parameters (Desharnais et al., 1997) . All the parameters and the level of demographic stochasticity of the LPA model is estimated in a comprehensive statistical study ). Below we briefly discuss the cited study and use our results to decide on the applicability of NC and ND models.
Flour beetle has larva (L) pupa (P) and adult (A) stages in its life-cycle. Since the noise is mainly caused by the demographic stochasticity in this lab experiment ), the standardised noise can be added to the square root transformed equations of the deterministic model (see eq. (3)). Thus the NC version of the LPA model is a noisy difference equation system:
where L t , P t and A t are the number of feeding larvae, nonfeeding larvae and adult individuals, respectively at time t. The LPA model assumes that the main interactions among the lifestages is the cannibalism, so the exponentials represent the fractions of individuals surviving cannibalism within one unit of time (as in the Ricker model). The parameters c ea /V c el /V and c pa /V measure the strength of cannibalistic interactions. V is proportional to the habitat size.
The parameter b is the average number of larvae recruited by an adult per unit time. The fractions µ l and µ a are the larval and adult mortality rates per unit time, respectively. The terms ε 1t , ε 2t are random normal variables with mean zero and and variances σ 1 and σ 2 .
(Naturally, there is a random term ε 3t in the third equation as well in the general case and there are covariances among the different random variables, but in this experiment ε 3t and covariance entries of the variance-covariance matrix are practically zero). A discretised version (ND model) of the above system is
Studying this noisy, discretized model system at the parameter sets fitted to the chaotic data series, Henson et al. (2001) concluded that there are intermittent patterns in the time series which resemble the 6-cycle characteristic in the DD model (σ 1 =σ 2 =0), while other parts of the series resemble the chaotic attractor of the DC model. The authors compared visually the ND time series with an experimental series, and they argued that due to the noise, real population dynamics occasionally resemble the DD model, at different time periods the DC model ). They called this phenomenon 'lattice effect'. Using the terminology of our study the question is whether their data falls somewhere into the "grey zone" as observation might suggest, or their conclusion is premature. Beside the already considered effects we will need to pay attention to the length of the available experimental data series in order to answer the above question. To reveal the effect of noise, we computed δ[NC, ND] at different ασ 1 , ασ 2 variances, where α was varied in the (10 -5 , 10) interval, and σ 1 = 2.332, σ 2 = 0.2374 was estimated from the data series Henson et al., 2001) . It is remarkable that the plots for
ND] of L, P, and A (Fig. 4a-c. ) follow the Type IV pattern which was experienced in the chaotic Ricker model (Fig. 2f, Fig. 3d ), except that the distance at low noise level is relatively small due to the coincident peaks in both (continuous and discrete) models. In Fig. 4 arrows indicate the noise level of the cited study; we can observe that the point is at the left end of the noisy zone, i.e. δ[NC, ND] is close to zero. Consequently (and in contrast to the Hensons' conclusion) for the given parameters, NC and ND models behave statistically very similarly.
However, there are only some hundred data points in the experiment, much smaller than the number of data points used beforehand in the computation of δ [ND,NC] . Due to the small number of experimental data points the difference of NC and ND models remains meaningful even at higher noise levels since the different models generate different short transient time series (Fig 4d-f) . With other words, in case of short data series the number of possible states of the population is larger (or, at least, of the same order) than the length of the time series, thus the measured time series are not related to the invariant statistics. They are rather related to the short term temporal behaviour of the investigated systems. As we pointed out in section 2, the defined distance can be applied both for long and short data series. In the latter case the distance measures the more subtle difference between the time series: it compares the domains of phase space visited by the two (short) data series.
Discussion
In this paper we presented a systematic study of noisy discrete and continuous models in population dynamics. The main goal of our investigation was to find criteria for the application of simple continuous models. We defined the distance between two models based on their statistical properties and measured the distances (as a function of the noise magnitude) between noisy and deterministic, discrete and continuous versions of the wellknown Ricker map. The computations revealed four types of characteristic behaviour, summarised in Fig. 3 . The computations on the LPA model revealed that the described four types are meaningful beyond the Ricker model; we believe that they give an adequate qualitative picture for a wide range of dynamical models. Based on the four types our practical conclusions can be summarised as follows:
1. Deterministic continuous models can represent the dynamical behaviour of real (discrete, noisy) populations only for rather limited ranges of noise, so, in general, their application can not be recommended.
2. In case of regular dynamical behaviour (fixed point, periodic oscillations) there is no need to consider the discrete character of the population, simple, noisy continuous models are adequate for all levels of noise.
3. In case of chaotic dynamical behaviour the noisy continuous models are adequate only if the noise is sufficiently large. If the noise is small, the discrete dynamics with added noise has to be studied directly.
The last two points focus on the statistical similarity of the models, that is the case when time series are much larger than the possible population states. If this is not true our tool for measuring the distance can be still applied. In such cases the statistical comparison is practically meaningless, our tool compares the domains of phase space visited by the two (short) data series.
4. Our computations indicate that the short term behaviour of chaotic, discrete, noisy systems cannot be well approximated by continuous models, except for very small, special intervals of the noise amplitude.
In the third observation we referred to 'sufficiently large' and 'small' noise. It is very difficult to give a general estimate on what we call sufficiently large, however, based on our numerical results and the mathematical theory related to Ulam's problem, we believe that the biological noise can be called 'sufficiently large' if the actual random fluctuations are on average larger than the actual derivative of the map (Szász and Domokos, 2003) . Observe that this is not related to the size of the population. However, since the absolute value of output noise level increases with population size independently of the source of stochasticity (see eqs. (3)-(6)) it can be expected that for large populations the biological noise is sufficiently large, while for small populations, especially with high derivatives (high birth rate), the noise is relatively small and discrete effects have to be considered. This effect can be illustrated if we re-draw Fig. 2 f in such a way that the distances δ[ND,NC] are plotted as functions of the noise parameter σ ( Fig. 5) . The parameter σ measures the level of stochasiticity (input noise), but its effect of the dynamics depends on the population size (cf. eq. (3)- (6)). In Fig. 5 .
we can observe how the effect of σ depends on the size of the population: smaller populations display "lattice effects" (large distance from the continuous dynamics) for higher values of σ.
Since our analysis of the T. castaneum data series showed that at the given population size the dynamics is just above the grey zone, we expect that for substantially smaller population sizes lattice effect will be very apparent. As we illustrated on the LPA model, our study not only provides general recipes, but it also admits the systematic study of individual models by the application of the distance measurements. The Tribolium castaneum data series has another lesson: the noise level is high enough to keep the dynamics in the "noisy zone" (Fig. 3 ) even in this small laboratory population living under controlled environmental conditions. So, even for this chaotic system
the NC model appears to be adequate. On the other hand, despite the statistical similarity of NC and ND versions of LPA model in this case, the real short time series of the models can be rather different. So here the biologically more adequate ND model is suggested. We showed that for non-chaotic systems NC models are always applicable if time series are long enough.
We may conclude that NC models generally describe population dynamics more precisely than the used DC models, and knowing that chaos (or more precisely dynamic systems which are noise-amplifying) is rather rare in field populations (Berryman and Millstein, 1989; Turchin and Taylor, 1992; Godfray and Grenfell, 1993; Ellner and Turchin, 1995; Scheuring, 2001 ), the application of more complicated ND models is necessary if the time series is too short compared to the possible population states, that is, in some cases when the population 
