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Les problèmes de diffraction d’ondes dont le domaine de propagation dépend d’un petit
paramètre ou d’une perturbation apparaissent sous différentes coutures en mathématique
appliquée. Typiquement, ces problèmes mettent en jeu des géométries dont au moins l’une
des dimensions est petite devant la longueur d’onde de l’onde incidente. Numériquement,
ce genre de problème engendre une discrétisation du domaine d’autant plus fine que la
perturbation est petite, ce qui peut donner lieu à une forte augmentation du coût et
du temps de calcul. L’analyse asymptotique de ce type de problème permet souvent de
diminuer ces coûts sans recourir à des méthodes de raffinement local de maillage, mais
en se ramenant à une famille de problèmes qui ne dépendent plus du petit paramètre.
On connaît par exemple les problèmes de couches minces en électromagnétisme [4, 44]
qui consistent à étudier la propagation d’ondes à travers un milieu comportant différentes
couches, dont une particulièrement fine. On utilise aussi ces techniques pour étudier les
problèmes de couche limite, par exemple l’effet de peau [14, 15], phénomène physique
bien connu en électromagnétisme, qui se produit lors de la diffraction par des obstacles






Figure 1.1 – Géométrie de couche mince, effet de peau
Leur étude asymptotique consiste à remplacer, lorsque cela est possible, la fine couche
par une condition aux limites approchée équivalente. Par exemple, M. Duruflé et al. [45]
proposent des conditions de transmission équivalentes pour le problème de Maxwell tridi-
mensionnel dans un milieu à couche mince fortement conductrice, à l’aide de la méthode
multi-échelle. Cette méthode, notamment utilisée dans [52] pour ce type de problème,
consiste à approcher la solution du problème en superposant (via une fonction de tron-
cature) deux développements asymptotiques qui constituent des solutions approchées du
problème initial à différentes échelles, dans différents domaines. Cette méthode permet
d’analyser les modèles ainsi construits et d’en tirer des résultats de convergence (avec une
certaine précision). Dans cette problématique, entrent également les problèmes de fentes
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minces [51] dont le domaine de propagation des ondes est la réunion d’un volume de di-
mension n et d’une fente mince de dimension n− 1. La figure 1.2 illustre la géométrie de
ces problèmes. L’analyse asymptotique des problèmes de fentes consiste à raccorder deux
ε
Ω
Figure 1.2 – Géométrie à fente mince
solutions de modèles approchés, l’un à l’échelle de la fente, de dimension n − 1, l’autre à
l’échelle du volume, de dimension n. Dans sa thèse [51], S. Tordeux utilise la méthode des
développements asymptotiques raccordés afin de valider et justifier des modèles de fentes.
Cette méthode, notamment développée dans [30, 39], consiste à définir des développements
asymptotiques de la solution dans deux domaines « asymptotiques » et à les raccorder dans
une zone intermédiaire constituée de points qui peuvent être vus comme proche ou loin de
l’obstacle suivant le point de vue adopté. Les deux techniques asymptotiques décrites sont
en réalité très proches ; par exemple, M. Dauge et al. [19] comparent ces deux méthodes
pour l’approximation des solutions du problème de Laplace dans des domaines à coins.
Cette singularité géométrique est traitée comme la limite d’un domaine régulier lorsque la
perturbation tend vers 0.
Dans ce mémoire, nous nous intéressons à la propagation d’ondes électromagnétiques
dans un domaine comportant des petits obstacles. Cette problématique a déjà donné lieu
à de nombreux travaux, notamment des travaux de H. Ammari et al. qui privilégient
les approches par des méthodes d’équations intégrales de frontière et par une description
équivalente du problème à l’aide des multipôles [3, 5, 6, 7].
Les problèmes de diffraction par de petits obstacles ont été également étudiés dans le
cas d’ondes acoustiques ou d’ondes élastiques [3]. En acoustique, en régime temporel ou
fréquentiel, nous pouvons citer les travaux de thèse de V. Mattesi [38] qui traite l’analyse
asymptotique du problème uni-obstacle bidimensionnel par la méthode des développe-
ments asymptotiques raccordés, mais aussi les travaux de A. Bendali et al. [9, 10, 11] qui
développent une approximation à tout ordre des solutions de l’équation de Helmholtz, à
l’aide de modèles multi-centres, en deux et récemment, trois dimensions. Historiquement,
les modèles multi-centres ont été développés par L. L. Foldy [23], puis par M. Lax [34, 35].
Le modèle de Foldy-Lax, notamment développé pour le problème de diffraction d’ondes
acoustiques par de petits obstacles dans [10, 11, 16], consiste à décomposer l’onde dif-
fractée en une somme d’ondes diffractées dans des systèmes isolés en tenant compte des
interactions avec les obstacles alentour.
1.2 Problème modèle
Nous nous intéressons à la diffraction d’ondes électromagnétiques ayant une dépen-
dance harmonique en temps par N hétérogénéités bornées dans R3 disjointes, soumises à
une onde incidente de longueur d’onde λ > 0. Nous supposons que les N hétérogénéités




dans le sens où chacune des hétérogénéités, notée O(j)ε , est incluse dans une boule B(j)ε de
centre cj et de rayon ε, pour tout j = 1, . . . , N . De plus, nous supposons que les obstacles
sont autosimilaires, c’est-à-dire qu’il sont obtenus par translation et homothétie de formes
dîtes de référence Ô(j), ne dépendant pas de ε, tels que pour tout j = 1, . . . , N
O(j)ε = cj + εÔ(j) =
{





Pour tout j = 1, . . . , N , nous notons Γ(j)ε la frontière de O(j)ε . Le domaine de propagation
des ondes est le domaine extérieur Ωε défini par





Le problème de diffraction en milieu homogène et isotrope est décrit à partir des équations
de Maxwell harmoniques en temps{
rot E− iωµH = 0, dans Ωε,
rot H + (iωε− σ) E = J, dans Ωε,
(1.4a)
(1.4b)
où ω > 0 désigne la fréquence du rayonnement, les grandeurs caractéristiques du milieu
ε, µ et σ désignent respectivement la permittivité électrique, la perméabilité magnétique
et la conductivité et le terme source J désigne une densité de courant. Les grandeurs
ε, µ et σ sont des fonctions scalaires positives et bornées et nous supposons que J est à
support compact dans le domaine extérieur Ωε. Remarquons que des équations de Maxwell
(1.4a)-(1.4b) découle une équation du second ordre
rot rot E− κ2E = iωµJ, (1.5)










Dans le cadre de ce stage, nous émettons les hypothèses suivantes :
(i) Les grandeurs ε et µ caractéristiques du milieu dans lequel les N hétérogénéités sont
plongées, sont constantes, respectivement égales à la permittivité du vide ε0 et à
la perméabilité du vide µ0 qui vérifient (ε0µ0)−
1
2 = c où c désigne la célérité de la
lumière ; de plus, la conductivité σ est constante et strictement positive.
(ii) Les N hétérogénéités sont des conducteurs parfaits, c’est-à-dire la conductivité à
l’intérieur de chacune d’elles tend vers +∞ : les champs électrique E et magnétique
H sont nuls à l’intérieur de chaque obstacle. Dans ce cas, le problème de diffraction
est naturellement muni des conditions aux limites suivantes :nj × E = 0, sur Γ
(j)
ε ,
nj ·H = 0, sur Γ(j)ε ,
(1.7a)
(1.7b)




Notons Ei et Hi les champs électromagnétiques incidents. Nous supposons que les champs
incidents vérifient les équations de Maxwell (1.4a)-(1.4b) en l’absence d’obstacle. Par consé-
quent, puisque J est à support compact dans Ωε, les champs incidents Ei et Hi vérifient
les équations de Maxwell homogènes
{
rot Ei − iωµ0Hi = 0,
rot Hi + (iωε0 − σ) Ei = 0,
(1.8a)
(1.8b)




ε . Le champ E (respectivement H) se
décompose en la somme du champ incident Ei (respectivement Hi) et d’un champ diffracté
Es (respectivement Hs). Nous imposons la condition de rayonnement à l’infini de Silver-
Müller sur la partie diffractée des champs
lim
|x|→+∞
|x| (rot Es × x̂− iκEs) = 0, (1.9)
uniformément dans toutes les directions x̂ = x/|x|, où |·| désigne la norme euclidienne de x.





Figure 1.3 – Géométrie du problème modèle
théorique bien adapté. Cependant, d’un point de vue numérique, il n’est pas réaliste de
considérer un domaine de propagation des ondes non-borné. Pour remédier à ce problème,
une méthode classique consiste à borner virtuellement le domaine de propagation des
ondes. Il s’agit de considérer une boule Bρ de centre 0 et de rayon ρ telle que le support
du terme source et l’ensemble des obstacles soient contenus dans cette boule. Nous notons
Ωε,ρ le domaine borné défini par
Ωε,ρ = Ωε ∩ Bρ (1.10)
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et nous introduisons sur la frontière ∂Bρ des conditions dîtes d’absorption qui simulent le
comportement des solutions en domaine non-borné. Elles s’écrivent
ρ
(




= 0 sur ∂Bρ. (1.11)
Sous les hypothèses (i) et (ii), le problème de diffraction s’écrit
Étant donné (Ei,Hi) un champ incident,
chercher E = Ei + Es et H = Hi + Hs vérifiant
rot Es − iωµ0Hs = 0, dans Ωε,
rot Hs + (iωε0 − σ)Es = J, dans Ωε,
nj × E = 0, sur Γ(j)ε ,
nj ·H = 0, sur Γ(j)ε ,
lim
|x|→+∞






avec j = 1, . . . , N .
Remarque 1.1. Sous l’hypothèse (i), le nombre d’onde κ admet une partie imaginaire stric-
tement positive. Dans le chapitre 3, nous étudierons l’existence et l’unicité de la solution
de ce problème et nous verrons que lorsque I(κ) > 0, la condition de rayonnement à l’infini
Silver-Müller n’est plus une condition nécessaire à l’unicité de la solution.
1.3 Principaux résultats
Les résultats d’existence et d’unicité d’une solution au problème extérieur de l’électro-
magnétisme sont des résultats bien connus pour les nombres d’ondes réels et non-réels. Le
cas où le nombre d’onde κ est complexe, et plus précisément vérifie
I(κ) > 0, (1.13)
ce qui implique que κ2 /∈ R+, se place dans le cadre de Lax-Milgram [31, section 5.2].
Lorsque le nombre d’onde est réel, le cadre de Lax-Milgram ne suffit plus. Il existe plusieurs
manières d’outrepasser cette difficulté, entre autres :
— l’utilisation du principe d’absorption limite [31, section 4.3] qui consiste à ajouter
une perturbation complexe iδ au nombre d’onde réel puis de passer à la limite lorsque
δ tend vers 0+ : le problème perturbé se place dans le cadre de Lax-Milgram,
— l’ajout de la condition de rayonnement à l’infini de Silver-Müller et l’utilisation des
espaces de Sobolev à poids [42] qui définissent un bon cadre fonctionnel pour les
fonctions croissantes à l’infini,
— une approche par la résolution des équations intégrales, proposée par W. Knauff
et R. Kress [32], qui consiste à donner une formulation du problème sous forme
d’équations intégrales et s’appuie ensuite sur la théorie de Fredholm.
Nous avons choisi de mettre en valeur une approche différente et d’adapter la démons-
tration due à R. Phillips [50, pp.152-160] pour démontrer l’existence d’une solution au
problème extérieur de Maxwell pour un nombre d’onde réel. Elle consiste à traiter le pro-
blème extérieur de Maxwell comme une perturbation du problème dans l’espace libre R3
et à construire une solution du problème initial comme le raccord (via une fonction de
11
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troncature) de la solution du problème dans l’espace libre et de la solution d’un problème
auxiliaire de relèvement de trace tangentielle dans un voisinage de l’obstacle. Cela permet
de se ramener à la résolution d’un problème « de source » qui se place dans le cadre de
la théorie de Fredholm. Ce problème consiste à déterminer un terme source pour lequel le
candidat construit est solution du problème initial. C’est l’objet du paragraphe 3.2.4.
L’une des motivations de ce stage repose sur la décomposition modale des champs élec-
tromagnétiques dans un domaine extérieur à N obstacles, dont les coefficients dépendent
des traces tangentielles de Es et de Hs sur la frontière que chacun des obstacles. Dans
ce dessein, de nombreuses étapes doivent être mises en place. Le premier résultat que
nous avons exploité est le lemme d’addition scalaire, qui consiste à représenter la solution
fondamentale Φ de l’équation scalaire de Helmholtz par une série orthogonale






pour tous x, y ∈ R3 tels que |x| > |y| > 0, où h(1)n désigne la fonction de Hankel de
première espèce d’ordre n, jn désigne la fonction de Bessel d’ordre n et Yn,m désigne la
m-ème fonction harmonique sphérique d’ordre n. Dans le chapitre 4, nous présentons une
alternative à la démonstration de D. Colton et R. Kress [17, p.32] et nous donnons des
compléments sur la convergence de cette série dans l’espace
C∞
({
(x, y) ∈ R6, |x| > |y|
})
. (1.15)
Cela s’appuie sur la technique de séparation de variables, la théorie spectrale de l’opérateur
de Laplace-Beltrami, les théorèmes de régularité elliptique et l’équation vérifiée par la
solution fondamentale
−∆Φ− 2κ2Φ = 0, dans
{
(x, y) ∈ R6, |x| 6= |y|
}
. (1.16)
Un autre résultat notoire dans l’étude du problème de diffraction d’ondes électromagné-
tiques par une sphère est le lemme d’addition vectoriel qui consiste à représenter la solution
fondamentale de l’équation de Helmholtz vectorielle
−∆(Φp)− 2κ2(Φp) = 0, dans
{
(x, y) ∈ R6, |x| 6= |y|
}3
, (1.17)
où p désigne un élément de R3, par une série orthogonale. Dans le chapitre 5, nous étendons
ce lemme [17, pp.221-222] aux nombres d’ondes complexes et nous donnons des complé-
ments sur la convergence de cette série dans l’espace C∞
({
x ∈ R3, |x| > |y|
})
, pour tout



































où Stn,m et Sxn,m désignent les modes singuliers associés au problème extérieur de Maxwell
(voir le chapitre 5) et Sn,m désigne le mode singulier associé au problème extérieur de
Helmholtz (voir le chapitre 4). Enfin, à la manière de P. Monk [40, p.246] ou de R. Kress
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[46, p.183], nous déduisons une représentation modale des champs électromagnétiques
diffractés Es et Hs du problème de diffraction d’ondes électromagnétiques par N obstacles.
Elle est valable hors d’un voisinage de la frontière Γ = Γ1∪. . .∪ΓN de l’union des obstacles.































où cj désigne le centre du j-ème obstacle et Ψ(1),jn,m et Ψ(2),jn,m désignent les coefficients associés
aux modes de la décomposition. Ils dépendent des traces tangentielles de Es et Hs sur la
frontière Γj (voir le chapitre 6). La démonstration s’appuie sur les résultats précédents
ainsi que sur les formules de Stratton-Chu en domaine extérieur que nous explicitons
dans la section 6.2.1. Dans ce mémoire, nous considérons en permanence des géométries
régulières. Toutefois, il est possible d’étendre ces résultats lorsque la surface Γ est seulement
lipschitzienne au moyen de l’extension des formules de Stratton-Chu à des géométries
lipschitziennes [40].
1.4 Plan du mémoire
Ce mémoire se présente comme suit : dans le deuxième chapitre, nous réunissons les
éléments d’analyse fonctionnelle qui se rapportent à l’étude des équations de Maxwell. Nous
rappelons la définition des espaces de Sobolev et présentons une méthode qui permet de
définir de manière intrinsèque les espaces de Sobolev de frontière. Cette méthode s’appuie
sur la théorie spectrale des opérateurs non-bornés auto-adjoints à résolvante compacte
et sur la théorie d’interpolation (cf. annexe A). Nous nous intéressons également à la
décomposition de Helmholtz-Hodge de champs de vecteurs tangents à une surface et nous
approfondissons le cas où cette surface est une sphère.
Dans le troisième chapitre, nous étudions l’existence, l’unicité et la régularité des solu-
tions des problèmes extérieurs de Helmholtz et de Maxwell. L’intérêt de mêler le problème
de Helmholtz à ce mémoire réside dans le rôle essentiel que joue la solution fondamen-
tale de l’équation de Helmholtz dans la détermination de la décomposition modale des
solutions des équations de Maxwell.
Dans les quatrième et cinquième chapitres, nous déterminons une décomposition spec-
trale des solutions des équations de Helmholtz et de Maxwell dans des géométries sphé-
riques (à l’intérieur d’une boule, à l’extérieur d’une boule et dans une couronne). Tous
deux contiennent également un lemme technique qui consiste à représenter la solution fon-
damentale de l’équation de Helmholtz par une série orthogonale dans l’espace des fonctions
infiniment différentiables dans un sous-espace de R3.
Enfin, dans le dernier chapitre, nous déterminons une décomposition modale des so-
lutions des problèmes extérieurs de Helmholtz et de Maxwell. Nous présentons également
une méthode de décomposition multi-centre pour le problème de diffraction d’ondes élec-







2.1 Les espaces de Sobolev
Dans toute la suite, Ω désigne un domaine (ouvert connexe non-vide) de R3 (borné
ou non-borné), simplement connexe, de frontière Γ infiniment différentiable tel que Ω soit
situé d’un seul côté de Γ. Notons n le vecteur normal unitaire dirigé vers l’extérieur de Ω.
Nous supposons que R3 \ Ω est non-vide. Pour k ∈ N, l’espace C k(Ω) des fonctions k-fois





















Pour O = Ω ou R3, nous notons C kc (O) l’espace des fonctions k-fois continûment différen-
tiables à support compact dans O et C∞c (O) l’espace de Fréchet des fonctions infiniment
différentiables à support compact dans O. L’espace D ′(O) des distributions sur O, est
l’ensemble des formes linéaires et continues sur C∞c (O). Le produit de dualité entre D ′(O)
et C∞c (O) sera noté 〈·, ·〉O . Nous notons en caractère gras les espaces de fonctions ou
distributions vectorielles C∞c (O) = (C∞c (O))
3 et D ′(O) = (D ′(O))3. L’espace L2(O) des
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 12 . (2.6)
Pour tout m ∈ N, nous définissons l’espace Hm0 (Ω) comme étant la fermeture de C∞c (Ω)
pour la norme ‖ · ‖m,Ω. L’espace dual de Hm0 (Ω) est noté H−m(Ω) et le produit de dualité
entre ces espaces est noté 〈·, ·〉Ω.
Pour O = Ω ou R3, nous notons L2loc(O) l’espace des fonctions de carré localement
intégrable dans O et pour toutm ∈ N, nous notons Hmloc(O) l’espace localement de Sobolev
d’ordre m sur O défini par
Hmloc(O) =
{
u ∈ Hm(B(x, ρ)), ∀ x ∈ O, ∀ ρ > 0 tels que B(x, ρ) ⊂ O
}
, (2.7)
où B(x, ρ) désigne la boule ouverte de centre x et de rayon ρ. Pour tout m ∈ N, nous no-
tons en caractère gras les espaces de Sobolev vectoriels Hm(O) = (Hm(O))3 et Hmloc(O) =
(Hmloc(O))
3. Pour toutm ∈ N, nous introduisons les sous-espaces de Hm(O), notés Hm(div,O)
et Hm(rot ,O), définis par
Hm(div ,O) = {u ∈ Hm(O), div u ∈ Hm(O)} ,
Hm(rot ,O) = {u ∈ Hm(O), rot u ∈ Hm(O)} ,
(2.8a)
(2.8b)
munis respectivement des normes du graphe
‖u‖Hm(div ,O) =
(










Par convention, nous notons H(div ,O) = H0(div ,O) et H(rot ,O) = H0(rot ,O). Enfin,
nous définissons l’espace H0(rot ,Ω) comme étant la fermeture de C∞c (Ω) pour la norme
‖ · ‖H(rot ,Ω). Pour terminer cette section, nous énonçons deux théorèmes qui caractérisent
l’injection des espaces de Sobolev dans les espaces de fonctions continues (voir [37, corol-
laire 9.1] par exemple).
Théorème 2.1. Supposons de plus que Ω est borné. Pour tous m et k ∈ N, si m > k+ 32
alors
Hm(Ω) ↪→ C k(Ω). (2.10)
En particulier, pour tout k ∈ N, l’espace Hk+2(Ω) s’injecte de façon continue dans C k(Ω).
Corollaire 2.2. Soit O = Ω ou R3. Pour tous m et k ∈ N, si m > k + 32 alors
Hmloc(O) ↪→ C k(O). (2.11)
En particulier, pour tout k ∈ N, l’espace Hk+2loc (O) s’injecte de façon continue dans C k(O).
Démonstration. Si u ∈ Hmloc(O) alors pour tout compact K tel que son ouverture soit
incluse dans O, u appartient à C k(K) d’après le théorème d’injection 2.1, donc u ∈
C k(O).
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2.2 Les espaces de traces
Dans cette section, nous construisons les espaces de Sobolev de frontière Hs(Γ) dans
le cas où Γ est une surface compacte et régulière de R3. Pour cela, nous nous appuyons
sur quatre livres [21, 29, 37, 47].
2.2.1 Métrique et élément de surface
La frontière Γ de Ω est une surface compacte de R3 de classe C∞. Soit x0 un élément
de Γ. Nous considérons une carte locale (U, V, ϕ) représentant Γ au voisinage de x0, où U
est un ouvert de R2, V est un ouvert de R3 contenant x0 et ϕ : U −→ V une application
de classe C∞ vérifie
(i) ϕ est un homéomorphisme de U dans V ∩ Γ,




(z)) est une famille libre.





Figure 2.1 – Carte locale




Supposons que cette famille est directe (de la même orientation que la base canonique).
La métrique riemannienne g et le gradient tangentiel ∇Γ
Nous munissons Γ de la métrique induite par le produit scalaire (·, ·) sur R3 définie par
gx(τ1, τ2) = (τ1, τ2) , ∀ τ1, τ2 ∈ TxΓ, ∀ x ∈ Γ. (2.12)
La matrice g(z0) associée à ce produit scalaire dans la base locale sur Tx0Γ est donnée par
gij(z0) = (ωi, ωj) , (2.13)
avec ωk = ∂ϕ∂zk (z0), pour k = 1, 2. Nous notons g
ij(z0) les composantes de son inverse
gij(z0) = (gij(z0))−1. (2.14)
Définition 2.3. Soit u : Γ −→ R une fonction définie sur Γ. La fonction u est dite
différentiable en x0 si u ◦ ϕ : U ⊂ R2 −→ R est dérivable en z0. De plus, si τ et ξ ∈ Tx0Γ
sont tels que ξ = ϕ′(z0) · τ , nous posons dux0(ξ) = (u ◦ϕ)′(z0) · τ . La différentielle dux0 de
u en x0 ainsi définie est une application linéaire de Tx0Γ à valeurs dans R.
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Nous considérons un atlas (Ui, Vi, ϕi)i∈I de Γ. Du recouvrement constitué des ouverts
Vi de la surface compacte Γ, nous en extrayons un sous-recouvrement fini (Vi)i=1,...,p. Soit
une partition de l’unité (θi)i=1,...,p telle que θi ∈ C∞c (Vi∩Γ) et θi ≥ 0 pour i = 1, . . . , p avec∑p
i=1 θi(x) = 1 pour tout x ∈ Γ. La fonction u est dite k-fois continûment différentiable
sur Γ et nous notons u ∈ C k(Γ), si la fonction (θiu) ◦ϕi prolongée par 0 en dehors de son





et D ′(Γ) l’espace des distributions sur Γ qui est l’espace dual de C∞(Γ), voir [21, §17].
De plus, nous notons 〈·, ·〉Γ le crochet de dualité entre ces espaces et nous notons en
caractère gras les espaces de fonctions ou distributions vectorielles C∞(Γ) = (C∞(Γ))3 et
D ′(Γ) = (D ′(Γ))3.
Définition 2.4. Soit u : Γ −→ R une fonction infiniment différentiable en x0. Le gradient
tangentiel de u en x0, noté ∇Γu(x0) est l’unique élément de Tx0Γ vérifiant
dux0(ξ) = gx0(∇Γu(x0), ξ), ∀ ξ ∈ Tx0Γ. (2.16)
En adoptant la convention de sommation de l’indice répété, l’expression du gradient tan-
gentiel dans la base locale (ω1, ω2) est donnée par
∇Γu(x0) = (∇Γu)i ωi,






Ces définitions sont indépendantes du choix de la carte locale ou de l’atlas.
L’élément de surface ds
Soit (e1, e2) une base orthonormée directe de Tx0Γ et notons (e∗1, e∗2) sa base duale
telle que e∗i (ej) = δij . Nous définissons la 2-forme différentielle sur Tx0Γ, appelée forme de
surface, par
ωx0 = e∗1 ∧ e∗2. (2.18)
La forme de surface ne dépend pas de la base orthonormée directe choisie. En pratique,
cette métrique de surface se calcule à l’aide de la métrique gx0 par
ωx0 =
√
det g(z0) dz1 ∧ dz2, (2.19)
où (dz1, dz2) désigne la base duale de (ω1, ω2).
Définition 2.5. Soit u : Γ ∩ V −→ R une fonction infiniment différentiable sur Γ ∩ V .














det g(z) dz1dz2. (2.21)
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Soit (Ui, Vi, ϕi)i=1,...,p un atlas fini de la surface Γ et (θi)i=1,...,p une partition de l’unité
associée aux ouverts (Vi)i=1,...,p. À présent, il est possible de définir l’intégrale du carré










2.2.2 Les espaces de Sobolev de frontière
Rappelons que Γ désigne une surface compacte de R3 infiniment différentiable. L’espace
des fonctions mesurables de carré intégrable sur Γ, noté L2(Γ) et défini par
L2(Γ) = {u : Γ −→ R, ‖u‖0,Γ <∞} , (2.23)




définissons l’espace de Sobolev d’ordre 1, noté H1(Γ), par
H1(Γ) =
{
u ∈ L2(Γ), ∇Γu ∈ L2(Γ)
}
. (2.24)
C’est un espace de Hilbert pour la norme du graphe
‖u‖21,Γ = ‖u‖20,Γ + ‖∇Γu‖20,Γ. (2.25)
La proposition suivante est une conséquence du théorème A.18.
Proposition 2.6. L’espace H1(Γ) s’injecte de façon dense et compacte dans L2(Γ).
Opérateurs différentiels de surface
D’abord, nous définissons les opérateurs différentiels de surface divΓ, rotΓ et rotΓ, à
partir de la définition du gradient tangentiel.
Définition 2.7. Pour un champ de vecteurs u de C∞(Γ), la divergence surfacique de u
sur Γ, notée divΓu, est définie au sens des distributions par
〈divΓu, v〉Γ = −
∫
Γ
u · ∇Γv ds, ∀ v ∈ C∞(Γ). (2.26)
Définition 2.8. Pour une fonction u de C∞(Γ), le rotationnel tangentiel de u, noté rotΓu,
est défini par
rotΓu = ∇Γu× n. (2.27)
Définition 2.9. Pour un champ de vecteurs u de C∞(Γ), le rotationnel surfacique de u,
noté rotΓu, est défini par
rotΓu = divΓ(u× n). (2.28)
Proposition 2.10. Pour un champ de vecteurs u ∈ C∞(Γ), son rotationnel surfacique
est donné au sens des distributions par
〈rotΓu, v〉Γ = 〈u, rotΓv〉Γ , ∀ v ∈ C
∞(Γ). (2.29)
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Définition 2.11 (Opérateur de Laplace-Beltrami). Pour une fonction u ∈ C∞(Γ), l’opé-
rateur de Laplace-Beltrami appliqué à u, noté ∆Γu est défini par
∆Γu = divΓ (∇Γu) = −rotΓ (rotΓu) . (2.30)
Pour une fonction vectorielle u ∈ C∞(Γ), l’opérateur de Laplace-Beltrami vectoriel appli-
qué à u est défini par
∆Γu = ∇Γ(divΓu)− rotΓ (rotΓu) . (2.31)
Remarque 2.12. D’après la définition de divΓ, l’opérateur de Laplace-Beltrami scalaire
peut être défini au sens des distributions par
〈∆Γu, v〉Γ = −
∫
Γ
∇Γu · ∇Γv ds, ∀ u ∈ C∞(Γ), ∀ v ∈ C∞(Γ). (2.32)
Théorie spectrale de l’opérateur de Laplace-Beltrami
La suite de ce paragraphe est une application de la théorie spectrale des opérateurs
non-bornés auto-adjoints à résolvante compacte présentée dans l’annexe A. Nous cherchons
à identifier les espaces de Sobolev de frontière H2s(Γ) avec le domaine des puissances de
l’opérateur de Laplace-Beltrami D((−∆Γ)s). Considérons la forme antilinéaire symétrique








D’après le paragraphe A.3.1, nous définissons l’opérateur S associé à a, de domaine
D(S) =
{









(−∆Γu+ u)v ds, ∀ u ∈ D(−∆Γ), ∀ v ∈ H1(Γ),
(2.35a)
(2.35b)
car D(−∆Γ) ⊂ D(S). Puisque a est coercive sur H1(Γ), nous pouvons définir la racine
carrée de l’opérateur S et d’après le théorème A.16, nous avons
(i) D(S 12 ) = H1(Γ),








2 v ds. (2.36)
Supposons qu’il existe T : H1(Γ) ⊂ L2(Γ) −→ L2(Γ) un opérateur linéaire non-borné
vérifiant∫
Γ










uv ds, ∀ u, v ∈ H1(Γ). (2.37)
Nous sommes dans les hypothèses de l’application A.2.3 en posant B = T et A = −∆Γ.
Nous déduisons que :
(i) D(−∆Γ) est dense dans L2(Γ),
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(ii) −∆Γ est un opérateur auto-adjoint à résolvante compacte : d’après le théorème spec-
tral A.12, il existe une base hilbertienne (en)n∈N de L2(Γ) constituée des fonctions
propres de l’opérateur de Laplace-Beltrami associées à une suite croissante de valeurs
propres réelles positives (µn)n∈N telles que −∆Γen = µnen et 〈en, ep〉0,Γ = δnp.
Remarque 2.13. La famille (en)n∈N forme une base hilbertienne de L2(Γ). Par régularité
elliptique, puisque ∆Γen ∈ L2(Γ), il vient que en ∈ H1(Γ) et pour tous n, m ∈ N, nous
avons ∫
Γ
∇Γen · ∇Γem ds = −
∫
Γ
∆Γen em ds = µnδnm. (2.38)
Conséquences De cette étude, nous tirons les conclusions suivantes :
(i) T peut être identifié à la racine carrée de l’opérateur de Laplace-Beltrami (−∆Γ)
1
2 .
(ii) Tout élément u ∈ L2(Γ) peut se décomposer en une série convergente dans L2(Γ)




unen, où un = 〈u, en〉0,Γ . (2.39)




(1 + µn) |un|2, (2.40)
qui coïncide avec celle définie dans l’équation (2.25).
Interpolation des espaces Hs(Γ)
Nous définissons la puissance s ≥ 0 de l’opérateur de Laplace-Beltrami (−∆Γ)s :






(1 + µ2sn )|un|2 <∞
}
. (2.41)
vérifiant (−∆Γ)sen = µsnen sur Γ. Lorsque s = m un entier naturel, par régularité ellip-




(1 + µ2sn )|un|2 (2.42)
coïncide avec H2m(Γ) algébriquement et topologiquement. De plus, pour tout réel s ≥ 0,




Par ailleurs, la famille (en)n∈N forme une base orthogonale de Hs(Γ), s ≥ 0. Pour tout réel
s ≥ 0, l’espace dual de Hs(Γ) est identifiable à H−s(Γ) qui peut être caractérisé comme
le sous-espace de distributions
H−s(Γ) =
{
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unvn, ∀ u ∈ H−s(Γ), ∀ v ∈ Hs(Γ). (2.45)
Enfin, pour tout s ∈ R, nous notons Hs(Γ) = (Hs(Γ))3.
2.2.3 Théorèmes de traces
Définition 2.14. Soient u une fonction scalaire de C∞(Ω) et u une fonction vectorielle
de C∞(Ω). Nous définissons la trace γ d’une fonction scalaire ou vectorielle par
γu = u|Γ, γu = u|Γ, (2.46)
les traces normale γn et tangentielle γt d’une fonction vectorielle par
γnu = (n · u)|Γ, γtu = γu− (γnu)n. (2.47)
Dans la littérature, nous retrouvons l’opérateur trace γ×, également appelé trace tangen-
tielle, défini par
γ×u = (n× u)|Γ. (2.48)
De plus, nous avons les identités γtu = (γ×u)× n et γ×u = n× (γtu).




u ∈ H1(Ω), γu = 0 sur Γ
}
,
H0(rot ,Ω) = {u ∈ H(rot ,Ω), γtu = 0 sur Γ} .
(2.49)
(2.50)
Nous allons énoncer les théorèmes de traces classiques. Nous renvoyons le lecteur à
[43] qui traite ces théorèmes de traces dans les espaces de formes différentielles, ou plus
classiquement, à [1, 37]. Grâce à un résultat de densité (cf. Théorème (B.3)), l’opérateur γ
peut-être étendu de manière unique en un opérateur linéaire continu et surjectif de H1(Ω)
dans H
1
2 (Γ). Plus généralement, γ envoie Hs(Ω) dans Hs−
1
2 (Γ), pour tout réel s > 12 .
Théorème 2.16. L’opérateur trace γn peut être étendu en un opérateur linéaire continu
et surjectif de H(div ,Ω) dans H− 12 (Γ). De plus, pour tout v ∈ H1(Ω), pour tout u ∈
H(div ,Ω), nous avons la formule de Green∫
Ω
(∇v · u + vdiv u) = 〈γnu, v〉Γ. (2.51)
Corollaire 2.17. L’opérateur u 7→ (n · ∇u)|Γ peut être étendu en un opérateur linéaire
continu et surjectif de
{




2 (Γ). De plus, pour tout v ∈
H1(Ω), pour tout u ∈ H1(Ω) tel que ∆u ∈ L2(Ω), nous avons la formule de Green∫
Ω
(∇u · ∇v + v∆u) = 〈n · ∇u, v〉Γ. (2.52)
Théorème 2.18. L’opérateur trace γ× peut-être étendu en un opérateur linéaire et continu
de H(rot ,Ω) dans H−
1
2 (Γ). De plus, pour tous v ∈ H1(Ω) et u ∈ H(rot ,Ω), nous avons
la formule de Green ∫
Ω
(rot u · v− u · rot v) = 〈γ×u, v〉Γ . (2.53)
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Cet opérateur n’est pas surjectif de H(rot ,Ω) dans H−
1
2 (Γ) car l’espace d’arrivée
contient des champs non-tangents à la surface Γ. Pour tout réel s ≥ 0, nous introduisons
l’espace des champs de vecteurs de Hs(Γ) tangents à la surface Γ, noté Hst (Γ), défini par
Hst (Γ) = {u ∈ Hs(Γ), γnu = 0 sur Γ} . (2.54)
Par convention, nous notons L2t (Γ) = H0t (Γ). En utilisant des arguments de densité et
de dualité, il est possible de démontrer que les opérateurs différentiels tangentiels ∇Γ et
rotΓ peuvent être étendus de manière unique en des opérateurs linéaires et continus de
Hs+1(Γ) dans Hst (Γ) pour tout réel s ≥ 0, les opérateurs différentiels surfaciques divΓ et
rotΓ peuvent être étendus de manière unique en des opérateurs linéaires et continus de
Hs+1t (Γ) dans Hs(Γ) pour tout réel s ≥ 0 et l’opérateur de Laplace-Beltrami peut être
étendu en un opérateur linéaire et continu de Hs+2(Γ) dans Hs(Γ). Par ailleurs, pour tout
réel s ≥ 0, nous notons Hsn(Γ) l’espace des champs de vecteurs Hs(Γ) normaux à Γ, défini
par
Hsn(Γ) = {u ∈ Hs(Γ), γtu = 0 sur Γ} . (2.55)
Puis pour tout s ≥ 0, nous définissons l’espace H−st (Γ) par dualité :
H−st (Γ) =
{





Enfin, nous introduisons les espaces des champs de vecteurs de H−
1
2 (Γ) tangents à la


















































Remarque 2.19. L’espace dual du Hilbert H−
1
2
t (divΓ,Γ) peut être identifié à H
− 12
t (rotΓ,Γ)
via l’espace pivot L2(Γ) [27]. De plus, si u ∈ H−
1
2 (rotΓ,Γ) alors n × u ∈ H−
1
2 (divΓ,Γ) et
réciproquement. L’action n× · nous permet de passer d’un espace à l’autre.
Proposition 2.20. L’opérateur trace γ× est surjectif de H(rot ,Ω) dans H
− 12
t (divΓ,Γ).
Nous définissons la forme sesquilinéaire
B : C∞(Γ)×C∞(Γ) −→ C
(u, v) 7−→ B(u, v) =
∫
Γ
(n× u) · ((n× v)× n) ds.
(2.59a)
(2.59b)
Cette forme sesquilinéaire est continue surC∞(Γ)×C∞(Γ). Par densité, elle peut être éten-



















ou 〈γ×·, γt·〉Γ s’il n’y a pas
d’ambiguïté.
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Théorème 2.21. L’opérateur trace γt peut être étendu en un opérateur linéaire continu
et surjectif de H(rot ,Ω) dans H−
1
2
t (rotΓ,Γ). De plus, pour tous u et v dans H(rot ,Ω),
nous avons la formule de Green∫
Ω







2.3 Décomposition de Helmholtz-Hodge sur une surface rie-
mannienne
Tant en électromagnétisme qu’en élastodynamique ou en mécanique des fluides, la
décomposition de Helmholtz-Hodge est très souvent utilisée pour découpler le champ de
vecteurs inconnu en une somme de potentiels [8]. En électromagnétisme, elle permet de
réduire les difficultés du traitement de l’opérateur différentiel rot rot apparaissant dans
l’équation volumique du second ordre de Maxwell afin de se ramener à la résolution de
deux équations de Helmholtz découplées, l’une scalaire, l’autre vectorielle.
En 1858, dans son article On integrals of the hydrodynamical equations, which express
vortex-motion, Helmholtz introduisit la décomposition d’un champ de vecteurs u en un
champ irrotationnel et un champ solénoïdal
u = ∇ϕ︸︷︷︸
champ irrotationnel
+ rotψ︸ ︷︷ ︸
champ solénoïdal
. (2.61)
En 1941, Hodge introduisit la décomposition d’une p-forme différentielle ω sur une va-
riété riemannienne sans bord, compacte, connexe et orientableM de dimension n. Cette
décomposition [28, 53] généralise celle de Helmholtz à toutes les dimensions et pour des
géométries plus complexes. Soit p un entier naturel tel que p ≤ n. Si dp−1 désigne la diffé-
rentielle extérieure d’une (p−1)-forme et δp+1 désigne la co-différentielle d’une (p+1)-forme
alors
ω = dp−1ϕ+ δp+1ψ + h, (2.62)
où h est une p-forme harmonique surM, c’est-à-dire, h est de classe C 2 surM et ∆ph = 0,
où l’opérateur de Laplace-Beltrami ∆p est défini par
∆p = (−1)np+ndp−1δp + (−1)npδp+1dp. (2.63)
Notons Hp(M) l’ensemble des p-formes harmoniques définies sur M quotienté par l’en-
semble des constantes. La dimension de l’espace Hp(M) est un invariant topologique,
appelé p-ème nombre de Betti et noté βp(M), cf. [25, annexe] par exemple. Pour des géo-
métries particulières, notamment étudiées par Bochner [12], lorsque βp(M) = 0, il suit que
l’ensemble Hp(M) est restreint au singleton {0}. En vue d’user de la théorie du potentiel
pour les équations de Maxwell, nous nous intéresserons particulièrement à la décompo-
sition d’une 1-forme différentielle sur une surface de R3 correspondant couramment (en
calcul vectoriel) à un champ de vecteurs défini dans un sous-espace de dimension deux de
R3.
2.3.1 Premiers nombres de Betti et champs harmoniques
Soit M une variété riemannienne compacte et orientable de dimension trois de R3,
munie d’une métrique définie positive. Notons ∂M sa frontière ; c’est une surface compacte
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sans bord de R3. En termes d’interprétation, le β0 d’une variété correspond au nombre de
composantes connexes de cette variété ; le premier nombre de Betti correspond au nombre
de lacets linéairement indépendants non-homotopes à un point que l’on peut définir sur
cette variété et le deuxième nombre de Betti correspond au nombre de sous-variétés de
dimension deux sans bord, linéairement indépendantes et non-homotopes à un point que
l’on peut définir sur cette variété. La figure 2.2 illustre la définition de ces premiers nombres
de Betti. La proposition suivante donne un caractère suffisant à ce que le premier nombre
M
(a) β0(M) = 1, β0(∂M) = 1,
β1(M) = 0, β1(∂M) = 0,
β2(M) = 0, β2(∂M) = 1.
M
(b) β0(M) = 1, β0(∂M) = 2,
β1(M) = 0, β1(∂M) = 0,
β2(M) = 1, β2(∂M) = 2.
M
(c) β0(M) = 1, β0(∂M) = 1,
β1(M) = 1, β1(∂M) = 2,
β2(M) = 0, β2(∂M) = 1.
Figure 2.2 – (a) Domaine borné simplement connexe sans « trou », (b) Couronne délimitée
par deux sphères concentriques, (c) Tore plein
de Betti de la surface ∂M soit nul. Le groupe de cohomologie H1(∂M) est alors restreint
au singleton {0}, cf. [21].
Proposition 2.22. Si M est simplement connexe alors tout 1-champ harmonique défini
surM est constant et toute 1-forme harmonique définie sur ∂M est constante sur chacune
des composantes connexes de ∂M.
En termes de calcul vectoriel, les 1-formes différentielles définies sur ∂M correspondent
aux champs de vecteurs tangents définis sur la surface ∂M de R3. La différentielle exté-
rieure d’une 0-forme coïncide avec le gradient tangentiel ∇Γ et la co-différentielle d’une
2-forme coïncide avec le rotationnel tangentiel rotΓ.




Rappelons que Γ désigne la frontière de classe C∞ d’un domaine Ω simplement connexe,
situé d’un seul côté de Γ. Le théorème suivant est démontré dans [20] dans le cas particulier
où Γ est difféomorphe à une sphère.

















Remarque 2.24. Cette décomposition reste valable même si β0(Γ) > 1 et si nous notons
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Conséquence Pour tout u ∈ H−
1
2
t (divΓ,Γ), il existe d’uniques potentiels ϕ ∈ H
3
2 (Γ)/Rβ0
et ψ ∈ H
1
2 (Γ)/Rβ0 tels que
u = ∇Γϕ+ rotΓψ. (2.66)
De plus, notant Γ1, . . . ,ΓN les N composantes connexes de Γ, la norme sur H
− 12
t (divΓ,Γ)



















2.3.3 Théorie spectrale de l’opérateur de Laplace-Beltrami vectoriel
Nous considérons la base hilbertienne (en)n∈N de L2(Γ) constituée des fonctions propres
de l’opérateur de Laplace-Beltrami associées à la suite croissante de valeurs propres posi-




t (divΓ,Γ), constituée des vecteurs propres de l’opérateur de Laplace-
Beltrami vectoriel.
Proposition 2.25. La famille (rotΓen)n∈N∗ ⊕ (∇Γem)m∈N∗ forme une base orthogonale
de L2t (Γ). De plus, les assertions suivantes sont vérifiées :
(i) ∆ΓrotΓen = µnrotΓen et ∆Γ∇Γen = µn∇Γen, pour tout n ∈ N∗,
(ii) pour tous n, m ∈ N∗, nous avons∫
Γ
rotΓen · rotΓem ds =
∫
Γ
∇Γen · ∇Γem ds = µnδnm,∫
Γ
∇Γen · rotΓem ds = 0.
(2.68a)
(2.68b)
Par ailleurs, tout u ∈ L2t (Γ) peut se décomposer en une série convergente dans L2t (Γ) dont





u∇n∇Γen + urotn rotΓen
)
, (2.69)




u · ∇Γen ds, urotn =
∫
Γ
u · rotΓen ds. (2.70)





(∣∣∣u∇n ∣∣∣2 + ∣∣urotn ∣∣2) . (2.71)









t (divΓ,Γ) au sens
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u∇n∇Γen + urotn rotΓen
)
, (2.74)
où, pour tout n ∈ N, les coefficients u∇n et urotn sont donnés par
u∇n = 〈u,∇Γen〉Γ , u
rot

















) ∣∣∣u∇n ∣∣∣2 + (1 + µ 12n) ∣∣urotn ∣∣2} . (2.76)













∣∣∣u∇n ∣∣∣2 + µ− 12n ∣∣urotn ∣∣2} . (2.77)
2.4 Cas particulier de la sphère
Dans cette section, Ω désigne la boule BR de centre 0 et de rayon R > 0
Ω =
{
x ∈ R3, |x| < R
}
.
Nous introduisons les coordonnées sphériques (r, θ, φ) d’un élément x ∈ Ω définies par
x = (r sin θ cosφ, r sin θ sinφ, r cos θ), (2.78)
pour r ∈ (0, R), θ ∈ (0, π) et φ ∈ (0, 2π) et la base orthonormale directe (er, eθ, eφ)
er = (sin θ cosφ, sin θ sinφ, cos θ), eθ = (cos θ cosφ, cos θ sinφ,− sin θ),
eφ = (− sinφ, cosφ, 0).
Les espaces de Sobolev volumiques tels H1(Ω), H(div ,Ω) ou H(rot ,Ω) peuvent être
explicités en exprimant les opérateurs différentiels∇, div et rot en coordonnées sphériques.






























































Le cas particulier de la sphère a été étudié dans [41, section 2.4] par exemple.
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2.4.1 Métrique, élément de surface et opérateurs différentiels de surface




x ∈ R3, |x| = R
}
.
En chacun des éléments x ∈ Γ, la base locale du plan tangent à Γ est donnée par (eθ, eφ).
Nous déterminons l’expression de la métrique, de l’élément de surface, des opérateurs
différentiels de surface. Puisque ∂x/∂θ = Reθ et ∂x/∂φ = R sin θeφ, la métrique gij est




0 R2 sin2 θ
)
, (2.79)






Ainsi, nous déduisons l’expression de l’élément de volume
ds =
√
det g dθdφ = R2 sin θ dθdφ, (2.81)
Pour une fonction scalaire u ∈ C∞(Γ), d’après la définition 2.4, le gradient tangentiel de







 = 1R ∂u∂θ eθ + 1R sin θ ∂u∂φeφ. (2.82)
Pour u ∈ C∞(Γ) et u = (uθ, uφ) ∈ C∞(Γ), les autres opérateurs différentiels définis sur
une surface s’expriment :



















































Remarque 2.28. Bien que ces expressions soient singulières, ces fonctions (scalaires ou
vectorielles) sont infiniment différentiables lorsque u ∈ C∞(Γ) et u ∈ C∞(Γ).
2.4.2 Séparation de variables
Dans ce paragraphe, nous allons déterminer les fonctions propres de l’opérateur de
Laplace-Beltrami dans le cas où Γ est une sphère, appelées fonctions harmoniques sphé-
riques, définies dans [33, 40, 41, 49] par exemple. Pour chaque n ∈ N, nous recherchons les
fonctions un ∈ C∞(Γ) à variables séparées
un(x) = Θn(θ)Ψn(φ), (2.85)
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vérifiant le problème aux valeurs propres −∆Γun = (n(n + 1)/R2)un sur Γ. Ce problème
est équivalent à la résolution du problème aux valeurs propres −∆S2un = n(n + 1)un où
∆S2 désigne l’opérateur de Laplace-Beltrami défini sur la sphère unité de R3. En utilisant
l’expression de ∆S2 en coordonnées sphériques, puisque u est à variables séparées, les
fonctions Θn et Ψn vérifient respectivement
d2φΨn(φ) +m2Ψn(φ) = 0,
1







pour tout |m| ≤ n ; nous notons Ψn,m et Θn,m de telles solutions. Pour chaque n ∈ N
et m ∈ Z, la solution Ψn,m est donnée par Ψn,m(φ) = exp(imφ). Pour déterminer les
solutions Θn,m, nous recherchons d’abord Θn,m sous la forme Θn,m(θ) = fn,m(cos θ) de
sorte que fn,m satisfasse






fn,m(cos θ) = 0. (2.86)
En posant t = cos θ, la fonction fn,m vérifie
(1− t2)f ′′n,m(t)− 2tf ′n,m(t) +
(
m2
1− t2 − n(n+ 1)
)
fn,m(t) = 0. (2.87)
Cette équation différentielle ordinaire est appelée équation différentielle de Legendre.
Définition 2.29. Le m-ème polynôme de Legendre d’ordre n, noté Pn,m, est défini par













pour tout n ∈ N. De plus, pour tous n ∈ N et m ∈ Z tel que |m| ≤ n, les polynômes
Pn,|m|(cos θ) sont les solutions de l’équation différentielle (2.87).
Ainsi, les solutions de l’équation −∆Γun,m = (n(n + 1)/R2)un,m sont les fonctions
de la forme cn,mPn,|m|(cos θ) exp(imφ) où les coefficients cn,m sont constants, pour tous
n ∈ N et |m| ≤ n. Les fonctions sphériques harmoniques sont les solutions du problème
aux valeurs propres de l’équation de Laplace-Beltrami de norme égale à 1.
Théorème 2.30. Les fonctions harmoniques sphériques





(n+ |m|)!Pn,|m|(cos θ) exp(imφ), (2.88)
pour n ∈ N et |m| ≤ n, forment une base orthonormale de L2(S2), où S2 désigne la sphère
unité de R3.
Les fonctions harmoniques sphériques sont de classe C∞(S2) et forment également une
base orthogonale de Hs(S2) pour tout réel s.
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un,mYn,m(θ, φ), dans L2(S2), (2.89)






u(θ, φ)Yn,m(θ, φ) sin θ dθdφ. (2.90)
Remarque 2.32. Comme la famille (Yn,m)n,m est orthogonale dans L2(S2), les coefficients
spectraux ainsi définis vérifient
|un,m|2 ≤ ‖u‖20,S2 , ∀ n ∈ N et m ∈ Z, |m| ≤ n.
2.4.3 Décomposition spectrale dans L2(Ω)
Considérons u une fonction de L2(Ω). Pour presque tout 0 < r < R, u admet une trace




‖u(r, ·, ·)‖20,S2 r
2 dr <∞,
=⇒‖u(r, ·, ·)‖20,S2 <∞, p.p. tout 0 < r < R.
(2.91)
(2.92)
Partout où cette trace existe, d’après le corollaire 2.31, nous avons





un,m(r)Yn,m(θ, φ), dans L2(S2), (2.93)






u(r, θ, φ)Yn,m(θ, φ) sin θ dθdφ, (2.94)
pour presque tout 0 < r < R. Il suit directement que





un,m(r)Yn,m(θ, φ), dans L2(Ω). (2.95)















alors d’après l’identité (2.93), la suite (IN ) converge simplement vers 0 pour presque tout
0 < r < R lorsque N → +∞. De plus, comme la somme tronquée correspond à une






|u(r, θ, φ)|2 sin θ dθdφ = ‖u(r, ·, ·)‖20,S2 ∈ L
1
r2(0, R), (2.96)
d’après l’expression (2.91), où l’espace à poids L1r2(0, R) est défini par
L1r2(0, R) =
{






Donc, d’après le théorème de Lebesgue, IN converge vers 0 dans L1r2(0, R) donc la décom-
position (2.95) est justifiée.
Remarque 2.33. La suite de fonctions (un,m(r)Yn,m(θ, φ))n,m forme une famille orthogonale
de L2(Ω).
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2.4.4 Base spectrale de l’espace des champs tangents
Compte-tenu du travail effectué dans le paragraphe 2.3.3, nous déterminons une base
hilbertienne de l’espace des champs tangents de L2t (S2), cf. [40, section 9.3.3].







pour n ∈ N∗ et m = −n, . . . , n, forment une base orthonormale de L2t (S2).
Les fonctions harmoniques sphériques vectorielles sont de classe C∞(S2) et forment
également une base orthogonale de Hst (S2) pour tout réel s.
Proposition 2.35. Soit u ∈ H−
1
2




































Remarque 2.36. Pour u ∈ H−
1
2
















2.4.5 Décomposition spectrale dans H(rot ,Ω)
Considérons u une fonction de H(rot ,Ω). Pour presque tout 0 < r < R, u admet une
trace tangentielle γ×u(r, ·, ·) ∈ H
− 12
t (divS2 ,S2). Partout où cette trace existe, d’après la
proposition 2.35, nous avons












t (divS2 ,S2), (2.102)
où les coefficients spectraux u∇n,m(r) et urotn,m(r) sont donnés par
















pour presque tout 0 < r < R.
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Chapitre 3
Résultats d’existence, d’unicité et
de régularité des solutions des
problèmes de Helmholtz et de
Maxwell
Soit D un domaine borné simplement connexe de frontière Γ infiniment différentiable
tel queD soit situé d’un seul côté de Γ. Nous notons Ω le complémentaire deD dans R3 et n
le vecteur normal unitaire dirigé vers l’extérieur de D. Nous supposons que Ω est connexe.
Dans ce chapitre, nous allons établir l’existence et l’unicité d’une solution E,H ∈ H(rot,Ω)
telle que E = Ei + Es et H = Hi + Hs au problème extérieur de l’électromagnétisme
rot Es − iωµ0Hs = 0, dans Ω,
rot Hs + (iωε0 − σ)Es = J, dans Ω,




où les champs incidents Ei et Hi ∈ C∞(R3), le terme source J ∈ C∞c (Ω), la fréquence
ω > 0 est constante, les grandeurs ε0 et µ0 sont constantes, respectivement égales à la
permittivité et à la perméabilité du vide et la conductivité σ est constante et strictement
positive. Nous notons κ le nombre d’onde complexe défini par (1.6a)-(1.6b) et vérifiant
I(κ) > 0. (3.2)
Dans la première section, nous rappelons les résultats d’existence et d’unicité de solutions
de l’équation de Helmholtz dans l’espace libre (voir [31] par exemple) puis en domaine ex-
térieur. Dans la seconde section, nous détaillons la démonstration de l’existence et l’unicité
de solutions du problème de Maxwell présenté ci-dessus.
3.1 Existence, unicité et régularité de la solution du pro-
blème de Helmholtz
3.1.1 Fonction de Green de l’équation de Helmholtz
Considérons l’équation de Helmholtz scalaire dans l’espace libre
−∆u− κ2u = f, dans R3, (3.3)
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où f ∈ L2(R3) est à support compact et disjoint de l’origine et κ ∈ C avec I(κ) ≥ 0.
Remarque 3.1. Lorsque κ est réel, ce problème est mal posé car ne donne aucune infor-
mation sur le comportement à l’infini de la solution recherchée u. En fait, nous perdons
l’unicité du problème et nous confrontons à la causalité ou l’anti-causalité de la solution re-
cherchée : le problème est-il direct ou rétrograde ? Il existe plusieurs manières de retrouver
la notion de causalité [31] dans l’espace de Sobolev H1loc(R3), par exemple :
— le principe d’absorption limite qui consiste à ajouter un frottement iδ au nombre
d’onde κ dans l’équation de Helmholtz (3.3) afin d’assurer la coercivité de la forme
bilinéaire associée à la formulation variationnelle du problème et passer à la limite
lorsque δ → 0+,









avec γ(|x|) −→ 0 lorsque |x| → +∞.
Si u est une solution de l’équation de Helmholtz définie à l’aide d’une de ces deux manières,
nous dirons que la solution est sortante.
Dans le cadre de ce stage, nous supposons que l’hypothèse (3.2) est vérifiée.
Proposition 3.2. Soit κ ∈ C tel que I(κ) > 0. Une solution fondamentale Gκ : R3 \
{0} −→ C de l’équation de Helmholtz
−∆Gκ − κ2Gκ = δ0, dans R3, (3.5)




Remarque 3.3. Si I(κ) > 0, la fonction Gκ est de classe C∞ dans R3 \ {0} et appartient
à la classe des fonctions Lp(R3) pour tout p ∈ [1, 3). En effet, la fonction Gκ est exponen-
tiellement décroissante à l’infini (car I(κ) > 0) et admet une singularité d’ordre 1/r en 0 ;
l’élément de volume étant donné par r2 sin θ dθdφ, la fonction Gκ est Lp-intégrable si et
seulement si p − 2 < 1. En outre, son gradient ∇Gκ appartient à la classe des fonctions
Lp(R3) pour tout p ∈ [1, 32).
Démonstration de la proposition 3.2. La fonction Gκ est un élément de D ′(R3) car Gκ ∈
L1(R3). Soit ϕ ∈ C∞c (R3), calculons −∆Gκ − κ2Gκ au sens des distributions :〈












D’après les formules de Green (2.52) et (2.51), notant n = −x/|x|, nous avons
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3.1. Existence, unicité et régularité de la solution du problème de Helmholtz
car ∆Gκ + κ2Gκ vaut 0 hors de l’origine. Puisque ϕ est infiniment différentiable, ϕ admet
un développement de Taylor et nous avons
ϕ(x) = ϕ(0) +O(|x|) et |∇ϕ(x)| = O(1) =⇒ ∂nϕ(x) = O(1), lorsque |x| → 0.











, lorsque |x| → 0.
Il suit que
〈
























4π sin θ dθdφ,
= ϕ(0).
Pour κ ∈ R+, la fonction Gκ est également la fonction de Green sortante de l’équation
de Helmholtz.
Proposition 3.4. Une solution uκ de l’équation de Helmholtz (3.3) est donnée par
uκ = Gκ ∗ f, (3.7)
où ∗ désigne le produit de convolution au sens des fonctions.
Démonstration. Il suffit de remarquer que




∗ f = δ0 ∗ f = f. (3.8)
Proposition 3.5. Lorsque I(κ) > 0, la solution de l’équation de Helmholtz dans l’espace
libre définie par (3.7) appartient à H2(R3).
Démonstration. D’après l’inégalité de convolution de Young généralisée,
uκ = Gκ ∗ f ∈ L2(R3), (3.9)
car Gκ ∈ L1(R3) (remarque (3.3)) et f ∈ L2(R3). De plus, ∆uκ = −κ2uκ + f ∈ L2(R3)
donc, d’après la proposition B.7, uκ ∈ H2(R3).
Proposition 3.6. Si κ ∈ R∗, la solution de l’équation de Helmholtz dans l’espace libre
définie par (3.7) appartient à L6(R3) ∩H2loc(R3).
Démonstration. Puisque nous avons
|uκ| ≤ G0 ∗ |f |, (3.10)
nous allons démontrer que le membre de gauche est dans l’espace souhaité. Remarquons
d’abord que puisque f ∈ L2(R3) est à support compact, alors |f | ∈ L2(R3) ∩ L1(R3).
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Considérons χ une fonction de troncature qui vaut 1 dans un voisinage de l’origine, 0 dans
un voisinage de l’infini et décomposons G0 ∗ |f | sous la forme
G0 ∗ |f | = χG0 ∗ |f |+ (1− χ)G0 ∗ |f |. (3.11)
Comme χG0 appartient à L
3
2 (R3) et |f | à L2(R3), d’après l’inégalité de convolution de
Young,
χG0 ∗ |f | ∈ L6(R3). (3.12)
De même, puisque (1 − χ)G0 appartient à L6(R3) et |f | à L1(R3), d’après l’inégalité de
convolution de Young,
(1− χ)G0 ∗ |f | ∈ L6(R3). (3.13)
Nous déduisons que uκ appartient à L6(R3), puis, d’après la proposition B.7, uκ ∈ H2loc(R3).








u(x) exp(−ix · ξ) dx, ∀ ξ ∈ R3.






2 (|ξ|2 − κ2)
, ∀ ξ ∈ R3. (3.14)
Démonstration. En appliquant la transformée de Fourier à l’équation (3.5), puisque la
transformée de Fourier de la masse de Dirac tridimensionnelle est égale à la fonction
constante 1/(2π)
3










et nous obtenons l’identité attendue.
Remarque 3.8. Le facteur |ξ|2−κ2 ne s’annule pas lorsque κ /∈ R. Lorsque κ ∈ R, l’équation
(3.15) ne détermine pas Ĝκ. Cette question a été traitée dans [2].
3.1.2 Existence et unicité de la solution du problème extérieur
Rappelons que Ω = R3\D désigne le domaine extérieur simplement connexe de frontière
Γ infiniment différentiable tel que Ω soit situé d’un seul côté de Γ. Considérons l’équation
de Helmholtz scalaire dans Ω avec une condition aux limites de Dirichlet homogène{
−∆u− κ2u = f, dans Ω,
u = 0, sur Γ,
(3.16a)
(3.16b)
où f ∈ L2(Ω) est à support compact et κ ∈ C avec I(κ) > 0.
Nous rappelons le théorème de Lax-Milgram [29, p.22] qui permet de démontrer l’exis-
tence et l’unicité de solutions d’équations aux dérivées partielles.
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Théorème 3.9 (Théorème de Lax-Milgram). Soit H un espace de Hilbert réel ou com-
plexe. Soit a une forme sesquilinéaire continue sur H. Si a est coercive sur H, i.e.,
|a(v, v)| ≥ α‖v‖2H , ∀ v ∈ H,
alors pour toute forme antilinéaire f : H −→ C continue sur H, il existe un unique élément
u ∈ H tel que
f(v) = a(u, v), ∀ v ∈ H.
Nous définissons la formulation variationnelle associée au problème (3.16a)-(3.16b) qui
consiste à chercher u ∈ H10 (Ω) vérifiant∫
Ω






fv dx, ∀ v ∈ H10 (Ω). (3.17)
Proposition 3.10. Le problème qui consiste à chercher u ∈ H1(Ω) vérifiant les équations
(3.16a)-(3.16b) est équivalent au problème qui consiste à chercher u ∈ H10 (Ω) vérifiant la
formulation faible (3.17).
Démonstration. Première implication. Supposons que u ∈ H10 (Ω) vérifie les équations
(3.16a)-(3.16b). Alors nous avons∫
Ω






fv dx, ∀ v ∈ C∞c (Ω).
Puisque C∞c (Ω) est dense dans H10 (Ω), pour tout v ∈ H10 (Ω), il existe une suite (vn)n∈N
telle que vn ∈ C∞c (Ω), pour tout n ∈ N, qui converge fortement vers v dans H10 (Ω). En
particulier, elle converge faiblement vers v dans H10 (Ω), donc par continuité de la forme
sesquilinéaire∫
Ω






fv dx, ∀ v ∈ H10 (Ω).
Seconde implication. Supposons que u ∈ H10 (Ω) vérifie la formulation faible (3.17). En
particulier, ∫
Ω






fv dx, ∀ v ∈ C∞c (Ω),
car C∞c (Ω) est inclus dans H10 (Ω). Cela est équivalent, au sens des distributions, à
−∆u− κ2u = f dans D ′(Ω).
Théorème 3.11. Il existe un unique u ∈ H10 (Ω) vérifiant le problème extérieur de Helm-
holtz (3.16a).
Remarque 3.12. La condition aux limites (3.16b) est contenue dans l’espace H10 (Ω).
Démonstration. Il suffit de démontrer l’existence et l’unicité d’une solution de la formu-
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La forme sesquilinéaire a est continue d’après l’inégalité de Cauchy-Schwarz et coercive
sur H10 (Ω). En effet, notant θκ l’argument du nombre complexe κ = |κ| exp(iθκ), pour tout









































donc, puisque θκ ∈ (0, π), a est coercive. D’après le théorème de Lax-Milgram, il existe un
unique u ∈ H10 (Ω) vérifiant a(u, v) = `(v) pour tout v ∈ H10 (Ω).
3.1.3 Unicité de la solution pour des nombres d’onde réels
Lorsque κ admet une partie imaginaire strictement positive, l’unicité de la solution
est donnée par le théorème de Lax-Milgram. Nous présentons une méthode qui permet de
démontrer l’unicité de la solution lorsque κ est réel s’appuyant sur le lemme de Rellich,
cf. [17].
Lemme 3.13 (Lemme de Rellich). Soit u ∈ H1(Ω) une solution de l’équation de Helmholtz
homogène −∆v − κ2v = 0 dans Ω vérifiant la condition de rayonnement à l’infini de





|v|2 dsx = 0.
Alors v = 0 dans Ω.
Le résultat d’unicité est le suivant :
Proposition 3.14. Pour κ ∈ R∗, le problème extérieur de Helmholtz (3.16a)-(3.16b)
admet au plus une solution sortante.
Démonstration. Soient u et v sont deux solutions du problème de Helmholtz (3.16a)-
(3.16b) vérifiant la condition de rayonnement à l’infini de Sommerfeld. Alors w = u − v
vérifie l’équation de Helmholtz homogène −∆w−κ2w = 0 dans Ω, la condition aux limites
w = 0 sur Γ ainsi que la condition de Sommerfeld. Soit ρ > 0 tel que R3 \ Ω soit inclus
dans Bρ la boule ouverte de centre 0 et de rayon ρ et notons Ωρ = Ω∩Bρ. En choisissant w
comme fonction-test dans la formulation variationnelle et utilisant la condition aux limites
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Donc ∫
Ωρ





















|w|2 dsx = 0,
et puisque w vérifie la condition de rayonnement à l’infini de Sommerfeld, en utilisant
l’inégalité de Cauchy-Schwartz, nous déduisons que∫
{|x|=ρ}
|w|2 dsx = 0, lorsque ρ→ +∞.
D’après le lemme de Rellich, w = 0 dans Ω donc u = v.
3.1.4 Existence de solutions pour des nombres d’onde réels
Lorsque κ est réel, la forme sesquilinéaire a définie lors de la démonstration du théorème
3.11 n’est pas coercive, mais nous pouvons utiliser la théorie de Fredholm ou un principe
d’absorption limite pour démontrer l’existence et l’unicité d’une solution au problème
extérieur de Helmholtz. Dans ce paragraphe, nous présentons une telle démonstration due
à Phillips [50, pp.152-160]. Elle consiste à considérer le problème extérieur comme une
perturbation du problème dans l’espace libre et à se ramener à un problème auxiliaire qui
consiste à chercher un terme source pour lequel il est possible de construire une solution
du problème initial. Le problème auxiliaire est associé à une perturbation compacte de
l’identité et entre dans le cadre de la théorie de Fredholm.
Proposition 3.15. Pour κ ∈ R∗, le problème extérieur de Helmholtz (3.16a)-(3.16b)
admet exactement une solution.
Démonstration. Considérons ρ un réel strictement positif tel que le support du terme
source et Γ soient inclus dans la boule Bρ de centre 0 et de rayon ρ et posons
Ωρ = Ω ∩ Bρ. (3.18)
D’après la proposition 3.4, pour tout g ∈ L2(R3) à support compact et disjoint de l’origine,
une solution sortante de l’équation de Helmholtz −∆v − κ2v = g dans l’espace libre R3
est donnée par
vg = Gκ ∗ g. (3.19)
D’après la remarque 3.6, vg ∈ H2loc(R3). Nous effectuons un relèvement de vg et considérons
hg ∈ H1(Ωρ) vérifiant
∆hg − iκ2hg = 0, dans Ωρ,
hg = vg, sur Γ,
hg = 0, sur
{
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Considérons χ une fonction de troncature à support compact dans Bρ qui vaut 0 dans un
voisinage de
{
x ∈ R3, |x| = ρ
}
, 1 dans un voisinage de Γ et posons{
ug = vg − χhg dans Ωρ,
ug = vg dans R3 \ Bρ.
(3.21)
(3.22)
La fonction ug est bien définie dans Ω et vaut 0 sur Γ. Il s’agit de rechercher g tel que ug soit
solution de l’équation de Helmholtz −∆u− κ2u = f dans Ω. Le problème (3.16a)-(3.16b)
est équivalent à rechercher g ∈ L2(R3) à support compact dans Ωρ tel que
−∆ug − κ2ug = g − Tκg = f, où Tκg = −2∇χ · ∇hg − (κ2(i+ 1)χ+ ∆χ)hg. (3.23)
L’opérateur Tκ est linéaire et continu de L2(Ωρ) dans L2(Ωρ). De plus, Tκ est compact.









g|Ωρ 7−→ vg|Ωρ 7−→ vg|Ωρ 7−→ (γvg)|Γ 7−→ hg 7−→ Tκg.
Donc Tκ : L2(Ωρ) −→ L2(Ωρ) est compact pour ρ suffisamment grand. D’après l’alternative
de Fredholm (c.f. A.2), il suffit de montrer l’injectivité de l’opérateur I−Tκ pour assurer sa
bijectivité. Soit g ∈ L2(R3) à support compact dans Ωρ tel que Tκg = g. Alors la fonction
v définie par (3.19), vérifie l’équation
∆v|Ωρ + κ2v|Ωρ = g = −∆(χh)− κ2χh, dans Ωρ, (3.24)
où h est l’unique solution de (3.20a)-(3.20c). Donc ϕ = v − χh est une solution sortante
du problème {
∆ϕ+ κ2ϕ = 0, dans Ω,
ϕ = 0, sur Γ.
(3.25a)
(3.25b)
Remarquons que ϕ vérifie la condition de Sommerfeld à l’infini car ϕ = v dans un voisinage
de l’infini et v la vérifie (la solution définie par (3.19) est sortante). D’après le théorème
d’unicité, il vient que ϕ = 0 dans Ω. En particulier, h coïncide avec v dans un voisinage
de Γ. Ainsi, la fonction z définie comme suit est un élément de H1(Bρ){
z = v, dans D,
z = h, dans Ωρ.
Elle vérifie au sens des distributions∆z + ζz = 0, dans Bρ,z = 0, sur {x ∈ R3, |x| = ρ} ,
(3.26a)
(3.26b)
où ζ = κ2 dans D et ζ = −iκ2 dans Ωρ. En prenant z comme fonction-test dans la
formulation variationnelle associée au problème (3.26a)-(3.26b), nous obtenons∫
Bρ
|∇z|2 − ζ|z|2 dx = 0. (3.27)
En prenant la partie imaginaire de l’équation ci-dessus, comme κ2 ∈ R+∗ , il suit∫
Ωρ
|z|2 dx = 0, (3.28)
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donc h = 0 dans Ωρ, puis
g = −∆(χh)− κ2χh = 0. (3.29)
La bijectivité de I − Tκ entraîne alors l’existence d’une solution u ∈ L2(Ω) ∩ H2loc(Ω)
(d’après la remarque 3.6) du problème (3.16a)-(3.16b).
3.1.5 Régularité des solutions
Ce premier résultat est un corollaire de la proposition B.8.
Corollaire 3.16. Si u ∈ H1loc(Ω) vérifie l’équation de Helmholtz homogène ∆u− κ2u = 0
dans Ω alors u ∈ C∞(Ω) et nous avons
‖u‖m,K′ ≤ cm,K′‖u‖0,K ∀K ′ ⊂ K compacts de Ω, ∀m ∈ N, (3.30)
tels que K ′ soit inclus dans l’ouverture de K.
Corollaire 3.17. Si f ∈ Hmloc(Ω) est à support compact dans Ω alors la solution de
l’équation de Helmholtz (3.16a)-(3.16b) appartient à la classe des fonctions Hm+2loc (Ω).
Corollaire 3.18. Si f ∈ C∞(Ω) est à support compact dans Ω alors la solution de l’équa-
tion de Helmholtz (3.16a)-(3.16b) appartient à la classe des fonctions C∞(Ω).
Nous énonçons des résultats similaires sur les solutions du problème de Helmholtz en
domaine (ouvert) borné qui sont issus de [37].
Corollaire 3.19. Si u ∈ H10 (D) vérifie l’équation de Helmholtz homogène ∆u− κ2u = 0
dans D alors u ∈ C∞(D) et nous avons
‖u‖m,K ≤ cm,K‖u‖0,D, ∀K compact de D, ∀m ∈ N. (3.31)
Corollaire 3.20. Si f ∈ Hm(D) alors la solution de l’équation de Helmholtz −∆u−κ2u =
f dans D, munie de la condition aux limites u = 0 sur Γ, appartient à la classe des
fonctions Hm+2(D).
3.2 Existence, unicité et régularité de la solution du pro-
blème de Maxwell
Il est naturel de choisir des termes source réguliers en vue d’une application en si-
mulation numérique ou afin d’être représentatif de ce que nous côtoyons dans la nature.
Toutefois, le cadre théorique, et plus précisément le théorème de trace tangentielle, nous
permet d’étendre notre catégorie de données de bord à des fonctions moins régulières,
appartenant à la classe des fonctions H−
1
2
t (divΓ,Γ). La définition de cet espace est donnée
par (2.57b). Nous considérons le problème extérieur du second ordre de Maxwell : chercher
E ∈ H(rot ,Ω) vérifiant{
rot rot E− κ2E = iωµ0J, dans Ω,
n× E = λ, sur Γ,
(3.32a)
(3.32b)
où le terme source J ∈ H(div ,Ω) est à support compact dans Ω, n désigne le vecteur
normal unitaire dirigé vers l’extérieur de D et λ ∈ H−
1
2
t (divΓ,Γ). Le champ magnétique
H peut être déduit du champ électrique à partir de l’identité
H = 1
iωµ0
rot E, dans Ω. (3.33)
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Par ailleurs, le champ H vérifie la condition aux limites
























où la permittivité du vide ε0, la perméabilité du vide µ0 et la conductivité σ trois constantes
strictement positives.
Remarque 3.21. Le choix de la régularité H(div ,Ω) à support compact pour le terme
source J est justifié par la loi de conservation de la charge (en régime harmonique) dans




% = div J, (3.36)
où % désigne la densité de charge. La fonction % est naturellement un élément de L1(Ω)
(à support compact) mais, afin de conserver notre cadre variationnel, il faut supposer que
% ∈ L2(Ω). De plus, la loi de Gauss, donnée par
div E = %
ε0
, (3.37)
nous amène à rechercher des solutions du problème extérieur de l’électromagnétisme dans
l’espace H(rot ,Ω) ∩H(div ,Ω) plutôt que dans H(rot ,Ω).
Remarque 3.22. Lorsque κ est réel, le problème (3.32a)-(3.32b) est mal posé car il ne
donne aucune information sur le comportement à l’infini de la solution recherchée. Pour
retrouver la notion de causalité dans l’espace H(rot ,Ω)∩H(div ,Ω), nous pouvons utiliser
la condition de rayonnement à l’infini de Silver-Müller
lim
|x|→+∞
|x| (rot E× x̂− iκE) = 0, uniformément en x̂, (3.38)
où x̂ = x|x| . Comme pour l’équation de Helmholtz, il est aussi possible d’utiliser un principe
d’absorption limite [31] pour remédier au caractère mal posé du problème dans l’espace
libre.
Cette section est dédiée à l’existence, l’unicité et la régularité des solutions du problème
extérieur de l’électromagnétisme. Dans un premier temps, nous déterminons la solution
fondamentale (ou tenseur de Green) des équations de Maxwell dans l’espace libre [31] .
Dans un second temps, nous étudierons l’existence et l’unicité du problème extérieur de
Maxwell présenté ci-dessus.
3.2.1 Solution fondamentale des équations de Maxwell dans l’espace
libre
Dans ce paragraphe, nous considérons l’équation du second ordre de Maxwell dans
l’espace libre R3 qui met en jeu le champ électrique E, donnée par
rot rot E− κ2E = F, dans R3, (3.39)
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où F ∈ H(div ,R3) est à support compact disjoint de l’origine et le nombre d’onde κ est
tel que I(κ) > 0. Nous allons expliciter un tenseur G : R3 −→M3×3(C) tel que
E = G ∗ F, (3.40)
où le produit de convolution est interprété au sens suivant : si A = (ai,j) est une matrice
carrée de dimension d et u un élément de Rd alors
(A ∗ u)i =
d∑
j=1
ai,j ∗ uj , (3.41)
pour tout i = 1, . . . , d. Rappelons que la fonction de Green de l’équation de Helmholtz est
donnée par Gκ(x) = exp(iκ|x|)/(4π|x|), voir le corollaire 3.2. Le résultat suivant est issu
de [31, section 4.2.2] :
Proposition 3.23. Une solution Eκ de l’équation du second ordre de Maxwell (3.39) est
donnée par
Eκ = Gκ ∗ F +
1
κ2
∇div (Gκ ∗ F) , (3.42)
où ∗ désigne le produit le convolution, composante par composante, au sens des distribu-
tions.
Démonstration. En appliquant ∇div à l’équation (3.39), nous obtenons
∇div E = − 1
κ2
∇div F. (3.43)
D’après l’identité rot rot E = −∆E +∇div E, il vient que
−∆E− κ2E = F + 1
κ2
∇div F. (3.44)
Nous utilisons la proposition 3.4 et l’identité Gκ∗∇divF = ∇div(Gκ∗F) pour conclure.
Remarque 3.24. Si I(κ) > 0 nous pouvons passer par la transformée de Fourier sur l’équa-





− κ2Ê = F̂, dans R3. (3.45)
Cette équation a du sens dans l’espace des distributions tempérées S ′(R3) [48, chapitre 7].




























De l’équation (3.45), nous déduisons que
Ê · ξ = − 1
κ2




× ξ = F̂ + κ2Ê.
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ξ, ξ ∈ R3. (3.46)
D’après l’expression de la transformée de Fourier de la fonction de Green de Helmholtz












Ĝκ(ξ), ξ ∈ R3.
Enfin, en utilisant les propriétés de la transformée de Fourier et de la transformée de
Fourier inverse, nous obtenons
E(x) = F ∗Gκ(x) +
1
κ2
∇div (F ∗Gκ) (x), x ∈ R3.
Proposition 3.25. Si I(κ) > 0 et F ∈ H(div ,R3) est à support compact alors la solution
Eκ du problème (3.39) appartient à la classe des fonctions H1(rot ,R3) ∩H(div ,R3).
Démonstration. Réécrivons l’expression de Eκ sous la forme
Eκ(x) = Gκ ∗ F(x) +
1
κ2
∇ (Gκ ∗ div F) (x). (3.47)
Le champ Eκ appartient à L2(R3) d’après l’inégalité de convolution de Young car Gκ ∈
L1(R3) (car I(κ) > 0), F ∈ L2(R3) à support compact,∇Gκ ∈ L1(R3) et div F ∈ L2(R3).
De plus, nous avons
rot Eκ(x) = Gκ ∗ rot F(x). (3.48)
Le rotationnel de F n’étant a priori pas un élément de L2(R3), le produit de convolution ∗
doit être interprété au sens des distributions. En travaillant composante par composante,
nous renvoyons les dérivées portant sur les composantes de F sur Gκ, qui, elles, sont des
éléments de L1(R3). Ainsi, nous obtenons que rot Eκ appartient à L2(R3). Enfin, nous
avons




car −∆Gκ = κ2Gκ + δ0, d’où div Eκ appartient à L2(R3). D’après le théorème B.10,
Eκ ∈ H1(R3). (3.50)
De plus, rot rot Eκ = F +κ2Eκ ∈ L2(R3) donc rot Eκ appartient à H(rot ,R3). Par ailleurs,
div rot Eκ = 0 donc rot Ek appartient à H(div ,R3). Toujours d’après le théorème B.10,
rot Eκ ∈ H1(R3). (3.51)
Par définition, il suit Eκ ∈ H1(rot ,R3).
Proposition 3.26. Si κ ∈ R∗, la solution Eκ du problème (3.39) appartient à H1loc(rot,R3)∩
Hloc(div ,R3).
Démonstration. Notons respectivement (Eiκ)i=1,2,3 et (Fi)i=1,2,3 les composantes de Eκ et
F. Pour i = 1, 2, 3, puisque nous avons∣∣∣Eiκ∣∣∣ ≤ G0 ∗ |Fi|+ 1κ2 |∂xiGκ| ∗ |div F| , (3.52)
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la proposition 3.6 implique que le premier terme de l’expression précédente est un élément
de L6(R3). D’autre part, décomposons le second terme sous la forme
|∂xiGκ| ∗ |div F| = (χ |∂xiGκ|) ∗ |div F|+ (1− χ) |∂xiGκ| ∗ |div F| , (3.53)
où χ désigne une fonction de troncature qui vaut 1 dans un voisinage de l’origine et 0 dans
un voisinage de l’infini. D’après l’inégalité de Young, comme F ∈ L2(div ,R3)∩L1(div ,R3),
nous avons
χ |∂xiGκ| ∈ L1(R3) et |div F| ∈ L2(R3) =⇒ χ |∂xiGκ| ∗ |div F| ∈ L2(R3),
(1− χ) |∂xiGκ| ∈ L2(R3) et |div F| ∈ L1(R3) =⇒ (1− χ) |∂xiGκ| ∗ |div F| ∈ L2(R3),
et ce pour tout i = 1, 2, 3. Donc Eκ ∈ L2loc(R3). De même, nous pouvons montrer que Eκ
appartient à Hloc(rot ,R3)∩Hloc(div ,R3) et d’après le théorème B.11, Eκ ∈ H1loc(R3). Par
ailleurs, nous avons
rot Eκ ∈ L2loc(R3), rot rot Eκ = F + κ2Eκ ∈ L2loc(R3) (3.54)
et div rotEκ = 0, d’où rotEκ ∈ Hloc(rot ,R3)∩Hloc(div ,R3). Toujours d’après le théorème
B.11, rot Eκ ∈ H1loc(R3), puis par définition, Eκ ∈ H1loc(rot ,R3).
Une solution fondamentale des équations de Maxwell [41] est explicitée dans la propo-
sition suivante.
Corollaire 3.27. Le tenseur de Green Gκ : R3\{0} −→M3×3(C) de l’équation du second
ordre de Maxwell est donné par




où I3 désigne la matrice identité de dimension trois et D2 désigne l’opérateur hessien.













, ξ ∈ R3, (3.56)








∗ F(x), x ∈ R3.
Ce produit de convolution doit être interprété au sens des distributions.
Remarque 3.28 (Sur la régularité de E). Le champ E défini par le produit de convolution
Gκ ∗ F appartient à la classe des fonctions H(rot ,R3) ∩ H(div ,R3). Cela provient de
l’équivalence entre les équations (3.46) et (3.56) et de la remarque 3.25.
3.2.2 Existence et unicité de la solution dans H(rot ,Ω)




qui vérifie n× Ẽ = λ sur Γ (cela est possible d’après la surjectivité de l’opérateur γ×, voir
la proposition 2.20) et notons la différence u = E− Ẽ. Rappelons que l’espace H0(rot ,Ω)
peut être caractérisé par
H0(rot ,Ω) = {u ∈ H(rot ,Ω), γ×u = 0 sur Γ} . (3.57)
45
Chapitre 3. Résultats d’existence, d’unicité et de régularité des solutions des problèmes
de Helmholtz et de Maxwell
Le problème extérieur de Maxwell est alors équivalent à chercher u ∈ H(rot ,Ω) vérifiant
{
rot rot u− κ2u = F, dans Ω,
n× u = 0, sur Γ,
(3.58a)
(3.58b)







rot Ẽ · rotψ dx + κ2
∫
Ω
Ẽ ·ψ dx, ∀ψ ∈ C∞c (Ω).
Cette forme antilinéaire est continue dans H(rot ,Ω). Puisque C∞c (Ω) est dense dans
H0(rot ,Ω), elle peut être prolongée en une forme antilinéaire continue sur H0(rot ,Ω)
(encore notée F). A posteriori, nous retrouvons les champs E et H à l’aide des identités
E = u + Ẽ et H = 1iωµ0 rot E. Nous définissons la formulation variationnelle associée au
problème (3.58a)-(3.58b) qui consiste à chercher u ∈ H0(rot ,Ω) vérifiant∫
Ω
rot u · rotψ dx− κ2
∫
Ω
u ·ψ dx = 〈F,ψ〉Ω , ∀ψ ∈ H0(rot ,Ω). (3.59)
Proposition 3.29. Le problème qui consiste à chercher u ∈ H(rot ,Ω) vérifiant les équa-
tions (3.58a)-(3.58b) est équivalent au problème qui consiste à chercher u ∈ H0(rot ,Ω)
vérifiant la formulation faible (3.59).
Démonstration. Première implication. Supposons que u ∈ H0(rot ,Ω) vérifie les équations
(3.58a)-(3.58b). Alors nous avons∫
Ω
rot u · rotψ dx− κ2
∫
Ω
u ·ψ dx = 〈F,ψ〉Ω , ∀ψ ∈ C
∞
c (Ω).
Puisque C∞c (Ω) est dense dans H0(rot ,Ω), en raisonnant comme pour l’équivalence des
problèmes faible et fort de Helmholtz, il vient que∫
Ω
rot u · rotψ dx− κ2
∫
Ω
u ·ψ dx = 〈F,ψ〉Ω , ∀ψ ∈ H0(rot ,Ω).
Seconde implication. Supposons que u ∈ H0(rot ,Ω) vérifie la formulation faible (3.59).
Alors n× u = 0 sur Γ et∫
Ω
rot u · rotψ dx− κ2
∫
Ω
u ·ψ dx = 〈F,ψ〉Ω , ∀ψ ∈ C
∞
c (Ω),
car C∞c (Ω) est inclus dans H0(rot ,Ω). Cela est équivalent, au sens des distributions, à
rot rot u− κ2u = F dans D ′(Ω).
Le résultat principal de ce paragraphe est le suivant :
Théorème 3.30. Soit F ∈ (H0(rot ,Ω))′. Il existe un unique u ∈ H(rot ,Ω) vérifiant le
problème extérieur de Maxwell (3.58a)-(3.58b).
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Démonstration. Il suffit de démontrer l’existence et l’unicité d’une solution de la formu-








et ` la forme antilinéaire continue sur H0(rot ,Ω) définie par
`(ψ) = 〈F,ψ〉Ω .
La forme sesquilinéaire a est continue d’après l’inégalité de Cauchy-Schwarz et coercive
sur H0(rot ,Ω). En effet, notant θκ l’argument du nombre complexe κ = |κ| exp(iθκ), pour









































donc a est coercive (car I(κ) > 0). D’après le théorème de Lax-Milgram, il existe un
unique u ∈ H0(rot ,Ω) vérifiant a(u,ψ) = `(ψ) pour tout ψ ∈ H0(rot ,Ω).
Ainsi, pour tout relèvement Ẽ ∈ H(rot ,Ω) de λ, il existe un unique u ∈ H(rot ,Ω) véri-
fiant le problème (3.58a)-(3.58b). Par conséquent, la fonction E = u+Ẽ ∈ H(rot,Ω) définit
l’unique solution du problème (3.32a)-(3.32b). Nous introduisons l’espace H(rot rot ,Ω)
défini par
H(rot rot ,Ω) =
{
u ∈ L2(Ω), rot rot u ∈ L2(Ω)
}
. (3.60)
Corollaire 3.31. Soient J ∈ H(div ,Ω) et λ ∈ H−
1
2
t (divΓ,Γ). Il existe un unique E
appartenant à la classe des fonctions H(rot ,Ω) ∩ H(rot rot ,Ω) ∩ H(div ,Ω) vérifiant le
problème extérieur de Maxwell (3.32a)-(3.32b).
Démonstration. Par construction, le champ électrique E appartient à H(rot,Ω) et le champ
magnétique H appartient à H(div ,Ω) car div H = 0 dans Ω. De plus, E vérifie l’équation
rot rot E = κ2E + iωµ0J,
donc E ∈ H(rot rot ,Ω) et H ∈ H(rot ,Ω). Enfin, en prenant la divergence de l’équation
précédente, nous avons
div E = − iωµ0
κ2
div J,
donc, puisque div J ∈ L2(Ω), il vient que E ∈ H(div ,Ω).
3.2.3 Existence et unicité de la solution dans H(rot ,Ω) ∩H(div ,Ω)
Nous venons de présenter une méthode qui nous permet d’assurer l’existence et l’unicité
d’une solution faible au problème extérieur de Maxwell dans H0(rot,Ω) et qui, a posteriori,
nous permet d’assurer que la solution forte du problème extérieur de Maxwell appartient
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(au moins) à la classe des fonctions X(Ω) = H(rot ,Ω) ∩ H(div ,Ω). Nous munissons ce
dernier espace de la norme du graphe
‖u‖2X(Ω) = ‖u‖
2
0,Ω + ‖rot u‖20,Ω + ‖div u‖20,Ω. (3.61)
Dans ce paragraphe, nous allons présenter une méthode alternative qui assure l’existence
et l’unicité d’une solution faible au problème extérieur de Maxwell dans X(Ω). Sur la
frontière du domaine Γ, nous considérons la condition de conducteur parfait
n× E = 0 et n ·H = 0 sur Γ.
Une formulation variationnelle associée au problème extérieur de Maxwell qui consiste à
chercher E dans X(Ω) vérifiant
{
rot rot E− κ2E = iωµ0J dans Ω,
n× E = 0 sur Γ,
(3.62a)
(3.62b)
où J ∈ H(div ,Ω) et le nombre complexe κ est tel que I(κ) > 0, s’écrit : chercher E ∈
XN (Ω) = H0(rot ,Ω) ∩H(div ,Ω) vérifiant∫
Ω
rot E · rotψ dx− κ2
∫
Ω
E ·ψ dx = iωµ0
∫
Ω
J ·ψ dx, ∀ψ ∈ XN (Ω). (3.63)
L’expression de gauche définit une forme sesquilinéaire continue qui n’est en général pas
coercive par rapport à la topologie XN (Ω), c’est pourquoi nous introduisons une formu-
lation dite régularisée qui fait intervenir la divergence du champ électrique [18, 44]. Elle
consiste à chercher E ∈ XN (Ω) vérifiant∫
Ω
rot E · rotψ dx +
∫
Ω
div E div ψ dx− κ2
∫
Ω









div J div ψ dx. (3.65)
Proposition 3.32. Soient J ∈ H(div ,Ω) et E ∈ X(Ω) une solution du problème extérieur
de Maxwell (3.62a)-(3.62b). Alors E appartient à XN (Ω) et E est solution de la formulation
faible régularisée (3.64).
Démonstration. Il suffit d’interpréter l’équation (3.62a) au sens des distributions, d’utiliser
la densité de C∞c (Ω) dans H0(rot ,Ω) puis l’inclusion de XN (Ω) dans H0(rot ,Ω) pour
obtenir la formulation faible (3.63). Ensuite, en prenant la divergence de l’équation (3.62a),
nous obtenons
div E = − iωµ0
κ2
div J. (3.66)
Il suffit d’insérer de part et d’autre de la formulation variationnelle (3.63) le terme∫
Ω




div J div ψ dx, (3.67)
qui est bien défini pour ψ ∈ XN (Ω) et nous obtenons la formulation faible régularisée
(3.64).
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Théorème 3.33. Si E ∈ XN (Ω) est une solution faible de (3.64) associée à J ∈ H(div ,Ω)
à support compact, alors
div E + iωµ0
κ2
div J = 0, dans Ω (3.68)
et E vérifie le problème du second ordre de Maxwell (3.62a)-(3.62b).
Démonstration. Nous définissons l’opérateur de Laplace
∆Dir : D(∆Dir) −→ L2(Ω)
ϕ 7−→ ∆ϕ,
dont le domaine D(∆Dir) est défini par
D(∆Dir) =
{
u ∈ H10 (Ω), ∆u ∈ L2(Ω)
}
. (3.69)
Par définition, nous remarquons que si ϕ ∈ D(∆Dir), alors ∇ϕ ∈ XN (Ω) car
∇ϕ ∈ L2(Ω), rot∇ϕ = 0 ∈ L2(Ω),
n×∇ϕ = −rotΓ(γϕ) = 0 sur Γ, div∇ϕ = ∆ϕ ∈ L2(Ω).
Soit E ∈ XN (Ω) une solution faible de (3.64). Nous choisissons ψ = ∇ϕ comme fonction-
test, avec ϕ ∈ D(∆Dir). Nous avons∫
Ω
(div E) ∆ϕ dx− κ2
∫
Ω
E · ∇ϕ dx = iωµ0
∫
Ω




(div J) ∆ϕ dx.










dx = 0, ∀ ϕ ∈ D(∆Dir).
Comme div E + iωµ0
κ2 div J appartient à L
2(Ω), il existe un unique ϕ ∈ D(∆Dir) vérifiant−∆ϕ− κ
2ϕ = div E + iωµ0
κ2
div J, dans Ω,
ϕ = 0, sur Γ.
En choisissant ce ϕ comme fonction-test, il vient
div E + iωµ0
κ2
div J = 0, dans D ′(Ω).
Nous concluons en utilisant la proposition 3.10.
Théorème 3.34. Soit J ∈ H(div ,Ω). Il existe un unique E ∈ X(Ω) vérifiant de problème
de Maxwell (3.62a)-(3.62b).
Démonstration. Puisque I(κ) > 0, la forme sesquilinéaire associée à la formulation va-
riationnelle régularisée étant coercive sur XN (Ω) pour la norme (3.61), nous utilisons le
lemme de Lax-Milgram et l’équivalence des formulations faible et forte pour conclure à
l’existence et l’unicité d’une solution au problème extérieur de Maxwell.
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3.2.4 Remarques et compléments pour des nombres d’onde réels
Dans ce paragraphe, nous nous intéressons au problème extérieur de l’électromagné-
tisme lorsque le nombre d’onde κ est réel. Le lemme suivant [17, théorème 6.11] nous
permet d’établir l’unicité des solutions du problème extérieur de Maxwell (3.32a)-(3.32b).
Lemme 3.35 (Lemme de Rellich). Soit E ∈ H(rot,Ω) une solution de l’équation rotrotE−





|E|2 dsx = 0. (3.70)
Alors E = 0 dans Ω.
Le résultat d’unicité est le suivant :
Théorème 3.36. Pour κ ∈ R∗, le problème extérieur de Maxwell (3.32a)-(3.32b) admet
au plus une solution sortante.
Démonstration. Soient E1 et E2 deux solutions sortantes du problème de Maxwell (3.32a)-
(3.32b) et notons u la différence E1 − E2. Elle vérifie l’équation de Maxwell homogène
rot rot u − κ2u = 0 dans Ω, la condition aux limites n × u = 0 sur Γ et la condition de
rayonnement à l’infini de Silver-Müller. Nous procédons de la même manière que pour
démontrer l’unicité d’une solution au problème de Helmholtz et définissons, pour ρ > 0
suffisamment grand, le domaine Ωρ = Ω ∩ Bρ, où Bρ désigne la boule ouverte de centre 0
et de rayon ρ et nous notons nρ le vecteur normal unitaire dirigé vers l’extérieur de Bρ. En


















(n× rot u) · u dsx +
∫
{|x|=ρ}
(nρ × rot u) · u dsx.
D’après l’identité vectorielle (n× rot u) · u = (u× n) · rot u et la condition aux limites
vérifiée par u sur Γ, il suit∫
Ωρ
(






















|u|2 dsx = 0.
Puisque u vérifie la condition de rayonnement à l’infini de Silver-Müller, en utilisant l’in-





|u|2 dsx = 0. (3.71)
D’après le lemme de Rellich, nous concluons que u = 0 dans Ω. Donc la solution, si elle
existe, est unique.
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Pour démontrer l’existence d’une solution au problème extérieur de Maxwell lorsque
κ ∈ R∗, avec une condition de conducteur parfait sur la frontière Γ du domaine, nous
adaptons la démonstration de Phillips [50, pp.152-160] présentée dans le paragraphe 3.1.4
pour le problème de Helmholtz. Le résultat d’existence est le suivant :
Proposition 3.37. Pour κ ∈ R∗, le problème extérieur de Maxwell (3.32a)-(3.32b) muni
de la condition de conducteur parfait admet exactement une solution sortante.
Démonstration. Nous considérons un réel ρ strictement positif tel que le support du terme
source et Γ soient inclus dans la boule Bρ de centre 0 et de rayon ρ et posons Ωρ = Ω∩Bρ.
D’après le paragraphe 3.2.1, pour tout F ∈ H(div ,R3) à support compact et disjoint de
l’origine, la solution sortante de l’équation du second ordre de Maxwell rot rot v−κ2v = F
dans R3 est donnée par
vF = Gκ ∗ F. (3.72)
D’après la proposition 3.26, vF appartient à H1loc(rot ,R3)∩Hloc(div ,R3). Nous effectuons
un relèvement de la trace tangentielle de vF appartenant à H
1
2
t (divΓ,Γ) et considérons
uF ∈ H(rot ,Ωρ) ∩H(div ,Ωρ) vérifiant
rot rot uF + iκ2uF = 0, dans Ωρ,
n× uF = n× vF, sur Γ,




Remarque 3.38. Ce problème admet une unique solution [40, chapitre 4].
Soit χ une fonction de troncature qui vaut 0 dans un voisinage de
{
x ∈ R3, |x| = ρ
}
, 1
dans un voisinage de Γ et posons{
EF = vF − χuF, dans Ωρ,
EF = vF, dans R3 \ Bρ.
(3.74a)
(3.74b)
Cette fonction est bien définie dans Ω et vérifie la condition de conducteur parfait sur la
frontière Γ. Il s’agit de rechercher F tel que EF soit solution de l’équation de Maxwell du
second ordre rot rot E − κ2E = iωµ0J dans Ω. Par unicité de la solution, le problème est
équivalent à rechercher F ∈ H(div ,R3) à support compact dans Ωρ tel que
F− TκF = iωµ0J, (3.75)
où l’opérateur Tκ est défini par
TκF = (−∆χ+ κ2(i− 1)χ)uF +∇χ× rot uF + (uF · ∇)∇χ− (∇χ · ∇)uF. (3.76)
L’opérateur Tκ est linéaire et continu de H(div ,Ωρ) dans lui-même. De plus, Tκ est
compact. En effet, soit F ∈ H(div,R3) à support compact dans Ωρ. Alors F|Ωρ ∈ H(div,Ωρ)
et Tκ se décompose sous la forme
H(div ,Ωρ) −→continu H
1(rot ,Ωρ) −→compact H(rot ,Ωρ) −→continu H
− 12
t (divΓ,Γ)




t (divΓ,Γ) −→continu H(rot ,Ωρ) ∩H(div ,Ωρ) −→continu H(div ,Ωρ)
(γ×vF)|Γ 7−→ uF 7−→ TκF
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car H1(rot ,Ωρ) s’injecte de façon compacte dans H(rot ,Ωρ) (proposition B.6), uF ∈
H(div ,Ω) est de classe C∞ à l’intérieur de Ωρ et ∇χ vaut 0 au voisinage de Γ et de{
x ∈ R3, |x| = ρ
}
. Donc Tκ : H(div ,Ωρ) −→ H(div ,Ωρ) est compact pour ρ suffisamment
grand. D’après l’alternative de Fredholm (c.f. A.2), l’opérateur I − Tκ est bijectif si et
seulement s’il est injectif. Soit F ∈ H(div,R3) à support compact dans Ωρ tel que TκF = F.
Alors la fonction vF définie par 3.19, vérifie l’équation
rot rot vF − κ2vF = F = rot rot (χuF)− κ2χuF. (3.77)
Donc ψ = vF − χuF est une solution sortante du problème{
rot rotψ − κ2ψ = 0, dans Ω,
n×ψ = 0, sur Γ.
(3.78a)
(3.78b)
Remarquons que ψ, qui coïncide avec vF dans un voisinage de l’infini, vérifie la condition
de rayonnement de Silver-Müller car vF la vérifie. D’après le théorème d’unicité 3.36, il
vient que ψ = 0 dans Ω. En particulier, uF coïncide avec vF dans un voisinage de Γ. Ainsi,
la fonction vectorielle z définie comme suit est un élément de H(rot ,Bρ) ∩H(div ,Bρ)
{
z = vF, dans D,
z = uF, dans Ωρ.
(3.79a)
(3.79b)
Elle vérifie au sens des distributions
rot rot z− ζz = 0, dans
{
x ∈ R3, |x| < ρ
}
,
n× z = 0, sur
{





où ζ = κ2 dans D et ζ = −iκ2 dans Ωρ. En prenant z comme fonction-test dans la
formulation variationnelle associée au problème (3.80a)-(3.80b), nous obtenons∫
{|x|<ρ}
|rot z|2 − ζ|z|2 dx = 0. (3.81)
En prenant la partie imaginaire de l’équation ci-dessus, comme κ2 ∈ R+∗ , il suit∫
Ωρ
|z|2 dx = 0, (3.82)
donc uF = 0 dans Ωρ, puis
F = rot rot (χuF)− κ2(χuF) = 0. (3.83)
La bijectivité de I − Tκ entraîne alors l’existence d’une solution E ∈ Hloc(rot ,Ω) ∩




Dans ce chapitre, nous nous intéressons dans un premier temps à la résolution de
l’équation de Helmholtz homogène dans des géométries sphériques, soit à l’intérieur d’une
boule, soit dans un domaine extérieur à une boule, soit dans une couronne, en milieu ho-
mogène et isotrope. Pour cela, nous poursuivons l’introduction à la méthode de séparation
de variables présentée au paragraphe 2.4.2 ou dans [40], qui nécessite la définition des
fonctions spéciales, cf. [33, 49] par exemple. Nous déterminons les modes associés à l’équa-
tion de Helmholtz [26] et justifions les décompositions modales des solutions de l’équation
de Helmholtz dans des géométries sphériques en s’appuyant sur les outils de la théorie
spectrale introduits au paragraphe 2.4.3. Dans un second temps, nous nous intéressons au
lemme d’addition scalaire, encore appelé lemme de translation de Neumann. Ce résultat
est classiquement utilisé dans l’étude de problèmes de diffraction des ondes acoustiques.
Il correspond à une représentation modale de la solution fondamentale de l’équation de
Helmholtz Φ(x, y) = Gκ(x− y). Nous complétons les éléments de démonstration proposés
par D. Colton et R. Kress [17] et surtout, affinons les résultats de convergence associés.
4.1 Décomposition spectrale des solutions de l’équation de
Helmholtz dans des géométries sphériques
Dans cette section, D désigne la boule BR de centre 0 et de rayon R > 0
D =
{
x ∈ R3, |x| < R
}
. (4.1)
Nous notons sa frontière
Γ =
{
x ∈ R3, |x| = R
}
. (4.2)
Le domaine C désigne la couronne délimitée par deux sphères concentriques de rayon
respectif R1 < R2
C =
{
x ∈ R3, R1 < |x| < R2
}
(4.3)
et nous notons Γ1 ∪ Γ2 sa frontière, où
Γ1 =
{




x ∈ R3, |x| = R2
}
.
Nous déterminons les solutions élémentaires de l’équation de Helmholtz dans le domaine
borné D, dans le domaine extérieur Ω = R3 \D et dans la couronne C.
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4.1.1 Séparation de variables
Soit u une solution de l’équation de Helmholtz homogène ∆u+κ2u = 0, où κ ∈ C avec
I(κ) > 0. Supposons que u s’écrive sous la forme
u(x) = R(r)Θ(θ)Ψ(φ), (4.4)
où le triplet (r, θ, φ) désigne les coordonnées sphériques de x définies dans la section 2.4.













où ∆S2 désigne l’opérateur de Laplace-Beltrami sur la sphère unité. L’étude effectuée dans
le paragraphe 2.4.2 nous permet d’affirmer que la partie angulaire Θ(θ)Ψ(φ) de la solution











κ2r2 − n(n+ 1)
)
Rn(r) = 0 (4.6)










z2 − n(n+ 1)
)
Rn = 0. (4.7)
Cette équation différentielle ordinaire est appelée équation différentielle de Bessel sphé-
rique, cf. [33, 49] par exemple.





2pp!1 · 3 · · · (2n+ 2p+ 1) , (4.8)








2pp!(−2n+ 1)(−2n+ 3) · · · (−2n+ 2p+ 1) , (4.9)
pour tous n ∈ N et z ∈ C∗. De plus, pour tout n ∈ N, ces fonctions sont les solutions
élémentaires de l’équation différentielle (4.7).
Pour tout n ∈ N, le rayon de convergence de la série entière (4.8) est égal à +∞ donc
la représentation de jn en série entière converge normalement sur tout compact de C ; le
développement de yn en série de Laurent est analytique pour tout z ∈ (0,+∞), elle permet
de représenter yn au voisinage de 0, point en lequel yn admet une singularité. Nous avons
également les formules de Rayleigh [49] :






















4.1. Décomposition spectrale des solutions de l’équation de Helmholtz dans des
géométries sphériques
Enfin, nous définissons les fonctions de Hankel sphériques de première et seconde espèce
d’ordre n par
h(1)n (z) = jn(z) + iyn(z) et h(2)n (z) = jn(z)− iyn(z). (4.11)
D’après les formules de Rayleigh, une représentation de la fonction de Hankel de première
espèce est donnée par








, z ∈ C∗. (4.12)
Cela nous permet de déterminer les modes de l’équation de Helmholtz qui constituent une
base orthogonale de l’espace des solutions de cette équation [26, chapitre 2]. Dans ce qui
suit, pour tout x ∈ R3, nous notons x̂ = x/|x| et Yn,m(x̂) = Yn,m(θ, φ).
Théorème 4.3. Pour tous n,m ∈ N tels que |m| ≤ n, la fonction Rn,m ∈ C∞(R3) définie
par
Rn,m(x) = jn(κ|x|)Yn,m(x̂), (4.13)
vérifie l’équation de Helmholtz homogène ∆u + κ2u = 0 dans R3 tout entier ; la fonction
Sn,m ∈ C∞(R3 \ {0}) définie par
Sn,m(x) = h(1)n (κ|x|)Yn,m(x̂) (4.14)
vérifie l’équation de Helmholtz homogène ∆u+ κ2u = 0 dans R3 \ {0}.
Ces notations sont en accord avec la nature des fonctions de base ; les fonctions Rn,m
sont régulières, les fonctions Sn,m admettent une singularité en 0. Nous déduisons une
décomposition modale des solutions de l’équation de Helmholtz que nous justifions dans
le paragraphe suivant à l’aide de la théorie d’interpolation.
Théorème 4.4. Supposons que I(κ) > 0. Soit u ∈ L2(D) une solution de l’équation de








De plus, cette série converge dans C∞(D).
Théorème 4.5. Supposons que I(κ) > 0. Soit u ∈ L2(Ω) une solution de l’équation de








De plus, cette série converge dans C∞(Ω).
Théorème 4.6. Supposons que I(κ) > 0. Soit u ∈ L2(C) une solution de l’équation
de Helmholtz homogène ∆u + κ2u = 0 dans C. Alors il existe deux suites de nombres






u(2)n,mRn,m + u(1)n,mSn,m, dans L2(C).
De plus, cette série converge dans C∞(C).
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4.1.2 Convergence de la série
Dans ce qui suit, nous supposons que I(κ) > 0.
Convergence dans C∞(D) où D = BR (4.1)
Soit u ∈ L2(D) une solution de l’équation de Helmholtz homogène ∆u+ κ2u = 0 dans
D ′(D). Par régularité elliptique, u appartient à C∞(D). D’après l’étude effectuée dans le






un,m(|x|)Yn,m(x̂), dans L2(D), (4.15)
où les fonctions un,m sont à déterminer. Or, ∆u = −κ2u appartient à L2(D). En particulier,
∆u ∈ L2([a,R)× S2), ∀ 0 < a < R, (4.16)
où S2 désigne la sphère unité de R3, donc il est possible de définir les termes (∆u)n,m tels
que pour tout 0 < a < R, nous ayons
∫ R
a
|(∆u)n,m|2r2 dr < +∞. (4.17)
Cela nous permet de considérer (∆u)n,m comme une distribution sur le segment (0, R).
De plus, au sens des distributions, pour tout ϕ ∈ C∞c (0, R), nous obtenons d’après le































∆Γu(r, θ, φ)Yn,m(θ, φ)





















u(r, θ, φ)∆ΓYn,m(θ, φ)































un,m, dans D ′(0, R). (4.18)
D’après l’équation vérifiée par u et chacun des termes radiaux de son développement, nous
déduisons que un,m vérifie l’équation différentielle de Bessel sphérique (4.7). Ainsi, la forme
générale des termes radiaux du développement est donnée par
un,m(r) = an,mjn(κr) + bn,mh(1)n (κr). (4.19)
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D’une part, puisque (Yn,m) forme une base orthogonale de L2(S2),
In,m ≤ ‖u‖0,D. (4.21)
D’autre part, puisque jn est borné dans (0, R), pour tout n ∈ N, nous avons
Ihn,m ≤ In,m + Ijn,m <∞, (4.22)
et, puisque r 7−→ h(1)n (κr) n’est pas de carré intégrable au voisinage de 0 lorsque n ∈ N∗,
nous avons également
Ihn,m = +∞, pour n 6= 0. (4.23)
Nous aboutissons à une contradiction, donc bn,m = 0 pour tout (n,m) ∈ N∗ × Z tel que
|m| ≤ n. Donc u admet la décomposition suivante






Or, d’après la formule de Rayleigh (4.11), une représentation de h(1)0 est donnée par
h
(1)






où G désigne la solution fondamentale de l’équation de Helmholtz. Par ailleurs, u vérifie





















Or, d’après la relation (4.25) et l’équation vérifiée par G, à savoir −∆G− κ2G = δ0 dans











Y0,0(θ, φ) δ0, dans D ′(D). (4.27)
Donc b0,0 = 0. Ainsi, si nous posons uDn,m = an,m pour tous n ∈ N et m ∈ Z tels que
|m| ≤ n, la décomposition de u proposée dans le théorème 4.4 est justifiée au sens L2(D).
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Remarque 4.7. Par unicité de la décomposition spectrale, le corollaire 2.31 et le théorème
4.4 impliquent que ∫
S2
u(x)Yn,m(x̂) dx̂ = uDn,mjn(κ|x|). (4.28)
En outre, puisque la série converge dans L2(D) qui est un espace complet, son reste







0, dans L2(D). (4.29)






















d’après l’expression (4.29). Donc la série converge dans L2(∆, D) =
{
u ∈ L2(D), ∆u ∈ L2(D)
}






uDn,mRn,m, dans H2loc(D). (4.30)
En particulier, l’injection continue de H2loc(D) dans C 0(D) implique la convergence uni-
forme (en norme L∞) de la série dans tout compact strictement inclus dans D. Enfin,
grâce à la proposition B.9 et à une technique de Bootstrap, nous pouvons démontrer que
cette décomposition est vraie dans Hsloc(D), pour tout entier s puis dans C∞(D) d’après
le théorème d’injection 2.2.
Convergence dans C∞(Ω) où Ω = R3 \D (D = BR)
Dans un premier temps, nous justifions la décomposition modale d’une fonction u
appartenant à la classe des fonctions L2loc(Ω), telle celle présentée dans le paragraphe 2.4.3
pour les fonctions appartenant à L2(D). Notons que Ω = (R,+∞)×S2 et par conséquent,
u ∈ L2([a, L]× S2), ∀ L > a > R. (4.31)
Pour presque tout r > R, u admet une trace u(r, ·, ·) ∈ L2(S2). Partout où cette trace
existe, par décomposition spectrale, nous avons





un,m(r)Yn,m(θ, φ), dans L2(S2), (4.32)






u(r, θ, φ)Yn,m(θ, φ) sin θ dθdφ, (4.33)
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alors d’après l’identité (4.32), la suite (IN (r)) converge vers 0 pour presque tout r > R







|u(r, θ, φ)|2 sin θ dθdφ ∈ L1r2(0, R).






un,m(|x|)Yn,m(x̂), dans L2([a, L]× S2), (4.34)
pour tous L > a > R. À présent, considérons u ∈ L2(Ω) une solution de l’équation de
Helmholtz homogène ∆u + κ2u = 0 dans Ω avec I(κ) > 0, cf. paragraphe 3.1.2. Alors,
∆u = −κ2u appartient à L2(Ω), en particulier,
∆u ∈ L2([a, L]× S2), ∀ L > a > R. (4.35)
De la même façon que dans le paragraphe précédent, nous démontrons que un,m vérifie










κ2r2 − n(n+ 1)
)
un,m = 0, dans D ′(R,+∞). (4.36)
L’espace vectoriel engendré par les solutions de cette équation différentielle ordinaire est
de dimension deux et la forme générale des termes radiaux du développement modal est
donnée par
un,m(r) = an,mjn(κr) + bn,mh(1)n (κr), (4.37)


























D’une part, puisque (Yn,m) forme une base orthogonale de L2(S2),
In,m ≤ ‖u‖20,Ω. (4.39)
D’autre part, comme pour tout n ∈ N, h(1)n (κr) est exponentiellement décroissant lorsque
I(κ) > 0 (cf. formule de Rayleigh (4.11)), nous avons
Ijn,m ≤ In,m + Ihn,m < +∞, (4.40)
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pour tous n ∈ N et m ∈ Z tels que |m| ≤ n. Or, r 7−→ jn(κr) n’est pour aucun entier
naturel n de carré intégrable au voisinage de l’infini, d’où an,m = 0 pour tous (n,m) ∈ N×Z
et tels que |m| ≤ n et les termes radiaux du développement sont donnés par
un,m(r) = bn,mh(1)n (κr), (4.41)
donc, si nous posons uΩn,m = bn,m, la décomposition modale proposée dans le théorème 4.5
est justifiée au sens L2(Ω).
Remarque 4.8. Par unicité de la décomposition spectrale, le corollaire 2.31 et le théorème
4.5 impliquent que ∫
S2
u(x)Yn,m(x̂) dx̂ = uΩn,mh(1)n (κ|x|). (4.42)
Avec un raisonnement analogue à celui présenté dans le paragraphe précédent, cette
décomposition est vérifiée dans Hsloc(Ω) pour tout entier s ainsi que dans C∞(Ω). En
particulier, la série converge uniformément dans tout compact de Ω.
Remarque 4.9. La convergence de la série définie dans C (corollaire 4.6) reprend les argu-
ments des deux discussions sur la convergence des séries en domaine borné et non-borné.
La série comprend une partie sortante provenant de la boule de rayon R1 dont les termes
associés sont
u(1)n,mSn,m (4.43)
et une partie entrante provenant de la boule de rayon R2 dont les termes associés sont
u(2)n,mRn,m. (4.44)
4.2 Énoncé et démonstration du lemme d’addition scalaire
Le lemme d’addition scalaire permet d’expliciter la solution fondamentale Φ(x, y) =
G(x− y) de l’équation de Helmholtz
−
(
∆Φ(·, y) + κ2Φ(·, y)
)
= 0, dans R3 \ {y} , (4.45)
à y ∈ R3 fixé. Nous supposons que le nombre d’onde κ admet une partie imaginaire
strictement positive. Dans ce cas, Φ(·, y) appartient à L2(R3)∩H2loc(R3\{y})∩C∞(R3\{y}),
cf. Remarque 3.3.
4.2.1 Énoncé
Lemme 4.10. Pour tous x, y dans R3 tels que |x| > |y| > 0, nous avons






Cette série ainsi que ses dérivées successives convergent dans C∞
({
(x, y) ∈ R6, |x| > |y|
})
et convergent uniformément en (x, y) sur tout compact de
{
(x, y) ∈ R6, |x| > |y|
}
.
Remarque 4.11. Cette représentation préserve la symétrie de Φ : pour tous x, y ∈ R3 tels
que |y| > |x| > 0,
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La démonstration de ce lemme suit de la remarque suivante : étant donné y ∈ R3 \ {0}
fixé, pour tout x ∈ R3 tel que |x| < |y|, la solution fondamentale Φ(x, y) vérifie l’équation
de Helmholtz homogène
∆xΦ(·, y) + κ2Φ(·, y) = 0, dans
{
x ∈ R3, |x| < |y|
}
, (4.48)








x ∈ R3, |x| < |y|
})
, (4.49)
où les coefficients αn,m(y) dépendent de y et sont à déterminer. Cette série ainsi que
ses dérivées successives convergent dans C∞(
{
x ∈ R3, |x| < |y|
}
), d’après la section 4.1.2
(paragraphe 1). Le domaine de validité pour cette décomposition est illustré dans la figure
4.1. De plus, pour tout x ∈ R3 tel que |x| > |y|, la solution fondamentale Φ(x, y) vérifie
×× y0
Figure 4.1 – Domaine
{
x ∈ R3, |x| < |y|
}
bleuté
l’équation de Helmholtz homogène
∆xΦ(·, y) + κ2Φ(·, y) = 0, dans
{
x ∈ R3, |x| > |y|
}
, (4.50)








x ∈ R3, |x| > |y|
})
, (4.51)
où les coefficients βn,m(y) dépendent de y sont à déterminer. Cette série ainsi que ses
dérivées successives convergent dans C∞(
{
x ∈ R3, |x| > |y|
}
) d’après la section 4.1.2 (pa-




Figure 4.2 – Domaine
{
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4.2.2 Démonstration de la relation (4.46)
Nous proposons de compléter les éléments de preuves donnés par D. Colton et R. Kress
dans [17] à propos du lemme d’addition scalaire. Dans le paragraphe suivant, nous donne-
rons des précisions sur la convergence de la série qui constituent des résultats nouveaux.
Soit y un élément non-nul de R3. Nous allons caractériser au sens des distributions l’équa-
tion ∆xΦ + κ2Φ = −δy en choisissant une fonction-test particulière à variables séparées
ψn,m(x) = jn(κ|x|)ηy(|x|)Yn,m(x̂) ∈ C∞c ((0,+∞)× S2), (4.52)
à n et m fixés, où jn désigne la fonction de Bessel d’ordre n, Yn,m la m-ème fonction
harmonique sphérique d’ordre n et ηy désigne la fonction de troncature (cf. figure 4.3)












ηy(|y|) = 1 et η′(|y|) = 0. (4.54)




















= 〈δy, ψn,m〉R3 = ψn,m(y) = jn(κ|y|)Yn,m(ŷ). (∗)
D’autre part, puisque Φ(·, y) ∈ L2(R3), d’après la définition de la dérivation au sens des






































Puisque la fonction test est à variables séparées et la fonction Yn,m est une fonction propre






4.2. Énoncé et démonstration du lemme d’addition scalaire
est proportionnel à Yn,m. Par ailleurs, la famille constituée des fonctions harmoniques
sphériques étant orthogonale, d’après les développements modaux (4.49) et (4.51) de Φ
































































Comme les fonctions x 7→ jn(κ|x|)Yn,m(x̂) et x 7→ h(1)n (κ|x|)Yn,m(x̂) appartiennent à la
classe des fonctions
{
u ∈ H1, ∆u ∈ L2
}
pour chacun des domaines considérés, nous pou-
vons appliquer les formules de Green (2.52) et (2.51). D’après les équations vérifiées par




















D’après l’identité (cf. [17] par exemple)∫
|x|=r
Yn,m(x̂)Yn,m(x̂)dsx = r2, (4.55)






















et de l’équation (∗), nous identifions le coefficient βn,m(y)
βn,m(y) = iκjn(κ|y|)Yn,m(ŷ).
Nous concluons quant à la convergence de la série, à y fixé, dans C∞
({
x ∈ R3, |x| > |y|
})
et de même, à x fixé, dans C∞
({
y ∈ R3, |x| > |y|
})
. Il reste à démontrer la convergence
de la série par rapport aux deux variables ; cela fait l’objet du paragraphe suivant.
Remarque 4.12. Par unicité de la décomposition spectrale, d’après le corollaire 2.31 et ce
résultat, nous déduisons qu’à y fixé, pour tout |x| > |y|,∫
S2
Φ(x, y)Yn,m(x̂) dx̂ = iκh(1)n (κ|x|)jn(κ|y|)Yn,m(ŷ). (4.57)
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4.2.3 Démonstration de la convergence dans C∞({(x, y) ∈ R6, |x| > |y|})
Nous introduisons un espace fonctionnel constitué des fonctions L2loc sauf dans un
voisinage de
{
(x, y) ∈ R6, x = y
}




χ ∈ C∞c (R6), ∃ρ0 > 0, ∀ x, y ∈ R3, |x− y| < ρ0 =⇒ χ(x, y) = 0
}
. (4.58)
Nous introduisons alors l’espace fonctionnel
L2∗,loc(R6) =
{
u ∈ D ′(R6), ∀ χ ∈ Ξ, χu ∈ L2(R6)
}
. (4.59)
La solution fondamentale Φ appartient à la classe des fonctions L2∗,loc(R6) car elle est de
classe C∞ dans
{
(x, y) ∈ R6, x 6= y
}
. En particulier, pour tous réels ρ > 0 et 0 < ε < ρ, Φ
appartient à L2(Ωρ,ε) où le domaine Ωρ,ε est défini par
Ωρ,ε =
{
(x, y) ∈ R6, |x| < ρ− ε < ρ+ ε < |y|
}
. (4.60)
Nous avons besoin d’un résultat intermédiaire à propos de la décomposition spectrale
d’une fonction de L2(S2 × S2).
Proposition 4.13. Soit u ∈ L2(S2 ×S2). Alors il existe une suite de nombres complexes










un,n′,m,m′Yn,m(x̂)Yn′,m′(ŷ), dans L2(S2 × S2), (4.61)
où, pour tous n, n′ ∈ N et m, m′ ∈ Z tels que |m| ≤ n et |m′| ≤ n′, les coefficients




u(x̂, ŷ)Yn,m(x̂)Yn′,m′(ŷ) dx̂dŷ. (4.62)
Démonstration. La famille constituée des fonctions (x̂, ŷ) 7−→ Yn,m(x̂)Yn′,m′(ŷ) forme une
famille orthogonale de L2(S2 × S2). Démontrons qu’elle est dense dans L2(S2 × S2). Soit










L’application un,m appartient à L2(S2y ). En effet, nous avons
‖un,m‖0,S2y = ‖(x̂, ŷ) 7−→ un,m(ŷ)Yn,m(x̂)‖0,S2×S2 ≤ ‖u‖0,S2×S2 ,
car l’application u 7−→ un,m(ŷ)Yn,m(x̂) est un projecteur orthogonal. Par ailleurs, remar-












Yn′,m′(ŷ) dŷ = (un,m)n′,m′ .
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D’où ∫
S2
un,m(ŷ)Yn′,m′(ŷ) dŷ = 0,
puis, comme la famille (Yn,m) est dense dans L2(S2), il suit que u ≡ 0. Donc la famille
constituée des fonctions (x̂, ŷ) 7−→ Yn,m(x̂)Yn′,m′(ŷ) forme une base hilbertienne de L2(S2×
S2).
Voyons Φ comme une fonction à deux variables de R3. D’après la proposition pré-
cédente, pour presque tous |x| > |y| fixés, il existe une suite de nombres complexes










φn,n′,m,m′(|x|, |y|)Yn,m(x̂)Yn′,m′(ŷ), dans L2(S2 × S2),




Φ(x, y)Yn,m(x̂)Yn′,m′(ŷ) dx̂dŷ, (4.63)
pour tous n, n′ ∈ N, m, m′ ∈ Z avec |m| ≤ n et |m′| ≤ n′. D’après le théorème de Fubini
et la remarque 4.12, pour |x| > |y| fixés, φn,n′,m,m′ = 0 sauf pour n = n′ et m = m′, où












φn,m(|x|, |y|)Yn,m(x̂)Yn,m(ŷ), dans L2(S2 × S2), (4.64)
De plus, pour presque tous |x| < ρ− ε et ρ+ ε < |y| et pour N ∈ N, si nous notons












alors d’après l’identité (4.64), la suite (IN (|x|, |y|)) converge vers 0 pour presque tous |x|,
|y| tels que |x| < ρ − ε et ρ + ε < |y|. En outre, comme la somme tronquée correspond à
une projection orthogonale dans L2(S2 × S2), nous avons
IN (|x|, |y|) ≤
∫
S2×S2
|Φ(x, y)|2 dx̂dŷ ∈ L1|x|2|y|2((0, ρ− ε)x × (ρ+ ε,+∞)y). (4.65)
D’après le théorème de Lebesgue, la suite (IN ) converge vers 0 dans L1|x|2|y|2((0, ρ− ε)x ×






φn,m(|x|, |y|)Yn,m(x̂)Yn,m(ŷ), dans L2 (Ωρ,ε) . (4.66)
Enfin, à y ∈ R3 fixé, la solution fondamentale Φ(·, y) vérifie
∆xΦ(x, y) + κ2Φ(x, y) = 0, dans R3 \ {y} . (4.67)
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De même, à x ∈ R3 fixé, la solution fondamentale Φ(x, ·) vérifie
∆yΦ(x, y) + κ2Φ(x, y) = 0, dans R3 \ {x} . (4.68)
Ainsi, si nous notons ∆xy = ∆x +∆y le Laplacien dans R6, la solution fondamentale Φ(·, ·)
vérifie
∆xyΦ(x, y) + 2κ2Φ(x, y) = 0, dans
{
(x, y) ∈ R6, x 6= y
}
. (4.69)
À l’aide d’un raisonnement analogue à celui présenté dans le premier paragraphe de la
section 4.1.2, comme Φ vérifie l’équation de Helmholtz (4.69), elle la vérifie notamment
dans
{
(x, y) ∈ R6, |x| > |y|
}
donc la décomposition (4.46) peut être justifiée dans
Hmloc
({
(x, y) ∈ R6, |x| > |y|
})
, (4.70)
pour tout entier naturelm ainsi que dans C∞
({
(x, y) ∈ R6, |x| > |y|
})
d’après le théorème
d’injection 2.2. En particulier, la série ainsi que ses dérivées convergent uniformément en
(x, y) dans tout compact de
{
(x, y) ∈ R6, |x| > |y|
}
.
Remarque 4.14. Soit O un domaine (borné ou non-borné) de R6, suffisamment régulier
(cf. 2.2). Le théorème d’injection locale dans R6 s’écrit
Hk+3+δloc (O) ↪→ C
k(O), (4.71)
pour tout δ > 0. Donc la convergence de la série dans C∞
({




Remarque 4.15 (Application du lemme 4.10). Pour tous x, y dans R3 tels que |x| > |y| > 0,
nous avons










De plus, pour tout p ∈ R3, il suit
































Cette série ainsi que ses dérivées successives convergent dans C∞
({
(x, y) ∈ R6, |x| > |y|
})
et convergent uniformément en (x, y) sur tout compact de
{






Dans ce chapitre, nous nous intéressons dans un premier temps à la résolution des
équations de Maxwell dans des géométries sphériques, bornées ou non-bornées. D’abord,
nous déterminons les modes associés aux équations de Maxwell à l’aide des potentiels
de Debye [40, 41]. Ensuite, nous justifions les décompositions modales des solutions des
équations de Maxwell en construisant de manière explicite un opérateur de résolution
linéaire et continu de H−
1
2
t (divΓ,Γ) dans H(rot )×H(rot ). Nous utilisons la décomposition
de Helmholtz-Hodge de l’espace H−
1
2
t (divΓ,Γ) des champs de vecteurs tangents à la sphère
Γ présentée dans le paragraphe 2.3.3. Cet espace a notamment été étudié par A. De la
Bourdonnaye dans [20]. Dans un second temps, nous nous intéressons au lemme d’addition
vectoriel qui donne une représentation modale de la solution fondamentale de l’équation
tridimensionnelle de Helmholtz
−∆(Φ(·, y)p)− κ2Φ(·, y)p = p δy, dans D ′(R3), (5.1)
où y ∈ R3 \ {0} et p ∈ R3 sont fixés. Nous complétons les éléments de démonstration
proposés par D. Colton et R. Kress [17] et affinons les résultats de convergence associés.
5.1 Décomposition spectrale des solutions des équations de
Maxwell dans des géométries sphériques
Nous adoptons les mêmes notations que dans la section 4.1 : D désigne la boule ouverte
BR de centre 0 et de rayon R. Sa frontière Γ désigne la sphère de centre 0 et de rayon R.
Le domaine Ω désigne le complémentaire de D dans R3. Le domaine C désigne la couronne
délimitée par deux sphères concentriques de rayon respectif R1 < R2, de frontière Γ1∪Γ2.
Nous rappelons que le problème de propagation d’ondes électromagnétiques en régime
harmonique, pour un terme source identiquement nul, est décrit à partir des équations du
premier ordre de Maxwell homogènes
{
rot E− iωµ0H = 0,
rot H + (iωε0 − σ)E = 0,
(5.2a)
(5.2b)
où ω > 0 désigne la fréquence de l’onde, µ0 et ε0 désignent la perméabilité et la permittivité
du vide et la constante σ > 0 désigne la conductivité du milieu ambiant. Nous normalisons
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de sorte que les champs Ẽ et H̃ vérifient les équations homogènes de Maxwell normalisées{
rot Ẽ− iκH̃ = 0,
rot H̃ + iκẼ = 0.
(5.4a)
(5.4b)











Remarque 5.1. Le nombre complexe κ est défini de manière unique car I(κ2) > 0 et
I(κ) > 0 impliquent R(κ) > 0.
L’équation du second ordre de Maxwell homogène mettant en jeu le champ électrique
normalisé Ẽ est donnée par
rot rot Ẽ− κ2Ẽ = 0. (5.6)
Il est alors possible de retrouver l’expression du champ magnétique normalisé H̃ grâce à
l’équation (5.4a).
5.1.1 Potentiel de Debye et solutions élémentaires
L’équation de Helmholtz et les équations de Maxwell s’avèrent être étroitement reliées.
Soit u ∈ C∞(Υ) une solution de l’équation de Helmholtz homogène ∆u + κ2u = 0 dans
un domaine régulier Υ (borné ou non-borné). Le champ de vecteurs u, appelé potentiel de
Debye [40] et défini par
u = rot (ux) , (5.7)
vérifie l’équation de Maxwell du second ordre rot rotu−κ2u = 0 dans Υ. En effet, puisque
rot rot = −∆ +∇(div ), div rot = 0 et rot (∆) = ∆(rot ), nous avons
rot rot u− κ2u = −∆(rot (ux)) +∇(div rot (ux))− κ2rot (ux),
= −rot ((∆u+ κ2u)x + 2∇u),
= 0,
car u solution de l’équation homogène de Helmholtz et rot∇ = 0. Suite à cette remarque,
nous définissons les fonctions d’onde vectorielles [17, 40] [46, chapitre 1.4.1]









où les fonctions Rn,m et Sn,m désignent les modes associés à l’équation de Helmholtz
scalaire, pour n = 1, 2, 3, . . . et m = −n, . . . , n, cf. Théorème 4.3.
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Théorème 5.2. Pour tous n ∈ N∗ et m ∈ Z avec |m| ≤ n, les champs de vecteurs Rtn,m
et Rxn,m appartiennent à C∞(R3) ∩ L2loc(R3) et vérifient l’équation de Maxwell homogène
du second ordre
rot rot E− κ2E = 0 dans D ′(R3). (5.10)
Pour tous n ∈ N∗ et m ∈ Z avec |m| ≤ n, les champs de vecteurs Stn,m et Sxn,m appar-
tiennent à C∞(R3 \ {0}) ∩ L2loc(R3 \ {0}) et vérifient l’équation de Maxwell homogène du
second ordre
rot rot E− κ2E = 0 dans D ′(R3 \ {0}). (5.11)
Démonstration. Puisque Rn,m vérifie l’équation de Helmholtz homogène ∆u + κ2u = 0
dans R3, d’après la définition du potentiel de Debye, Rtn,m vérifie l’équation du second
ordre de Maxwell homogène [40]. Nous utilisons la même idée pour Stn,m.
Remarque 5.3. Lorsque I(κ) > 0 les champs de vecteurs Stn,m et Sxn,m sont exponentielle-
ment décroissantes à l’infini, voir la formule 4.11.
Après calculs, les fonctions d’onde vectorielles admettent les expressions suivantes :
Rtn,m(x) = jn(κ|x|)rotS2Yn,m(x̂),

























où x̂ = x|x| et rotS2 = ∇S2 ×er. Ces notations sont en accord avec la nature des champs de
base ; Rtn,m et Stn,m sont des champs tangents à la sphère, Rxn,m et Sxn,m admettent une partie
radiale. Nous énonçons les décompositions modales des solutions des équations de Maxwell
que nous justifierons dans les paragraphes suivants. Dans la suite, nous démontrerons des
résultats plus précis sur la convergence des séries associées aux solutions des problèmes
intérieur et extérieur de Maxwell.
Remarque 5.4. La famille constituée des fonctions Rtn,m et Rxn,m forme une famille ortho-
gonale de H(rot , D). Si I(κ) > 0, la famille constituée des fonctions Stn,m et Sxn,m forme
une famille orthogonale de H(rot ,Ω).
Théorème 5.5. Supposons que I(κ) > 0. Soit E ∈ H(rot , D) une solution de l’équation
du second ordre de Maxwell homogène rot rot E − κ2E = 0 dans D. Alors il existe deux






E(1),Dn,m Rtn,m + E(2),Dn,m Rxn,m, dans H(rot , D). (5.13)







−E(2),Dn,m Rtn,m + E(1),Dn,m Rxn,m, dans H(rot , D). (5.14)
Ces séries ainsi que leurs dérivées successives convergent dans C∞(D) et convergent uni-
formément sur tout compact de D.
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Théorème 5.6. Supposons que I(κ) > 0. Soit E ∈ H(rot ,Ω) une solution de l’équation
du second ordre de Maxwell homogène rot rot E − κ2E = 0 dans Ω. Alors il existe deux






E(1),Ωn,m Stn,m + E(2),Ωn,m Sxn,m, dans H(rot ,Ω). (5.15)







−E(2),Ωn,m Stn,m + E(1),Ωn,m Sxn,m, dans H(rot ,Ω). (5.16)
Ces séries ainsi que leurs dérivées successives convergent dans C∞(Ω) et convergent uni-
formément sur tout compact de Ω.
Théorème 5.7. Supposons que I(κ) > 0. Soit E ∈ H(rot , C) une solution de l’équation
du second ordre de Maxwell homogène rot rot E− κ2E = 0 dans C. Alors il existe quatre







E(1),Cn,m Rtn,m + E(2),Cn,m Rxn,m + E(3),Cn,m Stn,m + E(4),Cn,m Sxn,m,
dans H(rot , C). (5.17)







−E(2),Cn,m Rtn,m + E(1),Dn,m Rxn,m − E(4),Cn,m Stn,m + E(3),Cn,m Sxn,m,
dans H(rot , C). (5.18)
Ces séries ainsi que leurs dérivées successives convergent dans C∞(C) et convergent uni-
formément sur tout compact de C.
5.1.2 Caractère générateur
Munissons l’équation du second ordre de Maxwell homogène (5.6) de la condition aux
limites sur Γ
n× E = λ sur Γ, (5.19)




La frontière Γ désigne la sphère de centre 0 et de rayon R, c’est à la fois la frontière de
la boule D et celle du domaine extérieur Ω. En tenant compte de la décomposition de
Helmholtz des champs de vecteurs de H−
1
2
t (divΓ,Γ) tangents à Γ (cf. section 2.3) et la
base spectrale de l’espace des champs tangents (cf. section 2.4.4), nous pouvons affirmer













pour x ∈ Γ, où les coefficients spectraux sont donnés par
an,m = 〈λ,∇S2Yn,m〉Γ et bn,m = 〈λ, rotS2Yn,m}Γ . (5.21)
70
5.1. Décomposition spectrale des solutions des équations de Maxwell dans des géométries
sphériques
En domaine borné
Proposition 5.8. Il existe un opérateur de résolution Sint
Sint : H
− 12
t (divΓ,Γ) −→ H(rot , D)×H(rot , D)
λ donné par (5.20) 7−→ (E,H) donnés par (5.13)− (5.14)
(5.22a)
(5.22b)
linéaire et continu de H−
1
2
t (divΓ,Γ) dans H(rot , D)×H(rot , D).
Dans ce qui suit, nous proposons une démonstration constructive de cette proposition.
(i) Supposons que λ(x) = ∇S2Yn,m(x̂), pour tout x ∈ Γ. La solution de l’équation




En effet, ce champ de vecteurs vérifie l’équation homogène du second ordre de Maxwell
par homogénéité.
Remarque 5.9. Pour tout κ ∈ C tel que I(κ) > 0 et R > 0 le dénominateur jn(κR) ne






















(ii) Supposons que λ(x) = rotS2Yn,m(x̂), pour tout x ∈ Γ. La solution de l’équation
rot rot E− κ2E = 0 dans D associée à λ est donnée par
iκR
jn(κR) + κR j′n(κR)
Rxn,m. (5.26)
En effet, ce champ de vecteurs vérifie l’équation homogène du second ordre de Maxwell
par homogénéité.
Remarque 5.10. Pour tout κ ∈ C tel que I(κ) > 0 et R > 0 le dénominateur jn(κR) +




















Par ailleurs, nous déduisons une contribution à la décomposition du champ magnétique
avec
R
jn(κR) + κR j′n(κR)
rot Rxn,m = −
iκR
jn(κR) + κR j′n(κR)
Rtn,m. (5.28)
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Nous construisons ainsi un opérateur de résolution du problème intérieur, linéaire et
continu, noté Sint, défini comme suit :
Sint : H
− 12
t (divΓ,Γ) −→ H(rot , D)×H(rot , D)
λ donné par (5.20) 7−→ (E,H) donnés par (5.13)− (5.14)
(5.29a)
(5.29b)







n(n+ 1)(jn(κR) + κR j′n(κR))
. (5.30)
En domaine extérieur
Proposition 5.11. Il existe un opérateur de résolution Sext
Sext : H
− 12
t (divΓ,Γ) −→ H(rot ,Ω)×H(rot ,Ω)
λ donné par (5.20) 7−→ (E,H) donnés par (5.15)− (5.16)
(5.31a)
(5.31b)
linéaire et continu de H−
1
2
t (divΓ,Γ) dans H(rot ,Ω)×H(rot ,Ω).
Nous suivons la même démarche que celle proposée dans la démonstration de la pro-
position 5.8.
(i) Supposons que λ(x) = ∇S2Yn,m(x̂), pour tout x ∈ Γ. La solution de l’équation






En effet, ce champ de vecteurs vérifie l’équation homogène du second ordre de Maxwell
par homogénéité.
Remarque 5.12. Pour tout κ ∈ C tel que I(κ) > 0 et R > 0 le dénominateur h(1)n (κR) ne



















en tenant compte de l’orientation de la normale. Par ailleurs, nous déduisons une contri-











(ii) Supposons que λ(x) = rotS2Yn,m(x̂), pour tout x ∈ Γ. La solution de l’équation








En effet, ce champ de vecteurs vérifie l’équation homogène du second ordre de Maxwell
par homogénéité.
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sphériques
Remarque 5.13. Pour tout κ ∈ C tel que I(κ) > 0 et R > 0 le dénominateur h(1)n (κR) +
κR h
(1)′












































Nous construisons ainsi un opérateur de résolution du problème extérieur, linéaire et
continu, noté Sext, défini comme suit :
Sext : H
− 12
t (divΓ,Γ) −→ H(rot ,Ω)×H(rot ,Ω)
λ donné par (5.20) 7−→ (E,H) donnés par (5.15)− (5.16)
(5.38a)
(5.38b)





et E(2),Ωn,m = −
iκR bn,m





Remarque 5.14. Les séries (5.17) et (5.18) s’obtiennent en combinant les arguments pré-
sentés pour les problèmes intérieur et extérieur : la décomposition du champ électrique
comprend une partie sortante qui provient de la boule de rayon R1 dont les termes associés
sont
E(3),Cn,m Stn,m et E(4),Cn,m Sxn,m (5.40)
et une partie entrante qui provient de la boule de rayon R2 dont les termes associés sont
E(1),Cn,m Rtn,m et E(2),Cn,m Rxn,m. (5.41)
5.1.3 Convergence de la série
Rappelons que le problème est le suivant : nous recherchons E et H dans H(rot , D) ou
H(rot ,Ω) tels que

rot E− iκH = 0, dans D ou Ω,
rot H + iκE = 0, dans D ou Ω,




où D désigne la boule ouverte BR et Ω = R3 \D.
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Convergence dans C∞(D)
Proposition 5.15. Les décompositions modales de E et H données par les séries (5.13)
et (5.14) convergent dans C∞(D).
La convergence des séries (5.13) et (5.14) dans H(rot , D) découle de la continuité de














Pour chacun des termes de la série, nous avons déterminé un opérateur de résolution
explicite linéaire et continu, cf. section 5.1.2. D’après la remarque 5.4, ces termes sont






∣∣∣E(1),Dn,m ∣∣∣2 ∥∥∥Rtn,m∥∥∥20,D + ∣∣∣E(2),Dn,m ∣∣∣2 ∥∥∥Rxn,m∥∥∥20,D ,





∣∣∣κE(2),Dn,m ∣∣∣2 ∥∥∥Rtn,m∥∥∥20,D + ∣∣∣κE(1),Dn,m ∣∣∣2 ∥∥∥Rxn,m∥∥∥20,D ,
et par continuité de l’opérateur de résolution, il suit





donc la série (5.13) converge dans H(rot , D). De même, la série (5.14) converge dans
H(rot , D). En outre, puisque la série (5.13) converge dans H(rot , D), elle converge dans






E(1),Dn,m Rtn,m + E(2),Dn,m Rxn,m −→
N1,N2→+∞
0, dans L2(D). (5.45)
En appliquant le Laplacien au reste de Cauchy, puisque Rtn,m et Rxn,m vérifient l’équation












d’après l’expression (5.45). Donc la série converge dans L2(∆, D) =
{








E(1),Dn,m Rtn,m + E(2),Dn,m Rxn,m, dans H2loc(D). (5.46)
En particulier, l’injection continue de H2loc(D) dans C 0(D) implique la convergence uni-
forme (en norme L∞) de la série dans tout compact strictement inclus dans l’ouvert D.
Enfin, grâce à la proposition B.9 et à une technique de Bootstrap, nous pouvons démon-
trer que cette décomposition est vraie dans Hmloc(D), pour tout entier m puis dans C∞(D)
d’après le théorème d’injection 2.2.
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Convergence dans C∞(Ω)
Proposition 5.16. Les décompositions modales de E et H données par les séries (5.15)
et (5.16) convergent dans C∞(Ω).
La convergence des séries (5.15) et (5.16) dans H(rot ,Ω) découle de la continuité de














Pour chacun des termes de la série, nous avons déterminé un opérateur de résolution
explicite linéaire et continu, cf. section 5.1.2. D’après la remarque 5.4, ces termes sont






∣∣∣E(1),Ωn,m ∣∣∣2 ∥∥∥Stn,m∥∥∥20,Ω + ∣∣∣E(2),Ωn,m ∣∣∣2 ∥∥∥Sxn,m∥∥∥20,Ω ,





∣∣∣κE(2),Ωn,m ∣∣∣2 ∥∥∥Stn,m∥∥∥20,Ω + ∣∣∣κE(1),Ωn,m ∣∣∣2 ∥∥∥Sxn,m∥∥∥20,Ω ,
et par continuité de l’opérateur de résolution, il suit





donc la série (5.15) converge dans H(rot ,Ω). De même, la série (5.16) converge dans






E(1),Ωn,m Stn,m + E(2),Ωn,m Sxn,m, dans H2loc(Ω). (5.49)
En particulier, l’injection continue de H2loc(Ω) dans C 0(Ω) implique la convergence uni-
forme (en norme L∞) de la série dans tout compact strictement inclus dans l’ouvert Ω.
Enfin, grâce à la proposition B.9 et à une technique de Bootstrap, nous pouvons démon-
trer que cette décomposition est vraie dans Hmloc(Ω), pour tout entier m puis dans C∞(Ω)
d’après le théorème d’injection 2.2.
5.2 Énoncé et démonstration du lemme d’addition vectoriel
Le lemme d’addition vectoriel associé à la solution fondamentale Φ de l’équation de
Helmholtz permet d’obtenir une représentation modale de la solution des équations de
Maxwell homogènes. Il met en jeu le gradient des fonctions d’onde scalaires ainsi que les
fonctions d’onde vectorielles qui ont la particularité de vérifier les identités suivantes :
rot Rtn,m = iκRxn,m, rot Stn,m = iκSxn,m,
rot Rxn,m = −iκRtn,m, rot Sxn,m = −iκStn,m,
(5.50a)
(5.50b)
pour tous n ∈ N∗ et m ∈ Z tels que |m| ≤ n.
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5.2.1 Énoncé




































Pour tout élément non-nul y de R3 fixé, cette série ainsi que ses dérivées successives
convergent dans C∞(
{
x ∈ R3, |x| > |y|
}
) et convergent uniformément sur tout compact de{
x ∈ R3, |x| > |y|
}
.
Dans [17], D. Colton et R. Kress donnent des éléments de démonstration de ce lemme



























Dans ce qui suit, nous proposons une démonstration complète et détaillée de la formule
(5.51) et nous affinons les résultats de convergence associés. Soient p ∈ R3 et y ∈ R3 \ {0}
fixés. Il s’agit de résoudre le problème du second ordre de Maxwell dans l’espace libre qui
consiste à chercher E ∈S ′(R3) vérifiant
rot rot E− κ2E = iκp δy dans S ′(R3), (5.53)
où δy désigne la masse de Dirac en y. D’après la proposition 3.23, une solution de cette
équation est donnée par




car G ∗ pδy = Φ(x, y)p.
Remarque 5.18. Le champ Ey admet une singularité en y, c’est pourquoi nous recherchons
Ey dans S ′(R3). Toutefois, le champ Ey est de classe C∞ en dehors d’un voisinage de{
x ∈ R3, |x| = |y|
}
car il vérifie l’équation du second ordre de Maxwell homogène et est à
divergence nulle.
De la relation (5.54), nous déduisons que















∇x [∇yΦ(x, y) · p] , (5.56)
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Cette série ainsi que ses dérivées successives convergent dans C∞(
{
(x, y) ∈ R6, |x| > |y|
}
)
et convergent uniformément sur tout compact de
{
(x, y) ∈ R6, |x| > |y|
}
.
Intéressons nous à présent au premier terme ( 1iκEy). À y ∈ R
3 \ {0} fixé, pour tout
x ∈ R3 tel que |x| < |y|, le champ électrique Ey vérifie l’équation homogène du second
ordre de Maxwell
rot rot Ey − κ2Ey = 0, dans
{
x ∈ R3, |x| < |y|
}
, (5.58)









, dans H (rot ,Bρ) , (5.59)
pour tout ρ < |y|, où les coefficients α(1)n,m(y) et α(2)n,m(y) dépendent de y et vont être
déterminés. Cette série ainsi que ses dérivées convergent dans C∞
({
x ∈ R3, |x| < |y|
})
d’après la section 5.1.3 (paragraphe 1) et convergent uniformément sur tout compact de{
x ∈ R3, |x| < |y|
}
. De plus, pour tout x ∈ R3 tel que |x| > |y|, le champ électrique Ey
vérifie
rot rot Ey − κ2Ey = 0, dans
{
x ∈ R3, |x| > |y|
}
, (5.60)











rot ,R3 \ Bρ
)
, (5.61)
pour tout ρ > |y|, où les coefficients β(1)n,m(y) et β(2)n,m(y) dépendent de y vont être dé-
terminés. Cette série ainsi que ses dérivées convergent dans C∞
({
x ∈ R3, |x| > |y|
})
et
convergent uniformément sur tout compact de
{
x ∈ R3, |x| < |y|
}
, d’après la section 5.1.3
(paragraphe 2). Il nous reste à démontrer que les coefficients β(1)n,m(y) et β(2)n,m(y) coïncident
avec les coefficients de la représentation donnée par le lemme d’addition vectoriel.
5.2.2 Identification des coefficients β(1)n,m(y) et β(2)n,m(y)
Il s’agit de d’identifier les coefficients β(1)n,m(y) et β(2)n,m(y) en évaluant le crochet de
dualité au sens des distributions entre rot rot E − κ2E = iκp δy et deux fonctions-test
particulières définies comme suit :








∈ C∞c ((0,+∞)× S2),
(5.62)
(5.63)
à n ∈ N∗ et m ∈ Z tels que |m| ≤ n fixés, où ηy désigne la fonction de troncature définie
au début de la section 4.2.2 (cf. figure (4.3)). D’une part, d’après l’équation vérifiée par
Ey et les propriétés de ηy, nous avons〈








= iκ jn(κ|y|)rotS2Yn,m(ŷ) · p,〈
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Identification de β(1)n,m(y)
Le coefficient β(1)n,m(y) est identifié à l’aide de la fonction-test ψ(1)n,m. D’après la définition
de la dérivation au sens des distributions et l’identité (5.54), nous avons〈































Comme Φ(·, y)p ∈ L2(R3), le crochet de dualité précédent peut s’écrire sous la forme d’une
intégrale et
〈
















Φ(x, y)p · ∇div
(





















Φ(x, y)p · ∇div
(




















Φ(x, y)p · ∇div
(









Nous cherchons à faire intervenir Ey dans les intégrales précédentes, qui est L2 hors d’un
voisinage de
{
x ∈ R3, |x| = |y|
}
. Pour cela, notons
J intε (y) =
∫
{|x|<|y|−ε}
Φ(x, y)p · ∇div
(








Φ(x, y)p · ∇div
(





et considérons ε tel que
ηy(|x|) = 1, ∀ |x| ∈ [|y| − 2ε, |y|+ 2ε] .
Comme Φ(·, y)p est de classe C∞ en dehors d’un voisinage de
{
x ∈ R3, |x| = |y|
}
, nous
appliquons deux fois la formule de Green (2.51) et nous obtenons
J intε (y) =
∫
{|x|<|y|−ε}
∇div (Φ(x, y)p) ·
(








∇div (Φ(x, y)p) ·
(





où les termes de bords sont nuls car(




n,m = 0, pour |y| − 2ε < |x| < |y| − 2ε.
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D’où, en injectant ces expressions dans la limite explicitée plus haut et en utilisant l’ex-
pression (5.54) de Ey, il suit〈





















































Comme Ey est de classe C∞ en dehors d’un voisinage de
{
x ∈ R3, |x| = |y|
}
(voir la re-
marque 5.18), nous pouvons appliquer deux fois la formule de Green (2.60) sur I intε (y) et
Iextε (y) et, d’après l’équation vérifiée par Ey dans les domaines considérés, nous obtenons




γtEy · γ×(rotψ(1)n,m) + γt(rot Ey) · γ×ψ(1)n,m
}
dsx,









où γt désigne la trace tangentielle (ne dépend pas de la normale), γ× = er × γt, Γ−ε ={




x ∈ R3, |x| = |y|+ ε
}
. Des décompositions (5.59) et (5.61)
et des expressions développées des modes (5.12a)-(5.12d), nous déduisons une décomposi-
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Soit ε0 > 0 tel que pour tout 0 < ε < ε0, la fonction de troncature ηy vérifie
ηy(|y| − ε) = 1, ηy(|y|+ ε) = 1,
∇ηy(|y| − ε) = 0, ∇ηy(|y|+ ε) = 0.
Soit ε ∈ (0, ε0). Alors nous avons
er ×ψ(1)n,m(x) = jn(κ(|y| − ε))∇S2Yn,m(x̂), ∀ x ∈ Γ−ε ,
er ×ψ(1)n,m(x) = jn(κ(|y|+ ε))∇S2Yn,m(x̂), ∀ x ∈ Γ+ε ,
(5.66a)
(5.66b)




jn(κ(|y| − ε)) + κ(|y| − ε)j′n(κ(|y| − ε))
]
rotS2Yn,m(x̂),
∀ x ∈ Γ−ε , (5.66c)




jn(κ(|y|+ ε)) + κ(|y|+ ε)j′n(κ(|y|+ ε))
]
rotS2Yn,m(x̂),
∀ x ∈ Γ+ε .(5.66d)
En utilisant les expressions (5.66), il suit que




jn(κ(|y| − ε)) + κ(|y| − ε)j′n(κ(|y| − ε))
] ∫
Γ−ε
γtEy · rotS2Yn,m(x̂) dsx
+ jn(κ(|y| − ε))
∫
Γ−ε





jn(κ(|y|+ ε)) + κ(|y|+ ε)j′n(κ(|y|+ ε))
] ∫
Γ+ε




γt(rot Ey) · ∇S2Yn,m(x̂) dsx. (5.68)
De plus, d’après les expressions (5.65), nous avons∫
Γ−ε










































|rotS2Yn,m|2 dsx = r2 n(n+ 1), (5.69)
et en injectant les expressions précédentes dans les équations (5.67) et (5.68), il vient que
I intε (y) = 0,
Iextε (y) = β(1)n,m(y) κ n(n+ 1) (|y|+ ε)
2[





















pour tous n ∈ N et m ∈ Z tels que |m| ≤ n.
Identification de β(2)n,m(y)
Pour identifier le coefficients β(2)n,m(y), il faut reproduire le calcul du paragraphe précé-
dent en choisissant ψ(2)n,m comme fonction-test. Nous reprenons le calcul à partir de〈


























en tenant compte de l’orientation de la normale n. Soit ε0 > 0 tel que pour tout 0 < ε < ε0,
la fonction de troncature ηy vérifie
ηy(|y| − ε) = 1, ηy(|y|+ ε) = 1,
∇ηy(|y| − ε) = 0, ∇ηy(|y|+ ε) = 0.
Soit ε ∈ (0, ε0). Alors nous avons




jn(κ(|y| − ε)) + κ(|y| − ε)j′n(κ(|y| − ε))
]
rotS2Yn,m(x̂),
∀ x ∈ Γ−ε , (5.73a)




jn(κ(|y|+ ε)) + κ(|y|+ ε)j′n(κ(|y|+ ε))
]
rotS2Yn,m(x̂),
∀ x ∈ Γ+ε , (5.73b)
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er × rotψ(2)n,m(x) = −iκ jn(κ(|y| − ε))∇S2Yn,m(x̂), ∀ x ∈ Γ−ε ,
er × rotψ(2)n,m(x) = −iκ jn(κ(|y|+ ε))∇S2Yn,m(x̂), ∀ x ∈ Γ+ε .
(5.73c)
(5.73d)
Ainsi, en injectant les expressions (5.65a)-(5.65d) et (5.73a)-(5.73d) dans (5.72a)-(5.72b),
nous obtenons
I intε (y) = −iκ jn(κ(|y| − ε))
∫
Γ−ε
γtEy · ∇S2Yn,m(x̂) dsx −
1
iκ(|y| − ε) [jn(κ(|y| − ε))
+κ(|y| − ε)j′n(κ(|y| − ε))
] ∫
Γ−ε
γt(rot Ey) · rotS2Yn,m(x̂) dsx, (5.74)
Iextε (y) = iκ jn(κ(|y|+ ε))
∫
Γ+ε
γtEy · ∇S2Yn,m(x̂) dsx +
1




γt(rot Ey) · rotS2Yn,m(x̂) dsx. (5.75)
De plus, d’après les expressions (5.65), nous avons∫
Γ−ε








































|rotS2Yn,m|2 dsx = r2 n(n+ 1), (5.76)
et en injectant les expressions précédentes dans les équations (5.74) et (5.75), il vient que
I intε (y) = 0,




n (κ(|y|+ ε))jn(κ(|y|+ ε))− h(1)n (κ(|y|+ ε))j′n(κ(|y|+ ε))
]
,




















pour tous n ∈ N et m ∈ Z tels que |m| ≤ n.
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5.2. Énoncé et démonstration du lemme d’addition vectoriel
Conclusion
En utilisant les résultats (5.55), (5.61), (5.57), (5.71) et (5.78), nous déduisons que





































x ∈ R3, |x| < |y|
})
. De plus, d’après la convergence des séries associées à Ey
et à ∇xdivx(Φ(·, y)p), nous déduisons que série (5.79) ainsi que ses dérivées successives
convergent dans C∞
({
x ∈ R3, |x| > |y|
})
et convergent uniformément sur tout compact
de
{
x ∈ R3, |x| < |y|
}
.
Remarque 5.19. En choisissant les fonctions-test









, ∈ C∞c ((0,+∞)× S2),
(5.80)
(5.81)








































x ∈ R3, |x| < |y|
})
. Cette série ainsi que ses dérivées successives convergent
dans C∞
({
x ∈ R3, |x| < |y|
})
et uniformément sur tout compact de
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solutions des équations de
Helmholtz et de Maxwell
Dans ce chapitre, nous nous intéressons dans un premier temps à la décomposition
modale des solutions de l’équation de Helmholtz dans des géométries régulières, non-
nécessairement sphériques. Pour cela, nous rappelons la définition d’opérateurs intégraux
ainsi que des formules de représentations intégrales [41]. Puis, nous déterminons une dé-
composition modale de la solution à l’aide de ces opérateurs et du lemme d’addition
scalaire, voir le chapitre 4. Dans un second temps, nous déterminons une décomposition
modale des solutions des équations de Maxwell dont les coefficients peuvent être calculés
explicitement à travers les formules de Stratton-Chu [40, 41] et le lemme d’addition vec-
toriel, voir le chapitre 5. Cette dernière décomposition est souvent citée dans la littérature
[17, 40] [46, chapitre 1.4.1] mais le calcul des coefficients spectraux n’est jamais explicité.
Dans toute la suite, D désigne un domaine borné de R3, simplement connexe, de
frontière Γ infiniment différentiable tel que D soit situé d’un seul côté de Γ. Nous notons
n le vecteur normal unitaire dirigé vers l’extérieur de D et Ω le complémentaire de D dans
R3. Nous supposons que Ω est connexe.
6.1 Décomposition modale des solutions de l’équation de
Helmholtz
Nous rappelons que Φ(x, y) = G(x− y) = exp(iκ|x−y|)4π|x−y| désigne la solution fondamentale
de l’équation de Helmholtz et nous supposons que
I(κ) > 0. (6.1)
6.1.1 Définition des opérateurs intégraux
Définition 6.1. L’opérateur intégral V, appelé potentiel de simple couche, est défini
comme suit :
V : C∞(Γ) −→ C∞(R3 \ Γ) (6.2)




p(y)Φ(x, y) dsy, ∀ x ∈ R3 \ Γ. (6.3)
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Proposition 6.2. Si I(κ) > 0, le potentiel de simple couche V peut être étendu en un
opérateur linéaire et continu de H−
1
2 (Γ) dans H1(D) ∪H1(Ω).
Remarque 6.3. Si κ ∈ R∗, le potentiel de simple couche V peut être étendu en un opérateur
linéaire et continu de H−
1
2 (Γ) dans H1(D) ∪H1loc(Ω).
Définition 6.4. L’opérateur intégral N , appelé potentiel de double couche, est défini
comme suit :
N : C∞(Γ) −→ C∞(R3 \ Γ) (6.4)




λ(y)(n · ∇Φ(x, y)) dsy, ∀ x ∈ R3 \ Γ. (6.5)
Proposition 6.5. Si I(κ) > 0, le potentiel de double couche N peut être étendu en un
opérateur linéaire et continu de H
1
2 (Γ) dans H1(D) ∪H1(Ω).
Remarque 6.6. Si κ ∈ R∗, le potentiel de double coucheN peut être étendu en un opérateur
linéaire et continu de H
1
2 (Γ) dans H1(D) ∪H1loc(Ω).
6.1.2 Représentation intégrale de la solution
Soit u ∈ H1(R3 \ Γ) une solution de l’équation de Helmholtz homogène
−∆u− κ2u = 0, dans R3 \ Γ, (6.6)
avec κ ∈ C tel que I(κ) > 0. Dans ce qui suit, uint ∈ H2(D) désigne la restriction de u à D
et uext ∈ H1(Ω)∩H2loc(Ω) la restriction de u à Ω. De plus, nous introduisons les notations
de saut :
Définition 6.7. Pour tout réel s ≥ 1, le saut d’une fonction scalaire v ∈ Hs(D)∪Hsloc(Ω),
noté [v]Γ, est défini par
[v]Γ = vext|Γ − vint|Γ ∈ H
s− 12 (Γ). (6.7)
Pour tout réel s ≥ 0, le saut d’une fonction vectorielle w ∈ Hs(div , D) ∪ Hsloc(div ,Ω),
noté JwKΓ, est défini par
JwKΓ = wext|Γ · next + wint|Γ · nint ∈ Hs−
1
2 (Γ), (6.8)
où nint = n désigne le vecteur normal unitaire dirigé vers l’extérieur de D et next = −n.
Le théorème de représentation intégrale de la solution de l’équation de Helmholtz (6.6)
est le suivant :
Théorème 6.8. Toute solution u de l’équation de Helmholtz (6.6) est donnée par
u(x) = N [u]Γ (x) + VJ∇uKΓ(x), ∀ x ∈ R
3 \ Γ. (6.9)
Démonstration. Nous commençons par démontrer que
−∆u− κ2u = [u]Γ δ
n
Γ + J∇uKΓδΓ, dans D ′(R3), (6.10)
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où δnΓ et δΓ désignent les distributions à support dans Γ définies par
〈T δnΓ, ϕ〉R3 = 〈T,n · ∇ϕ〉Γ , ∀ ϕ ∈ C
∞
c (R3), ∀ T ∈ D ′(Γ)
〈T δΓ, ϕ〉R3 = 〈T, ϕ〉Γ , ∀ ϕ ∈ C
∞
c (R3), ∀ T ∈ D ′(Γ).



























Comme les restrictions uint et uext appartiennent respectivement à H2(D) et H2loc(Ω), nous
appliquons les formules de Green (2.52) et (2.51) et en utilisant les équations vérifiées par







[u]Γ (n · ∇ϕ) dsx + 〈J∇uKΓ, ϕ〉Γ ,
= 〈[u]Γ δ
n
Γ + J∇uKΓδΓ, ϕ〉R3 .
Remarque 6.9. Le saut [u]Γ de u appartient à H
3
2 (Γ) et le saut J∇uKΓ de ∇u ·n appartient
à H−
1
2 (Γ). En vertu de l’injection des espaces de Sobolev dans les espaces de fonctions
continues, comme Γ est de dimension deux, nous déduisons que
[u]Γ ∈ C
0(Γ). (6.11)
D’après la proposition 3.4, une solution de l’équation (6.10) est donnée par
u = G ∗ ([u]Γ δ
n
Γ + J∇uKΓδΓ) ,
où ∗ désigne le produit de convolution au sens des distributions. Il s’agit à présent de
caractériser ce produit de convolution au sens des distributions dans R3 \ Γ. Soit ϕ ∈
C∞c (R3 \ Γ). Par définition, nous avons
〈u, ϕ〉R3 = 〈G ∗ ([u]Γ δ
n














[u]Γ (n · ∇yϕ(x + y)) dsy + 〈J∇uKΓ, ϕ(x + ·)〉Γ
)
dx
Supposons que J∇uKΓ soit suffisamment régulier de sorte qu’on puisse identifier le crochet
de dualité avec une intégrale. Nous justifierons en suivant l’extension à J∇uKΓ ∈ H−
1
2 (Γ).

























{[u]Γ (n · ∇yΦ(x, y)) + J∇uKΓΦ(x, y)} dsy
]
ϕ(x) dx,
= 〈N [u]Γ + VJ∇uKΓ, ϕ〉R3 .
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Si u vérifie l’équation de Helmholtz homogène dans D (resp. dans Ω), cette représen-
tation est encore effective en prolongeant u par 0 dans Ω (resp. dans D) et nous déduisons
les corollaires suivants :
Corollaire 6.10. Supposons que I(κ) > 0. Toute solution u ∈ H1(D) de l’équation de
Helmholtz homogène dans D admet la représentation intégrale suivante :
u(x) = V (∇u|Γ · n) (x)−Nu|Γ(x), ∀x ∈ D. (6.12)
Corollaire 6.11. Supposons que I(κ) > 0. Toute solution u ∈ H1(Ω) de l’équation de
Helmholtz homogène dans Ω admet la représentation intégrale suivante :
u(x) = Nu|Γ(x)− V (∇u|Γ · n) (x), ∀x ∈ Ω. (6.13)
Remarque 6.12. Ces résultats peuvent être étendus lorsque κ ∈ R∗. Dans ce cas la solution
u est seulement H1(D) ∩H1loc(Ω).
6.1.3 Décomposition modale de la solution du problème de Helmholtz
en domaine extérieur
Quitte à effectuer un changement de repère, nous supposons que 0 appartient à D.
Soit BR la boule ouverte de centre 0 et de rayon R telle que
D ⊂ BR. (6.14)







Figure 6.1 – Domaine
{
x ∈ R3, |x| > R
}
bleuté
solutions de l’équation de Helmholtz homogène dans Ω = R3 \D est le suivant.
Proposition 6.13. Supposons que I(κ) > 0. Toute solution u ∈ H1(Ω) de l’équation de
















(∇u · n) (y)jn(κ|y|)Yn,m(ŷ) dsy
]}
, ∀x ∈ R3 \ BR. (6.15)
Cette série ainsi que ses dérivées successives convergent dans C∞(R3\BR) et uniformément
sur tout compact de R3 \ BR.
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Démonstration. Si y ∈ Γ alors
x ∈ R3 \ BR =⇒ |x| > |y|. (6.16)
Donc, d’après le lemme d’addition 4.10, nous avons les décompositions suivantes :





jn(κ|y|)h(1)n (κ|x|)Yn,m(ŷ)Yn,m(x̂), ∀ x ∈ R3 \ BR,





j′n(κ|y|)h(1)n (κ|x|)Yn,m(x̂)Yn,m(ŷ), ∀ x ∈ R3 \ BR.
Ces séries ainsi que leurs dérivées successives convergent dans C∞(R3 \ BR) et unifor-
mément sur tout compact de R3 \ BR. Pour obtenir la décomposition souhaitée, il suffit
d’injecter ces expressions dans la formule de représentation intégrale (6.13).
Remarque 6.14. Ces résultats peuvent être étendus lorsque κ ∈ R∗. Dans ce cas, la solution
u est seulement H1loc(Ω).
6.2 Décomposition modale des solutions des équations de
Maxwell
Soit (Ei,Hi) un champ électromagnétique incident de classe C∞(R3). Nous nous in-
téressons au problème extérieur de Maxwell du premier ordre qui consiste à chercher
E = Ei + Es et H = Hi + Hs dans H(rot ,Ω) tels que

rot Es − iκHs = 0, dans Ω,
rot Hs + iκEs = 0, dans Ω,




où les champs totaux E et H ont été préalablement normalisés et le nombre d’onde κ,
défini par la relation (5.5a)-(5.5b), admet une partie imaginaire strictement positive.
6.2.1 Formules de Stratton-Chu
Les formules de Stratton-Chu donnent une représentation intégrale de la solution des
équations de Maxwell (normalisées) en domaine borné ou en domaine extérieur. Cette
représentation dépend seulement de la trace tangentielle des champs électromagnétiques
sur la frontière du domaine. Nous les énonçons dans des domaines réguliers mais il est
possible de les généraliser pour un domaine lipschitzien [40].
Théorème 6.15. Supposons que I(κ) > 0. Soient E et H ∈ H(rot , D) une solution du





















Φ(x, y)γ×E(y) dsy, x ∈ D.
(6.18a)
(6.18b)
Démonstration. Nous renvoyons le lecteur à [17, chapitre 6] ou [40, chapitre 9].
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Dans ce qui suit, nous nous intéressons particulièrement au problème extérieur de
l’électromagnétisme. Nous utiliserons la formule de Stratton-Chu en domaine extérieur,
qui est la suivante :
Théorème 6.16. Supposons que I(κ) > 0. Soient E et H ∈ H(rot,Ω) une solution du pro-
blème de Maxwell homogène (6.17a)-(6.17c) dans Ω. Alors les champs électromagnétiques






















x ∈ Ω. (6.19b)
Démonstration. Nous renvoyons le lecteur à [17, chapitre 6] ou [40, chapitre 9].
Remarque 6.17. Ces formules peuvent être étendues lorsque κ ∈ R∗. Dans ce cas, les
champs E et H appartiennent à Hloc(rot ,Ω).
6.2.2 Décomposition modale des solutions du problème uni-obstacle
Soit BR une boule ouverte de centre 0 et de rayon R telle que
D ⊂ BR. (6.20)
La figure (6.1) illustre la définition de BR.
Théorème 6.18. Supposons que I(κ) > 0. Soient E et H ∈ H(rot ,Ω) une solution
du problème de Maxwell homogène (6.17a)-(6.17c) dans Ω. Alors les champs diffractés
















































































6.2. Décomposition modale des solutions des équations de Maxwell
Démonstration du théorème 6.18. D’après la formule de Stratton-Chu (6.19a), le champ










Φ(x, y)γ×Hs(y) dsy, x ∈ Ω.
De plus, si y ∈ Γ, x ∈ R3 \ BR, alors |x| > |y|. Donc nous pouvons appliquer le lemme
d’addition vectoriel et, pour tout p ∈ R3, la solution fondamentale Φ(x, y)p admet la












































































































dsy, ∀ x ∈ R3 \ BR.











































































convergent dans L2(R3 \ BR), il est possible d’intervertir les signes sommes et intégrales
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La conclusion provient des identités rot Sxn,m = −iκStn,m et rot Stn,m = iκSxn,m ainsi que de
la condition aux limites (6.17c). Nous retrouvons l’expression du champ magnétique Hs
grâce à la relation Hs = 1iκrot E
s.
6.2.3 Décomposition modale des solutions du problème multi-obstacles
Nous considérons N domaines (ouverts connexes non-vide) bornés O1, . . . ,ON de R3,
simplement connexes. Pour tout j = 1, . . . , N ,
— nous notons Γj la frontière de Oj et nj le vecteur normal unitaire dirigé vers l’exté-
rieur de Oj ,
— nous supposons que Γj est connexe et infiniment différentiable, Oj est situé d’un
seul côté de Γj et pour tout i = 1, . . . , N ,
Oi ∩ Oj = ∅, si i 6= j, (6.24)
— nous supposons qu’existent un élément xj ∈ Oj et un réel ρj > 0 tels que la boule
ouverte B(xj , ρj) de centre xj et de rayon ρj vérifie (6.20) avec D = Oj et
B(xi, ρi) ∩ B(xj , ρj) = ∅, ∀ i 6= j. (6.25)
Enfin, nous notons Ω le domaine extérieur défini par





La figure 6.2 illustre la géométrie définie. Le théorème de décomposition modale de la
solution du problème de diffraction multi-obstacles de Maxwell est le suivant.
Théorème 6.19. Supposons que I(κ) > 0. Soient E et H ∈ H(rot ,Ω) une solution
du problème de Maxwell homogène (6.17a)-(6.17c) dans Ω. Alors les champs diffractés
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Figure 6.2 – Domaine R3 \
(⋃N
j=1 B(xj , ρj)
)
bleuté
pour tout x ∈ R3 \
(⋃N











































Démonstration. D’après la formule de Stratton-Chu (6.19a), le champ électrique diffracté
















, x ∈ Ω.
Il suffit de remarquer que pour tout j = 1, . . . , N ,
Φ(x, y) = Φ(x− xj , y− xj)
et de substituer l’expression de Φ(x, y)p donnée par le lemme d’addition vectoriel pour








n(n+ 1)jn(κ|y− xj |)
(

























pour y ∈ Γj et x ∈ R3 \
(⋃N
j=1 B(xj , ρj)
)
dans la représentation intégrale.
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Dans ce mémoire, nous avons déterminé une décomposition modale des solutions des
problèmes extérieurs de Helmholtz et de Maxwell à l’aide d’une représentation intégrale des
solutions et d’un lemme technique qui permet de représenter la solution fondamentale de
l’équation de Helmholtz par une série orthogonale. Pour le problème de Helmholtz, toute
solution u du problème de diffraction par un obstacle admet la décomposition modale
















(∇u · n) (y)jn(κ|y|)Yn,m(ŷ) dsy
]}
,
où le nombre d’onde κ admet une partie imaginaire strictement positive, Γ désigne la
frontière de l’obstacle, h(1)n désigne la fonction de Hankel de première espèce d’ordre n,
jn désigne la fonction de Bessel d’ordre n et Yn,m désigne la m-ème fonction harmonique
sphérique d’ordre n. De la même manière que nous l’avons fait pour le problème de Max-
well, il est possible de généraliser cette formule dans le cadre du problème de diffraction
d’ondes acoustiques par N obstacles, en mettant en place des formules multi-centre. Pour
le problème de Maxwell, toute solution (Es,Hs) du problème de diffraction par N obs-













































Chapitre 7. Conclusions et perspectives


































jn(κ|y− xj |)rotS2Yn,m(ŷ− xj)
])
· γ×Hs(y) dsy
et où le nombre d’onde κ admet une partie imaginaire strictement positive, Γj désigne
la frontière du j-ème obstacle et Stn,m et Sxn,m désignent les modes associés au problème
extérieur de l’électromagnétisme.
Nous avons mis en place un cadre théorique adapté aux problèmes de diffraction multi-
obstacles sur lequel nous nous appuierons pour déterminer des modèles approchés du pro-
blème de diffraction d’ondes électromagnétiques par de petits obstacles. Nous nous sommes
placés dans un cadre où nous avons supposé que les hétérogénéités étaient des conducteurs
parfaits. Toutefois, il est possible d’étendre ces résultats de décompositions modales pour
des hétérogénéités non-vides [36]. Celles-ci pourront être utiles pour expliciter les coef-
ficients des développements approchés de la solution du problème de diffraction par de






Théorie spectrale des opérateurs
non-bornés
Notre étude passe par la caractérisation des espaces de trace de fonctions appartenant
aux espaces de Sobolev H1(D), H(div , D) et H(rot , D), où D est un domaine borné
régulier. Nous présentons ici quelques résultats de la théorie spectrale des opérateurs non-
bornés, notamment développés dans [37]. Les résultats énoncés dans cet appendice sont
principalement issus de [29, 47]. Dans un premier temps, nous rappelons les propriétés des
opérateurs bornés et énonçons un résultat de théorie spectrale valable pour des opérateurs
compacts auto-adjoints dans un espace de Hilbert séparable. Dans un deuxième temps,
nous présenterons un théorème spectral des opérateurs non-bornés auto-adjoints à résol-
vante compacte. Enfin, nous énoncerons quelques résultats de la théorie d’interpolation
que nous appliquerons au cas de l’opérateur de Laplace-Beltrami.
Dans toute la suite, nous adoptons les notations suivantes : H désigne un espace de
Hilbert réel ou complexe séparable de dimension infinie, muni du produit scalaire (·, ·)H
et L(H) désigne l’ensemble des opérateurs linéaires bornés de H dans H.
A.1 Théorie spectrale des opérateurs bornés auto-adjoints
compacts
Soit A ∈ L(H) un opérateur linéaire borné.
Définition A.1. L’opérateur A est dit compact si l’image de la boule unité fermée de H
par A est relativement compacte dans H.
Nous énonçons l’alternative de Fredholm qui permet de déterminer si une perturbation
compacte de l’identité est inversible, voir [40, théorème 2.33] par exemple.
Théorème A.2. Soit K : H −→ H un opérateur linéaire borné compact. Alors l’ensemble
ker(IdH+K), où IdH désigne l’opérateur identité de H, est de dimension finie et (IdH+K)
est injectif si et seulement si (IdH+K) est surjectif si et seulement si (IdH+K) est bijectif.
L’adjoint A∗ de A ∈ L(H) est l’opérateur linéaire borné défini à l’aide du théorème de
représentation de Riesz par la relation
(Au, v)H = (u,A
∗v)H , ∀ u, v ∈ H. (A.1)
On dit que A est auto-adjoint si A∗ = A. Le résultat suivant, voir [40, théorème 2.36] par
exemple, concerne la diagonalisation des opérateurs bornés compacts auto-adjoints :
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Théorème A.3. Soit A ∈ L(H) un opérateur linéaire borné. Si A est compact et auto-
adjoint, alors il existe une suite (en)n∈N d’éléments de H et une suite (λn)n∈N d’éléments
de R telles que
(i) Aen = λnen, pour tout n ∈ N,
(ii) (en, em)H = δnm pour tous n, m ∈ N,
(iii) la suite (|λn|)n∈N est décroissante, strictement positive et converge vers 0 lorsque n
tend vers +∞.
De plus, tout u ∈ H peut être représenté à l’aide de la série convergente dans H dont les




unen, où un = (u, en)H . (A.2)





A.2 Théorie spectrale des opérateurs non-bornés auto-adjoints
à résolvante compacte
Soit A : D(A) ⊂ H −→ H un opérateur linéaire non-borné de domaine D(A).
A.2.1 Opérateur maximal monotone
Définition A.4. L’opérateur A est dit fermé si son graphe G(A), défini par
G(A) = {(u, v) ∈ H ×H, u ∈ D(A) et v = Au} , (A.4)
est un sous-espace vectoriel fermé de H ×H.
Définition A.5. L’opérateur A est dit monotone si (Au, u)H ≥ 0, pour tout u ∈ D(A).
Définition A.6. L’opérateur A est dit maximal si pour tout f ∈ H, il existe u ∈ D(A)
tel que Au+ u = f .
La proposition suivante est issue de [13, proposition VII.1].
Proposition A.7. Si A est maximal et monotone alors A est fermé et son domaine D(A)
est dense dans H. De plus, pour tout λ > 0, l’opérateur A+λIdH est bijectif et son inverse
(A+ λIdH)−1 ∈ L(H) est un opérateur borné d’image D(A).
A.2.2 Théorème spectral
Nous rappelons tout d’abord le théorème de représentation de Riesz pour les formes
antilinéaires (voir [29, théorème 2.2] par exemple).
Théorème A.8. Soit f une forme antilinéaire continue dans H. Il existe un unique
élément u ∈ H tel que
f(v) = (u, v)H , ∀ v ∈ H. (A.5)
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Nous supposons que D(A) est dense dans H. L’adjoint A∗ de A est l’unique opérateur
non-borné de domaine
D(A∗) = {v ∈ H, ∃cv ≥ 0, ∀ u ∈ D(A), (Au, v)H ≤ cv‖u‖H} , (A.6)
où ‖ · ‖H désigne la norme induite par le produit scalaire (·, ·)H , vérifiant
(Au, v)H = (u,A
∗v)H , ∀ u ∈ D(A), ∀ v ∈ D(A
∗). (A.7)
Cet opérateur est défini de manière unique d’après la densité de D(A) dansH et le théorème
de représentation de Riesz.
Définition A.9. L’opérateur A est dit auto-adjoint si D(A∗) = D(A) et si A vérifie
(Au, v)H = (u,Av)H , ∀ u, v ∈ D(A). (A.8)
Définition A.10. L’ensemble résolvant de A, noté ρ(A), est l’ensemble des éléments
λ ∈ C pour lesquels l’application A− λIdH est bijective de D(A) dans H. Son inverse
Rλ(A) = (A− λIdH)−1 , (A.9)
appelé résolvante de A en λ, est linéaire et continu de H dans H.
L’opérateurA est à résolvante compacte s’il existe λ ∈ ρ(A) tel queRλ(A) soit compact.
Proposition A.11. Si A est maximal monotone et si D(A) s’injecte de façon compacte
dans H alors A est à résolvante compacte.
Démonstration. Soit (un)n∈N une suite d’éléments de H qui converge faiblement vers un
élément u ∈ H. Puisque A est maximal, pour tout n ∈ N, il existe vn ∈ D(A) tel que
Avn + vn = un. D’après la proposition A.7, l’inverse de (A + IdH) est bien défini et
appartient à L(H), donc vn = (A+ IdH)−1un converge faiblement vers v = (A+ IdH)−1u
dans D(A). Puisque D(A) s’injecte de façon compacte dansH, il vient que (vn)n∈N converge
fortement vers v dans H.
Théorème A.12. Si A est auto-adjoint à résolvante compacte alors il existe une suite
(en)n∈N d’éléments de D(A) et une suite (µn)n∈N d’éléments de R \ ρ(A) telles que
(i) Aen = µnen pour tout n ∈ N,
(ii) (en, em)H = δnm pour tous n, m ∈ N,
(iii) la suite (|µn|) est croissante et |µn| −→ +∞ lorsque n tend vers +∞.
De plus, tout u ∈ D(A) peut être représenté à l’aide de la série convergente dans H dont




unen, où un = (u, en)H . (A.10)
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Démonstration. A étant à résolvante compacte, il existe λ ∈ ρ(A) tel que Rλ(A) soit
compact. De plus, Rλ(A) est auto-adjoint car A l’est. À λ fixé, d’après le théorème spectral
A.3, il existe une suite (en)n∈N d’éléments de H et une suite réelle (λn)n∈N telles que (ii)
soit vérifié et





en, ∀ n ∈ N,
donc (en)n∈N ⊂ D(A) et (i) est vérifié. De plus, la suite de valeurs propres ainsi définie
vérifie l’assertion (iii). Les deux dernières propriétés proviennent du théorème A.3.
Remarque A.13. Comme D(A) est dense dans H, la famille (en)n∈N forme une base hil-
bertienne de H.
A.2.3 Application
SoitB : D(B) ⊂ H −→ H un opérateur linéaire non-borné de domaine D(B) s’injectant
dans H de façon dense et compacte. Nous supposons que pour tout f ∈ H, il existe un
unique élément u ∈ D(B) tel que
(Bu,Bv)H + (u, v)H = (f, v)H , ∀ v ∈ D(B). (A.12)
L’espace D(B) muni du produit scalaire (u, v) 7→ (Bu,Bv)H + (u, v)H est un espace de







Nous considérons l’opérateur linéaire non-borné A : D(A) ⊂ H −→ H de domaine
D(A) = {u ∈ D(B), ∃cu ≥ 0, ∀ v ∈ D(B), (Bu,Bv)H ≤ cu‖v‖H} , (A.14)
vérifiant
(Au, v)H = (Bu,Bv)H , ∀ u ∈ D(A), ∀ v ∈ D(B). (A.15)
Cet opérateur est défini de manière unique d’après la densité de D(B) dans H et le
théorème de représentation de Riesz. De plus,A est monotone car pour tout u ∈ D(A), nous
avons (Au, u)H = ‖Bu‖2H ≥ 0. Montrons que A est maximal. Pour tout f ∈ H, l’hypothèse
(A.12) implique qu’il existe u ∈ D(B) tel que pour tout v ∈ D(B), (Bu,Bv)H + (u, v)H =
(f, v)H . De plus,
(Bu,Bv)H = (f − u, v)H ,
≤ ‖f − u‖H‖v‖H ,
d’où u ∈ D(A). Donc, pour tout f ∈ H, il existe u ∈ D(A) tel que (Au, v)H + (u, v)H =
(f, v)H pour tout v ∈ D(A). D’après la proposition A.7, D(A) est dense dans H. Ainsi, il
est possible de définir l’adjoint A∗ de A.
Proposition A.14. L’opérateur non-borné A : D(A) ⊂ H −→ H est auto-adjoint.
Démonstration. D’une part, pour tous u, v ∈ D(A), nous avons
(u,Av)H = (Av, u)H = (Bv,Bu)H = (Bu,Bv)H = (Au, v)H
donc D(A) ⊂ D(A∗). Soit u ∈ D(A∗). Par définition, nous avons pour tout v ∈ D(A),
(u,Av + v)H = (A
∗u+ u, v)H .
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Puisque A est maximal et A∗u+ u ∈ H, il existe un unique w ∈ D(A) tel que Aw + w =
A∗u+ u, d’où, pour tout v ∈ D(A),
(u,Av + v)H = (Aw + w, v)H = (w,Av + v)H ,
car D(A) ⊂ D(A∗). Ainsi, (u− w,Av + v)H = 0 pour tout v ∈ D(A). Comme A est
maximal, considérons v ∈ D(A) tel que Av + v = u− w ∈ H. Alors ‖u− w‖H = 0 et par
conséquent, u = w ∈ D(A). De plus, pour tout v ∈ D(A),
(u,Av)H = (Bu,Bv)H ≤ cu‖v‖H .
Donc u ∈ D(A), puis D(A∗) = D(A).
D’après la proposition A.7, puisque l’opérateur A est maximal monotone, A est fermé
donc pour tout λ ∈ ρ(A), la résolvante de A en λ définie par Rλ(A) = (A − λIdH)−1 est
un opérateur borné de H dans H.
Proposition A.15. La résolvante Rλ(A) est un opérateur compact.
Démonstration. Comme D(B) s’injecte de façon compacte dans H et D(A) ⊂ D(B), il suit
que D(A) s’injecte de façon compacte dans H. Il suffit d’utiliser la proposition A.11 pour
conclure.
Le théorème spectral pour les opérateurs non-bornés auto-adjoints à résolvante com-
pacte s’applique sur A. Ainsi, il existe une suite de réels (µn)n∈N et une base hilbertienne
(en)n∈N de H, constituée des vecteurs propres de l’opérateur A vérifiant Aen = µnen pour




unen, où un = (u, en)H . (A.16)
Par ailleurs, puisque A est monotone, nous avons
0 ≤ (Aen, en) = µn‖en‖2H , ∀ n ∈ N, (A.17)
donc µn ≥ 0 pour tout n ∈ N. Par définition de l’opérateur A, nous avons
(Ben, Bem)H = (Aen, em)H = µnδnm, ∀ n,m ∈ N. (A.18)




(1 + µn)|un|2. (A.19)




(1 + µ2n)|un|2. (A.20)
Réciproquement, les espaces D(A) et D(B) sont caractérisés par
D(B) = {u ∈ H, ‖u‖B <∞} , D(A) = {u ∈ H, ‖u‖A <∞} . (A.21)
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A.3 Puissances des opérateurs non-bornés auto-adjoints
A.3.1 Opérateur défini à partir d’une forme sesquilinéaire
Soit V un espace de Hilbert complexe séparable qui s’injecte de façon continue et dense
dans H. Soit a une forme sesquilinéaire symétrique continue et définie positive sur V . À
la forme sesquilinéaire a, nous associons l’opérateur linéaire non-borné S de domaine
D(S) = {u ∈ V, ∃cu ≥ 0, ∀ v ∈ V, a(u, v) ≤ cu‖v‖H} . (A.22)
Cet opérateur est défini de manière unique d’après la densité de V dans H et le théorème
de représentation de Riesz ; c’est l’opérateur qui à u ∈ D(S) associe Su vérifiant
a(u, v) = (Su, v)H , ∀ v ∈ V. (A.23)
Si de plus la forme sesquilinéaire a est coercive sur V , il est possible de définir la racine
carrée S
1
2 de l’opérateur S associé à a et ([29, théorème 2.9]) :








= a(u, v), ∀ u, v ∈ V. (A.24)









pour tous u ∈ D(S), v ∈ V .
A.3.2 Espaces intermédiaires entre espaces de Hilbert










Ce sont les espaces intermédiaires entre V et H.
Théorème A.18. Pour tous 0 ≤ θ1 ≤ θ2 ≤ 1, l’espace [V,H]θ1 s’injecte de façon dense et
continue dans [V,H]θ2. De plus, si V s’injecte de façon compacte dans H alors pour tout
0 < θ ≤ 1, l’espace [V,H]θ s’injecte de façon compacte dans H.
Remarque A.19. La définition de l’espace intermédiaire [V,H]θ est intrinsèque à l’opérateur
S, voir [37, remarque 2.3].



















est défini de manière unique d’après la densité de D(S) dans H et le théorème de repré-
sentation de Riesz. Par extrapolation, pour tout s ≥ 0, nous définissons également les
opérateurs S
s











(1 + µsn) |un|2
}
. (A.27)




Dans ce deuxième appendice, nous rappelons les résultats de densité dans les espaces de
Sobolev et réunissons les résultats de régularité elliptique, de régularité globale et locale,
utilisés dans l’analyse des équations de Helmholtz et de Maxwell.
B.1 Résultats de densité
Dans cette section, nous rappelons quelques résultats de densité des espaces de fonc-
tions infiniment différentiables dans les espaces de Sobolev, notamment pour simplifier
les démonstrations effectuées dans la suite. Considérons Ω un domaine de R3 (borné ou
non), simplement connexe, de frontière Γ lipschitzienne telle que Ω soit situé d’un seul
côté de Γ. La figure B.1 illustre deux situations que nous interdisons, le cas d’une fracture




Figure B.1 – Domaine borné fissuré, domaine borné avec fil
des fonctions infiniment différentiables définies dans l’espace libre R3 dans les espaces de
Sobolev. Sa démonstration repose sur les techniques de troncature et régularisation.
Théorème B.1. L’espace C∞c (R3) est dense dans Hm(R3) pour tout m ∈ N.
Démonstration. Nous renvoyons le lecteur à [1, théorème 3.22].





K désigne l’ouverture de K, pour tout m ∈ N.
Le résultat suivant caractérise les espaces de Sobolev, voir [1] [24] par exemple.
Théorème B.3. L’espace des fonctions C∞(Ω) est dense dans Hm(Ω) pour tout m ∈ N.
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Les deux propositions suivantes sont des conséquences de la définition des espaces
H10 (Ω) et H0(rot ,Ω) donnée dans la section 2.1.
Proposition B.4. L’espace C∞c (Ω) est dense dans H10 (Ω).
Proposition B.5. L’espace C∞c (Ω) est dense dans H0(rot ,Ω).
Enfin, notre étude nécessitera d’un argument de compacité entre les espaces de Sobolev
Hm(rot ,Ω), avec Ω borné, dont la définition est donnée dans (2.8b).
Proposition B.6. Si Ω est borné, l’espace Hm(rot ,Ω) s’injecte de façon compacte dans
H(rot ,Ω), pour tout m ∈ N∗.
Démonstration. Nous démontrons ce résultat pour m = 1. Soit (un)n∈N une suite bornée
dans H1(rot,Ω). La suite (un)n∈N est bornée dans H1(Ω) alors nous pouvons en extraire une
sous-suite (uϕ(n))n∈N qui converge fortement vers un certain u dans L2(Ω) car l’injection
de H1(Ω) dans L2(Ω) est compacte. De plus, (rot uϕ(n))n∈N est bornée dans H1(Ω) donc
nous pouvons en extraire une sous-suite (uϕ(ψ(n))) qui converge fortement vers un certain
v dans L2(Ω). Par ailleurs, comme (uϕ(n)) converge faiblement vers u dans H1(Ω) nous
avons
rot uϕ(ψ(n)) ⇀ rot u dans L2(Ω),
rot uϕ(ψ(n)) −→ v dans L2(Ω),
Par unicité de la limite, il suit que rot u = v.
B.2 Régularité elliptique locale
Ce premier théorème de régularité elliptique locale concerne les fonctions définies dans
R3 tout entier.
Proposition B.7. Si une fonction u ∈ Hmloc(R3) et son Laplacien ∆u ∈ Hmloc(R3) alors
u ∈ Hm+2loc (R3) et
‖u‖m+2,K′ ≤ cK′ (‖u‖m,K + ‖∆u‖m,K) , ∀K ′ ⊂ Kcompacts de R3, (B.1)
tels que K ′ soit inclus dans l’ouverture de K.
Démonstration. Nous démontrons le résultat pourm = 0. Soit R un réel strictement positif
et notons BR ⊂ B2R ⊂ R3 les boules de centre 0 et de rayon respectif R et 2R. Puisque
l’espace des fonctions de classe C∞(K) est dense dans L2loc(
◦
K), pour tout compact K de
R3, il suffit de démontrer que
‖∇u‖0,BR ≤ cR (‖u‖0,B2R + ‖∆u‖0,B2R) , ∀ u ∈ C
∞(R3).
Soit u ∈ C∞(R3) et notons χ la fonction de troncature de classe C∞(R) telle que χ = 1
dans BR et χ = 0 hors de B2R. Alors, d’après la formule de Green (2.52) et en développant
















B.3. Résultats de régularité pour les équations de Maxwell













D’après l’inégalité de Cauchy-Schwartz, nous obtenons
‖∇(χu)‖20,R3 ≤ c1‖u‖
2
0,B2R + ‖u‖0,B2R‖∆u‖0,B2R + 2c2‖u‖0,B2R‖∇(χu)‖0,B2R .

























Par équivalence de norme, nous concluons que
‖∇(χu)‖0,R3 ≤ c (‖u‖0,B2R + ‖∆u‖0,B2R) ,
d’où ‖∇u‖0,BR est borné. Donc u ∈ H2loc(R3).
Dans la suite, D désigne un domaine borné de R3, simplement connexe, de frontière Γ
infiniment différentiable telle de D soit situé d’un seul côté de Γ et Ω = R3 \D l’ouverture
de son complémentaire dans R3. Nous supposons que Ω est connexe. Nous énonçons deux
corollaires du théorème de régularité elliptique locale qui concernent les fonctions définies
dans D ou dans Ω.
Corollaire B.8. Si une fonction u ∈ Hmloc(Ω) et son Laplacien ∆u ∈ Hmloc(Ω) alors u ∈
Hm+2loc (Ω) et
‖u‖m+2,K′ ≤ cK′ (‖u‖m,K + ‖∆u‖m,K) , ∀K ′ ⊂ Kcompacts de Ω, (B.2)
tels que K ′ soit inclus dans l’ouverture de K.
Corollaire B.9. Si une fonction u ∈ Hm(D) et son Laplacien ∆u ∈ Hm(D) alors u ∈
Hm+2loc (D) et
‖u‖m+2,K ≤ cK (‖u‖m,D + ‖∆u‖m,D) , ∀Kcompact de D. (B.3)
B.3 Résultats de régularité pour les équations de Maxwell
Ces deux résultats sont utilisés dans l’étude de la régularité des solutions des équations
de Maxwell dans l’espace libre R3.
Proposition B.10. Soit u ∈ L2(R3). La fonction u appartient à H1(R3) si et seulement
si elle appartient à H(div ,R3) ∩H(rot ,R3).
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Démonstration. Soient u, f ∈ L2(R3) et g ∈ L2(R3) tels que rot u = f et div u = g dans
R3. Nous appliquons la transformée de Fourier ·̂ sur les deux équations et nous obtenons
iξ × û = f̂ dans R3, iξ · û = ĝ dans R3.
















et d’après les expressions de f̂ et ĝ, nous obtenons
û = ĝ ξ
i|ξ|2








≤ ‖ĝ‖0,R3 + ‖f̂‖0,R3 ,
c’est-à-dire u ∈ H1(R3).
Corollaire B.11. Soit u ∈ L2loc(R3). La fonction u appartient à H1loc(R3) si et seulement
si elle appartient à Hloc(div ,R3) ∩Hloc(rot ,R3).
Ce corollaire caractérise la régularité des solutions des équations de Maxwell dans
l’espace libre dans les espaces de fonctions k-fois continûment différentiables.
Corollaire B.12. Soit u ∈ Hk+1(R3). Si sa divergence div u appartient à Hk+1(R3) et
son rotationnel rot u appartient à Hk+1(R3), alors u ∈ C k(R3).
Démonstration. Avec un raisonnement analogue à la démonstration précédente, nous mon-
trons que u ∈ Hk+2(R3). D’après le théorème d’injection 2.2, il vient que u ∈ C k(R3).
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Compléments sur l’équation de
Helmholtz
Ce dernier appendice est destiné à justifier le caractère générateur des modes associés
au problème de Maxwell qui consiste à chercher E ∈ H(rot ) vérifiant
rot rot E− κ2E = 0, (C.1)
à l’intérieur d’une boule, à l’extérieur d’une boule ou dans une couronne. Il s’agit de
justifier les remarques 5.9, 5.10, 5.12 et 5.13. Dans toute la suite, nous adoptons les mêmes
notations que dans les chapitres 4 et 5, à savoir : D désigne la boule de centre 0 et de
rayon R > 0. Sa frontière Γ désigne la sphère de centre 0 et de rayon R. Enfin, le domaine
Ω désigne le complémentaire de D dans R3. Nous supposons de plus que
I(κ) > 0. (C.2)
C.1 Caractère bien posé du problème de Dirichlet dans des
géométries sphériques
C.1.1 À l’intérieur d’une boule
Considérons le problème de Helmholtz homogène muni d’une condition de Dirichlet
non-homogène {
−∆u− κ2u = 0, dans D,
u = Yn,m, sur Γ,
(C.3a)
(C.3b)
où n ∈ N et m ∈ Z tel que |m| ≤ n sont deux entiers fixés. Ce problème est bien posé, cf.
[41] et son unique solution est proportionnelle à
jn(κ|x|)Yn,m(x̂), ∀ x ∈ D. (C.4)
Nous déduisons que
jn(κR) 6= 0, (C.5)
pour tous κ ∈ C tel que I(κ) > 0 et R > 0.
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C.1.2 À l’extérieur d’une boule
Considérons le problème extérieur de Helmholtz homogène muni d’une condition de
Dirichlet non-homogène
{
−∆u− κ2u = 0, dans Ω,
u = Yn,m, sur Γ,
(C.6a)
(C.6b)
où n ∈ N et m ∈ Z tel que |m| ≤ n sont deux entiers fixés. Ce problème est bien posé, voir
la section 3.1.2, et son unique solution est proportionnelle à
h(1)n (κ|x|)Yn,m(x̂), ∀ x ∈ Ω. (C.7)
Nous déduisons que
h(1)n (κR) 6= 0, (C.8)
pour tous κ ∈ C tel que I(κ) > 0 et R > 0.
C.2 Caractère bien posé du problème de Fourier-Robin dans
des géométries sphériques
C.2.1 À l’intérieur d’une boule
Considérons le problème de Helmholtz homogène muni d’une condition de Fourier-
Robin non-homogène
{
−∆u− κ2u = 0, dans D,
R ∂ru+ u = Yn,m, sur Γ,
(C.9a)
(C.9b)
où n ∈ N et m ∈ Z tel que |m| ≤ n sont deux entiers fixés.
Proposition C.1. Il existe un unique u ∈ H1(D) vérifiant le problème de Helmholtz
(C.9a)-(C.9b).
Démonstration. Nous définissons la formulation variationnelle associée au problème de
Helmholtz (C.9a)-(C.9b) qui consiste à chercher u ∈ H1(D) tel que
∫
D
∇u · ∇ϕ dx− κ2
∫
D









Yn,m ϕ dsx, ∀ ϕ ∈ H1(D).
(C.10)
Première étape. Démontrons que le problème variationnel est bien posé. Il suffit de remar-




∇u · ∇ϕ dx− κ2
∫
D




u ϕ dsx (C.11)
est coercive sur H1(D). En effet, notant θκ l’argument du nombre complexe κ, pour tout
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|∇u|2 dx + |κ|2
∫
D
















≥ min(1, |κ|2) sin θκ ‖u‖21,D,
donc, puisque θκ ∈ (0, π), b est coercive sur H1(D). D’après le théorème de Lax-Milgram,
il existe un unique u ∈ H1(D) vérifiant la formulation variationnelle (C.10).
Seconde étape. Démontrons que la formulation variationnelle est équivalente au problème
fort (C.9a)-(C.9b). D’une part, si u ∈ H1(D) vérifie le problème (C.9a)-(C.9b), alors
u ∈ H2(D) et ∫
D
−∆u ϕ dx− κ2
∫
D
u ϕ dx = 0, ∀ ϕ ∈ C∞(D).
En appliquant la formule de Green (2.52) et en utilisant la condition aux limites vérifiée
par u, nous obtenons∫
D
∇u · ∇ϕ dx− κ2
∫
D









Yn,m ϕ dsx, ∀ ϕ ∈ C∞(D).
Enfin, comme C∞(D) est dense dans H1(D) (cf. Théorème B.3), u vérifie la formula-
tion variationnelle (C.10). D’autre part, supposons que u ∈ H1(D) vérifie la formulation
variationnelle (C.10). En particulier, comme C∞c (D) est inclus dans H1(D), nous avons∫
D
∇u · ∇ϕ dx− κ2
∫
D
u ϕ dx = 0, ∀ ϕ ∈ C∞c (D),
c’est-à-dire,
−∆u− κ2u = 0, dans D ′(D).
Comme −∆u = κ2u ∈ L2(D), nous déduisons que u ∈ H2(D). Par ailleurs, comme C∞(D)
est inclus dans H1(D), nous avons∫
D
∇u · ∇ϕ dx− κ2
∫
D









Yn,m ϕ dsx, ∀ ϕ ∈ C∞(D).
En appliquant la formule de Green (2.52) et en utilisant l’équation vérifiée par u, puisque
la dérivée normale de u coïncide avec sa dérivée radiale, il suit que∫
Γ










Yn,m ϕ dsx, ∀ ϕ ∈ C∞(Γ),
c’est-à-dire,
R∂ru+ u = Yn,m dans D ′(Γ).
Conclusion. Le problème fort (C.9a)-(C.9b) admet une unique solution.
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Son unique solution est proportionnelle à
jn(κ|x|)Yn,m(x̂), ∀ x ∈ D. (C.12)
Nous déduisons que
jn(κR) + κRj′n(κR) 6= 0, (C.13)
pour tous κ ∈ C tel que I(κ) > 0 et R > 0.
C.2.2 À l’extérieur d’une boule
Considérons le problème extérieur de Helmholtz homogène muni d’une condition de
Fourier-Robin non-homogène{
−∆u− κ2u = 0, dans Ω,
R ∂ru+ u = Yn,m, sur Γ,
(C.14a)
(C.14b)
où n ∈ N et m ∈ Z tel que |m| ≤ n sont deux entiers fixés. Avec un raisonnement analogue
au paragraphe précédent, il est possible de démontrer que ce problème est bien posé. Par
ailleurs, son unique solution est proportionnelle à
h(1)n (κ|x|)Yn,m(x̂), ∀ x ∈ Ω. (C.15)
Nous déduisons que
h(1)n (κR) + κRh(1)
′
n (κR) 6= 0, (C.16)
pour tous κ ∈ C tel que I(κ) > 0 et R > 0.
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