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Abstract
Lattice orders on the semigroup ring of a positive rooted monoid are constructed, and it is shown
how to make the monoid ring into a lattice-ordered ring with squares positive in various ways. It
is proved that under certain conditions these are all of the lattice orders that make the monoid ring
into a lattice-ordered ring. In particular, all of the partial orders on the polynomial ring A[x] in one
positive variable are determined for which the ring is not totally ordered but is a lattice-ordered ring
with the property that the square of every element is positive. In the last section some basic properties
of d-elements are considered, and they are used to characterize lattice-ordered division rings that are
quadratic extensions of totally ordered division rings.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
One of the chief goals of this paper is to produce examples of lattice-ordered rings
in which the square of every element is positive which are not totally ordered, and if
possible, to find all such lattice orders for the semigroup rings that are considered. We are
most successful in this endeavor for the polynomial ring in one variable. If A is a totally
ordered field, then each partial order of the polynomial algebra A[x] in which all squares
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are positive can, of course, be extended to a total order of A[x]. But which of these partial
orders are lattice orders that are not already total orders? In Corollary 3.6 we determine all
such lattice orders in which x is comparable to 0 even when A is merely a unital -simple
totally ordered domain. The description of these lattice orders, for x > 0, is as follows. Let
0 < α,γ ∈ A, let n be a positive integer and let y = x − γ . Then, as a vector lattice, A[x]
is given by
A[x] = [A⊕ {(Ay ⊕← · · · ⊕←Ayn−1
)⊕←A
(
yn − α)}]⊕←
[
Ayn+1 ⊕← · · ·
]
,
where “⊕” denotes the direct sum and “⊕←” denotes the lexicographic (or Hahn) sum of
vector lattices.
This result generalizes and clarifies Theorem 1 of [12]. In that result it is shown that
there is a smallest and a largest lattice order for A[x] in which squares are positive and
x is disjoint from 1; and, moreover, if R is any commutative domain which is a lattice-
ordered A-algebra with squares positive and a is an element of R that is disjoint from 1,
then the partial order that A[a] inherits from R lies between these extreme lattice orders.
In Corollary 3.4 of this paper it is shown that if B is the convex subalgebra of R that is
generated by A, then, in fact, B[a] is a sublattice of R and its inherited lattice order is one
of those described above with γ = 0 and α in the quotient field of B . In particular, the
partial order of A[a] can be described explicitly.
Here is an outline of the paper. In Section 2 lattice orders that include those mentioned
previously are constructed, more generally, on a monoid ring A[∆] where A is a totally
ordered domain and ∆ is a strict partially ordered monoid, neither of which need be
commutative. We require ∆ to be rooted (the set of upper bounds of each element is a
chain) and positive (n < 2n for each nonzero n in ∆) and to have a nonzero element
that is comparable to every other nonzero element (that is, which is in the trunk of the
subsemigroup ∆∗ of nonzero elements). We first consider these orders for an arbitrary
poset Γ . In Proposition 2.7 the conditions for these partial orders to make the direct sum
of Γ copies of A into a lattice-ordered group are detailed. Also, the inclusion relation
between these partial orders is determined in terms of the parameters that define them.
Then, in Proposition 2.9 the additional conditions that make A[∆] into a lattice-ordered
ring with squares positive are given. The condition on ∆ for squares to be positive in A[∆]
is the same condition that is given in [14, Theorem 2] for the case that A[∆] has the Hahn
order. It is also shown that A is the subring of left f -elements in A[∆], namely those
elements in A[∆] left multiplication by which preserves polars, whereas the subring of
right f -elements of A[∆] is a subring of A determined by a commutativity condition. In
Propositions 2.6, 2.12, and 2.13 it is shown how to modify the partial order of ∆ in such a
way that new partially ordered monoids∆ are produced with the property that the partially
ordered rings obtained by supplying A[∆] with the Hahn orders determined by the ∆ are
still lattice-ordered rings with squares positive. In particular, ∆ could be a totally ordered
positive cancellative monoid whereas ∆ is merely rooted.
In the third section we are chiefly concerned with showing that a given lattice order
of A[∆] is one of those that was constructed in Section 2. In Theorem 3.2 necessary and
sufficient conditions are given for this to be the case. If A is a division ring these conditions
reduce to: A[∆∗] with the Hahn order is an -subring of A[∆] and xm is in the polar of
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A for each element m of ∆∗ that is not in the trunk of ∆∗. Two important corollaries of
this result have already been mentioned. In this section the interaction of elements of the
same type is also considered. Specifically, let R be a commutative unital domain that is
a lattice-ordered ring with squares positive, and suppose that A is a convex subring of f -
elements. Then each nonzero element a in the polar of A has to declare itself as to which
of the previously constructed lattice orders A[|a|] will have. In Proposition 3.5 it is shown
that the set of those elements that produce the smallest lattice order, together with 0, is the
largest subring of R contained in the polar of A.
In Theorem 4.3 of Section 4 all of the lattice orders of A[x] for which A is a
subring of f -elements and x is a d-element (that is, multiplication by x is a lattice
homomorphism) are determined. These are either total orders, or coordinatewise orders
of the form A ⊕ Ax ⊕ · · · or A[xk] ⊕ A[xk]x ⊕ · · · ⊕ A[xk]xk−1, for some k  2 and
some total order of A[xk]. In the process of proving this it is shown, under a torsion-free
assumption, that each d-element that is not an f -element in a lattice-ordered ring must lie
in the polar of the subring of f -elements. In Corollary 4.6 it is shown that, conversely, if
each element of this polar is a d-element in a lattice-ordered field in which 1 is positive,
then the field is a quadratic extension of its maximal totally ordered subfield of f -elements.
We will now supply some definitions and pertinent facts, and fix our notation. For
general background material on -groups and -rings the reader is referred to [2–4].
Each group or ring that is used in a construction will always be nonzero. The lattice
order constructions will be given in the setting of generalized semigroup rings (see [5,8])
even though our main interest will necessarily be confined to monoid rings. The greater
generality does not entail any additional complications.
A poset ∆ with a partial binary operation, +, is called a partially ordered partial
semigroup, or a pops, if + is associative and translations preserve the strict order.
Explicitly, for all m,n,p ∈∆:
(m+ n)+ p =m+ (n+ p) if either side exists; (1)
if m< n and m+ p(p +m) exists,
then m+ p < n+ p(p+m<p+ n). (2)
By a po-semigroup we will mean a pops ∆ that is a semigroup; so, in the usual
terminology ∆ is a strict po-semigroup. A mopops is a pops with an identity element 0;
this means that n+ 0= 0+ n= n for each n ∈∆. The element n in a pops ∆ is positive if
n < 2n. It is strongly right (left) positive if n < n+ k(n < k + n) for each 0 = k ∈∆ and
it is strongly positive if it is both strongly right and strongly left positive. The pops ∆ is
positive if each of its nonzero elements is positive. This positivity condition first appeared
for totally ordered semigroups in [10, 2.2]. Throughout this paper∆ will denote a nontrivial
pops; that is ∆ = 0. A subset Γ of ∆ is called a subpops of ∆ if whenever m,n ∈ Γ with
m+ n ∈∆, then m+ n ∈ Γ .
The set of strict upper (respectively lower) bounds of the element n in the poset Γ
is denoted by U(n) (respectively L(n)) and U [n) = U(n) ∪ {n} (respectively L(n] =
L(n) ∪ {n}). If n,m ∈ Γ , then (m,n) denotes the interval (m,n) = U(m) ∩ L(n). To
indicate that m and n are not comparable we will write m ‖ n. If X is a subset of a pops,
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then X+ = X ∩ U [0) is the positive cone of X and X∗ = X\{0} is the set of nonzero
elements of X. Of course, if the pops is not a mopops, then, for any X, X+ is empty and
X∗ = X. The poset Γ is rooted if, for each n ∈ Γ , U(n) is totally ordered. A maximal
chain in a rooted poset Γ is a root, and the intersection of the roots is the trunk of Γ . If X
is a poset, then maxX denotes the set of maximal elements of X.
The group direct sum of a family of po-groups {Gn}n∈Γ supplied with the coordinate-
wise order, (gn)  0 iff gn  0 for each n ∈ Γ , will be denoted by ⊕n∈Γ Gn. If Γ is
a poset, the po-group obtained by supplying the group direct sum of {Gn}n∈Γ with the
Hahn order will be denoted by Σ(Γ,Gn). The elements of Σ(Γ,Gn) will be written as
polynomials:
Σ(Γ,Gn)=
{
g =Σgnxn: n ∈ Γ, gn ∈Gn
}
.
The support of g is supp g = {n ∈ Γ : gn = 0}; then g is positive in Σ(Γ,Gn) exactly
when 0 < gn for each n ∈ max suppg. If each Gn =G the Hahn sum will be denoted by
Σ(Γ,G) or just Σ ; and if Γ = {1< 2} we will write Σ(Γ,Gn) as G1 ⊕←G2.
A po-ring (-ring) R is a po-domain (-domain) if 0 < ab whenever 0 < a, b ∈ R; it
is an sp-ring if the square of each of its elements is positive. A left po-module (-module)
over the po-ring R is a left R-module M which is also a po-group (-group) such that
R+M+ ⊆M+. The po-module M is strict if 0 < r ∈R and 0 <m ∈M imply that 0 < rm.
An element a ∈ R+ is a d-element (f -element) on the -module M if x ∧ y = 0 in M
implies that ax ∧ ay = 0 (ax ∧ y = 0). The set of d-elements (f -elements) on M will be
denoted by d(RM)= d(M) (f (RM)= f (M)). If M = R, then d(R)= d(RR), dr(R)=
d(RR) and d(R) = d(R) ∩ dr(R). Similarly, f (R) = f(R) ∩ fr(R). The elements of
d(R) are called left d-elements of R, etc. The -module M is a d-module (respectively
an f -module) if d(M)= R+ (respectively f (M)= R+). The subring of R generated by
f(R) (or fr(R) or f (R)) is the convex -subring of left f -elements (or right f -elements,
or f -elements) and will be denoted by F(R) (or Fr(R), or F(R)).
We now list various facts, each of which is known or is a slight variant of one that is
known or which will be easy to verify.
1.1. [7, Theorem 2.2]. The po-group Σ(Γ,Gn) is an -group iff Γ is a rooted poset, each
Gn is an -group, and Gn is totally ordered if n is not a minimal element of Γ .
1.2. [6, Lemma 6.2]. Let H be a convex -subgroup of the -group G. If H has a
proper convex -subgroup K such that H = lexK (this means that the lattice of (left)
cosets of K in H , H/K , is totally ordered and h ∈ H+\K implies that h > K), then
G=U(H)∪(H⊕H⊥) where U(H)= {g ∈G: |g|>H } and H⊥ = {x ∈G: |x|∧|h| = 0
for each h ∈H } is the polar of H .
1.3. [12, Lemma 3]. Let M be an -module over the directed po-ring R, and write
x R y if x, y ∈ M and R|x|  |y|. If x1, . . . , xn R y , then for any r1, . . . , rn ∈ R,
(r1x1 + · · · + rnxn)R y .
The po-groupM is called an interpolation group if for all elements u,v1, v2 ∈M+ with
u v1 + v2, there exist elements u1, u2 ∈M+ with ui  vi and u= u1 + u2.
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1.4. [12, Lemma 2]. Suppose that D is a multiplicatively closed subset of the positive cone
of an interpolation ring R and a ∈ R. If for every δ,ρ ∈D δa ∧ ρ = 0 (ρ − δa)2, then
for each δ ∈D we have Dδa  (δa)2.
1.5. Let k, , m, and n be elements of the pops ∆.
(a) If n < n+ k and n < n+ , then k +  is defined.
(b) If n < n+ k, then k  0.
(c) If k + = 0, then n < n+ k or n < n+ .
(d) If n < k + n and m+ n is defined, then m+ k m.
As a consequence of (a) through (d) we have:
(e) If ∆ has a strongly right (left) positive element, then ∆ is a semigroup, ∆∗ is a
subsemigroup of ∆, the identity element of ∆, if it exists, is minimal, and each element
of ∆ which is comparable to every element of ∆∗ is strongly left (right) positive.
(f) If ∆ is positive, then ∆∗ is a subpops of ∆, the identity element of ∆, if it exists,
is minimal, and each element of ∆ which is comparable to every element of ∆∗ is
strongly positive.
Proof. The first part of (e) is an immediate consequence of (a), the second part is a
consequence of (c) and the third follows from (b). Suppose that m ∈ ∆ is comparable to
each element of ∆∗, k ∈∆∗, and n is a strongly right positive element of ∆. If m= 0, then
0 < k by (b), and hence each element of ∆ is strongly positive. If m = 0, then k +m ∈∆∗
and m< k +m by the version of (d) with n on the left and m on the right. This completes
the proof of (e).
For (f), if p,q ∈∆∗ and p+ q = 0, then 0= p+ q < 2p+ q = p and, similarly, 0< q ;
so 0 < p + q and ∆∗ is a subpops of ∆. The argument of the preceding paragraph will
complete the proof of (f) if k is used in (d) in place of n, once it is known that k +m and
m+ k are defined. But m is comparable to k and 2m and 2k ∈∆, so k +m and m+ k are
defined. ✷
Recall that if A is a ring and ∆ is a pops, then the multiplication in the ring A[∆] is the
usual semigroup ring multiplication. So, if u=∑uαxα and v =∑vαxα are two elements
of A[∆], then
uv =
∑
γ∈∆
( ∑
α+β=γ
uαvβ
)
xγ
where the inner sum is defined to be 0 if γ is not the sum of two elements of ∆.
1.6. [8, p. 175]. If A is a po-domain, then the generalized semigroup ring A[∆] =Σ(∆,A)
is a po-ring. Moreover, if u,v ∈ Σ(∆,A)+, then max suppuv = max(max suppu +
max suppv).
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1.7. If A is a po-ring, then Σ(∆,A) is a po-domain iff A is a po-domain and ∆ is a
semigroup, or A+ = 0.
1.8. ([8, p. 175], [14, p. 225], and [15, p. 327]). Let A be a totally ordered domain and let ∆
be a rooted pops. Then F(Σ(∆,A))=Σ(∆,A) and Fr (Σ(∆,A))=Σ(∆r ,A) where
∆ = {n ∈∆: if m ‖ p and n+m is defined, then n+m ‖ p}, (3)
∆r = {n ∈∆: if m ‖ p and m+ n is defined, then m+ n ‖ p}. (3r)
Consider the following conditions on a subset X of ∆. Here, m, n, and p are elements
of X.
If m+ n ∈∆, then m+ n < 2m or m+ n < 2n
or m+ n= 2m= 2n. (4)
If 2p =m+ n with m = n, then 2p < 2m or 2p < 2n. (5)
If m = n and m+ n ∈∆, then m+ n < 2m or m+ n < 2n. (6)
Clearly, (6) is equivalent to (4) and (5).
1.9. [14, Section 3]. We will give an explanation of the connection between the condition
(6) and squares being positive in Σ that is slightly different than that given in [14]. Suppose
that ∆ satisfies (6), A is a ring and u=∑αnxn ∈A[∆]. Then either suppu+ suppu= φ
or 2 maxsuppu = φ. If n ∈max suppu and 2n ∈max(2 maxsuppu), then the coefficient of
x2n in u2 is
∑
u2m where this sum is over all m ∈max suppu with 2m= 2n. In particular,
if A is a domain and an sp-ring, then max suppu2 = max(2 max suppu), and hence Σ is
an sp-ring; it is a domain exactly when ∆ is a semigroup. The converse holds (that is,
∆ satisfies (6) when Σ is an sp-ring) if ∆ is a mopops and L(0) is rooted. The proof of
this given in [15, Corollary 1] for the case where A is totally ordered is valid when A
is a domain which is an sp-ring. Also, (4) is equivalent to u2  0 for any u of the form
u= αnxn + αmxm.
2. Construction of partial orders for A[∆]
We will first present two methods for modifying the partial order of a mopops in such
a way that some of the desirable properties of the mopops are preserved. The first method
weakens the partial order of ∆ by just separating 0 from ∆∗. Specifically, if ∆ is a mopops
let ∆0 be the poset which is the cardinal sum ∆0 =∆∗ ∪˙ {0}: so m0 n in ∆0 iff m n
in ∆∗ or m= n= 0. The second modification also separates 0 from a part of ∆∗ but may
not be a weakening of the original partial order of ∆. Suppose that ∆ is rooted and let
∆∗ = Γ1 ∪ Γ2 with Γ1 < Γ2 (that is, m< n if m ∈ Γ1 and n ∈ Γ2) where Γ2 is contained
in the trunk of ∆∗, and assume that m+ n and n+m exist for all (m,n) ∈ ∆× Γ2. Let
∆Γ1,Γ2 be the poset which is the ordinal sum of Γ1 ∪˙ {0} and Γ2: ∆Γ1,Γ2 = (Γ1 ∪˙ {0}) ∪←Γ2;
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so mΓ1,Γ2 n in ∆Γ1,Γ2 iff m n in Γ1 ∪˙ {0} or in Γ2, or m ∈ Γ1 ∪˙ {0} and n ∈ Γ2. Note
that all these partial orders agree in ∆∗. Some elementary facts follow.
2.1. The mopops ∆ satisfies (4) (respectively (6)) iff ∆∗ satisfies (4) (respectively (6))
and, for each n ∈∆∗, n < 0 or n < 2n. Thus, ∆ is positive provided it satisfies (4) and 0
is minimal.
2.2. If∆∗ is a subpops of the mopops∆, then ∆0 is a mopops. The converse holds provided
∆∗ satisfies: wheneverm+n= 0, with m,n ∈∆∗, either m is comparable to some element
p of ∆∗\{m} for which p + n is defined or n is comparable to some element q of ∆∗\{n}
for which m+ q is defined.
Proof. Suppose that ∆∗ is a subpops of ∆ and m<0 n in ∆0. Then m< n. If p ∈∆∗ and
p +m is defined, then p +m< p + n in ∆∗; so p +m<0 p + n. Similarly, if m+ p is
defined, then m+ p <0 n+ p. Conversely, suppose that ∆0 is a mopops and m+ n = 0
with m,n ∈ ∆∗. If p ∈ ∆∗ with p < m then p <0 m and we have the contradiction that
p+ n <0 0. Similarly, m<p implies that 0<0 p+ n. Thus, ∆∗ is a subpops. ✷
2.3. The mopops ∆ is positive iff ∆0 is a positive mopops.
Proof. If ∆ is positive, then ∆∗ is a subpops by 1.5(f), and hence ∆0 is a positive mopops
by 2.2. The converse is obvious. ✷
2.4. If 0 is a minimal element of∆, then ∆ satisfies (4) (respectively (6)) iff∆0 is a mopops
that satisfies (4) (respectively (6)).
Proof. According to 2.1 and 2.3 each of the following statements is equivalent to its
successor:
(a) ∆ satisfies (4) (respectively (6));
(b) ∆∗ satisfies (4) (respectively (6)) and ∆ is positive;
(c) (∆0)∗ satisfies (4) (respectively (6)) and ∆0 is a positive mopops;
(d) ∆0 is a mopops that satisfies (4) (respectively (6)). ✷
2.5. If ∆ is a rooted mopops that is either positive or has a strongly positive element, then
∆Γ1,Γ2 is a rooted mopops that is positive or has a strongly positive element, respectively.
Moreover, ∆ satisfies (4) (respectively (6)) iff ∆Γ1,Γ2 satisfies (4) (respectively (6)).
Proof. Certainly ∆Γ1,Γ2 is a rooted poset and ∆∗ is a subpops of ∆ by (e) and (f) of 1.5.
Suppose that m<Γ1,Γ2 n and p ∈∆∗ with p+m ∈∆. If m = 0, then p+m<Γ1,Γ2 p+ n
since this inequality is the inequality p + m < p + n. If m = 0, then n ∈ Γ2 and n is
strongly positive in ∆ by (e) and (f) of 1.5. So, again, p <Γ1,Γ2 p + n. If ∆ is positive,
then clearly ∆Γ1,Γ2 is positive, and if n ∈∆∗ is a strongly positive element of ∆, then it is
strongly positive in ∆Γ1,Γ2 . On the other hand, if 0 is strongly positive in ∆, then 0 <∆∗
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and each element of ∆∗ is strongly positive in ∆Γ1,Γ2 . The last statement is a consequence
of 2.1. ✷
Let A be a po-domain and ∆ a mopops. The partial orders of the ring A[∆] =
Σ(∆0,A) = Σ(∆Γ1,Γ2,A) induced by ∆0 and ∆Γ1,Γ2 will be denoted by P0(A[∆]) =
P0 and PΓ1,Γ2(A[∆]) = PΓ1,Γ2 , respectively. These partial orders are also described as
follows:
P0 =A[∆]+ where A[∆] =A⊕Σ(∆∗,A), (7)
PΓ1,Γ2 =A[∆]+ where A[∆] =
[
A⊕Σ(Γ1,A)
]⊕←Σ(Γ2,A). (8)
We summarize much of the preceding in the following proposition.
2.6. Proposition. Suppose that A is a po-domain and ∆∗ is a subpops of the mopops ∆.
(a) P0 is a partial order of the generalized semigroup ring A[∆].
(b) If A is a domain and 0 is a minimal element of ∆, then (A[∆],P0) is an sp-ring iff A
is an sp-ring and ∆ satisfies (6).
(c) If ∆ is rooted and is either positive or has a strongly positive element, then PΓ1,Γ2 is a
partial order of the ring A[∆].
(d) If A is a totally ordered domain and ∆ is a positive rooted po-monoid, then A is
the subring of left (right) f -elements of (A[∆],P ) for P = P0 or P = PΓ1,Γ2 unless
Γ1 = ∅ in which case Σ(∆Γ1,Γ2,A) is totally ordered. Moreover, if ∆ satisfies (6),
then A[∆] is a domain and (A[∆],P ) is an sp--ring.
Proof. The first statement follows from 2.2 and 1.6, the second is a consequence of 2.4
and 1.9, and the third follows from 2.5 and 1.6. The first part of (d) is a consequence of 1.8
since (∆0) = (∆0)r = (∆Γ1,Γ2) = (∆Γ1,Γ2)r = 0, and the second part is a consequence
of 1.1, 2.5, and 1.9. ✷
We will now construct other partial orders of A[∆] which make it an sp--ring. The
initial construction will only be concerned with the additive structure of A[∆] and can
be carried out for any poset. Let Γ be a poset with a distinguished element 0, and let
n ∈ Γ ∗ = Γ \{0} and V (n) = Γ ∗\U [n). For a subset X of Γ we will use the previous
notation X∗ = X\{0} to exclude 0, and U(X) denotes the set of upper bounds of X.
Suppose that A is a po-ring with A+ = 0 and let Au be a unital po-ring which contains
A with 1 ∈A+u . Suppose that the pair (α,β) ∈A+ ×A+u satisfies the following conditions:
Aβ ⊆ A and if γ ∈A with γβ  0 then γ  0; (9)
A+α ⊆A+β ∪U(A+β). (10)
One example of a pair that satisfies (10) is obtained by taking A totally ordered with Aβ
convex and α ∈A+. Another example is given by taking Au totally ordered, I a left -ideal
600 J. Ma, S.A. Steinberg / Journal of Algebra 260 (2003) 592–616
of Au, J a left ideal of A with I ∩J = 0 and α ∈ J+ and β ∈ J+. Johnson’s minimal totally
ordered domain with a left -ideal that is not an ideal is one such example [9, p. 208].
Each element f ∈ A[Γ ], the direct sum of Γ copies of the bimodule AAA, can be
written uniquely as
f = α0 + f1 + αnxn + f2
with suppf1 ⊆ V (n) and suppf2 ⊆U(n)∗. (11)
Here, α0 denotes α0x0. Let Pn,α,β (A[Γ ])= Pn,α,β be defined by
Pn,α,β =
{
f ∈A[Γ ]: 0< f2 ∈Σ
(
U(n)∗,A
);
or f2 = 0, αn > 0, and α0β + αnα  0 if αnα ∈A+β;
or f2 = αn = 0, f1 ∈
(
Σ
(
V (n),A
))+
, and 0 α0
}
. (12)
We note that, according to (9) and (10), for each 0 < γ ∈ A, γα > A+β iff α0 + f1 +
γ xn ∈ Pn,α,β for any f1 ∈ Σ(V (n),A) and any α0 ∈ A. If β = 1, then we will denote
Pn,α,β by Pn,α . Note that Pn,α is the positive cone of the po-group
(
A[Γ ],Pn,α
)= [A⊕ (Σ(V (n),A)⊕←A
(
xn − α))]⊕←Σ
(
U(n)∗,A
)
. (13)
If γα >A+β for each 0 < γ ∈A, then Pn,α,β is the positive cone of
[
A⊕Σ(V (n),A)]⊕←Σ
(
U [n)∗,A). (14)
Note, also, that Pn,α,β = Pn,0 for any β , if A+α = 0.
If X ⊆ A and ρ ∈ Au, then (ρ : X) = {γ ∈ A: γρ ∈X} and C(X) denotes the convex
subgroup of A generated by X.
These positive cones are related to the previous ones. Suppose that Γ =∆ is a rooted
mopops. If Γ1 is empty, then ∆Γ1,Γ2 = ∆, and if Γ2 is empty, then ∆Γ1,Γ2 = ∆0. On the
other hand, if Γ1 has a largest element n, then PΓ1,Γ2(A[∆])= Pn,0(A[∆]). These are the
only possibilities, of course, when ∆= Z+.
2.7. Proposition. (a) R = (A[Γ ],Pn,α,β) is a po-group.
(b) If
(i) A is totally ordered,
(ii) U(n)∗ is totally ordered, and
(iii) V (n) is rooted,
then R is an -group. Moreover, if f ∈ R and f ‖ 0, then f = α0 + f1 + αnxn, αnα = δβ ,
and
f+ =


−δ+ f1 + αnxn, if αn > 0,
α0 + δ, if αn < 0,
α+0 + f+1 , if αn = 0,
(15)
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where f+1 = f1 ∨ 0 in Σ(V (n),A). Conversely, if Γ has at least three elements and R is
an -group, then (i)–(iii) hold.
(c) R is totally ordered iff A is totally ordered, Γ ∗ is totally ordered, n is the least
element of Γ ∗, and γα >Aβ for each 0 < γ ∈A.
(d) Pn,α,β ⊆ Pn′,α′,β ′ iff n and n′ are comparable and one of the following conditions is
satisfied.
(i) n′ < n and U(n′)∗ = (n′, n)∗ ∪U [n)∗.
(ii) n < n′, A+α = 0, Γ ∗ = L(n]∗ ∪U [n′)∗, and for every 0 < γ ∈ A we have that
γα′ >A+β ′. In this case Pn,α,β = Pn,0 = Pn′,α′,β ′ .
(iii) n = n′, (α′ : Aβ ′)+ ⊆ (α : Aβ)+, and, if γ ∈ (α′ : Aβ ′)+ with γα = δβ and
γα′ = δ′β ′, then δ′  δ.
(e) Pn,α,β = Pn,α′ iff A+(α − α′β)= 0.
(f) Suppose that the three conditions in (b) hold, and let B be a subgroup of the additive
group of A. Then B[Γ ] is an -subgroup of R iff (β : Bα) ∩C(B)⊆ B .
Proof. Let f = α0 + f1 + αnxn+ f2 and g = β0 + g1 + βnxn + g2 be two elements of R
that are decomposed as in (11).
(a) Suppose that f,g ∈ Pn,α,β . If f2 = 0 or g2 = 0, or if f2 = g2 = 0 and either
αnα > A
+β or βnα > A+β , or αn = βn = 0, then f + g ∈ Pn,α,β . The remaining case
is that f2 = g2 = 0, 0< αn + βn, and αnα, βnα ∈A+β . Then
(α0 + β0)β + (αn + βn)α = (α0β + αnα)+ (β0β + βnα) 0;
so f + g ∈ Pn,α,β . Since Pn,α,β ∩−Pn,α,β = 0, Pn,α,β is a partial order of A[Γ ].
(b) Assume these three conditions hold and suppose that f ‖ 0 and g  0, f . Then
f = α0 +f1 +αnxn and αnα = δβ for some δ ∈A+. Let h be the element defined by (15).
If g2 > 0, or g2 = 0 and βnα >A+β , then g > h. Suppose that g2 = 0 and βnα = ρβ .
If αn > 0, then h = −δ + f1 + αnxn  0 since −δβ + αnα = 0; and h  f since
(α0 + δ)β = α0β + αnα < 0 and h− f =−(δ+ α0). Now,
0 g − f = (β0 − α0)+ (g1 − f1)+ (βn − αn)xn
forces βn  αn > 0. Since
g− h= (β0 + δ)+ (g1 − f1)+ (βn − αn)xn and
(β0 + δ)β + (βn − αn)α = β0β + βnα  0,
if βn > αn then g > h; and if βn = αn, then g1  f1 and β0 + δ = β0 + ρ  0, and so
g  h. Thus, h= f+.
Assume now that αn < 0. Then
f+ = f + (−f )+ = α0 + f1 + αnxn +
(
δ− f1 − αnxn
)= α0 + δ
by previous case.
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Finally, suppose that f = α0 + f1 and h= α+0 + f+1 . Then
0 g − f = (β0 − α0)+ (g1 − f1)+ βnxn
yields that (β0 − α0)β + βnα  0 and β0β + βnα  (α0β)+ = α+0 β ; so
0 g − h= (β0 − α+0 )+ (g1 − f+1 )+ βnxn
since
(
β0 − α+0
)
β + βnα = (β0β + βnα)− α+0 β  0.
Thus, h= f+.
Suppose, conversely, that R is an -group and m ∈ Γ \{0, n}. Then Σ(V (n),A) is an
-subgroup of R. For, if f ∈Σ(V (n),A), then since
R = [A+Σ(V (n),A)+Axn]⊕←Σ
(
U(n)∗,A
)
, (16)
necessarily f+ = α0+f1+αnxn. If 0 < αn andm ∈ V (n), then 0, f < α0+(f1−αnxm)+
αnx
n < f+; so αn = 0, and hence α0 = 0, also. Thus, V (n) is rooted. If U(n)∗ = φ, then
U(n)∗ and A are both totally ordered by (16). If U(n)∗ = φ, then V (n) = φ and A is totally
ordered since Σ(V (n),A)+Axn =Σ(V (n),A)⊕←Axn.(c) Suppose that R is totally ordered. If 0 < γ ∈ A with γα = δβ take α0 ∈ A with
α0 < −δ. Then we have the contradiction that f = α0 + γ xn ∈ R is not comparable to 0
since γ > 0 and α0β + γα < 0. Thus, by (14), Γ ∗ =U [n)∗ is totally ordered and so is A.
Conversely, these conditions together with (14) imply that R is totally ordered.
(d) If n ‖ n′, then n ∈ V (n′) and n′ ∈ V (n). So if 0 < γ ∈ A, then −γ xn′ + γ xn ∈
Pn,α,β\Pn′,α′,β ′ . Assume that n and n′ are comparable.
Suppose that n′ < n. If Pn,α,β ⊆ Pn′,α′,β ′ , then each upper bound of n′ in Γ ∗ is
comparable to n. For, if m  n′ and m ‖ n, then −γ xm + γ xn ∈ Pn,α,β\Pn′,α′,β ′ .
Conversely, suppose that U(n′)∗ = (n′, n)∗ ∪ U [n)∗, and take f ∈ Pn,α,β . Then we can
decompose f1 as f1 = f3 + αn′xn′ + f4 where suppf3 ⊆ V (n′) and suppf4 ⊆ (n′, n).
Now, clearly,
f = α0 + f3 + αn′xn′ +
(
f4 + anxn + f2
)
is the decomposition of f that is given in (11) relative to n′. Let m ∈max supp(f4+αnxn+
f2) with coefficient αm. Then m ∈ max suppf2, or f2 = 0 and m= n, or f2 = 0, αn = 0,
and m ∈max suppf4. In all cases αm > 0 and f ∈ Pn′,α′,β ′ . If, however, f4 + αnxn+f2 =
0, then f1 = f3 + αn′xn′ and α0  0. So, if αn′ = 0, then n′ ∈ max suppf1, αn′ > 0 and
f ∈ Pn′,α′,β ′ . The last possibility is that f1 = f3, and then f = α0 + f1 ∈ Pn′,α′,β ′ .
Suppose that n < n′. Assume first that Pn,α,β ⊆ Pn′,α′,β ′ . If γ > 0, then γα >Aβ
gives that −γ + γ xn ∈ Pn,α,β\Pn′,α′,β ′ ; and if γα = δβ with δ > 0, then −δ + γ xn ∈
Pn,α,β\Pn′,α′,β ′ . So A+α = 0 and Pn,α,β = Pn,0. Suppose, by way of contradiction, that
m ∈ Γ ∗\(L(n]∗∪U [n′)∗). If m ‖ n, then−γ xm+γ xn ∈ Pn,0\Pn′,α′,β ′ ; so m> n. If m ‖ n′
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or m < n′, then −γ + γ xm ∈ Pn,α,β\Pn′,α′,β ′ . So Γ ∗ = L(n]∗ ∪ U [n′)∗, and Pn,α,β =
Pn′,α′,β ′ by (i) since each upper bound of n in Γ ∗ is comparable to n′. If γα′ = δ′β ′, let
α0 < −δ′. Then α0 + γ xn′ ∈ Pn,α,β\Pn′,α′,β ′ since α0β ′ + γα′ = (α0 + δ′)β ′ < 0. Thus,
γα′ >A+β ′. Conversely, if the three conditions hold and f = α0+f1+αnxn+f2 ∈ Pn,0,
then the analogous decomposition of f relative to n′ is
f = α0 +
(
f1 + αnxn
)+ αn′xn′ + (f2 − αn′xn′).
It is easy to check that f ∈ Pn′,α′,β ′ .
For (iii), first assume that Pn,α,β ⊆ Pn,α′,β ′ . If 0 < γ ∈ (α′ : Aβ ′)\(α : Aβ), then
γα′ = δ′β ′ with δ′  0 and γα > A+β . So, if α0 <−δ′, then α0 + γ xn ∈ Pn,α,β\Pn,α′,β ′
since α0β ′ + γα′ = (α0 + δ′)β ′ < 0. Thus, (α′ :Aβ ′)+ ⊆ (α :Aβ)+. If 0 < γ ∈ (α′ :Aβ ′)
and γα = δβ and γα′ = δ′β ′, then −δ + γ xn ∈ Pn,α,β and hence −δ + γ xn ∈ Pn,α′,β ′ .
Thus, 0−δβ ′ + γα′ = (−δ+ δ′)β ′ and δ  δ′. Conversely, assume these two conditions
hold, and let f = α0 + f1 + γ xn ∈ Pn,α,β with γ > 0. If γ ∈ (α′ : Aβ ′), then, using the
previous notation, 0  α0β + γα = (α0 + δ)β gives that α0 + δ′  α0 + δ  0 and hence
α0β ′ + γα′  0. Thus, f ∈ Pn,α′,β ′ .
(e) This follows from the last part of (d). For, Pn,α,β = Pn,α′ = Pn,α′,1 iff A+α ⊆ Aβ
and, for any γ ∈A+, γα = δβ = γα′β . Thus, Pn,α,β = Pn,α′ iff A+(α − α′β)= 0.
(f) Assume that B[Γ ] is an -subgroup, and let 0 < δ ∈ (β : Bα) ∩ C(B). Then
0 < δβ = γα with γ ∈ B and δ < α0 ∈ B . Now, f = −α0 + γ xn ∈ B[Γ ] and f ‖ 0;
so f+ = −δ + γ xn ∈ B[Γ ] yields that δ ∈ B . For the converse, suppose that f =
α0 + f1 + αnxn ∈ B[Γ ] with αn = 0, f ‖ 0, and αnα = δβ (δ ∈ A). If αn > 0, then
(α0 + δ)β = α0β + αnα < 0; so 0  δ < −α0 and δ ∈ (β : Bα) ∩ C(B) ⊆ B . If αn < 0,
then −δ ∈B . In both cases f+ ∈B[Γ ] is a consequence of (15). ✷
2.8. Corollary. Suppose that Γ is rooted, A is totally ordered and B is a subgroup of
(A,+).
(a) If B is a convex subgroup of A, then B[Γ ] is an -subgroup of the -group
(A[Γ ],Pn,α,β), for any n, α, β .
(b) Assume that B is a subring of A with the property that α ∈ B whenever Bα ⊆ B . If
B[Γ ] is an -subgroup of each -group (A[Γ ],Pn,α), then B is a convex subring of A.
(c) If B is a right ideal of A, then B[Γ ] is an -subgroup of each -group (A[Γ ],Pn,α).
Proof. Both (a) and (c) are obvious consequences of (f) of the preceding proposition,
and, as for (b), suppose that 0  α  γ with γ ∈ B . Then, for each δ ∈ B+, δα ∈ Bα ∩
C(B)⊆ B . So, α ∈ B and B is convex. ✷
We now return to the ring A[∆] and determine when the partial order Pn,α,β makes
A[∆] into an -ring with squares positive. If γ ∈A let Dγ denote the right inner derivation
determined by γ ; so if δ ∈A, then Dγ (δ)= [δ, γ ] = δγ − γ δ.
2.9. Proposition. Suppose that A is a directed po-domain, ∆ is a rooted po-monoid, and n
is a strongly positive element in the trunk of ∆∗.
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(a) R = (A[∆],Pn,α,β) is a po-ring (equivalently, a po-domain) iff
for (γ0, γ1, γ ) ∈A×A+∗ ×A+, if γ0β + γ1α  0,
then γ0γβ + γ1γα  0. (17)
In particular, if β centralizes A and A+[γ,α] ⊆ A+ for each γ ∈ A+, then R is a
po-ring.
(b) If A is a domain and R is a po-ring, then R is an sp-ring iff ∆ satisfies (6) and A is
an sp-ring.
(c) If R is an -ring that is not totally ordered, then F(R)=A and
Fr(R)= {γ ∈A: ∀ρ, δ ∈A, ρα = δβ⇒ ργα = δγβ}. (18)
Proof. (a) We first note that the condition in (17) is precisely what is needed for RA
to be a (strict) po-module. For, suppose that RA is a po-module and γ0, γ1, γ ∈ A with
0 < γ,γ1 and γ0β+γ1α  0. Then f = γ0+γ1xn > 0 and hence f γ = γ0γ +γ1γ xn > 0.
If γ1γα > A+β then γ1γα > Aβ since A is directed; so γ1γα > −γ0γβ . Otherwise,
γ1γα ∈ A+β and γ0γβ + γ1γα  0. Conversely, assume that (17) holds and let f =
α0 + f1 + αnxn + f2 > 0, and take 0 < γ ∈ A. If f2 > 0 then f2γ > 0 and f γ > 0,
and if f2 = αn = 0, then f γ = α0γ + f1γ > 0. The remaining case to be considered has
f2 = 0 and αn > 0. Now, whether αnα > Aβ or αnα ∈A+β we have that α0β + αnα  0.
Thus, α0γβ + αnγ α  0 and f γ  0. Thus, it suffices to show that if RA is a po-module,
then R is a po-ring. Note that Σ(∆∗,A)+ = Pn,α,β ∩A[∆∗]. Let 0 < f , g ∈ R, and write
f = α0 + f ∗ and g = β0 + g∗ where f ∗, g∗ ∈ A[∆∗]. Then f ∗, g∗ ∈ Σ(∆∗,A)+, and
hence f ∗g∗ ∈Σ(∆∗,A)+. If f ∗ = 0 then α0 > 0 and fg = α0g > 0, and if g∗ = 0 then
β0 > 0 and fg = fβ0 > 0. Suppose that f ∗ > 0 and g∗ > 0; then f ∗g∗ > 0 by 1.7. If
there is an element m ∈max suppf ∗g∗ with m n, then max suppf ∗g∗ = {m} since m is
comparable to each element of suppf ∗g∗. Now, suppf ∗ ∪suppg∗ <m. For if k ∈ suppf ∗
with m k, then k is strongly positive by 1.5(e), and for any  ∈ suppg∗ we have, by 1.6,
the contradiction k < k+m k. If m> n, then fg = α0β0+α0g∗+f ∗β0+f ∗g∗ > 0
since (fg)2 > 0. If m = n, then f = α0 + f1 and g = β0 + g1 with α0, β0  0; so,
fg > 0. If there is no suchm, then max(max suppf ∗+max suppg∗)=max suppf ∗g∗ < n
and suppf ∗ ∪ suppg∗ < n, since n is strongly positive. Then 0  α0, β0 and hence
0 < fg.
Since γ0γβ + γ1γα = (γ0β + γ1α)γ + γ1[γ,α] + γ0[γ,β], if β centralizes A+ and
A+[γ,α] ⊆A+, then A satisfies (17).
(b) Let f = α0 + f ∗ where suppf ∗ ⊆ ∆∗. If α0  0, then f ∈ Pn,α,β iff f ∗ ∈
Σ(∆∗,A)+. Thus, f 2 ∈ Pn,α,β iff f ∗α0 + α0f ∗ + f ∗2 ∈ Σ(∆∗,A)+; so R has squares
positive iff Σ(∆0,A) has squares positive. But according to Proposition 2.6(b), Σ(∆0,A)
has squares positive iff ∆ satisfies (6) and A is an sp-domain.
(c) Assume that R is an -ring that is not totally ordered. We first check that if 0 < f =
α0+f1+αnxn+f2 and 0 < g = β0+g1+βnxn+g2 are the canonical decompositions of
f and g, then f ∧ g = 0 if and only if (i) f = α0 and g = β0 + g1 +βnxn with βn > 0 and
βnα =−β0β or (ii) f = α0 + f1 and g = β0 + g1 with α0 ∧ β0 = f1 ∧ g1 = 0. If f and g
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have the form in (i), then according to (15), (g−f )+ = β0+g1+βnxn = g and f ∧g = 0.
If they have the form of (ii), then f ∧ g = 0 since A⊕Σ(V (n),A) is an -subgroup of
R by (15). Conversely, suppose that f ∧ g = 0. If g2 > 0 and g2  f2, then 2g2 > f2 and
2g > f . So g2 = f2 = 0. If βn  αn > 0, then 2βn > αn and again by (15),
(2g− f )+ =−δ+ (2g− f1)+ (2βn − αn)xn = 2g,
which is nonsense. If βn = αn = 0, then f and g have the form of (ii). Finally, if
βn > 0 = αn, then (g − f )+ = g implies that −δ + (g1 − f1)+ βnxn = β0 + g1 + βnxn
with βnα = δβ ; so f and g have the form of (i). Now, if γ ∈ A+ and f ∧ g = 0, then
γf ∧g = f ∧ γg = 0; and f γ ∧g = 0 in the second case. In the first case f γ ∧g = 0, but
f ∧ gγ = 0 iff βnγ α =−β0γβ . Thus, A⊆ F(R) and the right side of (18) is Fr(R)∩A.
Suppose that h ∈ R+\A. If n is not minimal in ∆∗, then there exists m< n and 0 < γ ∈A
with γ xm < 2h. Then γ ∧ γ xm = 0 but (γ xm)γ ∧ γ xm > 0 and γ (γ xm) ∧ γ xm > 0;
so h /∈ fr(R) ∪ f(R). If n is minimal, then by (c) of Proposition 2.7, there is an element
0 < γ ∈A with γα = δβ . If g =−δ+γ xn, then γ ∧g = 0, but γ h∧g > 0 and hγ ∧g > 0;
so h /∈ fr (R)∪ f(R), and hence F(R)=A and Fr(R) is described by (18). ✷
2.10. Corollary. If A is a directed po-domain and ∆ and n are as in Proposition 2.9, then
R = (A[∆],Pn,α) is a po-ring if and only if A+[γ,α] ⊆A+ for any γ ∈A+. If A is totally
ordered, then (A[∆],Pn,α) is an -ring if and only if Dα is isotone. Moreover, if R is an
-ring that is not totally ordered, then A= F(R) and Fr(R) is the centralizer of α in A.
Proof. Since γ0γ + γ1γα = (γ0 + γ1α)γ + γ1[γ,α], if R is a po-ring then by setting
γ0 =−γ1α in (17) we see that γ1[γ,α] 0. The second statement is obvious and the rest
follows from Proposition 2.9. ✷
Suppose that A is a totally ordered domain and R = (A[∆],Pn,α,β) is an -ring. If A
is a division ring, then Pn,α,β = Pn,αβ−1 by (e) of Proposition 2.7 and αβ−1 is central by
the previous corollary since A ⊆ Fr(R). Similarly, if β = 1 is a strong order unit of A
(that is, A= C(1)), then α is central. Also, for any unital po-ring A, if Dα is isotone and
γ, γ−1 ∈A+, then it is easy to see that α commutes with γ ; but α need not be central. For
example, let A be Johnson’s totally ordered free ring on two generators that is mentioned
after (10) and let α be the smaller generator. However, commutativity does arise when
A⊆ Fr(R).
Recall that the extended centroid of the domain A is the center C of the maximal right
quotient ring of A, and the central closure of A is the ring T = C +AC. Each total order
of A can be extended to T (see [17, Lemma 2], for example).
2.11. Lemma. Suppose that α and β are elements of the domain A with Aα ∩Aβ = 0 and
let F be the subring of A defined by the condition in (18).
(a) β ∈ F if and only if αβ = βα.
(b) A= F if and only if there exists an element σ ∈ C with α = σβ .
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Proof. Suppose that 0 = ρα = δβ . Then ρβα = δβ2 = ραβ iff βα = αβ . If ργα = δγβ
for any γ ∈ A, then ργβγα = δγβγβ = ργαγβ ; so βγα = αγβ for each γ ∈ A and
hence α = σβ with σ ∈ C by a result of Amitsur/Martindale [1, p. 70] (or see [17,
Lemma 3]). Conversely, if α = σβ and ρα = δβ , then ρσ = δ and ργα = ργ σβ for any
γ ∈A; so A= F . ✷
We can produce new useful rooted po-monoids from old ones by modifying the partial
order. One application of this will be to give more examples of -rings that satisfy the iden-
tity (y2r )− = 0 but do not satisfy the identity (ys)− = 0 for any s ∈N with s < 2r . Special
cases of this appear in [13, Example 7] and [15, Example 2].
2.12. Proposition. Let ∆ be a rooted po-monoid and let m be a strongly positive element
in the trunk of ∆∗. Let ∆m be the reordering of ∆ given by
∆m =
({0} ∪˙ L˙(m]) ∪←U(m) (19)
where L˙(m] is the set L(m] with the trivial partial order.
(a) ∆m is a rooted po-monoid whose trunk is U(m), and m is a strongly positive element
of ∆m.
(b) ∆m satisfies (6) iff ∆ satisfies (6) and m< 2k for each k ∈L(m).
Proof. (a) Let m denote the partial order of ∆m. Suppose that i <m j and k ∈ ∆∗. To
see that i + k <m j + k, first note that m < j < j + k. If i = 0, then since k  m or
m < k < j + k we have that k <m j + k. If i = 0 then i < j , i + k < j + k, and hence
i + k <m j + k. Similarly, k + i <m k + j .
(b) In ∆∗, m is a weaker partial order than . Thus, if ∆m satisfies (6), then, by 2.1,
∆ is positive and it also satisfies (6); moreover, since k <m 2k we have thatm< 2k for each
k ∈ ∆∗. For the converse, since ∆ is positive and m < 2∆∗ we have that ∆m is positive.
Also, if p = q in ∆∗, then p + q < 2p or p + q < 2q ; so p + q <m 2p or p + q <m 2q
and ∆m satisfies (6). ✷
Examples of po-monoids that satisfy the conditions in (b) are easily obtained in the
following way. Let G be a totally ordered group and let ∆= {0} ∪X ∪U [m)⊆G+ where
0 <X <m< 2X.
The partial order of A[∆] = A[∆m] determined as in Proposition 2.7 by the rooted
po-monoid ∆m and the data m < n and α,β ∈ A will be denoted by Pm,n,α,β , or
by Pm,n,α if β = 1. Let 2  r ∈ N. Suppose that A is a totally ordered domain and
α,β are elements for which (9), (10), and (17) hold. Then (A[x],P2r−2,2r−1,α,β) is
an -ring that satisfies y2r  0 but not y2s  0 for any s < r; for, if 0 < γ ∈ A,
then (−γ + γ x)2s = γ 2s − γ 2s−1x + · · · + γ 2sx2s is not comparable to 0. Note, more
generally, that if R = (A[∆],Pn,α,β) is an -ring and n < (2r)∆∗, then R satisfies
y2r  0.
Another weakening of the partial order of ∆ is described in the following result.
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2.13. Proposition. Let m and k be elements of the mopops ∆ such that:
(i) m< k;
(ii) m is strongly irreducible: m= a + b⇒ a = 0 or b= 0;
(iii) if p < 0, then m+ p and p+m are not defined;
(iv) if 0< q =m and q +m (respectively m+ q) is defined, then k  q +m (respectively
k m+ q).
Define the relation m,k on ∆ by p <m,k q iff m /∈ {p,q} and p < q , or p = m and
k  q . Let ∆m,k be the generalized monoid ∆ together with the relation m,k .
(a) ∆m,k is a mopops and the partial order m,k is weaker than . Moreover, ∆m,k =∆
iff m is a minimal element of ∆ and U(m)=U [k).
(b) ∆ is rooted iff ∆m,k is rooted and U(m) and L(k) are rooted subsets of ∆.
(c) If m = 0, then ∆m,k is positive iff ∆ is positive and k  2m.
(d) If 0 is a minimal element of ∆ and m = 0, then ∆ satisfies (4) or (6) and k  2m iff
∆m,k satisfies (4) or (6), respectively. Also, ∆ satisfies (5) iff ∆m,k satisfies (5).
Proof. (a) That the relation m,k is weaker than  is a consequence of (i). Suppose that
p <m,k q and q <m,k r . If m /∈ {p, r}, then p <m,k r . If p = m then p <m,k r since
k  q < r . Thus, m,k is a partial order of ∆. The second statement is obvious. Note
that if m= 0, then ∆m,k =∆; consequently we will assume that m = 0. To see that ∆m,k
is a mopops suppose that p <m,k q , r = 0 and p + r ∈ ∆. If m /∈ {p + r, q + r}, then
p + r <m,k q + r . If m= p + r , then p = 0 and m= r by (ii), and hence k  q +m by
(iv) since q =m. Thus, p+ r =m<m,k q +m= q + r . If m= q + r , then q = 0, m= r ,
p < 0, and p+m is defined, which contradicts (iii).
(b) If∆ is rooted and p <m,k q, r , then q and r are comparable in∆m,k sincem /∈ {q, r};
thus, ∆m,k is rooted. Conversely, suppose that ∆m,k , U(m) and L(k) are rooted and
take p < q, r with q = r . If m /∈ {p,q, r}, then q and r are comparable in ∆m,k and
consequently they are comparable in ∆. If p = m, then q < r or r < q since U(m) is
rooted. If q =m, then p <m,k k and p <m,k r gives that k <m,k r or r <m,k k. In the first
case q =m< k < r , while in the second case r and q are comparable in ∆ since they are
both in L(k).
(c) This follows easily from the definition of m,k since if p ∈ ∆∗, then m = 2p and
m<m,k 2m iff k  2m.
(d) Assume that ∆ satisfies (6) and k  2m. Then ∆ is positive by 2.1 and hence ∆m,k
is positive. If p and q are distinct elements of ∆∗, then m /∈ {p+q,2p,2q}. Consequently,
p + q <m,k p or p + q <m,k q . On the other hand, if ∆m,k satisfies (6), then it and ∆ are
positive by 2.1 and m 2k by (c); and ∆ satisfies (6) since m,k is weaker than . The
proof for (4) is similar and that for (5) is trivial. ✷
For an example let ∆= (Z+⊕←Z+)Γ1,Γ2 where Γ2 =U [(1,1)) and Γ1 = L((1,1))∗ and
take m= (0,1) and k = (0,2). Then ∆m,k is a rooted positive po-monoid that satisfies (6).
Note that the partial order of ∆m,k is given by the chain ∆m,k\{(0,0), (0,1)} ⊆ Z+ ⊕← Z+
together with (0,1) < (0,2) and (0,0) < (1,1). This ∆m,k can be used to make the
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polynomial ring A[x, y] in the commuting variables x and y into an sp--ring in various
ways. In the usual labelling we have x = x(1,0) and y = x(0,1), and we will describe
explicitly the positive elements of A[x, y] =Σ(∆m,k,A). If
f = (α0 + α1x + · · · + αrxr)+ (β0 + β1x + · · · + βsxs)y + · · · + fn(x)yn,
with fn(x) = 0, then f > 0 if the leading coefficient of fn(x) is > 0 and when n= 1 we
have


β0  0, if s  1,
α0  0 and αr > 0, if s = 0 and r  1,
α0  0, if s = r = 0,
and when n= 0 we have α0  0. Note that A[x]+ = P0 and A[y]+ = P1,0.
If 0 is an isolated point of ∆, then conditions (iii) and (iv) in Proposition 2.13 are
vacuous. In particular, by first forming ∆0 it is apparent that all that is needed to make this
construction viable is a strongly irreducible element of ∆. One obvious choice for such
an element is a free generator in a free monoid, abelian or not. Other examples of rooted
monoids that satisfy (4) or (6) and which have strongly irreducible elements are easily
constructed; two such examples appear in [14, Example 2] and [15, Example 2].
3. PΓ1,Γ2 and Pn,α,β suffice
In this section A is a totally ordered domain and ∆ is a rooted positive po-monoid such
that ∆∗ has a nonempty trunk. It will be shown that each lattice order of A[∆] of a certain
type is one of those that is described in the previous section.
3.1. Lemma. Suppose that R = A[∆] is an -ring such that A[∆∗] = Σ(∆∗,A) is an -
subring of R,A⊆ F(R) and Axm ⊆ A⊥ for each m ∈∆∗\ trunk(∆∗). Then A= F(R),
or ∆∗ and R are totally ordered and R =Σ(∆φ,∆∗,A).
Proof. Assume that γ xn ∈ F(R) with n ∈ ∆∗ and γ > 0. If n /∈ trunk(∆∗), then
γ 2xn ∧ γ = 0 gives that 0= γ 2xn ∧ γ 2xn. Thus, n is strongly positive by 1.5(f) and n+ k
and n+  are comparable for any two elements k and  in ∆∗. So ∆∗ is totally ordered by
1.8, and hence R is totally ordered since R ∼= γ xnR ⊆Σ(∆∗,A) as right R--modules. In
fact, R =Σ(∆φ,∆∗ ,A) since if 0< ρxm < δ, then ρ2x2m < ρδxm < ρ2x2m unless m= 0.
So A is convex in R and R has the Hahn order determined by {0} ∪←∆∗. Now, if there exists
0 < f = α0 + f ∗ ∈ F(R) with 0 = f ∗ ∈ A[∆∗], then we may assume that α0 = 0 since
Σ(∆∗,A) is an -subring of R. This gives that 0< γxn ∈ F(R) for some n ∈∆∗. ✷
3.2. Theorem. Let R =A[∆] be a po-ring. The following two statements are equivalent.
(I) (a) There is a partition {Γ1,Γ2} of ∆∗ with Γ2 ⊆ trunk∆∗ and Γ1 < Γ2 such that
R =Σ(∆Γ1,Γ2,A); or
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(b) there is an element 0 < σ in the extended centroid of A with A+σ ⊆ A ∪ U(A)
and an element n in the trunk of ∆∗ such that R is a po-subring of (T [∆],Pn,σ ),
where T is the central closure of A.
(II) R is an -ring with the following properties.
(i) A[∆∗] =Σ(∆∗,A) is an -subring of R;
(ii) A⊆ F(R);
(iii) Axm ⊆A⊥ for each m ∈∆∗\ trunk(∆∗).
Moreover, if the conditions in (II) are satisfied, then R is an sp--ring if and only if ∆
satisfies (6).
Proof. If R =Σ(∆Γ1,Γ2,A) then R is an -ring and the three conditions in (II) hold by (8)
and Proposition 2.6. If R+ = R ∩ Pn,σ , then R is an -subring of the -ring (T [∆],Pn,σ )
and (i), (ii), and (iii) hold by Corollary 2.10, Proposition 2.7(f), and (13).
For the converse, suppose that R is not totally ordered, A⊆ F(R), and both (i) and (iii)
hold. Then A= F(R) by Lemma 3.1 and R = U(A)∪ (A⊕A⊥) by 1.2. Let
M = {n ∈ trunk(∆∗): γ xn >A for some 0 < γ ∈A}
and set N = trunk(∆∗)\M and K = ∆∗\ trunk(∆∗). We first note that if m < n in ∆∗
and γ xn > A for some γ > 0, then Axm ⊆ A⊥. For, if 0 < ρ ∈ A, then ρxm < γxn; so
ρxm >A and ρxm = τ + b with τ ∈A+ and b ∈A⊥. If τ > 0, then for any δ > 0 we have
that τδ  ρδxm < τγ xn and δ < γ xn. Thus, τ = 0 and ρxm ∈ A⊥. So if M is either the
empty set or is not empty but does not have a largest element, then
R = [A⊕Σ(M ∪K,A)]⊕←Σ(N,A);
that is, R+ = PM∪K,N . Suppose that n is the largest element of M . Then there exists 0 <
β ∈A+ with βxn = α+b ∈A⊕A⊥. First we notice that, for each γ > 0, if γ xn > A, then
γα+ γ b= γβxn > Aβ and γα >Aβ . Thus, if γα >Aβ , then γ xn = α1 + b1 ∈A⊕A⊥,
γβxn = α1β + b1β = γα + αb, and γα = α1β if we now assume that β ∈ Fr(R). So
Pn,α,β is defined and we will check that R+ = Pn,α,β . Let f = α0 + f1 + αnxn + f2
with suppf1 ⊆ L(n) and suppf2 ⊆ U(n) = N . Clearly, by (i), (iii), and 1.3, if f2 = 0
or if f2 = αn = 0, then f > 0 iff f ∈ Pn,α,β . Suppose, then, that f2 = 0 and αn = 0. If
f > 0, then f |αn|xn > 0 and hence αn > 0. Now, fβ = (α0β + αnα) + (f1β + αnb) ∈
A⊕A⊥; and if αn > 0, then αnb −f1β since αnb + αnα = αnβxn > Σ(L(n),A) and
Σ(L(n),A)⊆A⊥. Thus, f > 0 iff f ∈ Pn,α,β . If Aα ∩Aβ = 0, then α = 0 or γα > Aβ
for each γ > 0; so Pn,α,β = Pn,0 = PL(n],U(n) or Pn,α,β = PL(n),U [n). Now, suppose
A ⊆ F(R). Then A = F(R) = F(R) ⊆ Fr(R) ⊆ A by Proposition 2.9(c). So, assuming
that Aα ∩Aβ = 0, we have that α = σβ for some 0 < σ in the extended centroid C of A,
by Lemma 2.11. Moreover, the condition A+α ⊆Aβ ∪U(Aβ) in A now becomes A+σ ⊆
A ∪ U(A) in the central closure T of A. Also, since T α = Tβ, Pn,α,β (T [∆]) is defined
and Pn,α,β (T [∆])= Pn,σ (T [∆]) by Proposition 2.7(e). Since the pair (α,β) satisfies (10)
in both A and T , it is easy to check that Pn,α,β(T [∆]) ∩ A[∆] = Pn,α,β(A[∆]). The last
statement is a consequence of Propositions 2.6(d) and 2.9(b). ✷
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We will now consider several special cases of the main theorem. When A is -simple
we can relax the condition A⊆ F(R) that is given in (II).
3.3. Corollary. Suppose that A is -simple and R = A[∆] is an -ring which satisfies
(i) and (iii) of Theorem 3.2, A ⊆ F(R) and F(R) = 0. Then R is totally ordered or
R+ = PΓ1,Γ2 or R+ = Pn,α,β for some element n in the trunk of ∆∗ and some elements
α,β ∈A with Aα ⊆Aβ and αβ = βα.
Proof. If γ xn > A for some γ , then ρxn > A for each ρ > 0; for, A= C(Aρ) and hence
γρxn > Aρ gives that γρxn > γA. Now use the proof of Theorem 3.2 with 0 < β ∈
F(R) ⊆ F(R) = A to get that R+ = Pn,α,β , and Pn,α,β = PΓ1,Γ2 unless Aα ∩ Aβ = 0.
But in the latter case we must have Aα ⊆Aβ since γα > Aβ yields that γα > A by the
simplicity of A. By Lemma 2.11(a), αβ = βα. ✷
The po-module AM is semiclosed if αu  0 implies that u 0 for any 0 < α ∈ A and
any u ∈M .
3.4. Corollary. Let R be an -ring, A a convex subring of F(R), and 0 < a an element of
R that centralizes A. Consider the following statements about the subring of polynomials
in a with coefficients from A.
(a) A[a] is an sp-subring of R, AA[a] is semiclosed and a ∈A⊥.
(b) a is transcendental over A and A[a]+ is P0, P1,0 or Pn,α,β for some 2  n ∈ N and
some α,β ∈ A+ such that α = σβ where σ is in the extended centroid of A and
A+σ ⊆ A∪U(A).
(c) A[a] is an sp--subring of R, AA[a] is semiclosed and a ∈A⊥.
Then (a) and (c) are equivalent, (b) implies (c), and if A⊆ F(A[a]), then (c) implies (b).
Proof. To see that (a) implies (c) we use 1.4 to conclude that aA γ a2 for each 0 < γ ∈
A. Hence, A[a]a is totally ordered and A[a] = A+A[a]a is an -subring. To see that (b)
implies (a) note that we again have that A[a] is an -subring of R, and Aa is contained
in the polar of A by the definitions of P0 and Pn,α,β . See the proof of Proposition 2.9(c)
for an explicit determination of the disjoint pairs of elements when the positive cone is
Pn,α,β . Now, γα ∧ ρ = 0 for every 0 < γ , ρ ∈ A implies that γ (a ∧ ρ) = γ a ∧ γρ = 0,
and consequently a ∈ A⊥. That (c) implies (b) when A⊆ F(A[a]) follows from 1.4 and
Theorem 3.2. The condition n  2 comes from a ∈ A⊥. For, if A[a]+ = P1,α,β , then
a ∈A⊥ iff α = 0; consequently, P1,α,β = P1,0. ✷
Let us specialize the last result along the lines that were mentioned in the introduction.
So, A is a totally ordered field and R is a commutative unital domain that is an A--algebra
with squares positive. Then A is embedded in F(R). If 1⊥ = 0, then R is totally ordered by
[4, Theorem 15, p. 60]. Otherwise, let 0 < a ∈ 1⊥ =A⊥ and let B be the convex subring of
R generated by A. Then A⊆ B ⊆ F(R) and, by Corollary 3.4, B[a] is an -subring of R
with one of the specified positive cones. Note that if B[a]+ = P0 or P1,0, then A[a] is an
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-subring of R. However, if B[a]+ = Pn,σ (C[a])∩B[a] where σ ∈ C, the totally ordered
quotient field of B , then, by (15) or by Proposition 2.7(f), A[a] is an -subring if and only
if σA∩B ⊆A.
Among the possible lattice orders for B[a] the smallest is P0(B[a]) and, as we now
show, it behaves well as it moves among the elements of A⊥.
3.5. Corollary. Let R be a commutative sp--ring and suppose that A is a convex subring
of F(R) such that AR is torsion-free. Then
R0 =
{
a ∈R: A[|a|]+ = P0}∪ {0}
is a convex -A-subalgebra of R and it is the largest subring of R contained in A⊥ =
F(R)⊥.
Proof. As a consequence of Corollary 3.4, if a ∈ R, then a ∈ R0 if and only if {|a|n:
n ∈ N} ⊆ A⊥. Let a, b ∈ R0. Since |a|n|b|m  |a|2n + |b|2m ∈ A⊥ we have that R0 is a
subring of R and hence it is the largest convex -subalgebra of R contained in A⊥. If
a ∈A⊥ then a  a2 by 1.4. So, if S is a subring of R contained in A⊥, then S is directed
and S ⊆R0. ✷
We will now specialize Corollary 3.3 to the case when ∆= Z+.
3.6. Corollary. Suppose that A is unital and is either -simple or is a left or right Öre
domain, and assume that the polynomial ring R = A[x] is a non-totally ordered sp-
-ring with A⊆ F(R) and x > 0. Let L = A if A is -simple and otherwise let L be the
totally ordered quotient division ring of A. Then A= F(R) and there are central elements
σ,γ ∈ L+ with y = x − γ > 0 and
R+ = P0
(
L[y])∩R or R+ = Pn,σ (L([y])∩R.
Proof. Let F = F(R). We will first assume that A is -simple. Suppose that x A x2.
Since A is -simple u A v implies that u A ρv for each 0 < ρ ∈ A and hence
A[x]x =Σ(N,A). Thus, by Corollary 3.3 and the proof of Theorem 3.2, R+ = P0(A[x])
or R+ = Pn,α,β (A[x]) = Pn,σ (A[x]) where α = σβ and σ is in the center of A. In this
case γ = 0 and A= F by Propositions 2.6 and 2.9. Since R = U(F) ∪ (F ⊕ F⊥) by 1.2
the other possibility is that x = γ + y ∈ F ⊕ F⊥. Note that y and γ are central elements
of R. From 1.4 applied to F [y] =A[x] we have that y F δy2 for each 0< δ ∈ F , and
hence y is transcendental over F by 1.3. So F =A and R+ has the desired form by the
previous case. Now suppose that A is a right Öre domain. Then L[x] is the localization
of A[x] by A∗+ and hence L[x] is an -ring extension of A[x] by [11, Proposition 1]. Let
E = F(L[x]). Now, either x L x2 or x = γ + y ∈ E ⊕ E⊥. In the first case we have,
as above, that L=E and L[x]+ = P0(L[x]) or L[x]+ = Pn,σ (L[x]). Also, F ⊆ F(L[x])
since if 0 < τ ∈ F and fρ−1 ∧ gρ−1 = 0 with f,g ∈A[x] and 0< ρ ∈A, then f ∧ g = 0,
τf ∧ g = 0 and τfρ−1gρ−1 = 0. But F(L[x]) = E by Propositions 2.6 and 2.9. So
F ⊆ L ∩ A[x] = A and F = A. For the second case, again, as above, it suffices to show
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that ρy  δy2 for any 0 < ρ,δ ∈ E. Let 0 < τ ∈ A be such that ρτ , δτ and yτ are all in
A[x]. Then ρτ, δτ ∈ E ∩A[x] ⊆ F and yτ ∈ E⊥ ∩A[x] = µ⊥ = F⊥ for any 0 = µ ∈ F
since F (respectively E) is a totally ordered convex subring of R (respectively L[x]) and
A⊆ F ∩E. So by 1.4, (ρτ 2)(δτ )(yτ) (δτyτ)(δτyτ); that is ρy  δy2. ✷
Note that (b) of Corollary 2.8 gives a partial converse to this last result. That is, if A
is a unital subring of a totally ordered division ring L and if A[x] is an -subring of L[x]
whenever L[x] is an sp--ring, then A is a convex subring of L. Hence, A is a left and a
right valuation domain and L is its quotient ring. Note, also, that the condition that A is
an Öre domain in Corollary 3.6 can be weakened to just requiring that it have an -simple
classical right (or left) quotient ring L.
The dual of Theorem 3.2, which only makes sense if ∆ is totally ordered, is much
simpler. In fact there is only one such lattice order. Let ∆0 be the totally ordered monoid
obtained by replacing the order of ∆ by its dual order.
3.7. Proposition. Let ∆ be totally ordered and suppose that R = A[∆] is an -ring. Then
R =Σ(∆0,A) or R =A⊕Σ((∆0)∗,A)
if and only if
A⊆ F(R) and A[∆∗] =Σ
((
∆0
)∗
,A
)
.
Proof. Assume thatA⊆ F(R) andA[∆∗] =Σ((∆0)∗,A). As in the proof of Lemma 3.1,
if there is an element f ∈ F(R)+\A, then we may assume that f = γ xn; so R ∼= γ xnR ⊆
Σ((∆0)∗,A) is totally ordered. Now, if 0 < ρ < δxn with n = 0, then ρxn < δx2n < ρxn.
Thus, ρ > Σ((∆0)∗,A) and R = Σ(∆0,A). Now suppose that A = F(R). Since R =
U(A) ∪ (A⊕ A⊥) and γ xn > α is impossible if γ > 0, n ∈ ∆∗ and α > 0, we have that
γ xn = β+b ∈A⊕A⊥. If β > 0, then γ 2x2n = βγ xn+bγ xn and hence βγ xn  γ 2x2n <
βγ xn. Thus, β = 0 and Axn ⊆A⊥ for each n ∈∆∗; so R =A⊕Σ((∆0)∗,A). ✷
4. d-elements versus f -elements
In this section we will determine the non-total lattice orders of A[x] for which x is a
d-element. Also, we will identify those non-totally ordered -fields in which the set of
d-elements is maximal as certain quadratic extensions of totally ordered fields.
If RM is an R-module and B ⊆ R, we will call BM torsion-free if x ∈ B , m ∈M and
xm = 0, implies that x = 0 or m = 0. If RM is an -module over the -ring R and B is
the positive cone of an f -subring C of R, then CM is torsion-free exactly when BM is
torsion-free. In particular this applies to C = F(R) and B = f (R). The left annihilator of
m in R will be denoted by R(m), and the right annihilator of x in M will be denoted by
rM(x). Recall that x is a regular element of R if r(x)= (x)= 0. We will first determine
the relation between d(R), f (R) and f (R)⊥ when f (R) consists of regular elements of R.
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4.1. Lemma. Let RM be an -module over the -ring R and let B be a convex subset of
f (M) which contains 0.
(a) If BM is torsion-free, then d(M)⊆ f (M)∪B⊥.
(b) If d1, d2 ∈ R+ with d1d2 ∈ d(M) and rM(d1)+ = 0, then d2 ∈ d(M).
(c) Suppose that d ∈ d(M) and u is an element of M+ with R(u)= 0 and a+u= (au)+
for each a ∈ R. If {dnu: n ∈N} ⊆ u⊥, then di ∧ dj = 0 for i = j .
Proof. (a) If a ∈ d(M)\B⊥, then there exists b ∈ B with 0 < a ∧ b = c ∈ B . For any
x, y ∈M with x ∧ y = 0, we have 0 ax ∧ cy  ax ∧ ay = 0. Hence c(ax ∧ y)= 0 and
ax ∧ y = 0.
(b) If x ∧ y = 0 in M , then 0 d1(d2x ∧ d2y) d1d2x ∧ d1d2y = 0. So d2x ∧ d2y = 0.
(c) If j > i , then (di ∧ dj )u= di(u∧ dj−iu)= 0; so di ∧ dj = 0. ✷
The element a in a ring is left (right) algebraic over a subring B if there is an equation
α0 + α1a+ · · ·+ αnan = 0 (α0 + aα1 + · · ·+ anαn = 0) with αi ∈B and some αi = 0. An
element g > 0 in an -group is basic if the interval [0, g] is a chain [6].
4.2. Corollary. Let R be an -ring with f (R) = 0. Assume that f(R)R and Rfr (R) are
torsion-free or f (R)R and Rf (R) are torsion-free.
(a) d(R)⊆ f (R) ∪ f (R)⊥.
(b) If d ∈ d(R), then either {dn: n ∈ N} is a disjoint subset of f (R)⊥ or dn ∈ f (R) for
some n.
(c) If 0 < d ∈ R is regular, then dn ∈ f (R) for some n ∈N if and only if d is a d-element
that is left (right) algebraic over F(R).
Proof. In either of the two cases (a) follows from Lemma 4.1(a) since d(R) ⊆ (f(R) ∪
f (R)⊥)∩ (fr (R)∪f (R)⊥)= f (R)∪f (R)⊥. Clearly, (b) is a consequence of (a) together
with a use of Lemma 4.1(c), where u is any nonzero element of f (R). For (c), if dn ∈ f (R),
then d is a d-element by Lemma 4.1(b). Conversely, given an equation α1d+· · ·+αmdm =
0 with αi ∈ F and some αi = 0, necessarily dn ∈ f (R) for some nm. Otherwise, by (b),
we have the contradiction that αj dj = 0 for each j . ✷
We will now identify the lattice orders of A[x] for which x is a d-element. In particular,
for each 1 k ∞ there is such a lattice order such that A[x] has exactly k disjoint basic
elements.
4.3. Theorem. Let A be a totally ordered domain and suppose that R = A[x] is an -ring
extension of A. Then A ⊆ F(R) and A+x ⊆ d(R) if and only if R is totally ordered,
or R+ = A+[x], or, for some k  2, F(R) = A[xk] and R = F(R) ⊕ F(R)x ⊕ · · · ⊕
F(R)xk−1.
Proof. If R is one of the specified -rings, then it is clear that A⊆ F(R) and A+x ⊆ d(R).
For the converse, assume that R is not totally ordered. If Axn ⊆ f (R)⊥ for each n ∈ N,
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then by (b) of Corollary 4.2, for each 0 < α, β ∈ A and n = m, αnxn ∧ αmxm = 0; so
αn+m(αxn ∧ βxm)= 0 and hence αxn ∧ βxm = 0. Thus, R =⊕Axn. On the other hand,
if 1 k is minimal such that Axk ⊆ f (R)⊥, then αxk ∈ f (R) for some 0 < α ∈A by (a)
of Corollary 4.2; consequently, k  2 and Axk ⊆ F(R). Let E = A[xk]. Then E ⊆ F(R).
If 1  i < j  k − 1 and 0 < α,β ∈ E, then α ∧ βxj−i = 0. So α(αxi ∧ βxj ) = 0 and
αxi ∧ βxj = 0. Thus, R =E ⊕Ex ⊕ · · · ⊕Exk−1 and E = F(R). ✷
When R is an -field the condition that d(R) is maximal, in the sense that equality
holds in Corollary 4.2(a), has strong implications for the structure of R. In fact, R is then
a quadratic extension of F(R). The next lemma will be useful in proving this result.
4.4. Lemma. Let 0 < u be a d-element of the -ring R.
(a) If the centralizer of u is an -domain and contains [0, u], then u is basic.
(b) If r(u)= 0, then u is basic in R if and only if un is basic in un−1R for some n 1.
(c) If f (R) = 0 and f (R)R (or Rf (R)) is torsion-free, and 0 = un ∈ f (R) for some n 1,
then u is basic.
Proof. (a) Let 0 a, b u and set c= a ∧ b. Then
0  (a − c)(b− c)= (a − c)(b− c)∧ (a − c)(b− c)
 (a − c)u∧ u(b− c)= 0.
So a = c or b= c and u is basic.
(b) This follows from the fact that R ∼= un−1R as -modules.
(c) Since F(R) is totally ordered un is basic. ✷
It is well known that if R is an -division ring with 1> 0, then
F(R)= {a ∈R: (1+ |a|)−1 > 0}
is the largest totally ordered subdivision ring of R.
4.5. Theorem. Let R be an -domain with 1 > 0 and suppose that F = F(R) is a proper
subdivision ring of R. The following statements are equivalent.
(a) R = lex(F ⊕ Fa) where a > 0 and a2 ∈ F .
(b) d(R)= f (R) ∪ (f (R)⊥)+ and F⊥ is totally ordered.
(c) d(R) = f (R) ∪ (f (R)⊥)+ and each element of (f (R)⊥)+ is left (right) algebraic
over F .
Moreover, when these conditions hold the following are equivalent:
(i) R is a domain;
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(ii) F ⊕ Fa is a division ring;
(iii) b2 = 1 for each b ∈ F⊥.
Also, if R is a division ring, then R = F ⊕ Fa.
Proof. (a) ⇒ (c). Since a−1 > 0 we have that a ∈ d(R) and aF = Fa since conjugation
by a is an -automorphism of R. Thus, b2 ∈ F for each b ∈ F⊥ = Fa, and (c) holds by
Corollary 4.2(a).
(c)⇒ (b). This is a consequence of Corollary 4.2(c) and Lemma 4.4(c).
(b) ⇒ (a). If 0 < a, b ∈ F⊥, then ab ∈ d(R); and a ∧ ab = a(1 ∧ b) = 0 gives that
ab ∈ a⊥ = F⊥⊥. So ab = β ∈ f (R), b = aa−2β ∈ aF = Fa, and F⊥ = Fa. If |x|> F
with x ‖ 0, then x+ ∈U(F) and x− ∈ F⊥ (or vice versa). But x+x−∧ (x−)2 = 0 gives that
x+x− ∈ F⊥, and this contradicts the fact that x+x− > Fx− = F⊥. Now, if x > F , then
xa−1 > F since xa−1 /∈ F ⊕ Fa; so x > Fa and U(F) = U(F ⊕ Fa) = U(Fa). Thus,
R = lex(F ⊕ Fa).
It is clear that (i) implies (iii) and (ii) implies (i). Suppose that b2 = 1 for each b ∈ F⊥.
Then F ⊕ Fa is a division ring since
(1+ αa)(1− αa)[1− (αa)2]−1 = 1.
Finally, if F ⊕ Fa is a division ring and x > F and x−1 ∈ R, then x−1 > F and hence
1 >F . So R = F ⊕Fa if R is a division ring. ✷
An immediate consequence of Theorem 4.5 and Lemma 4.4(a) is
4.6. Corollary. Let R be an -field with 1> 0. Then d(R)= f (R)∪ (f (R)⊥)+ if and only
if R is totally ordered or R = F(R)(a)= F(R)⊕ F(R)a with a > 0 and a2 ∈ F(R).
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