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Interactive Recommendation Engine for Conversational Recommendations
ABSTRACT
The task of a traditional recommendation engine generally ends when it returns a list of
possible answers to a user’s query, even if the user finds the answers unhelpful. Such a paradigm
is incompatible with modern virtual assistants, where a user might request to filter, control, and
modify results in an interactive conversational flow that is based on user context. This disclosure
describes a conversational recommendation engine that provides an explanation of the
recommendations provided to the user, proactively offers the user options to find better
recommendations, asks personalized follow-up questions to ease the interaction, and enables the
user to provide real-time feedback to update the recommendation.

KEYWORDS
● Recommendation engine
● Interactive recommendation
● Conversational recommendation
● Conversational assistant
● Virtual assistant
● Smart speaker
● Smart appliance

BACKGROUND
A traditional recommendation engine responds to a user query by using a relatively
complex algorithm to return a list of possible answers. As illustrated in the example below, the
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task of a traditional recommendation engine ends with the listing of possible answers, even when
the user finds the answers unhelpful.
Example (traditional recommender)
User: “Show me some events.”
Virtual assistant: “Here are some events.” (The task of the recommender ends.)
However, such a paradigm is incompatible with modern virtual assistants, where a user
might request to filter, control, and modify results in an interactive conversational flow.

DESCRIPTION
This disclosure describes a conversational recommendation engine that provides an
explanation of its recommendations to the user, proactively offers the user options to find better
recommendations, asks personalized follow-up questions to ease the interaction, and enables the
user to provide real-time feedback to update the recommendation. In contrast to a traditional
recommender, a conversational recommender functions in an interactive manner, as illustrated in
the example below.
Example (conversational recommender)
User: “Show me some events.”
Virtual assistant: “Here are some popular events close to you.”
VA: “You went to several hiking events recently. Do you want to see more hiking
events?”
U: “Yes.”
VA: “Okay, check out these hiking events, the first one is also popular with your
friends.”
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U: “Nice. Who is going to the first event?”
VA: “Your friends John and Mary are going.”
U: “Great. I’ll go to that event.”

Fig. 1: Interactive recommendation engine

Fig. 1 illustrates an interactive recommendation engine, per the techniques of this
disclosure. A dialog process or agent (102) handles conversation with the user. In this example,
the user initiates a conversation, e.g., with a virtual assistant, with the query “show me events
nearby.” The virtual assistant user memory (AUM, 104) is a region of memory that stores user
interest and context, e.g., events, their categories and other details, etc.
A real-time recommendation engine (106), described in greater detail below, draws from
the dialog process and the AUM in order to issue an initial recommendation (106a). The realtime recommendation engine is capable of receiving and acting on real-time feedback (112),
generated in the course of the conversation.
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An explanation unit (108), described in greater detail below, provides a reason or context
(108a) for the recommendations provided. In this example, the reason provided is “here are
events nearby; the first one is popular with your friends.” A follow-up unit (110), described in
greater detail below, provides follow-up options (110a), e.g., “it is near Christmas; do you want
to see more Christmas parties?” The explanations and follow-up options inserted into the
conversation may generate real-time feedback (112) from the user. Such feedback is provided to
the recommendation engine which can use it to issue an updated recommendation (106b).
The components of the interactive recommendation model are explained in greater detail
below.
Follow-up unit
The follow-up unit can generate options in various forms, e.g., a question or a tip that can
be shown by the dialog agent. Follow-up options are a proactive way to get feedback from the
user. Follow-up options can perform one or more of the following functions:
● Teach the user about the requirements that they can add in a query to the assistant: For
example, when the user only knows to ask “show me some events”, the follow-up option
can teach the user to add requirements by asking follow-up questions such as “which
category of events do you like?”, “would you like to see events popular with your
friends?”, or showing them follow-up tips such as “try ‘show me hiking events.’”
● Offer the user personalized suggestions to improve the recommendation: If the
recommender finds a filter condition that matches the user’s interest and can improve the
recommendation results, it can ask the user a follow-up question to confirm the filter
condition. For example, “it’s near Christmas, do you want to see more Christmas
events?”, “you went to several hiking events recently, do you want to see more hiking
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events?” Such personalized suggestions help the user find more events that they are
interested in.
● Offer the user a personalized relaxation option when there is no match: A user that is
experienced in interacting with the virtual assistant knows to create concrete filter
options, e.g., “show me hiking events this weekend, popular with my friends.” Rather
than provide an uninformative “sorry, there is no event satisfying your requirement,”
follow-up questions can provide personalized relaxation options, e.g., “sorry, there are no
events popular with your friends; would you like to see some hiking events this weekend
instead?” Providing such follow-up options reduces or eliminates the time needed by the
user to modify the initial query.

Fig. 2: A model for the follow-up option unit
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Fig. 2 illustrates an example model for the follow-up option unit (202). The follow-up
unit uses the current state of the recommendation engine, e.g., recent recommendation results
(204); features input to the recommendation model (206); the on-going dialog (208) between
user and virtual assistant; the user’s interest (210); etc., to determine attributes (212) of the
follow-up options before selecting and providing follow-up options (214). The follow-up options
offered to the user are efficient and personalized, generated by taking into account user interests,
requests, and context. The user’s interests and previous interactions can be retrieved from the
AUM. In this manner, the follow-up unit optimizes the follow-up options provided to the user to
continue the conversation such that the user can determine a useful recommendation in a
relatively short time.
Real-time recommendation engine
With follow-up options provided as described above, users can provide feedback to the
recommender to improve the recommendation. The interactive recommendation engine updates
recommendation results based on the dialog feedback from the user. Results are based on the
user’s experience in a multi-turn recommendation rather than a single-turn recommendation. In
this manner, recommendations can be issued for requests (e.g., “show me hiking events”) on
topics for which the user has not shown recent or historic interest.
Explanation unit
While the follow-up unit proactively generates user feedback, the explanation unit
provides the user with reasons for the recommendations. In consort with the follow-up unit, the
explanation unit elicits a greater volume and quality of user feedback. The user feedback, as
reflected within the dialog process, is used to adjust recommendation results and provide newer
and more relevant recommendations. In this manner, the explanation unit provides for a better
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user experience. Some examples follow; the italicized text represents explanations for the
recommendations provided.
Example 1
User: “Show me some events.”
Virtual assistant: “Here are some events, popular and close to you.”
Example 2
U: “Show me some music events.”
VA: “There is a popular musical which is happening this weekend.”
Example 3
U: “Show me some events.”
VA: “I found some events you might be interested based on your previous interactions
with me.”
In this manner, the techniques of this disclosure enable users to explicitly control the
results and understand the reasons for the recommendations issued by a recommendation engine.
The follow-up options described herein offers users an easy to use interface to improve the
recommendations received and teaches users to effectively query the virtual assistant.

CONCLUSION
This disclosure describes a conversational recommendation engine that provides an
explanation of the recommendations provided to the user, proactively offers the user options to
find better recommendations, asks personalized follow-up questions to ease the interaction, and
enables the user to provide real-time feedback to update the recommendation.
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