In this paper we present algorithms for model checking CTL over systems specified as Petri nets. We present sequential as well as distributed model checking algorithms. The algorithms rely on an explicit representation of the system state space, but do not require the transition relation to be explicitly available; it is recomputed whenever required. This approach allows us to model check very large systems, with hundreds of millions of states, in a fast and efficient way. Furthermore, our distributed algorithms scale very well, as they show efficiencies in the range of 80 to 100%.
Introduction
Over the last decade, model checking has established itself as a very powerful technique to verify automatically formally-specified system properties [14, 9, 13] . In this paper we focus on the use of computational tree logic (CTL) [8] to formally specify system properties; furthermore, we assume that the system of interest is described as a Petri net. The latter choice is not fundamental to our approach, although it does have its impact on the way we implement the algorithms.
When model checking realistic systems, one usually encounters (at least) two problems: the size of the state space of the system being modelled is prohibitive, and the time required to check even simple logical properties is very large. Although good results have been attained with symbolic state space representations, e.g., using binary decision diagrams, the actual model checking algorithms usually become slower when used in combination with such symbolic approaches. For that reason, we adhere to an explicit state space representation based on the use of hash tables; very good results have been obtained with that [12] . In order to tackle the state space explosion problem, also the use of multiprocessor systems or workstation clusters helps; these systems often boast a very large (distributed) main memory. Furthermore, the large computational power of such systems also helps in effectively reducing model checking time.
Distributed algorithms for state space (and transition relation) generation from a high-level system description using multiprocessor systems or a cluster of workstations have been reported recently, e.g., in [5, 19, 12, 10, 15] . All these papers, however, focus just on the generation of state spaces. The paper [3] studies parallel model checking of LTL, which is a different kind of problem. In the current paper, we extend our previous work [12] , and develop efficient (in terms of computation and communication) algorithms for model checking CTL expressions over Petri net based models in a distributed fashion. Experimental results for models with several tens of millions of states show that one can attain very good speed-ups and efficiencies.
The rest of this paper is organised as follows. In Section 2 we present preliminaries with respect to Petri nets, their representation and the computation of successor and predecessor states. Then, in Section 3, we briefly introduce the logic CTL, before we present sequential model checking algorithms for CTL over Petri nets in Section 4. Section 5 then presents a number of distributed algorithms for the same purpose. Experimental results are reported in Section 6, whereas Section 7 concludes the paper.
Petri net preliminaries

Definition of Petri Nets
We consider a simple class of Petri nets (PNs), including exponentially delayed transitions, inhibitor arcs, as well as marking dependent rates and weights. For the time being, we do not consider marking dependent arc multiplicities nor immediate transitions; we come back to these later. Notationally, we follow [11, Chapter 14] . To describe the Petri net models, we use the language CSPL, as defined by Ciardo et al. for the tool SPNP [6] . For the current paper, we do not use the stochastic properties of the Petri net being specified; this is left for the future, in which we will address distributed model checking of CSL or CSRL for stochastic Petri nets [2, 1] . Our tool PARSECS (see below) fully supports the Petri net language CSPL and is used as the basis for the implementations reported in the current paper. PARSECS has been written in C/C++ and uses the MPICH [18] library for its distributed computations.
State Space and Reachability Graph Generation
Using a simple search algorithm, we can compute all reachable states (the state space S) as well as the transition relation. Together these form the (directed) labelled reachability graph (RG). We use the PARSECS state space generator (Parallel State-space Explorer and Markov Chain Solver); it exists in a serial and a distributed version and can generate state spaces with several hundred millions of states in reasonable time. For more details on these, see [12] . In the rest of this paper we assume that the state space has been generated and is available in main memory.
As we will see later, we are mainly interested in the possibility to search quickly for a state s. For this reason, we decided to use hash tables which give us the possibility to find a state in O(1). Given the state space S, we store it in a hash table of size N |S| = c · |S| for some c > 1. As we use a technique called double hashing with open addressing (see [16] , Section 6.4) N |S| has to be the larger number of a pair of prime twins. Our experiments showed that we can find a certain state in the hash table (or check for its existence) using less then 3 compare operations on average for c = 1.2. This representation is far superior to representations based on tree structures.
Successor and Predecessor Computation
The size of state spaces we can generate is limited by the amount of memory available to store the state space. The transition relation (the generator matrix of the underlying Markov chain) is written to disk during generation in a sparse matrix format. This transition relation is typically much larger than the state space and only allows to compute successors of states but not predecessors which would require the transpose of the matrix. In order to save storage, we decided not to use the reachability graph information from the state space generator but to recompute successor and predecessor states when necessary.
Successor states
The possible successor states (markings 2 ) of a given marking m can easily be determined from the semantics of the PN, by considering the set of enabled transitions in that marking (determined by checking the enabling conditions of all transitions) and computing the new marking m arising if in marking m a particular transition t ∈ T (T is the set of all transitions in the Petri net) fires. The pseudo-code for this algorithm is given in Algorithm 1.
Before we describe the algorithm to compute successor states, let us introduce the following notation. Let c t,p be the net effect on the marking in place p when transition t fires. Clearly, we have c t,p = O(t, p) − I(t, p) where O(t, p) is the number of tokens generated in p when transition t fires ("output arcs fromthe firing of t changes a marking m in a new marking m = m + C · e t = m + c t , where c t is the column in C associated with the firing of transition t.
Algorithm 1 (Compute successors of marking
then Succ (m) ← Succ (m) ∪ {m + c t }; 4. od; 5. return Succ (m);
Predecessor states
In many applications it is of importance to have a means to explore the transition relation in backward direction, that is, one wants to know all (or one) predecessor state(s) of a given state m. This need occurs when solving Markov chains associated with an SPN in an iterative fashion [11] , or when model checking next-and until-operations ( [14, 8] ; see below).
Consider a marking m; it has been reached from another marking by the firing of any of the transitions t ∈ T . Hence, we have for the set of possible predecessors of m: PosPred (m) = {m − c t |t ∈ T }. This set is possibly too large, for two reasons: (i) a state of the form "m − c t " does not necessarily exist for all t and given m; (ii) if the state m − c t does exist, it might be the case that t is not enabled in it, so that m can not be reached from it. Hence, we have to "shrink" PosPred (m) accordingly, to yield Pred (m), as shown in Algorithm 2.
Algorithm 2 (Compute predecessors of marking
if m ∈ S /* hash table lookup whether m exists at all */ 4.
Notice that this procedure is almost as cheap as the one for finding successors. The only difference is that we first compute the possible predecessor, check their existence and then check on their enabledness, whereas for finding successors, we first check on enabledness and then compute the successors. Note that -in contrast to the successor computation -we need to have knowledge of the complete state space S when computing predecessors.
Simple State Properties
Simple state properties are informally defined here as simple logical comparisons over numerical expressions over place markings and constants. As an example, let {P 1 , P 2 , P 3 , P 4 } be the set of places in a given Petri net, and #P i denotes the number of tokens in P i in the current marking. Examples of simple state properties then are:
There is no other reason to restrict these simple expressions than to make sure that they can be evaluated to true or false when only the current marking (state) is known. Hence, simple expressions do not require information about successor or predecessor states; their values can be seen as atomic propositions associated to each state. We trade space for time and store the sets of states satisfying a simple expression using bit-vectors of the size of the hash table used to store the state space (N |S| ). This means we allocate the required number of bits for each hash table entry. Notice that specialised data structures, especially for small sets (some simple expressions might evaluate to true -or false -for very few states), can be considered. Tree based sets or BDDs seem to be reasonable alternatives. For the time being we stick to the bit-vector representation.
Computational Tree Logic
Syntax
We consider the following syntax for CTL (taken from [14, Chapter 3] ). Let AP be the set of atomic properties (consisting of simple state properties as defined in Section 2.4), p ∈ AP , then a CTL-formula ϕ is defined (in BNF) as:
Other boolean operators, such as true (tt), false (ff), and (∧) or implication (→) are defined as usual.
Semantics
The models, we will check CTL formula for, are models defined by a high-level Petri net description, that is, the set of states is the set of reachable markings S, the transition relation R ⊆ S × S is totally defined by the firing semantics of the Petri net, and corresponds to the (labelled) edges in the reachability graph. Furthermore, the atomic propositions associated with each state are the indications whether the simple expressions hold true in each state. For further details, we refer to Section 4.
A model checking algorithm then basically verifies the following satisfaction relations |= (for p ∈ AP , ϕ, ϕ 1 and ϕ 2 CTL formula, s a state):
4 CTL Model Checking of Petri Nets
Parse-Tree of CTL-Formula
In order to be able to model-check nested CTL-formula, we have to distinguish the sub-formula in these expressions (see [8] or [14, Section 3.6] ). This boils down to finding a parse-tree of the CTL-formula, in which the leaves correspond to simple state properties (in the sense of Section 2.4); these can be interpreted as labels. The length of a CTL expression is defined as the number of nodes required in the parse-tree.
Model Checking at State Space Generation Time
We can associate with every state in the considered Petri net a binary array with length equal to the length of the CTL expression to be checked. The i-th bit in this array indicates whether the subtree starting in node i evaluates to true or false. Note that the truth values of the subtrees encompassing only simple expressions can be evaluated either at state space generation time or during an initialisation phase. Hence, the only "problem" remaining is the evaluation of subtrees in which the next-and until-operator(s) occur. Notice that, in fact, it suffices to store the truth-value of complete subtrees not involving the next-and until-operators. As a further enhancement one could eliminate common subexpressions. Both these optimisations are not further treated in this paper but will be considered in an actual tool implementation.
Model Checking First-Order Logic Expressions
Let ϕ 1 , ϕ 2 be either simple expressions or results from previous steps. In each case the sets of states satisfying ϕ 1 , ϕ 2 -Sat (ϕ 1 ) and Sat (ϕ 2 ) -are known and represented as bit-vectors as described in Section 2.4. Model checking ϕ = ¬ϕ 1 can be done by setting Sat (ϕ) ← Sat (ϕ 1 ), which can be implemented by negating every bit of the corresponding bit-vector. A formula of the type ϕ = ϕ 1 ∧ϕ 2 can be checked at the level of sets by:
This set intersection is implemented as logical AND between two bits of the corresponding bit-vectors. The operators ∨, →, ↔, . . . can be checked in a similar way. An optimised implementation might even use bitwise operators on machine words (of the bit-vectors) instead of processing a bit at a time.
Model Checking
Now, consider the case that we have to find those states that satisfy ϕ = EX ϕ 1 . Again we assume that the states satisfying ϕ 1 (Sat (ϕ 1 )) are known. We can then proceed with either a forward or a backward search. Let us first address the forward search case. The set Sat (ϕ) (states satisfying ϕ) is initially empty. Then, for each of the states s ∈ S, we compute the set of successor states s , denoted as Succ (s). As soon as we stumble upon a state s in which ϕ holds, which can be directly seen from its associated bit vector, we add s to Sat (ϕ). Algorithm 3 gives the pseudo-code for the forward computation of ϕ = EX ϕ 1 .
Algorithm 3 (Forward computation of
then Sat (ϕ) ← Sat (ϕ) ∪ {s}; /* exit inner loop */ 5. od; 6. od; 7. return Sat (ϕ);
In the backward search case, we use the predecessor function instead of the successor function, as shown in Algorithm 4.
Algorithm 4 (Backward computation of
od; 6. od; /* exit outer loop whenever Sat (ϕ) = S */ 7. return Sat (ϕ);
The forward variant requires a single iteration through the complete state space S. The backward computation seems to be more efficient since it only requires a "for all"-clause over states in Sat (ϕ 1 ). Clearly, S is generally larger than Sat (ϕ 1 ), but in both cases we have to go through the entire hash table and check for every entry whether it represents a state at all 3 . Using the backward computation, we then check whether this (existing) state is in Sat (ϕ 1 ), which corresponds to a check of the bit-vector representing Sat (ϕ 1 ).
Each hash table entry contains enough information on the actual marking it represents, so that we can easily establish its predecessors, and hence, set the corresponding bits (for EX ϕ 1 ) in the satisfying predecessor states (in the bit-vector representing the result Sat (ϕ)).
Model checking
Here, we only consider the backward variant and assume, as before, that Sat (ϕ 1 ) and Sat (ϕ 2 ) are known. We construct a sequence of sets Sat
until two successive elements of this sequence are the same. Initially, we set Sat 0 (ϕ) = Sat (ϕ 2 ) since states satisfying ϕ 2 automatically satisfy ϕ. We denote with Sat (ϕ) = Sat i+1 (ϕ) \ Sat i (ϕ) (for i ≥ 0) the set of states that has been found to satisfy ϕ in the last step in the iterative procedure and was not already in Sat i (ϕ). These are the states for which we have to check whether their predecessors satisfy ϕ 1 . Initially, Sat (ϕ) = Sat (ϕ 2 ), as we have not looked at paths leading to the elements in Sat (ϕ 2 ). The set S new is used to store the states we insert into Sat (ϕ) during the i-th iteration, giving us the set Sat (ϕ) for the next iteration.
In each iteration we then enlarge the set Sat (ϕ) by including the predecessor states, we do not already know, in which ϕ 1 holds, until we do not find any new states (Sat (ϕ) = Sat i+1 (ϕ) \ Sat i (ϕ) = ∅). The pseudo-code for this algorithm is shown as Algorithm 5.
fi; od; 8.
od; 9.
Sat (ϕ) ← S new ; S new ← ∅; 10.
od; 11. od; 12. return Sat (ϕ);
We do not check for emptiness explicitly (in step 1) but keep track of the number of elements in the set. Notice that we add those predecessor states s (in steps 3-6) which have at least one successor for which the required property holds. We do not require that for all successors of the added states the looked-after property holds. This fact gives rise to the simple inclusion in the set Sat (ϕ). We can first generate all predecessors (step 3); we are automatically sure that these have at least one successor in which the required property holds. We then select the ones (individually) in which ϕ 1 holds and that are not already an element of Sat (ϕ) before we join all these to the ones we already had.
At implementation level there exists an optimisation for this algorithm, which decreases the required number of iterations until a fix-point is reached (see Section 6) . The for all loop in step 2 is implemented as a loop over all entries of the hash table. Assume that the currently inspected element s corresponds to entry j in the hash table. If we then find a predecessor s which satisfies the if-clause in step 4 and whose index in the hash table is k > j, then we can insert it into Sat (ϕ) (by setting the appropriate bit to true) instead of S new and its predecessors will already be inspected in the current iteration. Results for the simple and the optimised implementation of this algorithm are given in Section 6.
For model checking formula of the form ϕ = A [ϕ 1 U ϕ 2 ], we can proceed similarly as before by constructing a sequence Sat 0 (ϕ) ⊆ Sat 1 (ϕ) ⊆ Sat 2 (ϕ) ⊆ · · · , until two successive elements of this sequence are the same. Notice that it does not suffice to consider only the states newly generated during the last iteration; we have to reconsider each state again in each iteration. Furthermore, we have to make sure that in steps 3-6 of the (E [ϕ 1 U ϕ 2 ]) algorithm only those states are added from which all successor states lead to states that are already known to satisfy the property. For the pseudo-code of this, see Algorithm 6.
Algorithm 6 (Backward computation of
then Sat (ϕ) ← Sat (ϕ) ∪ {s }; 7.
od; 9. return Sat (ϕ);
The check for equality of the sets Sat (ϕ) and Sat (ϕ) in step 1 does not need to be done element-wisely. We can just look at the number of elements to check whether Sat (ϕ) grew during the last iteration. Before checking that all successors of s satisfy ϕ, which is an expensive test, we certify that s is not already in Sat (ϕ) and satisfies ϕ 1 . One can see the reason why we have to reconsider states in step 5. Whenever we have new elements in Sat (ϕ) the result of this test may change.
Distributed Implementation
Introduction
In the distributed version of the state space generation, as described in detail in [12] , every state is allocated to a particular processor, using a hashing procedure; this hashing function is denoted A : S → {1, · · · , N oP } ("A" for allocation) and provides, for every state s, a unique processor allocation (assuming there are N oP processors). By this we store the state space as a partition: S = ∪ N oP i=1 S i . By choosing a hashing function which allocates the states equally among the partitions S i we simultaneously distribute the work to be done evenly. The hashing functions we use, typically yield partitions where the difference between the smallest and the largest partition is below 5%. Allocation functions yielding more uniform partition sizes are known but lead to more cross arcs, i. e., situations in which the successor s = Succ (s) of a certain state s does not belong to the same partition as s (A(s ) = A(s)). Larger number of cross arcs obviously require more communication both during state space generation and during model checking. In the chosen examples (see Section 6) the fraction of cross arcs was below 30%. The attained speedups (see Section 6.3) demonstrate that no further load balancing strategies are necessary. For more details on state space partitioning see [4, 12] .
With respect to the size of the hash table, the conditions for the serial case now hold for each individual processor. Within each processor, a hashing table is used to store the assigned states (and all other required information) as in the sequential case.
Whenever we send states from one processor to another we use buffers. Every processor has an output-buffer (sized between 2 and 4 KB) for each other processor. A buffer is flushed, i.e., all the states it stores are sent to the receiving processor, if it is either full or a certain timeout value (typically 0.5-2.0s) has been reached. All calls to receive-functions from MPI are implemented in a non-blocking fashion. In doing so, we eliminate the possibility of deadlocks.
Model Checking First-Order Logic Expressions
Model checking simple expressions and first-order logical expressions does not comprise any problem in the distributed implementation, since no communication is required at all for this purpose. All processors just work on their partitions of the state space as in the serial case.
Model Checking ϕ = EX ϕ 1
For the next-operator we require a single pass over the complete state space, where we use the backward procedure. All N oP processors can, in principle, work in parallel here.
However, we cannot compute the set Pred (s ) locally, since a predecessor of s need not have the same processor index as s . Again, we have to compute the set PosPred (s ) which might include non-existent states. We can locally shrink this set by removing local states which do not exist, as well as states whose nonexistence can be seen from invariants or known minimum/maximum number of tokens in a certain place. The remaining elements s ∈ PosPred (s ) that cannot be handled locally are sent to the processor A(s) that is responsible for them. If processor A(s) receives a state s, it checks whether this state exists, that is, if there is an entry for s in the local hash table of processor A(s), the bit corresponding to the node "ϕ = EX ϕ 1 " should be set.
There is no need for processor A(s) to reply to processor A(s ) in this case. Hence, the N oP processors have to consider their local sets of states corresponding to their part of Sat (ϕ), as well as the requests they receive from other processors. As soon as all processors have processed their local sets Sat (ϕ) and their input queues with requests are empty, the procedure ends.
Model checking
In evaluating exist-until-formula, all processors again operate on their own part of the state space. When determining predecessor states, the same can happen as for next-formula: a computed predecessor s ∈ Pred (s) must not necessarily be handled by the current processor, moreover, if A(s) = A(s ), processor A(s) can not even decide whether the computed state does exist or not. Therefore, it sends state s to A(s ) which then decides on existence. If the state does not exist at all, nothing needs to be done any further. If it does exist, it should be checked whether this state is a member of Sat (ϕ 1 ); if so, it should be added to the set Sat (ϕ).
In order to avoid useless communications, if a processor receiving potential states from a sending processor finds out that the received state does not exist, it could inform the sending processor of this fact. If that particular state than re-occurs in the rest of the model checking procedure, it could be filtered out locally. Note that this, however, does cost memory and only pays off when a potential state appears at least twice in a given processor. Furthermore, it requires additional memory and communication. Since we expect this overhead to be larger than the savings we do not consider this further.
An alternative solution to check whether a certain state exists, would be the additional storage of the complete state space using some implicit representation of it, on each processor. This would lead to the situation, that each processor can locally decide on the existence of every potential state. BDD and MDD representations both meet the requirement of having very low memory requirements to store the complete state space and admit fast checks whether a state exists. We will investigate this approach in the near future.
A processor thus iterates over the set Sat (ϕ) until this set does not change anymore. Note that changes for Sat (ϕ 1 ) can originate from the processor itself, as well as from other processors. If for all processors the incoming queues are empty and the locally generated predecessors have been accounted for, the procedure ends. We use a ring check to establish distributed termination detection.
Various implementation steps regarding looking for states in Sat (ϕ) are the same as for the next-operator.
The distributed for-all-until check is also based on the serial version. In principle, we use Algorithm 6, in which every processor operates on its own partition S i of the state space and has its own local sets Sat i (ϕ), Sat i (ϕ), Sat i (ϕ 1 ), and Sat i (ϕ 2 ), as illustrated in Algorithm 7. The check for termination is done by a ring check in line 1. The main changes for the distributed algorithm are located in lines 4-14, replacing lines 4-6 of the serial algorithm.
As noted before we cannot compute the predecessors of a state locally, so we have to iterate (line 4) over the possible predecessors of state s (with A(s ) = i). If the predecessor is a local state, i.e., A(s ) = i, we check whether we do not already know it and whether it satisfies ϕ 1 (line 6). If all these tests hold true we have to check whether all successors of s belong to Sat (ϕ). We do this in two steps, first of all we check whether all local successors belong to Sat i (ϕ) (line 7) and only if this is true we check whether there are any remote successors (line 8). If there are no remote successors we can add s to Sat i (ϕ) (line 9), else we do a distributed successor check (line 11) which we describe below. Note that we do this distributed check only after we tested everything that we can inspect locally. In case s is not a local state we cannot even check whether this state exists so we send it to the corresponding processor (line 13) with the message identifier msg checkAU.
Each processor periodically checks for received messages. States received with the message identifier msg checkAU are handled by the Recv msg checkAU
if remote Succ (s ) = ∅ then 9.
Sat i (ϕ) ← Sat i (ϕ) ∪ {s }; 10. else 11.
Distr Succ Check (s ); 12. else /* s is not a local state */ 13.
send(A(s ), s , msg checkAU); 14.
od; 15.
fi; od; 16.
od; 17. return Sat i (ϕ); procedure given in Algorithm 8. This is essentially the same as the handling of local states but we have to check whether the received state exists (line 2) instead of checking whether it is a local state.
Algorithm 8 (Handle received states -Recv msg checkAU())
1. for all s ∈"received states" 2. if s ∈ S i then /* does this state exist? */ 3.
if
else Distr Succ Check (s );
So far, the distributed algorithm to check ϕ = A [ϕ 1 U ϕ 2 ] is not more complicated than the algorithm for ϕ = E [ϕ 1 U ϕ 2 ] but we have not considered the distributed successor check yet. For this we cannot just send states (messages) and forget about them. To implement the distributed check, processor i asks each processor j responsible for some successors the question whether all these successors are elements of Sat j (ϕ). Processor j has to answer this question in each case (true or false). When processor i receives a true answer it can remove the corresponding question from the local list of unanswered questions. When removing the last open question of a specific state we know that we received only trues and by this, that we can add s to Sat i (ϕ). If we receive a false, all questions regarding the original state s can be removed from the list. If an answer corresponding to a state for which no questions exists is received, we can just drop it as processor i received a false answer before.
Experimental Results
Hardware and Test Model
We ran our experiments on the cluster in the Computer Science Department at the RWTH Aachen, consisting of 26 dual Pentium III (500MHz) Linux workstations, each equipped with 512MB main memory and 40GB local disk space connected via switched fast ethernet (100Mbps). As a case study, we chose a Petri net model of a kanban system taken from [7] . The graphical representation of this model is shown in Figure 1 . This model is parameterised with the number of tokens N in each of the four subsystems in the initial marking (in the places P kanban i for, i = 1, . . . , 4). This model exists in two variants, one with timed and one with immediate synchronising transitions (t sync 1 and t sync 2 ). We used the variant with timed synchronisation. Table 1 shows the number of states and arcs (transitions at CTMC level) for given N . The hash tables used to store the state spaces were sized 20% larger than the size of the state space (N |S| = 1.2 · |S|). This is possible as we know the number of states from the state space generation step; if we do not know the number of states in advance, we allocate a hash table as large as our main memory allows. Note that the cases N = 8, 9 cannot be handled serially on a single node. 
Serial Algorithms
In this section we present some preliminary results from our prototype implementation. In column four we list the execution time (wall clock time, in the format hours:min:sec.s) required for the state space generation. We show this time as a reference; it includes the time for writing the state space and the reachability graph to disk. The time required to read the state space from disk and to insert it into the hash table is shown in column five. The memory required by our model checker is shown in column six. This includes the memory for the hash table, internally required bit-vectors and 13 bits for atomic propositions or sub-formula evaluated during execution. Column seven shows the required time to evaluate four atomic propositions of the form #P i > 1. One should note that this is an expensive operation due to the fact that our implementation uses string compares to access a certain place. The last column shows the time it takes to evaluate a simple logical formula, in this case we construct the set of markings for which ϕ 1 ∧ ϕ 2 holds, where ϕ 1 and ϕ 2 are atomic propositions.
To benchmark the algorithms for temporal operators we did the following tests on this model: Backward EX test -B-EX: In this test we did a backward state space generation using the EX operator implemented using the predecessor function. Given the formula Sat s 0 which is only true in the initial marking s 0 and the formula Sat S which is true for every state in the state space S we used the following algorithm:
2. while (Sat (ϕ) = S)
3.
do Sat (ϕ) ← EX Sat (ϕ); This means we do a fix-point iteration over: Pred(. . . Pred(Pred({s 0 })) . . .).
In the end this gives us the complete state space.
Forward EX test -F-EX: This is the same test as "B-EX", however, with the EX operator implemented using the successor function.
Simple EU test -S-EU: This test again does a backward state space generation by asking the question from which states the initial marking can be reached; in CTL: ϕ = E[true U Sat s0 ]. We used the simple version of the algorithm presented in Section 4.5. Note that this tests the worst-case scenario for an E [. U .] formula, as we start with a set containing only one element and end up with the complete state space.
Optimised EU test -O-EU: This is the same test as "O-EU". however, using the optimised variant of the EU algorithm mentioned in Section 4.5. We list the result from these tests in Table 2 . All model checking tests include the time required to read the state space and insert it into the hash table (see Table 1 , column 5). We also list the number of iterations required to reach the fix-point. Notice the improvement due to the optimisation in the EU algorithm. We did not run the F-EX test for N = 7 due to time restrictions. Using a workstation equipped with 2GB memory and two 1GHz Pentium III processors we were also able to generate the state space (in 1:26 hours) and to do our model checking (the optimised EU test ran for 1:08 hours) tests for the case N = 8 (almost 134 million states).
Distributed Algorithms
For brevity we skip the results for the basic logical operators and atomic proposition evaluation as these can trivially be parallelised and the resulting speedups are only dependent on the symmetry of the state space partitioning achieved by the allocation function A. The results given for 2 to 26 processors always use one processor per cluster node, whereas the results for 52 processors use two processors per node. The timings given for one processor are taken from the serial algorithms. Figure 2(a) shows the wall-clock times for generating the state space and running the simple and optimised EU tests for the kanban model with N = 5. This is the smallest case where timings give any reasonable results. As one sees, even for small models nice speedups can be achieved; we achieve an absolute speedup of around 10 using 12-14 processors for all tests as one can see in Figure 2 (b). The speedup for 52 processors is limited by the initialisation time which causes a significant overhead compared to execution times of around 5-7 seconds. We also ran selected "backward EX tests"; the achieved speedups are comparable. Figure 3 and 4 show the achieved (absolute) speedups and the absolute efficiencies for the kanban model with N = 6, 7 which are indeed noticeable better than for N = 5. From this figure it can be seen that the obtained degree of parallelism is not as high as for our state space generator. This might be due to the fact that we did not yet tune the model checking algorithm, whereas we did so for the state space generation.
For the distributed case the number of iterations to reach a fix-point is the same as for the serial case for the EX tests. For the EU tests the number of iterations differs between the processors -it is not even the same for different executions of the program, as it depends on the send/receive timing. For N = 8, one can compare the results from our fast single workstation (Pentium III, 1GHz, 2GB RAM) with the result from the cluster using 2×26 processors (Pentium III, 500MHz, 512MB RAM per 2 processors). The O-EU test that required 1:08 hours serially could be run in 3:51 minutes using the cluster. This corresponds to a "speedup" (note the slower processors) of 17.6.
As a large test case we ran the O-EU test for the kanban system with N = 9 (yielding almost 384 million states). It took only 15:54 minutes using all 52 processors. The time required to generate this model was only 15:09 minutes.
In conclusion, we can state that the distributed algorithms are very efficient, as witnessed by the attained speedups. The induced communication overhead does not severely limit the speedups.
Concluding Remarks
In this paper we have presented algorithms for model checking CTL over systems specified as Petri nets. We have presented efficient sequential as well as distributed model checking algorithms. The algorithms rely on an explicit representation of the system state space, but the transition relation is recomputed whenever required. This approach allows us to model check very large systems, with hundreds of millions of states, in a fast and efficient way. The distributed algorithms show efficiencies in the range of 80 to 100%; hence, really large systems can be model checked efficiently on a cluster of workstations. As far as we are aware, there are no other distributed CTL model checkers, hence, we cannot compare our approach with others. A comparison of our sequential algorithms, e.g., with PRISM [17] , is planned for the near future.
The experimental results we reported have been achieved with a prototype implementation based on our distributed state space generator PARSECS. For the near future we plan to optimise the implementation. We also will consider distributed model checking algorithms for Petri net models including stochastic timing and rewards.
