Abstract. A novel approach to the problem of locating and recognizing anatomical structures of interest in ultrasound (US) video is proposed. While addressing this challenge may be beneficial to US examinations in general, it is particularly useful in situations where portable US probes are used by less experienced personnel. The proposed solution is based on the hypothesis that, rather than their appearance in a single image, anatomical structures are most distinctively characterized by the variation of their appearance as the transducer moves. By drawing on recent advances in the non-linear modeling of video appearance and motion, using an extension of dynamic textures, successful location and recognition is demonstrated on two phantoms. We further analyze computational demands and preliminarily explore insensitivity to anatomic variations.
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Motivation
Many developing countries, as well as rural areas of developed nations, do not have immediate access to expensive medical imaging equipment such as MR or CT. As highlighted in a recent study [8] , ultrasound (US) imaging is particularly well-suited for those underserved areas, since it is low-cost, versatile and non-invasive. Additionally, medical care in emergency vehicles and military field operations may benefit from US when performing first care. However, as emphasized in [8] , training is needed for personnel to unfold the full potential of US imaging; yet this training requirement can be problematic in rural and emergency situations due to cost and circumstance. In addition to US interpretation, high US acquisition quality is essential but often difficult to achieve.
A cost-effective and practical solution to the training challenge is to embed expertise into the US system and/or a connected mobile device. This has led other groups to attempt to embed computer-aided diagnosis (CAD) systems into imaging devices. We instead seek to help an inexperienced operator acquire clinically significant images that can then be transferred to a central location for reading by experts. This approach should be easier to achieve and more broadly useful than an embedded CAD system. The technical challenge reduces to developing algorithms for recognizing key anatomic structures as the US videos are acquired. Based on those localizations, the system can then convey to the operator how to acquire additional images, relative to those key locations, for transmission to expert readers, or can indicate when US video must be reacquired to meet quality requirements. Apart from being helpful to novice users, we argue that automated recognition of anatomical structures might also be beneficial to experienced physicians, since it could help to minimize the risk of misidentifications.
The objective of this work is to promote a new pathway for locating anatomical structures when moving an US transducer. The key idea is to avoid image-toimage comparisons using an atlas but rather to exploit the full spatio-temporal information of the US video sequences. It is argued that the appearance changes of anatomical structures, due to probe motion, are particularly distinctive for their localization. Technically, we draw on recent advances in video modeling in computer vision. The varying appearance of an anatomical structure is represented by a generative video model, known as the kernel dynamic texture [2] . Similarity between video sequences is then defined as similarity in the parameter space of this model. Since we propose storing a database of key-location US sequences on portable devices and performing real-time analysis of US videos as they are acquired, generative models are particularly useful. In our case, we only need to augment the database by the KDT model parameters (which have a small memory footprint) and distances can be very efficiently computed.
While classification of US images has been previously studied (e.g., [7] ), to the best of our knowledge, this is the first work to tackle localization on the basis of dynamic US sequence information. This paper presents 1) our application of the kernel dynamic texture algorithm, 2) a preliminary study on sensitivity and specificity using phantoms (admittedly for a limited range of the relevant problem space) and 3) a study on robustness towards simulated anatomic variations between the modeled structures to be localized and the actual observations.
Recognition with Kernel Dynamic Textures
We selected dynamic texture (DT) [5] models as an appropriate class of generative models for capturing video appearance changes. DT models arose from computer vision and were selected for US modeling because of the prominent role texture plays in US images, e.g., compared to edges or intensity. In particular, we exploited a recent non-linear extension of the DT family, denoted the kernel dynamic texture (KDT) [2] , to capture non-linear appearance changes that will occur as structures move into and out of the ultrasound imaging plane.
Consider a US sequence S as an ordered sequence of T video frames, i.e., S = (y 0 , . . . , y T −1 ), where y t ∈ R d is the frame observed at time t. Under the DT framework of [5] , these observations are modeled as samples of a linear dynamical system (LDS). At time t, a vector of state coefficients x t ∈ R T is first sampled from a first-order Gauss-Markov process, and the state coefficients are then linearly combined into the observed video frame y t , according to
where A ∈ R T ×T is the state-transition matrix and C ∈ R d×T is the generative matrix that governs how the state determines the observation. Further, w t and v t denote state and observation noise with w t ∼ N (0, I) and v t ∼ N (0, R), respectively. Assuming that the observations are centered 4 and following the system identification strategy of [5] , C is estimated by computing an SVD decomposition of the data matrix
is estimated as X = ΣV and A can be computed using least-squares as
† , where † denotes the pseudoinverse. When restricting the DT model to N states, C is restricted to the N eigenvectors corresponding to the N largest eigenvalues. The rest follows accordingly. Due to space limitations, refer to [5] for details on noise parameter estimation. In the non-linear DT extension of [2] , the generative matrix C is replaced by a non-linear observation function C :
while keeping the state evolvement linear. The corresponding dynamical system is denoted a kernel dynamic texture (KDT), shown in Fig. 1(b) . The non-linearity of C requires a different, although conceptually equivalent, set of parameter estimates. The idea is to use kernel PCA (KPCA) to learn the inverse mapping D : R d → R T from observation to state space, in which case the KPCA coefficients then represent the state variables. 5 We note that the KDTs are not necessarily restricted to work with intensity observation matrices; they will work with any kind of feature for which we can define a suitable kernel, c.f. [3] .
Additionally, we have chosen to adopt the distance measure from [2] for measuring similarity of two video sequences, S a and S b . This approach was chosen for its speed. It is based on an adaption of the Martin distance [6] among the corresponding DTs D a = (A a , C a ) and D b = (A b , C b ) with N states each. The (squared) Martin distance, given by [6, 4] 
is based on the subspace angles φ i among the infinite observability matrices O a and
In fact, the cos(φ i ) 4 Centering is straightforward by subtracting the column-wise means of Y . 5 See supp. material to [2] for centering in the feature space induced by the kernel.
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Top view Slice view Fig. 2 . Illustration of the noodle phantom, made of gelatine and Soba noodles (left three images) and an abdominal CIRS phantom mounted in a water tank (right).
correspond to the N largest eigenvalues λ i of the generalized eigenvalue problem
subject to x O aa x = 1 and y O bb y = 1. For DTs, computation of O ab is straightforward, since the terms C a C b can be evaluated. For KDTs, it can be shown that computation of C a C b (which are no longer available) boils down to computing the inner products between the principle components of kernel matrix K ). In the remainder of the paper, we use (4)-(6) for measuring similarity between US sequences and a standard RBF kernel for all kernel computations.
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For localization, we follow a sliding-window strategy, measuring how well a key sequence matches a subsequence from a long path (i.e., the search sequence P n ) of acquisitions. That is, given Q frames in a key sequence, we move a slidingwindow W i of Q frames along a path by p frame increments. For each W i , we estimate the KDT parameters and compute the Martin distance to the KDT of the key sequence. A key sequence is indicated in a search sequence when the distance is minimal. At this time these minimums are illustrative. As more data and specific applications evolve, statistical likelihood methods will be used.
Experimental Protocol
For the studies in this paper, we use two different kinds of phantoms: 1) a homemade noodle phantom made of gelatine with embedded Soba noodles and 2) a triple modality 3D abdominal phantom (CIRS Model 057) mounted in a water tank, see Fig. 2 . The noodle phantom is particularly useful, since the 6 For KPCA, kernel width is set as σ 2 = mediani,j y i − y j 2 ; to compute Gij, it can be shown [2] that y a i and y b j need to be scaled by σa and σ b first.
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noodles are self-similar at a small scale, have ambiguous patterns of bends at medium scales, and at large scales and in US sequences present a rich set of structures that are difficult to casually distinguish. For imaging we use the Telemed LogicScan 128 INT-1Z kit. US frequency is set to 5Mhz. Penetration depth is 90mm on the noodle phantom and 150mm on the abdominal phantom. Speckle reduction is enabled in the US acquisition software. All images were acquired freehand, without tracking. We learn N = 5 state KDTs and clip each sequence to a central 300 × 300 (noodle phantom), or 200 × 200 (abdominal phantom) pixel window. Using more states did not lead to any improvements in the presented results.
Localization of structures within US sequences
The first experiment tested whether it is possible to localize key structures in the noodle phantom. Two different sets of acquisitions were made. The first set was composed of short (40 frames) US key sequences S n , captured by moving the US transducer over three different key structures to be localized, see Fig. 3 . Key structures were chosen ad hoc by the probe operator. We then estimated KDT models for each of the three key structures using this first set of data. The second set was composed of longer US search sequences P n , acquired along multiple paths on the noodle phantom; these simulated searches for the key structures, see Fig. 4 . On both sets, we tried to minimize probe tilt and rotation, but rotation and titling was inevitable. Note also that the acquisition direction of the key sequences matched the acquisition direction of the search sequences.
To evaluate sensitivity, we performed the localization using key sequences applied to search sequences that also covered the corresponding key structures. Distance plots are shown on the left-hand side of Fig. 5 . To evaluate specificity, we repeated this experiment along multiple search paths that did not cover any of the key structures. Distance plots are on the right-hand side of Fig. 5 .
To evaluate the robustness against shifts of the ultrasound imaging plane (e.g., partial inclusion of a key structure), we performed ten runs with random displacements δ x , δ y of the clipping window in x and y direction with δ x , δ y ∈ {−5, . . . , 5} pixel. Fig. 5 shows the Martin distance averaged over all clipping window positions for each sliding window index along three search paths (left). The enclosing light-blue hull illustrates the standard deviation.
Based on the above three experiments we make the following observations: 1) key structures exist at global minima in the Martin distance metric of a search sequence, when key structures are encountered; 2) Martin distance decreases as the sliding window moves towards a key structure and increases as it leaves the key structure; 3) if a key structure is not encountered by a search, then there is not a distinctive minimum in the distance measurements.
Localizing a hepatic vessel on an abdominal phantom
Our second experiment is more challenging in the sense that we try to locate a more subtle structure, namely a specific section of a hepatic vessel in an abdominal phantom. The experimental protocol is similar to the previous experiment; however, US transducer tilting (also known as angulation [1] ) (see Fig. 4 ) is used instead of translation along a path. We attempt to localize the hepatic vessel key structure within a single search sequence. The key sequence acquisition spans ≈ 40
• around the angle where the vessel is visible. The search sequence covers ≈ 140
• around the vessel. Again, all acquisitions were performed freehand, and the ultrasound probe was repositioned on the phantom between each acquisition. Fig. 6 shows the Martin distances for localization and for localization using shifted clipping windows.
This experiment highlights two things. First, we can again localize the key sequence within the longer search sequence, even though the span of the minimal Martin distances that correspond to the true location of the vessel is less prominent and less persistent than in the previous experiment. Second, variation in the distance measurements is much higher for small vessels than for the more distinct, larger structures form the noodle phantom.
Localization in the presence of simulated anatomical variation
Our third experiment focused on the insensitivity of the distance metric and the localization method to anatomic variations. Specifically, we simulate anatomic variation by (non-linear) spatial distortion of the search sequences. We admit that this does not cover the range of variation among individuals, but it does begin to give an impression of robustness. Fig. 7 shows the distance measurements when the key structure is encountered within the search sequence. The distortions are illustrated on a checkerboard pattern. Note that the underwater distortion is changing over time. 7 As shown, the distortions do not have a negative impact on the localization, however, we observe less distinctive minima.
Discussion and future work
We conclude that the KDT framework + Martin distance is an effective combination in localizing short US sequences of key structures. Further, computational requirements are modest, even for our un-optimized (MATLAB) code and use of intensity features. For example, given a key sequence consisting of 40 frames, computing the KDT model and distance metric per sliding window requires ≈ 0.1 seconds on an Intel Core i7 1.7Ghz CPU with 8GB of RAM. It is also worth noting that we can perfectly recognize the short US key sequences using a simple nearest-neighbor classifier and the Martin distance as a metric. For future work we note that using intensity information as our observations space has its limitations. Due to the generic nature of the KDT approach and KPCA-based system identification, we could easily integrate more specifically tailored US features as long as we can define a suitable kernel. Sliding window position Sliding window position Fig. 7 . Distortion experiments on the search sequence for two different types of (nonlinear) spatial distortion (illustrated on the checkerboard pattern).
