There seems to be increasing interest in the electron density distribution in molecules and crystals. In particular, the effect of polarization due to internal fields in condensed matter is studied. X-ray diffraction data can contribute to the knowledge required. As the effects of polarization on diffraction intensities are small, it is important to know where in reciprocal space these effects are expected to occur and to what extent experiment can settle theoretical disputes. In the present work the deformation density in the water molecule was calculated using the Hartree-Fock and the Density Functional method, with various basis sets. Each of the resulting distributions was Fourier transformed and temperature factors corresponding to 100 K and 300 K were applied. In particular, the imaginary component of the structure factors contains much information. With respect to the dimer, a hypothetical centrosymmetric crystal was constructed and the Fourier components of the electron density distribution calculated. Fourier summations of shells in reciprocal space were made to identify the regions in reciprocal space that contain the information required.
Introduction
The present boom in simulating structures and processes in chemistry by using computers has given rise to new interest in the charge density distribution in molecules. It is this charge density distribution that underlies the electrostatic interaction which plays such an essential role in studies as varied as protein chemistry and catalysis by zeolites.
It is clear that even in molecules that retain their individuality the close presence of other molecules may change the electron density distribution (EDD). Dinur and Hagler [l] distinguish two types of interaction effects on the charge distribution in molecules.
First, the polarization which is the response of the molecular electron density distribution, usually at rigid geometry, to an external field. Second, the charge flux due to the changing geometry, which is a property of the flexible, isolated molecule. In the present study we focused on the polarization effect which can contribute at least to the interaction energy of a typical biomolecule [2] . New force fields have been developed which incorporate polarization [3-61. In fact much of the differences between the outcome of early simulation studies on water and ionic solutions and the experimental values are due to neglecting taking into account these interaction effects. It is not surprising that the polarization effect plays a large role in hydrogen bonding.
The small radius of hydrogen allows close approach of neighbouring molecules to the positively charged hydrogen atom. The presence of mutual polarization was made clear by Hermansson in a study of the interaction of clusters of water molecules [7] . That study showed that, due to polarization, for three-particle and higher forms of interaction the energy of interaction cannot be written in two-particle terms.
X-ray diffraction elucidates the electron density distribution in crystals. High resolution studies, supported by neutron diffraction to establish the nuclear positions and thermal motion, allow the determination of the deformation densitythe change in the electron density distribution due to covalent bonding between the constituent atoms. A number of studies [8, 9] have shown that in the presence of strong internal fields, such as those due to ions, polarization of the molecular EDD can be observed. Krijn et al. [lo] showed with a combined X-ray and density functional study on oxalic dihydrate that quantitative agreement between theory and experiment is possible only when the effects of covalent bonding and hydrogen bonding are taken into account.
Unfortunately, the process by which the EDD is derived from X-ray diffraction intensities is not without problems. Straightforward
Fourier transformation of the structure factors will yield a distribution in which the accumulated errors obscure the information.
Using the fact that the number of observed intensities far exceeds the number of parameters in a model with enough flexibility to describe the EDD, a least-squares procedure is called for. A recent model study by Bruning [l I] , however, showed that the outcome of a structure refinement differed from the input: high-order reflections tend to dominate and deform the information carried by the low-order reflections. Consequently, in elucidating small effects it is important to have accurate reflections in that region of reciprocal space where the effect is best represented. The present paper sets out to identify those regions.
This study concerns Fourier transformation of the EDD of the water molecule and of the water dimer:
The integration extends over the volume in which the EDD of the molecule or the dimer has observable values.
In the case of water, the study focuses on the effect of covalent bonding. It shows the contribution of the deformation density to the various regions of reciprocal space, allowing an estimate to be made of the sensitivity of X-ray diffraction to covalent bonding. The effect of interaction between two water molecules in the EDD of the dimer is much smaller than the effect of covalent bonding. The complexity of the interaction density, defined as the difference between the EDD of the water dimer and the sum of the EDDs of the isolated water molecules, makes it less useful to study the Fourier transform of this density. To localize the regions of reciprocal space that contribute most to the interaction density, use is made of a windowing technique.
Computational methods

Quantum-chemical methods jbr calculating the electron density
In computing the molecular EDD we employed the Hartree-Fock method as coded in GAMES [12] . The basis sets used were (3) 
Fourier transformation of the EDD
In our calculations, the system, water molecule or dimer, was placed in a unit cell with basis vectors ai, a2 and a3 and reproduced into an infinite crystal. The EDD of the crystal is given by the Fourier sum:
in which K satisfies K = 27rHhk[ = 2r(ha; + ka; + la;), h, k and 1 are integers, and a;, a; and a; are reciprocal lattice vectors. With r = xal + ya2 + za3 the Fourier transformation of the EDD becomes:
x exp[2+(hx + ky + lz)] dx dy dz (5) In crystallographic studies the magnitude of H is often expressed in terms of the diffraction angle 0. Each lattice vector Hhkl corresponds to a set of planes with Miller indices hkl and spaced at dhkl = 1 /]Hhkll. Bragg's law then leads to:
The Fourier transformation is calculated for a discrete set of h, k, 1 values. The real and imaginary parts, A(hkl) and B(hkl), respectively, are both shown in contour diagrams. A complicating factor is the thermal motion of the nuclei. As the motion is relatively slow, the Born-Oppenheimer approximation holds, and at each moment the EDD can be assumed to be in equilibrium with the nuclear configuration at that time. Several model calculations have shown that the electron cloud near a nucleus follows that nucleus without much deformation. This is the physical basis of the method that is current in X-ray diffraction, in which the EDD of a unit cell is partitioned into atomic EDDs. These atomic clouds are convoluted with the nuclear thermal distribution function T(r):
Many programs exist to describe the EDD of the unit cell in terms of atom-centred functions [17-201. These functions consist of many compact and diffuse functions in addition to the free atom density. The diffuse functions extend well into the regions of neighbouring atoms. Consequently it is not correct to assign the thermal motion of the nucleus on which the diffuse function is centred to the density described by the function. We therefore followed the method developed by Bruning and Feil [21] . The first step is to partition the EDD of the system under consideration (the water molecule or water dimer) into the EDDs of atomic fragments. A theoretically attractive method for doing this is given in Refs. 22 and 23. The method, however, yields sharply bounded atoms, which are not very well suited for Fourier transformation. The stockholder method, suggested by Hirshfeld [24] , results in atoms with fuzzy boundaries, striking a good balance between desired localization and smooth decline. Application of the method requires the EDD of the promolecule, the sum of the EDDs of free spherical atoms, positioned at the nuclear sites: pPM(r) = c pi(r -Rj) (8) in which RI is the position of nucleusj. The atomic fragment pi(r) is defined by:
with corresponding expressions for the deformation density distribution Ap(r). The EDD of the atomic fragment is now written as the sum of the free atom EDD and the atomic deformation density distribution:
When this charge distribution is integrated and the nuclear charge is added, we obtain the stockholder charge. The Fourier transform of the free atom density is tabulated [25] . The result ishO( The deformation density of the fragment is expanded:
x exp(w.,r)
in which L!,(r) are associated Laguerre polynomials and S,,(~,C$) are real spherical harmonics. For our purpose the series can be truncated at n = 8 and 1 = 4. The oI, j are chosen so as to minimize the effect of the series truncation. As the functions are orthogonal the coefficients can be found by multiplying Api by one of the functions, followed by (numerical) integration.
Each term of the series can be Fourier transformed analytically.
Adding the transforms of the terms of Eq. (11) yields Ah(K). The Fourier transform of the fragment is now given by:
To describe the nuclear motion we assume that the nuclei behave as coupled harmonic oscillators. The time-averaged density function of a particular nucleus is then given by a three-dimensional Gaussian distributions and the time-averaged density distribution of the electrons of the atom is the convolution of the static electron density of the atomic fragment with the Gaussian nuclear distribution. The fragments resulting from the stockholder method described above are sufficiently localized to satisfy the principle of "rigid following".
The Fourier transform of the ,jth vibrating atomic fragment is now given by the product of the atomic scattering factor fi(K) and the transform of the Gaussian nuclear distribution. In the present treatment we assume isotropically vibrating atoms, in which case the Fourier transform becomes:
where (u') is the mean-square displacement in any direction.
Windowing technique
As stated in the Introduction, in the case of the water dimer the system is too complex to allow interpretation of the Fourier transform. To explore the reciprocal space with respect to the regions where the features of the interaction density are positioned, we make use of a filter technique. In principle, the reciprocal space is partitioned into shells and the Fourier transform of each shell is calculated. As shells with sharp boundaries will give rise to diffraction ripples when transformed, the desired result is obtained by multiplication of the structure factors The half-width of this Gaussian curve is 0.115 A-'. As {o is increased from 0.1 to 1.1 A-' in steps of 0.2 A-', the shells are seen to overlap. As a result of the multiplication we get as many sets of structure factors {F(K; so)} as values so, i.e. six sets. Each set is Fourier transformed back to real space, yielding p(r; so). The filter technique was applied to the EDDs calculated with the 3-21G and TZDF basis sets.
Calculations and results
The oriented water molecule
The geometry of the water molecule is given in 0 Fig. 1 . The geometry of the water molecule. roH = 0.9572A; 0 = 104.52". Fig. 1 . The Hartree-Fock calculations were carried out with the STO-3G, 3-21G, 4-31G and 6-31G** basis sets, while for the HFS calculations DZ, TZD and TZDF basis sets of STOs were employed. The TZDF basis set is given in Table 1 . The resulting dipole moments are reported in Table 2 , together with the Mulliken and stockholder charges on the oxygen atom. The deformation density (Ap(r)) differs considerably for the different basis sets, as shown in Fig. 2 for a few selected basis sets.
We now place the molecule in a unit cell with dimensions a=b=c=lO/i and rJY=p= y = 90". With these cell dimensions the reciprocal Table 3  Table 4 lattice vector! Ho 2o o and HoozO correspond to sin e/x = 1.0 A-'. The fractional coordinates are given in Table 3 . The molecules are so far apart that no overlap of charge density occurs. The isotropic temperature factors are given in Table 4 . They correspond to the temperatures 0, 100 and 300K [26] . The non-physical temperature OK represents the static case, where no thermal smearing is applied. The effect of thermal motion on the Fourier transform is given for the results obtained with the 6-31G** basis set in Fig. 3 . The real and imaginary parts of the Fourier transforms of the various EDDs, as calculated with a number of selected basis sets, are given in 
The interaction density in the water dimer
A water dimer was constructed with the geometry shown in Fig. 5 . Krijn et al. [27] showed that the interaction density strongly depends on the O-O distance.
As we want to model a strong hydrogen bond, this distance was chosen to be 2.60A. The interaction density was calculated using the 3-21G and TZDF basis sets. The effect of basis-set superposition is shown in Fig. 6 . The interaction densities corrected for the BSSE are shown in Fig. 7 .
The dimers were placed in a unit cell of 8.0 x 8.0 x 4.0A with symmetry P2,m. All atoms of the donor molecule and the oxygen atom of the acceptor molecule were positioned in the mirror plane. The distance between the dimers allows neglect of interaction.
The fractional coordinates are given in Table 5 .
All structural factors were multiplied by a temperature factor corresponding to a temperature of lOOK. By applying the filtering technique described in the previous section, six sets of structural factors were obtained, each of them corresponding to a different shell in reciprocal space. Fourier synthesis of these structural factors resulted in Fig. 8 , where the contribution of each shell to the total interaction density is shown.
Discussion and conclusions
Deform&ion density
The Fourier transform of the deformation density contains the same information as the deformation density distribution itself, but the interpretation is not as straightforward. The temptation to derive from it information on the momentum distribution should be resisted.
A convenient rule in interpreting the features of the deformation density distribution in reciprocal space is that the values along a line through the origin are the Fourier transform of the projection of the deformation density in real space onto that line. The projected density can be divided in a part that is symmetric with respect to the origin, which after transformation can be found in the real or A maps, while the antisymmetric part is represented in the B maps.
A striking feature of the real part of the transform of the deformation density of water, as shown in Fig. 4 , is the positive region around the origin. These positive amplitudes of the long Fourier waves represent the fact that bond formation leads to contraction of the EDD, with slightly negative regions between the molecules. This effect obscures all features in the A maps below (k2 + 1*)"* < 6. The B maps allow observation of differences between the models at a lower scattering angle.
Most features appear at a radius of (k2+ 1712 x 8, corresponding in real space with a distance of 1.2 A and measurable with X-ray diffraction at sin e/x z 0.4A-'. It is seen that thermal motion affects the values, but does not wipe out the considerable differences between results obtained with different basis sets.
The deformation density projected onto a line shows more symmetric or antisymmetric features, depending on the direction of the line. Consequently, the main features of the deformation density map in real space are represented by maxima and minima that differ in position in the A and B maps.
In estimating the sensitivity of X-ray diffraction we assume that the experiments are performed in the region of sin 13/x = 0.5 A-' is 5e. The average structure factor is then approximately given by:
(F)Z = CA* x 102
We conclude that the differences discussed above bond.
Dimer
The limited flexibility of the 3-21G basis set is reflected in a large BSSE as shown in Fig. 6 . The larger TZDF basis set shows virtually no BSSE. This reduction in error can be expected, but is not always confirmed by calculations.
The most pronounced feature in the interaction density distribution, as shown in Fig. 7 , is the sharp peak in the O-H bond. This arises due to the combined action of the exchange repulsion between the lone pair of the acceptor molecule and the hydrogen atom in the hydrogen bond and the polarization of the 0-H bond by the dipole moment of the acceptor molecule. The sharp profile of the peak makes it show up at high diffraction angles. In fact, it contributes considerably to the diffraction intensities in regions of the reciprocal sphere that are known as "high-angle regions" and which are thought to have their origin in scattering by electrons in undeformed core orbitals. Not much scattering occurs in the very low-angle regions, where the intensities may be affected by extinction.
The interaction peak in the O-H bond is very similar in all calculations, in contrast with the depletion region near the hydrogen atom of the donor molecule.
This depletion region is quite noticeable in the 0.2-0.4A-' shell in the 3-21G calculations, but is very weak in the extended TZDF calculations. Feil, Theor. Chim. Acta, 86 (1993) 391.
The polarization of the lone pair orbitals of the acceptor molecules appears in all calculations, but whereas it is quite noticeable in the 0.220.4 A-' region of reciprocal space in all calculations, it vanishes in the next shell in the 3-21G calculation but clearly shows up there in the TZDF calculation. The various features closely agree with the observation of Krijn et al. [lo] on the oxalic aciddihydrate.
This means that they are observable with X-rays. Distinction between results
