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Resumen
El lector habitual de La Gaceta tal vez recuerde, al contemplar al-
gunas de las ima´genes de este art´ıculo –como la Figura 2–, la portada
de esta misma revista, en su nu´mero 2 del an˜o 2013. En efecto, tanto
la imagen de aquella portada como el art´ıculo que el lector tiene entre
sus manos son obra del mismo grupo de investigadores, matema´ticos,
informa´ticos y bio´logos, congregados en torno al proyecto SpineUp, ver
http://spineup.es/. Queremos agradecer a todos ellos la atencio´n que
han tenido al responder, con prontitud y generosidad, a nuestra invitacio´n
para contribuir a esta Columna de Matema´tica Computacional. Estamos
seguros de que el lector disfrutara´ con la atractiva y detallada descripcio´n
del singular proyecto que este grupo esta´ desarrollando en el a´mbito de
las aplicaciones de la topolog´ıa algebraica –ma´s precisamente, del ca´lcu-
lo simbo´lico en el contexto de la topolog´ıa algebraica– al estudio de las
enfermedades neurodegenerativas, como el Alzhe´imer.
Una u´ltima reflexio´n. El trabajo en estos campos a caballo entre dis-
ciplinas muy diversas es, como el lector apreciara´, extraordinariamente
sugerente y reconfortante para el intelecto. Pero nuestra valoracio´n de es-
ta tarea debe ir ma´s alla´ de la admiracio´n intelectual y de la utilizacio´n,
ma´s o menos interesada, como propaganda, de este y de otros, pocos,
ejemplos que conozcamos de grupos matema´ticos cuya investigacio´n se
desarrolla desde la colaboracio´n con equipos de otros a´mbitos cient´ıficos o
tecnolo´gicos. Esperemos que art´ıculos como este contribuyan a la necesa-
ria sensibilizacio´n social para que nuestras autoridades cient´ıficas valoren
adecuadamente las dificultades especiales que conlleva este tipo de trabajo
en colaboracio´n y lo apoyen decididamente.
1. Introduccio´n
El texto que sigue a continuacio´n podr´ıa ser presentado de diferentes formas.
Podr´ıa considerarse una historia de amistad. O ma´s concretamente de amistad
cient´ıfica, o de buen entendimiento cient´ıfico: el que surgio´ al converger en La
Rioja, en el an˜o 2010, el equipo de biolog´ıa sobre Plasticidad Sina´ptica Estructu-
ral (PSE, en el resto del art´ıculo), coordinado por el cuarto autor de este art´ıculo
(Miguel Morales), y el equipo de Programacio´n y Ca´lculo Simbo´lico, coordinado
por el quinto autor (Julio Rubio). Hubo una sinton´ıa inmediata, pese a los di-
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ferentes lenguajes empleados por unos y otros (aspecto que sera´ destacado ma´s
adelante), y una coincidencia en el impulso por investigar en temas nuevos, que
emerg´ıan de dos campos distantes.
Tambie´n podr´ıa ser relatada como una historia de buena suerte, al coincidir
en el tiempo (¡y en el espacio!), la necesidad de encontrar aplicaciones biome´dicas
dentro del proyecto europeo ForMath [1] (dedicado a la formalizacio´n de las
Matema´ticas) y la necesidad en el grupo PSE de realizar experimentos masivos
para facilitar la explotacio´n de ciertos hallazgos que acababan de patentar.
Incluso podr´ıa presentarse como una fa´bula pol´ıtica. Sin embargo, hemos
optado por una introduccio´n ma´s cla´sica, basada en la nocio´n de reduccio´n
cient´ıfica, en la que, por un proceso de especializacio´n, unas disciplinas se apoyan
en otras, hasta obtener unos resultados que atraviesan todas las capas cient´ıficas
recorridas.
As´ı, comenzamos con un problema social, como es el aumento en nues-
tra sociedad de las enfermedades neurodegenerativas (siendo la enfermedad de
Alzhe´imer una de las ma´s extendidas). Este problema social puede ser reducido
a un problema me´dico, que requiere de me´todos de diagno´stico y de mecanismos
farmacolo´gicos de tratamiento. A su vez, el problema me´dico puede ser reduci-
do a un problema biolo´gico, en el que el objeto de estudio ha cambiado, entre
otras posibilidades, a la estructura neuronal del cerebro humano. Hay que dejar
claro que estas reducciones no pueden ser consideradas completas; al igual que
no es realista, ni razonable, considerar que el punto de vista me´dico agota el
tratamiento social de la enfermedad, tampoco lo sera´ independizar unas disci-
plinas de otras en el proceso de reduccio´n cient´ıfica; se trata ma´s bien de enfocar
sobre aspectos concretos del problema global, que permiten obtener respuestas
parciales, que pueden ser ensambladas ma´s adelante de un modo hol´ıstico.
Situa´ndonos en el plano biolo´gico, es conocido que la enfermedad de Alzhe´imer
cursa con un empobrecimiento de las estructuras neuronales. Las neuronas, las
ce´lulas ma´s importantes en el cerebro, tienen una estructura bien definida, con
un nu´cleo (o soma) del que surgen una proyeccio´n longitudinal llamada axo´n y
una serie de ramificaciones, conocidas como dendritas. La comunicacio´n entre
neuronas tiene una sola direccio´n y se establece siempre desde el axo´n de una
neurona hacia las dendritas de la siguiente. Es a lo largo de la estructura de una
dendrita donde encontramos los llamados contactos sina´pticos, es decir los luga-
res f´ısicos en los que se establece la comunicacio´n entre dos neuronas (en algunas
zonas del cerebro, como el hipocampo, una dendrita puede recibir en promedio
1000 contactos de otras tantas neuronas). Un tipo especial de estos contactos
son unas estructuras con forma de champin˜o´n denominadas espinas. Estas es-
tructuras esta´n funcionalmente relacionadas con el proceso de la memoria y el
aprendizaje. Pues bien, en el desarrollo de ciertas enfermedades neurodegene-
rativas, como es el caso del Alzhe´imer, se aprecia que los contactos sina´pticos
disminuyen y las espinas se deterioran.
Por ello, parte de la investigacio´n en Biolog´ıa se centra en encontrar sustan-
cias que potencien la ocurrencia de conexiones sina´pticas y aumenten el nu´mero
de espinas. El grupo PSE patento´ un compuesto que podr´ıa tener ese efecto de
potenciador sina´ptico. La forma de mostrar la calidad de la patente (como paso
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previo a la fase de experimentacio´n cl´ınica) consiste en realizar mu´ltiples experi-
mentos, calibrando co´mo var´ıa la densidad sina´ptica en presencia y en ausencia
del compuesto. Para realizar esas mediciones, los bio´logos toman ima´genes mi-
crosco´picas y en ellas, por medio de una inspeccio´n visual (aunque ayudados por
tecnolog´ıas informa´ticas), analizan la morfolog´ıa de las neuronas (que pueden
ser cientos).
Es en esa fase de la investigacio´n cuando se entra en contacto con los in-
vestigadores del grupo de Programacio´n y Ca´lculo Simbo´lico, producie´ndose la
reduccio´n de un problema biolo´gico a un problema matema´tico: se observa que
el recuento de contactos sina´pticos puede ser interpretado como un problema
homolo´gico (concretamente, de ca´lculo del nu´mero de componentes conexas en
un espacio conveniente construido). Dicha reduccio´n no fue un proceso fa´cil y
lineal, sino ma´s bien fruto de un dia´logo apasionante entre bio´logos y matema´ti-
cos. Intentar hacer compatibles los lenguajes empleados no fue tarea menor.
Una afirmacio´n como “una neurona es simplemente conexa” no aporta mucha
informacio´n a un bio´logo; y, de modo sime´trico, intentar dar sentido a “los anti-
cuerpos monoclonales son marcadores espec´ıficos” no es cuestio´n evidente para
un matema´tico.
Una vez traducido a un problema matema´tico, la reduccio´n a un problema
informa´tico es un proceso mucho mejor comprendido en el a´mbito del Ca´lculo
Cient´ıfico: se trata de implementar algoritmos que reflejen las ideas matema´ti-
cas. Adema´s del conocido reflujo de la informa´tica a las matema´ticas (no solo
las matema´ticas orientan a la informa´tica, sino que tambie´n la implementacio´n
de los algoritmos y su ejecucio´n profundizan en el conocimiento matema´tico,
generando nuevas variantes y problemas, en un conocido c´ırculo virtuoso), en
nuestro caso se tuvo la oportunidad de poder seguir interactuando con los bio´lo-
gos del grupo PSE. Ellos no solo validaron experimentalmente los resultados de
los programas, sino que tambie´n pod´ıan realizar nuevos experimentos para que
las ima´genes obtenidas en el microscopio se adecuasen mejor a las necesidades
de procesamiento de los programas finales (marcando con ma´s claridad ciertas
estructuras en las ima´genes, por ejemplo).
Tras esbozar brevemente al camino que va desde un problema social has-
ta un problema informa´tico, conviene describir en que´ consiste dicho problema
informa´tico. Hablando de un modo general, se puede caracterizar como un pro-
blema de reconocimiento de patrones: en una imagen con ruido, se trata de
reconocer ciertas estructuras (neuronas, dendritas, sinapsis, espinas, etc.). El
intere´s del problema reside en que, a diferencia de otras aplicaciones esta´ndar
de reconocimiento de patrones, no se dispone de un cata´logo de modelos a reco-
nocer (pie´nsese en la diferencia con los OCR, los reconocedores de caracteres).
Una neurona puede ser caracterizada en una imagen, pero no existe un “abe-
cedario” de neuronas esta´ndar contra el que comparar. Lo que se sabe de una
neurona es que tienen un nu´cleo (una zona con geometr´ıa aproximadamente
circular, y de mayor densidad que el resto de la imagen circundante) unida a
una estructura arborescente en varios niveles (las dendritas). Para reconocer ese
tipo de patrones, parece oportuno utilizar algoritmos topo-geome´tricos, pues
topo-geome´tricas son las propiedades de los caracterizan. Esa idea general es la
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que ha sido explorada a lo largo de los u´ltimos an˜os, dando lugar a desarrollos
que describimos en el resto del art´ıculo.
La organizacio´n del art´ıculo es la siguiente. Tras enumerar los problemas tra-
tados en el apartado segundo, detallamos los conceptos matema´ticos utilizados
en el tercer apartado. En el apartado cuarto abordamos el papel de la Topolog´ıa
Algebraica, lo que permite en el siguiente apartado presentar los desarrollos tec-
nolo´gicos realizados. Los apartados 6 y 7 esta´n dedicados respectivamente a la
validacio´n experimental de los resultados de los programas, y a aspectos pra´cti-
cos que escapan a la rigidez de la descripcio´n matema´tica. El art´ıculo termina
con unas concisas conclusiones y la bibliograf´ıa.
2. Problemas tratados
Como acabamos de comentar, el objetivo final de la investigacio´n es el tra-
tamiento de las enfermedades neurodegenerativas y el estudio de la efectividad
de distintos fa´rmacos. Para ello se debe llevar a cabo un proceso de determi-
nacio´n de diferentes elementos estructurales de las neuronas presentes en una
imagen obtenida por el microscopio. Hasta ahora esta tarea se realizaba de for-
ma manual; se trata de un trabajo lento y tedioso, especialmente para muestras
con alta densidad de elementos estructurales. Adema´s, todo proceso manual in-
cluye inevitablemente un grado de subjetividad, mientras que si el tratamiento
fuera automa´tico el proceso ser´ıa totalmente objetivo. Por estos motivos se plan-
teo´ como objetivo principal de nuestro trabajo el desarrollo de un software que
permitiera automatizar, tanto como fuera posible, los procesos llevados a cabo
por los cient´ıficos experimentales. Se persigue construir un paquete completo,
que permita tomar automa´ticamente distintas ima´genes con el microscopio, rea-
lizar un primer estudio de las mismas para localizar las zonas importantes (en
las que aparecen los elementos que se deben estudiar, es decir, las neuronas),
capturar de forma automa´tica nuevas ima´genes de las zonas destacables a ma-
yor resolucio´n y finalmente realizar un estudio ma´s detallado de los distintos
elementos estructurales (espinas y sinapsis). Con el desarrollo de este software
se persigue la posibilidad de interesar a la industria farmace´utica, puesto que
la automatizacio´n permite dar el paso a un procesamiento masivo de muestras
(High-throughput screening).
Para la automatizacio´n de los procesos llevados a cabo por el grupo PSE, se
planteo´ en primer lugar el problema del ca´lculo del nu´mero de sinapsis, que son
los puntos de conexio´n entre las neuronas. Las sinapsis tienen una gran impor-
tancia en el campo de investigacio´n tratado ya que esta´n relacionadas con las
capacidades de ca´lculo del cerebro, y la posibilidad de incrementar el nu´mero
de contactos sina´pticos puede ser una ventaja importante en el tratamiento de
enfermedades neurodegenerativas. Para realizar el recuento de sinapsis se ne-
cesitan dos ima´genes diferentes de la misma neurona que se obtienen usando
te´cnicas de laboratorio, ma´s concretamente utilizando dos marcadores que re-
conocen estructuras sina´pticas; esas dos ima´genes se superponen y se realiza
el recuento de las sinapsis. En la figura 1, de taman˜o 1024 × 1024 p´ıxeles, o
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Figura 1: Recuento de sinapsis
equivalentemente 228× 228 micras, las sinapsis son los puntos que aparecen en
blanco.
Otro problema considerado consiste en contar el nu´mero total de neuronas
que aparecen en una imagen de cultivo (ve´ase la figura 2). Para ello hay que
localizar los nu´cleos de neuronas que aparecen en la imagen y diferenciarlos de
otros elementos (como astrocitos, ce´lulas que no son neuronas). Este recuento
es necesario para el estudio de la muerte neuronal que se produce, por ejemplo,
al sufrir un ictus. En este estudio se compara el nu´mero de nu´cleos disponibles
antes y despue´s de la aplicacio´n de una sustancia a la muestra. Las ima´genes
consideradas en este problema tienen un taman˜o de 16193 × 10279 p´ıxeles, lo
que en este caso equivale a 3676× 2333 micras, y se obtienen como un mosaico
de 8×5 ima´genes de taman˜o 2048×2048 p´ıxeles (con un solapamiento del 2 %).
Otro de los problemas a tener en cuenta en el desarrollo de medicamentos
contra el Alzhe´imer es el recuento y la clasificacio´n de las espinas de una neu-
rona. La figura 3 representa (un fragmento de) una neurona; las espinas son
las distintas protuberancias que sobresalen en cada dendrita. Las espinas no
son estructuras r´ıgidas, ya que pueden cambiar de forma y de taman˜o de ma-
nera dina´mica. El software planteado deber´ıa contar cua´ntas espinas aparecen
y estudiar su forma, clasificando todas ellas en distintos grupos. En la figura
3 se representa la clasificacio´n morfolo´gica general de los tipos de espinas. Las
espinas con cabeza pequen˜a esta´n principalmente relacionadas con procesos de
aprendizaje, mientras las que poseen cabezas grandes corresponden a funciones
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Figura 2: Estudio de la muerte neuronal
de memoria.
Como un problema intermedio para el recuento y clasificacio´n de espinas,
se ha considerado tambie´n el problema de localizar las distintas neuronas que
aparecen dentro de una imagen de cultivo. Las ima´genes a estudiar en este
problema tienen taman˜o 12107×9174 p´ıxeles o 9172×6950 micras y se obtienen
como un mosaico de 12 × 9 ima´genes de 1024 × 1024 p´ıxeles. Este paso se
utilizara´ como pieza necesaria para el software de recuento y clasificacio´n de
espinas; una vez que se tiene la localizacio´n de cada neurona, se deber´ıa captar
otra imagen con una resolucio´n mayor sobre las coordenadas correspondientes y
a partir de la nueva foto realizar el ca´lculo y la clasificacio´n de espinas deseada.
En la figura 4, que representa un pequen˜o fragmento de las ima´genes tratadas,
pueden observarse tres neuronas.
Por u´ltimo, se ha planteado tambie´n el problema de la localizacio´n de la
estructura de una neurona a partir de una pila de ima´genes. Partiendo de una
serie de ima´genes 2D correspondientes a distintas alturas (figura 5, en este caso
de taman˜o 1024 × 1024 p´ıxeles o 49 × 49 micras), se trata de realizar la re-
construccio´n 3D determinando la estructura de la neurona y descartando otros
elementos irrelevantes.
3. Conceptos matema´ticos utilizados
Tratando de cubrir las necesidades del grupo de bio´logos PSE, se ha conside-
rado el desarrollo de diversos programas que resuelvan los problemas planteados
en la seccio´n 2. Adema´s de utilizar te´cnicas esta´ndar en procesamiento de ima´ge-
nes digitales (filtrados, eliminacio´n de ruido, etc.) basados en distintos conceptos
estad´ısticos como la moda, la media y la mediana, se han utilizado diferentes
ideas topo-geome´tricas. Presentamos en esta seccio´n los aspectos matema´ticos
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Figura 3: Clasificacio´n morfolo´gica de las espinas
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Figura 4: Imagen con varias neuronas
Figura 5: Pila de ima´genes en distintos niveles
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espec´ıficos de nuestros problemas.
Uno de los conceptos ma´s importantes para nuestro trabajo es la nocio´n de
conexio´n, o ma´s concretamente, el ca´lculo del nu´mero de componentes conexas.
E´sta es la idea fundamental empleada para el recuento de sinapsis en una ima-
gen de cultivo: tras solapar dos ima´genes diferentes de la misma neurona en
un mismo instante obtenidas tras la aplicacio´n de dos marcadores primarios y
sen˜alar manualmente la regio´n en la que debe realizarse la medida, las distintas
sinapsis corresponden a las componentes conexas obtenidas en la interseccio´n.
El programa realiza este ca´lculo, marca sobre la imagen las distintas apariciones
y nos da el nu´mero total de sinapsis (componentes conexas) localizadas.
La idea de conexio´n aparece tambie´n en el problema del ca´lculo del nu´mero
de nu´cleos (o neuronas) en ima´genes de inmunoflorescencia. En este caso, se
parte de una imagen en dos canales (correspondientes a nu´cleos celulares y
neuronas), y a partir de las componentes conexas obtenidas en la interseccio´n
se aplican diversos criterios geome´tricos para seleccionar las que corresponden a
nu´cleos de neuronas (y desechar, por ejemplo, las que corresponden a nu´cleos de
astrocitos u otro tipo de ce´lulas del sistema nervioso que no interesa considerar).
Una vez realizada la seleccio´n, el nu´mero total de componentes conexas nos
determina el nu´mero de neuronas disponibles en la imagen estudiada. Entre los
criterios geome´tricos utilizados para la seleccio´n, se considera la forma de las
componentes conexas (eliminando las que son oblongas, esto es, que la diferencia
de taman˜o entre el eje mayor y el eje menor sea mayor que 2) y el taman˜o
(se desechan las de ma´s 200 p´ıxeles, que suelen corresponder a astrocitos o
clu´steres de nu´cleos, y las de menos de 40 p´ıxeles, que se consideran ruido).
Tambie´n se eliminan aquellas componentes que se encuentran en una zona muy
densa. Para ello se realizan diferentes c´ırculos conce´ntricos alrededor de la misma
comprobando si la moda va disminuyendo; si no decrece, el posible nu´cleo se
desecha por corresponder a una nube de nu´cleos (o tambie´n un clu´ster).
Subyacente a la idea de conexio´n empleada hasta ahora se encuentra el
concepto de continuidad (que en ima´genes digitales es muy pro´ximo al de con-
tigu¨idad). Aunque las neuronas estudiadas para el tratamiento de las enfer-
medades neurolo´gicas son una estructura continua, las fotos obtenidas por el
microscopio no lo son; aparecen una gran cantidad de puntos dispersos. El ojo
humano hace continua esta estructura de manera natural, y es capaz de observar
ra´pidamente la disposicio´n de las diferentes neuronas sobre la imagen, “unien-
do” los puntos que aparecen pro´ximos. Sin embargo, el ordenador no es capaz de
hacerlo automa´ticamente. Para el desarrollo de los programas para el recuento
del nu´mero de sinapsis y el nu´mero de nu´cleos es necesario aplicar un preproce-
samiento previo mediante diferentes filtros que hacen (ma´s) continua la imagen.
Para la localizacio´n de neuronas, utilizamos adema´s una te´cnica de seguimien-
to de caminos permitiendo saltos de dos o tres p´ıxeles. Emerge as´ı tambie´n la
nocio´n de distancia en un espacio discreto, y la de adyacencia generalizada (en
la que dos p´ıxeles son declarados contiguos si esta´n suficientemente pro´ximos).
En el problema de la localizacio´n de neuronas aparece tambie´n el concepto
de a´rbol. A partir de ciertos puntos iniciales (los de mayor intensidad), se traza
un cuadrado de taman˜o 25×25 p´ıxeles alrededor de e´l y se van considerando los
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Imagen digital
Complejo simplicial Complejo de cadenas
Grupos de homolog´ıa
C0 = ve´rtices
C1 = aristas
C2 = tria´ngulos
H1 = Z⊕ Z⊕ Z
H0 = Z⊕ Z
Figura 6: Ca´lculo de componentes conexas mediante homolog´ıa
cuadrados adyacentes al anterior. Se seleccionan aquellos en los que se localiza
un camino de longitud mayor o igual que 15 p´ıxeles y se sigue buscando en los
cuadrados adyacentes a los seleccionados. Para decidir el orden de exploracio´n de
los diferentes cuadrados se sigue un proceso de bu´squeda en anchura, mientras
que para localizar los caminos dentro de cada cuadrado se sigue un proceso
de bu´squeda en profundidad. La determinacio´n de los valores (25 × 25, 15) es
realizada de modo emp´ırico, guiado por el conocimiento experto de los bio´logos.
4. El papel de la Topolog´ıa Algebraica
Para la implementacio´n de las ideas explicadas en la seccio´n 3 se han uti-
lizado diversos algoritmos y herramientas de Topolog´ıa Algebraica. Aunque en
ocasiones hay otros me´todos para realizar esos ca´lculos que pueden expresar-
se en te´rminos ma´s elementales, el enfoque homolo´gico fue el privilegiado en
el proyecto europeo ForMath [1], cuyo objetivo era desarrollar programas con
correccio´n verificada, pues as´ı se reutilizo´ trabajo previo en torno a la verifi-
cacio´n de algoritmos en Topolog´ıa Algebraica. Ese punto de vista se ha visto
posteriormente reforzado al aplicar conceptos como el de homolog´ıa persistente
en nuestro a´mbito.
Por ejemplo, el ca´lculo de componentes conexas puede realizarse mediante
el ca´lculo de grupos de homolog´ıa. Dada una imagen digital, se considera el
complejo celular (o simplicial) asociado. Los grupos de homolog´ıa de e´ste en
grados 0 y 1 corresponden respectivamente al nu´mero de componentes conexas
y al nu´mero de agujeros que aparecen en la imagen. Ve´ase la figura 6.
Para realizar el ca´lculo de los grupos de homolog´ıa podemos reducir el ta-
man˜o del complejo celular o simplicial haciendo uso de la nocio´n de campo
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Figura 7: Campo vectorial discreto sobre una imagen 3 × 3 y complejo cr´ıtico
obtenido
vectorial discreto, una herramienta de Topolog´ıa Diferencial discreta introduci-
da por Robin Forman en [7] y de gran utilidad en el entorno algebraico y de la
homolog´ıa efectiva [22]. Dado un complejo celular C, un campo vectorial dis-
creto V es una lista de pares de elementos de C donde el primer elemento es
una cara regular del segundo y tal que cada elemento de C aparece como mucho
una vez en V . En una imagen digital, un campo vectorial discreto corresponde a
un conjunto de flechas relacionando dos elementos, el destino de una dimensio´n
mayor que la salida (de ve´rtices a aristas; de aristas a p´ıxeles).
Consideramos por ejemplo en la figura 7 una imagen digital de taman˜o 3×3,
y el campo vectorial dibujado sobre ella. El complejo celular asociado a la imagen
inicial tiene 16 ve´rtices, 24 aristas y 8 cuadrados. El campo vectorial definido
sobre e´l permite reducir su taman˜o, ya que los grupos de homolog´ıa del complejo
inicial son isomorfos a los de otro complejo ma´s pequen˜o en el que so´lo se
incluyen las celdas cr´ıticas, esto es, las que no aparecen en ninguno de los pares
(flechas) del campo vectorial. En este caso, en el complejo cr´ıtico (imagen de
la derecha en la figura 7) hay u´nicamente dos celdas cr´ıticas: un ve´rtice y una
arista. Esto nos indica que la homolog´ıa de la imagen inicial es isomorfa a la de
una circunferencia.
Para ima´genes digitales ma´s grandes, como es el caso de nuestras fotos de
neuronas, este proceso de reduccio´n permite disminuir considerablemente el
tiempo de ca´lculo de los grupos de homolog´ıa. Utilizando heur´ısticas adecuadas
se puede obtener de ese modo rendimientos similares a los de otros algoritmos
para el ca´lculo de componentes conexas, basados en el recorrido de grafos (de he-
cho, esos algoritmos pueden ser “le´ıdos” en el lenguaje de los campos vectoriales
discretos).
Otra te´cnica topolo´gica muy utilizada en el tratamiento de ima´genes digitales
es la nocio´n de homolog´ıa persistente [6], que permite detectar las componentes
importantes de una imagen desechando las partes menos u´tiles que se consideran
ruido. Dada una imagen digital, se debe definir primero una filtracio´n sobre ella.
Las componentes importantes sera´n las que persisten en todos los niveles de la
filtracio´n; el ruido muere en alguno de los pasos.
Las ima´genes neuronales obtenidas en el microscopio confocal proporcionan
una pila de ima´genes 2D correspondientes a diferentes alturas. A partir de ellas,
calculamos la proyeccio´n ma´xima y una filtracio´n sobre ella. La homolog´ıa per-
sistente de la filtracio´n calculada permite determinar las neuronas que aparecen
en la imagen y desechar el ruido.
Como una generalizacio´n de la nocio´n de homolog´ıa persistente ha surgido
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tambie´n el concepto de persistencia zigzag [4]. En este caso no hace falta cons-
truir una filtracio´n por lo que podemos utilizar directamente las ima´genes 2D
obtenidas del microscopio. La persistencia zigzag nos da la relacio´n entre ellas
y nos permite tambie´n determinar la estructura de las neuronas presentes en la
imagen estudiada.
5. Tecnolog´ıas utilizadas
5.1. Fiji/ImageJ
Siguiendo las ideas explicadas en las secciones anteriores se han desarrollado
diversos programas por medio de plugins para el sistema Fiji/ImageJ. Fiji [23] es
un programa Java que puede ser descrito como una distribucio´n de ImageJ [19].
Estos dos programas se utilizan para procesar y analizar ima´genes biome´dicas y
son muy utilizados en la investigacio´n en ciencias de la vida y biomedicina. Fiji
e ImageJ son proyectos de co´digo abierto y su funcionalidad se puede ampliar
por medio de macros o plugins en el lenguaje de programacio´n Java. Entre los
plugins y macros disponibles para Fiji/ImageJ, podemos encontrar programas
para binarizar una imagen a trave´s de diferentes algoritmos por medio de un
umbral, homogeneizar las ima´genes a trave´s de filtros (por ejemplo, mediante el
“filtro de la mediana”), u obtener la proyeccio´n ma´xima de una pila de ima´ge-
nes por diferentes criterios (el ma´s comu´n en este a´mbito es el basado en la
intensidad ma´xima).
Los plugins desarrollados se denominan SynapCountJ [13], NeuronPersis-
tentJ [14], NucleusJ [15] y LocationJ. Los tres primeros ya han sido validados
por los bio´logos del grupo PSE y esta´n actualmente en fase de produccio´n, sien-
do utilizados por laboratorios de diversos pa´ıses europeos. El plugin LocationJ
se encuentra en fase de desarrollo.
El primer plugin que desarrollamos se denomina SynapCountJ [13], y se uti-
liza para calcular el nu´mero de sinapsis que aparecen en la imagen de una neu-
rona. Como ya se ha comentado anteriormente, el programa recibe dos ima´genes
diferentes de la misma neurona tomadas en un momento concreto tras la aplica-
cio´n de dos marcadores, en rojo y verde. El usuario debe sen˜alar manualmente
la regio´n en la que va a realizarse la medida, esto es, las distintas ramas (den-
dritas) de la neurona, lo que nos da una tercera imagen en azul (para esta parte
hacemos uso del plugin NeuronJ [17]). Con estos datos, el programa marcara´ co-
mo sinapsis los puntos de rojo, verde y azul que coincidan en las tres ima´genes
(y que aparecera´n como puntos blancos, ve´ase la figura 1). El usuario puede
modificar los para´metros introduciendo el rango tanto de rojo como de verde
que considera que debe poseer una sinapsis. Segu´n se va eligiendo el rango se
pueden ir observando la zonas de la neurona que se van a marcar como sinapsis
para hacer una mejor estimacio´n. Finalmente, el programa presenta la imagen
con las sinapsis sen˜aladas y muestra tambie´n una tabla en la que se indican el
nu´mero de sinapsis y la densidad obtenida. Ve´anse las dos ima´genes de partida
y el resultado dado por SynapCountJ (las tres en escala de grises) en la figura
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Figura 8: Resultado de SynapCountJ
8. En esta imagen las sinapsis corresponden a los puntos ma´s oscuros dentro de
la zona sen˜alada.
El plugin NeuronPersistentJ [14] se utiliza para detectar la estructura de
una neurona a partir de una pila de ima´genes en dos dimensiones (como en la
figura 5). En primer lugar, se procesan las ima´genes con filtros que disminuyen
el ruido. En un segundo paso se aplican las ideas de homolog´ıa persistente [6] y
persistencia zigzag [4] explicadas en la seccio´n 4. El resultado es una imagen 2D
en la que se representa la estructura de la neurona, como muestra la figura 9.
Para el recuento y la localizacio´n de nu´cleos de neuronas en una imagen de
cultivo se ha creado un plugin para Fiji llamado NucleusJ [15]. En este caso,
el programa parte de una imagen en dos canales que corresponden a nu´cleos
y neuronas. En primer lugar se les aplica a ambas ima´genes diferentes filtros
para hacer ma´s acertada su binarizacio´n. Tras ello se cuenta el nu´mero total de
componentes conexas que aparecen en la imagen de los nu´cleos (nu´mero total
de nu´cleos, ya sean de neuronas o de otras ce´lulas). Despue´s se solapan las dos
ima´genes y se seleccionan aquellos nu´cleos en los que hay interseccio´n con la
imagen de las neuronas. El programa permite especificar algunos para´metros,
como el taman˜o mı´nimo y ma´ximo para los nu´cleos considerados o la diferencia
ma´xima entre el eje mayor y el eje menor, descartando automa´ticamente los
que no cumplen las condiciones deseadas. El plugin devuelve una imagen con
los nu´cleos seleccionados como se muestra en la figura 10, siendo posible modi-
ficar los para´metros y el umbral para ajustar el resultado. Tambie´n se permite
seleccionar manualmente ma´s nu´cleos o descartar algunos de los propuestos. Fi-
nalmente, el programa informa del nu´mero total de neuronas y el nu´mero total
de ce´lulas obtenidos.
Por u´ltimo, el plugin LocationJ, que se encuentra actualmente en fase de
desarrollo, permitira´ localizar las diferentes neuronas presentes en una imagen
de mosaico. Para ello se parte de los puntos de la imagen con mayor intensidad
(candidatos a estar en el nu´cleo de alguna neurona), y se realiza una bu´squeda
de caminos alrededor de ellos para localizar las diferentes dendritas. Como ya
se ha explicado anteriormente, para solucionar el problema de la continuidad,
se permiten saltos de 2 o 3 p´ıxeles. El programa muestra una serie de cuadrados
indicando el a´rea ocupada por la neurona, como se puede observar en la figura
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Figura 9: Resultado de NeuronPersistentJ
Figura 10: Resultado de NucleusJ
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Figura 11: Resultado de LocationJ
11. Este plugin sera´ utilizado como pieza intermedia en el programa para el
recuento y clasificacio´n de las espinas (uno de los problemas planteados por el
grupo de bio´logos PSE, que todav´ıa no ha sido tratado).
Todos los nuevos plugins desarrollados para Fiji/ImageJ son de co´digo abier-
to y pueden ser obtenidos en http://spineup.jimdo.com/downloads/.
5.2. Kenzo
Para realizar algunos de los ca´lculos homolo´gicos presentes en nuestros pro-
gramas hemos utilizado la ayuda del programa Kenzo [5]. Kenzo es un sistema
de ca´lculo simbo´lico en Topolog´ıa Algebraica que permite el ca´lculo de grupos de
homolog´ıa y homotop´ıa de espacios. Kenzo trabaja con estructuras algebraicas
complicadas (complejos de cadenas, a´lgebras diferenciales graduadas, conjun-
tos simpliciales, grupos simpliciales, morfismos entre estos objetos, reducciones,
etc.) y ha obtenido algunos resultados (por ejemplo, grupos de homolog´ıa de
espacios de lazos iterados de un espacio de lazos modificado por una unio´n de
ce´lulas, componentes de torres de Postnikov complejas, grupos de homotop´ıa de
espacios clasificantes suspendidos, etc.) que no eran conocidos anteriormente.
Adema´s, Kenzo ha permitido la deteccio´n de un error en un teorema publicado
en [18], donde mediante razonamientos teo´ricos los autores deducen que el cuar-
to grupo de homotop´ıa del espacio clasificante suspendido del grupo alternado
A4, pi4(ΣK(A4, 1)), es igual a Z4; los ca´lculos de Kenzo han demostrado que
el resultado correcto (como confirmaron posteriormente los autores de [18]) es
Z12. Ve´ase [21] para ma´s detalles sobre estos ca´lculos.
Durante el desarrollo de los distintos plugins para Fiji/ImageJ presentados
en la seccio´n anterior se ha hecho uso de Kenzo en diversos momentos. En
primer lugar, previamente a la implementacio´n del plugin SynapCountJ, se uti-
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lizo´ Kenzo para comprobar que el ca´lculo del nu´mero de sinapsis presentes en
las ima´genes consideradas pod´ıa calcularse como el nu´mero de componentes co-
nexas (y a su vez calculado a trave´s de un grupo de homolog´ıa). Despue´s se ha
utilizado este sistema de ca´lculo simbo´lico para validar los resultados obtenidos
por los plugins SynapCountJ y NucleusJ (que no utilizan directamente Kenzo
sino un algoritmo de Fiji/ImageJ para calcular directamente el nu´mero de com-
ponentes conexas). Adema´s, para el desarrollo del plugin NeuronPersistentJ se
ha utilizado el nuevo mo´dulo para Kenzo que permite el ca´lculo de homolog´ıa
persistente [20].
5.3. Formalizacio´n
En el ana´lisis de ima´genes biome´dicas es necesario el uso de software fiable; es
decir, programas cuyos resultados deber´ıan ser siempre correctos. Existen diver-
sas te´cnicas para verificar formalmente la correccio´n de software (por ejemplo,
con demostracio´n automatizada por medio de model checking y SAT o SMT
solvers), en nuestro caso hemos utilizado un me´todo conocido como demostra-
cio´n asistida por ordenador. Brevemente, este me´todo consiste en utilizar un
asistente para la demostracio´n (en nuestro caso Coq [3]) para comprobar que
todos los pasos dados en una demostracio´n son correctos; para una descripcio´n
detallada ve´ase [2].
En nuestro trabajo, enmarcado en el proyecto ForMath [1], nos hemos cen-
trado principalmente en la verificacio´n de los algoritmos provenientes de la To-
polog´ıa Algebraica que utilizamos para analizar ima´genes biome´dicas. En [9]
presentamos la verificacio´n de los programas necesarios para el ca´lculo de los
grupos de homolog´ıa de ima´genes digitales. En la misma l´ınea, en [8] introduji-
mos la formalizacio´n de los programas para el ca´lculo de la homolog´ıa persistente
de una pila de ima´genes.
Los trabajos presentados en [9] y [8] nos permiten realizar ca´lculos verifica-
dos; sin embargo, dichos programas no son capaces de trabajar con ima´genes
biome´dicas debido a su taman˜o. Conviene notar que las capacidades de ca´lculo
de los asistentes para la demostracio´n son limitadas, ya que su objetivo princi-
pal es la demostracio´n de teoremas y no el ca´lculo. Para resolver el problema
de eficiencia, en [12] presentamos la formalizacio´n de los algoritmos que utili-
zan campos vectoriales discretos, introducidos en [22] (ve´ase la seccio´n 4 para
un ejemplo de esta te´cnica). Estos programas nos permiten reducir la cantidad
de informacio´n de las ima´genes pero preservando sus propiedades topolo´gicas.
De este modo, combinando los trabajos [9] y [12] se puede calcular de manera
certificada grupos de homolog´ıa de ima´genes biome´dicas.
Finalmente en [10] comenzamos el estudio de la correccio´n de los programas
que implementan te´cnicas esta´ndar para procesar ima´genes (filtrados, elimina-
cio´n de ruido). Esta l´ınea de trabajo resulta especialmente interesante ya que
algunos de los programas que han sido verificados son utilizados en una gran
cantidad de plugins implementados en Fiji.
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6. Validacio´n
Los programas desarrollados para Fiji/ImageJ tratan de cubrir las necesi-
dades del grupo de Plasticidad Sina´ptica Estructural. Para validar el funciona-
miento de los plugins, se considera una bater´ıa de ima´genes sobre las que los
expertos realizan un procesamiento manual, y se comparan los resultados con
los del proceso automa´tico comprobando si la desviacio´n entre ambos me´todos
es aceptable para los cient´ıficos experimentales. En algunos casos, si los resul-
tados no son satisfactorios, se modifica el plugin siguiendo las observaciones de
los bio´logos para an˜adir ma´s funcionalidad o ajustar algunos para´metros hasta
lograr los resultados esperados.
Como ya se ha comentado anteriormente, en los procesos de recuento (y
localizacio´n) manuales hay una componente subjetiva. Por ejemplo, a la hora
de contar el nu´mero de nu´cleos de neuronas que aparecen en una imagen puede
haber casos en los que el ojo humano no es capaz de apreciar con total seguridad
si una de las componentes presentes en la imagen corresponde a una neurona
o no. La experiencia muestra que algunos expertos cuentan de ma´s y otros de
menos. Sin embargo hay que destacar que el objetivo principal de los recuentos
suele ser la comparacio´n de resultados antes y despue´s de realizar algu´n experi-
mento (por ejemplo, en SynapCountJ el objetivo es estudiar la variacio´n de la
densidad sina´ptica, y no tanto el nu´mero exacto de contactos sina´pticos), por
tanto lo que importa realmente es que en ambos casos el recuento se realice con
los mismos criterios, ya sean ma´s o menos exigentes. Por esta misma razo´n, para
el recuento automa´tico realizado por los plugins no se pretende conseguir que
el programa detecte todas las componentes (nu´cleos, espinas, etc.) presentes; se
acepta una cierta desviacio´n respecto al me´todo manual siempre que el progra-
ma se comporte de forma coherente a la hora de comparar los resultados antes
y despue´s de realizar el experimento.
Por ejemplo, para validar el plugin SynapCountJ se realizo´ un estudio com-
parativo en el que se analizaron 13 fotograf´ıas individuales a neuronas de cultivos
de 12 d´ıas (es decir, en el laboratorio se preparo´ una muestra de neuronas dejan-
do pasar 12 d´ıas antes de ser estudiada). En los experimentos biolo´gicos se suelen
estudiar dos muestras: una en la que se ha aplicado la sustancia a estudiar (lo
que se denomina abreviadamente “tratamiento”) y otra en la que las medidas se
realizan en el medio natural sin haber intervenido de ningu´n modo (“control”).
De esta manera se puede saber si el tratamiento aplicado tiene algu´n efecto
sobre la muestra. En el caso que nos ocupa, se trata de saber si el tratamiento
tiene un efecto potenciador o inhibidor de la densidad sina´ptica. En la figura
12 se puede observar que al realizar la identificacio´n y el recuento de manera
manual se obtiene una media de 24.12 sinapsis en el control (PTD4 5µg/ml) y
16.74 sinapsis en el tratamiento (SB 415286 10µM). As´ı mismo los resultados
obtenidos mediante el plugin son similares: se localizaron 26.03 sinapsis de me-
dia en el control y 16.50 sinapsis en el tratamiento. A pesar de las diferencias
en el recuento, el porcentaje de inhibicio´n medido con ambos procedimientos es
el mismo, un 30,6 % de manera manual y un 36 % de modo automa´tico. Hay
que sen˜alar que en este caso la densidad sina´ptica disminuye en el tratamiento
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Figura 12: Datos de validacio´n del plugin SynapCountJ
frente al control debido a que el estudio se ha realizado en cultivos de 12 d´ıas.
Se ha constatado que para este tiempo de cultivo, el tratamiento tiene un efecto
inhibidor de la densidad sina´ptica. Sin embargo en cultivos de 21 d´ıas el estudio
muestra que la densidad sina´ptica puede aumentar aproximadamente un 60 %,
teniendo un efecto potenciador (ve´ase [16]).
Respecto a los tiempos de ejecucio´n, podemos indicar a modo de ejemplo
que el procesado manual del ca´lculo del nu´mero de sinapsis de una imagen
de una neurona puede requerir entre 30 y 40 minutos (y este tiempo puede
aumentar a medida que el experto analiza varias ima´genes), mientras que el
ca´lculo de SynapCountJ es pra´cticamente inmediato. En el caso del recuento
del nu´mero de neuronas, el experto necesita alrededor de una hora mientras
que la ejecucio´n del plugin NucleusJ tarda u´nicamente entre 1 y 2 minutos
(incluyendo la especificacio´n de los para´metros).
7. Pragma´tica
Comentamos en esta seccio´n algunos aspectos pra´cticos, relacionados con el
tratamiento de ima´genes digitales, que tambie´n han tenido importancia en el
desarrollo de nuestro trabajo.
El primer aspecto que se debe tener en cuenta es el taman˜o de las ima´genes
a tratar, que origina problemas en el ca´lculo (por ejemplo, de los grupos de ho-
molog´ıa), y especialmente en el proceso de formalizacio´n ya que las capacidades
de ca´lculo de los asistentes para la demostracio´n son limitadas. Para solucio-
nar este problema hemos utilizado la te´cnica de reduccio´n de ima´genes digitales
presentada en la seccio´n 4 basada en la nocio´n de campo vectorial discreto.
Otro problema que nos hemos encontrado, habitual en el tratamiento de
ima´genes digitales, es el problema del ruido: en las ima´genes pueden observarse
elementos que no se corresponden con la realidad y que aparecen de forma
aleatoria debido al funcionamiento del microscopio. Para eliminar este efecto
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inevitable e indeseado se aplican diversas te´cnicas de preprocesamiento como el
filtro de la mediana o la deconvolucio´n.
Estas te´cnicas de preprocesamiento tambie´n son utilizadas para tratar de
solucionar el problema de la Topolog´ıa sin continuidad, comentado en la seccio´n
3. En concreto, en todos los plugins desarrollados, y como paso previo a las
te´cnicas topo-geome´tricas utilizadas posteriormente, se hace necesaria la aplica-
cio´n de un threshold o umbral que haga ma´s continua la imagen. La eleccio´n de
un umbral adecuado es uno de los problemas ma´s importantes que hemos debi-
do afrontar, ya que dependiendo de las ima´genes tratadas la eleccio´n adecuada
puede variar mucho.
Por u´ltimo, hay que sen˜alar que para el procesamiento topolo´gico (grupos
de homolog´ıa, homolog´ıa persistente, persistencia zigzag) y en la formalizacio´n
se debe trabajar con ima´genes en blanco y negro. Esto hace necesario un proce-
samiento previo de binarizacio´n de las ima´genes en el que de nuevo es necesario
elegir un umbral adecuado.
En resumen, para obtener resultados u´tiles para los bio´logos, es necesario
evitar apriorismos matema´ticos o informa´ticos, y “mancharse las manos” en
complejos preprocesamientos ad-hoc, guiados por el conocimiento experto de
los cient´ıficos experimentales. El trabajar cerca de los bio´logos permite tambie´n
modificar las condiciones en las que las ima´genes son captadas. As´ı, inyectando
uno u otro marcador en un cultivo, los cient´ıficos consiguen proporcionar ima´ge-
nes que destacan aspectos que permiten limitar el preprocesamiento y hacer que
nuestros algoritmos funcionen de modo ma´s eficaz.
8. Conclusiones
Para el diagno´stico de enfermedades neurolo´gicas y el estudio de la efec-
tividad de los distintos fa´rmacos propuestos se debe llevar a cabo un proceso
de determinacio´n de los diferentes elementos estructurales de las neuronas pre-
sentes en una imagen obtenida por el microscopio. Hasta ahora esta tarea se
realizaba de forma manual, siendo un trabajo lento, tedioso y con cierto grado
de subjetividad. Tratando de solucionar estos problemas, y en colaboracio´n con
el grupo de bio´logos PSE, hemos desarrollado una serie de programas, por me-
dio de plugins para Fiji/ImageJ, que permiten un tratamiento automa´tico de las
ima´genes y facilitan la preparacio´n de mecanismos para el procesamiento masi-
vo de muestras, imprescindibles para dar el paso del laboratorio a la industria
farmace´utica.
Los programas desarrollados permiten realizar el recuento automa´tico del
nu´mero de sinapsis presentes en una neurona, el recuento y la localizacio´n del
nu´mero de neuronas que aparecen en una imagen de cultivo, y la localizacio´n
de una neurona a partir de una pila de ima´genes correspondientes a distintas
alturas. Tambie´n se esta´ desarrollando actualmente un nuevo programa para
la localizacio´n de neuronas en una imagen de cultivo. Nuestras aplicaciones
hacen uso de distintas ideas matema´ticas como conexio´n, continuidad, distancia
o a´rboles. La Topolog´ıa Algebraica tambie´n tiene un papel fundamental a trave´s
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de las nociones de grupos de homolog´ıa, homolog´ıa persistente y persistencia
zigzag.
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