In this paper we analyze the use of Chebyshev polynomials in distributed consensus applications. It is well known that the use of polynomials speeds up the convergence to the consensus in a significant way. However, existing solutions only work for low degree polynomials and require the topology of the network to be fixed and known. We propose a distributed algorithm based on the second order difference equation that describes the Chebyshev polynomials of first kind. The contributions of our algorithm are three: (i) Since the evaluation of Chebyshev polynomials is stable, there is no limitation in the degree of the polynomial. (ii) Instead of the knowledge of the whole network topology, it only requires a partial knowledge or an approximation to it. (iii) It can be applied to time varying topologies. In the paper we characterize the main properties of the algorithm for both fixed and time-varying communication topologies. Theoretical results, as well as experiments with synthetic data, show the benefits of using our algorithm compared to existing methods.
I. INTRODUCTION
I N sensor networks and multi-agent systems, the consensus problem consists of making the whole group of agents to reach a common estimation about a specific measurement. Within the control community many different distributed solutions have been proposed in the past years [1] - [6] . It is well known that the number of messages required to achieve the consensus depends on the network connectivity. In this connection, in the signal processing area, two approaches can be distinguished. In the first (pioneered in [7] ), the attempt is made to reduce the number of communication stages such that, once that a connection is established, messages (modeled as continuous variables) can be sent. The second is aimed at reducing the number of transmitted bits within the network, see for instance the extreme case studied in [8] , and then data Manuscript received June 08, 2012; revised October 04, 2012; accepted October 05, 2012. Date of publication October 23, 2012; date of current version January 15, 2013. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Stefano Marano. This work was supported by the projects DPI2009-08126, DPI2012-32100 and grant AP2007-03282 Ministerio de Educacion y Ciencia. E. Montijano is with Centro Universitario de la Defensa (CUD) and Instituto de Investigación en Ingeniería de Aragón (I3A), Zaragoza, Spain (e-mail: emonti@unizar.es).
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Digital Object Identifier 10.1109/TSP.2012.2226173 quantization comes into scene. The former approach, which is used in this paper, is more appropriate when the burden of higher-level communication protocols is not negligible. In this line of research the convergence rate has been studied under a variety of scenarios [9] - [14] . All these papers point out the slow convergence of linear iterations for large or sparsely connected networks. For that reason a lot of research has been devoted to provide solutions that reduce the required time to achieve the consensus. Some works achieve consensus in finite time using continuous-time non linear methods [15] - [17] . They require the use of numerical integrators that can affect the number of iterations to reach the consensus. Consensus in finite time can also be reached using link scheduling [18] , but it has the drawback that there might be situations in which not all the links are feasible. Other approaches improve the convergence rate by sending additional information in the messages [19] , [20] . Unfortunately, depending on the network topology it might be required to send big messages. The design of the adjacency matrix has been the focus of several works [21] - [24] . Nevertheless, these approaches can still be combined with additional techniques in order to accelerate the convergence even more.
The distributed evaluation of polynomials speeds up the consensus process, keeping the good properties found in linear methods. The minimal polynomial of the adjacency matrix is used in [25] and [26] . Once this polynomial is known, the network achieves the consensus in a finite number of iterations. Unfortunately, the use of the minimal polynomial presents several disadvantages: it only works for a fixed communication topology, it requires the full and precise knowledge of the network and, for a large number of agents or sparsely connected networks, it is unstable [27] . An algorithm using a polynomial of low degree, computed using optimization techniques, is proposed in [28] . However, the whole network is also required to solve the optimization problem and the algorithm has to be executed in blocks of iterations of the size of the degree. If the topology changes during the execution of the blocks there are no guarantees of convergence, which forces the degree of the polynomial to be small.
Finally, polynomials using second order recurrences are used in [27] , [29] - [31] . The approaches in [29] , [30] consider fixed weights and the ones in [27] , [31] consider varying weights following Chebyshev polynomials. Although the convergence of some of these algorithms under time-varying topologies has been verified in practice, to the authors' knowledge there is still a gap in the theoretical analysis of the properties of these methods in this case.
The contributions of this paper are:
• A distributed algorithm based on the second order difference equation that describes the Chebyshev polynomials of first kind. The algorithm has no limitations on the degree of the polynomial and only requires an approximated knowledge of the second maximum and minimum eigenvalues of the weight matrix (instead of the whole matrix) to reach the consensus. • A complete study of the properties of the algorithm. For the case of a fixed topology, we find the parameters to achieve the fastest convergence and we give bounds on the selection of these parameters to reach the consensus faster than using the powers of the weighted adjacency matrix. For the case of time-varying topologies, we theoretically show that there are always parameters that make the algorithm converge to the consensus, which, to the best of our knowledge, is the first result of this type for polynomial algorithms. • An empirical validation of the theoretical results with extensive simulations, where we compare our algorithm with existing methods. The structure of the paper is the following: In Section II we introduce some background about Chebyshev polynomials and distributed consensus. In Section III we present the new algorithm using Chebyshev polynomials. In Sections IV and V we study the properties of the algorithm with fixed and timevarying communication topologies respectively and also discuss some special cases. In Section VI we analyze the behavior of the algorithm in a simulated setup. Finally in Section VII the conclusions of the work are presented. In order to simplify the reading of the manuscript we have moved to the appendices some of the proofs of the theoretical results in Sections IV and V. We have left in the text only the proofs that contain necessary information to follow the paper.
II. BACKGROUND ON CHEBYSHEV POLYNOMIALS AND DISTRIBUTED CONSENSUS

A. Background on Chebyshev Polynomials
In this paper we consider Chebyshev polynomials of the first kind [32] . These polynomials are a powerful mathematical tool that has proven to be very helpful in many different fields of science. For example, they are used to model chemical reactions [33] , in aeronautics [34] , in numerical methods [35] or computer vision [36] .
We denote the Chebyshev polynomial of degree by . These polynomials satisfy (1) and when , for all . Moreover for all . A more general way to define these polynomials in the real domain is using the following second order recurrence,
By the theory of difference equations [37] , a direct expression of these polynomials can be given in terms of the roots and of the characteristic equation,
where and . In this paper we take (4) so that and for all , thus,
It is clear that if , then goes to infinity as grows. If then is a complex number with and as stated in (1) .
B. Background on Distributed Consensus and Polynomial Filtering
Consider a set of agents, with limited communication capabilities. A distributed algorithm achieves consensus if, starting with initial conditions and using only local interactions between agents, then as . The interactions between the agents are modeled using an undirected graph , where describes the communications between pairs of agents. In this way, agents and can communicate if and only if . The neighbors of one agent are the subset of agents that can directly communicate with it; i.e.,
. Initially, let us assume that the communication graph is fixed and connected.
The discrete time distributed consensus algorithm based on a weighted adjacency matrix associated to the communication graph [1] is (6) with the initial conditions. The algorithm can also be expressed in vectorial form as (7) where and , is the weight matrix.
Assumption 2.1 (Symmetric and Row Stochastic Weights): is symmetric, row stochastic and compatible with the underlying graph, , i.e., it is such that if if and only if , and , with . The assumption implies that communications are undirected and, since the graph is connected, has one eigenvalue with associated right eigenvector and algebraic multiplicity equal to one. The rest of the eigenvalues are all real and, sorted in decreasing order, satisfying . Any initial condition can be expressed as a sum of eigenvectors of , where is a right eigenvector associated to the eigenvalue and a real coefficient, with the special case of , which is equal to the average of the initial conditions, if we choose . It is clear that and since , the consensus is asymptotically reached by all the agents in the network. The convergence rate of (7) is given by and in the worst case is equal to [21] , [30] . When the topology changes with the time, (7) becomes , and the consensus can still be achieved. We refer the reader to [1] for all the details about this case.
The distributed evaluation of polynomials provides an easy way to speed up the achievement of the consensus, keeping the good properties of standard methods. The main idea consists of designing a distributed linear iteration such that the execution of a fixed number of steps is equivalent to the evaluation of some polynomial, , in the fixed matrix and multiplied by the initial conditions, , [25] , [28] . This evaluation is defined as
the coefficients of the polynomial. In order to calculate this quantity in a distributed way, the nodes can execute (7) to obtain the different values , computing afterwards the weighted sum of these values using the corresponding weights .
In order to achieve the consensus, the polynomial must satisfy that and if . The convergence rate is determined in this case by , with the eigenvalues of . Let us note that the iteration (7) is in fact a polynomial filter with . With full knowledge of the weight matrix (and assuming it does not change), the minimal polynomial of is clearly the best choice because [25] . Unfortunately, this solution fails when the topology changes or when is large [27] . This can be overcome by taking instead of , a different polynomial of a lower degree, , whose coefficients are obtained by means of optimization techniques so that they minimize [28] . However, the knowledge of the matrix is still required and the algorithm has to be executed in blocks of iterations to get , etc. Moreover, if the topology changes during the execution of one of the iterations of one block, then the convergence to the consensus is not guaranteed.
III. CONSENSUS ALGORITHM USING CHEBYSHEV POLYNOMIALS
Let us assume the eigenvalues of are unknown. In this situation it seems natural to look for a polynomial that minimizes the uniform norm in the interval that contains all the eigenvalues, i.e., to find a polynomial, , that minimizes . However, this way of proceeding does not guarantee a proper convergence rate because for all such that Instead of that, we can assume that all the eigenvalues are located all along a closed interval . With this assumption we can look for the polynomial that minimizes the uniform norm in such an interval, i.e., the polynomial, , that minimizes . This polynomial is precisely the shifted-scaled Chebyshev polynomial of degree . Given two real coefficients , with , the shifted-scaled Chebyshev polynomial of degree is defined by (9) This polynomial satisfies, for all , that for all and otherwise. Using (2) it is possible to evaluate (9) in a stable way by means of the recurrence (10) Therefore, the value , can be computed as (11) with the identity matrix of dimension . More in detail, initially each node performs the update given in (12a). After that, each node performs the update given in (12b), for all time step
with and the elements of the weight matrix .
Compared to other polynomial filters the proposed algorithm has some advantages. It is well known that the evaluation of Chebyshev polynomials using (2) is stable [32] . Then, at each iteration we get the value of , i.e., there are no limitations on the degree of the polynomial. In addition, when the topology of the network changes, the recurrent evaluation of Chebyshev polynomials (12) can still be used. The time-varying version of the algorithm is equivalent to (11) replacing the constant weight matrix by the weight matrix at each step . Although this is no longer equivalent to the distributed evaluation of a Chebyshev polynomial, a theoretical analysis about its convergence is still possible. In addition, we can see that the iteration (12) requires the transmission of exactly the same information, as (6) . In terms of space requirements, the agents only need to store one extra datum, , and the computation demands are also very similar because can be computed locally by each agent using (2) .
To design the algorithm we have assumed that the eigenvalues of are in the interval . However, in practice we do not know if this assumption is going to be true. In the rest of the paper we analyze, both in theory and practice, the main properties of the algorithm as a function of the parameters and the eigenvalues of , for fixed and time-varying communication topologies.
IV. ANALYSIS WITH A FIXED COMMUNICATION TOPOLOGY
In this section we analyze the main properties of the proposed algorithm when the network topology is fixed. In particular we first study the convergence conditions of the algorithm. Next, we find the parameters that optimize the convergence rate and we give bounds on the selection of these parameters to achieve the consensus faster than (7) . Finally, we analyze the convergence for directed graphs and the parameters to assign in regular graphs and spanning trees. , the recurrence in (11) converges asymptotically to the average of the initial conditions with convergence rate (13) Proof: See the Appendix A. Note that the conditions in Theorem 4.1 are easy to fulfill without the necessity of knowing the eigenvalues of the matrix . A symmetric selection of the parameters, i.e., , always satisfies the condition in Theorem 4.1. However, it is interesting to know the optimal selection of and to achieve the fastest convergence. From Theorem 4.1 we know that the convergence rate is determined by the quantity (14) The first two terms consider the case when either or lay outside of the interval , because in such a case is monotonically increasing with . When all the eigenvalues are contained in the interval , then for all and then the convergence rate is governed by the third term. A simple calculation using (5) leads to (15) It is clear that when , the second fraction in the right side of (15) goes to 1 for . Therefore, the convergence rate is determined by (16) The optimum values of and will be those that lead to the minimum value of .
Theorem 4.2 (Optimal Parameters): The function attains its minimum value for the parameters such that and
Proof: See the Appendix B. This implies that in order to achieve the fastest convergence, instead of requiring to know the whole matrix, only the second maximum and the minimum eigenvalues, and , of the weight matrix are necessary. Note that using the optimal parameters, the conditions of Theorem 4.1 are almost always satisfied. The only situation where this does not hold is when , because that implies . This happens for example for a fully connected graph. However, in this case we can choose and with . Finally, we provide bounds for the symmetric assignation of parameters, , to reach the consensus faster than (7) .
Theorem 4.3 (Faster Convergence Than
): For any matrix satisfying Assumption 2.1, let be the convergence rate of (7) . For any (17) the ratio goes to zero when goes to infinity. Therefore the algorithm in (11) converges to the consensus faster than the one in (7) .
Proof: See the Appendix C.
Remark 4.4 (Faster Convergence With the Optimal Parameters):
The above result shows that there always exist parameters that make the proposed algorithm faster than (7) . Therefore, if the algorithm is executed using the optimal parameters, the consensus will be reached using less iterations than (7) .
Remark 4.5 (Approximate Choice of Parameters): Let us suppose now the network is unknown, and therefore so it is the real value of . If a coarse approximation about the number of nodes or the number of links is available we can still assign parameters to reach the consensus in a fast way. When the number of nodes is sufficiently large or when the network has few communication links, we should choose values such that and to get a fast convergence. On the other hand if the number of nodes is small or we are aware that every node has a lot of neighbors, then a more convenient choice of parameters is and . Finally, a graphical comparison of and using and is depicted in Fig. 1 for , in the interval . Note that cannot be used in the consensus process because at some points it would not reduce the error. On the other hand, as we have shown along the section, satisfies the conditions required to achieve consensus. Also notice that has closer values to zero than in points close to and 1, which supports the theory that the error associated to eigenvalues in that regions will be reduced faster.
A. Analysis for Special Topologies
In this section we consider an extension of the algorithm to directed communication graphs. We also analyze the selection of the parameters and for some common topologies. 1) Directed Graphs: If the communication graph is directed, then the weight matrix is not symmetric anymore. This implies that the matrix might no longer be diagonalizable and its eigenvalues could be in the complex plane. We analyze the implications of these facts in the convergence of the algorithm.
Chebyshev polynomials, , on the complex plane can also be expressed by (5) , where is defined now by (18) In this case and for all , which implies that go always to infinity with for . Proposition 4.6 (Convergence for Directed Graphs): Let be diagonalizable and row stochastic, and parameters and such that . If the minimum real eigenvalue of satisfies and the complex eigenvalues, , of satisfy , then the recurrence in (11) converges to the consensus state.
Proof: See the Appendix D. The condition about the complex eigenvalues can be interpreted in a geometrical domain [32] . Imposing that is equivalent to require that lies inside an ellipse in the complex plane centered at , or equivalently , and with semi-axis and (see Fig. 2 ). The requirement of the weight matrix being diagonalizable is imposed to give simple convergence conditions in the result. If this requirement is not fulfilled, then it is still possible to prove convergence under some more restrictive conditions involving the derivatives of the Chebyshev polynomials. For the sake of brevity, we do not include here this analysis.
2) Spanning Trees: In order to give bounds on the parameters and for topologies with a spanning tree configuration, we will consider the best and the worst cases, i.e., the topologies with the smallest and largest value of and the largest and smallest value of respectively, and study the eigenvalues of their weight matrices using the local degree weights [21] .
The topology with the best connectivity is the star topology, in which there is one node connected to all the others. For a star graph of nodes it can be proved that has eigenvalues . The worst possible spanning tree configuration is a chain. For a chain graph of nodes, using the local degree weights, the eigenvalues of satisfy [1] Combining the constraints on the two graphs we conclude that, for , the eigenvalues and must satisfy
And then by choosing and convergence is ensured.
3) Regular Graphs: A regular graph of degree is a graph in which all the nodes have exactly neighbors. For this kind of graphs, the worst connectivity (largest and smallest ) appears when , which is only possible if the network forms a ring. For the ring topology, the eigenvalues are [1] The best topology (smallest and largest ) occurs when , which implies a fully connected graph. In this case . However, this is a trivial scenario in which the consensus is achieved in one iteration and only serves us to find the upper bound of . Instead of considering the weight matrix, let us consider the adjacency matrix, i.e., , with if and only if . In [38] it is shown that, for , the second largest eigenvalue of is contained in the interval centered in with radius . Then, a lower bound for this eigenvalue is . Using the local degree weights we find the relation . All this together yields the bounds on and for regular graphs, which provides values for the parameters and .
V. ANALYSIS WITH A TIME-VARYING COMMUNICATION TOPOLOGY
We study now the recursive evaluation of (11) when the topology of the network, and therefore the matrix , changes at different iterations. Given initial conditions , the distributed recurrence now is: (19) Note that this recurrence is suitable for time-varying weight matrices. However, the evaluation of the recurrence is no longer equivalent to , for some matrix . This means that we are not exactly evaluating the transformed Chebyshev polynomials at the eigenvalues of some matrix anymore. Nevertheless, a theoretical analysis is still possible.
For this analysis, the matrices require now the following assumption. , for all , i.e., they are such that and with some fixed constant. Recall that the evaluation of can be separated into the evaluation of its eigenvalues and eigenvectors, (8) , . In the time-varying case we must take into account that both and change at each iteration. Moreover, since the eigenvectors of different matrices are related we must also consider these relations. For the moment, as a first simplification of the problem, let us forget about the changes in and the parameters and and let us study the scalar evaluation of the Chebyshev recurrence (2) with different at each iteration. That is,
where is a sequence of arbitrary real numbers, with the th term in the sequence. Specifically, we are interested in the behavior of . (21) where is a succession defined by (22) Proof: For abbreviation, in the proof we will denote the sign of by . Let us note that, if , by choosing , then (23) independently of . The choice of when implies that (24) Taking these two facts into account we can see that (25) Besides, in this situation, choosing yields . Now, if and , then (23) is again true. On the other hand, choosing in this situation implies (24) . Thus,
Also, if and , then . Finally, noting that inequality (21) holds for and 1, and , then using (25) and (26) 
The previous proposition reveals that the Chebyshev recurrence evaluated in a succession of different real numbers does not keep the behavior shown when it is evaluated with a constant value. The next Lemma provides a bound for the direct expression of this behavior.
Lemma 5.4 (Direct Expression for the Bounded Time-Varying Chebyshev Recurrence):
Let us suppose that the conditions of Proposition 5.2 hold. Then (28) Proof: Let us define the recurrence (29) which satisfies that (30) According to recurrence (29) , the succession satisfies the homogeneous difference equation
. By the theory of difference equations [37] , the solution to this equation is determined by the roots and of the characteristic polynomial. In this case (31) Since , the direct expression of is (32) where and depend on the initial conditions and . In our case and
This direct expression (28) will be helpful in the development of the convergence analysis dealing with changing matrices and the parameters and . We provide now the main result, showing the convergence of the algorithm for the timevarying case. 
Given fixed parameters and , a sufficient condition to guarantee convergence to consensus of iteration (19) is (35) Proof: See the Appendix E. The next corollaries give more specific values of and , and therefore of and , that satisfy the condition in the theorem to achieve convergence. 
the algorithm converges. Proof: Recall that with this assignation and . Substituting and by their values in (35) and doing some simplifications (36) is obtained.
If we prefer to assign non-symmetric values to the parameters, the following corollary provides a possible assignation that satisfies the conditions in Theorem 5.5. With this assignation we are minimizing the value of and therefore, the convergence condition is easier to fulfill. Clearing (39) yields (37) . With this first condition, doing some calculations in (35) the second condition (38) is obtained.
The assumption about the connectivity of each graph is more restrictive than in other approaches, e.g., [4] , where only joint connectivity is imposed. Our last result extends the convergence result to give some conditions under which the expected value of reaches the consensus for all without the connectivity restriction.
Proposition 5.8 (Convergence of the Expected Value): Let us suppose that at each iteration the topology evolves following an independent identically distributed random model. Given an arbitrary value such that , let us denote by the probability that at one iteration the communication graph satisfies that , which is always strictly positive, . If then . Proof: See the Appendix F. 
VI. SIMULATIONS
In this section we analyze our algorithm in a simulated environment. Monte Carlo experiments have been designed to study the convergence of the algorithm using Chebyshev polynomials. We also present an empirical analysis of the influence of the parameters and in the convergence properties. We use this analysis to discuss which are good choices of the parameters in situations in which the eigenvalues of the weight matrix are unknown.
A. Evaluation With a Fixed Communication Topology
In a first step we study the algorithm when the topology of the network is fixed. We analyze the convergence for different weight matrices, comparing Chebyshev polynomials with other approaches.
In the experiments we consider 100 random networks of 100 nodes. For each network the nodes are randomly positioned in a square of 200 200 meters. Two nodes communicate if they are at a distance less than 20 meters. The networks are also forced to be connected so that the algorithms converge. Considering that the convergence rate of the algorithms does not depend on the initial conditions, we generate 100 different random initial values in the interval following a uniform distribution in order to analyze the number of iterations required to reduce an initial error upper-bounded by 1. Therefore, a total of 10000 trials are executed to test each of the algorithms.
1) Analysis Using the Optimal Parameters: For each communication network we compute 4 different weighted adjacency matrices. The first one, , uses the "local degree weights", also known as Metropolis-Hastings weights, the second one, , uses the "best constant factor", and the third one, , computes the "optimal symmetric weights". This computation is done running an optimizer on the second largest eigenvalue with the "best constant factor" as the initial approximation to the solution of the problem. For more information about these matrices we refer the reader to [21] . These three matrices are symmetric, for that reason we include in the experiment a fourth non-symmetric matrix, , computed by if and otherwise. We compare our method using Chebyshev polynomials (Chebyshev) with the standard method that computes the powers of the matrices using (7) (Standard), the polynomial of degree 4 proposed in [28] using semi-definite programming optimization (SDP), the short node memory technique presented in [30] (ShortMem), and the second order recurrence with fixed weights proposed in [29] , (SOFixed). In ShortMem and SOFixed we use the optimal parameter, denoted here by and respectively, which are provided in the respective papers and dependent on the second largest eigenvalue of the weight matrix, . For the Chebyshev polynomials we also assign the optimal parameters and . We measure the average number of iterations required for all the agents to have an error smaller than a given tolerance with respect to the final consensus value, Tol. Table I shows the results of the experiment. For any matrix our algorithm reaches the consensus faster than all the other algorithms. Even compared to SOFixed, which is a method very similar to ours, using for example and a tolerance of , we obtain a 17% reduction in the average number of iterations (from 98.0 to 82.6).
An interesting detail is that our algorithm converges faster using the Metropolis-Hastings weights, , and the "non-symmetric weights", , than using the other two matrices (109.9 and 103.4), even though the second largest eigenvalue of and is smaller. This behavior happens because the eigenvalues of and are symmetrically placed with respect to zero whereas for and (an example can be found in [21] ). As a consequence, is larger and the algorithm converges faster. This is indeed very convenient because the "local degree weights" and the "non-symmetric weights" can be easily computed in a distributed way without global information, whereas the other two require the knowledge of the whole topology .  TABLE II  AVERAGE NUMBER OF ITERATIONS USING SUB-OPTIMAL  PARAMETERS AND TOLERANCE 2) Analysis Using Sub-Optimal Parameters: So far we have evaluated the convergence of our algorithm only considering the optimal parameters, which implies some knowledge of the eigenvalues of the weight matrix. However, in most situations the nodes will have no knowledge about these eigenvalues. We analyze now the convergence rate of Chebyshev polynomials algorithm when it is run using sub-optimal parameters. In this case, for simplicity we only consider in the experiment. Table II shows the average number of iterations required to have an error smaller than . Although the average number of iterations is in all the cases larger than the one in Table I (62.2 iterations), the results are still better than the standard algorithm (899.0 iterations in Table I ). Compared to ShortMem and SOFixed, recall that their optimal parameters require to have information about the network (the knowledge of ) which, right now, we are assuming it is unknown. In Table II we also include the results of these methods assigning as the estimated value of to compute and . In this case, using sub-optimal parameters, our method also behaves better than ShortMem and SOFixed because of the extra degree of freedom given by . Table II also corroborates some ideas of Remark 4.5 regarding the selection of the parameters and for unknown networks with many nodes. Choosing the two parameters with large modulus, i.e., and , we reach the consensus using less iterations than if we choose them closer to zero. Moreover, note that plays a more important role in the number of iterations than . This happens because of the use of the Metropolis Weights. If that is the case, the parameter can be chosen slightly closer to zero, e.g., , to further reduce the number of iterations.
B. Evaluation With a Time-Varying Communication Topology
We see now how the Chebyshev polynomials work when the topology of the network changes at different iterations. We start by showing the convergence in an illustrative example with 20 nodes where the conditions of Theorem 5.5 are satisfied. After that we run again Monte Carlo experiments with networks of 100 nodes to analyze the algorithm in more realistic situations.
1) Illustrative Example: We start by considering a connected communication network composed by 20 nodes. In order to satisfy the conditions of Theorem 5.5 at each iteration we randomly add some links to the network. In this way all the topologies remain connected and the parameters and correspond to the second maximum and the smallest eigenvalues of the initial weight matrix. Using the local degree weights, which return a symmetric matrix, these parameters are and . In Fig. 3 we show the evolution of the state using different algorithms and Chebyshev polynomials with different parameters. In the first row we can see the consensus value for the finite-time consensus algorithm using the minimal polynomial [25] and the semi-definite programming polynomial [28] , which do not reach the consensus when the topology changes, and for the standard method, which reaches the desired value. The vertical line represents when the algorithms reach the consensus with a tolerance smaller than . In the second row of Fig. 3 we show the evolution of the state using ShortMem, SOFixed and Chebyshev polynomials with parameters defined as in Corollary 5.6, . Finally, in the third row we show the consensus value using Chebyshev polynomials with parameters defined, from left to right, in Corollary 5.7, , non-symmetric with fast convergence for a fixed topology, , and symmetric with large modulus, . The last two examples show that the algorithm is also able to converge to the consensus when choosing parameters that do not satisfy the condition of Theorem 5.5. Moreover, note that in these last cases the convergence is also faster than using the other tested methods.
2) Convergence Depending on the Evolution of the Network and the Parameters: We generate again 100 random networks of 100 nodes like in the fixed topology case. To model the changes in the communication topology we consider three different scenarios in the experiment. The first and the second one assume a fixed initial communication topology and, at each iteration the links can fail with constant probability equal to 0.05 (Link Failures 1) and 0.5 (Link Failures 2) respectively. This is a usual way to model networks with unreliable or noisy communications. In the third scenario we consider a set of mobile agents that randomly move in the environment. In this way, at each iteration the communication topology evolves with the proximity graph defined by the new positions of the agents (Evolution with Motion). In the three scenarios we use the local degree weights and we do not worry about the network connectivity, letting the experiment to possibly have several iterations with disconnected networks. We set a maximum of 3000 iterations per trial.
The number of iterations required to achieve the consensus with accuracy using Chebyshev polynomials with different parameters is shown in Table III . We also include the results of those methods that reached the consensus in the illustrative example of Section VI.B, i.e., the standard consensus method, ShortMemo and SOFixed. Similarly to the case with a fixed topology, an appropriate choice of the parameters leads to faster convergence than the compared methods, e.g., considering Link Failures (LF1) and choosing and only 293.5 iterations are required, whereas the standard method requires 1087.2 iterations, (slower more than 3 times). On the other hand, in this experiment a wrong choice of the parameters may lead to a slow convergence. This is the case, for example, of the cells with " " iterations. By in- Fig. 3 . Convergence of different algorithms with a time-varying communication topology. The minimal polynomial and the SDP polynomial do not reach the consensus when the topology changes, while the standard method, the short node memory, the second order fixed recurrence and our approach with Chebyshev polynomials reach the desired value. The vertical line represents when the algorithms reach the consensus with a tolerance smaller than . An appropriate choice of the parameters in our algorithm leads to the fastest convergence.
TABLE III AVERAGE ITERATIONS FOR LINK FAILURES (LF1) AND (LF2) AND EVOLUTION WITH MOTION (EWM)
creasing the probability of the links to fail (LF2) we obtain a similar behavior but requiring more iterations to reach the consensus, because the network is sparser than for LF1.
By the results of the Table III , we deduce that if no knowledge about the evolution of the network is available, and there-fore, about its eigenvalues, the parameters should be chosen with large modulus, for example and . In this way we obtain a small number of iterations for all the scenarios. On the other hand, if some knowledge about the evolution over the time about the network is known (link failures with small probability, or changes due to the motion of mobile sensors), then we can choose to reach faster the consensus (293.5 iterations versus 334.5 for LF1). Let us remark that these parameters are obtained considering networks of 100 nodes. If the size of the network is smaller, it is better to choose values slightly closer to zero, whereas for networks of more nodes it is better to try parameters with closer values to one.
A final detail is that, in all the cases, the convergence seems to be more affected by than . This is explained by the use of the local degree weights. As we have mentioned earlier, these matrices do not have symmetric eigenvalues with respect to zero. In these matrices dominates the convergence rate, so the convergence is more sensible to the parameter .
VII. CONCLUSION
In this paper we have analyzed the properties of Chebyshev polynomials to design a fast and stable distributed consensus algorithm. We have shown that the proposed algorithm significantly reduces the number of communication rounds required by the network to achieve the consensus. We have provided a theoretical analysis of the properties of the algorithm in both fixed and time-varying communication topologies. We have also evaluated our method with an extensive set of simulations. Both theoretical and empirical analysis show the quality of our proposal.
APPENDIX
A. Proof of Theorem 4.1 (Convergence of the Algorithm)
We introduce an auxiliary result to prove the convergence. In addition, is symmetric, and so is , which implies that its spectral norm coincides with the spectral radius,
For any we have that , then for all the eigenvalues of but . Finally, noting that is strictly larger than 1, by Lemma 1.1, , which proves the convergence of the algorithm and gives us the convergence rate.
B. Proof of Theorem 4.2 (Optimal Parameters)
In order to prove Theorem 4.2 we will use the following auxiliary results. is increasing with and the minimum value is obtained for .
C. Proof of Theorem 4.3 (Faster Convergence Than )
By (9) we have that . To prove that goes to zero we show that the quotient goes to infinity with . That is (45) If , then and . Using (5) (46) where is the function in (5) , which at is smaller than one. Then, in order to fulfill (45) it must hold that (47) which is satisfied if (17) holds.
On the other hand, if , using again (5) we substitute the value of and (48)
The second term of (48) goes to one as goes to infinity. This means that, in order to fulfill (45) it must hold that (49)
Replacing for its value and doing some calculations using the radical conjugates we obtain (50)
Using (50) we obtain that (49) is equivalent to , which by (17) is always true, and therefore, the proof is complete.
D. Proof of Proposition 4.6 (Convergence for Directed Graphs) Lemma 1.5: Given
, for any complex number , such that , then . Proof: It is a straightforward consequence of (41). Proof of Proposition 4.6.: Let , with the left eigenvector associated to . Proceeding as in the Proof of Theorem 4.1, using , we arrive at
Since is diagonalizable, so is , which implies that can be decomposed, , with . Using that , we get that , and then (52) with the condition number of . For any we have that , then for all the real eigenvalues of but . Noting that is strictly larger than 1 and , for any complex eigenvalue , by Lemmas 1.1 and 1.5, for all , which proves the convergence of the algorithm.
E. Proof of Theorem 5.5 (Convergence With Time-Varying Topologies)
First of all, let us state the notation we will follow along the proof. For any weight matrix we denote its eigenvectors by . Let us denote the matrix with all the eigenvectors of . Since is symmetric, it is diagonalizable and we can choose the base of eigenvectors in such a way that is orthogonal. Therefore, , and , for all . We define as the vector containing the average of the initial conditions in all its components, . Let
, whose eigenvalues are 0, with its corresponding eigenvector, and , with the same eigenvectors as . Thus, , with diag . Taking all of this into account it is easy to see that , and . Given two consecutive matrices, and , let be the matrix such that , that is, the matrix that changes from the base of eigenvectors of to the base of eigenvectors of . In a similar way, will be such that . The orthogonality of , implies that the matrices and are also orthogonal, and . We define the scaled error at the nth iteration by . Using the Chebyshev recurrence (19) , and the equivalence (53) satisfies the recurrence (54)
Each vector
can be expressed as a linear combination of the eigenvectors of (55)
We will next prove that goes to zero with . Replacing by (55) in (54),
Therefore, the vectors satisfy the recurrence (57)
Taking spectral norms,
By Lemma 5.4 we can bound the norm of by , where the parameter in this case is (59) Therefore, in order to make the error go to zero we require that (60) Using (5) (61) which goes to zero if . When this happens , and the consensus is achieved.
F. Proof of Proposition 5.8 (Expected Convergence Value)
Let us note that the analysis is equal to the one developed for Theorem 5.5 up to (58). Now let us analyze the expected value of the spectral norm of (62)
where we have used the condition that is strictly positive and the assumption about independent random graphs at different iterations. By Lemma 5.4 we can bound the expected norm of by . After this point, the proof of Theorem 5.5 can be used again, just taking into account that the expected value of the error with respect to the consensus is what goes to zero now instead of the actual error.
