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ABSTRACT 
 
 
 
 
 Nonsmooth optimization is one of the hardest type of problems to solve in 
optimization area.  This is because of the non-differentiability of the function itself.  
Subgradient method is generally known as the method to solve nonsmooth optimization 
problems, where it was first discovered by Shor [17].  The main purpose of this study is 
to analyze the efficiency of subgradient method by implementing it on these nonsmooth 
problems.  This study considers two different types of problems, the first of which is 
Shor’s piecewise quadratic function type of problem and the other is L1-regularized 
form type of problems.  The objectives of this study are to apply the subgradient method 
on nonsmooth optimization problems and to develop matlab code for the subgradient 
method and to compare the performance of the method using various step sizes and 
matrix dimensions.  In order to achieve the result, we will use matlab software.  At the 
end of this study we can conclude that subgradient method can solve nonsmooth 
optimization problems and the rate of convergence varies based on the step size used.  
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ABSTRAK 
 
 
 
 
Pengoptimuman tak licin adalah salah satu jenis masalah yang paling sukar untuk 
diselesaikan di dalam bidang pengoptimuman.  Ini adalah kerana ketidakbolehan 
pembezaan oleh fungsi itu sendiri.  Kaedah subkecerunan diketahui umum sebagai 
kaedah untuk menyelesaikan masalah pengoptimuman tak licin, yang pertama kali 
ditemui oleh Shor [17].  Tujuan utama kajian ini adalah untuk menganalisis 
keberkesanan kaedah subkecerunan dengan mengaplikasikannya kepada masalah-
masalah tak licin ini.  Kajian ini mempertimbangkan dua jenis masalah, di mana yang 
pertama adalah masalah Shor fungsi kuadratik jenis cebis demi cebis, dan yang kedua 
ialah masalah berbentuk nalar-L1.  Objektif kajian ini adalah untuk mengaplikasikan 
kaedah subkecerunan pada masalah pengoptimuman yang tak licin dan untuk membina 
kod matlab bagi kaedah subkecerunan serta untuk membandingkan prestasi kaedah ini 
dengan menggunakan saiz langkah dan dimensi matrik yang berbeza.  Dalam usaha 
untuk mencapai keputusan, kita akan menggunakan perisian matlab.  Pada akhir kajian 
ini, kita boleh membuat kesimpulan bahawa kaedah subkecerunan ini boleh 
menyelesaikan masalah pengoptimuman tak licin dan kadar penumpuan berbeza 
berdasarkan saiz langkah yang digunakan. 
  
