Thi s paper exami nes the empi r i cal r elati onshi p between fi nanci al development and economi c gr owth for hi gh i ncome countr i es. The study focuses on both i ndi r ect fi nance and di r ect fi nance, separ ately as well as j oi ntly. Applyi ng the methodology of Nai r -Rei cher t and Wei nhold (2001) for causali ty analysi s i n heter ogeneous panel data, two sets of r esults ar e r epor ted. Fi r st, the evi dence r egar di ng the r elati onshi p between fi nanci al development and economi c gr owth fr om a contempor aneous non-dynami c fi xed effects panel esti mati on i s mi xed. Negati ve and stati sti cally si gni fi cant esti mates of the coeffi ci ent of the i nflati on and fi nanci al development i nter acti on var i able i ndi cate that fi nanci al sector development may even be har mful to economi c gr owth when i nflati on i s r i si ng. Second, i n contr ast wi th the r ecent evi dence of Beck and Levi ne (2003), heter ogeneous panel causali ty analysi s appli ed on a r efi ned model i ndi cates that ther e i s no defi ni te evi dence that fi nance spur s economi c gr owth or gr owth spur s fi nance. Most of our fi ndi ngs ar e i n li ne wi th the Lucas (1988) vi ew that the i mpor tance of fi nanci al matter s i s overstr essed. The only excepti on i s the case of acti vi ty i n stock mar kets wher e our r esult suppor ts the Robi nson (1952) vi ew that fi nance follows enter pr i se.
Introduction
The relationship between financial development and economic growth has always fascinated economists. As far back as 1873, Bagehot argued that the financial system played a critical role in igniting industrialization in England by facilitating the mobilization of capital for growth 1 . Schumpeter (1934) noted that banks actively spur innovation and future growth by identifying and funding productive investments. McKinnon (1973) and Shaw (1973) brought the relationship between financial development and economic growth at the centre stage of research. Lucas (1988) , however, dismisses finance as a major determinant of economic growth calling its role over-stressed by economists. Empirical evidence is also mixed as has been pointed out by Levine (1997 Levine ( , 2003 in extensive reviews of the literature.
In view of the conflicting evidence, Khan and Senhadji (2000) stress that the relationship between financial development and economic growth needs to be refined and appropriate estimation methods employed.
Both the theoretical and empirical literature suggest that increases in the rate of inflation can adversely affect financial market conditions (Khan, Senhadji, and Smith, 2003) . A simple way to allow for such an effect is to write the coefficient of financial development as a function of inflation, and to consider both financial development and inflation separately as well as interactively while modeling the relation between financial development and economic growth.
Previous studies have been based either on time series data or on cross-sectional data. Whereas time series analysis is confined to an individual country, the cross-sectional studies have been criticized on the grounds of failure to control effectively for cross-country heterogeneity. No doubt some studies have used a panel GMM estimator to analyze the finance and growth relationship, but as pointed out by Kiviet (1995) , panel data models that use instrumental variables estimation often lead to poor finite sample efficiency and bias. Considering the heterogeneous nature of the relationship between financial development and economic growth across countries, Nair-Reichert and Weinhold's (2001) methodology of panel causality analysis has been used in this study.
The main objective of the present study is to investigate the causal relationship between financial development and economic growth by using panel data from 19 High Income Countries (HIC) for the period 1974-2001. The plan of the paper is as follows. The theoretical and empirical work relating to the relationship between financial development and economic growth is reviewed in the next section. The model used in the study and the methodology applied are outlined in section 3. The empirical results are provided in section 4. A summary of the conclusions and policy recommendations are given in the last section of the paper.
Review of Literature
The literature on the finance-growth nexus may be grouped into four schools of thought. i) Fi nance pr omotes gr owth: Banks act as an engine of economic growth as noted by Bagehot (1873) , Schumpeter, (1934) , Hicks (1969) , McKinnon (1973) , Shaw (1973) , and some others.
ii) Fi nance hur ts gr owth: As explained in Levine (2003) , it is believed that banks have done more harm to the morality, tranquility, and even wealth of nations than they have done or ever will do good. Although financial institutions facilitate risk amelioration and the efficient allocation of resources, it may not boost growth because better finance means greater returns to saving and lower risk (which may result in lower savings) and resultantly lower growth.
iii) Fi nance follows gr owth: Robinson (1952) pointed out that the enterprise leads financial development. Economic growth creates a demand for financial arrangements and the financial sector responds automatically to these demands.
iv) Fi nance does not matter : According to Lucas (1988) the role of finance in economic growth has been overstressed.
As pointed out earlier, some studies (such as those of Levine, Loayza and Beck (2000) and Beck, Levine, and Loayza (2000) ) have used a panel GMM estimator to analyze the finance and growth relationship to control for cross country heterogeneity, but it has often led to poor finite sample efficiency and bias. Some studies allow for intercept heterogeneity but Pesaran and Smith (1995) show that if slope coefficients are assumed to be constant, the traditional panel estimators may yield inconsistent estimates. Moreover, using a period average, i.e., collapsing each time series variable into a single observation, has been criticized because of the nonstationary nature of these data [See Van den Berg and Schmidt (1994) and Van den Berg (1997) ].
The use of time-series-cross-section panel data estimation allows researchers to control for country-specific, time-invariant fixed effects, and includes dynamic, lagged dependent variables which are also helpful in controlling for omitted variable bias. But the traditional panel data fixed effects estimators (FEE) impose homogeneity assumptions on the coefficients of lagged dependent variables when, in fact, the dynamics are heterogeneous across the panel. Pesaran and Smith (1995) argue that this misspecification may lead to serious biases that cannot be remedied with instrumental variable estimation. The Mean Group Estimator of Pesaran and Smith (1995) is an unweighted average of the country specific coefficients and is particularly sensitive to outliers. A simple Random Coefficient (RC) estimator, on the other hand, calculates a variance weighted average, but it is not possible to estimate dynamic RC models. The Mixed Fixed Random (MFR) effects approach of Hsiao et al (1989) which has been utilized by Weinhold (1999) , and Nair-Reichert and Weinhold (2001) falls somewhere in between the two extremes of FEE and MGE in terms of allowing for heterogeneity. This method imposes more structure on the coefficient values of the exogenous variables than the MGE. As compared to the FE estimator with a small T, the MFR coefficients approach produces a considerably less biased parameter estimate [Nair-Reichert and Weinhold (2001) ]. Weinhold (1999) shows that the MFR coefficients model performs very well compared to instrumental variables (GMM), and it has other features well suited for the causality analysis in heterogeneous panel data sets.
Nausser and Kugler (1998) use the heterogeneous panel data approach for a limited number of OECD countries and after doing panel cointegration analysis, individual country causality analysis has been applied. Christopoulos and Tsionas (2003) use panel unit root tests and panel cointegration analysis to examine the relationship between financial development and economic growth in ten developing countries. But for causality analysis they use time-series tests to yield causality inferences within a panel context. Chari, Jones and Manuelli (1996) argue that financial regulations and their interaction with inflation have substantial effects on growth. Choi, Smith, and Boyd (1996) argue that inflation reduces the real return to savings and makes the adverse selection problems in capital markets more severe inducing a high degree of credit rationing and a negative impact on financial development. In a monetary growth model, Huybens and Smith (1999) show that, at the steady state, higher rates of money creation reduce the real return on all assets and, under certain conditions, lead to a reduction in the volume of trading in equity markets. Boyd, Levine and Smith (2001) consider an alternative theory regarding the relationship between inflation and financial sector performance: governments combine high inflation with various restrictions on the financial sector to help fund expenditures. As a result, they have both poorly developed financial systems and high inflation. Barro (1997) finds that permanent increases in the rate of inflation have significant negative effects on long run real growth rates. Khan, Senhadji, and Smith (2003) assert that the real effects of inflation derive from the consequences of inflation for financial markets conditions.
Model, D ata, and Econometric Methodology

Model Specification
Following King and Levine (1993) , the relationship between financial development and economic growth using the linear regression equation is given below: The slope coefficient is also allowed to vary across countries to take into account the possible heterogeneity 3 among the various countries in a panel.
er, which of course is also allowed to vary across individual countries 2 .
The other factors associated with economic growth (i.e. the variables in X ) include two types of variables: state as well as control variables. State variables are the initial stock of physical capital and the initial stock of human capital. The available data on physical capital seem unreliable (Barro and Sala-i-Martin, 2004) . Following Barro and Sala-i-Martin (2004) we assume that for a given stock of human capital, a higher level of initial income reflects a greater stock of physical capital or larger quantity of natural resources. For the initial level of income we use real GDP per capita with a one year lag. Because of diminishing returns to reproducible factors, a richer economy tends to grow at slower rate. Therefore, the influence of the higher initial level of income on the growth rate of real GDP per capita in equa ent ratio on the growth rate of real GDP per capita in equation (3.2) would be positive because er capita GDP to be negative and the sign of the coefficient of the initial level of secondary school enrollment ratio to atio (denoted by GCGR) as fiscal policy variable, and international trade openness (denoted by TRGR) as internat will increase the complexity of contracts, raise the frequency of negotiations, tion (3.2) would be negative.
There are some very interesting and path breaking models which shed light on the role of human capital in economic growth. One of the most prominent and influential contributions is that of Lucas (1988) , which in turn is related to the previous work by Uzawa (1965) . In the long run, sustained growth is linked with human capital. Human capital is a broader concept. We use educational attainment as a stock of human capital. The variable we use to proxy the educational attainment is the secondary school enrollment ratio. The influence of the higher (initial) secondary school enrollm educational attainment affects productivity positively.
Previous empirical studies [for example Barro (1997) , Barro and Salai-Martin (2004) ] have shown that growth in real GDP per capita is negatively related to the initial level of GDP. So we also expect, in our study, the sign of the coefficient of initial level real p be positive in equation (3.2).
Following the recent literature on the analysis of financial development and economic growth, the control variables we use are: inflation rate (denoted by INFL) as measure of macro economic instability, government consumption to GDP r ional trade policy variable.
Temple (2000) asserts that inflation increases uncertainty. It will tend to introduce unwelcome noise into the workings of the markets, for instance raising relative price variability. Planning will become more difficult. Heyman and Leijonhufvus (1995) argue that high inflation rates and perhaps lead to certain contracts being avoided altogether. Planning horizons shorten, and firms avoid long run commitments. In this way, inflation tends to have negative effects on growth. rnment consumption to GDP ratio on growth rate of real GDP per capita. ogical progress and hence, permanently rises growth rates (Winter, 2004) .
The issue of the effect of government consumption is complicated. Government consumption is a component of aggregate demand, and if there is slack in production and prices and/or wages are sticky downward, it will have a positive effect on GDP according to Keynesian hypothesis. Moreover, the public sector may raise the productivity of the private sector by providing legal, defense, judiciary and police services, enforcing property rights, and correcting failures in the markets etc. On the other hand, government interventions generate disincentive effects caused by revenue raising and transfer activities. Taxes to meet the expenditures can result in serious resource misallocation. Additionally, potential inefficiencies caused by rent-seeking and principal-agent problems in the provision of government output may result in substantial negative impact on productivity. This can mitigate or even offset the potential positive effects of government consumption on economic growth and we may have a negative sign of the impact of gove Overall, the trade to GDP ratio is a measure of the openness of a country to international trade. It is argued in the literature that the greater the openness the greater the competition or exposure to a larger set of ideas or technologies which increases the technol
where it ε are assumed to be idiosyncratic errors.
We first estimate the contemporaneous non-dynamic fixed effects panel model of economic growth by regressing the GRGPC on conditioning variables (INFL, GCGR; TRGR; SSER 4 ; and initial RGPC) and we name it as the general model. Dropping the insignificant variables (if any) we will be left with a parsimonious basic model for economic growth. To this basic model we add a proxy for financial development and have an intermediate model to see how financial development contributes to economic growth. In order to capture the impact of changes in the rate ial market conditions, it is hypothesized that the of inflation on financ financial development effect, i 1 β ′ , is a function of the inflation rate, i.e.;
To analyze whether there is a causal relationship between economic growth and financial development we turn to the dynamic panel form of (3.4) in which GRGPC is modeled as a function only of lags of itself and of all other right hand side variables in (3.4). That is:
This gives us the final model which includes the proxy for financial development and inflation, both individually as well as interactively.
To take care of the linear influences of the remaining right-hand side variables in (3.4a) on the candidate causal variable, we orthogonalize the candidate causal variable 5 and thus our final model in dynamic form
All the variables in the model are assumed to be stationary.
Our causal candidate variable is the proxy for financial development and we orthogonalize only this variable in order to ensure that the estimated coefficients are independent. We base our non-causality inference on estimated coefficient of the causal candidate variable to be zero.
D ata
One of the important issues pertaining to the analysis of the finance growth nexus is the selection of proxies to measure financial development and economic growth. For economic growth, following King and Levine (1993) , we use real per capita GDP growth. We denote it by GRGPC 6 . Th Followi Demirg indirect also com proxy o of financial sector development which will be used in this study. These measures are discussed below.
i )
of banks and other financial intermediaries, divided by GDP, the functioning of the financial system. i i ) vate sector credit (by deposit money banks and other financial institutions) to GDP ratio (PCGR).
, which equals the market value of listed shares divided by GDP.
i v) raded in the stock market to GDP ratio (VTGR).
ere is no single accepted empirical definition of financial development.
ng King and Levine (1993) ; Levine and Zervos (1998) ; and Beck, uc-Kunt, and Levine (2001) various indicators of size and activity of as well as direct finance proxy for financial sector development. We bine the size and activity measures of direct and indirect finance to verall financial sector development. As a whole, we have six measures
The si ze of i ndi r ect fi nance: The size of the financial intermediaries is measured as currency plus demand and interest bearing liabilities generally known as liquid liabilities to GDP ratio (LLGR). This is the broadest available indicator of financial intermediation. However, the size of the financial sector may not accurately measure
The acti vi ty of i ndi r ect fi nance: To measure the activity of financial intermediaries we consider the pri The si ze of di r ect fi nance: As an indicator of the size of direct finance we use the stock market capitalization to GDP ratio
The acti vi ty of di r ect fi nance: As an indicator of the activity of direct finance we use the total value of the shares t v) The si ze of the over all fi nanci al sector : Combining the two size measures we have an overall size measure of the financial sector. We call it the financial depth to GDP ratio, denoted by FDGR.
vi ) The acti vi ty of the over all fi nanci al sector : Combining the two activity measures we have an overall activity measure of the financial sector, i.e., the financial activity to GDP ratio (FAGR).
Stock variables are measured at the end of a period and the flow variables are def ing timing and deflation. To address these problems, we deflate the end-of-year financial aggregates by end-of-year consum llowing:
ined relative to a period. This presents a problem in the first type of measure, both in terms of correct er price indices (CPI e ) and deflate the GDP series by annual consumer price index (CPI a ), following Demirguc-Kunt and .
Then we compute the average of the real financial aggregate in year t , and 1 − t and divide this average by real GDP measured in year t . The end-of-
year CPI is either the value for December, or, where the December-CPI is not available, for the last quarter. The formula, for LLGR 7 , is the fo
In the case of the ratio of two flow variables measured in the same time, deflating is
We use a dataset of 19 HIC countries listed in the Appendix A. The countries have been selected from the overall list of High Income Countries c ar that data are available for at least 15 observations for both types of finance.
Methodology
for which World Bank publishes income classifi ation in its World Development Indicators 8 . The countries included e selected on two criteria: there is data both on indirect as well direct finance; and
For testing the stationarity of the variables we apply the Im, Pesaran and Shin (2002) panel unit root test for dynamic heterogeneous panels which is based on the average (across countries) of the (augmented) Dickey-Fuller statistics.
Pane o Test
r the calculation of individual country unit root (augmented) Dickey-Fuller test-statistics denoted by . The process starts by estimating the following (augmented) Dickey-Fuller regression:
riables to be included depends on the stationarity of the error term and here we will be using a step down procedure starting at a maximum lag of four. 
IPS pan t test is
which is referred to as the bar t − statistic.
IPS shows that under the assumption that 
growth. Otherwise, the order of integration of the series of interest does not support a move to cointegration analysis. On the basis of the evidence docume
Contemporaneous Fixed Effects Model Estimation
Assuming the slope coefficients to be homogeneous, we estimate the model in (3.4) using a fixed effects methodology in which the country specific fixed effects are wiped out and each variable is replaced by its deviation form cross-sectional means. On this transformed data the OLS Weinhold (1999) and Nair-Reichert and Weinhold (2001) for causality onver s to standard normal variate 9 as N increases indefinite When testing for panel unit roots at level we take both the unobserved effects and heterogeneous time trend as in equation (3.7). If in no case we reject the null hypothesis that every country has a unit root for the series in levels, we then test for a unit root in first differences.
If the proxy for economic growth and for financial development are of the same order of integration and none of the control variables is of a higher order than that of the dependent variable, we move towards testing for possible cointegration between financial development and economic nted in Lee, Pesaran and Smith (1997) and in Canning and Pedroni (1999) , we expect our dependent variable (growth in real GDP per capita) and the variables of interest to be stationary and therefore we may not have to apply panel cointegration analysis. method is applied. However, for calculating the estimated t-values robust variance estimator proposed in Arellano (1987) is used to address the issue of possible heteroscedasticity.
Panel Causality Analysis for D ynamic Heterogeneous Panel D ata Model
We examine the direction of causality between financial development and economic growth, and vi ce ver sa, using the methodology introduced by 9 IPS standardized their test statistics based on simulations of the mean and variance (with different values obtained depending on the lag length used in the ADF tests and the value of N). These simulated values are given in IPS (2002) . analysis in heterogeneous panel data which is based upon the mixed fixed random (MFR) coefficients approach of Hsiao et al (1989) .
air-Reichert and Weinhold (2001) , we consider the model
1 − denotes the orthogonalized candidate causal variable after the linear influences of the remaining righthand side variables have been taken into account. Orthogonalization 10 provides for the appropriate interpretation of the estimated variances by making sure that the coefficients are independent. Unobserved effects ( i α ) and the coefficient of the lagged dependent variable are fixed and country specific; and the coefficients on the exogenous explanatory variables are drawn from a random distribution with mean j β and finite variance 11 .
The estimator and the corresponding standard error are discussed in Appendix B.
Results
Statistical properties of the data
Table-4.1A shows the summary statistics of various variables used in this study. The comparison of within and between-country standard deviation for all the variables shows that most of the variability in all the variables is between countries which shows the heterogeneity amongst the countries.
The pair-wise correlations matrix, presented in Table 4 .1B, shows that the growth in real per capita GDP is positively related to openness measured by trade to GDP ratio and to all the indicators of financial development, except private credit to GDP ratio. The secondary school 10 For the purpose of orthogonalization of the lagged causal candidate variable, we regress the lagged causal candidate variable on the constant, lagged dependent variable and all other explanatory variables. We use errors of this regression as orthogonalized (lagged) causal candidate variable. 11 Weinhold (1999) explains why to model this particular combination of fixed individual specific coefficients on the lagged dependent variable and random coefficients on the lagged independent variables. enrollment to GDP ratio is negatively correlated with growth in real per capita GDP 12 because it may not be a good proxy for education in a high income country; higher education may have a strong positive correlation with re development and inflation interaction outweighs the positive contribution from financial development t
Im
evel, we consider both the unobserved effects and heterogeneous time trend as in equation (3.7). It can be argu rowth rate of real GDP per capita to inflation, government consumption to GDP ratio, overall trade to GDP ratio, (initial) al per capita GDP growth. Real GDP per capita growth is negatively related to the government consumption to GDP ratio and to the rate of inflation. Finally, the inflation rate is negatively correlated with all the measures of financial development. Interestingly, the correlation coefficients between inflation and financial development are higher compared to the correlation coefficients between financial development and economic growth, i.e. the negative contribution of financial o real GDP per capita growth. While testing for panel unit roots at l ed, particularly in the case of the growth rate of real GDP per capita and inflation, that there is no reason to include the heterogeneous time trend while testing for the unit root. However, it has been observed that the orders of integration of growth and inflation are insensitive to whether or not we include the heterogeneous time trend.
-Pesaran-Shin Panel Unit Root Test
Contemporaneous Fixed Effects Model Estimation
In order to explore the relationship between financial development indicators and economic growth, we start with the estimation of the contemporaneous non-dynamic fixed effects panel estimation of the most general form which relates g secondary school enrollment ratio and the (initial) level of per capita GDP 14 .
12 In Table-4.3.1 we can also see that SSER is found to be insignificant in contemporaneous non dynamic fixed effects panel estimation. 13 We will be using first differences of such variables in the panel causality analysis. 14 All the variables are in log form.
Indirect Finance and Economic Growth
Inflation, government consumption to GDP ratio, overall trade to GDP ratio, and initial per capita income are the significant determinants of growth in per capita GDP in High Income Countries (see Table 4 .3.1). These results show that all the four explanatory variables in the basic model have the appropriate sign. These results are consistent with standard growth theory. Inflation depresses growth due to its adverse implications for working markets. Government consumption affects growth negatively, because of well known inefficiencies associated with the larger size of the government. A negative significant coefficient of the initial level of per ence growth theories. Overall the trade to GDP ratio has a positive effect on the growth rate of of the financial sector become insignificant. However, the interaction term is negative and significant in the case of interaction with on with the activity indicator of financial development. Thus in the HIC, we do not find any rela n in the column under the intermediate model. Both the proxies of size and activity of the (direct) financial sector are significant irrespective of whethe capita GDP is in accordance with the conditional converg real GDP per capita.
By including proxies for financial development as regressors besides these four variables and re-estimating the simple contemporaneous non dynamic fixed effects panel regression, we find that the coefficient of the proxy for the size of the financial sector is insignificant, whereas the coefficient of the proxy for the activity of the financial sector is significant with a negative sign. When the interaction of finance with inflation is introduced, then the coefficients of the proxies of both the size and the activity the size indictor and is insignificant in the case of interacti tionship between financial development and economic growth when we have the interaction variable in the model. However, the economic growth returns of further financial development in the size of indirect finance declines with increased inflation. gives the results of the simple contemporaneous non-
D irect Financial D evelopment and Economic Growth
Overall Financial D evelopment and Economic Growth
The proxy of the size of the overall financial sector is statistically significant irrespective of whether we take finance ncially developed stage of the economy as its impact is greater than that which can be at the lesser (financially) developed stage of the e above is based on the underlying m geneity of the relationships across countries in the panel. Heterogeneity is restricted to the intercept but is not permitted e apply the Nair-Reiche t and Weinhold (2001) alone or as an interaction variable with inflation. However, the proxy of the activity of the overall financial sector is statistically insignificant, irrespective of whether we take finance alone or along with an interaction variable with inflation. The implications are clear: economic growth has a relationship with only the size of the overall financial sector and is independent of financial development expressed in terms of activities of the (overall) financial sector. The coefficient of the interaction variable is insignificant for both the size as well as activity of the overall financial sector.
It is also observed that the magnitude of the partial effect of inflation on growth rate of GDP per capita is larger in the final model as compared to the basic model. It shows that inflation may be a much more serious issue in the fina conomy.
Panel Causality Analysis
The entire analysis of the contemporaneous non-dynamic fixed effects panel estimation presented assumption about the ho o in the slope coefficients. W r n this model, the coefficient on the lagged dependent variable is country specific and the coefficients on the other right hand side variables are allowed to have normal distribution. We choose a lag leng large number of explanatory variables and relatively short time series for each country. The results are presented in Table 4 .4 where we report the mean of the estimated coefficient, standard error of the mean of the estimated coefficient, and the variance estimate of the estimated coefficient on the causal variable.
For causality testing, we build confidence intervals around zero (here we will use the first element in the estimated vector 1
which is to be tested to be zero) to test for the mean of the estimated coefficient on the causal variable to be zero. The lower and upper bounds are given below:
The area that falls within this interval is interpreted to correspond to obse the causal effect of financial development on economic growth as the estimated coefficient of the orthogo This study examines the empirical relationship between financial develop A negative and, in most cases, significant coefficient of the inflation and financial development interaction variable indicates that financial sector rvations that are not significantly different from zero.
We do not find evidence that the mean of the estimated coefficient of the orthogonalized causal candidate variable is significantly different from zero. Thus the results of the tests of causality from indirect finance to growth as well as that of causality from growth to indirect finance show that both are independent of each other and hence we find support for Lucas' view that economists overstress the role of finance. These results hold for the overall financial development proxies as well. In the cases of direct finance also we do not find any evidence of nalized causal candidate variables are insignificant. However, when we conduct the reverse causality analysis we find that economic growth has a positive impact upon the activity in the financial sector in the case of direct finance. This result supports the Robinson (1952) view 'where enterprise leads finance follows' and thus economic growth creates demand for financial arrangements and financial sector responds automatically to these demands.
Conclusion
ment and economic growth while incorporating the inflation rate effect on financial development. The panel data of 19 High Income Countries suggests a mixed picture of the relationship between financial development and economic growth from the contemporaneous non-dynamic fixed effects panel estimation. Whereas there had been no positive and significant relationship between indirect finance and economic growth, direct finance is significantly and positively related to economic growth. We also find a significant and positive relationship between the size of overall financial development and economic growth. development is actually more harmful for economic growth when inflation is high, especially at a more developed stage of the financial system. In the cases where the interaction term is significant, the magnitude of the partial effect o pment. Most of our findings are in line with the Lucas view on finance that the importance of financial matters is very badly over-stressed. The only exception is the case when we conduct the reverse causality analysis and find that economic growth has a positive impact upon activity in the financial sector in the case of direct finance. This result supports the Robinson (1952) view that where enterprise leads finance follows. Therefore it follows thus that economic growth creates a demand for financial arrangements and the financial sector responds automatically to these demands 15 .
We examined the empirical relationship between financial development and economic growth for a panel of high income countries. All of the countries in the sample had, during the time period under consideration, relatively developed and sophisticated financial markets, in which 'marginal' improvements in financial sector size and/or activity might have only modest effects on growth and thus might be the conclusion we reached above. Thus we would like to caution about generalizing these results on all countries, particularly low income countries. The causal relationship between financial development and economic growth may be different for low income countries than for high income countries. f inflation on the growth rate of GDP per ca pita is found to be larger in the final model as compared to that in the basic model, i.e. inflation may be a much more serious issue in the financially developed stage of the economy as its impact is greater than that which can be at the lesser (financially) developed stage of the economy.
The use of the Nair-Reichert and Weinhold (2001) panel causality methodology for the dynamic heterogeneous panel and a refined model employed in this study show that there is no indication that financial development spurs economic growth or growth spurs financial develo 15 During the 1990's, information technology revolution has changed the nature and speed of financial transaction which coupled with globalization of stock markets and banking structure has given new meanings to financial development. In the light of these comments of one of the anonymous referees we also did the whole above exercise for post 1990 sample. The results of Nair-Reichert and Weinhold panel causality analysis for post 1990 sample are reported in Table 4 .4A of the Appendix A which are not much different from those reported for full period sample in Table 4 .4. The detailed results on panel unit root analysis and contemporaneous fixed effects panel estimation are available from the corresponding author on request. @: Order of integration is insensitive to maximum lag selection for general to specific methodology between 4 (for which these results are presented) and 1 (results for maximum lag selected 3, 2, and 1 are not presented here). Y Z contains vector of 1s for the intercept, and the lagged dependent variables, i.e. those for which we have fixed coefficients; X has the orthogonalized causal candidate variable and other control variables, i.e. all other right hand side variables for which we have random coefficients. We denote the vector of all the right hand side variables (including unobserved effects) by W , i.e. it contains all the variables that are in Z and X . Let 2 θ be a vector of fixed coefficients (which are f in number) and 1 θ be vector of random coefficients (which are r in number). Let θ denote the vector of all fixed as well as random coefficients.
We estimate 1 θ by (here we will use the first element in the vector which is ) for which the lower and upper bounds are given below:
Lower Bound (Confidence Interval):
For causality testing, we have to build the confidence interval a Upper Bound (Confidence Interval):
The area that falls within this interval is interpreted to correspond to observations that are not significantly different from zero 17 . 16 Theoretically speaking; for population parameter under the null hypothesis that ] 1 [ 1 θ is zero. 17 For panel causality analysis, we use the SAS version of the program (which calculates the estimate of the coefficient of the causal variable, its standard error, the confidence interval and the estimate of the variance of the estimated random coefficient) developed by Diana Weinhold and available on her site linked with that of the London School of Economics, UK. This SAS program does not orthogonalize the candidate casual variable, however, we did it. 
