This chapter aims to survey the growth and uptake of crowdsourcing for culture and heritage, and more specifically, within Digital Humanities. It raises issues of public engagement and asks how the use of technology to involve and engage a wider audience with tasks that have been the traditional purview of academics can broaden the scope and appreciation of humanistic enquiry. Finally, it asks what this increasingly common public-facing activity means for Digital Humanities itself, as the success of these projects demonstrates the effectiveness of building projects for, and involving, a wide online audience.
Crowdsourcing: an introduction
Crowdsourcing -the practice of using contributions from a large online community to undertake a specific task, create content, or gather ideas -is a product of a critical cultural shift in Internet technologies. The first generation of the World Wide Web had been dominated by static websites, facilitated by search engines which only allowed information-seeking behaviour. However, the development of online platforms which allowed and encouraged a two-way dialogue rather than a broadcast mentality fostered public participation, the co-creation of knowledge, and communitybuilding, in a phase which is commonly referred to as "Web 2.0" (O'Reilly 2005 , Flew 2008 ). In 2005, an article in Wired Magazine discussed how businesses were beginning to use these new platforms to outsource work to individuals, coining the term "crowdsourcing" as a neologistic portmanteau of "outsourcing" and "crowd" (Howe 2006b ):
Technological advances in everything from product design software to digital video cameras are breaking down the cost barriers that once separated amateurs from professionals. Hobbyists, part-timers, and dabblers suddenly have a market for their efforts, as smart companies in industries as disparate as pharmaceuticals and television discover ways to tap the latent talent of the crowd. The labor isn't always free, but it costs a lot less than paying traditional employees. It's not outsourcing; it's crowdsourcing…" (ibid).
The term was quickly adopted online to refer to the act of a company or institution taking a function once performed by employees and outsourcing it to an undefined (and generally large) network of people in the form of an open call. This can take the form of peer-production (when the job is performed collaboratively), but is also often undertaken by sole individuals. The crucial prerequisite is the use of the open call format and the large network of potential laborers (Howe 2006c) .
Within a week of the term being coined, 182,000 other websites were using it (Howe 2006a ) and it rapidly became the word used to describe a wide range of online activities from contributing to online encyclopedias such as Wikipedia, to tagging images on image sharing websites such as Flickr, to writing on blogs, to proofreading out of copyright texts on Project Gutenberg, or contributing to open-source software.
(An analagous term to crowdsourcing, Citizen Science, has also been used where the small-scale tasks carried out online contribute to scientific projects (Silvertown 2009 )).
It is important to note here that the use of distributed (generally volunteer) labour to undertake small portions of much larger tasks, gather information, contribute to a larger project, or solve problems, is not new. There is a long history of scientific prizes, architectural competitions, genealogical research, scientific observation and recording, and linguistic study (to name but a few applications) that have relied on the contribution of large numbers of individuals to undertake a centrally managed task, or solve a complex problem (see Finnegan 2005 for an overview). For example, the Mass-Observation Project was a social research organisation in the United Kingdom between 1937 and the 1960s, which relied on a network of 500 volunteer correspondents to record every day life in Britain, including conversation, culture, and behaviour (Hubble, 2006) . The difference between these projects and the modern phenomenon of crowdsourcing identified by Howe is, of course, the use of the Internet, the World Wide Web, and interactive web platforms as the mechanism for distributing information, collecting responses, building solutions, and communicating around a specified task or topic. There was an intermediary phase, however, between offline volunteer labour, and the post-2006 "crowdsourcing" swell, where volunteer labour was used in conjunction with computers and online mechanisms to collect data. identifies at least seven genealogy projects, such as Free Births, Marriages and Deaths (FreeBMD, http://freebmd.org.uk/), Free Registers (FreeREG, http://www.freereg.org.uk/) and Free Census (FreeCEN, http://www.freecen.org.uk/), that emerged in the 1990s, out of an (at least) one hundred year old tradition of creating print indexes to manuscript sources which were then published. Once the web came online, the idea of publishing these on the web [instead] became obvious. But the tools that were used to create these were spreadsheets that people would use on their home computers. Then they would put CD ROMs or floppy disks in the posts and send them off to be published online ).
The recent phenomenon of crowdsourcing, or citizen science, can then be seen as a continuation of the use of available platforms and communications networks to distribute tasks amongst large numbers of interested individuals, working towards a common goal.
What types of web-related activities are now described as "crowdsourcing"? Daren Brabham (2013, p.45) proposes a useful typology, looking at the mostly commercial projects which exist in the crowdsourcing space, suggesting that there are two types of problems which can be best solved using this approach: information management issues and ideation problems. Information management issues occur where information needs to be located, created, assembled sorted, or analysed. Brabham suggests that knowledge discovery and management techniques can be used for crowdsourced information management, as they are ideal for gathering sources or reporting problems: an example of this would be SeeClickFix (http://en.seeclickfix.com/) which encourages people to "Report neighborhood issues and see them get fixed" (SeeClickFix 2013 ). An alternative crowdsourcing approach to information management is what Brahbam calls "distributed human intelligence tasking": when "a corpus of data is known and the problem is not to produce designs, find information, or develop solutions, but to process data" (Brabham 2013, p.50) .
The least creative and intellectually demanding of the crowdsourcing techniques, users can be encouraged to undertake repetitive "micro-tasks", often for monetary compensation, if the task is for a commercial entity. An example of this would be Amazon's Mechanical Turk (https://www.mturk.com/), which "gives businesses and developers access to an on-demand, scalable workforce. Workers select from thousands of tasks and work whenever it's convenient" (Amazon Mechanical Turk, 2014) -although Amazon Turk has been criticised for its "unethical" business model, with a large proportion of its workers living in third world countries, working on tasks for very little payment (Cushing 2013 ).
The second type of task that Brabham identified that is suited to crowdsourcing are ideation problems: where creative solutions need to be proposed, that are either empirically true, or a matter of taste or market support (Brabham 2013, p. 48-51) .
Brabham suggests that crowdsourcing is commonly used as a form of "broadcast search" to locate individuals who can provide the answer to specific problems, or provide the solution to a challenge, sometimes with pecuniary rewards. An example of an online platform using this approach is InnoCentive.com, which is predominantly geared towards the scientific community to generate ideas or reach solutions, for research and development, sometimes with very large financial prizes: at time of writing, there were three awards worth $100,000 on offer. Brahbam suggests that an alternative crowdsourcing solution to ideation problems is "peer-vetted creative production" (ibid, p.49) where a creative phase is opened up to an online audience, who submit a large number of submissions, and voting mechanisms are then put in place to help sort through the proposals, hoping to identify superior suggestions. An example of this approach would be Threadless.com, a creative community that designs, sorts, creates, and provides a mechanism to purchase various fashion items (the website started with t-shirts, but has since expanded to offer other products).
Since being coined in 2006, the term "crowdsourcing" is now used to cover a wide variety of activities across a large number of sectors: "Businesses, non-profit organizations, and government agencies regularly integrate the creative energies of online communities into day-to-day operations, and many organizations have been built entirely from these arrangements" (Brabham 2013, xv ). Brabham's overall typology is a useful tool as it provides a framework in which to think about both the type of problem that is being addressed by the online platform, and the specific crowdsourcing mechanism that is being used to propose a solution. Given the prevalence of the use of crowdsourcing in online communities for a range of both commercial and not for profit tasks, it is hardly surprising that various implementations of crowdsourcing activities have emerged in the cultural and heritage sector at large, and the Digital Humanities in particular.
The growth of crowdsourcing in cultural and heritage applications There are many aspects of crowdsourcing that are useful to those working in history, cultural and heritage, particularly within Galleries, Libraries, Archives and Museums (GLAMs), which have a long history of participation with members of the public and generally have institutional aims to promote their collections and engage with as wide an audience as possible. However, "Crowdsourcing is a concept that was invented and defined in the business world and it is important that we recast it and think through what changes when we bring it into cultural heritage" ). The most obvious difference is that payment to those who undertake tasks is generally not an option for host institutions, but also that "a clearly ethical approach to inviting the public to help in the collection, description, presentation, and use of the cultural record" needs to be identified and pursued (ibid). sketches out a range of differences between the mass crowdsourcing model harnessed by the commercial sector and the use of online volunteer labour in cultural and heritage organisations, stressing that "many of the projects that end up falling under the heading of crowdsourcing in libraries, archives and museums have not involved large and massive crowds and they have very little to do with outsourcing labor." Heritage crowdsourcing projects are not about anonymous masses of people, they are about inviting participation from those who are interested and engaged, and generally involve a small cohort of enthusiasts to use digital tools to contribute (in the same way as they may have volunteered offline to organize and add value to collections in the past). The work is not "labour" but a meaningful way in which individuals can interact with, explore, and understand the historical record. It is often highly motivated and skilled individuals that offer to help, rather than those who can be described with the derogatory term "amateurs". Owens suggests that crowdsourcing within this sector is then a complex interplay between understanding the potentials for human computation, adopting tools and software as scaffolding to aid this process, and understanding human motivation (ibid). Humanities and the GLAM sector, and taken together these can inform those who are contemplating undertaking a crowdsourcing project for a related area. It should be stressed that it is often hard to make a distinction between what should be labelled a "GLAM sector" project and what should be labelled "Digital Humanities" in the area of crowdsourcing, as many projects are using crowdsourcing not only to sort or label or format historical information, but to provide the raw materials and methodologies for creating and understanding novel information about our past, our cultural inheritance, or our society.
Following on from the success of the Australian Newspapers Digitisation Program which she managed, Holley (2010) brought issues of "Crowdsourcing: How and Why Should Libraries Do it" to light, in a seminal discussion that much subsequent research and project implementation has benefited from. Holley proposes that there are a variety of potential benefits in using crowdsourcing within a library context (which we can also extrapolate to cover those working across the GLAM sector, and Digital Humanities). The benefits of crowdsourcing noted are that it can help to:
achieve goals the institution would not have the resources (temporal, financial, or staffing) to accomplish itself; achieve these goals quicker than if working alone; build new user groups and communities; actively engage the community with the institution and its systems and collections; utilise external knowledge, expertise and interest; improve the quality of data which improves subsequent user search experiences; add value to data; improving and expanding the ways in which data can be discovered;
gain an insight into user opinions and desires by building up a relationship with the crowd; show the relevance and importance of the institution (and its collections) by the high level of public interest in the project; build trust and encouraging loyalty to the institution; and encourage a sense of public ownership and responsibility towards cultural heritage collections (ibid).
Holley also asks what the normal profile of a crowdsourcing volunteer in the cultural, heritage, and humanities sector is, stressing that from even early pilot projects the same makeup emerges: although there may be a large number of volunteers who originally sign up, the majority of the work is done by a small cohort of super users, which achieve significantly larger amounts of work than anyone else. They tend to be committed to the project for the long term, appreciate that it is a learning experience, which gives them purpose and is personally rewarding, perhaps because they are interested in it, or see it as a good cause. Volunteers often talk of becoming addicted to the activities, and the amount of work undertaken often exceeds the expectations of the project (ibid). Holley argues that "the factors that motivate digital volunteers are really no different to factors that motivate anyone to do anything" (ibid), saying that interest, passion, a worthy cause, giving back to the community, helping to achieve a group goal, and contributing to the discovery of new information in an important area, are often reasons that volunteers contribute. Observations and surveys of volunteers by site managers noted various techniques that can improve user motivation, such as adding more content regularly, increasing challenges, creating a camaraderie, building relationships with the project, acknowledging the volunteer's help, providing rewards, and making goals and progress transparent. The reward and acknowledgement process is often linked to progress reports, with volunteers being named, high achievers being ranked in publicly available tables, and promotional gifts (ibid).
Holley provides various tips that have provided guidance for a variety of crowdsourcing projects, and are worth following by those considering using this method. The project should have a clear goal, a big challenge, report regularly on progress, and showcase results. The system should be easy and fun, reliable and quick, intuitive, and provide options to the user so they can choose what they work on (to a certain extent). The volunteers should be acknowledged, be rewarded, be supported by the project team, and be trusted. The content should be interesting, novel, focussed on history or science, and there should be lots of it (ibid).
Holley's paper was written just before many of the projects outlined above came on- What crowdsourcing does, that most digital collection platforms fail to do, is offers an opportunity for someone to do something more than consume information… Far from being an instrument which enables us to ultimately better deliver content to end users, crowdsourcing is the best way to actually engage our users in the fundamental reason that these digital collections exist in the first place… At its best, crowdsourcing is not about getting someone to do work for you, it is about offering your users the opportunity to participate in public memory (ibid).
The lessons learned from these museum and library based projects are important starting points for those in the Digital Humanities who wish to undertake crowdsourcing themselves.
Crowdsourcing and Digital Humanities
In a 2012 scoping study of the use of crowdsourcing particularly applied to Humanities research, 54 academic publications were identified that were of direct relevance to the field, and a further 51 individual projects, activities or websites were found which documented or presented some aspect, application, or use of crowdsourcing within humanities scholarship . Many of these projects have crossovers with libraries, archives, museums, and galleries, as partners who provide content, expertise, or host project themselves, and many of them are yet to produce a tangible academic outcome. As Hedges and Dunn point out, at a time when the web is simultaneously transforming the way in which people collaborate and communicate, and merging the spaces which the academic and non-academic communities inhabit, it has never been more important to consider the role which public communities -connected or otherwise -have come to play in academic humanities research (ibid, p. 3).
Hedges and Dunn (ibid, p.7) identify four factors that define crowd-sourcing used within humanities research. These are: a clearly defined core research question and direction within the humanities; the potential for an online group to add to, transform, or interpret data that is important to the humanities; a definable task which is broken down into an achievable workflow; and the setting up of a scalable activity which can be undertaken with different levels of participation. Very similar to the work done in the GLAM sector, the theme and research question of the project are therefore the main distinguishing factors from other types of crowdsourcing, with Digital Humanities projects learning from other domains such as successful projects in citizen science, or industry. an important point in these crowdsourcing projects is that they enable the building up of knowledge of the process of how to conduct collaborative research in this area, whilst creating communities with a shared purpose, which often carry out research work that go beyond the expectations of the project (p.19). However, they are keen to also point out that most humanities scholars who have used crowd-sourcing in its various forms now agree that it is not simply a form of cheap labour for the creation or digitization of content; indeed in a cost-benefit sense it does not always compare well with more conventional means of digitization and processing.
In this sense, it has truly left its roots, as defined by behind. The creativity, enthusiasm and alternative foci that communities outside that academy can bring to academic projects is a resource which is now ripe for tapping in to (ibid, p. 40).
As with Owens' thoughts on crowdsourcing in the GLAM sector (2012), we can see that crowdsourcing in the humanities is about engagement, and encouraging a wide, and different audience to engage in processes of humanistic enquiry, rather than merely being a cheap way to encourage people to get a necessary job done.
Crowdsourcing and Document Transcription
The most high profile area of crowdsourcing carried out within the humanities is in the area of document transcription. Although commercial optical character recognition (OCR) technology has been available for over 50 years (Schantz 1982 There are now a range of transcription projects online ranging from those created, hosted, and managed by scholarly or memory institutions, to those entirely organised by amateurs with no scholarly training or association. A prime example of the latter would be Soldier Studies, (http://www.soldierstudies.org/), a website dedicated to preserving the content of American Civil War correspondence bought and sold on eBay, to allow access to the contents of this ephemera before it resides in private collections, which, although laudable, uses no transcription conventions at all in cataloguing or transcribing the documents it finds ).
The movement towards collaborative online document transcription by volunteers not only uncovers new, important historical primary source material, but it also "can open up activities that were traditionally viewed as academic endeavours to a wider audience interested in history" Brumfield further explores this in another blog post (2013b) where he asks what is the qualitative difference between the activities we ask amateurs to do and the activities performed by scholars… we're not asking "citizen scholars"
to do real scholarly work, and then labeling their activity scholarship --a concern I share with regard to editing. If most crowdsourcing projects ask amateurs to do little more than wash test tubes, where are the projects that solicit scholarly interpretation?
There is therefore a fear that without adequate guidance and moderation, the products of crowdsourced transcription will be what Shillingsburg referred to as "a dank cellar of electronic texts" where "the world is overwhelmed by texts of unknown provenance, with unknown corruptions, representing unidentified or misidentified versions" (2006, p.139) . points out that Peter Robinson describes both the utopia and the dystopia of crowdsourcing transcription: utopia in which textual scholars train the world in how to read documents, and a dystopia in which hordes of "well-meaning but ill-informed enthusiasts will strew the web willy-nilly with error-filled transcripts and annotations, burying good scholarship in rubbish."
(Robinson, quoted in Brumfield 2013c). To avoid this, suggests that partnerships and dialogue between volunteers and professionals is essential, to make methodologies for approaching texts visible, and to allows volunteers to become advocates "not just for the material and the materials they are working on through crowdsourcing project, but for editing as a discipline" (ibid).
Care needs to be taken, then, when setting up a crowdsourcing transcription project, to ensure that the quality of the resulting transcription is suitable to be used as the basis for further scholarly humanistic enquiry, if the project is to be useful over a longer term and for a variety of research. The methods and approaches in assuring transcription quality of content need to be ascertained: whether the project uses double-keying (where two or more people enter the same text to ensure its veracity), or moderation (where an expert in the field signs off the text into a database, agreeing that its content meets benchmarked standards). However, in addition to this the format that the data is stored in needs to be structured to ensure that complex representational issues are preserved, and that any resulting data created can be easily reused and textual models can be understood, repurposed, or integrated with other collections. As
Brumfield points out (2013a) Digital Humanities already has a standard for documentary scholarly editing in the Text Encoding Initiative guidelines (TEI 2014), which have been available since 1990 and provide a flexible but robust framework within which to model, analyse, and present textual data. However, only seven of the crowdsourcing manuscript transcription tools (out of the thirty then available) attempt to integrate TEI compliant XML encoding into their workflow ).
Projects which have used TEI markup as part of the manuscript transcription process, such as Transcribe Bentham, have demonstrated that users can easily learn the processes of encoding texts with XML if clear guidance and instruction is given to them, and it is explained why they should make the effort to do it (Brumfield 2013a, Causer and . stresses that is it the responsibility of those involved in academic scholarly editing within the Digital
Humanities to ensure that their work on establishing methods and guidelines for academic transcription is felt within the development of public facing transcription tools, and if we are engaging users so that they can built their own skillsets, we need to use our digital platforms to train them according to pedagogical and scholarly standards: "Crowdsourcing is a school. Programs are the teachers. We have to get it right" (Brumfield 2013d ). Brumfield (2013c) also highlights that it is the responsibility of those working in document editing, and the Digital Humanities, to release guides to editing and transcribing that are accessible to those with no academic training in this area, such as computer programmers building transcriptions tools, if we wish for the resulting interfaces to allow community-led transcription to result in high quality textual material.
Future Issues in Digital Humanities Crowdsourcing
We are now at a stage where crowdsourcing has joined the ranks of established digital methods for gathering and classifying data for use in answering the types of questions of interest to Humanities scholars, although there is much research that still needs to be done about user response to crowdsourcing requests, and how best to build and deliver projects. There are also issues about data management, given that Institutions and scholars planning on tapping into the potential labour force crowdsourcing offers have to be aware of the problems in outsourcing such labour, often very cheaply, to low paid workers, often in third world countries (Cushing 2013 expertise to respond to contemporary events by building digital platforms that will both keep records for the future, whilst engaging with a community -and often a society -in need of sustained dialogue to process the ramifications of such events.
There is also potential for more sustained and careful use of crowdsourcing within both the university and school classroom, to promote and integrate on going Humanities research aims, but also to "meet essential learning outcomes of liberal education like gaining knowledge of culture, global engagement, and applied learning" (Frost Davis 2012). There are opportunities for motivated students to become more involved and engaged with projects that digitize, preserve, study, and analyse resources, encouraging them to gain first hand knowledge of humanities issues and methods, but also to understand the role that digital methods can play in public engagement:
Essential learning outcomes aim at producing students with transferrable skills;
in the globally networked world, being able to produce knowledge in and with the network is a vital skill for students. Students also benefit from exposure to how experts approach a project. While these tasks may seem basic, they lay the groundwork for developing deeper expertise with practice so that participation in crowdsourcing projects may be the beginning of a pipeline that leads students on to more sophisticated digital humanities research projects.
Even if students don't go on to become digital humanists, crowdsourced projects can help them develop a habit of engagement with the (digital)
humanities, something that is just as important for the survival of the humanities. Indeed, a major motivation for humanities crowdsourcing is that involving the public in a project increases public support for that project (Frost Davis 2012).
Crowdsourcing within the Humanities will then continue to evolve, and offers much scope for using public interest in the past to bring together data and build projects which can benefit Humanities research:
Public involvement in the humanities can take many forms -transcribing handwritten text into digital form; tagging photographs to facilitate discovery and preservation; entering structured or semi-structured data; commenting on content or participating in discussions, or recording one's own experiences and memories in the form of oral history -and the relationship between the public and the humanities is convoluted and poorly understood (Hedges and Dunn 2012, p.4) .
By systematically applying, building, evaluating, and understanding the uses of crowdsourcing within culture, heritage and the humanities, by helping develop the standards and mechanisms to do so, and by ensuring that the data created will be useable for future scholarship, the Digital Humanities can aid in creating stronger links with the public and humanities research, which, in turn, means that crowdsourcing becomes a method of advocacy for the importance of humanities scholarship, involving and integrating non-academic sectors of society into areas of humanistic endeavour.
Conclusion
This chapter has surveyed the phenomenon of using digital crowdsourcing activities to further our understanding of culture, heritage and history, rather than simply identifying the activities of digital humanities centres, or self identified digital humanities scholars, which do so. This in itself is an important discussion to have about the nature of Digital Humanities research, its home, and its purview. Much of the crowdsourcing activity identified in the GLAM sector comfortably fits under the Digital Humanities umbrella, even if those involved did not self-identify with that classification: there is a distinction to be made between projects which operate within the type of area which is of interest to Digital Humanities, and those run by Digital
Humanities centres and scholars.
With that in mind, this chapter has highlighted various ways in which those working in Digital Humanities can help advise, create, build, and steer crowdsourcing projects working in the area of culture and heritage to both add to our understanding of crowdsourcing as a methodology for humanities research, and to build up resulting datasets which will allow further humanities research questions to be answered. Given the current pace of development in the area of crowdsourcing within this sector, there is much that can be contributed from the Digital Humanities community to ensure that the resulting methods and datasets are useful, and reusable, particularly within the arena of document transcription and encoding. In addition, crowdsourcing affords vast opportunities for those working within the Digital Humanities to provide accessible demonstrators of the kind of digital tools and projects which are able to forward our understanding of culture and history, and also offers outreach and public engagement opportunities to show that Humanities research, in its widest sense, is a relevant and important part of the scholarly canon to as wide an audience as possible.
In many ways, crowdsourcing within the cultural and heritage sectors is Digital
Humanities writ large: indicating an easily accessible way in which we can harness computational platforms and methods to engage a wide audience to contribute to our understanding of society, and our cultural inheritance.
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