In this paper, we present a construction of a "matching sparsifier", that is, a sparse subgraph of the given graph that preserves large matchings approximately and is robust to modifications of the graph. We use this matching sparsifier to obtain several new algorithmic results for the maximum matching problem:
Introduction
A common tool for dealing with massive graphs is sparsification. Roughly speaking, a sparsifier of a graph G is a subgraph H that (approximately) preserves certain properties of G while having a smaller number of edges. Such sparsifiers have been studied in great detail for various properties: for example, a spanner [6, 29] or a distance preserver [18, 20] preserves pairwise distances, a cut sparsifier [11, 22, 26] preserves cut information, and a spectral sparsifier [8, 32] preserves spectral properties of the graph. An additional property that we often require of a graph sparsifier is robustness: it should continue to be a good sparsifier even as the graph changes. Some sparsifiers are robust by nature (e.g cut sparsifiers), but others (e.g spanners) are not, and for this reason there is an extensive literature on designing sparsifiers that can provide additional robustness guarantees.
In this paper, we study the problem of designing robust sparsifiers for the prominent problem of maximum matching. Multiple notions of sparsification for the matching problem have already been identified in the literature. One example is a subgraph that preserves the largest matching inside any given subset of vertices in G approximately. This notion is also known as a matching maximum matching in E A ∪ E B . What is the minimum length of the message, i.e., the one-way communication complexity, for achieving a certain fixed approximation ratio on all graphs? One can show that the message communicated by Alice to Bob is indeed a matching skeleton, namely a data structure (but not necessarily a subgraph), that allows Bob to find a large matching in a given subset of vertices in Alice's input (see [23] for more details).
This problem was first studied by Goel, Kapralov, and Khanna [23] (see also the subsequent paper of Kapralov [25] ), owing to its close connection to one-pass streaming algorithms for matching. Goel et al. [23] designed an algorithm that achieves a (3/2)-approximation in bipartite graphs using only O(n) communication and proved that any better than (3/2)-approximation protocol requires n 1+Ω( 1 log log n ) communication even on bipartite graphs (see, e.g. [4, 23] for further details on this lower bound). A follow-up work by Lee and Singla [27] further generalized the algorithm of [23] to general graphs, albeit with a slightly worse approximation ratio of 5/3 (compared to 3/2 of [23] ).
We extends the results in [23] to general graphs with almost no loss in approximation.
Result 1. For any constant ε > 0, the protocol where Alice computes an EDCS of her graph with β = O(1) and β − = β − 1 and sends it to Bob is a (3/2 + ε)-approximation one-way communication protocol for the maximum matching problem with uses O(n) communication.
We remark that both the previous algorithm of [23] as well as its extension in [27] are quite involved and rely on a fairly complicated graph decomposition as well as an intricate primal-dual analysis. As such, we believe that the main contribution in Result 1 is in fact in providing a simple and self-contained proof of this result.
Stochastic Matching. In the stochastic matching problem, we are given a graph G(V, E) and a probability parameter p ∈ (0, 1). A realization of G is a subgraph G p (V, E p ) obtained by picking each edge in G independently with probability p to include in E p . The goal in this problem is to find a subgraph H of G with max-degree bounded by a function of p (independent of number of vertices), such that the size of maximum matching in realizations of H is close to size of maximum matching in realizations of G. It is immediate to see that H in this problem is simply a sparsifier of G which preserves large matchings on random subsets of edges.
This problem was first introduced by Blum et al. [15] primarily to model the kidney exchange setting and has since been studied extensively in the literature [3, 5, 10, 34] . Early algorithms for this problem in [3, 15] (and the later ones for the weighted variant of the problem [10, 34] ) all had approximation ratio at least 2, naturally raising the question that whether 2 is the best approximation ratio achievable for this problem. Assadi, Khanna, and Li [5] ruled out this perplexing possibility by obtaining a slightly better than 2-approximation algorithm for this problem, namely an algorithm with approximation ratio close to 1.999 (which improves to 1.923 for small p).
We prove that using an EDCS results in a significantly improved algorithm for this problem. ) and β − = β−1 achieves a (3/2 + ε)-approximation algorithm for the stochastic matching problem with a subgraph of maximum degree O( log (1/p) p ).
We remark that our bound on the maximum degree in Result 2 is optimal (up to an O(log (1/p)) factor) for any constant-factor approximation algorithm (see [5] ). In addition to significantly improving upon the previous best algorithm of [5] , our Result 2 is much simpler than that of [5] , in terms of the both the algorithm and (especially) the analysis.
Remark. Independently and concurrently, Behnezhad et al. [9] also presented an algorithm for stochastic matching with a subgraph of max-degree O( log (1/p) p ) that achieves an approximation of almost (4 √ 2 − 5) (≈ 0.6568 compared to 0.6666 in Result 2). They also provided an algorithm with approximation ratio strictly better than half for weighted stochastic matching (our result does not work for weighted graphs). In terms of techniques, our paper and [9] are entirely disjoint.
Fault-Tolerant Matching. Let f ≥ 0 be an integer, G(V, E) be a graph, and H be any subgraph of G. We say that H is an α-approximation f -tolerant subgraph of G iff for any subset F ⊆ E of size ≤ f , the maximum matching in H\F is an α-approximation to maximum matching in G\F -that is, H is a robust sparsifier of G. This definition is a natural analogy of other fault-tolerant subgraphs, such as fault-tolerant spanners and fault-tolerant distance preservers (see, e.g. [7, 16, 17, 19, 28] ), to the maximum matching problem. Despite being such fundamental objects, quite surprisingly fault-tolerant subgraphs have not previously been studied for the matching problem.
We complete our discussion of applications of EDCS as a robust sparsifier by showing that it achieves an optimal size fault-tolerant subgraph for the matching problem. The number of edges used in our fault-tolerant subgraph in Result 3 is clearly optimal (up to constant factors). In Appendix A.2, we show that by modifying the lower bound of [23] in the communication model, we can also prove that the approximation ratio of (3/2) is optimal for any ftolerant subgraph with O(f ) edges, hence proving that Result 3 is optimal in a strong sense. We also show that several natural strategies for this problem cannot achieve better than 2-approximation, hence motivating our more sophisticated approach toward this problem (see Appendix A.3).
The qualitative message of our work is clear: An EDCS is a robust matching sparsifier under all three notions of sparsification described earlier, which leads to simpler and improved algorithms for a wide range of problems involving sparsification for matching problems in a unified way.
Overall Proof Strategy
Recall that our algorithm in all of the results above is simply to compute an EDCS H of the input graph G (or G A in the communication problem). The analysis then depends on the specific notion of sparsification at hand, but the same high-level idea applies to all three cases. In each case, we have an original graph G, and then a modified graph G * produced by changes to G: G * is G A ∪ G B in the communication model, the realized subgraph G p in the stochastic matching, and the graph G \ F after adversarially removing edges F in the fault-tolerant matching problem. Let H be the EDCS that our algorithm computes in G, and let H * be the graph that results from H due to the modifications made to G. If we could show that H * is an EDCS of G * then the proof would be complete, since we know that an EDCS is guaranteed to contain an almost (3/2)-approximate matching. Unfortunately, in all the three problems that we study it might not be the case that H * is an EDCS of G * . Instead in each case we are able to exhibit subgraphs H ⊆ H * and G ⊆ G * such that H is an EDCS of G, and size of maximum matching of G and G * differ by at most a (1 + ε) factor. This guarantees an approximation ratio of almost (3/2)(1 + ε) (precisely what we achieve in all three results above), since the EDCS H preserves the maximum matching in G to within an almost (3/2)-approximation and H is a subgraph of H.
Organization. The rest of the paper is organized as follows. Section 2 includes notation, simple preliminaries, and existing work on the EDCS. In Section 3, we present a significantly simpler proof of the fact that an EDCS contains an almost (3/2)-approximation matching (originally proved in [14] ). Sections 4, 5, and 6 prove the sparsification properties of the EDCS in, respectively, the one-way communication complexity of matching (Result 1), the stochastic matching problem (Result 2), and the fault-tolerant matching problem (Result 3). These three sections are designed to be self-contained (beside assuming the background in Section 2) to allow the reader to directly consider the part of most interest. The appendix contains some secondary observations.
Preliminaries and Notation
Notation. For any integer t ≥ 1, [t] := {1, . . . , t}. For a graph G(V, E) and a set of vertices U ⊆ V , N G (U ) denotes the neighbors of vertices in U in G and E G (U ) denotes the set of edges incident on U . Similarly, for a set of edges F ⊆ E, V (F ) denotes the set of vertices incident on these edges. For any vertex v ∈ V , we use deg G (v) to denote the degree of v ∈ V in G (we may drop the subscript G in these definitions if it is clear from the context). We use µ(G) to denote the size of the maximum matching in the graph G.
Throughout the paper, we use the following two standard variants of the Chernoff bound.
For any δ > 0 and integer k ≥ 1,
We also need the following basic variant of Lovasz Local Lemma (LLL).
and each E i is mutually independent of all but (at most) d other events E j . If p · (d + 1)
Hall's Theorem. We use the following standard extension of the Hall's marriage theorem for characterizing maximum matching size in bipartite graphs. Proposition 2.3 (Extended Hall's marriage theorem; cf. [24] ). Let G(L, R, E) be any bipartite graph with |L| = |R| = n. Then, max |A| − |N (A)| = n − µ(G), where A ranges over L or R.
We refer to such set A as a witness set. Proposition 2.3 follows from Tutte-Berge formula for matching size in general graphs [12, 33] or a simple extension of the proof of Hall's marriage theorem itself
Previously Known Properties of the EDCS
Recall the definition of an EDCS in Definition 1. It is not hard to show that an EDCS always exists as long as β > β − (see, e.g. [2] ). For completeness, we repeat the proof in the Appendix A.1.
Proposition 2.4 (cf. [2, 13, 14] ). Any graph G contains an EDCS(G, β, β − ) for any parameters β > β − , which can be found in polynomial time.
The key property of an EDCS, originally proved in [13, 14] , is that it contains an almost (3/2)-approximate matching. Another particularly useful (technical) property of an EDCS is that it "balances" the degree of vertices and their neighbors in the EDCS; this property is implicit in [13] but we explicitly state and prove it here as it shows a main distinction in the properties of EDCS compared to more standard (and less robust) subgraphs in this context such as b-matchings. Proposition 2.6. Let H := EDCS(G, β, β − ) and U be any subset of vertices. If average degree of U in H isd then the average degree of N H (U ) from edges incident on U is at most β −d.
We write the LHS in this equation as:
and each is minimized when the summands are equal.)
By plugging in this bound in LHS above, we obtain |E ′ | / |W | ≤ β −d, finalizing the proof.
A Simpler Proof of the Key Property of an EDCS
In this section we provide a much simpler proof of the key property that an EDCS contains an almost (3/2)-approximate matching. This lemma was previously used in [2, 13, 14] . Our proof is self-contained to this section, and for general graphs, our new proof even improves the dependence of β on parameter λ from 1/λ 3 to (roughly) 1/λ 2 , thus allowing for an even sparser EDCS. The proof contains two steps. We first give a simple and streamlined proof that an EDCS contains a (3/2)-approximate matching in bipartite graphs. Our proof in this part is similar to [13] but instead of modeling matchings as flows and using cut-flow duality, we directly work with matchings by using Hall's theorem. The main part of the proof however is to extend this result to general graphs. For this, we give a simple reduction that extends the result on bipartite graphs to general graphs by taking advantage of the "robust" nature of EDCS. This allows us to bypass the complicated arguments in [14] specific to non-bipartite graphs and to obtain the result directly from the one for bipartite graphs (the paper of [14] explicitly acknowledges the complexity of the proof and asks for a more "natural" approach).
A Slightly Simpler Proof for Bipartite Graphs
Our new proof should be compared to Lemma 2 in Section 4.1 of the Arxiv version of [13] . Figure 1 ). By Proposition 2.3,
On the other hand, since G has a matching of size µ(G), we need to have a matching M of size (µ(G) − µ(H)) between A and B as otherwise by Proposition 2.3, A would be a witness set in G that implies the maximum matching of G is smaller than µ(G) (to see why the set of edges between A and B is a matching simply apply Proposition 2.3 to a subgraph of G containing only a maximum matching of G). Let S ⊆ A ∪ B be the end points of this matching (see Figure 1 ). As edges in M are all missing from H, by Property (P2) of EDCS H, we have that,
Consequently, as |S| = 2(µ(G) − µ(H)), the average degree of S is ≥ β − /2. As such, by Proposition 2.6, the average degree of of N H (S) (from S) is at most β − β − /2 ≤ (1 + λ)β/2. Finally, note that N H (S) ⊆ A ∪ B as there are no edges between A and B in H, and hence by Eq (1), |N H (S)| ≤ µ(H). By double counting the number of edges between S and N H (S), i.e., E H (S):
This implies that,
Reorganizing the terms above, finalizes the proof.
A Much Simpler Proof for Non-bipartite Graphs
Our new proof in this part should be compared to Lemma 5.1 on page 699 in [14] : see Appendix B of their paper for the full proof, as well Section 4 for an additional auxiliary claim needed.
Proof. The proof is based on the probabilistic method and Lovasz Local Lemma. Let M ⋆ be a maximum matching of size µ(G) in G. Consider the following randomly chosen bipartite subgraph
• For any edge (u, v) ∈ M ⋆ , with probability 1/2, u belongs to L and v belongs to R, and with probability 1/2, the opposite (the choices between different edges of M ⋆ are independent).
• For any vertex v ∈ V not matched by M ⋆ , we assign v to L or R uniformly at random (again, the choices are independent across vertices).
• The set of edges in E are all edges in E with one end point in L and the other one in R.
Define H := H ∩ G. We argue that as H is an EDCS for G, H also remains an EDCS for G with non-zero probability. Formally, 
are matched by M ⋆ , then exactly one of them appears as a neighbor to v in H and otherwise the choices are independent. Hence, by Chernoff bound (Proposition 2.1),
Note that E v depends only on the choice of vertices in N H (v) and hence can depend on at most β 2 other events E u for vertices u which are neighbors to N H (v) (recall that for all u ∈ V , deg H (u) ≤ β in H by Property (P1) of EDCS). As such, we can apply Lovasz Local Lemma (Proposition 2.2) to argue that with probability strictly more than zero, ∩ v∈V E v happens. In the following, we condition on this event and argue that in this case, H is an EDCS of G with appropriate parameters. To do this, we only need to prove that both Property (P1) and Property (P2) hold for the EDCS H (with the choice of β and β − ).
We first prove Property (P1) of EDCS H. Let (u, v) be any edge in H. By events E v and E u , 
where the second inequality is by Property (P2) of EDCS H as (u, v) ∈ G \ H. 
One-Way Communication Complexity of Matching
In the one-way communication model, Alice and Bob are given graphs G A (V, E A ) and G B (V, E B ), respectively, and the goal is for Alice to send a small message to Bob such that Bob can output a large approximate matching in E A ∪ E B . In this section, we show that if Alice communicates an appropriate EDCS of G A , then Bob is able to output an almost (3/2)-approximate matching.
Theorem 1 (Formalizing Result 1). There exists a deterministic poly-time one-way communication protocol that given any ε > 0, computes a (3/2 + ε)-approximation to maximum matching using
) communication from Alice to Bob.
Theorem 1 is based on the following protocol:
A one-way communication protocol for maximum matching.
1. Alice computes H := EDCS(G A , β, β − 1) for β := 32 · ε −2 · log (1/ε) and sends it to Bob.
Bob computes a maximum matching in H ∪ G B and outputs it as the solution.
By Proposition 2.4, the EDCS H computed by Alice always exists and can be found in polynomial time. Moreover, by Property (P1) of EDCS H, the total number of edges (and hence the message size) sent by Alice is O(nβ). We now prove the correctness of the protocol which concludes the proof of Theorem 1. We show that H is an EDCS( G, β + 2, β − 1) and apply Lemma 3.2 to argue that H contains a (3/2)-approximate matching of G. We prove the EDCS properties of H using the fact that for
As such, H is an EDCS( G, β + 2, β − 1). By Lemma 3.2 and the choice of parameter β, we obtain that µ( G) ≤ (3/2 + ε) · µ( H), finalizing the proof.
The Stochastic Matching Problem
Recall that in the stochastic matching problem, the goal is to compute a bounded-degree subgraph H of a given graph G, such that E [µ(H p )] is a good approximation of E [µ(G p )], where G p is a realization of G (i.e a subgraph where every edge is sampled with probability p), and H p = H ∩ G p . In this section, we formalize Result 2 by proving the following theorem.
Theorem 2 (Formalizing Result 2). There exists a deterministic poly-time algorithm that given a graph G(V, E) and parameters ε, p > 0 with ε < 1/4, computes a subgraph H(V, E H ) of G with maximum degree O( log (1/εp) ε 2 ·p ) such that the ratio of the expected size of a maximum matching in realizations of G to realizations of H is at most
We note that while in Theorem 2, we state the bound in expectation, the same result also holds with high probability as long as µ(G) = ω(1/p) (i.e., just barely more than a constant), by concentration of maximum matching size in edge-sampled subgraphs (see, e.g. [2] , Lemma 3.1). The algorithm in Theorem 2 simply computes an EDCS of the input graph as follows:
An algorithm for the stochastic matching problem.
Output the subgraph H := EDCS(G, β, β − 1) for β := C log (1/εp) ε 2 p , for large enough constant C.
By Proposition 2.4, the EDCS H in the above algorithm always exists and can be found in polynomial time. Moreover, by Property (P1) of EDCS H, the total number of edges in this subgraph is O(nβ). We now prove the bound on the approximation ratio which concludes the proof of Theorem 2 (by re-parametrizing ε to be a constant factor smaller).
where the randomness is taken over the realization G p of G.
Suppose first that H p were an EDCS of G p ; we would be immediately done in this case as we could have applied Lemma 3.2 directly and prove Lemma 5.1. Unfortunately, however, this might not be the case. Instead, we exhibit subgraphs H p ⊆ H p and G p ⊆ G p with the following properties:
where the expectation is taken over the realization G p of G.
H p is an EDCS
Showing these properties concludes the proof of Lemma 5.1, as for the EDCS in item (2) above, we have (1+ε)p·β
It now remains to exhibit H p and G p that satisfy the main properties stated above. Note that for any vertex v ∈ V , we have E deg Hp (v) = p · deg H (v) by definition of a realization G p (and hence H p ). We now want to separate out vertices that deviate significantly from this expectation. Proof of Lemma 5.1 (assuming Claim 5.2). To prove Lemma 5.1 it is enough to show the existence of subgraphs G p and H p that satisfy the properties above. We define G p as follows: the vertex set is V and the edge-set is the same as G p , except we remove all edges incident to V + and all edges (u, v) / ∈ H that are incident to V − . We define H p to be the subgraph of H p induced by the vertex set V \ V + , that is, H p contains all edges of H p except those incident to V + ; see Figure 2 .
It is also clear that E [µ(G p )] ≥ p · µ(G) (as each edge in G is sampled w.p. p in G p ). By Claim 5.2,
The above equation then implies the desired E [µ(G p )] ≤ (1 + ε) E µ( G p ) .
For item (2) 
where K is a large constant and the last two inequalities follow from the fact that we set β :
, for large enough constant C. (Note that since constant C is in the exponent, we can easily set C large enough to achieve the final probability with a constant K > C.) This probability bound shows that E [|V + |] ≤ nK −2 ε 10 p 10 , but that is not quite good enough since we want a dependence on µ(G) instead of on n. To achieve this, we observe that the total number of edges in H is at most βµ(G): the reason is that G has a vertex cover of size at most 2µ(G), and all vertices in H have degree at most β (by Property (P1) of EDCS H). There are thus at most 2βµ(G) vertices that have non-zero degree in H, each of which has at most a ε 10 p 10 probability of being in V + ; all vertices with zero degree in H are clearly not in V + by definition. We thus have E [|V + |] ≤ 2βµ(G) · K −2 ε 10 p 10 ≤ K −1 ε 7 p 7 µ(G), where in the last inequality we use that K > C.
Let us now consider V − . First let us bound the number of vertices v ∈ V − for which deg Hp (v) < p·deg H (v)−εpβ/2. By an analogous argument to the one above, we have that the expected number of such vertices is at most ε 7 p 7 µ(G). A vertex can also end up in V − because it has a neighbor in V + in H. But each vertex in H has degree at most β so we have
where the last inequality again uses that K > C.
Remark 5.3. Interestingly, our result in Theorem 2 continues to hold as it is even when the edges sampled in realizations of G p are only Θ(1/p)-wise independent, by simply using a Chernoff bound for bounded-independence random variables (see, e.g. [31] ) in the proof of Claim 5.2. Allowing correlation in the process of edge sampling is highly relevant to the main application of this problem to the kidney exchange setting (see [15] ). To our knowledge, our algorithm is the first to work with such a little amount of independence between the edges in realizations.
A Fault-Tolerant Subgraph for Matching
In the fault-tolerant matching problem, we are given a graph G(V, E) and an integer f ≥ 1, and our goal is to compute a subgraph H of G, named an f -tolerant subgraph, such that for any subset F ⊆ E of size f , H \ F contains an approximate maximum matching of G \ F . We show that, for a large constant C > 0.
By Proposition 2.4, the EDCS H in the above algorithm always exists and can be found in polynomial time. The above algorithm as stated however is not a polynomial time algorithm because it is not clear how to compute the quantity µ min . Nevertheless, for simplicity, we work with the above algorithm throughout this section, and at the end show how to fix this problem and obtain a poly-time algorithm. We start by proving that the subgraph H only has O(f + n) edges.
).
Proof. Let F ⋆ be a subset of E with size f such that µ min = µ(G \ F ⋆ ). Let M ⋆ be a maximum matching of size µ min in G \ F ⋆ . Note that V (M ⋆ ) is a vertex cover for G \ F ⋆ . This means that all edges in G except for f of them are incident on V (M ⋆ ). As no vertex in the EDCS H can have degree more than β by Property (P1) of EDCS, the degree of vertices in V (M ⋆ ) in E \ F ⋆ is at most β. This implies that:
finalizing the proof.
We now prove the correctness of the algorithm in the following lemma. We first need some definitions. We say that a
e., at least εβ edges incident on v (in H) are deleted by F . We use B F to denote the set of bad vertices with respect to F , and bound |B F | in the following claim. Proof. Any deleted edge can decrease the degrees of exactly two vertices. Any vertex becomes bad iff at least εβ edges incident on it from H F are removed. As such, |B F | ≤ 2f ε·β ≤ 2f ·ε 2 ·µ min ε·C·f ≤ ε·µ(G F ), for sufficiently large C > 0, and since µ(G F ) ≥ µ min by definition of µ min . Claim 6.3 Proof of Lemma 6.2. Define a subgraph G F ⊆ G F as follows: V ( G F ) = V (G F ) (= V (G)) and edges in G F are all edges in G F except that we remove any edge (u, v) ∈ G F such that (u, v) / ∈ H F and either of u or v is a bad vertex. We prove that µ( G F ) is at least (1 − ε) fraction of µ(G F ), and moreover, H F is an EDCS of G F with appropriate parameters. We can then apply Lemma 3.2 to obtain that µ(
We first prove the bound on µ( G F ). Fix any maximum matching M in G F . It can have at most |B F | edges incident on vertices of B F . Hence, even if we remove all edges incident on B F , the size of this matching would be at least µ(G F ) − ε · µ(G F ), by the bound of |B F | ≤ ε · µ(G F ) in Claim 6.3. However, this matching belongs to G F entirely by the definition of this subgraph, and hence we have, µ(G F ) ≤ (1 + 2ε)µ( G F ).
We now prove that H F is an EDCS( G F , β, (1 − 2ε)β − 1) of G F . It suffices to prove the two properties of EDCS for H F using the fact that deg
for vertices in V \ B F , and that all edges incident on B F in G F also belong to H F .
• Property (P1) of EDCS H F of G F : For any edge (u, v) ∈ H F :
(by Property (P1) of EDCS H of G)
As such, H F is an EDCS( G F , β, (1 − 2ε)β − 1) of G F and by the lower bound on value of β in the algorithm (the second term in definition of β), we can apply Lemma 3.2, and obtain that µ( G F ) ≤ (3/2 + O(ε)) · µ(H F ), finalizing the proof.
Theorem 3 now follows from Lemmas 6.1 and 6.2 by re-parametrizing ε to a sufficiently smaller constant factor of ε (by picking the integer C large enough) modulo the fact that the algorithm designed in this section is not a polynomial time algorithm. To make the algorithm polynomial time, we only need to make a simple modification: instead of finding µ min explicitly, we find the smallest value of β (by searching over all n possible choices of β, or by doing a binary search) such that the EDCS H has at least 2·C·f 
A Missing Details and Proofs

A.1 Proof of Proposition 2.4
We give the proof of this proposition following the argument of [2] , which itself was based on [14] .
Proof. We give a polynomial local search algorithm for constructing an EDCS H of the graph G which also implies the existence of H. The algorithm is as follows. Start with empty graph H. While there exists an edge in H or G \ H that violates Property (P1) or Property (P2) of EDCS, respectively, fix this edge by removing it from H for the former or inserting it to H for the latter.
We prove that this algorithm terminates after polynomial number of steps which implies both the existence of the EDCS as well as give a polynomial time algorithm for computing it. We define the following potential function Φ for this task:
tolerant subgraph H of G that achieves a (3/2 − ε)-approximation for some constant ε > 0 when f = Θ(n) requires n 1+Ω(1/ log log n) = ω(f ) edges.
Suppose towards a contradiction that H contains o(m) edges where m is the number of edges in the graph G. As edges in G 1 are partitioned into induced matchings M 1 , . . . , M t , it means that there exists some induced matching M i such that only o(1) fraction of its edges belong to H. Let the set of deleted edge F be only the set of edges in the perfect matching between U and V 1 , namely, M U , which are incident to V (M i ). The number of deleted edges is O(n) and after deletion, M U has size N − (1 − δ)N/2 = (1 + δ)N/2. As such, µ(G \ F ) ≥ (1 + δ)N/2 + (1 − δ)N/4 ≥ 3N/4, by picking the remainder of the matching M U and the induced matching M i (which is not incident on remainder of M U by construction). However, we argue that µ(H \ F ) ≤ (1 + δ)N/2 + o(N ), simply because only o(N ) edges of M i belong H and all other matchings are incident to the remaining edges of M U (we can assume remaining edges of M U belong to any maximum matching of H \ F because they are incident on degree one vertices). As such, µ(H \ F ) < (2/3 + 2δ)µ(G \ F ). By picking δ < ε/4, we obtain that H is not a (3/2 − ε)-approximate f -fault tolerant subgraph of G.
A.3 Other Standard Algorithms for Fault-Tolerant Matching
Since the goal in fault-tolerant matching is to prepare for adversarial deletions, the most natural approach seem to be adding many different matchings by a finding maximum matching in G, adding it to the subgraph H, deleting it from G, and repeating until we have O(f + n) edges. A similar approach would be to let H be a maximum b-matching, with b set appropriately to end up with O(f + n) edges. We show a lower bound of 2 on the approximation ratio of these approaches.
Consider the following approach first: find a maximum matching M in G, add all the edges of M to the fault-tolerant subgraph H, remove all the edges of M from G, and repeat until the graph contains C(f + n) edges for some large constant C. For f = n/5, we present a graph G where this approach yields a graph H where µ(H) = µ(G)/2. The graph is bipartite and the vertex set is partitioned into 5 sets X, Y, Y ′ , Z, Z ′ , each of size n/5. There is an edge in G from every vertex in X to every vertex in Y or Z, and there are also exactly n/5 vertex-disjoint edges from Y to Y ′ , and similarly from Z to Z ′ ; those are all the edge of G. The fault tolerant algorithm might choose the following subgraph H: H contains a perfect matching from Y to Y ′ and from Z to Z ′ , as well as many edges from X to Y , but no edges from X to Z. (The algorithm can end up with such an H by first choosing the maximum matching in G that consists of the edges from Y to Y ′ and from Z to Z ′ ; then for all future iterations the maximum matching size is only |X| = n/5, so the algorithm might always pick a maximum matching that only contains edges between X and Y .) Now consider the set of failures F which consists of the n/5 edges from Z to Z ′ . It is clear that µ(G \ F ) = 2n/5, while µ(H \ F ) = n/5. Note also that allowing H to contain more than O(n + f ) edges would still not allow this approach to break through the 2-approximation: in this lower-bound instance, even if H was allowed to have up to n 2 /100 edges, H might still not contain any edges from X to Z, and so we would still have µ(H \ F ) = n/5 = µ(G \ F )/2.
The other natural approach is to let H contain the edges of a maximum b-matching in G, where b is set to a value for which the resulting b-matching still contains Θ(f + n) edges. The lowerbound graph G is exactly the same as above, though in this case we use f = 2n/5. The maximum b-matching H might then contain the edges from Y to Y ′ and Z to Z ′ , a single matching of size n/5 from X to Z, and then many edges from X to Y . It is easy to see that this is a maximum b-matching. Now consider the following set F of deletions: F contains all edges from Z to Z ′ , as well as the n/5 edges in H from X to Z. It is easy to see that we once again have µ(H) = n/5 and µ(G) = 2n/5. Also as above, setting B to be very large and allowing H to have n 2 /100 edges would still not break through the 2-approximation.
