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ABSTRACT
Voigt, T. 2002: Architectures for Service Differentiation in Overloaded Internet Servers.
SICS Dissertation Series 30. Also as DoCS 02/119. 153 pp. Uppsala. ISBN 91-506-
1559-9.
Web servers become overloaded when one or several server resources such as network
interface, CPU and disk become overutilized. Server overload leads to low server
throughput and long response times experienced by the clients.
Traditional server design includes only marginal or no support for overload protec-
tion. This thesis presents the design, implementation and evaluation of architectures
that provide overload protection and service differentiation in web servers. During
server overload not all requests can be processed in a timely manner. Therefore, it is
desirable to perform service differentiation, i.e., to service requests that are regarded
as more important than others. Since requests that are eventually discarded also
consume resources, admission control should be performed as early as possible in the
lifetime of a web transaction. Depending on the workload, some server resources can
be overutilized while the demand on other resources is low because certain types of
requests utilize one resource more than others.
The implementation of admission control in the kernel of the operating system
shows that this approach is more efficient and scalable than implementing the same
scheme in user space. We also present an admission control architecture that per-
forms admission control based on the current server resource utilization combined
with knowledge about resource consumption of requests. Experiments demonstrate
more than 40% higher throughput during overload compared to a standard server and
several magnitudes lower response times.
This thesis also presents novel architectures and implementations of operating
system support for predictable service guarantees. The Nemesis operating system
provides applications with a guaranteed communication service using the developed
TCP/IP implementation and the scheduling of server resources. SILK (Scout in the
Linux kernel) is a new networking stack for the Linux operating system that is based
on the Scout operating system. Experiments show that SILK enables prioritizing
and other forms of service differentiation between network connections while running
unmodified Linux applications.
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1 Introduction
With the advent of the World Wide Web (WWW) the number of Internet users
has grown steadily. In some countries more than half of the population uses
the Internet regularly. In October 2001, the country with the highest rate of
Internet penetration was Sweden with more than 63% of the population having
Internet access according to Nua Internet Surveys [44]. At about the same
time, the number of people all over the world having Internet access reached
500 million [44].
This growth in popularity, together with the appearance of new services
such as e-commerce and on-line banking, has increased the demand made on the
capacity of both the Internet infrastructure and web servers. Web servers consist
of one or several computers that provide services such as searching and retrieval
of documents and information, online banking and electronic commerce. To
cope with this increasing demand, huge amounts of bandwidth have been added
to the core of the Internet. Technical advances have been made in many areas
that have enabled continuous operation of the Internet despite the increasing
demands.
However, many users still experience the WWW more as a World Wide Wait
than a satisfying medium for business and entertainment. The web response
times are not always caused by a congested network, but often by overloaded
and non-responding web servers. A web server is overloaded when the demand
exceeds the capacity of the server, i.e., when a server receives more user requests
than it can handle. In particular, during exciting, often unforeseeable events
such as terror attacks or stock market panics, there is a dramatic increase of
user requests to the affected web servers which makes it hard if not impossible to
retrieve the requested information from these servers. This can be very annoying
in case of a stock market panic. It can also lead to serious financial losses if
shareholders cannot fulfill their intended financial affairs due to non-responding
web servers.
Under normal load conditions when the rate of incoming requests is below
the capacity of a server, the server can service all requests without introducing
large delays. During high load, however, one or several of the critical server
resources – network interface, disk, physical memory and CPU (Central Pro-
cessing Unit) – become scarce, which may lead to low server throughput and
customers experiencing long delays. In such situations, the server does not have
sufficient resources to provide good service to all clients. Instead, the server
should perform service differentiation which aims at providing better service,
i.e., lower response time and higher throughput to preferred clients as opposed
to regular clients. The latter may receive degraded or no service during over-
load. This thesis deals with architectures that enable service differentiation in
overloaded Internet servers, in particular web servers.
Even if one is willing to pay an extra fee to receive guaranteed fast service
also during unforeseeable events, banks do not offer such services. The follow on
question is why not? One possible explanation is that it is not worth the effort
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for the banks, but there are also technical reasons that do not make it feasible to
provide such a service. Most traditional server operating systems, such as UNIX,
are designed as time-sharing systems. The aim of such systems is to maximize
system utilization, while simultaneously providing users, or processes, with a
fair share of the CPU. In an overload situation each process gets a small but
fair share of the CPU which means that everyone receives poor service. This is
in contrast to the notion of service differentiation.
Service differentiation is also important in other situations, for example,
when a service provider wants to give better service to requests associated with
electronic purchases or other transactions that provide financial gain as opposed
to data requests associated with users merely browsing the provider’s site. Fur-
thermore, there is a trend of co-hosting multiple customers’ web sites on the
same server (in this case a customer can be thought of as a company or an
organization). Customers paying a higher fee expect better service for requests
to their site than customers paying less for the hosting service.
1.1 Background
This section presents how web transactions in general are handled. Readers
who are familiar with web transactions and web server operation may wish to
proceed directly to Section 1.2.
1.1.1 Web Transactions and Web Servers
In the World Wide Web, users request content from web servers. Usually, a
browser application such as Internet Explorer or Netscape Navigator running
on the user’s host1 (the client), sends a request over the Internet to the web
server. The web server responds by sending the requested object back to the
client. The client’s browser handles the response by displaying the requested
web page in the browser’s window. Figure 1 shows this interaction between the
client and the server called a web transaction.
A web server is typically an application program running on the server host
(Figure 2). It receives requests from clients over the network. Before the request
is transmitted, a TCP (Transmission Control Protocol) connection is set up (see
Figure 3, step 1–4) which requires three messages. The web server application is
1A host is a computer that is connected to the network.
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not involved in this setup, it is handled by the underlying network stack. After
the connection is established (Figure 3, step 5), it is enqueued in the listen
queue from which the web server application accepts it (step 6). When the
web server application has accepted a connection, it awaits a request from the
client, typically a Hypertext Transfer Protocol (HTTP) [11, 26] request (step
7). After processing the request (step 8), the web server returns the requested
page to the client (step 9). After the server has transmitted the requested data
the connection is closed (step 10).
HTTP is a stateless protocol, i.e., HTTP does not require web servers to
keep any information about clients and their requests. Cookies are used to
keep state in HTTP. A cookie is a small amount of state sent by the server to
the client. The server expects the client to include the cookie in subsequent
requests. This way, the server is able to maintain information about the client
and its state within a session and across different sessions.
The operating system and the web server application use the socket interface
to communicate with each other. The content of a message is copied between
the operating system and the application, and vice versa. This data movement
through the socket interface is a fairly time consuming operation.
Handling and processing requests utilizes web server resources. For example,
the processing of messages and parsing of the URL (Uniform Resource Locator)
that identifies a web page requires CPU time. Reading the file from the disk
consumes disk bandwidth and transmitting the response requires bandwidth on
the network interface.
1.1.2 The Internet and the World Wide Web
The Internet is the underlying infrastructure of the World Wide Web. The
Internet can be regarded as a hierarchy of ISPs (Internet Service Providers)
or networks, each having their own administration. As shown in Figure 4,
web clients are usually connected to a local network, for example, a university
network or a local ISP. Web servers can be placed anywhere in the network.
Web clients communicate with servers over the Internet.
Not all requests that clients issue travel all the way to the web server. Some
servers have mirrors or replicas, i.e., servers with a duplicate of the content of
the original server. The ideal situation is to find an optimal replica for clients
where optimal is based on proximity or on other criteria such as load [21]. The
simplest scheme, by which a replica can be selected, is to embed replica identities
in the URLs of the web pages. The HTTP protocol itself can also redirect a
request to a replica by returning a particular response code.
Some requests also get redirected to web caches. A web cache is an interme-
diary host with storage facilities. A cache stores responses in order to reduce
the response time and network bandwidth consumption for equivalent future
requests [21]. That means that if another client subsequently requests the same
page, the local copy can be provided immediately to satisfy the request. Since
web caches primarily aim at reducing the response time, they are often placed
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close to clients. Another placement possibility for web caches are the access
points between two different networks to avoid that the packets need to travel
through the network [48].
The Domain Name System (DNS) plays an important part in the web infra-
structure. Its task is the translation between hostnames, e.g., www.website.com,
and IP (Internet Protocol) addresses. IP addresses are the identifiers for hosts
in the Internet. The DNS also provides facilities to select server replicas for
clients in a user-transparent manner. Instead of having only one possible IP
address for each hostname, DNS can select among several servers depending on
estimated proximity, load or other properties.
1.2 Problem Areas
Servers become overloaded when one or several critical resources become scarce.
Server overload affects both the server throughput and the response time ex-
perienced by the clients. Figure 5 schematically illustrates the response time
and total server throughput as functions of the request rate. The left part of
the figure demonstrates how the response time increases with the server load.
The response time is low as long as no server resource is overutilized. However,
when the server resource bottleneck becomes overutilized, i.e., the bottleneck
resource cannot keep up with the arrival rate of requests, the queue length to
the resource bottleneck and thus the response time theoretically increases to
infinity. This is depicted by the sudden increase of the response time.
The right part of Figure 5 depicts how the server throughput increases with
the request rate until the request rate exceeds the capacity of the web server.
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Figure 5: Impact of server load on response time and throughput
At this point, the throughput decreases due to the additional and unproduc-
tive time the CPU spends on processing incoming connection requests that are
dropped when the listen queue is full. Moreover, the high rate of network in-
terrupts prevents the web server application from making fast progress which
contributes to the lower throughput. Lower server throughput leads to loss of
revenue, while long delays cause user frustration and decrease task success and
efficiency [17]. Users’ tolerance for delay is application dependent, but often a
threshold of 10 seconds for web interaction is mentioned in the literature [12].
In this thesis I will use the term architecture to define a set of mechanisms
and their interaction, designed for a specific task, for example, service differenti-
ation in overloaded web servers. An architecture describes how the mechanisms
interact with each other and the environment, i.e., the operating system and
the web server.
One way of reducing the load on individual servers is to utilize distributed
web server architectures. These architectures distribute client requests to server
replicas or caches as described in the previous section. Whereas traditional
web cache proxies are placed close to clients to reduce client-perceived latency,
reverse proxies are placed close to servers to reduce the load on them [34].
However, not all web data is cacheable, in particular dynamic and personalized
data. During recent years, there has been an overall reduction in the fraction
of traffic that is cacheable [34].
A current trend is to organize a number of servers in a cluster with front-ends
or dispatchers that distribute the incoming requests among the servers [27]. If
the capacity of the cluster is not sufficient, more machines can be added to the
cluster. However, it is not unusual that the peak demand for web services is
100 times greater than the average demand [31]. Hence, provisioning for peak
demand is not economically feasible, since this would imply that most servers
are idle most of the time. Neither does it help to improve the efficiency of the
web server or the underlying operating system, because also faster servers will
become overloaded when the demand is sufficiently high.
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Note that it is generally not possible to buffer requests until overload situ-
ations have ceased, since the duration of overload situations is unpredictable.
Moreover, buffering requests increases the delay experienced by the clients.
In summary, while the approaches above contribute to reduce the load on
an individual server, individual servers may still be confronted with a demand
exceeding their capacity. In other words, individual servers may always experi-
ence overload situations where they do not have enough resources to process all
requests in a timely manner. Thus, in an overload situation, we must perform
service differentiation and determine which requests to serve and which ones to
reject. The main focus of this thesis is to study architectures that enable service
differentiation in overloaded individual and clustered web servers.
The content of this thesis is divided in two research areas, described in the
next two sections. The first research area deals with mechanisms and architec-
tures that perform overload protection and service differentiation by regulating
the access to the server itself. The second area deals with the problem of provid-
ing predictable service by regulating the access to the critical server resources.
1.2.1 Mechanisms and Architectures for Server Overload Protection
and Service Differentiation
Most web servers deploy rather simple schemes for admission control. For exam-
ple, when the number of new requests enqueued exceeds a predefined threshold,
additional incoming requests are dropped. Chen et al. state that such a tail-
dropping admission control scheme requires careful system capacity planning
and works well only in steady workload situations since the approach has prob-
lems coping with the highly non-steady and variable demands that web servers
experience [19]. Furthermore, tail dropping without considering the identity
of the requestor cannot provide any service differentiation. Hence, to provide
differentiated access to a web server under high load, we need enhanced mech-
anisms for request classification and admission control. Request classification
is needed to identify and classify the incoming requests to decide which service
a request should receive, i.e., to which service class a request belongs to. Ad-
mission control mechanisms have to decide about the acceptance of the request,
which can be based on several factors such as the request’s service class, the
expected resource requirements and the current server load.
Given the scarceness of available server resources during high load, the ef-
ficiency of these mechanisms is of major importance. Note that even requests
that are eventually discarded consume resources. Abdelzaher and Bhatti noticed
that under very high load, about 50% of the end-system utilization is wasted on
connections that are eventually rejected [1]. Bhoj et al. have experienced that
under certain conditions classifications can become the server bottleneck [14].
The earlier in the lifetime of a web transaction admission control is performed,
the less resources are wasted in case of a rejection. However, the earlier admis-
sion control is performed, the less information about both the client and the
requested object, including its potential resource consumption, is known.
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Paper B presents mechanisms for performing efficient admission control and
service differentiation in overloaded web servers.
Mechanisms for classification and admission control of individual requests are
important parts of overload protection and service differentiation architectures
for web servers. Depending on the admission control strategy all requests, or
all requests belonging to a certain service class, may be rejected under high
load. Admission control of requests should be triggered when the server starts
to experience high load. Different architectures use different indicators of high
load, e.g., the length of queues [13], CPU utilization [20] or a variety of other
load indicators [31].
Many architectures try to avoid server overload by limiting the number of
requests that are allowed to enter the system during a certain time unit [14, 31]
or that are in the system concurrently [2]. Many of them use static thresh-
olds as indicators of high load and limit the number of accepted requests when
the threshold is exceeded. However, web server workloads change frequently,
for example with the popularity of documents or services. If one chooses low
thresholds, it is possible to guarantee low response times since no server re-
sources are fully utilized. On the other hand, choosing low thresholds also leads
to lower server throughput and thus loss of potential revenue. If one chooses
high thresholds, it is possible to achieve higher utilization and throughput, but
there is a risk of overload and high response times. Hence, in order to maximize
throughput while keeping response times low, adaptation of the threshold values
to the current workload can be advantageous.
Depending on the current workload, some server resources can be overuti-
lized, while the demand on other resources is not very high because certain
types of requests utilize one resource more than others. Paper D describes an
architecture that sets the maximum number of requests admitted per time unit
dynamically based on the current server resource utilization in combination with
acquired knowledge about resource consumption of requests.
An overload protection architecture also needs to deal with persistent con-
nections. Persistent connections allow clients to send several requests on the
same TCP connection to reduce client latency and server overhead [41]. Per-
sistent connections represent a challenging problem for web server admission
control, since the HTTP header of the first request does not reveal any infor-
mation about the resource consumption of the requests that may follow on the
same connection. This problem is addressed in Paper C.
1.2.2 Operating System Support for Predictable Service
The goal of Quality of Service (QoS) is to provide predictable service to users or
applications independent of the demand of other applications competing for the
same resources. In order to provide QoS guarantees to applications, it is neces-
sary that all resources used by, or on behalf of, an application are accounted for
correctly. Without proper resource accounting, resources cannot be provided
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to applications in a predictable way because one application may exceed its
share which prevents other applications from receiving their shares. Traditional
operating systems have problems with correct accounting of resources. For ex-
ample, in UNIX systems the CPU time spent in the context of a network device
interrupt, triggered by an arriving packet, is accounted to the interrupted appli-
cation instead of the application the packet is destined for [23]. In microkernel
environments work performed by shared servers is often not accounted to the
right application [37]. This coarse-grained resource control is inappropriate for
multimedia applications that are sensitive to variations of the delay. These ap-
plications need more fine-grained resource controls to, for example, avoid flicker
in video displays.
One approach to providing fine-grained QoS guarantees is to design and
build operating systems from scratch with the goal of fine-grained QoS in mind.
Nemesis is such an operating system [37]. In Nemesis, applications can re-
serve CPU time and bandwidth on network interfaces. Paper A shows how the
Nemesis operating system can provide applications a guaranteed communication
service by scheduling CPU time and transmit bandwidth. A guaranteed com-
munication service enables the transmission of data at a specified rate, provided
that the bandwidth is not limited by the network.
One of the problems with operating systems developed from scratch is that
their distribution is often limited. People do not want to invest a lot of time to
get acquainted with and to learn a new system. To be able to fully exploit the
features of new operating systems, applications must often be modified which
people are hesitant to do. An alternative approach is to change the internals
of an existing operating system while maintaining the user API (application
programming interface). Paper E presents SILK (Scout in the Linux Kernel)
which is a port of the Scout operating system [43] to run as a kernel mod-
ule in the popular Linux operating system. SILK is a modular, configurable,
communication-oriented operating system developed from scratch for small net-
work appliances. By running in the Linux kernel, SILK can take advantage of
existing Linux applications with small or no modifications at all.
1.2.3 Combining QoS and Admission Control Architectures
The QoS architectures described in the previous section are able to provide
fine-grained QoS guarantees even during server overload by controlling access
to server resources. However, low priority requests that have entered such a
system and consumed resources, might be starved or must be preempted when
high priority requests enter the system and consume the available resources.
Combining the QoS architectures with the admission control architectures de-
scribed in Section 1.2.1 avoids this problem by not admitting such low priority
requests when the server is becoming overloaded. On the other hand, the ad-
mission control architectures are much more lightweight, meaning they only
require small changes or rather additions to existing operating systems. Hence,
when the architectural goal is merely to protect important customers from the
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consequences of server overload, these admission control architectures are more
appropriate. Comparing these two types of architectures with the service classes
for quality of service in IP internetworks, the admission control architectures
are comparable to the Controlled-Load Service [53], while the QoS architectures
are comparable to the Guaranteed Quality of Service [50].
1.3 Method
The research method for the work presented in this thesis is mainly experi-
mental. Experimental research often starts with either a potential or concrete
problem.
The first step towards solving the problem is to find and formulate a hy-
pothesis, i.e., an idea or statement that can be validated or invalidated. As an
example, a hypothesis in Paper B is formulated as: “Kernel mechanisms for
overload protection of web servers are more efficient than mechanisms imple-
mented in user space”.
The next step is to design experiments that validate or invalidate the hy-
pothesis. In the case of my work, this phase also includes the design and imple-
mentation of a prototype such as admission control mechanisms in an existing
operating system. Having a prototype that is complete enough, experiments
need to be designed and conducted. Here, the experiments have been conducted
in isolated, controlled environments. The advantage of conducting experiments
in an isolated network is the possibility to obtain consistent and repeatable
results. The disadvantage is that disturbances that may occur in real-world
scenarios or in a complete system may not appear in a controlled testbed and,
thus, not be taken into account properly.
When not working with real users generating requests, the choice of the
workload and the workload generator is very important. The workload should
both be realistic, i.e., it should conform with empirical measurements or use
representative values such as typical requested file sizes from web servers, and
at the same time give the desired effects. For example, many request generators
use simple methods that cannot generate requests at a rate that exceeds the
capacity of the web server and, thus, fail to evaluate web server behaviour
during overload [8].
In the third step, the results of the experiments need to be collected and
analyzed to see if they are conclusive and whether they validate the hypothesis
or not. If the hypothesis can neither be validated nor invalidated, the experiment
has to be redesigned.
The described process is iterative in the sense that the validation of a hy-
pothesis often leads to a more fine-grained or completely new hypothesis. In
particular, unexpected behaviour discovered in the experiments often leads to
new insights and the formulation of new hypotheses.
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1.4 Results and Scientific Contributions
The scientific contributions presented in this thesis are:
• Design of, and evaluation of, efficient in-kernel mechanisms for service dif-
ferentiation and overload protection of web servers, and demonstrating the
improved efficiency and scalability of the in-kernel mechanisms compared
to the same mechanisms implemented in user space.
• A demonstration of the problem persistent connections cause for web
server admission control and a kernel-based architecture that solves the
problem. The architecture provides service differentiation judging the im-
portance of persistent connections based on cookies.
• An adaptive admission control architecture that supervises multiple re-
source bottlenecks in server systems. The architecture uses TCP SYN
policing and HTTP header-based connection control in a combined way
to perform efficient and yet informed web server admission control.
• Demonstrating that the TCP/IP implementation in Nemesis can utilize
the scheduling of CPU time and transmit bandwidth to provide applica-
tions with a guaranteed communication service.
• A new networking subsystem for Linux based on the Scout path archi-
tecture that is QoS-capable. The idea and evaluation of the concept of
extended paths, which enables coscheduling of application and network
processing.
Additional results in the form of prototypes that have been an outcome
during the course of my work are:
• An IP version 4 implementation for Nemesis, including the transport pro-
tocols UDP and TCP as well as end host support for RSVP.
• An implementation of IP version 4 on top of ATM, running under Nemesis.
• Traffic control schemes to provide IP QoS to Nemesis applications.
• Prototype implementations of the proposed architectures including en-
hanced versions of the sclient [8] traffic generator.
• The IBM Linux Technology Center has ported one of the proposed mech-
anisms for service differentiation in web servers to Linux and distributes
it as a Linux patch.

2 Summary of the Papers
2.1 Paper A
Scheduling TCP in the Nemesis Operating System
This paper was written within the context of the EU Esprit Pegasus II project.
The aim of the project was to explore an operating system design that pro-
vides guaranteed quality of service to applications, in particular to multimedia
applications. High-quality multimedia applications not only demand a specific
amount of resources but also timely, usually periodic, access to resources.
In the Nemesis operating system [37], designed and implemented during the
project, applications use shared library code to perform functionality usually
provided by the operating system kernel. This feature enables correct account-
ing of all resources, which is a necessary prerequisite for enforcing and providing
guaranteed access to resources. In Nemesis, CPU time, memory, disk I/O band-
width as well as transmit bandwidth on network interfaces are resources that
can be reserved.
The paper reports on the TCP/IP implementation for Nemesis. We study
CPU scheduling of TCP/IP, the scheduling of network interface transmit band-
width, and their interdependence in the context of the Nemesis operating sys-
tem. We present a set of experiments which demonstrate the ability of Nemesis
to provide appropriate end-system communication guarantees for the applica-
tion. First, we show that the scheduling of transmit bandwidth can both be used
as a rate limiter and to provide guaranteed transmit bandwidth. We measure
the amount of CPU time an application needs to be able to run the TCP/IP
protocol stack and to send data at a particular speed. Our experiments show
that the CPU time needed to run the protocol stack increases linearly with the
amount of data sent for a given packet size. We also show that the measured
values hold, even when several applications strive for CPU time and transmit
bandwidth.
The schedulers in Nemesis are primarily designed for networked multimedia
applications and periodic access to resources. It is not obvious that TCP, which
is designed for reliable data transfer, should work well in such an environment.
Nevertheless, we were able to demonstrate that TCP/IP can utilize CPU and
transmit bandwidth scheduling of this type to provide applications with a guar-
anteed communication service, provided that the bandwidth is not limited by
the network.
Comments
I presented this paper at the sixth International Workshop on Protocols for
High-Speed Networks, held in Salem, MA, USA in August 1999.
Most of the architecture design work was done by me, partly with help of
Bengt Ahlgren. I designed and conducted the experiments. The paper was
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written by me except for parts of the introduction which were written by Bengt
Ahlgren.
2.2 Paper B
Kernel Mechanisms for Service Differentiation in Overloaded
Web Servers
Web servers need to be protected from overload since overload can lead to high
response times, low throughput and even loss of service. Also, it is highly
desirable that web servers provide continuous service during overload, at least
to preferred customers.
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Figure 6: Kernel mechanisms
Most existing web server admission control architectures are implemented in
user space. However, performing admission control in user space implies that
requests that are later discarded consume a non-negligible amount of resources.
Mogul and Ramakrishan have demonstrated the benefit of dropping packets
early [42]. Following the principle of “early discard”, we have designed and
implemented kernel mechanisms that protect web servers against overload by
providing admission control and service differentiation based on customer site,
client and application layer information. Figure 6 shows the placement of the
mechanisms:
• The first mechanism, TCP SYN policing, is located at the bottom of
the protocol stack. It limits the acceptance of new SYN packets based
on compliance with a token bucket policer. A token bucket policer is
a token bucket used for admission control. It has a rate, denoting the
average number of requests accepted per second, and a burst, denoting
the maximum number of requests admitted at one time.
• The next mechanism, HTTP header-based connection control is located
higher up in the stack. It is activated when the HTTP header is received.
It enables admission control and priority based on application-layer infor-
mation contained in the header, for example, URLs and cookies.
• The third mechanism, prioritized listen queue, is located at the end of
the TCP 3-way handshake, i.e., when the connection is established. This
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mechanism supports different priority levels among established connec-
tions by inserting connections into the listen queue according to their
priority.
The first mechanism is the least costly but the most coarse-grained. The
third is the most costly but provides the most fine-grained admission control.
We have implemented these controls in the AIX 5.0 operating system kernel
as a loadable module. We present experimental results to demonstrate that
these mechanisms effectively provide selective connection discard and service
differentiation in an overloaded server. We also compare the performance of
our mechanisms against the same application layer mechanisms added in the
Apache 1.3.12 server.
The contribution of this paper is the design and evaluation of the kernel-
based mechanisms. In particular, we show that the implementation of the mech-
anisms in the kernel is much more efficient and scalable compared to user space
implementations.
Comments
Most of the work described in this paper was done during my internship at IBM
TJ Watson Research Center in Spring/Summer 2000. I presented the paper at
the Usenix 2001 Annual Technical Conference held in Boston, MA, USA in June
2001.
The prioritized listen queue mechanism presented in the paper has been
ported to Linux at the IBM Linux Technology Center and is commercially dis-
tributed as a kernel patch. Discussions about integrating the mechanism into
the standard Linux kernel are underway.
Most of the architecture design work was done by me together with Ashish
Mehra and Renu Tewari. I implemented the mechanisms and designed and
conducted the experiments. Renu Tewari and I wrote the paper together. Renu
Tewari focused more on the introduction while I did most of the work on the
experimental sections.
2.3 Paper C
Kernel-based Control of Persistent Web Server Connec-
tions
This paper builds on the work described in Paper B. Paper C extends that work
by presenting a solution for handling persistent web server connections. This
problem is ignored by most of the web server architectures described in the
literature.
Web servers use admission control for overload protection. Some web servers
base their admission decision on information found in the HTTP header. Per-
sistent connections allow HTTP clients to send several requests on the same
TCP connection to reduce client latency and server overhead [41]. Using the
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same TCP connection for several requests makes admission control more diffi-
cult, since the admission control decision should be performed when the first
request is received. However, the HTTP header of the first request does not re-
veal any information about the resource consumption of the following requests
on the same connection. Thus, persistent connections make admission control
a trade-off. If one is too conservative, and sets low acceptance rates, potential
customers might be rejected unnecessarily, resulting in loss of revenue. If one is
too optimistic the server may become overloaded, with long response times and
low throughput as a possible consequence. Our solution avoids uncontrollable
overload while maximizing access.
If there is an overload situation caused by resource consumption of persistent
connections we abort persistent connections. But we do not abort connections
blindly. Instead, we preserve connections regarded as important and abort con-
nections considered less important. For example, a connection can be regarded
as important when the client has placed some items in a shopping bag.
The admission control mechanism judges the importance of persistent con-
nections based on cookies in the HTTP header. The web application decides
when a cookie denoting the importance of the connection should be sent to the
client. Using cookies has several advantages: Cookies are a widely used tech-
nique; they can contain long-lasting information such as customer identification;
and they are easy to remove or update. We present experiments demonstrating
that our approach prevents server overload and provides service differentiation
between important and less important connections under high load.
The key contribution of this paper is the kernel-based architecture that pre-
vents overload in web servers caused by persistent connections. To our know-
ledge, this paper is the first to provide a solution for the challenges of persistent
connections.
Comments
I presented an extended version of this paper at the workshop PAWS 2001,
Performance and Architecture of Web Servers. This workshop was held in con-
junction with the ACM SIGMETRICS conference in Boston, MA, June 2001.
The version presented in this thesis appeared in the ACM Performance Evalu-
ation Review.
The work described in the paper was done by me with discussions with Per
Gunningberg.
2.4 Paper D
Handling Multiple Bottlenecks in Web Servers Using Adap-
tive Inbound Controls
This paper describes an adaptive admission control architecture that uses mech-
anisms presented in Paper B. Servers become overloaded when one or several
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critical resources, such as network interface, CPU or disk, are overutilized and
become the bottleneck of the server system. The key idea of Paper D is to avoid
server overload by preventing overutilization of specific server resources using
adaptive inbound controls.
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Figure 7: Admission Control Architecture
Our idea is to collect all web objects that, when requested, are the main
consumers of the same server resource into one directory. Thus, we have one
directory for each supervised resource. We associate a filter rule with each
directory in that maps resource-intensive requests to the corresponding token
bucket policer. Hence, we can use HTTP header-based connection control to
avoid overutilization of specific resources. For example, CPU-intensive scripts
can reside in the web server’s /cgi-bin directory and a filter rule specifying
the URL prefix /cgi-bin can be associated with it. For each of the critical
resources, we use a feedback control loop that adapts the token rate at which
we accept requests in order to avoid overutilization of the resource. We call our
approach, illustrated in Figure 7, resource-based admission control.
We do not perform resource-based admission control on all requests. Re-
quests such as those for small static files do not put significant load on one
resource. However, if requested at a sufficiently high rate, these requests can
still cause server overload. When such situations arise we use TCP SYN policing
applied to all requests, independent of resource requirements. Using SYN polic-
ing the admission of connection requests is based on network-level attributes,
i.e. on IP addresses and port numbers, and not on fine-grained HTTP header
attributes.
We have implemented our admission control architecture in the Linux op-
erating system. Our experiments show that the combination of resource-based
admission control and TCP SYN policing works and adapts the rates as expected
for our load scenarios. When resource-based admission control alone cannot pre-
vent server overload, TCP SYN policing becomes active and high throughput
and low response times can be sustained even when the request demand is high.
We achieve more than 40% higher throughput and several magnitudes lower
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response times during overload compared to a standard Apache on Linux con-
figuration. We also show that the adaptation mechanisms can cope with bursty
request arrival distributions.
The architecture is targeted towards single node servers or to back-end
servers in a web server cluster. We believe that the architecture can easily be
extended to web server clusters and enhance sophisticated request distribution
schemes such as the Harvard Array of Clustered Computers (HACC) [55] and
Locality-aware Request Distribution (LARD) [46]. In an extended architecture
the front-end performs resource-based admission control. The back-end servers
monitor the utilization of each critical resource and propagate the values to the
front-end. Based on these values, the front-end updates the rates for the dif-
ferent token bucket policers. After the original distribution scheme has selected
the node that is to handle the request, compliance with the corresponding token
bucket ensures that critical resources on the back-ends are not overutilized.
The main contribution of this paper is the adaptive admission control archi-
tecture that handles multiple resource bottlenecks in server systems.
Comments
This paper has been accepted for the seventh International Workshop on Pro-
tocols for High-Speed Networks, to be held in Berlin, Germany, in April 2002,
where I will present the paper.
The work described in the paper was done by me with discussions with Per
Gunningberg.
2.5 Paper E
SILK: Scout Paths in the Linux Kernel
A lot of research effort has been invested into operating system architectures for
providing QoS to applications. Some efforts have focused on new QoS features
and abstractions to existing operating systems, while others have built new
operating systems from scratch. However, the results of these efforts have hardly
been put to general use, so far. New QoS mechanisms for mainstream operating
systems are often only available for specific versions of the operating system.
Due to feature interaction problems between different kernel patches, it is often
impossible to combine several of these mechanisms into one system.
Scout [43] is a modular, configurable, communication-oriented operating sys-
tem tailored for small network appliances. Scout combines features such as early
demultiplexing, early dropping, resource accounting, explicit scheduling and ex-
tensibility into a single abstraction called a path.
SILK is a port of the Scout operating system to run as a downloadable kernel
module in a standard Linux 2.4 kernel. SILK can replace the Linux networking
subsystem. Regular Linux applications can use SILK which is demonstrated us-
ing the popular Apache web server. Introducing the path concept into the Linux
2 Summary of the Papers 19
networking subsystem enables prioritizing and other forms of service differen-
tiation between different network connections. Additionally, SILK coordinates
the scheduling of applications and paths in the networking stack by extending
paths into the application.
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Figure 8: Response time preferred client
Our results show that SILK’s performance is still comparable to the native
Linux networking stack, i.e., using paths does not lead to performance loss. We
also compare latency and throughput for preferred and regular clients using a
fixed priority scheduler in SILK. Figure 8 illustrates that SILK provides almost
constant response time for preferred clients independent of the number of regular
clients accessing the server simultaneously. Without priorities, the response time
would increase linearly with the number of clients, since each client receives
about 1/n of the resources when n clients are active simultaneously.
The contributions of this paper are a networking subsystem for Linux based
on the Scout path architecture and the concept of extending paths into the
application.
Comments
This paper has been published as Technical Report 2002-009, Department of
Information Technology, Uppsala University, Uppsala, Sweden, February 2002.
Andy Bavier implemented most of SILK. I assisted in debugging the system
(in particular its TCP implementation) and conducted most of the evaluation
experiments. Andy and I wrote the paper together, my focus was on the exper-
imental section.

3 Related Work
This section presents related work. The discussion is divided into the two prob-
lem areas presented in Section 1.2.
3.1 Overload Protection and Service Differentiation for
Web Servers
One of the main design objectives addressed by our admission control architec-
tures is to employ efficient early connection discard mechanisms that provide
overload protection and service differentiation for web servers. Many architec-
tures ignore the importance of efficient admission control and presumably reject
requests after passing them to user space [2, 19, 20, 33, 38]. Other admis-
sion control and service differentiation architectures such as WebQoS [13] and
Web2k [14] are deployed in user space. In these architectures admission control
is less efficient than in our kernel-based architecture.
A few web server admission control architectures adhere to the principle
of early discard. Kant et al. moved overload protection into intelligent net-
work cards [30]. While more efficient by off-loading the host, their approach
is less flexible since it relies on special hardware. The performance gains are
unknown. Jamjoom et al. use a mechanism similar to TCP SYN policing to
avoid server overload [31]. Their mechanism bases the admission decision on
network-level information such as IP addresses and port numbers. Hence, they
cannot discriminate between different resource bottlenecks, but have to reduce
the acceptance rate for all requests when only one resource is overutilized.
Service differentiation can also be realized by scheduling of server processes
and by dynamically partitioning server nodes in a web server cluster. Almeida
et al. assign different priorities to the processes handling requests [3]. In their
approach the application, i.e., the web server, classifies the requests and assigns
scheduling priorities. In a similar approach, Eggert and Heidemann propose to
lower the priority of processes serving less important requests [24]. They also
propose limiting the available bandwidth and the number of server processes
for less important requests. While we perform service differentiation before
a request is accepted by the web server, the approaches above perform ser-
vice differentiation when scheduling or processing requests. Combining these
approaches would further decrease the impact of low priority requests on the
service high priority requests receive.
One approach to provide service differentiation in server clusters is by dy-
namically partitioning server nodes and forwarding different classes of requests
to different partitions [56, 16]. The aim is to dynamically adjust the server par-
titions, not to perform efficient admission control. A similar approach designed
for single server nodes is to reallocate the number of server processes for each
service class. Abdelzaher et al. implement such an approach [39]. They enforce
relative delays among service classes using a feedback control loop to reallocate
the number of server processes for each service class. In their work, none of the
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critical resources is overutilized. Instead, a peculiar bottleneck introduced by
persistent connections causes large delays.
There are also other approaches to deal with server overload such as adapting
the delivered content [1].
3.2 Operating System Support for Predictable Service
Both Scout and Nemesis are operating systems built from scratch to provide QoS
to applications. Designing and implementing operating systems from scratch is a
major effort, which is one reason why a lot of novel mechanisms and abstractions
for QoS have been implemented in mainstream operating systems instead.
Among these new abstractions are resource containers, virtual services and
processor reserves. Resource containers [9] present an abstraction that encom-
passes all system resources that a server uses to perform an independent activ-
ity, such as serving one client connection. All user and kernel processing time
and other resource consumption such as memory is accounted to a resource con-
tainer. Resource containers are used in conjunction with Lazy Receiver Process-
ing (LRP), a network subsystem architecture that includes early demultiplexing
and protocol processing at the priority of the receiving application [23]. Cluster
reserves extend resource containers to server clusters [6] to provide differenti-
ated and predictable quality of service in clustered web server systems. On one
hand, these abstractions require more changes to the operating system than,
for example, the admission control architecture presented in Paper D. On the
other hand, the abstractions are implemented in an existing operating system
and not in an operating system designed from scratch such as Nemesis or Scout.
Reumann et al. have presented virtual services, an abstraction that provides
resource partitioning and management [47]. Virtual services can enhance web
server overload protection architectures by dynamically controlling the number
of processes a web server is allowed to fork.
Processor reserves [40] are used to provide QoS for multimedia applications in
microkernel environments such as the Mach microkernel. Applications can make
CPU reservations, which are guaranteed by the system, even in the presence of
shared servers. Nemesis avoids this potential problem by using shared libraries
instead of shared servers.
Several other researchers have explored ways to provide QoS guarantees to
networked applications by controlling bandwidth and CPU. Examples include
Yau and Lam’s migrating sockets [54], Lakshman et al.’s Adaptive Quality of ser-
vice Architecture [35] and Gopalakrishnan and Parulkar’s real-time upcalls [28].
QLinux provides fair queuing mechanisms for CPU and network packets as well
as an LRP networking subsystem and in addition an advanced disk scheduling
algorithm [51]. None of these QoS provisioning methods is able to completely
solve the problem of “QoS crosstalk”, or in other words, to provide perfect
performance isolation.
Rialto [32] is designed and built from scratch to support coexisting indepen-
dent real-time and non-real-time programs. An abstraction called an activity is
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the entity to which resources are allocated and charged. Another QoS operat-
ing system of this kind is Eclipse. Eclipse’s proportional share schedulers and
the corresponding API have also been ported to FreeBSD [15]. Resource ker-
nels provide applications with explicit guarantees to system resources through
abstractions such as CPU Reserves [45]. The portable implementation of a re-
source kernel implemented in Linux shares some goals with SILK, for example
modularity and minimal changes to Linux. In order to increase performance,
flexibility and functionality of applications, Exokernels [25] provide applications
with a large degree of control over the physical resources, similar to the Nemesis
operating system.

4 Conclusions and Future Work
In this thesis I present mechanisms and architectures for service differentia-
tion and overload protection in web servers. In order to reduce the resources
spent on requests that are eventually discarded, admission control should be
performed as early as possible in the lifetime of web transactions. However, the
earlier admission control is performed, the less information about the request,
its resource requirements and its originator, is available. Deferred admission
control enables a more informed control decision. Therefore, many web server
admission control schemes are implemented in the web server application. Our
research demonstrates that it is both desirable and possible to perform early
but yet informed web server admission control.
This research has been conducted under the assumption of a single node web
server. Modern web servers are often built as clusters with one or several front-
ends. In Paper D we discuss how to extend the presented architecture towards
web clusters. The implementation and evaluation of the extended architecture
would highlight both the performance gains and potential problems, such as the
scalability of the cluster. This is left for future work.
The admission control architectures in this thesis have been implemented
as prototypes. They include most, but not all, details required for a produc-
tion system. It would also be interesting to study the impact of the proposed
mechanisms on user perception during overload.
My other contribution to providing service differentiation is the work on
SILK and Nemesis. These novel operating system architectures can provide
applications with fine-grained QoS guarantees. SILK suggests that it is feasible
to adopt main abstractions from an operating system developed from scratch
to provide fine-grained QoS guarantees in mainstream operating systems.
The work on SILK is still ongoing and will include work with more advanced
schedulers such as Weighted Fair Queueing to provide web server QoS. We also
plan to port our adaptive admission control architecture to SILK. Then we
could study how to regulate both access to the web server itself and access to
the critical server resources.
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