Many systems in science and engineering are governed by differential equations. Obtaining the solutions of these differential equation systems is essential for system analysis, design, optimization, control, etc. While analytical solutions can be derived for many such systems; there are much more systems that cannot be solved analytically. This has been motivating the development of various numerical methods for differential equations.
There have been several well-developed numerical methods for differential equation systems. Typical ones are the finite difference, segmentation, and Runge-Kutta methods. All these methods work well when system solutions are regular.
However, some systems such as stiff systems have the solutions with the components that display complex dynamic behaviours like singularities and abrupt transitions. At the stiff part, generally, traditional numerical methods cannot give satisfactory solutions of these systems because either the round-off errors may cause instability of the numerical method by using of a small step size or the pay to adding solution complexity. This motivates the development of innovative methods for numerical computing of the systems more accurately and effectively. Wavelet based methods are a good candidate.
Hsiao proposed a wavelet method, which is based on Haar wavelet, to linear stiff systems [5] . Similar idea was used by Liu and Tadé for development of the so-called wavelet-collocation method [6] based on the Daubechies wavelet, which was constructed by Daubechies [4] . This paper will develop a wavelet-based approach to stiff systems. We propose to use the WaveletGalerkin scheme with the connection coefficients being computed using an algorithm that we recently rectified [7] , which is a significant improvement and correction to the original work by Chen et al. [3] . Realising that previous methods, traditional and wavelet based, have significant numerical computing errors around the initial conditions, we also propose to incorporate the Lagarange multiplier based optimization into the wavelet approach to significantly reduce the computing errors. Moreover, we will compare the results from our approach and those from the Haar wavelet method.
The paper is organised as follows. To make the paper self-contained, we discuss some wavelet properties and the algorithm for computing the connection coefficient in Section 2. In Section 3, we apply the Wavelet-Galerkin scheme based on the Daubechies wavelet to a linear stiff system. In order to properly fit the initial conditions, Section 4 introduces the Lagrange multiplier to optimise the numerical solutions. Comparative studies between the proposed approach and the Haar approach are carried out in Section 5. Section 6 concludes the paper. 
Daubechies Orthonormal Wavelet
In 1992, Daubechies [4] constructed a family of compactly supported orthonormal wavelets, which include members from highly localized to highly smooth. Each wavelet number is governed by a set of L coefficients {p k : k = 0, · · · , L − 1} through the following two-scale relations:
and
where φ(x) and ψ(x) are called the scaling function and mother wavelet, respectively, with φ(0) = φ(L − 1) = 0. The translations and dilations of level J for φ(x) and ψ(x) are respectively defined as
The By [2] , the scaling function φ(x) has the following property 
, φ
It is easy to know that the compact support of φ
Computation of the Connection Coefficients
Now let us briefly review the computation of the connection coefficients for
which is the integral of the product of the scaling function φ(x) and its n th derivative φ
We will use the algorithm that we recently rectified in [7] , which is a significant improvement and correction to the original work by Chen et al. [3] By the properties of the scaling function φ(x) listed in Subsection 2.1 and straightforward computation, it is easy to verify the following relationships for n = 0, 1, · · · , L/2 − 1 and all integers k:
Equations (1), (6) and (7) give
and take x = L − 1 in (12), then from [3] , we can easily obtain the values of Γ n k (L − 1) through the following algorithm:
with normalization condition
After getting the values of Γ
2 using the methods described in [3, 7] . Let
Then we have the following system for Γ
where I is a square unit matrix of order (L−2)
It is worth mentioning that Q has eigenvalues 2
we can easily obtain the value of Γ n for n = 0 from equation (15). To end the study for n > 0, we need the following relation
which can be rewritten in the following vector equation form
Combining equations (15) and (20) gives the value of Γ n for n > 0. More precisely, for i = 1, 2, · · · , n,
Wavelet-based Scheme for Solving Linear Systems
Now we are ready to develop a wavelet-based scheme for solving linear systems. The scheme will be applied to linear stiff systems later in this paper.
Consider the following linear systeṁ
The wavelet approximation of level J for the unknown x is given by
where (21) and multiplying both sides of (21) by (Φ J (t)) T from the left, and then integrating for t from t = 0 to t = N , we have
where (7), we have
which implies that
where
gives the solution of unknown matrix B. Then from equation (22), we get the numerical solution for system (21).
3 Wavelet-based method for solving linear stiff systems
In this section, we switch to a case study for linear stiff systems.
Consider the following linear stiff system, which was also studied in [1, 5] 
Approximate the solutions of x(t) and y(t) by wavelet series of level J as we did in Subsection 2.3
where x J,k and y J,k are the wavelet coefficients to be determined. Then we haveẋ
Now substitute equations (29) and (30) into (28). The Galerkin discretization scheme implies that
Substituting equations (34) and (35) into (31) and (32) leads to
Then, we can get the values of x J,k and y J,k from equations (36) and (37). After that, we get the numerical solution of system (28) through (29). Comparisons between the exact solution and the numerical solution are shown in Tables 1  and 2 , and Figures 2 and 3. 
Optimizing solutions via the Lagrange multiplier
It is easy to find that the numerical solutions of system (28) are good in the entire range of time t except for the initial time t = 0. This is because x J,k and y J,k determined by equations (36) and (37) generally do not satisfy the initial condition and also because the system is very stiff near the initial time. In the following, we use the constrained optimization method via the Lagrange multipliers to reduce the computing errors significantly. Constrained optimisation is a powerful and versatile technique for solving cost minimization problem. Let us start from equations (31)- (33) 
Then the cost function to be minimized is defined by
the constraints have the following form
and the objective function is given by
where λ i , i = 1, 2 are the Lagrange multipliers. Appliying optimization theory, we know that Equation (41) implies
From equation (42), we can get the optimized values of x J,k and y J,k . Then, we get the optimized numerical solution for system (28) through (29). Because of the use of optimization, the solutions obtained here are better than those obtained by using the Daubechies wavelet method without optimization near the initial time. Refer to the results shown in Tables 3 and 4 and Figures 4 and 5. 
Discussions
The results (such as Figs. 2, 3 and 5) reveal that the numerical solution can be improved by increasing either the scale parameter J or the order parameter L. We also make the following observations.
• Fig. 2 shows that the method based on Daubechies wavelet (Dau) is much better than the single-term Haar wavelet method (STHW) in the entire interval [0, 1], except at the initial time instant t = 0. This has been explained at the beginning of Section 4 for the first method, and is also because we have fixed x(0) = 1, y(0) = 1 for the STHW method. • Figs. 4 and 5 show that the Daubechies wavelet method (DAU) does not work well at t = 0 since the considered system is very stiff near the initial time. However, wavelet-based method incorporated with optimization via the so-called Lagrange multiplier (OPDAU) can significantly improve the numerical results at the stiff part.
• It is also seen from Figs. 4 and 5 that for times far away from the initial time instant, · the DAU method outperforms other methods; and · the solutions from the Lagrange multiplier method (OPDAU) are also quite acceptable, justifying the applicability of the proposed approach to general linear stiff systems.
• Figures 6 through 9 show that the nearer the initial value y(0) approaches to 0, the better the numerical results of the system. And if y(0) = 0, the system is no longer a stiff system. • For the single-term Haar wavelet method, one has to redo the whole computing procedure whenever N changes. In contrast, the computation of the connection coefficients in this work is determined only by the order parameter L, implying that we can compute the connection coefficients Γ n k (x) off-line to build a library which can be used later in on-line computation. This means that the wavelet-Galerkin scheme adopted in this work can significantly reduce the on-line computing time for numerical solutions of differential equations/systems.
Conclusion
In this work, the Daubechies wavelet scheme has been adopted to solve linear stiff systems and satisfactory approximations have been obtained. We have shown that incorporation of the Lagrange multiplier based optimization into the wavelet approach can improve the numerical solutions significantly at or near the initial conditions. With the proposed approach, the solutions for times far away from the initial time instant are also quite acceptable.
Appendix: Values of θ 1 (x) for R L = 4 and L = 6. Table 5 Values of θ 1 (x) for L=4 and L=6. 
