Abstract-The traditional route selection algorithm of the Ad Hoc network are mainly based on the shortest path and do not take into account any other routing factors. As a result, it increases the number of the unreliable route. It also forms a lot of "hot spot", which affect the performance of the network. Thus this paper proposes a performance value adaptive routing for mobile ad hoc network (PVAR), which is mainly based on the performance value of the route. The PVAR uses a cross-layer design method that involves the medium access control layer and the network layer, and introduces a new route selection algorithm. Simulation results show that the PVAR can perform much better than the DSR in route reliability improving, congestion controlling and load balancing.
I. INTRODUCTION
One of the most important factors affecting the performance of network is the routing protocol, on which the study is popular but difficult [1] . At present, the challenge of study on Ad Hoc network route protocol is that how to adapt to the dynamic change of network topology and improve the route reliability [2] .
With the change of the network topology, the routing problem of the Ad Hoc network is more difficult than traditional network. There are three major reasons listed as follows: (1) . The solution of the traditional network (such as: some solution in cellular networks) assumes that the network topology is relatively stable, but the topology of the Ad Hoc network always changes. (2) . The solution of the traditional routing depends on the information which is stored in some nodes or the specific node. However, in the Ad Hoc network, node can not save route information for long, and the stored information is not always true and reliable. (3) . The traditional route protocol are mainly based on the shortest path of the routing strategy [3] , which can not effectively improve the route reliability and implement load balancing and energy conservation in the Ad Hoc network.
Aimed at these issues, this paper analyzes the Dynamic Source Routing protocol DSR [4] and proposes a performance value adaptive routing for mobile ad hoc network PVAR, which could compensate for the shortcoming of the DSR and improve the route reliability.
II . ANALYZE DSR
The DSR that is a simple and efficient route protocol is specifically designed for multi-hop wireless Ad Hoc networks. It allows the network to be completely selforganizing and self-configuring, without any other existing network infrastructure. The protocol is composed of the two main mechanisms of "Route Discovery" and "Route Maintenance", which work together to allow nodes to discover and maintain all routes to arbitrary destinations in the Ad Hoc network. When routing, the DSR uses the routing strategy which bases on the short path. The routing strategy is very difficult to meet the need of the changing of the Ad Hoc network topology. Only when considering the various factors that reflect the quality of service, the routing strategy can improve the route reliability and the overall performance of the route protocol. So it has poor performance in many aspects.
On the one hand, it can not avoid increasing the number of the unreliable route in the network. The result of using unreliable route is that it increases the rate of routing failures and causes the source node to re-routing or route discovery. At the same time, it increases the network delay and the network load. On the other hand, some data flows may focuses on the certain links, forming a number of "hot spot". The nodes in the "hot spot" always busy and consume a lot of energy. However, some nodes do not in the "hot spot" and relatively free in its surrounding area.
The above phenomenon leads to two issues. Firstly, the phenomenon of network congestion may occur in the "hot spot". It could lead to increase the delay of the data packet which through the "hot spot", or even packet loss. It also leads to reduce the packet delivery rate. Secondly, some nodes overload in "hot spot". But its energy is limited. So that it leads to these nodes die prematurely. At the time, nodes in the "free spot" still have more energy. This situation will shorten the life of the entire network [5] . When the load of the network is very heavy, the DSR is not able to make timely adjustments to the above situation. It also can not avoid the occurrence of the above phenomena.
III. PVAR
According to the problems of the route selection algorithm of the DSR, this paper proposes a new route protocol, which could make effective and independent adjustments according to the network status. That is a performance value adaptive routing for mobile ad hoc network (PVAR). The PVAR is an on-demand source routing protocol, and its route selection algorithm takes into account a variety of factors which could measure the quality of the route. By analyzing the experimental data, the PVAR performance well in the following aspects： (1) . It can improve route reliability and reduce the rate of the routing failure. (2) . It can avoid the occurrence of "hot spot" as much as possible. It also can avoid the network congestion. Thus, it could reduce the average endto-end delay of packet delivery and route load. (3) . It can implement the network load balancing and avoid some nodes running out of energy early, thus it could save the energy of the node and extend the survival time of the network.
A. Related Definitions
The performance value of the node (PVN) is defined as follows:
As shown in the above (1), the PVN i is the performance value of the node i; the Q i is the number of the packet which is waiting to be sent out in the interface queue of the MAC.
The max performance value of the route (MPVR) is defined as follows:
As shown in the above (2), the MPVR j is the max performance value of the route j; the Hops(j) is the hops of the route j.
When the hop of the route is one, its MPVR is zero. Thus, when the source node is adjacent to the destination node, the packet is not transmitted by any other nodes.
When the hop of the route is greater than one, the max PVN of each node in the route is the MPVR of the route. The greater the MPVR, the more possible of some nodes of the route lies in the "hot spot" and the route is weaker. When routing, the PVAR tends to choose the smaller MPVR of the route.
The average performance value of the route (APVR) is defined as (3):
As shown in the above (3), the APVR j is the average performance value of the route j. n is the number of nodes in the route j. the PVN i is the performance value of the node i in the route j. The APVR is used to show the load of the entire route. The greater the APVR is, the weaker the route is.
The performance value of the route (PV) is defined as (4).
As shown in the above formula (4), the APVR j is the average performance value of the route j and the MPVR j is the max performance value of the route j. The PV j is the performance value of the route j. The parameters c and d are used to regulate the PV of the route, which should meet the formula "c+d=1". By changing the value of the c and d, the PV could reflect the performance status of the route as much as possible. The APVR is used to show the load of the entire route. The MPVR is used to show the load of the one node in the route. When assigned to the parameter c and d, the value of the parameter c should be less than that of d.
B. Acquire Performance Value
Performance value (PV) has two categories: the performance value of the node (PVN) and the performance of the route (PVR). The PVN is used to measure the overload status of the node. The PVR is used to measure the performance status of the route, which is based on the PVN of each node in the route. It also includes two categories: the max performance value of the route (MPVR) and the average performance value of the route (APVR). The detail step on acquiring the performance value is listed as follows:
First of all, how get the PVN. When the node acquire the PVN per T seconds, the network layer of the node will send an order to the specific port which is located between the network layer and the medium access control layer (MAC), acquiring the number of packets which is waiting to be sent out in the interface queue of the MAC. After getting the order, the MAC fetches the data and sends it to the network layer at once.
What's more, how transfer the PVN to the source node. The process of passing the PVN is completed in the route discovery. Some detail descriptions are listed as follows.
(1). When the node needs to send data packets without route to the destination node in its cache, the node will launch the route discovery. It goes to step (2). (2). After received the route request packet (RREQ), the node will check the source address and identification number to determine whether the node has received the RREQ in no time. If the node has received the RREQ, the node will discard it; otherwise, it goes to step (3). (3). The node will check its cache to see whether there are same routes to the same destination node. If the node has the route, it will put the PVN which lies in the route quest packet and the PVR which lies in the route of the cache into the route reply packet (RREP), and send it out. Otherwise, it goes to step (4). (4) . The node will check the RREQ to determine whether the node is the destination node. If the node is the destination node, it will put the PVN which lies in the head of the RREQ and the PVN of the node into RREP, and send it out. Otherwise, it goes to step (5). (5) . The node will put the PVN into the head of the RREQ and broadcast it. After broadcasted the RREQ or RREP, the node will store or update the route which lies in the RREQ or RREP. At the same time, the node will update the PV of the route along with the route.
Last but not least, how calculate the PV. After received the RREP, the source node will calculate the PV by the specific algorithm. The detail description of the specific algorithm is introduced in the section 3.1 related definitions.
C. Route Selection Algorithm
The PVAR takes into account different factors, such as: the PV, the hops of the route and the fresh degree of the route, selecting a suitable and reliable route. The priority of these factors is that the PV is superior to the hops of the route, and the hops of the route are superior to the fresh degree of the route. The detail description of the route selection algorithm is listed as follows:
(1). If there is only one route to the destination node in the cache, the node will send data packet with the route. Otherwise, it goes to step (2). (2). If there is more than one route to the destination node in the cache, the node will send data packet with the smallest PV route. Otherwise, it goes to step (3). (3) . If the selected routes are more than one after the above selected, the node will send data packet with the minimum hops route. Otherwise, it goes to step (4). (4). After the above selection, there is still one route.
The node will send data packet with the route. Otherwise, the node will choose an appropriate route according to the fresh degree of the route.
(The fresh degree of the route is the time when the node receives or updates the route. Because the topology of the Ad Hoc network always changes, the result of measuring route with the time is that it could improve the reliability of the route).
Because the node could not store or update two routes at the same time. So that the routes which are form the same source node to the same destination node have different value of the fresh degree of the route. After the above selected, there is only one selected route at last and the selected route is the best.
D. Implement the PVAR
The PVAR is composed of the three main mechanisms of "route discovery", "route selection" and "route maintenance", which work together to allow nodes to discover and maintain routes to arbitrary destinations in the Ad Hoc network. In order to implement passing the PVN in the route discovery, a PVN field has been added into the header of the RREP and the RREQ. The PVN field is used to save the performance value of the node. In order to implement saving the PV of the route, a PV field has been added in the data structure of route. In order to update the PVN periodically, the network layer of the node fetches the data from the MAC and calculate the PVN per T seconds. So the PVAR has better real-timing and adaptability.
As shown in the Fig. 1 , the example displays that how to avoid the "hot spot" in the PVAR. In the above figure, the Arabic which lies in the circle is the performance value of the node. The performance value is assumed, which is used to illustrate the example of avoiding the "hot spot". The straight line between two circles represents two nodes could communicate with each other. Different letters represent different nodes. The virtual red circle represents a "hot spot" and the node C lies in the "hot spot". There are two possible paths which are from the source node A to the destination node E in the Fig. 1 . The flow of the solid arrows represents the route selected by the DSR. The flow of the virtue arrows represents the route selected by the PVAR. As we can observe in the Fig. 1，the PVAR can allow data packets to avoid the "hot spot".
The Table I is an example of routing by PV. It lists all possible paths which are connection the source node A with the destination node E in the Fig. 1 . The PV is the performance value of the entire route. The PV is calculated by the formula which is described in the section 3.1 related definitions, and the value of the parameters c and d are 0.4 and 0.6 in the formula (4), which is from the analysis of many experimental data. The route 5 will be selected according to the PV in the PVAR. At the same time, as we can observe in the Fig. 1 and table, the route 5 could avoid the "hot spot" and the PV of the route 5 is the minimum.
IV. SIMULATION ENVIRONMENT AND PERFORMANCE ANALYSIS

A. Simulation Environment
The simulation experiment is carried out in Linux (Red hat 9.0). The detailed simulation environment is based on the network simulator-2(version-2.30) [6] . The NS instructions can be used to define the topology structure of the network and the motion mode of the nodes, to configure the service source and the receiver, to create the statistical data track file and so on.
The CSMA/CA technology is used to transfer data packets. The mobility model uses the random waypoint model in a square field. The field configurations are: 1000m×1000m field with 100 nodes. The entire simulation time is 300s. After starting the simulation, each packet starts its journey form a random location to a random destination with a randomly chosen speed, which is uniformly distributed between 1 m/s and 20 m/s. The pause time is 0, 50, 100, 150, 200, 250, 300 seconds. The pause time which affects the relative speeds of the mobiles is varied. Once the node reached the destination location, another random destination is targeted after a random pause. Identical mobility and traffic scenarios are used across protocols to gather fair results. Mobility models were created for the simulations using 100 nodes, boundary of 1000m×1000m and simulation time of 300 seconds.
Continuous bit rate (CBR) traffic sources are used. The source-destination pairs are spread randomly over the network. The number of source-destination pairs and the packet sending rate in each pair is varied to change the offered load in the network. Only 512-byte data packets are used.
B. Performance Metrics
We use the following metrics to evaluate the performance:
(1). Packet Delivery Rate. The ratio of the total data packets delivered to the destinations to those generated by the CBR sources is known as packet delivery rate. It shows the efficiency of the algorithm since higher packet delivery rate contributes higher throughput at transport layer. (2) . Average End-to-End Delay. The average end to end delay includes all possible delays caused by buffering during route discovery latency, queuing at the interface queues, retransmission delays at the MAC, and propagation and transfer time of data packets. (3) . Normalized Routing Load. The number of the data packet delivered to destinations per data packets transmitted. A data packet broadcasted is counted as one transmission, such as RREQ packet. In Ad Hoc network, all nodes are power-limited, and the energy consumption is proportional to the number of packets transmitted, so the message overhead becomes a big concern.
C. Performance Analysis
For all the simulations, the same movement models were used, the maximum speed of the nodes was set at 20 m/s and the pause time was varied as 0s, 50s, 100s, 150s, 200s, 250s and 300s.
Packet Delivery Rate
The purpose of Fig. 2 is to show the improvement given by PVAR concerning packet delivery rate. As we can observe in the Fig. 2，the PVAR always gives the maximum packet delivery rate compared to the original DSR in most pause times. This is due to the route selection algorithm of the PVAR which is mainly based on the performance value of the route. But the packet delivery rate of the PVAR is lower than that of the DSR when the pause time between 0s to 15s. The mobility of the node in the network is very high under the pause time from 0s to 15s. In such network, the longer the route is, the higher the route failure rate is. So that the route failure rate of the long-route is greater than that of shortroute. Due to the different of the route selection algorithm between the PVAR and the DSR, the route selected by PVAR is always longer than the route selected by DSR. So that the packet delivery rate of the PVAR is lower than that of the DSR when the pause time between 0s to 15s. Average End-to-End Delay The Fig. 3 is shown the average end-to-end delay according to the different pause time. To perform these simulations, we have fixed the number of nodes to 100 and varied the pause time from 0 to 300s. As we can see from the Fig. 3 , the average end-to-end delay is much higher in the DSR as compared to the PVAR in the most pause times. But the average end-to-end delay is a little higher in the PVAR as compared to the DSR when the pause time between 0s to 15s. From the previous paragraph, we know that the packet delivery rate of the PVAR is a little lower than that of the DSR when the pause time between 0s to 15s. After routing failure, the source node will restart the route discovery or re-routing, which takes some time to complete the process and leads to increase the average end-to-end delay of the data packet. So the average end-to-end delay is much lower in the DSR as compared to the PVAR when the pause time between 0s to 15s.
Normalized Routing Load
The Fig. 4 is shown the routing load according to the different pause time. From the chart, we can see that the routing load of the PVAR is much lower than the DSR in most pause times. Although the routing load of the PVAR is a little higher than that of the DSR in the pause time 0s and 200s, the routing load of the PVAR protocol is much lower than that of the DSR in any other case. The detail statistics data is listed in the table 2. From the previous paragraph, we know that the packet delivery rate of the PVAR is a little lower than that of the DSR at the pause time 0s. After routing failure, the source node will restart the route discovery. The route discovery will increase the normalized routing load. So that the normalized routing load of the PVAR is greater than that of the DSR at the pause time 0s. Compared with the route discovery of the DSR, the PVAR not only search the route, but also look for the performance value of each node in the route. It will lead to increase the size of the RREQ of the PVAR. But the size of the packet is limited in the network, so a RREQ of the PVAR may be spilt into two RREQ, which will result in increasing the routing load. So that the normalized routing load of the PVAR is greater than that of the DSR at the pause time 200s.
Simulation results show that the PVAR can perform much better than the DSR in the packet delivery rate, the average end-to-end delay route and the normalized routing Load. As we can observe in the Table Ⅱ , compared with the DSR, the packet delivery rate of the PVAR is increased by 18.08%, the average end-to-end delay of the PVAR is reduced by 53.64%, the routing load of the PVAR is reduced by 39%. This is due to the new criterion of route selection in PVAR. The detail statistics is listed in the following Table Ⅱ .
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a cross-layer design method to meet the QoS in Ad Hoc network route protocol applied to the Dynamic Source Routing protocol. The DSR is recognized as the most effective routing protocol. However the route selection of the DSR isn't always availability in the Ad Hoc network, we propose a performance value adaptive routing for mobile ad hoc network PVAR, which is based on the performance value of the route. The node get the number of the packets in the interface queue of the medium access controller layer per T seconds and compute the performance value of the node by the specific algorithms. The performance value of the node is sent to the source node in the route discovery and the resource node calculates the PV of the route by the specific algorithms. Simulation results have proven that the performances of various aspects of the PVAR are always better than the original DSR.
The following improvements are being taken up for furthering the research:
(1). As the number of nodes increases, updating time also increase. Hence modifications can be made for scalability of the network. (2). We should try to find a good way to prove that the PVAR have a greatly improved in energy conservation. 
