We provide the first information theoretic tight analysis for inference of latent community structure given a sparse graph along with high dimensional node covariates, correlated with the same latent communities. Our work bridges recent theoretical breakthroughs in the detection of latent community structure without nodes covariates and a large body of empirical work using diverse heuristics for combining node covariates with graphs for inference. The tightness of our analysis implies in particular, the information theoretical necessity of combining the different sources of information. Our analysis holds for networks of large degrees as well as for a Gaussian version of the model.
Introduction
Data clustering is a widely used primitive in exploratory data analysis and summarization. These methods discover clusters or partitions that are assumed to reflect a latent partitioning of the data with semantic significance. In a machine learning pipeline, results of such a clustering may then be used for downstream supervised tasks, such as feature engineering, privacy-preserving classification or fair allocation [CMS11, KGB + 12, CDPF + 17]. At risk of over-simplification, there are two settings that are popular in literature. In graph clustering, the dataset of n objects is represented as a symmetric similarity matrix A = (A ij ) 1≤i,j≤n . For instance, A can be binary, where A ij = 1 (or 0) denotes that the two objects i, j are similar (or not). It is, then, natural to interpret A as the adjacency matrix of a graph. This can be carried over to non-binary settings by considering weighted graphs. On the other hand, in more traditional (binary) classification problems, the n objects are represented as p-dimensional feature or covariate vectors b 1 , b 2 , · · · , b n . This feature representation can be the input for a clustering method such as k-means, or instead used to construct a similarity matrix A, which in turn is used for clustering or partitioning. These two representations are often taken to be mutually exclusive and, in fact, interchangeable. Indeed, just as feature representations can be used to construct similarity matrices, popular spectral methods [NJW02, VL07] implicitly construct a low-dimensional feature representation from the similarity matrices. This paper is motivated by scenarios where the graph, or similarity, representation A ∈ R n×n , and the feature representation B = [b 1 , b 2 , . . . , b n ] ∈ R p×n provide independent, or complementary, information on the latent clustering of the n objects. (Technically, we will assume that A and B are conditionally independent given the node labels.) We argue that in fact in almost all practical graph clustering problems, feature representations provide complementary information of the latent clustering. This is indeed the case in many social and biological networks, see e.g. [NC16] and references within.
As an example, consider the 'political blogs' dataset [AG05]. This is a directed network of political blogs during the 2004 US presidential election, with a link between two blogs if one referred to the other. It is possible to just use the graph structure in order to identify political communities (as was done in
[AG05]). Note however that much more data is available. For example we may consider an alternative feature representation of the blogs, wherein each blog is converted to a 'bag-of words' vector of its content. This gives a quite different, and complementary representation of blogs that plausibly reflects their political leaning. A number of approaches can be used for the simple task of predicting leaning from the graph information (or feature information) individually. However, given access to both sources, it is challenging to combine them in a principled fashion.
In this context, we introduce a simple statistical model of complementary graph and high-dimensional covariate data that share latent cluster structure. This model is an intuitive combination of two well-studied models in machine learning and statistics: the stochastic block model and the spiked covariance model [Abb17, HLL83, JL04]. We focus on the task of uncovering this latent structure and make the following contributions:
Sharp thresholds: We establish a sharp information-theoretic threshold for detecting the latent structure in this model. This threshold is based on non-rigorous, but powerful, techniques from statistical physics.
Rigorous validation:
We consider a certain 'Gaussian' limit of the statistical model, which is of independent interest. In this limit, we rigorously establish the correct information-theoretic threshold using novel Gaussian comparison inequalities. We further show convergence to the Gaussian limit predictions as the density of the graph diverges.
Algorithm: We provide a simple, iterative algorithm for inference based on the belief propagation heuristic. For data generated from the model, we empirically demonstrate that the the algorithm achieves the conjectured information-theoretic threshold.
The rest of the paper is organized as follows. The model and results are presented in Section 2. Further related work is discussed in Section 3. The prediction of the threshold from statistical physics techniques is presented in 4, along with the algorithm. While all proofs are presented in the appendix, we provide an overview of the proofs of our rigorous results in Section 5. Finally, we numerically validate the prediction in Section 6.
Model and main results
We will focus on the simple case where the n objects form two latent clusters of approximately equal size, labeled + and −. Let v ∈ {±1} n be the vector encoding this partitioning. Then, the observed data is a pair of matrices (A G , B), where A G is the adjacency matrix of the graph G and B ∈ R p×n is the matrix of covariate information. Each column b i , i ≤ n of matrix B contains the covariate information about vertex i. We use the following probabilistic model: conditional on v, and a latent vector u ∼ N(0, I p /p):
with probability , c out /n otherwise.
(1)
where Z i ∈ R p has independent standard normal entries. It is convenient to parametrize the edge probabilities by the average degree d and the normalized degree separation λ:
Here d, λ, µ are parameters of the model which, for the sake of simplicity, we assume to be fixed and known. In other words, two objects i, j in the same cluster or community are slightly more likely to be connected than for objects i, j in different clusters. Similarly, according to (2), they have slightly positively correlated feature vectors b i , b j , while objects i, j in different clusters have negatively correlated covariates b i , b j .
Note that this model is a combination of two observation models that have been extensively studied: the stochastic block model and the spiked covariance model. The stochastic block model has its roots in sociology literature [HLL83] and has witnessed a resurgence of interest from the computer science and statistics community since the work of Decelle et al. [DKMZ11] . This work focused on the sparse setting where the graph as O(n) edges and conjectured, using the non-rigorous cavity method, the following phase transition phenomenon. This was later established rigorously in a series of papers [MNS15, MNS13, Mas14].
Theorem 1 ([MNS15, MNS13, Mas14]). Suppose d > 1 is fixed. The graph G is distinguishable with high probability from an Erdös-Renyi random graph with average degree d if and only if λ ≥ 1. Moreover, if λ > 1, there exists a polynomial-time computable estimate v = v(A G ) ∈ {±1} n of the cluster assignment satisfying, almost surely:
In other words, given the graph G, it is possible to non-trivially estimate the latent clustering v if, and only if, λ > 1.
The 
In other words, this theorem shows that it is possible to estimate v nontrivally solely from the covariates using, in fact, a spectral method if, and only if µ > √ γ.
Our first result is the following prediction that establishes the analogous threshold prediction that smoothly interpolates between Theorems 1 and 2.
Claim 3 (Cavity prediction). Given A G , B as in Eqs.
(1), (2), and assume that n, p → ∞ with p/n → 1/γ ∈ (0, ∞). Then there exists an estimator v = v(A G , B) ∈ {±1} n so that lim inf | v, v |/n is bounded away from 0 if and only if
We obtain this prediction via the cavity method, a powerful technique from the statistical physics of mean field models [MM09]. This derivation is outlined in Section 4. Theorems 1 and 2 confirm this prediction rigorously in the corner cases, in which either λ or µ vanishes, using sophisticated tools from random matrix theory and sparse random graphs.
Our main result confirms rigorously this claim in the limit of large degrees.
Theorem 4. Suppose v is uniformly distributed in {±1} n and we observe A G , B as in (1), (2). Consider the limit p, n → ∞ with p/n → 1/γ. Then we have, for some ε(λ, µ) > 0 independent of d,
lim sup
Here the limits hold in probability, the supremum is over estimators v :
indicates a term independent of n which tends to zero as d → ∞.
In order to establish this result, we consider a modification of the original model in (1), (2), which is of independent interest. Suppose, conditional on v ∈ {±1} and the latent vector u we observe (A, B) as follows:
This model differs from (1), in that the graph observation A G is replaced by the observation A which is equal to λvv T /n, corrupted by Gaussian noise. This model generalizes so called 'rank-one deformations' of random matrices [Péc06, KY13, BGN11], as well as the Z 2 synchronization model [ABBS14, Cuc15].
Our main motivation for introducing the Gaussian observation model is that it captures the large-degree behavior of the original graph model. The next result formalizes this intuition: its proof is an immediate generalization of the Lindeberg interpolation method of [DAM16].
Theorem 5. Suppose v ∈ {±1}
n is uniformly random, and u is independent. We denote by I(v; A G , B) the mutual information of the latent random variables v and the observable data A G , B. For all λ, µ: we have that:
where
For the Gaussian observation model (8), (9) we can establish a precise weak recovery threshold, which is the main technical novelty of this paper.
Theorem 6. Suppose v is uniformly distributed in {±1} n and we observe A, B as in (8), (9). Consider the limit p, n → ∞ with p/n → 1/γ. 
If λ
2 + µ 2 /γ > 1, let v(A, B) be normalized so that v(A, B) 2 = √ n, and proportional the maximum eigenvector of the matrix M (ξ * ), where
and ξ * = arg min ξ>0 λ max (M (ξ)). Then, lim inf n→∞ | v, v |/n > 0 in probability.
Theorem 4 is proved by using this threshold result, in conjunction with the universality Theorem 5.
Related work
The need to incorporate node information in graph clustering has been long recognized. others-rigorously analyze specific heuristics for clustering and provide some guarantees that ensure consistency. However, these results are not optimal. Moreover, it is possible that they only hold in the regime where using either the node covariates or the graph suffices for inference.
Several theoretical works [KMS16, MX16] analyze the performance of local algorithms in the semisupervised setting, i.e., where the true labels are given for a small fraction of nodes. In particular [KMS16] establishes that for the two community sparse stochastic block model, correlated recovery is impossible given any vanishing proportion of nodes. Note that this is in stark contrast to Theorem 4 (and the Claim for the sparse graph model) above, which posits that given high dimensional covariate information actually shifts the information theoretic threshold for detection and weak recovery. The analysis in [KMS16, MX16] is also local in nature, while our algorithms and their analysis go well beyond the diameter of the graph.
Belief propagation: algorithm and cavity prediction
Recall the model (1), (2), where we are given the data (A G , B) and our task is to infer the latent community labels v. From a Bayesian perspective, a principled approach computes posterior expectation with respect to the conditional distribution P(v, u|A
. This is, however, not computationally tractable because it requires to marginalize over v ∈ {+1, −1} n and u ∈ R p . At this point, it becomes necessary to choose an approximate inference procedure, such as variational inference or mean field approximations [WJ + 08]. In Bayes inference problem on locally-tree like graphs, belief propagation is optimal among local algorithms (see for instance [DM15] for an explanation of why this is the case).
The algorithm proceeds by computing, in an iterative fashion vertex messages η
and edge messages η t i→j for all pairs (i, j) that are connected in the graph G. For a vertex i of G, we denote its neighborhood in G by ∂i. Starting from an initialization (η t0 , m t0 ) t0=−1,0 , we update the messages in the following linear fashion:
Here, and below, we will use
to denote the vectors of vertex messages. After running the algorithm for some number of iterations t max , we return, as an estimate, the sign of the vertex messages η tmax i , i.e.
These update equations have a number of intuitive features. First, in the case that µ = 0, i.e. we have no covariate information, the edge messages become:
which corresponds closely to the spectral power method on the nonbacktracking walk matrix of G [KMM + 13]. Conversely, when λ = 0, the updates equations on m t , η t correspond closely to the usual power iteration to compute singular vectors of B.
We obtain this algorithm from belief propagation using two approximations. First, we linearize the belief propagation update equations around a certain 'zero information' fixed point. Second, we use an 'approximate message passing' version of the belief propagation updates which results in the addition of the memory terms in Eqs. (13), (14), (15). The details of these approximations are quite standard and deferred to Appendix D. For a heuristic discussion, we refer the interested reader to the tutorials [Mon12, TKGM14] (for the Gaussian approximation) and the papers [DKMZ11, KMM
+ 13] (for the linearization procedure). As with belief propagation, the behavior of this iterative algorithm, in the limit p, n → ∞ can be tracked using a distributional recursion called density evolution.
Definition 1 (Density evolution). Let (m, U ) and (η, V ) be independent random vectors such that U ∼ N(0, 1), V ∼ Uniform({±1}),m,η have finite variance. Further assume that (η, V )
We then define new random pairs (m , U ) and (η , V ), where U ∼ N(0, 1), V ∼ Uniform({±1}), and
Here we use the notation X| Y d = Z to mean that the conditional distribution of X given Y is the same as the (unconditional) distribution of Z. Notice that the distribution ofη V =− is determined by the last equation using the symmetry property.
) and ζ 2 ∼ N(0, 1) are mutually independent and independent from the previous random variables.
The density evolution map, denoted by DE, is defined as the mapping from the law of (η, V,m, U ) to the law of (η , V ,m , U ). With a slight abuse of notation, we will omit V, U , V , U , whose distribution is left unchanged and write
The following claim is the core of the cavity prediction. It states that the density evolution recursion faithfully describes the distribution of the iterates η t , m t .
Claim 7. Let (η 0 , V ), (m 0 , U ) be random vectors satisfying the conditions of definition 1. Define the density evolution sequence (η t ,m t ) = DE t (η 0 ,m 0 ), i.e. the result of iteratively applying the mapping DE t times. Consider the linear message passing algorithm of Eqs. (13) to (15), with the following initialization. We
Then, as n, p → ∞ with p/n → 1/γ, the following holds for uniformly random indices i ∈ [n] and a ∈ [p]:
The following simple lemma shows the instability of the density evolution recursion.
Lemma 8. Under the density evolution mapping, we obtain the random variables (η ,m ) = DE(η,m Let m and m denote the vector of the first two moments of (η, V,m, U ) and (η , V ,m , U ) defined as follows:
and similarly for m . Then, for m 2 → 0, we have
In particular, the linearized map m → m at m = 0 has spectral radius larger than one if and only if
The interpretation of the lemma is as follows. If we choose an initialization (η
positively correlated with V and U , then this correlation increases exponentially over time if and only if
In other words, a small initial correlation is amplified. While we do not have an initialization that is positively correlated with the true labels, a random initialization η 0 , m 0 has a random correlation with v, u of order 1/ √ n. If λ 2 + µ 2 /γ > 1, this correlation is amplified over iterations, yielding a nontrivial reconstruction of v. On the other hand, if λ 2 + µ 2 /γ < 1 then this correlation is expected to remain small, indicating that the algorithm does not yield a useful estimate.
Proof overview
As mentioned above, a key step of our analysis is provided by Theorem 6, which establishes a weak recovery threshold for the Gaussian observation model of Eqs. (8), (9).
The proof proceeds in two steps: first, we prove that, for λ 2 + µ 2 /γ < 1 it is impossible to distinguish between data A, B generated according to this model, and data generated according to the null model µ = λ = 0. Denoting by P λ,µ the law of data A, B, this is proved via a standard second moment argument. Namely, we bound the chi square distance uniformly in n, p
and then bound the total variation distance by the chi-squared distance P λ,µ −P 0,0 T V ≤ 1−(χ 2 (P λ,µ , P 0,0 )+ 1) −1 . This in turn implies that no test can distinguish between the two hypotheses with probability approaching one as n, p → ∞. The chi-squared bound also allows to show that weak recovery is impossible in the same regime.
In order to prove that weak recovery is possible for λ 2 + µ 2 /γ > 1, we consider the following optimization problem over x ∈ R n , y ∈ R p :
subject to x 2 = y 2 = 1 .
λγ . Denoting solution of this problem by ( x,ŷ), we output the (soft) label estimates v = √ n x. This definition turns out to be equivalent to the spectral algorithm in the statement of Theorem 6, and is therefore efficiently computable.
This optimization problem undergoes a phase transition exactly at the weak recovery threshold λ 2 +µ 2 /γ = 1, as stated below.
Lemma 9. Denote by T = T n,p (A, B) the value of the optimization problem (26).
(ii) If λ, µ > 0, and
(iii) Further, defineT n,p (δ; A, B) = sup
Then for each δ > 0, there existsδ > 0 sufficiently small, such that, amlost surely
The first two points imply that T n,p (A, B) provide a statistic to distinguish between P 0,0 and P λ,µ with probability of error that vanishes as n, p → ∞ if λ 2 + µ 2 /γ > 1. The third point (in conjunction with the second one) guarantees that the maximizer x is positively correlated with v, and hence implies weak recovery.
In fact, we prove a stronger result that provides an asymptotic expression for the value T n,p (A, B) for all λ, µ. We obtain the above phase-transition result by specializing the resulting formula in the two regimes λ 2 + µ 2 /γ < 1 and λ 2 + µ 2 /γ > 1. We prove this asymptotic formula by Gaussian process comparison, using Sudakov-Fernique inequality. Namely, we compare the Gaussian process appearing in the optimization problem of Eq. (26) with the following ones:
where g x , g y are isotropic Gaussian vectors, with suitably chosen variances, and W x , W y are GOE matrices, again with properly chosen variances. We prove that max x,y X 1 (x, y) yields an upper bound on T n,p (A, B), and max x,y X 2 (x, y) yields a lower bound on the same quantity. Note that maximizing the first process X 1 (x, y) essentially reduces to solving a separable problem over the coordinates of x and y and hence to an explicit expression. On the other hand, maximizing the second process leads (after decoupling the term x, v 0 y, u 0 ) to two separate problems, one for the vector x, and the other for y. Each of the two problems reduce to finding the maximum eigenvector of a rank-one deformation of a GOE matrix, a problem for which we can leverage on significant amount of information from random matrix theory. The resulting upper and lower bound coincide asymptotically.
As is often the case with Gaussian comparison arguments, the proof is remarkably compact, and somewhat surprising (it is unclear a priori that the two bounds should coincide asymptotically). While upper bounds by processes of the type of X 1 (x, y) are quite common in random matrix theory, we think that the lower bound by X 2 (x, y) (which is crucial for proving our main theorem) is novel and might have interesting generalizations. 
Experiments
We demonstrate the efficacy of the full belief propagation algorithm, restated below:
Here the function f (; ρ) and the parameters ρ, ρ n are defined as:
We refer the reader to Appendix D for a derivation of the algorithm. As demonstrated in Appendix D, the BP algorithm in Section 4 is obtained by linearizing the above in η.
In our experiments, we perform 100 Monte Carlo runs of the following process:
1. Sample A G , B from P λ,µ with n = 800, p = 1000, d = 5. [ABBS14] Emmanuel Abbe, Afonso S Bandeira, Annina Bracher, and Amit Singer, Decoding binary node labels from censored edge measurements: Phase transition and efficient recovery, IEEE Transactions on Network Science and Engineering 1 (2014), no. 1, 10-22.
[ 
A Proof of Theorem 6
We establish Theorem 6 in this section. First, we introduce the notion of contiguity of measures Definition 2. Let {P n } and {Q n } be two sequences of probability measures on the measurable space (Ω n , F n ). We say that P n is contiguous to Q n if for any sequence of events A n with Q n (A n ) → 0, P n (A n ) → 0.
It is standard that for two sequences of probability measures P n and Q n with P n contiguous to Q n , lim sup n→∞ d TV (P n , Q n ) < 1. The following lemma provides sufficient conditions for establishing contiguity of two sequence of probability measures.
Lemma 10 (see e.g. [MRZ15] ). Let P n and Q n be two sequences of probability measures on (Ω n , F n ). Then P n is contiguous to Q n if E Qn dP n dQ n 2 exists and remains bounded as n → ∞.
Our next result establishes that asymptotically error-free detection is impossible below the conjectured detection boundary.
Lemma 11. Let λ, µ > 0 with λ 2 + µ 2 γ < 1. Then P λ,µ is contiguous to P 0,0 . To establish that consistent detection is possible above this boundary, we need the following lemma. Recall the matrices A, B from the Gaussian model (8), (9).
x, Ax + b * x, By .
Then for each δ > 0, there existsδ > 0 sufficiently small, such that as n, p → ∞,
We defer the proofs of Lemma 11 and Lemma 12 to Sections A.1 and Section A.5 respectively, and complete the proof of Theorem 6, armed with these results.
Proof of Theorem 6. The proof is comparatively straightforward, once we have Lemma 11 and 12. Note that Lemma 11 immediately implies that P λ,µ is contiguous to P 0,0 for λ 2 + Finally, we prove that weak recovery is possible whenever λ 2 + µ 2 γ > 1. To this end, let (x,ŷ) be the maximizer of x, Ax + b * y, Bx , with x = y = 1. Combining parts (ii) and (iii) of Lemma 12, we conclude thatx achieves weak recovery of the community assignment vector.
A.1 Proof of Lemma 11
Fix λ, µ > 0 satisfying λ 2 + µ 2 γ < 1. We start with the likelihood,
We denote the prior joint distribution of (u,v) as π, and set
To establish contiguity, we bound the second moment of L π under the null hypothesis, and appeal to Lemma 10. In particular, we denote E 0 [·] to be the expectation operator under the distribution P (0,0) and compute
where (u 1 , v 1 ), (u 2 , v 2 ) are i.i.d. draws from the prior π, and the last equality follows by Fubini's theorem. We have, using (40) and (41),
Taking expectation under E 0 [·], upon simplification, we obtain,
Here that X, Y ∈ [−1, +1] are independent, with X distributed as the normalized sum of n Radamacher random variables, and Y as the first coordinate of a uniform vector on the unit sphere. In particular, defining h(s) = −((1 + s)/2) log((1 + s)) − ((1 − s)/2) log((1 − s)), and denoting by f Y the density of Y , we have, for s ∈ (2/n)Z
Approximating sums by integrals, and using h(s) ≤ −s 2 /2, we get
The last step holds for λ 2 + µ 2 /γ < 1. Next, we turn to the proof of Lemma 12. This is the main technical contribution of this paper, and uses a novel Gaussian process comparison argument based on Sudakov-Fernique comparison.
A.2 A Gaussian process comparison result
Let Z ∼ R p×n and W ∼ R n×n denote random matrices with independent entries as follows.
For an integer N > 0, we let S N denote the sphere of radius √ N in N dimensions, i.e. S N = {x ∈ R N : x 2 2 = N }. Furthermore let u 0 ∈ S p and v 0 ∈ {±1} n be fixed vectors. We denote the standard inner product between vectors x, y ∈ R N as x, y = i x i y i . The normalized version will be useful as well: we define
We are interested in characterizing the behavior of the following optimization problem in the limit high-dimensional limit p, n → ∞ with constant aspect ratio n/p = γ ∈ (0, ∞).
We now introduce two different comparison processes which give upper and lower bounds to OPT(λ, µ, b). Their asymptotic values will coincide in the high dimensional limit n, p → ∞ with n/p = γ. Let g x , g y , W x and W y be:
Proposition 13. We have
Proof. The proof is via Sudakov-Fernique inequality. First we compute the distances induced by the three processes. For any pair (x, y), (x , y ):
This immediately gives:
The claim follows.
An immediate corollary of this is the following tight characterization for the null value, i.e. the case when µ = λ = 0: Corollary 14. For any ρ, τ as n, p diverge with n/p → γ, we have
Note that this upper bound generalizes the maximum eigenvalue and singular value bounds of W , Z respectively. In particular, the case τ = 0 corresponds to the maximum eigenvalue of W , which yields OPT = 2 √ ρ while the maximum singular value of Z can be recovered by setting ρ to 0 and b to 1, yielding
). Corollary 14 demonstrates the limit for the case when µ = λ = 0. The following theorem gives the limiting value when λ, µ may be nonzero.
Theorem 15. Suppose G : R × R + → R is as follows:
Then the optimal value OPT(λ, µ) is
If the minimum above occurs at t = t * such that
A.3 Proof of Theorem 15: the upper bound
The following lemma removes the effect of the projection of
Further, let g x ( g y ) be the vectors obtained by setting the first coordinate of g x (resp. g y ) to zero, and
Lemma 16. The optima of F and F differ by at most o(1). More precisely:
Proof. For any x, y:
Maximizing each side over x, y and taking expectation yields the lemma.
With this in hand, we can concentrate on computing the maximum of F (x, y).
Lemma 17. Let g x ( g y ) be the projection of g x (resp. g y ) orthogonal to the first basis vector. Then
Proof. Since F (x, y) increases if we align the signs of x 1 and y 1 to +1, we can assume that they are positive. Furthermore, for fixed, positive x 1 , y 1 , F is maximized if the other coordinates align with g x and g y respectively. Therefore:
where the first equality is change of variables, the second inequality is the fact that 2 √ ab = min t≥0 (at + b/t), and the final equality is by direct calculus. Now let t * be any minimizer of G(2λ
We may assume that t * ∈ {0, ∞}, otherwise we can use t * (ε), an ε-approximate minimizer in (0, ∞) in the argument below. Since the above holds for any t, we have:
By the strong law of large numbers, g x 2 /n → 4ρ + b 2 τ and g y 2 /p → b 2 γτ almost surely. Further, as G(κ, σ 2 ) is continuous in the second argument on (0, ∞), when κ ∈ {0, ∞}, almost surely:
Taking expectations and using bounded convergence yields the lemma.
We can now prove the upper bound.
Theorem 15, upper bound. Using Proposition 13, Lemma 16 and Lemma 17 in order:
Taking limit p → ∞ yields the result.
A.4 Proof of Theorem 15: the lower bound
Recall that t * denotes the optimizer of the upper bound G(2λ+bµt, 4ρ+b 2 τ )+γ
. By stationarity, we have:
Now we proceed in two cases. First, suppose G (2λ + bµt * , 4ρ + b 2 τ ) = 0. In this case G (b/t * , b 2 γτ )/t 2 * = 0, whence G (b/t * , b 2 γτ ) = 0. Indeed, the case when t * = ∞ also satisfies this. However, this also implies that 2λ + bµt * ≤ 4ρ + b 2 τ and t * ≥ (γτ ) −1/2 , whereby G(2λ + bµt * , 4ρ + b 2 τ ) = 4ρ + b 2 τ and G (b/t * , b 2 γτ ) = b √ γτ . In this case we considerx,ỹ to be the principal eigenvectors of W x , W y rescaled to norms √ n, √ p respectively and, hence using (57),
By standard results on GOE matrices the right hand side converges to 4ρ + b 2 τ + b τ γ implying the required lower bound. Now consider the case that G (2λ + bµt * , 4ρ + b 2 τ ) > 0. Importantly, by stationarity we have
and that t * is finite since the numerator is decreasing in t * . The key ingredient to prove the lower bound is the following result on the principal eigenvalue/eigenvector of a deformed GOE matrix. 
where G denotes the derivative with respect to the first argument.
For the prescribed t * , define:
Letx,ỹ be the principal eigenvector of (2λ
rescaled to norm
√ n and √ p respectively. Further, we choose the sign ofx so that x, v 0 ≥ 0, and analogously forỹ. Now, fixing an ε > 0, we have by Theorem 18, for every p large enough:
ỹ, u 0 p = 2G (bt
We have, therefore:
Here the first inequality since we used a specific guessx,ỹ, the second using Theorem 18 and the final inequality follows since the remainder term vanishes due to Eq. (70). Taking expectations and letting ε going to 0 yields the required lower bound. Given Corollary 14 and Theorem 15, it is not too hard to establish Lemma 12, which we proceed to do next.
A.5 Proof of Lemma 12
Recall b * = 2µ λγ . Part (i) follows directly from Corollary 14, upon setting ρ = τ = 1, and b = b * √ γ. To establish part (ii), we use Theorem 15. In particular, it suffices to establish that with this specific choice of
Using the stationary point condition (68), in this case G (b/t * , b 2 γ) = 0. Next, using the definition of G (59), observe that this implies
These imply:
That this is impossible whenever λ 2 + µ 2 γ > 1. This establishes part (ii). To establish part (iii), we again use the upper bound from Proposition 13, and note that for 0 < x, v <δ √ n,
where g ∼ N(0, b 2 γI p /p). The proof follows using continuity inδ. This completes the proof.
D Belief propagation: derivation
In this section we will derive the belief propagation algorithm. Recall the observation model for (A G , B) ∈ R n×n × R p×n in Eqs.
(1), (2):
where u q and Z qi are independent N(0, 1/p) variables. We will use the following conventions throughout this section to simplify some of the notation. We will index nodes in the graph, i.e. elements in [n] with i, j, k . . . and covariates, i.e. elements in [p] with q, r, s, . . . . We will use ' ' to denote equality of probability distributions (or densities) up to an omitted proportionality constant, that may change from line to line. We will omit the superscript G in A G . In the graph G, we will denote neighbors of a node i with ∂i and non-neighbors with ∂i c . We start with the posterior distribution of u, v given the data A, B:
The belief propagation algorithm operates 'messages' ν t i→j , ν t q→i , ν t i→q which are probability distributions. They represent the marginals of the variables v i , u q in the absence of variables v j , u q , in the posterior distribtuion dP{u, v|A, B}. We denote by E t i→j , E t q→i , E t i→q expectations with respect to these distributions. The messages are are computed using the following update equations:
As is standard, we define ν t i , ν t q in the same fashion as above, except without the removal of the incoming message.
D.1 Reduction using Gaussian ansatz
The update rules (95), (96), (97) are in terms of probability distributions, i.e. measures on the real line or {±1}. We reduce them to update rules on real numbers using the following analytical ansatz. The measure ν t i→j on {±1} can be summarized using the log-odds ratio:
and we similarly define η µ n B qj u q (110)
Note that here we compute log ν t+1 only up to constant factors (with slight abuse of the notation ' '). It follows from this quadratic approximation that:
Updates computing m 
D.2 From message passing to approximate message passing
The updates for η t , m t derived in the previous section require keeping track of O(np) messages. In this section, we further reduce the number of messages to O(dn + p), i.e. linear in the size of the input graph observation.
The first step is to observe that the dependence of η t i→j on j is negligible when j is not a neighbor of i in the graph G. This derivation is similar to the presentation in [DKMZ11]. As sup z∈R f (z; ρ) ≤ ρ. Therefore, if i, j are not neighbors in G:
Now, for a pair i, j not connected, by Taylor expansion and the fact that ∂ z f (z; ρ) ≤ tanh(ρ),
Therefore, the update equation for η t+1 i→j satisfies:
Similarly for η t+1 i→q we have:
Ignoring O(1/n) correction term, the update equations reduce to variables (η t i→j , η t i ) where i, j are neighbors. We now move to reduce updates for η t i→q and m t q→i to involving O(n) variables. This reduction is more subtle then that of η t i→j , where we are able to simply ignore the dependence of η t i→j on j if j ∈ ∂i. We follow a derivation similar to that in [Mon12] . We use the ansatz: 
where the corrections δη 
Notice that the last term is the only term that depends on q. Further, since B qi δm t−1 q→i = O(1/n) by our ansatz, we may safely ignore it to obtain 
We now use the update equation for τ 
where we expanded the equation to linear order in δη 
Notice here, that there is no term that explicitly depends on i and the final term is O(1/ √ n) since B qj = O(1/ √ n). Therefore, ignoring lower order terms, we have the identification:
Now we simplify the update for m 
Only the final term is dependent on i, therefore we can identify:
B qj tanh(η 
Here, as before, we ignore the lower order term in δm t+1 q→i . Now we can substitute the identification Equation (138) back in Equation (126) at iteration t + 1: 
