In this paper we describe a database containing subjective assessment scores relative to 78 video streams encoded with H.264/AVC and corrupted by simulating the transmission over error-prone network. The data has been collected from 40 subjects at the premises of two academic institutions. Our goal is to provide a balanced and comprehensive database to enable reproducible research results in the field of video quality assessment. In order to support research works on Full-Reference, Reduced-Reference and No-Reference video quality assessment algorithms, both the uncompressed files and the H.264/AVC bitstreams of each video sequence have been made publicly available for the research community, together with the subjective results of the performed evaluations.
INTRODUCTION
The use of IP networks for the delivery of multimedia contents is gaining an increasing popularity as a mean of broadcasting media files from a content provider to many content consumers. In the case of video, for instance, packet-switched networks are used to distribute programs in IPTV applications. Typically, these kinds of networks provide only best-effort services, i.e. there is no guarantee that the content will be delivered without errors to the final users. In some circumstances, the content provider and the user might decide to stipulate a Service Level Agreement (SLA) that fixes an expected perceived quality at the end-user terminal: the provider fixes a price to the customers for assuring the agreed Quality of Service (QoS), and pays a penalty if the SLA is unfulfilled. For this reason, it is fundamental in IP networks in particular, and video broadcasting applications in general, to assess the visual quality of distributed video contents.
In practice, the received video sequences may be a degraded versions of the original ones. Besides the distortion introduced by lossy coding, the user's experience might be affected by channel induced distortions. In fact, the channel might drop packets, thus introducing errors that propagate along the decoded video content because of the predictive nature of conventional video coding schemes [1, 2, 3] , or it might cause jitter delay, due to decoder buffer underflows determined by network latencies.
*The presented work was developed within VISNET II, a European Network of Excellence (http://www.visnet-noe.org), funded under the European commission 1ST FP6 programme.
With this contribution, we aim at providing a publicly available database containing Mean Opinion Scores (MOSs) collected during subjective tests carried out at the premises of2 academic institutions: Politecnico di Milano -Italy and Ecole Polytechnique Federale de Lausanne -Switzerland. Fourty subjects were asked to rate 72 video sequences corresponding to 6 different video contents at CIF spatial resolution and different packet loss rates (PLR), ranging from 0.1% to 10%. The packet loss free sequences were also included in the test material, thus finally 78 sequences were rated by each subject. In this paper we address only the effect of packet losses and we refer the reader to the available literature [4] [5] for aspects related to the effect of delay.
We emphasize that the availability of MOSs is fundamental to enable validation and comparative benchmarking of objective video quality assessment systems in such a way to support reproducible research results.
The rest of this paper is organized as follows. Section 2 introduces subjective quality assessment and illustrates the test material, environmental setup and subjective evaluation process used in our tests. Section 3 presents the processing over subjective data in order to normalize the collected scores and prune them from outliers. Section 4 presents the results and the correlation between the collected data in the two institutions and, finally, Section 5 concludes the paper.
SUBJECTIVE VIDEO QUALITY ASSESSMENT
In subjective tests, a group of subjects is asked to watch a set ofvideo clips and to rate their quality. The scores assigned by the observers are averaged in order to obtain the Mean Opinion Scores (MOSs). In order to produce meaningful MOS values, the test material needs to be carefully selected and the subjective evaluation procedure must be rigorously defined. In our work, we adapted the specifications given in [6] and [7] .
Test video sequences
In our subjective evaluation campaign we considered six video sequences at CIF spatial resolution (352x288 pixels), namely Foreman, Hall, Mobile, Mother, News and Paris. All the original sequences are available in raw progressive format at frame rate of 30fps. These sequences have been selected since they are representative of different levels of spatial and temporal complexity. The analysis of the content has been performed by evaluating the Spatial Information (SI) and Temporal Information (TI) indexes on the luminance component of each sequence as indicated in [8] two other sequences, namely Coastguard and Container, have been used for training the subjects, as detailed in subsection 2.3. The values of the SI and TI indexes for all the sequences are indicated in Figure I . Table I illustrates the parameters used to generate the compressed bitstreams by H.264/AVC encoding. We adopted the H.264/AVC reference software, version JMI4.2, which is available for download at [9] . We encoded all sequ ences using the H.264/AVC High Profile to enable B-p icture s and Context Adaptive Binary Arithmetic Coding (CABAC) for cod ing efficiency. For each sequence, 298 out of 300 frames were encoded. In fact, due to the selected GOP structure, the last two B pictures are not encoded by the reference software. Each frame is divided into a fixed number of slices, where each slice consists of a full row of macroblocks. Rate control has been disabled since it introduced visible quality fluctuations along time for some of the video sequences. Instead, a fixed Quantization Parameter (QP) has been carefully selected for each sequ ence so as to ensure high visual qualit y in the absence of packet losses. The achieved rate-di stortion performance for each of the tested sequences are reported in Table 2 . Briefly, we tuned the QP for each sequence in order not to exceed a bitrate of 600 kbps whi ch can be considered an upper bound for the transmission of CIF video contents over IP networks. Each tested sequence has been visuall y inspected in order to see whether the chosen QPs minimized the blocking artifacts induced by lossy coding. For each of the six original H.264/AVC bitstream s corre sponding to the test sequences, we generated a number of corrupted bitstreams, by dropping packets according to a given error pattern. The software that corrupts the coded contents is depicted in [10] . The coded slices belonging to the first frame are always not corrupted since they contain header information as the Picture Parameter Set (PPS) and Sequence Parameter Set (SPS) . Conversely, the rema ining slices are corrupted by discarding them from the coded bitstream. To simulate burst errors, the pattern s have been generated at six different PLRs [0.1%, 0.4% ,1 %, 3%,5%, 10% ] with a two state Gilb ert 's model [II] . We tuned the model param eters to obtain an average burst length of 3 packet s, since it is character istic of IP networks [12] . The two state Gilbert's model generates, for each PLR, an error pattern. Different channel reali zations for each PLR are obtained by starting to read the relative error pattern at a random point. We selected two channel realiz ation s for each PLR, for a total of 12 realizations per video content, in order to uniformly span a wide range of distortions, i.e perce ived video quality, while having a dataset of reasonable dimen sion.
In particular, the realizat ions to be included in the test material have been carefully selected by applying the following steps : I) produce for each PLR and content a set of 30 realizations and compute the corresponding PSNR value s (i.e. mean PSNR value s computed over the frames for each video sequenc e) 2) plot , for each content separately, the histograms of the PSNR value s corre sponding to a total of 180 realizations (i.e . 30 realizations x6 PLR s) 3) for each PLR, select on the histogram one of the most probable PSNR values so that the ent ire range of PSNR value s is uniformly spanned 4) for each selected PSNR value, choo se two corre sponding realizations 5) visually check all the selected realizations to verify whether the same 5 levels of perceived quality, described in subsection 2.3, are uniformly spanned across all the different contents.
Each bitstream is decoded with the H.264/AVC reference software decoder with mot ion-compensated error concealment turned on [13] .
Environment setup
Each test session involves only one subject per display assessing the test materi al. Subjects are seated directly in line with the center of the video display at a specified viewing distance, wh ich is equal to 6-8H for CIF resolution sequences, where H is the height of the video window. Accurate control and description of the test environment is nece ssary to assure the reproducibility of the test activity and to compare results across different laboratories and test sessions. Table 3 summarizes the crucial features o f the used display devices . Pictures of the two laboratory environments are shown in Figure 2 . The ambient light ing system in both the laboratories consists of neon lamps with color temperature o f 6500 K. Before each test session, written instructions are provided to the subjects to explain their task. Add itionally, a tra ining session is performed to allow the viewer to familiarize with the assessment procedu re and the software user interface. The contents shown in the training sess ion are not used in the test sess ion and the data gathered during the training are not included in the final test results. In particular, for the training phase we used two ditTerent contents, i.e. Coastgaurd and Contain er, and 5 realizations of each , representatives of the score labels dep icted in Figure 3 . During the displa y of each tra ining sequence, the trainer expl ains the meaning of each label, as summarized in the written instructions:
Sequence name

"In this experiment yo u will see short video sequences on the screen that is in fron t of you . Each time a sequence is shown, you shouldjudge its quality and choose one po int on the cont inuous quality scale:"
• Excellent: "the content in the video sequence may appear a bit blurred but no other artifacts are notice able (i.e. it is present only the lossy coding noise) ".
• Good : "at least one noticeable artifact is detected in the entire sequence" .
• Fair: " several noticeable artifacts are detected, spread all over the sequence" .
• Poor: "many noticeable artifacts and strong artifacts (i.e. artifacts which destroy the scene structure or create new patterns) are detected".
• Bad : " strong artifacts (i.e. artifacts which destroy the scene structure or create new patterns) are detected in the major part of the sequence" .
Thus , the schedule of the experiment is the following:
• Subj ect training phase (approx. 5 min)
• Break to allow time to answer questions from observers
• Test phase (approx. 20 min):
Assessment of 5 dumm y sequences
Assessment of 78 sequen ces
Twenty-thre e subjects and seventeen subjects participated in the tests at PoliMi and EPFL, respectively. All subjects reported that they had norm al or corrected to norm al vision. The ir age ranged from 24 to 40 year s old. Some of the subjects were PhD students workin g in fields related to image and video proce ssing, some were naive subj ects.
The raw subjective scores have been proce ssed in order to obtain the final Mean Opinion Scores (MOS) shown in Figure s 5-10 , accord ing to the steps described in Figure 4 . The results of the two
Subjective evaluation procedure
In our subjective evaluat ion we adopt a Single Stimulu s (SS) method in which a processed video sequence is presented alone , without being paired with its unprocessed ("reference") version. The test procedure includes a reference version of each video sequence, which in this case is the packet loss free sequence , as a freestanding stimulus for rating like any other.
Each sequence is displayed for 10 seconds. At the end of each test pre sentat ion, follow s a 3-5 seconds voting time, when the subj ect rates the quality of the stimulus using the 5 point ITU continuous scale in the range [0 -5], shown in Figure 3 . Note that the numerical value s attached to the scale were used only for data analysis and were not shown to the subjects. Each subjective experiment includes the same number of 83 video sequences: 6 x 12 test sequences, i.e. realizations corresponding to 6 different contents and 6 different PLRs ; 6 reference sequences, i.e. packet loss free video sequences ; 5 stabilizing sequences , i.e, dumm y presentations, shown at the beginning of the experiment to stabili ze observers ' opinion. The dumm y presentations consist in 5 realizations, corresponding to 5 different qualit y levels, selected from the Mobile , Foreman, Mother, News and Hall video sequences. The results for these items are not registered by the evaluation software but the subject is not told about this.
The presentation order for each subject is randomized according to a random numb er generator, discarding those permutations where (I) S 6 = t(1 -Q /2)· VN where t(1 -Q /2) is the t-value associated with the desired significance level 0 for a two-tailed test (0 = 0.05) with N -1 degrees of freedom, being N the number of observations in the sample (i.e, the number of subjects after outliers detection) and S the estimated standard deviation of the sample of observations. It is assumed that the overlap of 95% confidence intervals provides indication of the absence of statistical differences between MOS values. laboratories have been processed separately but applying the same procedure. First an ANalysis Of VAriance (ANOVA) has been performed in order to understand whether a normalization of the scores would be needed. The results of the ANOVA have shown that the difference in the subjective rates means from subject to subject was large, i.e. there were significant differences between the ways subjects used the rating scale . Thus, a subject-to-subject correction was applied, by normalizing all the scores according to offset mean correction [14] . Finally the screening of possible outlier subjects has been performed considering the normalized scores, according to the guidelines described in Section 2.3.1 ofAnnex 2 of [7] . Four and two outliers were detected out of23 and 17 subjects, from the results produced at PoliMI and at EPFL , respectively. Discarding the outliers, the MOS has been computed for each test condition, together with the 95% confidence interval. Due to the limited number of subjects, the 95% confidence intervals (6) for the mean subjective scores have been computed using the Student's t-distribution, as follows : As a general comment, the MOS plots clearly show that the experiment has been properly designed, since the subjective rates uniformly span the entire range of quality levels. Also, the confidence intervals are reasonably small, thus , prove that the effort required from each subject was appropriate and subjects were consistent in their choices.
As it can be noticed from the plots , there exists a good correlation between the data collected by the two institutions. Thus, the results can be considered equivalent and used together or interchangeably. Nevertheless, the scatter plots show as the data from PoliMI are usually slightly shifted towards better quality levels, when compared to the results obtained at EPFL. This more optimistic trend of one set of results over the other could be explained by different dot pitch values of the displays used in the two laboratories, which could mask the impairments differently. Alternatively, the shift could be due to the separate processing applied to the raw data of the two laboratories. Currently an investigation is in progess in order to better understand these aspects of the obtained results.
Finally, regarding the trend of the MOS values, it is interesting to notice as the artifacts introduced by same PLR values can be differently masked, according to the spatial and temporal complexity of the content. For example, considering the Mother content, the subjects clearly distinguished the quality level of the packet loss rate free sequence from the quality level of the 0.1% PLR realizations. This can be explained by the fact that this content has the lowest values of SI and 1'1 indexes. Thus , compared to other contents, the masking effect for low PLRs is reduced.
CONCLUSION
In this paper the procedure followed in order to produce a publicly available dataset of subjective results for 78 CIF video sequences has been described in details. The results of the subjective tests performed in two different laboratories show high consistency and correlation. The test material (including the original uncompressed test and training material and the H.264 coded streams before and after the simulation of packet losses), the error-prone network simulator 
