Introduction
This report is concerned with the quality of the computed numerical solutions of mathematical problems. For example, suppose we wish to solve the system of linear equations Ax = b using a numerical software package. The package will return a computed solution, sayx, and we wish to judge whether or notx is a reasonable solution to the equations. Sadly, all too often software packages return poor, or even incorrect, numerical results and give the user no means by which to judge the quality of the numerical results. In 1971, Leslie Fox commented [Fox, 1971, p. 296] "I have little doubt that about 80 per cent. of all the results printed from the computer are in error to a much greater extent than the user would believe, ..."
More than thirty years on that paper is still very relevant and worth reading. Another very readable article is Forsythe [1970] .
The quality of computed solutions is concerned with assessing how good a computed solution is in some appropriate measure. Quality software should implement reliable algorithms and should, if possible, provide measures of solution quality.
In this report we give an introduction to ideas that are important in understanding and measuring the quality of computed solutions. In particular we review the ideas of condition, stability and error analysis, and their realisation in numerical software. We take as the principal example LAPACK [Anderson et al., 1999] , a package for the solution of dense and banded linear algebra problems, but also draw on examples from the NAG Library [NAG, a] and elsewhere. The aim is not to show how to perform an error analysis, but to indicate why an understanding of the ideas is important in judging the quality of numerical solutions, and to encourage the use of software that returns indicators of the quality of the results. We give simple examples to illustrate some of the ideas that are important when designing reliable numerical software.
Computing machines use floating point arithmetic for their computation, and so we start with an introduction to floating point numbers.
3 m ≥ b t−1 then x is said to be normalized. An alternative, equivalent representation of x is
where each digit satisfies 0 ≤ d i ≤ b − 1. If d 1 = 0 then we see that x is normalized. If d 1 = 0 and x = 0 then x is said to be denormalized. Denormalized numbers between 0 and the smallest normalized number are called subnormal. Note that denormalized numbers do not have the full t digits of precision.
The following example, which is not intended to be realistic, illustrates the model.
Example 2.1 (Floating point numbers)
b = 2, t = 2, e min = −2, e max = 2.
All the normalized numbers have d 1 = 1 and either d 2 = 0 or d 2 = 1, that is m is one of the two binary integers m = 10 (= 2) or m = 11 (= 3). Denormalized numbers have m = 01 (= 1). Thus the smallest positive normalized number is 2 × 2 e min −t = 1 8 and the largest is 3 × 2 emax−t = 3. The value 1 × 2 e min −t = 1 16 is the only positive subnormal number in this system. The complete set of non-negative normalized numbers is: The set of non-negative floating point numbers is illustrated in Figure 1 , where the subnormal number is indicated by a dashed line. 
is called the unit roundoff, or the relative machine precision and is the furthest distance relative to unity between a real number and the nearest floating point number. In Example 2.1, u = 1 4 = 0.25
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and we can see, for example, that the furthest real number from 1.0 is 1.25 and the furthest real number from 2.0 is 2.5. u is fundamental to floating point error analysis.
The value M = 2u is called machine epsilon.
The ANSI/IEEE standard mentioned above (usually referred to as IEEE arithmetic), which of course has b = 2, specifies:
• floating point number formats,
• results of the basic floating point operations,
• rounding modes,
• signed zero, infinity (±∞) and not-a-number (NaN),
• floating point exceptions and their handling and
• conversion between formats.
Thankfully, nowadays almost all machines use IEEE arithmetic. There is also a generic ANSI/IEEE, base independent, standard [IEEE, 1987] . The formats supported by the ANSI/IEEE binary standard are indicated in The default rounding mode for IEEE arithmetic is round to nearest, in which a real number is represented by the nearest floating point number, with rules as to how to handle a tie [Overton, 2001, Chapter 5] .
Whilst the ANSI/IEEE standard has been an enormous help in standardizing floating point computation, it should be noted that moving a computation between machines that implement IEEE arithmetic does not guarantee that the computed results will be the same. Variations can occur due to such things as compiler optimization, the use of extended precision registers, and fused multiplyadd.
Further discussion of floating point numbers and IEEE arithmetic can be found in Higham [2002] and Overton [2001] .
The value u can be obtained from the LAPACK function SLAMCH, for single precision arithmetic, or DLAMCH for double precision arithmetic by calling the function with the argument CMACH as 'e', and is also returned by the NAG Fortran Library routine X02AJF 1 . It should be noted that on machines that truncate, rather than round, M is returned in place of u, but such machines are now rare. It should also be noted that 'e' in S/DLAMCH represents eps, but this should not be [Metcalf and Reid, 1996; Metcalf et al., 2004] .
Why Worry about Computed Solutions?
In this section we consider some simple examples of numerical computation that need care in order to obtain reasonable solutions. For clarity of exposition, most of the examples in this and the following sections are illustrated using decimal floating point (significant figure) arithmetic, with round to nearest.
The first example illustrates the problem of damaging subtraction, usually referred to as cancellation.
Example 3.1 (Cancellation)
Using four figure decimal arithmetic, suppose we wish to compute s = 1.000 + 1.000 × 10 4 − 1.000 × 10 4 . If we compute in the standard way from left to right we obtain s = 1.000 + 1.000 × 10 4 − 1.000 × 10 4 ⇒ (1.000 + 1.000 × 10 4 ) − 1.000 × 10 4 ⇒ 1.000 × 10 4 − 1.000 × 10 4 ⇒ 0, instead of the correct result of 1.0. Although the cancellation (subtraction) was performed exactly, it lost all the information for the solution.
As Example 3.1 illustrates, the cause of the poor result often happens before the cancellation, and the cancellation is just the final nail in the coffin. In Example 3.1, the damage was done in computing s = 1.000 + 1.000 × 10 4 , where we lost important information (1.000). It should be said that the subtraction of nearly equal numbers is not always damaging.
Most problems have alternative formulations which are theoretically equivalent, but may computationally yield quite different results. The following example illustrates this in the case of computing sample variances. The sample variance of a set of n values x 1 , x 2 , . . . , x n is defined as
wherex is the sample mean of the n values
An alternative, theoretically equivalent, formula to compute the sample variance which requires only one pass through the data is given by
If x T = 10000 10001 10002 then using 8 figure arithmetic (2) gives s 2 = 1.0, the correct answer, but (3) gives s 2 = 0.0, with a relative error of 1.0.
(3) can clearly suffer from cancellation, as illustrated in the example. On the other hand, (2) always gives good results unless n is very large [Higham, 2002, Problem 1.10] . See also Chan et al. [1983] for further discussion of the problem of computing sample variances.
Sadly, it is not unknown for software packages and calculators to implement the algorithm of (3 A result that is larger than the largest representable floating point number is said to overflow. For example, in double precision IEEE arithmetic for which the approximate range is 10 ±308 , if x = 10 200 , then x 2 would overflow. Similarly, x −2 is said to underflow because it is smaller than the smallest non-zero representable floating point number.
As with the unit rounding error or machine epsilon discussed in Section 2, the overflow and underflow thresholds can be obtained from the LAPACK function S/DLAMCH by calling the function with the argument CMACH as 'o' and 'u' respectively; from the NAG Fortran Library routines X02ALF and X02AKF respectively; the Matlab built in variables realmax and realmin; and from the Fortran 95 numeric enquiry functions huge and tiny.
Care needs to be taken to avoid unnecessary overflow and damaging underflow. The following example illustrates this care in the case of computing the hypotenuse of the right angled triangle shown in Figure 2 . In Figure 2 , if x or y is very large there is a danger of overflow, even if z is representable. Assuming that x and y are non-negative, a safe method of computing z is
This also avoids z being computed as zero if x 2 and y 2 both underflow. We note that Stewart [1998, p.139 and p.144] actually recommends computing z as
because this is slightly more accurate on a hexadecimal machine. An interesting alternative for computing Pythagorean sums is given in Moler and Morrison [1983] ; see also Dubrulle [1983] and Higham and Higham [2005, section 22 .9] .
We can see that (3) The computation of the modulus of a complex number x = x r + ix i requires almost the same computation as that in Example 3.3.
Example 3.4 (Modulus of a complex number)
Again this also avoids |x| being computed as zero if x 2 r and x 2 i both underflow.
Another example where care is needed in complex arithmetic is complex division
Again, some scaling is required to avoid overflow and underflow. See for example Smith [1962] , Stewart [1985] and Priest [2004] . Algol 60 procedures for the complex operations of modulus, division and square root are given in Martin and Wilkinson [1968] and the NAG Library Chapter, A02, for complex arithmetic has routines based upon those Algol procedures, see for example NAG [b] . A careful C function is given in the Priest reference above. Occasionally, some aspect of complex floating point arithmetic is incorrectly implemented, see for example Blackford et al. [1997, Section 7] .
Another example, similar to the previous examples, requiring care to avoid overflow and damaging underflow is that of real plane rotations where we need to compute c = cos θ and s = sin θ such that
Another convenient way to express the two choices is as
If G is the plane rotation matrix
then, with the choices of (4),
When used in this way for the introduction of zeros the rotation is generally termed a Givens plane rotation [Givens, 1954; Golub and Van Loan, 1996] . Givens himself certainly took care in the computation of c and s. To see an extreme case of the detailed consideration necessary to implement a seemingly simple algorithm, but to be efficient, to preserve as much accuracy as possible throughout the range of floating point numbers, and to avoid overflow and damaging underflow see Bindel et al. [2002] , where the computation of the Givens plane rotation is fully discussed.
Sometimes computed solutions are in some sense reasonable, but may not be what the user was expecting. In the next example, the computed solution is close to the exact solution, but does not meet a constraint that the user might have expected the solution to meet. and we see that the computed value is outside the range of the data, although it is not inaccurate.
Whether or not such a result matters depends upon the application, but is an issue that needs to be considered when implementing numerical algorithms. For instance if y = cos x 9 then we probably expect the property |y| ≤ 1 to be preserved computationally, so that a value |y| > 1 is never returned. For a monotonic function we may expect monotonicity to be preserved computationally.
In the next section we look at ideas that help our understanding of what constitutes a quality solution.
Condition, Stability and Error Analysis

Condition
Firstly we look at the condition of a problem. The condition of a problem is concerned with the sensitivity of the problem to perturbations in the data. A problem is ill-conditioned if small changes in the data cause relatively large changes in the solution. Otherwise a problem is well-conditioned. Note that condition is concerned with the sensitivity of the problem, and is independent of the method we use to solve the problem. We now give some examples to illustrate somewhat illconditioned problems.
Example 4.1 (Cubic equation)
Consider the cubic equation
whose exact roots are x 1 = 1, x 2 = x 3 = 10. If we perturb the coefficient of x 3 to give 0.99x 3 − 21x 2 + 120x − 100 = 0, the roots become x 1 ≈ 1.000, x 2 ≈ 11.17, x 3 ≈ 9.041, so that the changes in the two roots x 2 and x 3 are significantly greater than the change in the coefficient. On the other hand, the roots of the perturbed cubic equation 1.01x 3 − 21x 2 + 120x − 100 = 0, are x 1 ≈ 1.000, x 2 , x 3 ≈ 9.896 ± 1.044i, and this time the double root has become a complex conjugate pair with a significant imaginary part.
We can see that the roots x 2 and x 3 are ill-conditioned. Note that we cannot deduce anything about the condition of x 1 just from this data. The three cubic polynomials are plotted in Figure 3 . has eigenvalues λ 1 = 11, λ 2 , λ 3 = 10 ± i, λ 4 = 9. 
When a = b = 1, I = 0, but when a = 1, b = 1.01, I ≈ −220. The function f (x) = ae x − be −x , when a = b = 1 is plotted in Figure 4 . Notice that the vertical scale has a scale factor 10 4 , so that a small change in function can make a large change in the area under the curve. The equations Ax = b given by 99 98 100 99 197 199 (5) have the solution x 1 = x 2 = 1, but the equations 98.99 98 100 99 197 199 have the solution x 1 = 100, x 2 = −99. The two straight lines represented by (5) are plotted in Figure 5 , but to the granularity of the graph we cannot tell the two lines apart. To be able to decide whether or not a problem is ill-conditioned it is clearly desirable to have some measure of the condition of a problem. We show two simple cases where we can obtain such a measure, and quote the result for a third example. For the first case we derive the condition number for the evaluation of a function of one variable [Higham, 2002, Section 1.6 ].
Let y = f (x) with f twice differentiable and f (x) = 0. Also letŷ = f (x + ). Then, using the mean value theoremŷ
The quantity
is called the condition number of f since
Thus if κ(x) is large the problem is ill-conditioned, that is small perturbations in x can induce large perturbations in the solution y.
Example 4.5 Let y = f (x) = cos x. Then we see that
and, as we might expect, cos x is most sensitive close to asymptotes of tan x, such as x close to π/2. 5 If we take x = 1.57 and = −0.01 then we find that
which is a very good estimate of |(ŷ − y)/y| = 12.55739 . . ..
For the second example we consider the condition number of a system of linear equations Ax = b. If we letx be the solution of the perturbed equations
is called the condition number of A with respect to the solution of the equations Ax = b, or the condition number of A with respect to matrix inversion. Since I = AA −1 , for any norm such that I = 1, we have that 1 ≤ κ(A), with equality possible for the 1, 2 and ∞ norms. If A is singular then κ(A) = ∞. and
The given condition number is not valid at x = π/2, since cos π/2 = 0.
CONDITION, STABILITY AND ERROR ANALYSIS
Thus we can see that if A is only accurate to about 4 figures, we cannot guarantee any accuracy in the solution.
The term condition number was first introduced by Turing in the context of systems of linear equations [Turing, 1948] . Note that for an orthogonal or unitary matrix Q, κ 2 (Q) = 1.
As a third illustration we quote results for the sensitivity of the root of a polynomial. Consider
and let α be a single root of f (x) so that f (α) = 0, but f (α) = 0. Let p(x) be the perturbed polynomial
with rootα = α + δ, so that p(α) = 0. Then [Wilkinson, 1963, Section 7, Chapter 2] shows that
Wilkinson also shows that if α is a double root then
Example 4.7 (Condition of roots of cubic equation)
For the root α = x 1 = 1 of the cubic equation of Example 4.1, with g(x) = x 3 and = −0.01, we have
and hence this root is very well-conditioned with respect to perturbations in the coefficient of x 3 . On the other hand, for the double root α = 10, we have and this time the perturbation of produces a rather larger perturbation in the root. Because is not particularly small the estimate of δ is not particularly accurate, but we do get a good warning of the ill-conditioning. Higham [2002, Section 25.4] gives a result for the sensitivity of a root of a general nonlinear equation.
Problems can be ill-conditioned simply because they are poorly scaled, often as the result of a poor choice of measurement units. Some algorithms, or implementations of algorithms, are insensitive to scaling or attempt automatic scaling, but in other cases a good choice of scaling can be important to the success of an algorithm. It is also all too easy to turn a badly scaled problem into a genuinely ill-conditioned problem.
Example 4.8 (Badly scaled matrix)
If we let A be the matrix A = 2 × 10 9 10 9 10 −9 2 × 10 −9 , then κ 2 (A) ≈ 1.67 × 10 18 and so A is ill-conditioned. However we can row scale A as B = DA = 10 −9 0 0 10 9 2 × 10 9 10 9 10 −9 2 × 10 −9 = 2 1 1 2 , for which κ 2 (B) = 3, so that B is well-conditioned. On the other hand if we perform a plane rotation on A with c = 0.8, s = 0.6 we get C = GA = 0.8 0.6 −0.6 0.8 2 × 10 9 10 9 10 −9 2 × 10 −9 = 2 8 × 10 8 + 3 × 10 −10 4 × 10 8 + 6 × 10 −10 −6 × 10 8 + 4 × 10 −10 −3 × 10 8 + 8 × 10 −10 .
Since G is orthogonal, κ 2 (C) = κ 2 (A) ≈ 1.67 × 10 18 , and so C is of course as ill-conditioned as A, but now scaling cannot recover the situation. To see that C is genuinely ill-conditioned, we note that
which is singular. In double precision IEEE arithmetic, this would be the floating point representation of C.
Many of the LAPACK routines perform scaling, or have options to equilibrate the matrix in the case of linear equations [Anderson et al., 1999 , Sections 2.4.1 and 4.4.1], [Higham, 2002, Sections 7.3 and 9.8 ], or to balance in the case of eigenvalue problems [Anderson et al., 1999, Sections 4.8 
Stability
The stability of a method for solving a problem is concerned with the sensitivity of the method to (rounding) errors in the solution process. A method that guarantees as accurate a solution as the data warrants is said to be stable, otherwise the method is unstable. To emphasise the point we note that, whereas condition is concerned with the sensitivity of the problem, stability is concerned with the sensitivity of the method of solution.
An example of an unstable method is that of (3) for computing sample variance. We now give two more simple illustrative examples.
Example 4.9 (Quadratic equation)
Consider the quadratic equation
1.6x
2 − 100.1x + 1.251 = 0.
Four significant figure arithmetic when using the standard formula
If we use the relationship x 1 x 2 = c/a to compute x 2 from x 1 we instead find that
The correct solution is x 1 = 62.55, x 2 = 0.0125. We can see that in using the standard formula to compute the smaller root we have suffered from cancellation, since
Even a simple problem such as computing the roots of a quadratic equation needs great care. A very nice discussion is to be found in Forsythe [1969] .
Example 4.10 (Recurrence relation)
Consider the computation of y n defined by
where n is a non-negative integer. We note that, since in the interval [0, 1] , (1/e)e x is bounded by unity, it is easy to show that 0 ≤ y n ≤ 1/(n + 1).
Integrating (7) by parts gives
and we have a seemingly attractive method for computing y n for a given value of n. The result of using this forward recurrence relation, with IEEE double precision arithmetic, to compute the values of y i up to y 21 is shown in Table 2 . Bearing in mind the bounds of (8), we see that later values are diverging seriously from the correct solution.
A simple analysis shows the reason for the instability. Since y 0 cannot be represented exactly, we cannot avoid starting with a slightly perturbed value,ŷ 0 . So let Table 2 : Forward Recurrence for y n Then, even if the remaining computations are performed exactly we see that
and a straightforward inductive proof shows that
When n = 21, n! ≈ 5.1091 × 10 19 . We see clearly that this forward recurrence is an unstable method of computing y n , since the error grows rapidly as we move forward.
The next example illustrates a stable method of computing y n .
Example 4.11 (Stable recurrence)
Rearranging (9) we obtain the backward recurrence
Suppose that we have an approximation,ŷ n+m , to y n+m and we let
Then, similarly to the result of Example 4.10, we find that
and this time the initial error decays rapidly, rather than grows rapidly as in Example 4.10. If we take an initial guess of y 21 = 0, we see from (8) that
Using this backward recurrence relation, with IEEE double precision arithmetic, gives the value
which is correct to all the figures shown. We see that this backward recurrence is stable.
It should also be said that the integral of (7) can be evaluated stably without difficulty using a good numerical integration (quadrature) formula, since the function f (x) = (1/e)x n e x is non-negative and monotonic throughout the interval [0, 1].
In the solution of ordinary and partial differential equations one form of instability can arise by replacing a differential equation by a difference equation. We first illustrate the problem by the solution of a simple nonlinear equation.
Example 4.12 (Parasitic solution)
The equation
has a solution close to x = 0.01. By expanding e −x as a power series we have that
and hence an approximate solution of (10) is a root of the quadratic equation
which has the two roots x 1 ≈ 0.0100005, x 2 ≈ 199.99. The second root clearly has nothing to do with the original equation and is called a parasitic solution.
In the above example we are unlikely to be fooled by the parasitic solution, since it so clearly does not come close to satisfying (10). But in the solution of ordinary or partial differential equations such bifurcations, due to truncation error, may not be so obvious.
Example 4.13 (Instability for ODE)
For the initial value problem
the mid-point rule, or leap-frog method, for solving the differential equation is given by
where h = x i − x i−1 for all i and f r = f (x r , y r ). This method has a truncation error of O(h 3 ) [Isaacson and Keller, 1966, Section 1.3, Chapter 8] 6 This method requires two starting values, so one starting value must be estimated by some other method. Consider the case where
so that the solution of (11) is y = e αx . Figures 6 and 7 show the solution obtained by using (12) when h = 0.1 for the cases α = 2.5 and α = −2.5 respectively. In each case the value of y 1 is taken as the correct four figure value, y 1 = 1.284 when α = 2.5 and y 1 = 0.7788 when α = −2.5. We see that in the first case the numerical solution does a good job in following the exact solution, but in the second case oscillation sets in and the numerical solution diverges from the exact solution.
The reason for the behaviour in the above example is that (12) has the solution
where A and B are constants that depend on the intial conditions. With the initial conditions y 0 = 1, x 0 = 0 and y 1 = e αh , x 1 = h we find that
We can see that the first term in (13) approximates the exact solution, but the second term is a parasitic solution. When α > 0 the exact solution increases and the parasitic solution decays, and so is harmless, but when α < 0 the exact solution decays and the parasitic solution grows as illustrated in Figure 7 . An [Acton, 1996] .
Error Analysis
Error analysis is concerned with analysing the cumulative effects of errors. Usually these errors will be rounding or truncation errors. For example, if the polynomial
is evaluated at some point x = α using Horner's scheme (nested multiplication) as
we might ask under what conditions, if any, on the coefficients p 0 , p 1 , . . . , p n and α, the solution will, in some sense, be reasonable? To answer the question we need to perform an error analysis.
Error analysis is concerned with establishing whether or not an algorithm is stable for the problem in hand. A forward error analysis is concerned with how close the computed solution is to the exact solution. A backward error analysis is concerned with how well the computed solution satisfies the problem to be solved. On first acquaintance, that a backward error analysis, as opposed to a forward error analysis, should be of interest often comes as a surprise. The next example illustrates the distinction between backward and forward errors. Then the exact solution of the equations Ax = b is given by
Also letx be an approximate solution to the equations and define the residual vector r as
Of course, for the exact solution r = 0 and we might hope that for a solution close to x, r should be small. Consider the approximate solution and, althoughx is close to x, it does not solve a problem close to the original problem.
Once we have computed the solution to a system of linear equations Ax = b we can, of course, readily compute the residual of (14). If we can find a matrix E such that
and we thus have a measure of the perturbation in A required to makex an exact solution. A particular E that satisfies (15) is given by
From this equation we have that
and from (15) we have that
and hence
Thus, this particular E minimizes E 2 . Since x T x = x 2 F , it also minimizes E in the Frobenius norm. This gives us an a posteriori bound on the backward error. Note that E F / A F ≈ 1.695×10 −5 and so the computed solution corresponds to a small relative perturbation in A.
From (6) we have that
and so, if we know κ(A), then an estimate of the backward error allows us to estimate the forward error.
As a general rule, we can say that approximately:
forward error ≤ condition number × backward error.
Although the idea of backward error analysis had been introduced by others, it was James Hardy Wilkinson who really developed the theory and application, and gave us our understanding of error analysis and stability, particularly in the context of numerical linear algebra. See the classic books Wilkinson [1963] and Wilkinson [1965] . A typical picture of Wilkinson, cheerfully expounding his ideas, is shown in Figure 8 . A wonderful modern book that continues the Wilkinson tradition is Higham [2002] . The solid foundation for the numerical linear algebra of today relies heavily on the pioneering work of Wilkinson; see also Wilkinson and Reinsch [1971] 7 Wilkinson recognised that error analysis could be tedious and often required great care, but was nevertheless essential to our understanding of the stability of algorithms.
"The clear identification of the factors determining the stability of an algorithm soon led to the development of better algorithms. The proper understanding of inverse iteration for eigenvectors and the development of the QR algorithm by Francis are the crowning achievements of this line of research.
"For me, then, the primary purpose of the rounding error analysis was insight." [Wilkinson, 1986, p. 197.] As a second example to illustrate forward and backward errors, consider we consider the quadratic equation of Example 4.9.
Example 4.16 (Errors in quadratic equation)
For the quadratic equation of Example 4.9 we saw that the standard formula gave the roots x 1 = 62.53, x 2 = 0.03125. Since the correct solution is x 1 = 62.55, x 2 = 0.0125 the second root has a Figure 8 : James Hardy Wilkinson (1919 Wilkinson ( -1986 large forward error. If we form the quadratic q(x) = 1.6(x − x 1 )(x − x 2 ), rounding the answer to four significant figures, we get q(x) = 1.6x 2 − 100.1x + 3.127
and the constant term differs significantly from the original value of 1.251, so that there is also a large backward error. The standard method is neither forward nor backward stable. On the other hand, for the computed roots x 1 = 62.53, x 2 = 0.01251 we get q(x) = 1.6x 2 − 100.1x + 1.252, so this time we have both forward and backward stability.
An example of a computation that is forward stable, but not backward stable is that of computing the coefficients of the polynomial
In this case, since the x i are all of the same sign, no cancellation occurs in computing the coefficients of p(x) and the computed coefficients will be close to the exact coefficients; thus we have small forward errors. On the other hand, as Example 4.1 illustrates, the roots of polynomials can be sensitive to perturbations in the coefficients and so the roots of the computed polynomial could differ significantly from x 1 , x 2 , . . . , x n .
Example 4.17 (Ill-conditioned polynomial)
The polynomial whose roots are 
Floating Point Error Analysis
Floating point error analysis is concerned with the analysis of errors in the presence of floating point arithmetic. It is based on the relative errors that result from each basic operation. We give just a brief introduction to floating point error analysis in order to illustrate the ideas.
Let x be a real number; then we use the notation fl(x) to represent the floating point value of x. The fundamental assumption is that
where u is the unit roundoff of (1). Of course,
A useful alternative is If x = 1.000499. . . then fl(x) = 1.000 and
If x = 1000.499. . . then fl(x) = 1000 and again
Bearing in mind (16), if x and y are floating point numbers, then the standard model of floating point arithmetic, introduced by Wilkinson [1960] , is given by
where ⊗ ≡ +, −, ×, ÷.
It is assumed, of course, that x ⊗ y produces a value that is in the range of representable floating point numbers. Comparable to (17), a useful alternative is
When we consider a sequence of floating point operations we frequently obtain products of error terms of the form
If we ignore second order terms then we have the reasonable assumption that 8
We now give three illustrative examples. In all three examples the x i are assumed to be floating point numbers, that is, they are values that are already represented in the computer. This is, of course, a natural assumption to make when we are analysing the errors in a computation.
Example 5.2 (Product of values)
Let x = x 0 x 1 . . . x n andx = fl(x). Thus we have n products to form, each one introducing an error bounded by u. Hence from (18) we get 20) and from (19) we see thatx
where
We can see from (21) that this computation is forward stable, because the result is close to the exact result, and from (20) the computation is also backward stable, because the result is exact for a slightly perturbed problem; that is the result is exact for the data x 0 , x 1 (1 + 1 ), x 2 (1 +
Example 5.3 (Sum of values)
Let s = x 1 + x 2 + . . . + x n ands = fl(s). By considering
it is straightforward to show that
Here we see that summation is backward stable, but is not necessarily forward stable. Example 3.1 gives a case where summation is not forward stable, but notice that the computed solution is the exact solution of the slightly perturbed problem 1.000 + 1.000 × 10 4 − 1.0001 × 10 4 = 0, which illustrates the backward stability.
Note that if the x i all have the same sign, then summation is forward stable because
Example 5.4 (Difference of two squares)
Consider the computation
We can, of course, also express z as
If we compute z from (22) we find that
and so this is backward stable, but not forward stable. On the other hand, if we compute z from (23) we find thatẑ
and so this is both backward and forward stable. As an example, if we take x = 543.2, y = 543.1, so that z = 108.63
and use four significant figure arithmetic we find that z = 100, butẑ = 108.6.
Clearlyz has suffered from cancellation, butẑ has not.
We now quote some results, without proof, of solving higher level linear algebra problems to illustrate the sort of results that are possible. Principally we consider the solution of the n linear equations
by Gaussian elimination and we assume that the reader is familiar with Gaussian elimination. The kth step of Gaussian elimination can be expressed as
where P k and Q k are permutation matrices, one or both of which may be the unit matrix, chosen to implement whatever pivoting strategy is used and M k is the multiplier matrix chosen to eliminate the elements below the diagonal of the kth column of A k−1 . This results in the factorization
where P and Q are permutation matrices, L is a unit lower triangular matrix and U is upper triangular. To simplify analysis it is usual to assume that, with hindsight, A has already been permuted so that we can work with A ⇐ P T AQ T . In this case (25) becomes
and M k and A k−1 have the form
m k is chosen to eliminate a k−1 , so that
n−1 , and U = A n−1 . Since
27
It can be shown that the computed factorsL andŨ satisfỹ
where various bounds on F are possible; for example, for the 1, ∞ or F norms
g is called the growth factor. Similarly it can be shown that the computed solution of (24),x, satisfies
where a typical bound is E ≤ 3n 2 gu A .
We can see that this bound is satisfactory unless g is large, so it is important to choose P or Q, or both, in order to control the size of g. This is essentially the classic result of Wilkinson [1961] and Wilkinson [1963, Section 25] , where the ∞-norm is used and the use of partial pivoting is assumed; see also Higham [2002, Theorem 9 .5].
The next example gives a simple demonstration of the need for pivoting. Thus whilst F is small relative to U , it corresponds to a large relative perturbation in A . On the other hand if we permute the two rows of A to givē
we have that This time F is small relative to both U and A .
If we put m = max |m ij | then we can show that
Partial pivoting ensures that m ≤ 1 and hence g ≤ 2 n−1 .
Only very special examples get anywhere near this bound, one example due to Wilkinson being matrices of the form
Despite such examples, in practice partial pivoting is the method of choice, but careful software should at least include an option to monitor the growth factor.
There are classes of matrices for which pivoting is not needed to control the growth of g [Higham, 2002, Table 9 .1]. Perhaps the most important case is that of symmetric positive definite matrices for which it is known a priori that growth cannot occur, and so Gaussian elimination is stable when applied to a system of equations for which the matrix of coefficients is symmetric positive definite 9 .
The choice of pivots is affected by scaling and equilibration, and a poor choice of scaling can lead to a poor choice of pivots. A full discussion on pivoting strategies, equilibration and scaling, as well as sage advice, can be found in Higham [2002] .
For methods that use orthogonal transformations we can usually obtain similar error bounds, but without the growth factor, since orthogonal transformations preserve the 2−norm and F −norm.
For example, if we use Householder transformations to perform a QR factorization of A for the solution of the least squares problem min x b − Ax 2 , where A is an m by n, m ≥ n matrix of rank n [Golub, 1965] , the computed solutionx satisfies
where f and E satisfy bounds of the form
The variant of Gaussian elimination that is usually used in this case is Cholesky's method.
and c 1 and c 2 are small integer constants [Lawson and Hanson, 1995, page 90] .
Similarly, for the solution of the eigenvalue problem Ax = λx, where A is an n by n matrix, using Housholder transformations to reduceA to upper Hessenberg form, followed by the QR algorithm to further reduce the Hessenberg form to upper triangular Schur form, the computed solution satisifies
and p(n) is a modestly growing function of n [Wilkinson, 1965; Anderson et al., 1999] .
We note that the bounds discussed so far are called normwise bounds, but in many cases they can be replaced by componentwise bounds which bound the absolute values of the individual elements, and so are rather more satisfactory. For instance, if A is a sparse matrix, we would probably prefer not to have to perturb the elements that are structurally zero. As a simple example, consider the triangular equations T x = b, T − n by n triangular, and letx be the solution computed by forward or backward substitution, depending on whether T is lower or upper triangular respectively. Then it can readily be shown thatx satisifes
which is a strong componentwise result showing backward stability [Higham, 2002, Theorem 8.5 ].
Associated with componentwise error bounds are componentwise condition numbers. Once again see Higham [2002] for further details and references.
Posing the Mathematical Problem
In this short section we merely wish to raise awareness of the need to model a problem correctly, without offering any profound solution.
It can be all too easy to transform a well-conditioned problem into an ill-conditioned problem. For instance, in Example 4.10 we transformed the well-conditioned quadrature problem of finding
into the ill-conditioned problem of finding y n from the forward recurrence relation y n = 1 − ny n−1 , y 0 = 1 − 1/e.
As another example, we noted in Section 4.3 that polynomials can be very ill-conditioned. It follows that the eigenvalues of a matrix A should most certainly not be computed via the characteristic equation of A. For example, if A is a symmetric matrix with eigenvalues λ i = i, i = 1, 2, . . . , 20, then the characteristic equation of A, det(A − λA), is very ill-conditioned (see Example 4.17).
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On the other hand, the eigenvalues of a symmetric matrix are always well-conditioned [Wilkinson, 1965, Section 31, Chapter 2] .
The above two examples illustrate the dangers in transforming the mathematical problem. Sometimes it can be poor modelling of the physical problem that gives rise to an ill-conditioned mathematical problem, and so we need to think carefully about the whole modelling process.
We cannot blame software for giving us poor solutions if we provide the wrong problem. We can, of course, hope that the software might provide a measure for the condition of the problem, or some measure of the accuracy of the solution to give us warning of a poorly posed problem.
At the end of Section 4.1 we also mentioned the desirability of careful choice of measurement units, in order to help avoid the effects of poor scaling.
Error Bounds and Software
In this section we give examples of reliable software that return information about the quality of the solution. Firstly we look at the freely available software package LAPACK [Anderson et al., 1999] , and then at an example of a commercial software library, the NAG Library [NAG, a] . The author of this report has to declare an interest in both of these software products; he is one of the authors of LAPACK and is currently a software developer employed by NAG Ltd. Naturally, the examples are chosen because of familiarity with the products and belief in them as quality products, but I have nevertheless tried not to introduce bias.
LAPACK stands for Linear Algebra PACKage and is a numerical software package for the solution of dense and banded linear algebra problems aimed at PCs, workstations and high-performance shared memory machines. One of the aims of LAPACK was to make the software efficient on modern machines, whilst retaining portability, and to this end it makes extensive use of the Basic Linear Algebra Subprograms (BLAS), using block-partitioned algorithms based upon the Level 3 BLAS wherever possible. The BLAS specify the interface for a set of subprograms for common scalar and vector (Level 1), matrix-vector (Level 2) and matrix-matrix operations (Level 3). Their motivation and specification are given in Lawson et al. [1979] , Dongarra et al. [1988a] and Dongarra et al. [1990] respectively. Information on block-partitioned algorithms and performance of LAPACK can be found in Anderson et al. [1999, Chapter 3] . See also Golub and Van Loan [1996, particularly Section 1.3] , and [Stewart, 1998, Chapter 2] , which also has some nice discussion on computation.
LAPACK has routines for the solution of systems of linear equations, linear least squares problems, eigenvalue and singular value problems, including generalized problems, as well as routines for the underlying computational components such as matrix factorizations. In addition, a lot of effort was expended in providing condition and error estimates. Quoting from the first paragraph of Chapter 4 -Accuracy and Stability -of the LAPACK Users' Guide:
"In addition to providing faster routines than previously available, LAPACK provides more comprehensive and better error bounds. Our goal is to provide error bounds for most quantities computed by LAPACK."
In many cases the routines return the bounds directly; in other cases the Users' Guide gives details of error bounds and provides code fragments to compute those bounds. Thus DGESVX is returning all the information necessary to judge the quality of the computed solution.
The routine returns an estimate of 1/κ(A), rather than κ(A) to avoid overflow when A is singular, or very ill-conditioned. The argument INFO is the LAPACK warning or error flag, and is present in all the LAPACK user callable routines. It returns zero on successful exit, a negative value if an input argument is incorrectly supplied, for example n < 0, and a positive value in the case of failure, or near failure as above. In the above example, INFO returns the value i if u ii = 0, in which case no solution is computed since U is exactly singular, but returns the value n + 1 if 1/κ(A) < u, in which case A is non-singular to working precision. In the latter case a solution is returned, and so INFO = n + 1 acts as a warning that the solution may have no correct digits. The routine also has the option to equilibrate the matrix A. See the documentation of the routine for further information, either in the Users' Guide, or in the source code available from netlib at http://www.netlib.org/lapack/index.html.
As a second example from LAPACK, routine DGEEVX solves the eigenproblem Ax = λx for the eigenvalues and eigenvectors, λ i , x i , i = 1, 2, . . . , n of the n by n matrix A. Optionally, the matrix can be balanced and the left eigenvectors of A can also be computed. Part of the interface is SUBROUTINE DGEEVX( ..., ABNRM, RCONDE, RCONDV, ... )
where the displayed arguments return the following information:
ABNRM -Norm of the balanced matrix RCONDE(i) -Reciprocal of the condition number for the ith eigenvalue, s i RCONDV(i) -Reciprocal of the condition number for the ith eigenvector, sep i
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Following a call to DGEEVX, approximate error bounds for the computed eigenvalues and eigenvectors, say EERRBD(i) and VERRBD(i), such that
where θ(ν i , ν i ) is the angle between the computed and true eigenvector, may be returned by the following code fragment, taken from the Users' Guide: EPSMCH = DLAMCH('E') DO 10 I = 1, N EERRBD(I) = EPSMCH * ABNRM/RCONDE(I) VERRBD(I) = EPSMCH * ABNRM/RCONDV(I) 10 CONTINUE These bounds are based upon Table 3, extracted from Table 4 .5 of the LAPACK Users' Guide, which gives approximate asymptotic error bounds for the nonsymmetric eigenproblem. These bounds as- sume that the eigenvalues are simple eigenvalues. In addition if the problem is ill-conditioned, these bounds may only hold for extremely small E 2 and so the Users' Guide also provides a table of global error bounds which are not so restrictive on E 2 . The tables in the Users' Guide include bounds for clusters of eigenvalues and for invariant subspaces, and these bounds can be estimated using DGEESX in place of DGEEVX. For further details see The LAPACK Users' Guide [Anderson et al., 1999, Chapter 4] and for further information see Golub and Van Loan [1996, Chapter 7] and Stewart and Sun [1990] .
LAPACK is freely available via netlib 11 , is included in the NAG Fortran 77 Library and is the basis of the dense linear algebra in the NAG Fortran 90 and C Libraries. Tuned versions of a number of LAPACK routines are included in the NAG Fortran SMP Library. The matrix computations of MATLAB have been based upon LAPACK since Version 6 [MathWorks; Higham and Higham, 2005] .
We now take an example from the NAG Fortran Library. Routine D01AJF is a general purpose integrator using an adaptive procedure, based on the QUADPACK routine QAGS [Piessens et al., 1983] , which performs the integration
where [a, b] is a finite interval. Part of the interface to D01AJF is SUBROUTINE D01AJF( ..., EPSABS, EPSREL, RESULT, ABSERR, ... )
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EPSABS -The absolute accuracy required EPSREL -The relative accuracy required RESULT -The computed approximation to I ABSERR -An estimate of the absolute error
In normal circumstances ABSERR satisfies
See the NAG Library documentation [NAG, b] and Piessens et al. [1983] for further details. QUAD-PACK is freely available from netlib 12 , and a Fortran 90 version of QAGS is available from the more recent quadature package, CUBPACK [Cools and Haegemans, 2003] , which is also available from netlib. Typically the error estimate for a quadrature routine is obtained at the expense of additional computation with a finer interval, or mesh, or the use of a higher order quadrature formula.
As a second example from the NAG Library we consider the solution of an ODE. Routine D02PCF integrates
where y is the n element solution vector and t is the independent variable, using a Runge-Kutta method. Following the use of D02PCF, routine D02PZF may be used to compute global error estimates. Part of the interface to D02PZF is SUBROUTINE D02PZF( RMSERR, ERRMAX, TERRMX, ... )
RMSERR(i) -Approximate root mean square error for y i ERRMAX -Maximum approximate true error TERRMX -First point at which maximum approximate true error occurred
The assessment of the error is determined at the expense of computing a more accurate solution using a higher order method to that used for the original solution.
The NAG D02P routines are based upon the RKSUITE software by Brankin et al. [1992] , which is also available from netlib 13 . See also and Brankin et al. [1993] . A Fortran 90 version of RKSUITE is also available 14 , see Brankin and Gladwell [1997] .
Many routines in the NAG Library attempt to return information about accuracy. The documentation of the routines includes a section labelled "Accuracy" which, when appropriate, gives further advice or information. For instance, the optimization routines generally quote the optimality conditions that need to be met for the routine to be successful. These routines are cautious, and sometimes return a warning, or error, when it is likely that an optimum point has been found, but not all the optimality conditions have been met. NAG and the authors of the routines feel that this is much the best approach for reliability -even if users would sometimes prefer that we were more optimistic! 
Other Approaches
What does one do if the software does not provide suitable estimates for the accuracy of the solution, or the sensitivity of the problem? One approach is to run the problem with perturbed data and compare solutions. Of course, the difficulty with this approach is to know how best to choose perturbations. If a small perturbation does significantly change the solution, then we can be sure that the problem is sensitive, but of course we cannot rely on the converse. If we can have trust that the software implements a stable method, then any sensitivity in the solution is due to the problem, but otherwise we cannot be sure whether it is the method or problem that is sensitive.
To help estimate such sensitivity there exists software that uses stochastic methods to give statistical estimates of backward error, or of sensitivity. One such example, PRECISE, is described in Chaitin-Chatelin and Frayssé [1996, Chapter 8] and provides a module for statistical backward error analysis as well as a module for sensitivity analysis. Another example is CADNA 15 ; see for example Vignes [1993] .
Another approach to obtaining bounds on the solution is the use of interval arithmetic, in conjunction with interval analysis [Moore, 1979; Kreinovich; Alefeld and Mayer, 2000] . Some problems can be successfully solved using interval arithmetic throughout, but for some problems the bounds obtained would be far too pessimistic; however interval arithmetic can often be applied as an posteriori tool to obtain realistic bounds. We note that there is a nice interval arithmetic toolbox for Matlab, INTLAB, by Rump [1999] that is freely available 16 ; see also Hargreaves [2002] . It should be noted that in general, the aim of interval arithmetic is to return forward error bounds on the solution.
Example 8.1 (Cancellation and interval arithmetic)
As a very simple example consider the computation of s in Example 3.1 using four figure interval arithmetic. Bearing in mind that interval arithmetic works with intervals that are guaranteed to contain the exact solution, we find that s = s1 s2 = 1.000 1.000 + 1.000 × 10 4 1.000 × 10 4 − 1.000 × 10 4 1.000 × 10 4 = 1.000 × 10 4 1.001 × 10 4 − 1.000 × 10 4 1.000 × 10 4 = 0 10 , so whilst the result is somewhat pessimistic, it does give due warning of the cancellation.
Finally we comment that one should not be afraid to exert pressure on software developers to provide features that allow one to estimate the sensitivity of the problem and the accuracy of the solution.
Summary
We have tried to illustrate the niceties of numerical computation and the detail that needs to be considered when turning a numerical algorithm into reliable, robust numerical software. We have also tried to describe and illustrate the ideas that need to be understood to judge the quality of a numerical solution, especially condition, stability and error analysis, including the distinction between backward and forward errors.
We emphasise that one should most certainly be concerned about the quality of computed solutions, and use trustworthy quality software. We cannot just blithely assume that results returned by software packages are correct. This is not always easy since scientists wish to concentrate on their science and should not really need to be able to analyse an algorithm to understand whether or not it is a stable method for solving their problem. Hence the emphasis in this report on the desirability of software providing proper measures of the quality of the solution.
