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Abstract
This thesis presents a series of numerical modelling studies into hydrody-
namic transport and larval dispersal. The initial investigation seeks to eval-
uate retention timescales in Liverpool Bay. The flushing time and residence
time are equal to 136 days and 103 days respectively, however small con-
centrations of seawater are retained over several years due to vigorous tidal
mixing. The age distribution is shown to be highly variable and dependent
upon tracer input duration, however salinity can be used to estimate the
mean age, which is not directly observable in practice.
Chapters 3, 4 and 5 all focus upon the dispersal of meroplanktonic larvae
and aim to determine how larval behaviour affects their transport. Verti-
cal migration is a significant influence upon larval dispersal within each case
study, although the effect of this behaviour is conditional upon local hydro-
dynamic conditions. For example diel vertical migration promotes dispersal
in the western Irish Sea, however the identical swimming pattern facilitates
local retention in the eastern Irish Sea. The ecological implications of these
findings are discussed.
This thesis concludes with an investigation into the impact of large CO2
leakages on the marine carbonate system at potential carbon sequestration
sites in the North Sea. Perturbations to seawater pH are found to vary
according to the rate, duration and location of CO2 input. The northern
North Sea is particularly vulnerable to large perturbations (> 1 pH units)
during the summer months, as the strong seasonal thermocline suppresses
CO2 outgasing.
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Chapter 1
Introduction
1.1 Introduction to Larval Dispersal
Marine benthic invertebrate taxa generally adopt one of three larval devel-
opment strategies, commonly referred to as direct (or non-pelagic) develop-
ment, lecithotrophy and planktotrophy (Vance, 1973; Todd and Doyle, 1981;
Lalli and Parsons, 1997). Direct developers have no planktonic larval stage,
and hatch as benthic juveniles that often closely resemble the adult form.
Lecithotrophic larvae are planktonic and feed upon yolk stored in the egg
during the larval stage. These larvae hatch in relatively small numbers from
large eggs, and have a short pelagic larval duration (PLD) that typically
ranges from less than a day to a few weeks. Finally, planktotrophic larvae
are also planktonic, however they feed upon planktonic food throughout the
larval stage. They tend to hatch in much greater numbers than either direct
developers or lecithotrophic larvae, and they generally have a longer PLD
that may range from a couple of weeks to several months. Altogether, ap-
proximately 70 % of benthic invertebrate species are said to have a planktonic
larval phase early in their life cycle (Lalli and Parsons, 1997).
Lecithotrophic and planktotrophic larvae hatch at a spawning site inhab-
ited by the adult population, and these propagules are subsequently advected
by ocean currents. Upon reaching the end of their PLD, the larvae return
to the seabed in order to locate an appropriate substrate and develop into
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a juvenile. As many invertebrate larvae have limited swimming capabilities,
larval transport is often largely determined (or at least heavily influenced) by
the local hydrodynamic circulation, and individuals may be advected great
distances between hatching and settlement. This transport of planktonic lar-
vae from a spawning ground to a settlement site by dynamic processes in the
marine environment is referred to as larval dispersal (Pineda et al., 2007).
1.2 Applications of Larval Dispersal
1.2.1 Population Connectivity
The length of time spent in the plankton is strongly correlated with disper-
sal distance (Shanks et al., 2003; Shanks, 2009). Although there are many
notable exceptions to the rule, a short PLD often restricts the dispersal
potential of lecithotrophic larvae, whereas the long PLD of planktotrophic
larvae may lead to dispersal over hundreds of kilometres. It is also possible
for larvae to be dispersed between geographically isolated subpopulations.
This exchange of individuals between subpopulations is known as connec-
tivity. In some marine environments, the dynamical regime may not favour
local retention of larvae, therefore subpopulations of benthic invertebrates
may rely upon recruitment of larvae from external sources for sustainabil-
ity. Alternatively if local populations are sufficiently isolated, the circulation
is retentive, or the PLD is very short, there may be no significant larval
exchange between them, and they may rely entirely upon local recruitment.
Most benthic invertebrates are highly sedentary throughout their adult
life, and many taxa such as mussels and barnacles are sessile, meaning they
permanently or semi-permanently attached to the substrate. Larval dispersal
is therefore critical for population dynamics and connectivity as the tempo-
rary larval stage is often the only opportunity for any significant migration
between local populations. If there is no appreciable larval exchange be-
tween distinct local populations, they are referred to as closed populations
(see figure 1.1), whereas if larvae are widely dispersed between local popu-
lations they are known as open populations (Cowen and Sponaugle, 2009).
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(a) Closed populations (b) Open populations
Figure 1.1: Schematic illustrating the concepts of connectivity, open and
closed populations. Grey blocks represent local populations, red arrows rep-
resent larval trajectories.
Connectivity is a fundamental concept in marine ecology, and determining
whether a local population is open or closed can have important implications
for marine management (Cowen et al., 2000). Furthermore, insufficient or
incorrect information about population connectivity can potentially lead to
poor marine management decisions (Carr and Reed, 1993). It has been sug-
gested that open populations may be more resilient to fishing pressure than
closed populations, and they may be less susceptible to species loss as they
are able to recruit individuals from external sources (e.g. Roberts, 1997).
Although the focus here has thus far been upon benthic invertebrate lar-
vae, planktonic dispersal is also relevant for the eggs and larvae of many
marine fish taxa, which are collectively termed ichthyoplankton. Fish lar-
vae may be dispersed downstream from their spawning site into a nursery
ground such as and estuary, seagrass meadow or mangrove forest (Rijnsdorp
et al., 1985; Beck et al., 2001; Bolle et al., 2009). These nursery grounds typ-
ically have conditions that are favourable for development, and tend to have
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high densities of juveniles (Beck et al., 2001). Additionally, the dispersal of
ichthyoplankton can also be important for population connectivity. Despite
the fact that adult fish are nektonic, meaning that they are capable swim-
mers and are able to swim independently of the local currents, many species
(particularly coral reef fish) remain remarkably close to their settlement site
throughout adulthood, restricting their activity to a “home range” that may
be a kilometre in length or shorter (Kramer and Chapman, 1999).
1.2.2 Marine Protected Areas
Interest in larval dispersal and connectivity has risen sharply over the past
25 years, and investigations into the subject are now highly frequent within
many marine ecology journals (Levin, 2006; Jones et al., 2009). One of the
primary applications fuelling this growing interest is in the design of effective
networks of marine protected areas (MPAs) and marine reserves.
A MPA is defined by the OSPAR Recommendation 2003/3 as “an area
within the maritime area for which protective, conservation, restorative or
precautionary measures, consistent with international law have been insti-
tuted for the purpose of protecting and conserving species, habitats, ecosys-
tems or ecological processes of the marine environment”, although various
other competing definitions are available (Agardy et al., 2003). The term
“marine reserve” is usually used to describe marine regions where any fishing
or other extraction activities are entirely prohibited. Networks of MPAs and
marine reserves have been widely advocated as a potential tool for conserv-
ing marine biodiversity and managing fisheries (Roberts et al., 2001; Agardy
et al., 2003; Gell and Roberts, 2003; Christie et al., 2010), and larval dispersal
is regarded as an important consideration in their design. There have been
various recommendations and discussions on the size and spacing of MPAs
in relation to local larval dispersal (e.g. Shanks et al., 2003; Palumbi, 2003;
Jones et al., 2009; Roberts et al., 2010), and there is an emerging consensus
on certain aspects of network design.
Ideally MPAs should be large enough so that sufficient numbers of larvae
are retained within the protected site to sustain the local population. Typical
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“rule of thumb” recommendations are for MPAs to have a minimum diameter
of at least 5 to 10 km in order to protect a self-sustaining local population,
although the exact requirements would be dependent upon each species and
local hydrodynamic conditions. Clearly this may not be feasible if resident
larvae have great dispersal potential (e.g. due to a long PLD or highly non-
retentive local circulation) and the local population is heavily reliant upon
larval import from external sources. In such cases it is recommended that
MPAs are placed in relatively close proximity to one another in order to allow
larvae with a high dispersal potential to migrate between adjacent protected
nodes. MPAs should also be small enough to allow a degree of larval export
to unprotected areas where fishing is permitted.
The design of MPA networks requires careful consideration of the various
requirements of different stakeholders (Gleason et al., 2010). The ultimate
objective of an MPA network should be to maximise the protection of bio-
diversity in the marine environment without restricting sustainable use of
marine resources. Although balancing these competing requirements can be
a difficult task, larval export from MPAs may actually lead to an increase
in the fishery yield in nearby unprotected areas (Palumbi, 2003). Therefore
larval dispersal studies can play an important role in designing and managing
MPA networks to achieve mutual benefits.
It is the aim of the OSPAR Commission to establish an ecologically co-
herent network of marine protected areas in the north-east Atlantic, which
should be far more effective at conserving marine biodiversity than isolated
sites. By the end of 2012 there were a total of 333 MPAs in the region (figure
1.2), however the network was still not judged to be ecologically coherent
(OSPAR Commission, 2012). Whilst there there is no precise formal defini-
tion of the term “ecological coherence”, and it is open to some interpretation,
connectivity of protected sites is one of the main assessment criteria. Larval
dispersal studies will therefore be an essential tool in the assessment of the
effectiveness of the MPA network in the north-east Atlantic as the network
continues to grow.
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Figure 1.2: Distribution of OSPAR MPAs across OSPAR Regions (as of
31 December 2012), reproduced with permission from OSPAR Commission
2012 Status Report on the OSPAR Network of Marine Protected Areas. This
figure was originally produced for the OSPAR Commission by the German
Federal Agency for Nature Conservation, Marine and Coastal Nature Con-
servation Unit
1.2.3 Invasive Species
Another relatively common motivation for studying larval dispersal is to un-
derstand the spread of invasive species in the marine environment. Marine
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organisms may be transported great distances whilst fixed upon the hull
of ships, or within ballast water (Carlton and Geller, 1993). As ships cir-
cumnavigate the globe, non-indigenous species can be introduced into new
environments where they are able to establish populations.
Invasive species can be detrimental to community structure as they con-
sume indigenous biota, and compete with others for limited resources such as
food and habitat. Such increased predation and competition may ultimately
lead to local extinctions of indigenous populations (Mack et al., 2000). The
pressure from invasive species has increased dramatically over recent cen-
turies in line with the rise in shipping activity (Ruiz et al., 2000). Identi-
fying invasive species and implementing effective measures to prevent their
associated deleterious impacts is regarded as one of the greatest challenges
to marine biodiversity (Mack et al., 2000; Molnar et al., 2008).
Notable examples of successful invasions in north-east Atlantic shelf seas
include the barnacle Elminius modestus and the mussel Mytilus galloprovin-
cialis. E. modestus is native to Australasia, however it was first observed
on the south coast of England in 1945 (Bishop, 1947). Pelagic larval dis-
persal enabled E. modestus to advance rapidly along the coasts of Great
Britain and continental Europe over the subsequent years, displacing the in-
digenous barnacle Semibalanus balanoides (Crisp, 1958). M. galloprovincialis
naturally inhabits the Mediterranean coast, although it has now successfully
established populations in several locations across the globe including South
Africa, Japan and Hawaii (reviewed by Branch and Steffani, 2004). M. gallo-
provincialis have also formed a population in south-west England where they
interbreed with M. edulis to create a hybrid population (Gilg and Hilbish,
2003a,b).
Whilst the initial introduction of invasive species in the marine environ-
ment is generally a consequence of shipping and other human activity, the
subsequent development of newly established populations is often rendered
possible due to pelagic larval dispersal (e.g. Crisp, 1958; Branch and Steffani,
2004). Larval dispersal studies have been used to predict the rate and direc-
tion of the expansion of invasive species populations (McQuaid and Phillips,
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2000), and have the potential to inform coastal management and effective
preventative measures. Conversely, distributions of invasive species may also
be monitored in order to derive information about larval dispersal more gen-
erally (Shanks, 2009).
1.3 Observational Methods
It is extremely difficult to monitor larval dispersal directly using the tradi-
tional mark and recapture techniques that are highly effective in terrestrial
and fisheries ecology because most species release millions of minuscule lar-
vae. Furthermore larval densities decrease rapidly with distance from the
source due to advective and diffusive physical processes, and also over time
due to high mortality rates. Despite this intrinsic difficulty, several methods
have been used to either observe larval dispersal patterns directly, or to infer
them from observational data with varying degrees of success (see Thorrold
et al., 2002; Palumbi, 2003; Levin, 2006; Thorrold et al., 2007; Hedgecock
et al., 2007; Cowen and Sponaugle, 2009; Jones et al., 2009; Carson et al.,
2013, for comprehensive reviews of various methods). Three of the most
commonly used methods are artificial (or chemical) tags, geochemical (or
environmental) tags and direct genetic analyses.
Artificial chemical tags involve marking larvae prior to dispersal and re-
capturing them at a later date to monitor their migration. This typically
requires eggs or developing larvae to be immersed within fluorescent com-
pounds or other chemical solutions that adhere to the individuals (e.g. Jones
et al., 1999). Whilst such studies may provide direct evidence of larval re-
tention or transport, there are several significant drawbacks. It is difficult to
ensure that significant handling effects have not been introduced whilst tag-
ging the eggs or larvae, and it is often difficult to recover tagged individuals
(Thorrold et al., 2002). Furthermore it is not possible to evaluate connectiv-
ity statistics without first estimating the proportion of the population that
were chemically tagged.
Recent investigations have begun transgenerational marking (Thorrold
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et al., 2006; Almany et al., 2007), which involves injecting adult females
with stable isotopes which are passed onto their offspring. This approach
is certainly less laborious than immersing eggs and larvae in chemical solu-
tions, and it may enable a greater proportion of the population to be tagged.
However there are conflicting reports on the extent that such tagging affects
larval development (Williamson et al., 2009; Starrs et al., 2014), therefore it
is possible that tagged larvae may not be representative of the population.
Geochemical tags, (or environmental tags) arise from the fact that vari-
ations in temperature, salinity or seawater chemical composition are often
naturally recorded by marine organisms, particularly in calcified structures
such as the shells or statoliths of invertebrates (Fodrie et al., 2011) or the
otoliths of fish (Vasconcelos et al., 2007; Cuveliers et al., 2010). If for exam-
ple the elemental composition of the shell of a juvenile invertebrate does not
reflect the surrounding habitat, then this may indicate that the individual
was imported from an external source, and it may be possible to identify its
origin.
There are benefits to this method over the artificial chemical approach,
notably that the entire population is naturally marked, and the lack of an
artificial marking procedure ensures that no adverse handling effects are in-
troduced. Drawbacks include the fact that geochemical markers can be am-
biguous and difficult to analyse (Thorrold et al., 1998; Martin et al., 2004).
Furthermore as this approach relies upon strong regional gradients in the
physical or geochemical properties of seawater, it may be particularly useful
in estuarine and coastal environments, however it is generally not suitable
for measuring dispersal in more spatially uniform environments such as the
open ocean.
Genetic approaches to investigating larval dispersal rely on genetic differ-
entiation amongst marine populations and can be either direct or indirect.
Direct genetic methods involve analysing genetic data and conducting sta-
tistical analyses in order to deduce either a likely population of origin (Gilg
and Hilbish, 2003a) or the exact parentage (Jones et al., 2005; Planes et al.,
2009; Christie et al., 2010; Berumen et al., 2012) of an individual. Indi-
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rect genetic techniques are used to study connectivity over evolutionary time
scales (Hedgecock et al., 2007). Unfortunately even low levels of migration
between subpopulations often diminish genetic differentiation substantially,
rendering some genetic methods unsuitable (Hellberg et al., 2002; Palumbi,
2003).
Whilst each of these observational methods can be effective and may
provide direct evidence of dispersal or retention of larvae, they are generally
labour intensive, and thorough experiments are expensive to conduct. No
single observational technique is universally suitable to study larval dispersal
in all species and environments, and most of these methods are only suited to
monitoring one spawning event. Furthermore each method involves making
various assumptions, for example regarding the proportion of larvae that are
tagged, larval mortality rates or population genetic structure. Because of the
numerous drawbacks to observational approaches, many marine ecologists
utilise numerical hydrodynamic models to predict larval dispersal patterns.
1.4 Passive Dispersal Models
Early numerical investigations that addressed larval dispersal were generally
based upon the premise of passive transport by the ambient local circulation.
Whilst some of these studies utilise Eulerian tracer concentrations within ide-
alised advection-diffusion or advection-diffusion-mortality models to research
aspects of larval dispersal in a general context (Hill, 1990; Cowen et al., 2000),
most focus upon a specific geographical area, incorporating spatial and tem-
poral variability of the local circulation into their calculations in order to
assess dispersal at a regional level (Dight et al., 1990; Black, 1993; Davidson
and deYoung, 1995; Jenkins et al., 1997; Roberts, 1997; Huggett et al., 2003).
Typically numerical hydrodynamic models are used to generate velocity
fields in the region of interest, and these data are used to force an “oﬄine”
particle tracking model. Particles representing larvae are released at a known
(or often assumed) spawning site, and are advected and diffused for a length
of time corresponding to the PLD of the species under investigation (figure
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1.3). The final particle locations are then assumed to represent potential
settlement sites for juvenile invertebrates or fish. The trajectories of the
passive particles can then be analysed to estimate dispersal distances and
connectivity statistics.
Aside from obvious reductions in costs and resources there are several
other advantages to using numerical techniques over observational methods.
Modelling studies can release many millions of particles, whereas genetic
parentage studies for example may only succeed in identifying a handful
of parent-offspring pairs (Christie et al., 2010). This ability to generate a
wealth of dispersal data is highly valuable when conducting statistical anal-
yses. With regular model output, numerical modellers are also able to pin-
point the exact location of each particle throughout their entire pelagic stage,
whilst observational studies are usually only able to estimate a spawning site
and settlement site. Furthermore it is usually relatively straight forward to
run simulations under different seasonal conditions, atmospheric forcing, or
even use future climate projections to estimate how climate change might
affect larval dispersal. On the other hand, these numerical methods are not
without their shortcomings, and many early modelling studies have received
strong criticism for making the major simplifying assumption of passive dis-
persal, neglecting larval behaviour. As with all numerical models they must
be carefully validated.
1.5 Larval Behaviour
It has long been established that the meroplanktonic larvae of coral reef
fish and large oceanic invertebrates are capable of actively influencing their
transport and should not be regarded as passive particles by ocean modellers
(Roe, 1984; Paris and Cowen, 2004). There is now substantial evidence
that the larvae of many smaller marine invertebrates in temperate coastal
environments display similar characteristics (Hillis, 1974; Pennington and
Emlet, 1986; Lindley et al., 1994; Hays et al., 1996; Irigoien et al., 2004;
Knights et al., 2006).
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Figure 1.3: A schematic illustrating the steps involved in passive larval dis-
persal modelling. (a) Step 1: Use a hydrodynamic model to produce velocity
fields at regular intervals. This panel depicts surface velocity (m s−1) off
the eastern English coastline in January 2002, calculated by the POLCOMS
MRCS model. Direction is indicated by the arrows, absolute velocity is in-
dicated by the colour axis. (b) Step 2: Initialise the particle locations at an
assumed adult spawning ground. (c) Step 3: Advect and diffuse the particles
in the model for a period of time corresponding to the PLD of the species
under investigation. (d) Step 4: Output the final particle distribution, which
represents potential larval settlement sites, and derive dispersal distances,
connectivity statistics etc.
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Many larvae are able to regulate their position in the water column. This
normally involves active vertical swimming to either maintain a desired depth
throughout the planktonic phase or migrate vertically in response to physical
and biological cues such as light intensity, tidal state or larval stage (Kings-
ford et al., 2002). If such behaviour is adopted within vertically sheared flows,
larvae will modify their dispersal pathway significantly, even if swimming ve-
locities are several orders of magnitude smaller than the local circulation
(Hill, 1991, 1998; Smith and Stoner, 1993; Cronin and Forward, 1979; North
et al., 2008). If vertical gradients in horizontal velocity are substantial, swim-
ming just a few metres in the vertical may result in vastly different dispersion
scenarios (Vikebo et al., 2005).
Perhaps the most widely documented form of vertical migration amongst
larvae and other zooplankton is diel vertical migration (DVM), whereby larval
depths fluctuate within the water column with a twenty four hour period.
The most common DVM strategy is referred to as nocturnal (or normal)
DVM, and it is characterised by a daily vertical ascent to the surface waters
at sunset, followed by a descent into deeper waters at sunrise (Lalli and
Parsons, 1997). There are also many reports of two other DVM strategies,
particularly amongst holoplanktonic copepods, referred to as twilight DVM
(or midnight sinking) and reverse DVM (or nocturnal descent). Twilight
diel vertical migration is characterised by plankton that rise to the surface at
dusk and slowly descend around midnight, followed by a second ascent at the
end of the night and a final descent at dawn (Cushing, 1951), whilst reverse
diel vertical migration involves plankton residing in the surface waters by
day and deep waters by night (Ohman et al., 1983).
Considerable effort has made to understand the adaptive significance of
this behaviour and several hypotheses have been proposed in an attempt to
explain the underlying motives. There is a large body of evidence to support
the argument that some zooplankton reside within darker sub-surface waters
during the day in order to avoid visually hunting predators, and return to
the surface waters at night as that is where food is most abundant (Zaret
and Suffern, 1976; Gliwicz, 1986; Neill, 1990; Hays, 2003). Similarly Ohman
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et al. (1983) suggests that the reverse DVM strategy is used by the marine
copepod Pseudocalanus sp. to avoid non-visually feeding nocturnal preda-
tors. Other proposed explanations for DVM include metabolic advantages
(McLaren, 1963) or a reduction in the risk of harmful ultraviolet radiation
(Pennington and Emlet, 1986; Leech and Williamson, 2001). Whilst it is
highly likely that no single universal driver, it is believed that evasion of visu-
ally hunting predators is probably the ultimate motive for most zooplankton
that perform DVM (Hays, 2003).
Ontogenetic vertical migration is another widespread form of vertical
swimming behaviour, where larval depths are dependent upon larval stage.
Amongst benthic invertebrate larvae, older late-stage larvae are often found
in deeper waters than their newly hatched counterparts (e.g Hillis, 1974),
presumably as they descend towards the seabed in order to locate a suitable
habitat for settlement. Some species are known to display rather more com-
plex ontogenetic behaviour patterns, such as a modification to the regular
DVM during certain larval stages (Shanks, 1986).
Yet another relatively common vertical migration scheme is circatidal
migration, which is characterised by swimming vertically in synchronisation
with tidal state. Some larvae are able to exploit the vertical shear in tidal
currents in order to manipulate their horizontal transport. This is achieved
by ascending in the water column during one stage of the tide to be advected
by the tidal flow, and returning to deeper waters (where tidal velocities are
weaker) or attach themselves to the seabed on the opposite tidal stage. By
utilising a single tidal stage in this manner, larvae can increase net advection
dramatically to promote dispersal. Alternatively, in estuarine and coastal
environments, larvae may ascend during the flood tide to reduce dispersal
and ensure local retention, or even migrate further up an estuary (Cronin
and Forward, 1979; DeVries et al., 1994; Knights et al., 2006). This pro-
cess is referred to as selective tidal stream transport (STST) (Forward and
Tankersley, 2001).
It is not clear whether larvae that exhibit circatidal migration respond to
changes in pressure, salinity, turbulence or another physical cue (Kingsford
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et al., 2002). Although circatidal migration behaviour is similar to DVM,
horizontal transport is apparently the purpose of circatidal migration, rather
than an indirect consequence.
Vertical swimming may be particularly important in determining the fate
of planktonic larvae in shelf seas as vertical gradients in horizontal velocity
can be substantial. Strong tidal currents and shallow depths result in sharp
vertical gradients in tidal flow in the bottom boundary layer. Large riverine
flow into regions of freshwater influence (ROFIs) (Simpson, 1997) result in
strong salinity-mediated horizontal density gradients that drive an estuar-
ine circulation (Heaps, 1972; Heaps and Jones, 1977; Simpson et al., 1990),
and can be seen to influence bottom current direction and sediment trans-
port (Brown et al., 2015). Cold water pools can develop in bathymetric
depressions beneath seasonal thermoclines, and the associated sharp bottom
horizontal density gradients drive seasonal jets and gyres that dominate the
local mean flow (Hill et al., 1994; Hill, 1996; Brown et al., 2003; Horsburgh
et al., 2000). These conspicuous geostrophic baroclinic features are often
found in shelf seas.
Whilst much of the modelling focus has been placed upon incorporating
vertical swimming into particle tracking models, this is only one (albeit very
important) aspect of larval behaviour. Some larger larvae are also capable
of directed horizontal swimming at considerable speeds; late stage coral reef
fish larvae are able to swim at velocities of tens of centimetres per second
(Leis et al., 1996; Leis and Carson-Ewart, 1997; Fisher et al., 2005). Such
horizontal swimming capabilities could either greatly enhance dispersal or
ensure local retention depending upon the swimming orientation.
Predation and mortality are also important considerations. Not only
does mortality reduce the overall number of larvae that survive through to
adulthood, but if there are spatial variations to mortality, for example due
to predator abundance, or food availability, then this can affect the overall
spatial pattern of dispersal and connectivity.
Another feature that is common amongst many marine taxa is the in-
fluence of physical properties, particularly temperature upon larval growth.
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Typically warmer seawater temperatures lead to faster development, and
therefore a shorter PLD (O’Connor et al., 2007). Some larvae also develop
at different rates according to seawater salinity (Thiyagarajan et al., 2003).
As shorter PLDs are typically associated with shorter dispersal distances
(Shanks et al., 2003), these effects can be important for larval dispersal and
connectivity. Other important considerations include competition for re-
sources, substrate availability and tolerances to physical properties such as
temperature and salinity.
This is certainly far from an exhaustive account of all aspects of larval
behaviour that influence dispersal (see Kingsford et al., 2002, for further
details), however it is apparent that larvae cannot be assumed to behave as
passive particles in numerical models unless there is sufficient evidence for
the contrary. Although marine modellers are often limited by the scarcity
of species-specific quantitative biological data, every effort should be taken
to ensure that numerical models take proper account (as best as possible)
of the particular behaviour of the species under investigation. Failure to do
so may lead to erroneous results, and potentially poor marine management
decisions.
1.6 Biophysical Models
In recent years larval dispersal studies have developed from two dimensional
passive particle tracking models to complex three dimensional biophysical
models that incorporate many of aspects of larval behaviour. Models that
include some form of vertical migration are now commonplace (e.g. Emsley
et al., 2005; Marta-Almeida et al., 2006; van der Molen et al., 2007; Vikebo
et al., 2007; North et al., 2008; Fox et al., 2009; Bolle et al., 2009; Ospina-
Alvarez et al., 2012; Robins et al., 2013), although the parametrisation of
this behaviour varies considerably.
Simulated vertical swimming behaviour ranges from relatively simple
schemes where particle depth or swimming velocity is prescribed as either
a sinusoidal or piecewise constant function of time (Robins et al., 2013), to
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complex stochastic vertical swimming sub-models where particles respond
to physical cues such as a halocline (North et al., 2008). It is known that
the precise numerical parametrisation of vertical migration behaviour can
influence results (Sundelof and Jonsson, 2012). Complex stochastic vertical
swimming sub-models are generally considered to be superior providing that
they can be validated against observational data, however straightforward
swimming schemes are more appropriate if swimming behaviour is not fully
understood, or for generic larval dispersal studies that do not focus upon a
particular species.
Recently there have been numerous attempts to include directed hori-
zontal swimming into modelling studies (reviewed by Staaterman and Paris,
2014). This is now a promising and growing area of research, however di-
rected horizontal swimming is clearly more difficult to simulate accurately
than a regular vertical oscillation. Other elements of larval behaviour and
physiology that have been successfully incorporated into numerical models
include e.g. temperature-dependent larval development rates (Vikebo et al.,
2005; Ospina-Alvarez et al., 2012; Nicolle et al., 2013; Phelps et al., 2015a).
Significant advances in computational power and affordability have also
led to increasingly sophisticated modelling techniques. For example early
larval dispersal studies often relied upon the Euler method of integration to
calculate particle advection; this technique has now largely been superseded
by advanced numerical schemes such as the Runge-Kutta 4th order method
(North et al., 2008) or the Adams-Bashforth / Adams-Moulton predictor-
corrector method (Peliz et al., 2007). Such methods are well known to be
considerably more accurate at calculating particle advection (Ramsden and
Holloway, 1991; North et al., 2009; Qiu et al., 2011).
The number of particles simulated in typical studies has also risen sharply
(Willis, 2011), and modern studies now regularly use upwards of one million
particles, and sometimes considerably more. Greater numbers of particles
ensure that the results are not overly influenced by outliers. Ideally one
should conduct statistical tests to ensure that the number of particles is
sufficient for the investigation (Brickman and Smith, 2002; Simons et al.,
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2013).
There have also been significant developments in the treatment of diffu-
sion in larval dispersal models. Hunter et al. (1993) highlighted the fact that
non-uniform diffusivity can lead to artificial particle accumulation in regions
of low diffusivity. In order to ensure that the well-mixed condition is met (i.e.
a uniform distribution of particles remains uniform at all time, see Brickman
and Smith, 2002, for details) additional terms are added to the stochastic
diffusion equation. This problem has since been addressed by Visser (1997)
and Ross and Sharples (2004), who also highlight the importance of the time
step selection and boundary conditions. Further information on the recom-
mended practice for modelling planktonic eggs and larvae and their behaviour
is provided by North et al. (2009), Willis (2011) and Staaterman and Paris
(2014).
Whilst this vast research field has seen some significant developments over
the past decade, it is clear that certain aspects of larval dispersal remain
poorly understood, and there is still plenty of scope for further improve-
ments. It is vital for effective marine management that future investigations
utilise appropriate research methods to discern the extent of dispersal and
connectivity, particularly in exploited coastal regions.
Each study method from genetic parentage analyses to numerical mod-
els have their own benefits and drawbacks, and no single method can be
considered universally superior. Several investigations have successfully sup-
plemented modelling simulations with observational data (Gilg and Hilbish,
2003b; Galindo et al., 2010; Christie et al., 2010). It would appear likely that
combining methodologies in this manner will be critical in working towards
a general understanding of larval dispersal in the marine environment.
1.7 Hydrodynamic Transport Timescales
Although the principal focus of this thesis is upon the dispersal of planktonic
larvae, chapter 2 is dedicated to a numerical investigation into hydrodynamic
transport timescales. Transport timescales such as age, residence time and
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flushing time have found widespread application within marine science (e.g.
Waugh et al., 2004; Zhang et al., 2010; Olbert et al., 2011). In this investiga-
tion these timescales are each evaluated in Liverpool Bay, a shallow coastal
marine region with artificially enriched nutrient concentrations.
This chapter serves as an effective introduction to both the study region
and the POLCOMS hydrodynamic model. It also introduces many physical
processes in coastal oceanography, such as estuarine circulation, advection
of dissolved passive tracers, turbulent mixing and strain-induced periodic
stratification. Whilst this investigation does not directly deal with larval
dispersal, the residence time of a coastal region is known to influence larval
dispersal, with longer residence times favouring greater local retention.
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Chapter 2
Hydrodynamic Timescales in a
Hyper-tidal Region of
Freshwater Influence.
This chapter is based upon Phelps, J. J. C., Polton, J. A., Souza, A. J.
and Robinson, L. A. Hydrodynamic timescales in a hyper-tidal region of
freshwater influence. Continental Shelf Research, 63: 13-22, 2013.
Abstract
This study uses a three dimensional hydrodynamic model to investigate
transport timescales in Liverpool Bay, a shallow hyper-tidal region of fresh-
water influence (ROFI) with a density-driven baroclinic residual circulation.
Flushing time, residence time and age are evaluated, providing rigorously
defined parameters to describe the rate of offshore freshwater transport and
basin replenishment. Additional challenges encountered when assessing these
timescales in a tidally mixed regime are highlighted by idealised models.
Climatological river gauge data reveals that the numerous local rivers
contribute an average of 203 m3s−1 of freshwater to Liverpool Bay. Based
upon the mean salinity distribution, this would suggest a flushing time of
approximately 136 days. The mean residence time of the region is approx-
imately 103 days although small concentrations of water are retained over
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several years due to vigorous tidal mixing.
Age in the region is highly variable with regular oscillations caused by
tidal advection, whilst long term fluctuations are governed by river flow rates.
The mean age gradient is directed offshore, approximately parallel to both
the salinity gradient and the major axis of the tidal ellipse, with basin wide
average magnitude of 6 days km−1. It is shown that salinity may be used to
estimate the age of freshwater, which is not directly observable in practice.
2.1 Introduction
Concerns about the exposure of marine ecosystems to anthropogenically en-
riched fluvial nutrient concentrations, toxic metals and other pollutants have
led to a drive within biological and geochemical research to investigate the
fate of freshwater in shelf seas. A thorough understanding of the transport
of freshwater runoff is essential for effective marine management and proper
protection of the coastal zone. With increasingly sophisticated numerical hy-
drodynamic models, together with modern advances in Constituent-oriented
Age and Residence time Theory (CART) (Delhez et al., 1999; Deleersnijder
et al., 2001; Delhez and Deleersnijder, 2002; Delhez et al., 2004), there is
an unprecedented opportunity to properly assess the vulnerability of coastal
waters to the stresses of anthropogenic activity.
Although the impacts of marine pollution upon a coastal ecosystem are
diverse, eutrophication represents one of the greatest threats to the biodi-
versity of many shallow shelf regions. Undesirable disturbances associated
with eutrophication include harmful algal blooms and depletion of dissolved
oxygen, which may have a devastating impact upon fish and invertebrate
populations (Hallegraeff, 1993). Additionally, blooms of toxin producing al-
gae may ultimately result in human illnesses, and potentially human fatalities
through the consumption of seafood (Hallegraeff, 1993). The risk of eutroph-
ication is amplified when the local hydrography is retentive (Schindler, 2006)
and as such freshwater transport timescales are fundamental properties when
considering the potential effects of nutrient enrichment.
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Three of the most frequently utilised methods of quantifying transport
time in a marine environment are flushing time, residence time and age (Mon-
sen et al., 2002). Flushing time is defined as the ratio of the mass of a scalar
in a bounded system to the rate of renewal of that scalar. In this investigation
flushing time serves as an elementary method to approximate the time taken
to completely replenish the freshwater content of a basin. The residence time
of a water parcel is defined as the length of time that it will remain within
the region before exiting through an offshore boundary. This describes the
typical exposure of the basin to any dissolved constituent or contamination
and acts as a quantitative measure of how retentive the local hydrography is.
Finally the age of a water parcel refers to the length of time that has elapsed
since it entered the system through a source point (Zimmerman, 1976). In
coastal marine modelling this source point is typically an estuary. This study
aims to evaluate these three timescales in Liverpool Bay, a coastal marine
region with a history of nutrient enrichment.
Liverpool Bay has been the subject of numerous biological and geochemi-
cal investigations, (e.g. Gowen et al., 2000; Gowen and Stewart, 2005; Gowen
et al., 2008; Greenwood et al., 2011; Panton et al., 2012) many of which
primarily conducted to observe the elevated nutrient concentrations in the
basin, and to assess the risk of coastal eutrophication and other deleterious
impacts. Heightened concentrations of nitrogen and phosphorus are found
throughout the winter months, particularly in the vicinity of the estuaries,
this is attributed to the impact of industrial and domestic eﬄuent. There
is also substantial evidence to suggest that nutrient enrichment contributes
to an elevated biomass in the region (although not necessarily an undesir-
able disturbance), and as such the necessity to closely monitor the region
continues.
2.2 Study Region
Liverpool Bay is a shallow coastal sub-region of the semi-enclosed Irish
Sea (figure 2.1). Liverpool Bay was closely monitored for eight years by
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Figure 2.1: Location of Liverpool Bay (highlighted in red) in relation to
Great Britain and Ireland.
the coastal observatory (Howarth and Palmer, 2011) led by the Proudman
Oceanographic Laboratory (now part of the National Oceanography Centre).
Observational data collected by routine CTD surveys, fixed moorings, coastal
tide gauges, satellite data and instrumented ferries are supplemented by nu-
merical simulations with the objective of gaining insight into the response of
a shelf sea to natural forcing and the consequences of human activity.
Freshwater enters the bay at discrete point sources through several rivers,
including the Mersey, Ribble, Dee, Conway and Clwyd (shown in figure 2.2).
These rivers collectively maintain a strong, quasi-stable offshore salinity gra-
dient (figure 2.3), resulting in a zonal offshore density gradient of approx-
imately 0.12 kg m−3 km−1 (Verspecht et al., 2009b). Liverpool Bay is de-
scribed as a Region Of Freshwater Influence (ROFI) (Simpson, 1997).
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Figure 2.2: POLCOMS Irish Sea model bathymetry (m) data in Liverpool
Bay. Major rivers are labelled and the domain boundary is highlighted in
red.
Liverpool Bay experiences a temperate climate and temperature gradients
are directed onshore during summer and offshore during winter. The seasonal
variability in the direction of the temperature gradient is due to the fact that
shallow coastal waters respond faster to atmospheric temperature changes
than deeper offshore waters (Polton et al., 2011). This variable temperature
distribution has a relatively weak influence upon the density field in contrast
to the salinity distribution.
Liverpool Bay is categorised as a hyper-tidal region, with semi-diurnal
tidal currents that reach 1 m s−1, and an exceptionally large tidal range
that occasionally exceeds 10 m during spring tides. Tidal flow is approxi-
mately rectilinear within Liverpool Bay, taking the form of a standing wave,
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Figure 2.3: The average surface salinity (psu) distribution in Liverpool Bay.
(a) Calculated from observational salinity data, collected from a series of 68
coastal observatory cruises. (b) Calculated from POLCOMS hydrodynamic
model salinity output, forced with meteorological data from the year 1999.
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propagating almost parallel to the density gradient (Polton et al., 2011).
Water column stability in Liverpool Bay fluctuates according to tidal
state and tidal phase due to the strain-induced periodic stratification (SIPS)
process (Simpson et al., 1990). Buoyant brackish water is advected over the
denser ambient water during the ebb tide due to the interaction between
horizontal density gradient and vertical shear in tidal velocity, resulting in
a stratified water column. On the flood tide the process is reversed and the
water column reverts to a vertically mixed state. Whilst this phenomenon
has been observed in other macro-tidal ROFIs (e.g. the Rhine ROFI Souza
and Simpson, 1996), it is particularly pronounced here due to the mutual
alignment of the density gradient and the major axis of the tidal ellipse. SIPS
is found in Liverpool Bay on most tidal cycles, however enduring stratification
can persist over the flood tide during neaps (Simpson et al., 1990; Verspecht
et al., 2009a; Palmer and Polton, 2011).
Observations and modelling studies demonstrate that wind stress also has
an important influence upon the residual circulation and the development
of stratification in Liveprool Bay (Verspecht et al., 2009a,b). The mean
surface flow is strengthened during periods of offshore (south-easterly) winds,
whereas onshore (north-westerly) winds lead to a significant reduction in
the strength of the surface flow, and occasionally a reverse in the direction.
Similarly wind straining may either facilitate or restrict the development of
stratification depending upon wind direction. Offshore winds enhance SIPS
on the ebb tide and slow the breakdown of stratification on the flood tide,
whilst onshore winds have the opposite effect.
Although the tidal flow dominates the kinetic energy budget in Liverpool
Bay, it is the residual circulation that is of primary importance for long-term
freshwater transport. The long-term mean circulation in Liverpool Bay is
spatially variable, but it broadly consists of a northward offshore surface flow
of approximately 0.04 m s−1 that rotates with depth, culminating in a south-
ward onshore bottom flow of around 0.02 m s−1 (Polton et al., 2013). The
principal component of this residual flow is a result of the salinity-controlled
baroclinic density field, that introduces a horizontal pressure gradient, which
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in turn induces an estuarine circulation under the influence of rotation. This
component of the mean flow was described by Heaps (1972) as an approx-
imate balance between the pressure gradient, Coriolis and frictional forces.
Freshwater input is therefore paramount to the local hydrodynamic regime.
There have been some notable recent developments upon the work of
Heaps (1972), which attempt to eliminate the discrepancy between theory
and observations. Verspecht et al. (2009b) analysed five years of acoustic
doppler current profiler (ADCP) measurements and found that the peri-
odic stratification in Liverpool Bay further complicates the mean circulation
through its effect upon the eddy viscosity. As the water column stratifies
towards the end of the ebb tide, vertical mixing is suppressed, and the den-
sity driven flow strengthens. Tidal flow therefore ultimately reinforces the
offshore transport of freshwater through nonlinear rectification of the mean
flow. Whilst the necessary assumption of Heaps (1972) of a constant eddy
viscosity is unrealistic, Verspecht et al. (2009b) found that by reducing the
viscosity from 0.0234 m2 s−1 (which is typical of a mixed water column) to
0.0129 m2 s−1 the model error can be reduced significantly.
Polton et al. (2013) also built upon this work by adjusting the model
to be constrained by surface velocity, which can be readily deduced from
high frequency (HF) radar observations, rather than freshwater flow and the
horizontal density gradient, which are not as well understood. By using this
method, two-dimensional surface flow data can be combined with the analyt-
ical model to infer a relatively accurate spatially variable three-dimensional
velocity field.
Another component of the mean circulation arises from a modification
to the barotropic tide. Although the tide in Liverpool Bay is generally al-
most entirely rectilinear, stratification decouples the upper and lower mixed
layers, resulting in counter rotating tidal ellipses in the surface and bottom
waters (Verspecht et al., 2010; Palmer, 2010). During periodic stratifica-
tion this tidal modification will introduce a brief northward surface flow and
southward bottom flow (Palmer, 2010; Palmer and Polton, 2011), therefore
complimenting the density driven flow. This mechanism is referred to as
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SIPS pumping.
An additional contribution to the transport of freshwater in Liverpool Bay
comes in the form of tidally induced shear dispersion (Bowden, 1965). Shear
dispersion occurs due to the interaction between vertical turbulent mixing
and the vertical gradient in the horizontal velocity profile, resulting in an
effective horizontal diffusion. In Liverpool Bay, this will lead to a reinforced
horizontal diffusion in the east-west direction, parallel to the major axis of
the tidal ellipse.
Whilst the density-driven residual flow is believed to be the primary con-
trol upon the fate of freshwater in Liverpool Bay, the nonlinear influence of
tidal circulation can clearly not be ignored. For a thorough contemporary
introduction to physical and dynamical oceanography in Liverpool Bay the
reader is referred to Polton et al. (2011).
Flushing time and residence time can only be defined for bounded do-
mains, and whilst the coastline provides clear eastern and southern bound-
aries of Liverpool Bay, there are no universally accepted offshore boundaries.
For the purpose of this investigation, Liverpool Bay shall henceforth refer to
the coastal region bounded to the north by the latitude of the Ribble estuary,
and bounded to the west by the longitude of the Conway estuary (shown in
figure 2.2). It should be noted that this choice of boundaries will affect the
timescales evaluated in this study, and that larger domains are associated
with longer timescales.
2.3 Methodology
2.3.1 Model Description
This investigation used the Proudman Oceanographic Laboratory Coastal
Ocean Modelling System (POLCOMS) Irish Sea model, a high resolution (∼
1.8 km), three dimensional hydrodynamic model of a shelf region containing
the whole Irish Sea (7◦ to 2.6◦ W, 51◦ to 56◦ N). POLCOMS is formulated
upon a staggered Arakawa B-grid (Arakawa and Lamb, 1977), and verti-
cal discretisation is achieved using terrain following σ−coordinates, with the
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water column divided into 32 cells of equal depth. The model utilises the
piecewise parabolic method (PPM) advection scheme (Colella and Wood-
ward, 1984), which allows for artificial steepening of gradients during the
advection process, making it highly non-diffusive in comparison to linear ad-
vection schemes (James, 1996). Due to both the grid choice and advection
scheme, POLCOMS is particularly suitable for modelling the tidal mixing
fronts and river plumes found within the Irish Sea.
POLCOMS is coupled to the General Ocean Turbulence Model (GOTM),
and the k−  turbulence closure scheme of Canuto et al. (2001) was adopted
throughout the present study to calculate eddy viscosity and diffusivity. This
is widely regarded as a physically sound and computationally efficient tur-
bulence closure scheme (Burchard and Bolding, 2001).
River forcing is simulated by increasing sea surface elevation and reducing
salinity according to the volume flux at the river input grid cell. Temperature
is also modified throughout the water column to account for the temperature
difference between river and shelf sea. Volume fluxes are taken from the
Environment Agency river gauge data, archived at the Centre for Ecology
and Hydrology (CEH), which are then scaled to include unmeasured rivers
and tributaries and other accumulation of freshwater downstream of the river
gauges (CEH, 2003).1 Whilst this approach to river forcing neglects the
transfer of momentum from estuary to shelf sea, the receiving basin is subject
to strong tidal currents and volumetric flow rates are very small compared
to that of Liverpool Bay. The impact of neglecting estuarine momentum
transfer is therefore expected to be minimal at this resolution.
This method is partially validated by the good qualitative agreement with
the field data, however in a detailed comparison between simulations and ob-
servations Polton et al. (2011) found that the model does overestimate the
strength of both the horizontal salinity gradient and the vertical stratifica-
tion. This is believed to be due to river flow uncertainty and weaknesses in
the turbulence closure scheme in replicating a coastal environment. Whilst
1As there was no available data for the Conway this was taken into account by linearly
scaling the Clwyd flow rates in the same manner as other unmeasured tributaries.
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it is difficult to determine precisely how these weaknesses in the model might
affect the timescales assessed in this study, they do lead to an overestimation
of the strength of the density driven mean flow (Polton et al., 2013), and
one might expect this to ultimately result in an underestimation of the age
and residence time in the region. Further comparisons between the model
and observations in Liverpool Bay are given by Polton et al. (2011); O’Neill
et al. (2012), and in the southern North Sea by Holt et al. (2005). For a
more thorough technical description of the model the reader is directed to
Holt and James (2001).
2.3.2 Flushing Time
Flushing time is defined as the ratio of the mass of a scalar in a bounded
system to the rate of renewal of the scalar (Monsen et al., 2002). In a ROFI
the scalar is frequently taken to be the freshwater content of the system.
Assuming an input salinity of si and a background salinity sb, the volume of
freshwater Vf within a volume V with salinity s may be calculated according
to
Vf = V
(
s− sb
si − sb
)
. (2.1)
The flushing time TF is then taken as the volume of freshwater divided by
the average volumetric freshwater input rate Q,
TF =
Vf
Q
. (2.2)
Whilst it is possible to estimate the flushing time from salinity observations,
the CTD grid in Liverpool Bay does not extend to the coast (see figure
2.3a) so some inference would be necessary to approximate coastal salinity
values. Other available observational data do not provide sufficient spatial or
temporal coverage, therefore a modelling approach is therefore adopted. In
this study the freshwater volume is estimated from the salinity distribution
as predicted by the POLCOMS model. Climatological mean river flow data
are used in the model run as flushing time is highly sensitive to river flow
rates, which fluctuate rapidly in Liverpool Bay (see figure 2.4). The total
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volume of freshwater is then calculated according to equation 2.1 once every
300 s.
2.3.3 Residence Time
The residence time of a particle is defined by Zimmerman (1976) as the length
of time taken for the particle to be removed from the bounded system. In
a hyper-tidal environment, a water parcel will be thoroughly mixed by tur-
bulent diffusion and different concentrations will leave the region at different
times, so it is not possible to assign a single residence time to a volume of
water. The following Eulerian definition of residence time given by Takeoka
(1984) is adopted.
Suppose a water parcel located at x is injected with a passive tracer
at time t0, and let m(x, t) be the mass of this tracer remaining within the
bounded system at time t. The remnant function r(x, t) is defined as the
ratio of the remaining tracer mass to the initial tracer mass,
r(x, t) =
m(x, t)
m(x, t0)
. (2.3)
The mean residence time at location x and time t0 is given by the integral
of the remnant function over time,
TR(x, t0) =
∫ ∞
t0
r(x, t) dt. (2.4)
This definition can be interpreted as the mass weighted mean residence time
of a water parcel.
Calculating the residence time with a fine spatial resolution requires ei-
ther numerous model runs or the transport of multiple tracer fields. This
would come at a considerable computational cost. Whilst this problem may
be overcome by utilising the adjoint method of Delhez et al. (2004), this
procedure involves running the model backwards and is not adopted here.
Instead, spatial variability has been sacrificed in favour of computational ef-
ficiency, and a single tracer is injected throughout the domain at an initial
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time step. The spatially averaged remnant function 〈r〉 is evaluated at every
time step by taking a global sum of the tracer remaining within Liverpool
Bay. As such a single mean residence time 〈TR〉 is obtained for the whole
bounded region. A similar approach has been taken previously in both ex-
perimental (Jefferies et al., 1982) and computational (Dabrowski et al., 2010)
investigations.
Some previous studies in the Irish Sea (e.g. Jefferies et al., 1982) have
assumed tracer loss to be proportional to the remaining tracer mass, therefore
allowing the remnant function to be approximated by an exponential curve,
〈r (x, t)〉 ≈ r1(t) = e−At, (2.5)
where t is time after the initial tracer input in days and A is a constant to
be determined for each individual case. Similarly Dabrowski and Hartnett
(2008) found that the exponential model of Murakami (1991), equivalent to
〈r (x, t)〉 ≈ r2(t) = e−(Bt)C , (2.6)
where B and C are constants to be determined, can be used to represent the
remnant function rather accurately in the Irish Sea. In the current investi-
gation, both models are fitted to the remnant function in order to compare
their ability to accurately predict the loss of water masses in Liverpool Bay.
Both curves are optimised to fit the remnant function using an iterative ap-
proach to minimise the mean squared error, thus maximising the coefficient
of determination R2. As highlighted by Kvalseth (1985), there are several
forms of R2 that are used in published scientific literature, not all of which
are appropriate for nonlinear models. The following definition of R2 is used
in this study
R2 = 1−
∑
(yi − yˆi)2∑
(yi − y)2
, (2.7)
where yi are the values derived from POLCOMS model output, y is the mean
value of yi, and yˆi are the predicted values given by the simplified models in
equations 2.5 and 2.6.
32
2.3.4 Age
The age of a particle is defined as the length of time that has elapsed since it
entered the domain. Once again this Lagrangian definition is inappropriate
when describing the age of larger water parcels in a turbulent environment
and an Eulerian description of age is adopted, given by Deleersnijder et al.
(2001).
The age concentration spectrum c(x, t, τ) is defined as the concentration
of the water at location x and time t that has an age of τ . The mass weighted
mean age a(x, t) is defined as the first moment of the age concentration
spectrum with respect to age
a(x, t) =
α (x, t)
C (x, t)
, (2.8)
where
C (x, t) =
∫ ∞
0
c(x, t, τ) dτ, (2.9)
α (x, t) =
∫ ∞
0
τc(x, t, τ) dτ. (2.10)
Assuming that freshwater concentration sources P have a prescribed age of
zero and that there are no freshwater sinks, the evolution of α and C is
governed by the following transport equations,
∂C
∂t
= P −∇ · (uC) +∇ · (K · ∇C), (2.11)
∂α
∂t
= C −∇ · (uα) +∇ · (K · ∇α), (2.12)
where u is the velocity vector and K is the diffusivity tensor. Full derivation
of these equations2 and further details may be found in Deleersnijder et al.
(2001) .
2Note that equations 2.11 and 2.12 differ slightly from the corresponding equations
(2.17) and (2.30) of Deleersnijder et al. (2001) because tracer destruction is neglected
(Di = 0 and δi = 0), all tracer input is assumed to have an age of zero (pii = 0), and
different constituents are not considered separately (so the subscript i is dropped).
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In this study the age distribution is estimated in Liverpool Bay using the
POLCOMS model with real daily river gauge data (i.e. not climatological
mean data). The tracer source term P is proportional to the temporally
variable volumetric freshwater flux at each of the numerous rivers. Each
river is weighted equally, and the age may be interpreted as the mean length
of time that has elapsed since the freshwater content at a given location
entered Liverpool Bay through one of the estuaries.
Equations 2.11 and 2.12 are solved using the standard time-splitting PPM
advection and vertical diffusion subroutines written in POLCOMS. Horizon-
tal diffusion is neglected in the model. An explicit tracer source term was
used for P in equation 2.11 and an implicit ageing term C in equation 2.12
following the guidance of Mercier and Delhez (2010). Although it has been
noted that non-linear advection schemes such as PPM may lead to some
non-physical behaviour (such as an age in excess of the model run time) due
to differently shaped sub-grid-cell profiles of C and α (Mercier and Delhez,
2010), this was only observed where C was extremely small (attributed to nu-
merical diffusion). In such regions the age was artificially limited to prevent
it exceeding the tracer input duration.
2.4 Results
2.4.1 Flushing Time
River gauge data revealed that the average volumetric flow rates for the
Mersey, Ribble, Clwyd and Dee (along with associated tributaries) were 70,
50, 43 and 40 m3 s−1 respectively between the years 1950 and 2005. Collec-
tively these rivers contributed an average freshwater budget of 203 m3 s−1 to
Liverpool Bay, with an annual total of 6.4 km3. Climatological data shows
that river flow is typically around 3 times greater during winter than during
summer (figure 2.4a). However in any given year the river flow rates fluctuate
dramatically (figure 2.4b). River flow rates in the distinct rivers are clearly
closely correlated, particularly between rivers with directly adjacent catch-
ment areas (e.g. Clwyd and Dee) (see table 2.1). The cumulative volumetric
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river flow can reach 1000 m3 s−1 or greater during significant rain events.
Unsurprisingly the freshwater volume was found to oscillate dramatically
during the POLCOMS simulation according to tidal state and freshwater
input rates. This is due to large volumes of freshwater advancing beyond
the bounded system during the ebb tide, and the strong influence of river
flow rates upon the salinity distribution in Liverpool Bay. During a single
year model run the volume of freshwater within the bounded system varied
between 1.5 and 3.8 km3, based upon an assumed input salinity of 0 and a
background salinity of 34, typical of the central Irish Sea. This gives rise to
a flushing time ranging from 88 to 215 days. The annual mean freshwater
volume in Liverpool Bay was found to be 2.4 km3, giving an average flushing
time of 136 days.
2.4.2 Residence Time
The POLCOMS model was run with real river gauge data for a full decade in
order to ensure that the region had been entirely replenished, beginning with
an initial tracer injection on the first high tide of 1st January 1991. Any tracer
quantities remaining beyond the decade were deemed negligible. It took 37
days, 330 days and 1140 days for the remnant function to permanently fall
below values of 0.5, 0.1 and 0.01 respectively (figure 2.5). The remnant func-
tion fluctuated with semi-diurnal tidal frequency as tracer masses oscillated
over the offshore domain boundaries. There were occasional periods when
the remnant function increased noticeably, suggesting a certain degree of re-
circulation in the region. The mean residence time in Liverpool Bay was
found to be 103 days.
The closest representation of the remnant function by equation 2.5 was
found with A = 0.0151 days−1, giving a root mean squared error of 0.0457
and a coefficient of determination of R2 = 0.819. The closest fit of equation
2.6 to the remnant function was found with values B = 0.0196 days−1 and
C = 0.509, giving a root mean squared error of 0.0132 and a coefficient
of determination of R2 = 0.993. With these values equations 2.5 and 2.6
give residence time estimates of 66.2 and 101.9 days respectively. It is clear
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River Mersey Ribble Clwyd Dee
Mersey 1 0.806 0.780 0.779
Ribble 0.806 1 0.624 0.668
Clwyd 0.780 0.624 1 0.904
Dee 0.779 0.668 0.904 1
Table 2.1: Matrix of correlation coefficients for the volumetric river flow in
the rivers Mersey, Ribble, Clwyd and Dee. Daily mean river flow data were
collected between the years 1950 and 2005 inclusive.
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Figure 2.4: Volumetric river flow rates into Liverpool Bay. (a) Climatological
mean river flow data showing the daily average rate between 1950 and 2005.
(b) River flow data in example year 1994.
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Figure 2.5: Spatially averaged remnant function in Liverpool Bay and fitted
curves, with A = 0.0151 days−1, B = 0.0196 days−1, C = 0.509.
that the former equation does not capture the temporal variability of the
remnant function in this scenario, it significantly underestimates the mean
residence time and it is simply not a suitable model for the remnant function
within this region. The latter equation meanwhile fits the POLCOMS output
remarkably well. Both curves are displayed in figure 2.5.
2.4.3 Age
Once again the POLCOMS model was initiated on the 1st January 1991
and run for a full decade in order to ensure that Liverpool Bay waters have
been entirely renewed and that the age distribution may be regarded as fully
developed within the region of interest.
The model output showed a tendency for the mean age in Liverpool Bay
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to increase over the initial period of the simulation. This may be due to a
combination of recirculation and tidal mixing, facilitating the local retention
of freshwater in small concentrations over multiple years and drawing much
older seawater into the region. This older seawater will continue to contribute
to the mass weighted mean age (and increase it) until the region is entirely
flushed. This view is supported by the fact that the remnant function took
several years to decay to zero (figure 2.5), indicating that complete basin
replenishment takes a considerable length of time and an increase in age over
this spin-up period should be expected. It is also possible that undesirable
numerical diffusion also contributes to this continuous increase in mean age.
The fully developed year 2000 annual mean surface age distribution is
shown in figure 2.6. Despite the regularity of strain induced periodic stratifi-
cation in Liverpool Bay, the water column resorted to a vertically mixed state
on most flood tides. As a result there was little difference between surface
and bottom age distributions, and figure 2.6 is representative of the mean
age throughout the entire water column. The basin-wide average offshore
age gradient was found to be approximately 6 days km−1.
It should be noted that the age exceeds 50 days even in the vicinity of the
estuaries in the year 2000 average distribution, as Liverpool Bay draws much
older water of Atlantic origin into the region. A similar effect was reported
in Deleersnijder et al. (2001).
Over short timescales (∼ 1 day) variability in age is dominated by an
oscillation at the semi-diurnal frequency, with younger coastal waters ad-
vancing further offshore on the ebb tide, only to return every flood. The
average daily oscillation in spatially averaged age according to the POL-
COMS model output was 40 days. During spring tides the tidal excursion
at the surface can exceed 10 km in Liverpool Bay. Based upon the average
horizontal age gradient of approximately 6 days km−1 one would anticipate
daily fluctuations as large as 60 days during springs at any given location in
Liverpool Bay.
Freshwater forcing would appear to be the dominant control upon long
term variability in mean age, as dramatic sudden drops in the average age
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Figure 2.6: (a) Annual mean surface age distribution in the year 2000, given
in days. (b) Age calculated from the annual mean surface salinity distribution
in the year 2000 using equation 2.22, given in days.
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Figure 2.7: (a) Time series of spatially averaged age in Liverpool Bay (given
in days), along with the analytical fitted model described by equation 2.18
and the numerical fitted model described by equations 2.13 and 2.15, with
k = 3.33 × 10−8 s−1. (b) Total volumetric freshwater input rates into Liv-
erpool Bay from the Mersey, Ribble, Clwyd, Dee and various associated
tributaries.
appear to coincide with peak river flows (figure 2.7). This is somewhat
intuitive as the introduction of large volumes of young water will act to
reduce the mean age. An attempt is now made to explain the way river
flow variability can be expected to influence the mean age in a tidally mixed
regime using a simplified model.
Consider the scenario where freshwater enters a tidally-stirred domain
with age zero at a rate of Q(t) m3 s−1 and is instantly mixed. Suppose also
that the mixed freshwater leaves the region at the offshore boundary at a
rate proportional to the freshwater content of the bay, then equations 2.11
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and 2.12 reduce to,
dC
dt
= Q− kC, (2.13)
dα
dt
= C (1− ka) = C − kα, (2.14)
where k is a constant to be determined, representing the advection and dif-
fusion terms, and has units s−1. Note that as Q is now taken as a volumetric
flux rather than a concentration flux, C now represents a freshwater volume
with units m3 (rather than a tracer concentration) and α now has units m3
s. Solving for age a,
da
dt
= 1− Qa
C
. (2.15)
Equations 2.13 and 2.15 form a system of ordinary differential equations that
may be solved numerically. As river gauge data is already available all that
remains is to determine an appropriate value for k.
In order to determine an appropriate value for k, freshwater flow is tem-
porarily treated as a constant by equating the source term to the mean river
flow rate Q(t) = Q, allowing equations 2.13, 2.14 and 2.15 to be solved
analytically for t > 0,
C(t) =
Q
k
(
1− e−kt) , (2.16)
α(t) =
Q
k2
(
1− e−kt − kte−kt) , (2.17)
a(t) =
ekt − kt− 1
k (ekt − 1) . (2.18)
As time develops the freshwater content C will tend towards a maximum
capacity of Q/k, whilst the mean age a will tend towards an upper bound of
1/k. Supposing the maximum capacity of freshwater in the region is known
to be Cmax, one may take k = Q/Cmax. It was previously shown that the
freshwater content in Liverpool Bay is not constant, however by taking the
freshwater content of Cmax = 2.4 km
3, k simply reduces to the inverse of the
flushing time,
k =
1
TF
= 8.51× 10−8s−1. (2.19)
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Age was determined from equations 2.13 and 2.15 using Runge-Kutta
fourth order integration (see appendix for full equations and further details).
Obtaining k from the inverse of this flushing time (equation 2.19) and sub-
stituting this value into the simplified numerical model results in a dramatic
underestimation in the mean age in Liverpool Bay by an average of 151
days, with a root mean squared error of 180 days. A range of different val-
ues for k were therefore used, and an optimum fit was found with a value
of k = 3.33 × 10−8 s−1, which approximated the POLCOMS output with
a root mean squared error of 56 days and a coefficient of determination of
R2 = 0.77 (depicted in figure 2.7a). This value of k corresponds to a maxi-
mum freshwater capacity of Cmax = 6.1 km
3 and a flushing time of 348 days.
This is significantly greater than the freshwater content of Liverpool Bay and
the flushing time of 136 days predicted earlier. This discrepancy reveals the
limitation of such idealised models in complex regions such as Liverpool Bay
where freshwater is not mixed uniformly.
It should be highlighted that the intention here was not to predict a
spatially averaged age value based upon freshwater budgets, but simply to
demonstrate that the strong fluctuations in mean age predicted by the POL-
COMS model can largely be explained by volatile river flow rates. In reality
Liverpool Bay cannot be regarded as entirely mixed, and the age of water
lost at the offshore boundary will certainly exceed the average age due to
the offshore age gradient. This is not accounted for in the idealised models,
which may be more suitable for ROFIs with weaker horizontal age gradients.
It is also worth highlighting that if age is to develop according to equation
2.18 it will continue to increase over time indefinitely, converging towards an
upper bound. It is therefore difficult to determine when the age distribution
may be regarded as “fully developed”. Ideally one would choose some ap-
propriate value, say θ = 0.99, and regard age as “close enough to the limit”
from a time t0 when a(t0) ≥ θ limt→∞ a(t). The annual mean age distribution
is depicted in figure 2.6 for the year 2000, after 9 continuous years of tracer
input. Based upon the optimum value found for k this criterion is met for
θ = 0.9993.
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Although the age distribution was found to be volatile due to semi-diurnal
tidal advection and river flow variability, it is clearly strongly correlated with
the salinity distribution. It is therefore perhaps more appropriate to describe
age as a function of salinity, rather than provide a mean age distribution
in a highly variable environment. Although the concept of fresher water
indicating younger age is intuitive, there is no obvious relationship between
the two properties. Once again we temporarily neglect the complex physical
processes that determine both salinity and age, and turn to a simplistic model
to explain this relationship.
Suppose a small water parcel with initial salinity s0 enters a larger domain
at time t = 0 with an assigned age of a0. Results suggest that the salinity of
the water parcel s(t) will gradually increase towards that of the background
ambient water sb, at a rate that slows as it approaches the background value.
Age meanwhile will increase at a constant rate over time a(t) = t + a0.
Here the key assumption is now made that the rate of increase in salinity is
proportional to the salinity difference,
ds
dt
= l(sb − s), (2.20)
for some positive constant l. Solving this equation for age as a function of
salinity,
a(s) = a0 +
1
l
ln
(
sb − s0
sb − s
)
. (2.21)
Note that in an ideal scenario one would use a0 = 0, however as mentioned
previously, the minimum modelled age was found to exceed 0 due to tracer
retention and the model resolution. According to POLCOMS hourly output
from the year 2000, salinity in Liverpool Bay ranged from approximately 20
to 34, whilst the minimum mass-weighted mean age was 17 days. Taking
s0 = 20, sb = 34, a0 = 17 and optimising for l one finds l = 0.0091, giving
a(s) = 307− 110 ln (34− s) days, (2.22)
which fits the model output with a coefficient of determination of R2 = 0.925
based upon a total of 6.3 × 106 data points. This curve captures the trend
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Figure 2.8: A random sample of 105 bivariate data points depicting the
relationship between salinity and age in Liverpool Bay. Data points were
taken from Liverpool Bay during the year 2000 (after 9 years of continuous
tracer input).
between salinity and age rather well, however it does not explain the spread
(figure 2.8).
2.5 Discussion
Considerable effort has been made in recent years to ensure that standard def-
initions are applied whenever researching hydrodynamic transport timescales
(e.g. Monsen et al., 2002). These values are now fully verifiable and are no
longer open to interpretation. Since recent breakthroughs in age and res-
idence time theory (Delhez et al., 1999; Deleersnijder et al., 2001; Delhez
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et al., 2004; Mercier and Delhez, 2010) these temporal properties have found
application in diverse research areas including freshwater transport (Zhang
et al., 2010), anthropogenic carbon monitoring (Waugh et al., 2004) and long
term trends in retentive seasonal gyres (Olbert et al., 2011). Here these ideas
have been applied to a vigorously mixed, hyper-tidal ROFI with multiple
freshwater sources.
Perhaps the first investigation of hydrodynamic timescales in the Irish
Sea comes from Bowden (1955) who analysed salinity anomalies to deduce
a weak northwards basin-wide flow and predicted transit times between dif-
ferent stations. Since then the distribution of radioactive isotopes have been
analysed by Jefferies et al. (1982) to deduce a residence time of 530 days for
the northern Irish Sea. More recently Dabrowski et al. (2010) conducted a
modelling investigation and found considerable seasonable variability in the
residence time of the Irish Sea, which was found to range from 386 days in
the summer to 444 days in the winter. Some studies have considered the
residence time of the eastern Irish Sea separately and found values ranging
from 208 days (Dabrowski and Hartnett, 2008) to 290 days (Jefferies et al.,
1982).
By utilising the POLCOMS Irish Sea model it has been possible to esti-
mate a mean residence time of 103 days for Liverpool Bay. Although Liver-
pool Bay is a distinct sub-region of the eastern Irish Sea and direct compar-
isons to studies of larger domains cannot be made, the results presented in
the current study do appear reasonable and consistent with previous work.
The total volume of Liverpool Bay is approximately 55 km3, whereas the
eastern Irish Sea has a volume of roughly 440 km3. The volume of the east-
ern Irish Sea is therefore a factor of 8 greater than that of Liverpool Bay,
however the residence time would appear to be a factor of only 2 to 3 times
longer. Liverpool Bay would therefore appear to be considerably more re-
tentive than other regions of the Irish Sea. This claim is supported by the
numerical study of Dabrowski and Hartnett (2008) that found a backwater
to form in Liverpool Bay in the case of a hypothetical spill at the Sellafield
nuclear reprocessing plant.
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It has been necessary to neglect the spatial variability of residence time
here in favour of computational efficiency. Intuitively one would anticipate
the residence time to decrease in the proximity of the offshore boundaries,
reaching a maximum value at the coastal areas. As the coastal zone coin-
cides with the primary local sources of deleterious anthropogenic inputs, the
mean residence time presented here may actually underestimate the typi-
cal exposure of Liverpool Bay to anthropogenic disturbances. Assessing this
spatial variability in the distribution of residence time remains an important
challenge for future research.
The flushing time within Liverpool Bay was found to be 136 days based
upon climatological river flow data and a background salinity of 34, typical
of the central Irish Sea. Whilst residence time and flushing time both serve
to assign a timescale to the retention of a water body, it is important to
highlight the difference between what each calculation actually approximates.
The mean residence time is an estimation of the average length of time that a
water parcel will remain within the vicinity before advancing further offshore,
whilst flushing time is an approximation of the length of time taken to entirely
replenish a freshwater volume equal to that contained within the bay. The
fact that the flushing time exceeds the residence time therefore agrees with
intuition.
The mean age within Liverpool Bay was found to increase over the first
few years of the model simulation due to retention of small concentrations
of freshwater over multiple years. This is consistent with the length of time
taken for the remnant function to fully diminish. Recent investigations into
Liverpool Bay have found the salinity structure to be highly mobile and this
study shows that the age distribution also fluctuates according to tidal ad-
vection and freshwater forcing. A mean age distribution has been provided,
however due to the temporal variability it may be more appropriate to es-
timate age from salinity. This equation is restricted to salinities between
25 and 34, however this comfortably covers the values that are typically ob-
served in Liverpool Bay. It should be noted that despite a strong coefficient
of determination, error margins are potentially quite large when estimating
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age from salinity due to the considerable scatter (figure 2.8). Similarly large
scatters have been reported in other freshwater plumes (e.g. Zhang et al.,
2010).
Concentrations of nitrogen and phosphorous typically build up each year
from September until the following spring, and are then depleted by phyto-
plankton (Greenwood et al., 2011). Therefore any freshwater older than a
year is likely to be of limited importance to anyone concerned with nutrient
enrichment, and the age distribution provided here will typically overesti-
mate the transit time of nutrients from the rivers to offshore locations. It
may be possible however to calculate the age of nutrients using a biophysical
model with appropriate sink terms in equations 2.11 and 2.12. As linear re-
lationships are widely observed between nutrient concentrations and salinity
(Greenwood et al., 2011), and this study provides a method to estimate age
from salinity, the ideas presented here could potentially be used alongside
such a biophysical model to allow the age of nutrients to be predicted from
salinity alone. This presents an exciting area for future research that would
be tremendously beneficial for marine management.
This study has highlighted some of the problems that are encountered
when attempting to evaluate age and residence time in a tidally mixed hy-
drographical regime. Our understanding of freshwater transport time and
retention has been enhanced through this research, however the spatial vari-
ability of residence time in Liverpool Bay remains to be identified. Age is
particularly difficult to interpret, as the age increases significantly over the
first few years of tracer input due to local retention and mixing. From the
results presented here it is clear that no single timescale can simultaneously
characterise every temporal property of transport and replenishment in a
hyper-tidal region of freshwater influence.
2.6 Appendix: Numerical Methods
A zero-dimensional model of average freshwater age in a tidally mixed regime
is given by the system of ordinary differential equations 2.13 and 2.15. In
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an attempt to demonstrate that much of the variability in age predicted by
the POLCOMS model run can be explained by fluctuations in river flow,
these equations were integrated numerically with Runge-Kutta fourth order
integration. The freshwater content Cn+1 and age an+1 on day n + 1 were
calculated using daily mean river flow rates Qn m3s−1 and a freshwater loss
rate k as the only input data. Linear interpolation was used to provide
intermediate values of Q. The equations determining mean age are as follows,
Cn+1 = Cn +
1 day
6
(f1 + 2f2 + 2f3 + f4) (2.23)
an+1 = an +
1 day
6
(g1 + 2g2 + 2g3 + g4) (2.24)
where
f1 = Q
n − kCn (2.25)
f2 = 0.5
(
Qn +Qn+1
)− k (Cn + 0.5f1) (2.26)
f3 = 0.5
(
Qn +Qn+1
)− k (Cn + 0.5f2) (2.27)
f4 = Q
n+1 − k (Cn + f3) (2.28)
g1 = 1− anQn/Cn (2.29)
g2 = 1− 0.5 (an + 0.5g1)
(
Qn +Qn+1
)
/ (Cn + 0.5f1) (2.30)
g3 = 1− 0.5 (an + 0.5g2)
(
Qn +Qn+1
)
/ (Cn + 0.5f2) (2.31)
g4 = 1− (an + g3)Qn+1/ (Cn + f3) . (2.32)
Initial conditions of C0 = a0 = 0 are assumed, and a0/C0 = 0 is taken to
avoid division by zero in the calculation of g1 on the first time step.
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Chapter 3
The Influence of Behaviour on
Larval Dispersal in Shelf Sea
Gyres: Nephrops norvegicus in
the Irish Sea
This chapter is based upon Phelps, J. J. C., Polton, J. A., Souza, A. J. and
Robinson, L. A. The influence of behaviour on larval dispersal in shelf sea
gyres: Nephrops norvegicus in the Irish Sea. Marine Ecology Progress Series,
518: 177-191, 2015.
Abstract
The western Irish Sea seasonal gyre is widely believed to play an important
role in the local retention of resident larvae. This mechanism could be partic-
ularly crucial for the larvae of the heavily fished crustacean Nephrops norvegi-
cus (L.), as their sediment requirements highly restrict where they are able
to settle. As recent research suggests that the gyre may be becoming less re-
tentive due to changes in atmospheric forcing, it is now crucial to understand
how the gyre influences dispersal. This investigation addresses the hypoth-
esis that shelf sea gyres reinforce larval retention using a biophysical model
with vertical migration, habitat selection and temperature-dependent pelagic
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larval duration (PLD) configured to match the behaviour of N. norvegicus
larvae.
The results of this study suggest that the gyre does increase the likeli-
hood that passive larvae remain within the western Irish Sea, on the condition
that the larvae remain fixed at the depth of peak gyral flow. Retention rates
are significantly lower when vertical migration is introduced, and there is
no evidence that the gyre promotes larval retention amongst either verti-
cally migrating larvae, or larvae that require muddy sediments for successful
settlement. By contrast, vertical migration is shown to be favourable for
retention in the eastern Irish Sea. PLD varies by a factor of two according
to release date and location; such variations are shown to affect dispersal.
The simulations suggest that whilst some highly limited and almost entirely
unidirectional larval exchange may occur, the distinct sites largely rely upon
local recruitment. The ecological implications of these findings are discussed.
3.1 Introduction
Nephrops norvegicus (L.) is a heavily fished, benthic decapod-crustacean that
inhabits muddy sublittoral sediments throughout European continental shelf
seas (Farmer, 1975). The meroplanktonic larval phase of N. norvegicus in
the western Irish Sea has been of considerable interest since the discovery
of a strong seasonal baroclinic gyre that encircles a region inhabited by the
adult population (Hill et al., 1994). The larvae generally hatch during April
and May every year (Dickey-Collas et al., 2000a), pass through three distinct
zoeal larval stages (Farmer, 1975), and have a temperature-dependant pelagic
larval duration (PLD) that ranges from approximately 72 days at 8 ◦C to 26
days at 15 ◦C (Dickey-Collas et al., 2000b; Smith, 1987). Adult N. norvegicus
require muddy sediments in order to construct their burrows, and the spatial
distribution of these sediments places a major constraint on where the larvae
are able to settle. Any larvae that are unable to find a suitable habitat at the
end of their larval phase are assumed to fall to mortality. After noting that
drifting buoys were retained in the gyral system, Hill et al. (1996) proposed
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that the seasonal gyre may act to retain the larvae within the waters overlying
these muddy sediments, ultimately promoting self recruitment.
The western Irish Sea gyre has since been a focal point of numerous ob-
servational (Hill et al., 1997; Horsburgh et al., 2000), theoretical (Hill, 1996)
and numerical (Xing and Davies, 2001; Horsburgh and Hill, 2003) investiga-
tions, and the timing, strength and drivers of the gyre are now relatively well
established. A dense cold water pool forms early each spring, trapped be-
neath a sharp seasonal thermocline and isolated from adjacent bottom waters
by abrupt bottom density fronts. This density field is stable due to strong
surface heat fluxes and weak tidal energy (Simpson and Hunter, 1974). As a
result of geostrophy, the bottom density gradients induce a cyclonic velocity
field, with peak flows at the thermocline approximately 24 m below the sur-
face. Cyclonic circulation is observed as early in the year as April, then the
strength of the gyre develops gradually as bottom density gradients sharpen,
reaching peak velocities of 0.2 m s−1 during August, and the gyre finally
breaks down during October (Horsburgh et al., 2000). A recent modelling
investigation found evidence to suggest that there is a long-term trend in
the dynamics of the gyre due to changes in atmospheric conditions, resulting
in a stronger, but less retentive gyre (Olbert et al., 2011). The long-term
mean flow through the Irish Sea is considered to be weak (< 0.01 m s−1) and
northwards (Bowden, 1950; Wilson, 1974).
Although the physical environment in the western Irish Sea may be well
understood, many of our assumptions about larval transport in the region are
derived either from passive fixed-depth drifting buoys, or directly from the
mean circulation. There is now a substantial body of evidence to demonstrate
that the meroplanktonic larvae of marine invertebrates are able to control
their depth within the water column (e.g. Cushing, 1951; Cronin and For-
ward, 1979; Forward et al., 1984; Lindley et al., 1994; Knights et al., 2006),
and that this mechanism may influence their trajectory (Hill, 1991; Smith
and Stoner, 1993; North et al., 2008; Sundelof and Jonsson, 2012), therefore
larvae should not be regarded as entirely passive. In regions with a strong
vertical velocity shear, swimming vertically just a few metres may result in
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vastly different dispersion scenarios (Vikebo et al., 2005). N. norvegicus lar-
vae are believed to migrate vertically according to time of day (diel vertical
migration or DVM) and larval stage (ontogenetic migration) (Hillis, 1974;
Lindley et al., 1994), therefore caution should be taken when drawing con-
clusions from passive, fixed-depth drifters. Furthermore the gyre has been
described as “leaky” as not all drifting buoys are entrained within the gyre
(Hill et al., 1994, 1997). Horsburgh et al. (2000) reported that loss from
the gyral system is particularly likely during the early stages of the heating
season, in May and early June, however this period actually corresponds to
the latest stages of the N. norvegicus hatching window (Dickey-Collas et al.,
2000a), therefore one may anticipate some loss of larvae from the system.
This is supported by larval surveys that each show the occurrence of larvae
outside the muddy sediment regions inhabited by adult N. norvegicus (Hillis,
1974; White et al., 1988).
Whilst each of these studies have contributed to our understanding of
larval dispersion in this region, evidence that the gyre acts as an effective
retention mechanism for planktonic larvae with complex behaviour remains
inconclusive, and it is clear that there are still numerous questions regarding
the migration of western Irish Sea N. norvegicus larvae, and more generally,
the relationship between planktonic larvae and shelf sea gyres. We are able to
draw some insight from larval surveys (Hillis, 1974; Nichols et al., 1987; White
et al., 1988; Horsburgh et al., 2000) and other modelling studies (e.g. Emsley
et al., 2005; Fox et al., 2006, 2009; van der Molen et al., 2007; Robins et al.,
2013) that address larval transport in the Irish Sea, and some of these studies
are discussed in greater detail later, however this is the first investigation to
utilise a three dimensional hydrodynamic model coupled to an individual
based model (IBM) where the vertical migration behaviour, temperature-
dependant PLD and habitat are each parametrised specifically to match the
behaviour of N. norvegicus larvae. As the influence of the western Irish
Sea gyre upon N. norvegicus transport is one of the most frequently cited
examples of a biophysical interaction between planktonic larvae and local
density-driven flow, there is clearly a great need for a detailed and focused
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investigation on the subject.
The principal objective here is to examine spatial and temporal variability
of larval dispersal distance and retention rates in two regions in the Irish Sea
inhabited by N. norvegicus (figure 3.1), and to determine how these factors
are affected by larval behaviour. The results are then scrutinised to establish
whether they support the larval retention hypothesis of Hill et al. (1996).
Additionally, the extent of particle exchange between the distinct regions is
assessed in order to identify whether the simulations are consistent with a
collection of metapopulations connected through larval exchange, or isolated
N. norvegicus populations where self-recruitment dominates.
This investigation also presents an opportunity to study the PLD of N.
norvegicus. Larval culture studies (e.g. Thompson and Ayers, 1989; Dickey-
Collas et al., 2000b) provide excellent ways to determine PLD from tem-
perature, however temperature is not uniform in reality. As the larvae mi-
grate vertically through a sharp thermocline, they may be subject to daily
temperature changes of several degrees Celsius, making it very difficult to
estimate PLD in the field. In this investigation larval growth rates are de-
termined from these temperature relations, allowing us to estimate spatial
and temporal variability to PLD. As sea surface temperature increases grad-
ually over the heating season, the PLD of larvae can be expected to decrease.
As a shorter PLD is generally associated with a shorter dispersion distance
(Shanks et al., 2003; Cowen and Sponaugle, 2009), this could lead to greater
retention rates amongst larvae that hatch later in the season, and perhaps
reinforce a seasonal asymmetry caused by the strengthening gyre.
Whilst this investigation focuses upon the Irish Sea, Horsburgh et al.
(2000) highlights that isolated cold water pools have been identified across the
world, and notes that numerical models suggest cyclonic flow fields in some
cases. Additionally, the co-occurrence of the gyre and the muddy sediment is
not coincidental, both are consequences of weak local tidal energy. As many
benthic species are selective about habitat, retention of N. norvegicus larvae
in the western Irish Sea could be a particular case of a more general problem.
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Figure 3.1: POLCOMS Irish Sea model domain with (a) shown within the
European continental shelf; (b) with the Irish Sea muddy sediments (where
particles are initialised) shown in blue, the additional North Channel muddy
sediments shown in green, and the bounded western Irish Sea region high-
lighted by dashed red lines.
3.2 Methods
3.2.1 Hydrodynamic Model
The Proudman Oceanographic Laboratory Coastal Ocean Modelling System
(POLCOMS) hydrodynamic model is used to provide sea surface elevation
and three dimensional fields of velocity, temperature and vertical diffusivity
to an IBM. POLCOMS operates upon a staggered Arakawa B-grid (Arakawa
and Lamb, 1977) in the horizontal, and terrain following σ−coordinates in the
vertical. The model adopts the piecewise parabolic method (PPM) (Colella
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and Woodward, 1984), which allows for artificial steepening of gradients,
and is highly regarded by shelf sea modellers for its relatively low numerical
diffusivity (James, 1996). The combination of the PPM advection scheme
and the Arakawa B-grid ensure that sharp gradients such as tidal mixing
fronts are not eroded in the advection process, making the model particularly
suitable for modelling the western Irish Sea gyre. Atmospheric forcing is
calculated with COARE 3 bulk formulae (Fairall et al., 2003) using 1 ◦ and six
hourly ECMWF wind and surface flux data. Tidal velocities and elevations
are fully resolved, and are forced at the open boundaries.
The POLCOMS Irish Sea set-up is used for the current study, a high
resolution (∼ 1.8 km horizontal resolution, 32 σ-coordinate layers) model of
a shelf sea region containing the whole Irish Sea, St George’s Channel and
the North Channel (7 ◦ to 2.6 ◦ W, 51 ◦ to 56 ◦ N, see figure 3.1). The
Irish Sea set-up is well documented and has been utilised to study shelf sea
processes within numerous recent modelling investigations (e.g. Polton et al.,
2011; O’Neill et al., 2012; Phelps et al., 2013). Further technical details of
POLCOMS are provided by Holt and James (2001).
POLCOMS is coupled to the General Ocean Turbulence Model (GOTM)
(Umlauf and Burchard, 2003) which allows the user to choose from a selection
of turbulence closure schemes. The k− closure scheme (Canuto et al., 2001)
is used throughout this investigation.
3.2.2 Particle Tracking Model
The IBM is an oﬄine three-dimensional Lagrangian particle tracking model
with additional subroutines to parametrise vertical migration behaviour, set-
tlement and a temperature-dependant PLD, and was developed from scratch
specifically for this investigation following the guidelines provided by North
et al. (2009) and Willis (2011). Sea surface elevation and velocity are up-
dated every 300 seconds, and are interpolated linearly in time and bilinearly
in space to give values at the location of each particle. Particle advection
is calculated using Runge-Kutta fourth order integration (RK4) with advec-
tion time step of 60 seconds. RK4 is a stable and reliable multi-step method
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for numerical integration, and is known to calculate particle displacement
with much greater accuracy than simpler integration schemes such as Eu-
ler or second-order Runge-Kutta methods (RK2) (North et al., 2009; Qiu
et al., 2011; Willis, 2011). This improved accuracy is particularly important
in circular flows such as eddies and gyres, as Euler methods and RK2 typi-
cally lead to significant non-physical divergence away from the centre of the
circular flow.
Temperature and vertical diffusivity are updated once every 600 seconds,
and a cubic smoothing spline is fitted vertically to the discrete diffusivity
values, ensuring that both diffusivity and its first derivative are smooth, and
that the second derivative is continuous throughout the water column. Ver-
tical diffusion is calculated using a random walk model described by Hunter
et al. (1993); Visser (1997); Ross and Sharples (2004) which includes ad-
ditional terms to prevent artificial particle accumulation in regions of low
diffusivity. The diffusion sub-model uses a time step of 6 seconds. Further
details of the diffusion model, and verification that it satisfies the well mixed
condition are reserved for the appendix. Horizontal diffusion is neglected.
Reflective boundary conditions are placed at the sea surface, bottom and
land boundaries to prevent particles leaving the water column. Any particles
that are advected beyond the model domain through the open boundaries
are removed from the system.
3.2.3 Larval Behaviour Sub-model
The vertical migration component of the larval behaviour sub-model is based
upon the correlated random walk model described by North et al. (2008). As
there is little direct evidence of the swimming capabilities of N. norvegicus
larvae, parameters were determined using a one-dimensional model to ensure
that vertical density profiles were qualitatively similar to those recorded by
Hillis (1974) and Lindley et al. (1994).
The maximum swimming speed of each particle increases from 1 mm s−1
during the first larval stage to 3 mm s−1 in the final stage. This swimming
speed is then multiplied by a random number taken from the continuous uni-
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form distribution U [0, 1], reflecting the variability of larval swimming speed.
Whilst it is possible that the larvae may be able to swim at greater speeds
in reality, it is the vertical profiles that will influence horizontal trajectories
rather than swimming velocity itself. Finally the direction of particle move-
ment is determined using a stochastic scheme, whereby swimming velocity
is directed upwards if a second random number taken from U [0, 1] exceeds a
weighted parameter λ, and downwards otherwise. The weighted parameter
λ is a function of larval stage, time of day and depth in the water column,
and is used to control the mean characteristics of particle swimming. The
precise mathematical calculation of λ is reserved for the appendix.
Particles are forced to ascend towards the surface shortly after hatching,
and then they migrate vertically about a mean position each day, reaching
their highest point in the water column each midnight, and descending to
their deepest point at midday (figure 3.2). The particles continue this DVM
pattern throughout their PLD, but they are gradually permitted to descend
into slightly deeper waters, until the second half of their final larval stage
when they begin to swim directly towards the seabed.
The PLD of many marine species are highly dependent upon water tem-
perature (O’Connor et al., 2007). Several larval culture studies have aimed
to establish the precise relationship between N. norvegicus PLD and tem-
perature, and these are summarised in Powell and Eriksson (2013). For this
investigation we adopt the parameters of Dickey-Collas et al. (2000b) for lar-
val stages 1 and 2, Smith (1987) for stage 3 following Dickey-Collas et al.
(2000a) (figure 3.3). The duration θi (given in days) of larval stage i can be
approximated by the following function of seawater temperature T (◦C).
θi =

exp (4.265− 0.161T ) if i = 1
exp (4.646− 0.175T ) if i = 2
exp (4.188− 0.113T ) if i = 3
(3.1)
This function assumes that temperature is constant throughout each lar-
val stage, however in practice the spatial and temporal variability in temper-
ature coastal regions is often too great to be ignored (see figure 3.4). The
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Figure 3.2: Results of a one-dimensional model simulation where 10, 000 par-
ticles are released and tracked for 60 days. Depths are governed by vertical
diffusion and swimming behaviour. (a) Particle density profile at three dif-
ferent times on day 20, showing DVM. (b) Particle density profile at three
different stages of the pelagic phase, each at 6 a.m., showing ontogenetic
migration. Note that particles are released in unison, whereas larval density
profiles in field observations show larvae with a range of ages.
seawater temperature surrounding a moving particle will vary according to
time t and particle location x, which in turn can also be regarded as a func-
tion of time x = x(t). As such the duration of larval stage i for a particle
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can be rewritten as a function of time
θi(t) = exp (ai + biT (t)) (3.2)
where the coefficients ai and bi are as in equation 3.1. To account for this
variability in temperature, each particle is allocated a normalised stage du-
ration τi that increases according to
dτi
dt
=
1
θi(t)
, (3.3)
where a particle enters larval stage i at time ti such that τi(ti) = 0, and enters
the following larval stage i+1 at a time ti+1 such that τi(ti+1) = 1. Note that
t1 corresponds to the particle release time and if the particles pass through n
distinct larval stages (n = 3 for N. norvegicus), tn+1 represents the settlement
time. The total PLD of each particle is therefore equal to tn+1 − t1. Also
note that in the special case of uniform temperature, the stage durations
of Dickey-Collas et al. (2000a) and Smith (1987) still apply. It should be
highlighted that the temperature relations derive from larval culture studies
where the larvae are typically held at a constant temperature, therefore it is
not entirely clear how a variable temperature would affect the PLD in reality.
The method used here is a practical way to incorporate these relations in a
variable environment. Similar methods have been used previously to simulate
the larvae of other species (e.g. Nicolle et al., 2013). Whilst this study focuses
upon the temperature dependant PLD of N. norvegicus, this approach could
easily be adapted to model larvae of another species with a PLD that varies
according to salinity or other properties.
At the end of the final larval stage, particles remain pelagic for up to
one additional day and settle upon muddy sediments upon impact. Particles
are not able to settle prior to this period, and any particles that have not
encountered suitable substrate by the end of this period are removed from
the system.
Mortality of N. norvegicus larvae is highly complex due to predation
and parasites (Farmer, 1975). Although estimates of daily larval mortality
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Figure 3.3: Variation of N. norvegicus PLD according to water temperature
according to Dickey-Collas et al. (2000b) (stages 1 and 2) and Smith (1987)
(stage 3).
rates are available (Nichols et al., 1987; Dickey-Collas et al., 2000a; Briggs
et al., 2002), little is known about how mortality varies spatially and tem-
porally. Mortality is therefore neglected entirely in this investigation. This
also ensures that a far greater number of particles are available for statisti-
cal analysis. It should be highlighted that in reality mortality will diminish
recruitment rates considerably, and it is likely that mortality will not have a
uniform effect and this would influence results. This is not a problem here
as this investigation is chiefly concerned with the influence of the physical
environment upon dispersal.
3.2.4 Model Set-ups and Analysis Techniques
Particles are initially distributed uniformly across both the western and east-
ern Irish Sea muddy sediment regions (figure 3.1, blue regions), with over
170, 000 particles in total over both regions for each simulation. This is re-
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peated for six different release dates, with three different model set-ups. The
number of particles was confirmed to be sufficient in a sensitivity analysis,
(repeated simulations had median dispersal distances that differed by less
than 0.1 km, and connectivity statistics differed by less than 0.1 %). In
a similar study, Robins et al. (2013) deemed that 10, 000 particles per site
were sufficient for modelling larval dispersal in the Irish Sea. It should be
noted that some observations strongly indicate that the western Irish Sea N.
norvegicus population is spatially inhomogeneous in reality, with peak val-
ues in the centre of the region (Hillis, 1974; White et al., 1988), however the
lack of available quantitative data on the distribution of adult N. norvegi-
cus makes it very difficult to accurately replicate the true hatching pattern
in the model. This is not a problem as this investigation is primarily con-
cerned with spatial and seasonal variability of larval dispersion, rather than
providing population mean values.
The particles are initially released on 15th April, and then every ten days
until 4th June, using meteorological data from 2005. These dates span the
hatching season of N. norvegicus larvae (Dickey-Collas et al., 2000a). Each
particle is introduced into the water column at a random time on the allo-
cated release date to minimise the influence of initial tidal state on the overall
results.
No particles are released from the additional muddy sediments in the
Scottish coastal waters, adjacent to the North Channel (figure 3.1, green
regions) as they are in close proximity to the model boundary, and large
numbers of particles would almost certainly leave the model domain. The
model runs are therefore able to investigate larval exchange in both directions
between the eastern and western Irish Sea, but only one-way connectivity to
the North Channel. As the mean circulation through the North Channel is
predominantly northwards (aside from a narrow and relatively weak south-
ward current in the west) (Brown and Gmitrowicz, 1995), one would assume
that larval transport from the North Channel into the Irish Sea is rather
unlikely.
In order to investigate the influence of larval behaviour, three model set-
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ups are used, and elements of the larval behaviour sub-model are introduced
in stages. In the first set-up (fixed-depth), particles are fixed at 24 m depth in
the vertical (the depth of the fixed drifting buoys in Horsburgh et al. (2000),
and the approximate depth of thermocline), or fractionally above the seabed
where depths are shallower than 24 m, and each particle is tracked for 60
days. In the second model set-up (active-depth) particles are released from
the seabed, and their depth is subsequently governed by stochastic diffusion
and vertical migration, and particles are again tracked for 60 days. The third
and final set-up (full-model) is equivalent to the active-depth set-up, except
that PLD is determined by water temperature using equations 3.2 and 3.3.
Finally the fixed-depth and active-depth simulations are repeated with
one additional release date on 1st November in order to investigate how re-
tention rates would be affected if the larvae emerged after the gyre had fully
broken down. This is not repeated for the full-model set-up as cold winter
temperatures would lead to an unrealistically high PLD. It should be stressed
that no larvae are believed to hatch at this time in reality, and the extra re-
lease date is included only to study the influence of the gyre on dispersal.
The results are presented by summarising the particle retention rates,
dispersal distances and connectivity statistics for each individual model run.
The ‘local retention rate is defined here as the percent of particles that set-
tled upon the same muddy sediment region from which they were released.
The ‘bounded retention rate is defined here as the percent of particles that
remained within the bounded western Irish Sea region (figure 3.1) at the end
of their PLD, but did not necessarily settle upon the muddy sediments. This
value is only presented for particles seeded in the western Irish Sea. The
bounded retention rate is therefore perhaps a better measure of retention
in a more general context, but the local retention rate is more relevant to
N. norvegicus. Particle transport distances are calculated as the great-circle
distance between the initial location and settlement sites.
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3.3 Results
3.3.1 Hydrodynamic Model Output
Simulated peak surface temperatures in the western Irish Sea in 2005 rose
from approximately 8 ◦C in early April to 14.5 ◦C in August (figures 3.4,
3.5, 3.6). Thermal stratification gradually developed over this period, and
surface to bottom temperature differences reached 5 ◦C in July. The water
column returned to a vertically mixed state in mid-October.
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Figure 3.4: Temperature (◦C) time series from POLCOMS output; (a) west-
ern Irish Sea (54 ◦ N, −5.4 ◦ E); (b) eastern Irish Sea (54.3 ◦ N, −3.75 ◦ E).
Temperatures have been passed through a central moving average filter to
reduce the signal from semi-diurnal tidal advection
Residual sub-surface circulation was cyclonic in the western Irish Sea dur-
ing April, however mean velocities were slow at this point, generally below
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Figure 3.5: Monthly mean surface and bottom temperature (◦C), and vertical
temperature difference (surface minus bottom temperature) in the Irish Sea
during May, June and July 2005.
0.05 m s−1 (figures 3.7, 3.8). The northward component of the gyre on the
eastern flank of the muddy sediment region developed first, with peak flows
reaching 0.1 m s−1 in May, whilst the southward return flow on the western
flank remained considerably slower until June. Mean velocities reached their
peak of approximately 0.2 m s−1 during August, then the gyre was almost
entirely broken down by late October. There was a strong and persistent
north-westward current located at the entrance to the North Channel, flow-
ing along the Scottish coastline at velocities of the order of 0.2 m s−1. This
strong coastal flow has been observed in ADCP and HF radar data (Knight
and Howarth, 1999), and as POLCOMS suggests that the mean current in-
tersects the far northern part of the cyclonic gyre, this could potentially be
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Figure 3.6: Monthly mean surface and bottom temperature (◦C), and vertical
temperature difference (surface minus bottom temperature) in the Irish Sea
during August, September and October 2005.
an important mechanism for transporting larvae from the Irish Sea into the
North Channel.
The simulated temperature and velocity fields were in good general agree-
ment with the observations of Horsburgh et al. (2000). POLCOMS captures
the two distinct maxima in thermal stratification, however the model predicts
lower peak surface temperatures than those reported in 1995, and slightly
weaker stratification. It is not clear whether these minor differences are due
to inter-annual variability or model performance.
Greater seasonal variability was found in the eastern Irish Sea, where
surface temperatures ranged from approximately 6 to 16 ◦C, however ther-
mal stratification was somewhat weaker than in the western Irish Sea. Bot-
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Figure 3.7: Monthly mean velocity (m s−1) at 24 m depth in the Irish Sea
during 2005. Magnitude is denoted by colour, direction is denoted by arrows
shown at every 9th model grid cell.
tom flow in this region was generally southward and weak (∼ 0.01 m s−1),
whereas surface circulation appeared to be highly variable, both spatially and
temporally. However the long-term average surface flow was predominantly
northwards over the eastern N. norvegicus group. This is broadly consistent
with the characterisation of eastern Irish Sea circulation by Howarth (1984).
66
3.3.2 Fixed-depth Particles
Dispersal distance distributions were positively skewed for all model set-ups,
release dates and sites (figure 3.9), and were bimodal in some cases. As
these distributions were highly non-normal, median dispersal distances are
presented (table 3.1) rather than mean values, and non-parametric Kruskal-
Wallis tests were conducted rather than ANOVA to confirm differences be-
tween distributions.
The gyre was clearly the dominant influence upon long-term fixed-depth
particle transport in the western Irish Sea and cyclonic trajectories were
clearly visible (figure 3.8), even amongst particles released on the earliest
release date. Across all six spring release dates an average of 93 % of all
fixed-depth particles were retained within the bounded western Irish Sea
region (table 3.2). The overwhelming majority of the remaining particles were
advected into the North Channel (6.3 % of the total), although in the last two
spring release dates these were outnumbered by particles advected into the
eastern Irish Sea. There was a product-moment correlation coefficient of 0.90
between bounded retention rate and Julian release date during this period,
indicating a clear increase in retention with gyre strength. Furthermore,
the November bounded retention rate was lower than that of all but the
first spring release date. These simulations are therefore in good general
agreement with the drifting buoy observations of Horsburgh et al. (2000), and
they support the hypothesis that the seasonal gyre increases the likelihood
that a passive object fixed at the depth of the thermocline will remain within
the western Irish Sea, and this effect is more pronounced as the gyre strength
develops.
The average local retention rate in the western Irish Sea was 42 % (ta-
ble 3.3), therefore fewer than half of the particles that remained within the
western Irish Sea actually returned to the muddy sediments. There is a clear
spatial variability in local retention rates (figure 3.10), particles released from
the centre of the region had almost a 100 % retention rate, whereas particles
released from the edges of the muddy sediments were far less likely to return.
Although the November local retention rate was somewhat lower at 37 %,
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there was no linear correlation between release date (gyre strength) and local
retention rates over the six spring release dates. The results suggest that the
gyre does not have a spatially uniform effect upon local retention rates, as
the spring releases generally had greater local retention rates in the central
and eastern parts of the western Irish Sea site, but lower retention rates on
the northern and western flanks. On average 1.0 % of particles released from
the western Irish Sea over the first half of the spring release period settled
upon the North Channel muddy sediments (table 3.3), however this rate
was strongly diminished over the following releases, and a negligible amount
reached the eastern Irish Sea muddy sediment site on any date.
The overall median particle transport distance in the western Irish Sea
during spring was 39 km, although 4.9 % of particles were dispersed 100 km
or greater (figure 3.9), and the greatest recorded distances exceeded 270 km.
Whilst there was no clear trend in dispersal distance as the gyre developed
(table 3.1), the median distance of the November release was considerably
greater than that of all six spring releases. A Kruskal-Wallis test confirmed
that the differences between the dispersal distances of different release dates
were significant (χ2 = 1.3e+ 3, df = 5, p-value < 0.001).
In the eastern Irish Sea the overall median transport distance was slightly
shorter at 34 km due to the weaker mean circulation, however only 2.4 %
of particles were locally retained, reflecting the smaller size of the muddy
sediment region. Local retention rates were much more variable in the eastern
Irish Sea (table 3.3), for example particles released on the 5th of May were
almost four times more likely to be retained than those released on 25th April.
Some particle exchange from the eastern Irish Sea to the North Channel
muddy sediments occurred over the first two release dates (< 1 %), but all
other exchange from the eastern Irish Sea was highly limited (≤ 0.1 %).
3.3.3 Active-depth Particles
In the active-depth simulations 82 % of particles seeded in the western Irish
Sea during spring were retained within the bounded region (table 3.2), how-
ever only 32 % settled upon the western Irish Sea muddy sediments (table
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Figure 3.8: Trajectories of a random sample of 24 particles released from the
Irish Sea in the fixed-depth simulations (4 particles from each spring release
date). Trajectories have been passed through a central moving average filter
to reduce the signal from semi-diurnal tidal advection. Colours are for visual
identification of individual trajectories and do not denote any property.
3.3). Therefore vertical migration led to a considerable reduction to both the
bounded and local retention rates in this region. Dispersal distances were
also much greater with this model set-up, with a median value of 47 km
across all six spring releases. There was no evidence that the gyre promotes
retention of vertically migrating particles, as both the bounded and local
retention rates were greatest amongst particles that were released during
the middle of the hatching period (tables 3.2 and 3.3, figure 3.11), and this
coincided with shorter dispersal distances (table 3.1). Differences in disper-
sal distances between release dates were significant in a Kruskal-Wallis test
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Figure 3.9: Probability density function of transport distance from early (15th
and 25th April), mid (5th and 15th May) and late (25th May and 4th June)
N. norvegicus spawning dates. Particle transport distance data are placed
into 5 km bins and pooled according to release date. Distances greater than
200 km were extremely rare and are not shown. Abbreviations are WIRS,
western Irish Sea; EIRS, eastern Irish Sea.
(χ2 = 2.8e+4, df = 5, p-value < 0.001). Furthermore the local retention rate
during the November release scenario was 39 %, which is considerably greater
than the average value during spring. There were some similarities with the
fixed-depth particles however, as the greatest local retention rates were found
amongst particles released from the centre of the muddy sediments (figure
3.11), and the majority of particles that left the bounded western Irish Sea
region altogether were advected into the North Channel (17 % of the total
during spring).
By contrast, active-depth particles released during spring in the eastern
Irish Sea had an overall median dispersal distance of 25 km, which is 9 km
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Figure 3.10: Fixed-depth particle local retention rates in the western Irish
Sea, mapped onto the POLCOMS Irish Sea grid according to particle release
site.
shorter than the distance amongst fixed-depth particles, and the average local
retention rate was somewhat greater at 3.2 %. Once again the results showed
a high degree of temporal variability in the eastern Irish Sea. Connectivity
between distinct regions was highly limited. Perhaps the most notable dis-
tinction between the model set-ups was the greater number of particles from
the eastern Irish Sea settling upon the western Irish Sea muddy sediments in
the active-depth set-up, peaking at 0.8 % on the 5th May release.
3.3.4 Full-model Particles
In the full-model simulations the average bounded and local retention rates
in the western Irish Sea were 82 % and 28 % respectively (tables 3.2 and
3.3, figure 3.11), and the overall median dispersal distance was 50 km (table
3.1, figure 3.9). Therefore the inclusion of a temperature-dependent PLD did
not affect the proportion of particles that remained within the wider western
Irish Sea, but it did lead to a small reduction in the proportion of particles
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Figure 3.11: Active-depth particle local retention rates in the western Irish
Sea, mapped onto the POLCOMS Irish Sea grid according to particle release
site.
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Figure 3.12: Full-model particle local retention rates in the western Irish Sea,
mapped onto the POLCOMS Irish Sea grid according to particle release site.
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that were able to settle upon the muddy sediments, and a slight increase in
dispersal distances. Seasonal and spatial trends in retention rates remained
the same as in the previous set-up, with the greatest local retention amongst
particles released from the centre of the western Irish Sea population, and
in the middle of the hatching period (figure 3.12). Differences between the
dispersal distances of different release dates were significant in a Kruskal-
Wallis test (χ2 = 1.6e + 4, df = 5, p-value < 0.001). On average 3.7 % of
particles were retained locally in the eastern Irish Sea, which is somewhat
greater than the rate in the active-depth simulations, although the overall
median dispersal distance was almost unchanged.
Full-model particle exchange rates were generally similar to those in the
previous set-up however there was a slightly greater mean rate of transport
from the eastern Irish Sea to the western population (table 3.3). Once again
this limited connectivity was greatest in the initial part of the hatching pe-
riod, and transport in the reverse direction remained negligible.
The mean PLD of western Irish Sea particles reduced from 70 days on 15th
April to 59 days on 4th June. The eastern Irish Sea displayed even greater
seasonal variability, with the mean PLD reducing from 67 to 44 days over the
hatching period due to the wider range in water temperature. The PLD of
particles that were released closer to the warmer Irish coastal waters on the
western flank of the population was typically around 20 days shorter than the
PLD in the central and eastern regions of the population (figure 3.13). There
was also a small zonal PLD gradient in the eastern Irish Sea, particles that
were released closer to the English coastline typically had a PLD of around
5 days shorter than those that hatched further offshore (figure 3.14).
3.4 Discussion
The dispersal of marine larvae by ambient circulation is fundamental to pop-
ulation dynamics, and it is an important consideration in the effective design
of marine protected areas (Cowen and Sponaugle, 2009). This is particularly
true for benthic invertebrate species such as N. norvegicus, as they typically
75
Longitude
La
tit
ud
e
 
 
Full−model
15 Apr
53.5
54
54.5
40
45
50
55
60
65
70
75
Full−model
25 Apr
Full−model
5 May
Full−model
15 May
−6 −5.5 −5
53.5
54
54.5 Full−model
25 May
−6 −5.5 −5
Full−model
4 Jun
−6 −5.5 −5
Figure 3.13: Mean pelagic larval duration (in days) of particles in the western
Irish Sea. Particles are mapped onto the POLCOMS Irish Sea grid according
to initial particle location, and separated according to the release date.
remain sessile or sedentary throughout their adult life. Understanding the
drivers of larval dispersal and the factors that influence population connec-
tivity is therefore an important challenge for marine ecologists.
The western Irish Sea seasonal gyre is a widely cited example of a regional
dynamical system that affects larval dispersal (e.g. Hill et al., 1996; Dickey-
Collas et al., 1997; Hill et al., 1997). The influence of the gyre upon N.
norvegicus is particularly important from an ecological perspective due to the
intense trawling efforts and the spatial distribution of the requisite muddy
sediments in relation to the gyre. Despite this, previous studies have largely
neglected certain aspects of N. norvegicus larval behaviour, such as sediment
requirements, vertical swimming or appropriate PLD. As recent modelling
work suggests that the dynamical characteristics of the gyre may be changing
(Olbert et al., 2011), it is now imperative that the effect of the gyre on N.
norvegicus larval dispersal is properly understood. This investigation has
thoroughly tested the validity of the hypothesis that the gyre acts as an
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Figure 3.14: Mean pelagic larval duration (in days) of particles in the eastern
Irish Sea. Particles are mapped onto the POLCOMS Irish Sea grid according
to initial particle location, and separated according to the release date.
effective retention mechanism for N. norvegicus larvae.
The results of this investigation suggest that the seasonal gyre does re-
inforce retention of larvae within the wider western Irish Sea region, on the
condition that the larvae remain fixed at the depth of peak gyral flow. Ap-
proximately half of these larvae will fall outside of the muddy sediments at
the end of their larval phase however (assuming a PLD of around 60 days),
and the local retention rate does not appear to increase with gyre strength.
There is therefore little evidence that the gyral circulation promotes local
recruitment amongst fixed-depth larvae that require muddy sediments for
successful settlement.
The influence of the gyre is not spatially uniform across the western Irish
Sea. The results suggest that the gyral system reinforces local retention
amongst larvae that originate from the central part of the muddy sediments,
and diminishes retention rates around the periphery (figure 3.15). In reality
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Figure 3.15: Average spring local retention rate minus the November local
retention rate in the western Irish Sea. Particles are mapped onto the POL-
COMS grid according to initial location. Positive values indicate that the
seasonal gyre aids particle retention in that region, whilst negative values
indicate the gyre inhibits local retention. (a) fixed-depth model set-up. (b)
active-depth model set-up.
larval densities are greatest in the centre of the region, therefore the results of
this investigation may be consistent with the gyre retention hypothesis of Hill
et al. (1996) after accounting for this spatial variability. Future modelling
investigations should aim to utilise a non-uniform initial particle distribution
to confirm whether this is the case.
On average, vertically migrating particles were dispersed 10 km further,
and were approximately 25 % less likely to be locally retained, relative to
fixed-depth retention rates. This can be explained by the fact that the gyre
is vertically confined to a relatively narrow band around the thermocline,
and vertical migration will increase the likelihood of escaping this circula-
tion. Shear diffusion and vertically sheared tidal currents may introduce
further net transport away from the adult grounds. Furthermore, retention
rates amongst vertically migrating particles were greater in May than June
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despite the weaker gyral flow. Vertical migration is clearly a significant influ-
ence upon larval dispersal in shelf sea gyres, and this investigation finds no
evidence that gyral circulation promotes local retention of vertically migrat-
ing larvae. Diel vertical migration is common amongst many meroplanktonic
larvae and holoplanktonic organisms such as copepods, and there are several
proposed explanations for the adaptive significance of this behaviour, includ-
ing evasion of visually dependent predators (Zaret and Suffern, 1976; Gliwicz,
1986), metabolic benefits (McLaren, 1963) and decreasing exposure to dam-
aging solar radiation (Leech and Williamson, 2001). It is certainly possible
that one of these explanations could hold for N. norvegicus larvae. Whilst
this investigation cannot determine the reason for vertical migration of N.
norvegicus larvae, the results do suggest that larvae in the western Irish Sea
do not migrate for the purpose of local retention.
By contrast, in the eastern Irish Sea vertical migration appears to re-
duce dispersal distance and increase retention rates. This can be explained
by the fact that migrations between a northward surface mean flow and a
southward bottom flow will ultimately reduce net advection. N. norvegicus
larvae released from the eastern Irish Sea are typically advected much shorter
distances, however larval retention rates are considerably lower due to the
smaller habitat area. Retention rates in the eastern Irish Sea display consid-
erable short-term variability, which suggests that wind may play a significant
role in determining local retention. A small minority of larvae from both sites
can be expected to be dispersed over hundreds of kilometres. Peak dispersal
distances are slightly lower than those reported for fish eggs and larvae in
the Irish Sea by van der Molen et al. (2007), however this is explained by the
fact that N. norvegicus have a shorter PLD.
N. norvegicus PLD varies considerably both spatially and temporally
due to changes in water temperature. Larvae that hatch in the central and
western parts of the western Irish Sea population during April typically spend
twice as long in the plankton as larvae that hatch from the coastal areas
during July. In the western Irish Sea the mean PLD was generally greater
than the 60 days assumed for the first two model set-ups, and this resulted
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in an increase in dispersal distances and a reduction in retention rates.
Whilst investigating the influence of vertical migration strategy on larval
retention in the Irish Sea, Emsley et al. (2005) concluded that DVM sup-
ported particle retention by increasing the probability of larvae becoming
entrained within the gyre. The results of the current study would initially
appear to directly oppose this conclusion, despite also using POLCOMS. The
discrepancy between the findings could be for a number of reasons. Firstly the
computational advances of the past decade allowed the use of more advanced
numerical methods in the current investigation (notably RK4 particle ad-
vection, significantly greater number of particles, shorter time steps and the
introduction of stochastic vertical diffusion). Furthermore the current study
is focused upon N. norvegicus, therefore a more realistic PLD is adopted
(rather than 30 or 90 days), and a particle is considered to be “retained” if it
returns to the muddy sediments, rather than if it remains within the model
boundaries. Vertical swimming behaviour is also parametrised differently,
and the passive particle depths are not equal, therefore the findings of the
two investigations are perhaps not mutually exclusive. Several other mod-
elling studies report that vertical migration has a significant effect on larval
(or fish egg) transport in the Irish Sea (e.g. Fox et al., 2006; van der Molen
et al., 2007; Robins et al., 2013), however these studies largely focus upon
species with coastal or estuarine hatching sites and nursery grounds, so it is
more difficult to make direct comparisons to an offshore benthic species such
as N. norvegicus.
In all simulations, local retention rates were significantly greater amongst
particles released from the central part of the gyre, whereas those released
from the periphery were highly likely to be lost from the system. This sug-
gests that the adult N. norvegicus that inhabit the central part of the muddy
sediments may play the most important role in sustaining the population.
Therefore if a marine protected area was considered for a gyral system such
as the western Irish Sea, the results of this investigation suggest that it may
be more ecologically effective if the centre of the gyre was prioritised.
Olbert et al. (2011) proposed that changing atmospheric conditions are re-
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sulting in stronger cyclonic circulation in the western Irish Sea, but a shorter
gyre duration and a delay in the peak flow, coupled with a decrease in the
residence time. It is difficult to determine exactly how such changes would
affect resident larvae and speculation should be avoided, however it is worth
noting that the current investigation finds that the greatest local retention
rates are found during early May, and this period corresponds with the peak
hatching time of N. norvegicus larvae (Dickey-Collas et al., 2000a). Any
delay in the onset of the gyre could upset this synchronisation, unless it is
matched by a similar delay in hatching time. The decrease in residence time
in the region suggests that the region is becoming less retentive, and this
could lead to greater losses of larvae from the system. Further work should
aim to investigate how the long-term inter-annual variability of the gyre will
affect larval retention.
Overall this investigation is in agreement with the conclusion of van der
Molen et al. (2007), that the capability of the western Irish Sea gyre to
retain larvae appears to be relatively weak. This conclusion is supported
further by larval surveys (Hillis, 1974; White et al., 1988) that clearly show
N. norvegicus larvae outside the muddy sediment regions, suggesting some
loss from the system due to mean advection, although Nichols et al. (1987)
proposed that this could potentially be due to adults living outside the muddy
substrate that is recognised as the boundary of the N. norvegicus population.
It appears that whilst Horsburgh et al. (2000) provides an excellent and
thorough assessment of the physical and dynamical properties of the western
Irish Sea gyre, the fixed-depth drifters neglect too many factors for their
trajectories to be representative of N. norvegicus larvae. This should serve
as a warning for marine ecologists to exercise extreme caution whenever
attempting to deduce information about larval dispersal from passive drifter
observations. Although it is also important to take care when attempting
to assess population connectivity from numerical simulations alone, these
simulations suggest that the distinct N. norvegicus sites largely rely upon
local recruitment of larvae, despite some evidence of highly limited one-way
connectivity in a pattern that broadly reflects the mean circulation in the
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Irish Sea.
3.5 Appendix A: Vertical migration parametri-
sation
The weighted parameter λ is calculated using the following function of larval
stage, time of day and depth in the water column. Here z denotes depth
(given in metres, positive z is directed upwards in the water column, reaching
0 at the surface), P is the period of DVM (i.e. one day), t denotes time in
days and τ represents the normalised stage duration.
λ =

τ (1 + sin(2pit/P )− 0.2α) if stage = 1, τ ≤ 0.5
0.5 (1 + sin(2pit/P )− 0.2α) if stage = 1
0.5 (1 + sin(2pit/P )− 0.2α) if stage = 2
0.5 (1 + sin(2pit/P )) if stage = 3, τ ≤ 0.5
(1− τ) (1 + sin(2pit/P )) + 2τ − 1 if stage = 3, τ > 0.5
(3.4)
where α is introduced to prevent particles accumulating in the bottom waters
during the first two larval stages, given by
α =
{
1 if z ≤ −40 m
0 if z > −40 m. (3.5)
Note that in the active-depth simulations, τ is calculated by assuming a
uniform temperature of 9.23 ◦C, therefore permitting vertical migration using
this sub-model whilst still forcing a PLD of 60 days.
3.6 Appendix B: The Well Mixed Condition
Hunter et al. (1993), Visser (1997) and Ross and Sharples (2004) have each
highlighted the fact that it is necessary to exercise caution when attempting
to simulate diffusion in an environment where diffusivity is spatially variable,
as the “naive model” may lead to artificial accumulation of particles in regions
of low diffusivity. Additional care must be paid to the time step selection and
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boundary conditions. In this investigation, vertical diffusion was calculated
using the following equation (see e.g. Ross and Sharples, 2004), where K
represents vertical diffusivity, zn represents the depth of a particle at time
tn, ∆t is the diffusion time step (6 seconds) and R is a random variable taken
from a normal distribution with mean 0 and standard deviation r,
zn+1 = zn + ∆t
∂K
∂z
(zn) +R
[
2∆t
r
K
(
zn +
∆t
2
∂K
∂z
(zn)
)] 1
2
. (3.6)
A one-dimensional idealised simulation was conducted in order to verify that
this vertical diffusion scheme, along with the selected time step and reflective
boundary conditions, satisfied the well mixed condition. I.e. if particles are
initially uniformly distributed throughout the water column, then they will
remain uniformly distributed as long as there are no external factors such as
vertical migration, variable bathymetry or vertical advection. An inhomoge-
neous vertical diffusivity profile was extracted from the POLCOMS output,
and 10, 000 particles were initialised uniformly over depth, and diffused ver-
tically for a PLD of 60 days. At the end of the 60 day PLD the particles
were binned into 1 m intervals and a χ2 goodness-of-fit test was conducted
to test the hypothesis that the particles were uniformly distributed at the 5
% level.
H0 : The distribution of particles fits a uniform distribution.
HA : The distribution of particles does not fit a uniform distribution.
The final distribution of particles appeared approximately uniform (figure
3.16) and the null hypothesis could not be rejected at the 5 % level (χ2 = 42.7,
df = 39).
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Figure 3.16: (a) Cubic smoothing spline (blue line) fitted to discrete values
of vertical diffusivity K (m2 s−1) taken from POLCOMS output (black dia-
monds). (b) First derivative of vertical diffusivity (m s−1). (c) Final particle
distribution. Particles are binned into 1 metre intervals.
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Chapter 4
A Cautionary Note on the
Parametrisation of Passive
Particles in Larval Dispersal
Modelling Studies
Abstract
Larval behaviour is widely recognised as an important influence upon larval
transport, however passive particles are still an effective tool for marine mod-
ellers when utilised in conjunction with active particles (with parametrised
larval behaviour) in order to determine how behaviour affects dispersal. In
this context the term “passive” is broadly understood to indicate an absence
of biological behaviour, however it is not used consistently, and is often not
precisely defined. This numerical investigation demonstrates that different
parametrisations of passive particles may lead to opposing conclusions about
the influence of vertical migration.
The problem is initially highlighted using an idealised one-dimensional
example of estuarine and tidal flow in an open channel. The same scenarios
are then investigated using a three dimensional hydrodynamic model with
a coupled particle tracking model in Liverpool Bay, a shallow hyper-tidal
coastal embayment with a density driven circulation.
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Simulations indicate that diel vertical migration (DVM) promotes coastal
retention in Liverpool Bay when compared to passive particles that are fixed
at either surface or random depths, however the same results can be used to
conclude that DVM facilitates offshore transport when compared to passive
particles that are advected with bottom or depth-mean currents, or parti-
cles that are diffused throughout the water column. Such dependence upon
passive particle parametrisation is unsatisfactory and it leaves the influence
of larval behaviour upon transport open to some interpretation. It is argued
here that the most appropriate parameterisation depends on the particu-
lar investigation being undertaken, but it is emphasised that this selection
should be clearly specified in the methodology.
4.1 Introduction
The dispersal of meroplanktonic larvae in marine environments is crucial for
population connectivity, particularly amongst benthic invertebrate species
that are either sessile or sedentary throughout their adult lives (Cowen and
Sponaugle, 2009). As larval dispersal is difficult to observe directly, marine
ecologists routinely utilise numerical models to determine the dynamics of a
population. This typically involves using a hydrodynamic model to supply
physical data (velocity, elevation, diffusivity etc.) to an oﬄine Lagrangian
particle tracking model. Particles (representing larvae) are then initialised
at a known spawning site, and advected for a period of time corresponding
to the pelagic larval duration (PLD) of the particular species under investi-
gation. Such techniques have found numerous applications, for example the
design of effective marine protected area (MPA) networks (Jones et al., 2009),
the spread of invasive species (McQuaid and Phillips, 2000) and the role of
offshore renewable energy devices as artificial reefs (Adams et al., 2014).
Early larval dispersal studies generally simulated passive particles in two-
dimensional models, however there have been significant developments in re-
cent years. It is now widely recognised that larval behaviour can dramatically
influence larval trajectory (Paris et al., 2005; Cowen et al., 2006), and it has
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become standard practice for larval modelling studies to incorporate biolog-
ical processes such as vertical migration (North et al., 2008), directed hori-
zontal swimming (Staaterman and Paris, 2014) or a temperature-dependant
pelagic larval duration (PLD) (Phelps et al., 2015a).
Although the use of passive particles alone is now generally discouraged,
they are still regularly utilised effectively in conjunction with active particles
with parametrised larval behaviour. This may be either to investigate a range
of possible dispersal scenarios, or to determine how the behaviour affects
larval transport (e.g. Emsley et al., 2005; Paris et al., 2005; Fox et al., 2006;
Paris et al., 2007; Brochier et al., 2008; Butler et al., 2011; Phelps et al.,
2015a; Robins et al., 2013). Other studies choose to adopt passive particles
to simulate pelagic fish eggs before introducing behaviour during the later
larval stages (Bolle et al., 2009).
The term “passive” is generally understood to imply a lack of active larval
behaviour, however the parametrisation of passive particles is inconsistent in
the literature. Particles described as passive are variously dispersed through-
out the water column (Bolle et al., 2009, stages 1 and 2), fixed at a constant
pre-determined depth (Phelps et al., 2015a), restricted to remain with a par-
ticular vertical layer (Emsley et al., 2005), advected using vertically averaged
two-dimensional models (Davidson and deYoung, 1995), or a combination of
the above (Puckett et al., 2014). Further variability can be introduced by the
inclusion of horizontal or vertical diffusion. Furthermore some publications
simply describe particles as passive and provide little further explanation
about what is meant by this. The choice of passive particle parametrisation
will affect transport, and this could ultimately influence the conclusion drawn
about the effect of vertical migration upon larval dispersal. This problem is
now highlighted with an idealised example of one dimensional flow in an open
channel.
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4.2 Idealised Scenario
Consider an open channel along the x-axis (where positive x is directed off-
shore), with depth z ranging from z = −h at the bottom to z = 0 at the
fixed surface. Horizontal velocity u is split between two components, a tidal
velocity u′(t, z) that varies with depth and time t, and a residual estuarine
component u(z) that varies with depth alone. For simplicity we follow Simp-
son et al. (1990) for both velocity terms, adopting a steady-state estuarine
flow profile (e.g. Officer, 1976, p. 118)
u(z) =
gh3
48Nz
1
ρ
∂ρ
∂x
(
1− 9σ2 − 8σ3) m s−1 (4.1)
where σ = z/h and g, Nz and ρ represent gravitational acceleration, eddy
viscosity and density respectively. The tidal component is allowed to vary in
the vertical using the profile of Bowden and Fairbairn (1952),
u′(t, z) = uˆ
(
1.15− 0.425σ2) m s−1 (4.2)
where uˆ is a time-varying depth-mean tidal current. For this example we use
approximate values in Liverpool Bay (see section 4.3), with h = 20 m, and
take Nz = 0.0129 m
2s−1 and ∂ρ
∂x
= 1.2 × 10−4 kg m−4 following Verspecht
et al. (2009b), and force uˆ with the principal tidal constituents in Liverpool
Bay.
Five different passive scenarios are considered here (referred to as the
surface, bottom, random-fixed, depth-mean and diffused scenarios), followed
by an active diel vertical migration (DVM) example. In each simulation
100, 000 particles are released in a normal distribution centred upon x = 0
km with a standard deviation of 10 km, and are advected for a PLD of 30 days
before settling. In the surface and bottom scenarios particles are vertically
fixed to the surface (z = −1 m) and bottom (z = −h+ 1 m) respectively. In
the depth-mean scenario particles are advected with the vertically averaged
velocity. In the random-fixed scenario particles are uniformly distributed
throughout the water column, and each particle remains fixed at its initial
depth throughout the PLD. In the diffused scenario, particles spawn at the
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bottom (z = −h m) and are constantly diffused in the vertical using the
following numerical stochastic scheme
zn+1 = zn +R
√
2r−1K∆t m (4.3)
where zn represents the depth of a particle at time step n, R is a random
number taken from the uniform distribution U [−1, 1] with variance r = 1/3,
the time step is ∆t = 5 s and vertical diffusivity is taken as a constant K =
0.001 m2s−1. Note that whilst this “naive model” (equation 4.3) can lead
to artificial particle accumulation in regions of low diffusivity (Hunter et al.,
1993; Visser, 1997; Ross and Sharples, 2004), there are no such problems
in this example because of the uniform diffusivity. Finally, in the active
DVM scenario particles are released from the bottom (z = −h m), and swim
vertically with a constant speed of 3 mm/s, directed towards the surface
between 6 p.m. and 6 a.m., and towards the seabed during the remaining
hours. The DVM particles are also subject to stochastic vertical diffusion.
The results of the idealised model are summarised in figure 4.1.
As one would expect, each parametrisation leads to a different final par-
ticle distribution, but more importantly it is possible to draw opposing con-
clusions about the effect of diel vertical migration upon dispersal depending
upon which of the five passive simulations is regarded as the “base scenario”.
The DVM particles are advected a mean distance of 14.7 km offshore, whereas
the surface and bottom passive particles are advected 36.7 km offshore and
10.8 km onshore respectively. The final particle distributions of remaining
three passive scenarios (random-fixed, depth-mean and diffused) are all cen-
tred within 1 km of the origin (slightly off-centre due to the tidal state at the
end time), however they each have a vastly different spread, with standard
deviations of 23, 5 and 8 km respectively. DVM can therefore be regarded as
promoting coastal retention in relation to the passive surface particles, but
one could equally conclude that it facilitates offshore transport in relation
to all other passive scenarios. Similarly if the random-fixed or the diffused
particles are taken as the base scenario, the results show that DVM forces
particles to be more spatially confined. One could interpret this to mean
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Figure 4.1: (a) Example vertical profile of tidal velocity u′. (b) Vertical
profile of estuarine velocity u. (c) Time series of depth-mean tidal velocity
uˆ. (d) Final distribution of particles (binned into 2 km intervals).
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that DVM reduces dispersal and connectivity, making it more likely for a
population to be ecologically closed.
Each of these idealised simulations are now repeated in Liverpool Bay us-
ing a three-dimensional hydrodynamic model and an oﬄine Lagrangian parti-
cle tracking model, in order to determine whether passive particle parametri-
sation remains important in a complex coastal environment.
4.3 Liverpool Bay
4.3.1 Study Region
Liverpool Bay is a shallow, hyper-tidal region of freshwater influence (ROFI)
(Simpson, 1997), located in the eastern Irish Sea (figure 4.2). The region has
a strong offshore salinity-controlled density gradient that drives a sheared
residual circulation that rotates with depth (Heaps, 1972). The mean surface
flow is directed offshore (northwards) and of the order of 0.04 m s−1, and
bottom flow is directed onshore (southwards) and is of a similar magnitude
(figure 4.3). The tidal range can be as large as 10 m, and spring tidal currents
are of the order of 0.75 m s−1 (Polton et al., 2011). Unlike in the idealised
scenario of section 4.2, the rectilinear east-west tidal flow is approximately
perpendicular to both the surface and bottom components of the local mean
circulation. Despite the strong tidal mixing, numerical studies reveal that
Liverpool Bay is somewhat retentive due to the onshore bottom flow, with a
mean residence time of over 100 days (Phelps et al., 2013).
4.3.2 Methods
For this investigation we use POLCOMS (Proudman Oceanographic Labo-
ratory Coastal Ocean Modelling System), a three-dimensional hydrodynamic
model (Holt and James, 2001), using the Irish Sea set-up (figure 4.2) with
approximately 1.8 km horizontal resolution and 32 vertical σ-coordinate lay-
ers. POLCOMS is forced by ECMWF meteorological data at the surface,
tidal elevation and velocity at the open boundaries, and has lateral freshwa-
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Figure 4.2: (a) Full domain of the hydrodynamic and particle tracking mod-
els, with Liverpool Bay highlighted in red. (b) Bathymetry (m) in Liverpool
Bay with isobaths marked every 10 m. Particles are initialised uniformly at
sea points within the red circle of 10 km radius centred upon the 3.5 ◦ W,
53.7 ◦ N. The location of the site A and site B permanent moorings are also
shown.
ter input at the river locations. The k− turbulence closure scheme (Canuto
et al., 2001) is selected for this study. For further information regarding the
performance of the POLCOMS Irish Sea set-up in Liverpool Bay the reader
is referred to Polton et al. (2011).
POLCOMS provides dynamical and physical data (sea surface elevation,
and three dimensional fields of velocity and diffusivity) for an oﬄine La-
grangian particle tracking model. The particle tracking model is described
in detail in Phelps et al. (2015a), but briefly, the model uses bilinear in-
terpolation of velocity and Runge-Kutta 4th order integration for advection.
Stochastic vertical diffusion is calculated by fitting a cubic smoothing spline
to POLCOMS diffusivity output, and using the numerical scheme described
by Visser (1997) and Ross and Sharples (2004) to ensure that the model sat-
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Figure 4.3: Mean circulation in Liverpool Bay and the eastern Irish Sea in
June 2005 according to POLCOMS output. Velocity magnitude (m s−1) is
indicated by colour, velocity direction is indicated by arrows given at every
third grid cell in both directions. (a) Surface flow. (b) Bottom flow.
isfies the well-mixed condition. Reflective boundaries are placed at the sea
surface, bottom and lateral land boundaries.
Once again, five passive simulations are conducted (surface, bottom,
random-fixed, depth-mean and diffused) followed by an active DVM simula-
tion. Particle depths are identical to those described in section 4.2, except
that maximum depth h is taken from the local bathymetry. Particles are
initialised at every two seconds of a degree (longitude and latitude) within
a circular area of radius 10 km in Liverpool Bay (figure 4.2), giving over
139, 000 particles per simulation. All particles are initially released at a
random time on the 1st of June 2005 and are advected for 30 days before
settling.
4.3.3 Results
Model output data are presented here by outlining the dispersal direction and
great-circle distances between the initial and final location of each particle.
These results are depicted in figures 4.4, 4.5 and 4.6. Dispersal distances are
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Figure 4.4: Random sample of 20 particle trajectories from each simulation.
(a) surface; (b) bottom; (c) random-fixed; (d) depth-mean; (e) diffused; (f)
DVM. Trajectories are passed through a moving average filter to remove semi-
diurnal tidal advection (hence the apparent transport over land in panels a
and c).
highly asymmetrical in most cases (figure 4.5), therefore median values are
presented rather than means.
The surface particles were dispersed further than any other passive sce-
nario, with a median dispersal distance of 79.9 km. Over 99.9 % of these
particles were advected northwards by the mean surface flow. In contrast
the median dispersal distance of all bottom particles was 33.8 km, and 90.5
% of particles were advected southwards. There was a clear dichotomy in
the random-fixed scenario where dispersal was determined by particle depth.
Particles that were trapped in the surface layer were advected offshore by the
northward surface current, whereas particles fixed closer to the seabed were
advected onshore by the southward bottom flow (figure 4.6). The overall
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Figure 4.5: Distribution of dispersal distances for each model scenario. Par-
ticles are binned into 2 km intervals. Here negative distances indicate that
the particle is dispersed south of its initial site.
median dispersal distance was 38.2 km, and the proportion of particles that
were advected to the north and south were approximately equal (48.9 % and
51.1 % respectively).
In the depth-mean simulation, dispersal distances were considerably shorter
than in any other scenario, with a median distance of 9.5 km. This is clearly
due to the fact that the depth-averaged velocity is far weaker than either
the surface or bottom components of the mean circulation. In total 66.8 %
of these particles were advected north of their origin. The spread of disper-
sal distances was also far shorter than in previous simulations (figure 4.5).
Indeed depth-mean dispersal distance has a standard deviation of 11.3 km,
compared to the equivalent standard deviations of 40.0, 20.2 and 68.2 km for
the surface, bottom and random-fixed scenarios respectively.
The most striking aspect of the diffused scenario results was the signifi-
cant transport to the south west (figure 4.6). There are two separate physical
processes in Liverpool Bay that could contribute to this westward transport.
Firstly the combination of vertical diffusion and a vertically-sheared oscil-
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lating current can introduce an effective horizontal diffusion parallel to the
direction of the oscillatin flow due to a process referred to as shear dispersion
(Bowden, 1965). In Liverpool Bay the tidal flow is almost entirely rectilinear,
flowing east-west, therefore shear dispersion would lead to particle diffusion
along the zonal axis. Secondly there is a small but significant zonal compo-
nent of the residual flow in the mid-depths in Liverpool Bay. This component
is spatially variable, flowing eastward at site A (eastern Liverpool Bay, fig-
ure 4.2) at velocities reaching approximately 1 cm s−1, and westward at site
B (western Liverpool Bay, figure 4.2) at a similar velocity, and this is cap-
tured by the POLCOMS model (see Polton et al., 2011, for further details).
This zonal component of the mean velocity in Liverpool Bay would also af-
fect the fixed-depth particles, however the shear dispersion mechanism would
not. The median dispersal distance amongst vertically diffused particles was
31.4 km and 92.8 % of these particles were dispersed south of their initial
site. Again dispersal distances are relatively homogeneous, with a standard
deviation of only 16.3 km.
Finally, in the DVM simulation the majority of particles were advected
northwards (62 %), with a median dispersal distance of 26.6 km. Once again
it is possible to draw different conclusions about the influence of vertical
migration upon larval dispersal in Liverpool Bay depending which passive
particle parametrisation is chosen. If absolute dispersal distances are consid-
ered, one can conclude that vertical migration is conducive for local larval
retention when compared to either surface, bottom, random-fixed or verti-
cally diffused particles. Conversely if the depth-mean particles are taken as
the base scenario, it is equally possible to conclude that vertical migration is
not favourable for local larval retention. If dispersal direction is considered,
it could be argued that vertical migration also hampers coastal retention in
contrast to the bottom passive particles, which were predominantly advected
southwards (onshore).
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Figure 4.6: Frequency of dispersal distances in each direction according to
model run. (a) Surface. (b) Bottom. (c) Random fixed. (d) Depth-mean.
(e) Diffused. (f) Diel vertical migration.
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4.4 Discussion
Passive particle models have largely been superseded by complex biophysi-
cal models that incorporate active behaviour, such as vertical migration and
settlement cues, however numerous recent investigations utilise both passive
particles and active particles with complex larval behaviour, and draw com-
parisons between the results to determine the effect that behaviour has upon
dispersal. Although passive particles are frequently used in this manner, they
are not parametrised consistently. This article highlights the fact that this
lack of consistency becomes problematic when attempting to draw conclu-
sions about larval behaviour, because different passive particle parametrisa-
tions can lead to directly opposing conclusions about the effect that larval
behaviour has on transport. For example, vertical migration may promote
local retention when compared to passive particles in the surface layer, but
without contradiction it may appear detrimental to retention when compared
to passive particles that are distributed throughout the water column.
The intention of this investigation was to illustrate the importance of an
aspect of larval dispersal modelling that is regularly overlooked using ide-
alised examples, however it certainly does not provide an exhaustive account
of either passive particle parametrisations or larval behaviour. It is important
to recognise that in reality larval swimming activity is highly complex and
species dependent, and the swimming behaviour implemented in this model is
certainly a major oversimplification, which does not represent any particular
species. Many larger larvae are also capable of directed horizontal swimming
at considerable velocities (Leis et al., 1996; Leis and Carson-Ewart, 1997;
Fisher et al., 2005). Some larvae are also known to adapt their behaviour ac-
cording to physical cues such as habitat availability or the presence of adults,
and other factors such as mortality may affect dispersal patterns. These as-
pects of larval behaviour are neglected in this study, however they would
certainly lead to greater variability in the results.
Liverpool Bay was chosen as the study region due to complex nature
of the local circulation, with strong vertically sheared tidal currents, and a
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highly variable density-driven mean flow. Souza and Lane (2013) used the
POLCOMS online Lagrangian particle tracking model with a fine resolution
(∼ 180 m, 10 vertical σ-coordinates) set-up to investigate the fate of dredged
sediment in Liverpool Bay, and showed that the density-driven residual circu-
lation leads to onshore transport of sediments, that are ultimately advected
into the Mersey estuary. As these suspended sediments are subject to a set-
tling velocity, the results correspond most closely with the bottom passive
particles in the current study, and the onshore transport of bottom particles
is consistent in both investigations. Although it may initially appear that
the high resolution Liverpool Bay set-up would be more appropriate for the
current study, there is an important trade-off between resolution and model
domain size. The resolution of the current study may not be sufficiently fine
to resolve transport up the Mersey estuary, however the model domain size
of Souza and Lane (2013) would not be sufficiently large enough to contain
many of the surface and random-fixed particles over a thirty day PLD.
To conclude this investigation we make two closely related recommenda-
tions for future investigations that seek to draw comparisons between passive
and active particles. Firstly one should carefully consider the most appro-
priate passive particle parametrisation, and this selection should be clearly
stated in the methodology rather than loosely declaring that the particles
are dispersed passively. Evidently there is no single parametrisation that is
universally suitable. For example Phelps et al. (2015a) investigated the role
of the western Irish Sea gyre on larval dispersal, and fixed passive particles at
the depth of peak gyral flow (24 m) to permit direct comparisons with fixed-
depth drifter observations, however this clearly would not be an appropriate
default choice for the vast majority of modelling investigations. Secondly
one should avoid vague decelarations such as “vertical migration enhances
local retention”, and instead offer more specific concrete conclusions, such as
“local retention rates are greater amongst vertically migrating larvae than
larvae that remain within the surface mixed layer”.
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Chapter 5
Larval Dispersal in the North
Sea and Connectivity Between
Offshore Installations
Abstract
Offshore oil and gas platforms often function as artificial reefs that benefit
local marine biota, however they may also facilitate the spread of nonindige-
nous invasive species which threaten biodiversity. It is therefore imperative
to determine whether such installations are connected via larval dispersal.
This investigation uses an individual based model to assess larval dispersal
and connectivity between artificial installations in the North Sea.
Approximately 5 % of all particles successfully settled upon an offshore
installation, and connectivity occured over distances of the order of 100 km.
Dispersal was found to be strongly dependent upon the vertical distribu-
tion of particles. On average particles trapped within the surface layer were
advected 95 km over 30 days, whereas particles in the bottom layer were
advected an average distance of 52 km over the same period, and had a
slightly greater successful settlement rate. In terms of dispersal distance
and settlement rates, vertically migrating particles fell between the surface
and bottom scenarios, however vertically migrating particles settled upon a
greater number of distinct installations. Averaged over the three scenarios,
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particles settled upon 72 % of the installations in the southern North Sea,
but only 40 % of the installations in the northern North Sea, confirming
previous findings that connectivity is greater in the southern North Sea.
5.1 Introduction
Artificial installations in the marine environment such as oil and gas plat-
forms and offshore wind turbines can serve as artificial reefs, providing ad-
ditional habitat space for sessile marine invertebrates including mussels and
barnacles (Svane and Petersen, 2001; Wilhelmsson and Malm, 2008; Lang-
hamer et al., 2009; Boehlert and Gill, 2010). These installations may be
highly beneficial to the local benthic marine assemblage, which in turn may
attract pelagic organisms and potentially enhance fisheries. Although arti-
ficial reefs are widely regarded as an effective way of strengthening marine
biodiversity, caution must be exercised because it is also possible for such
structures to act as “stepping stones”, enabling the spread of non-indigenous
invasive species into new environments via larval dispersal (Glasby et al.,
2007; Adams et al., 2014).
Invasive species have been identified as a significant threat to marine
biodiversity (Carlton and Geller, 1993; Mack et al., 2000; Ruiz et al., 2000;
Branch and Steffani, 2004), as they increase competition for finite resources,
leading to changes in community structure and potentially local extinctions.
Although the majority of successful invasions have been attributed to foul-
ing upon the hulls of ships and planktonic organisms inhabiting ballast water
(Ruiz et al., 2000), invasive species are generally able to thrive in a diverse
range of environments, and they may be particularly well suited to settling
upon certain artificial substrates (Glasby et al., 2007). It is therefore im-
perative that the role of artificial offshore installations upon connectivity is
properly understood.
In this investigation we explore larval dispersal and connectivity between
offshore stations in the North Sea listed in the OSPAR inventory of off-
shore installations (OSPAR Commission, 2013). Whilst these stations vary
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in nature, the inventory predominantly consists of operational oil and gas
platforms. After excluding stations that were either located either outside
the model boundary, outside the region of interest (e.g. in the Irish Sea) or
for which there was no available data on the location, a total of 1113 offshore
installations remained (displayed in figure 5.1).
Biofouling has been recorded on a wide range of artificial installations
within the North Sea and adjacent seas including offshore wind turbines
(Degraer and Brabant, 2009) wave power foundations and buoys (Langhamer
et al., 2009) and oil platforms (Forteath et al., 1982). Such installations
are numerous in this marine region, and many lie within close proximity to
one another, indeed 80 % of the 1113 installations investigated here (figure
5.1) are located within 5 km of another neighbouring station. Whilst larval
dispersal distances vary greatly according behaviour, pelagic larval duration
(PLD), local hydrodynamics and other factors, some species are capable of
dispersing larvae 100 km and greater, therefore migration between the North
Sea offshore installations is certainly a plausible prospect.
Thorpe (2012) investigated connectivity of oil and gas platforms in the
North Sea by analysing tidal ellipses and streamlines in the mean flow field,
and concluded that connectivity between these platforms was probable, but
spatially variable. In the southern UK sector of the North Sea 60 % of offshore
installations were found to be connected by tidal flows, whereas only 23 %
were connected in the northern UK sector. The aim of the current study is to
build upon the work of Thorpe (2012) by utilising a high-performance, three-
dimensional Lagrangian particle tracking model with spatially and tempo-
rally variable velocity fields, resolving both tides and residual currents. Three
contrasting vertical swimming behaviour parameterisations are also incorpo-
rated into the model in order to determine whether vertical swimming affects
connectivity in this environment.
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Figure 5.1: POLCOMS MRCS bathymetry (m, capped at 200 m to show
greater detail in region of interest). White regions lie outside the model
domain. Black crosses denote the 1113 locations from the OSPAR inventory
of offshore installations that are considered in this investigation.
5.2 Methods
This investigation was conducted using the POLCOMS hydrodynamic model
with the Medium Resolution Continental Shelf (MRCS) setup (described
in Holt et al., 2005), with a horizontal grid resolution of approximately 7
km. Whilst the original MRCS setup used 20 s-coordinate vertical layers,
the current study used 32 σ−coordinate vertical layers. This hydrodynamic
model was used to provide sea surface elevation and three dimensional fields
of velocity and diffusivity for an oﬄine particle tracking model described by
Phelps et al. (2015a).
POLCOMS output of sea surface elevation and velocity were read by the
partcle tracking model every 300 s, and diffusivity was read every 600 s. This
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POLCOMS output was then interpolated linearly in time to update the fields
for every internal time step (advection time step of 60 s, vertical diffusion
time step of 6 s). The particle tracking model uses Runge-Kutta 4th order
integration for particle advection and vertical diffusion is calculated using a
stochastic numerical scheme (Visser, 1997; Ross and Sharples, 2004). Re-
flective boundaries at the sea surface, seabed and horizontal land boundaries
prevent particles leaving the water column. Any particles that are advected
outside the model domain through the open boundaries are removed from
the system and are not included in the following analyses. Further technical
details of the particle tracking model are found in Phelps et al. (2015a).
Particles were initially distributed at the 1113 locations shown in figure
5.1. Unfortunately there was no available data for the size and shape of each
individual station, therefore each installation was assumed to take the form of
a column with a 50 m by 50 m square cross section, extending from the seabed
to the sea surface. Particles were initially distributed uniformly around the
perimeter of each column, with 1000 particles per installation. Particles were
each released at a random time on 1st January 2002, and were subsequently
advected for a PLD of 30 days, typical of many marine invertebrates and
fish (Shanks, 2009). The POLCOMS model was run from 1st January 2001,
providing a full year model spin-up prior to particle introduction. Each
particle was assumed to be capable of settling after 20 days in the plankton
upon direct contact with any offshore installation. Any particle that had
failed to find a suitable artificial substrate at the end of the 30 day PLD was
removed from the system.
Three model setups were used, each with different larval behaviour pa-
rameterisations, and are henceforth referred to as the surface, bottom and
diel vertical migration (DVM) setups. In the surface setup particles were
initially distributed throughout the uppermost 10 m of the water column.
After release these particles were subsequently subject to turbulent diffu-
sion throughout their PLD, however they were retained in the surface waters
by placing a reflective boundary condition at 10 m depth. Similarly bot-
tom particles were initially distrbuted throughout the bottom 10 m, and a
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reflective boundary condition was placed 10 m above the seabed to ensure
particles were retained in the bottom waters. In the DVM scenario particles
remained within the surface 10 m between midnight and 06.00, descended
towards the seabed at a constant velocity of 3 mm s−1 between 06.00 and
midday, remained within the bottom 10 m between midday and 18.00, and
ascended towards the surface at a constant velocity of 3 mm s−1 between
18.00 and midnight. This vertical swimming strategy represents the most
common form of DVM behaviour amongst planktonic organisms including
marine larvae, referred to as nocturnal (or normal) DVM, whereby larvae
inhabit the surface waters during the night and descend to deeper darker
waters during the day.
5.3 Results
The mean circulation in the North Sea was generally anticlockwise. Whilst
bottom flow was relatively weak, surface flow was considerably stronger, ex-
ceeding 0.1 m s−1 throughout much of the domain, and reaching 0.25 m s−1
in some coastal regions such as the Skagerrak (figure 5.2). Well established
dynamic features such as the Dooley Current and the Norwegian Coastal
Current (Svendsen et al., 1991) are easily identifiable in the mean flow. Fur-
ther details about the physical and dynamical oceanography of the North
Sea, and POLCOMS MRCS model verification can be found in Holt et al.
(2005).
In order to present the results, particles were binned onto a 2◦ longitude
by 1◦ latitude grid, stretching from 52◦ to 62◦ N. and −4◦ to 8◦ E (figure
5.3) according to their origin. Altogether 19.9 %, 3.9 % and 16.5 % of par-
ticles were advected beyond the model domain through an open boundary
in the surface, bottom and DVM model set-ups respectively. All of these
particles originated from the 6 most northern grid cells (from rows A and B
in figure 5.3), and they all left the model through the northern boundary.
Little can be said about the dispersal of these particles, and it is difficult to
determine the likelihood of re-entry into the model domain, therefore these
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Figure 5.2: Monthly mean circulation in the North-east Atlantic continental
shelf during January 2002 from the POLCOMS MRCS model output. Arrows
(shown at every fourth grid cell in both directions) indicate direction, the
colour axis indicates magnitude (m s−1). (a) surface velocity. (b) bottom
velocity.
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Figure 5.3: Location of the offshore installations shown on a 2◦ longitude
by 1◦ latitude grid. Each particle is assigned to a particular grid cell (e.g.
D3) according to its initial location. Note that this does not indicate the
horizontal resolution of the model, this grid is only used for the presentation
of results.
particles were removed prior to all further analyses, and the following disper-
sal distances and connectivity statistics are representative of the remaining
particles. Dispersal distance distributions were highly asymmetrical (figure
5.4), therefore we present median rather than mean values.
In the surface scenario 3.9 % of the particles successfully settled upon an
offshore installation. The results suggest that larval exchange may be possible
over relatively large spatial scales (figure 5.5). Only 68 particles (< 0.01 %)
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settled upon the same installation that they were released from, and only
27.9 % of particles that did settle remained within their original 2◦ longitude
by 1◦ latitude grid cell. The median dispersal distance amongst particles
that settled upon an installation was 77.9 km, and the greatest distance
amongst settled particles was 221.2 km. The median dispersal distance of all
particles (including those that did not settle, but excluding those that left
the model boundaries) was 94.5 km, and the greatest distance was 400.9 km
(figure 5.4). In total surface particles settled upon 46.5 % of all the offshore
installations, however this value varied considerably according to location.
In the southern North Sea (south of 55 ◦ N, grid rows H, I and J in figure
5.3) 63.3 % of stations were settled upon, whereas in the northern North Sea
(north of 55 ◦ N) only 38.7 % were settled upon.
In the bottom scenario 5.5 % of the particles settled upon an offshore
installation. This time 827 particles (0.07 %) settled upon the same instal-
lation that they were released from, and 65.7 % of particles that did settle
remained within their original 2◦ longitude by 1◦ latitude grid cell (figure
5.6). Amongst particles that successfully settled the median dispersal dis-
tance was 32.0 km, and the maximum dispersal distance was 170.3 km. The
median dispersal distance of all particles was 51.7 km, and the greatest dis-
tance was 341.2 km. Bottom particles settled upon 50.0 % of all offshore
installations, including 38.9 % of the northern North Sea stations, and 74.2
% of the southern North Sea stations.
In the DVM scenario 4.1 % of the particles successfully settled. Only
209 particles (0.02 %) settled upon the same installation that they were
released from, and 51.5 % of particles that did settle remained within their
original 2◦ longitude by 1◦ latitude grid cell (figure 5.7). The median dispersal
distance amongst particles that settled upon an installation was 47.2 km, and
the greatest distance amongst settled particles was 198.4 km. The median
dispersal distance of all particles was 66.5 km, and the greatest distance was
401.9 km. DVM particles settled upon 54.0 % of all offshore installations,
including 43.1 % of the northern North Sea stations, and 77.9 % of the
southern North Sea stations (figure 5.8).
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Figure 5.4: Distribution of dispersal distances for each model set-up (after
excluding particles that were advected beyond the model boundaries). Par-
ticles were binned into 10 km intervals.
5.4 Discussion
This investigation found that larval exchange may be possible over scales of
the order of 100 km, but connectivity between offshore installations is both
spatially variable and strongly dependent upon the vertical distribution of
larvae. Larvae that reside within the surface layer were typically advected
around twice as far as those that remained in the bottom waters, however
bottom dwelling larvae had a greater probability of settling upon an artificial
installation. This was due to the fact that the mean surface circulation is
considerably stronger than the flow at the seabed (figure 5.2). Both disper-
sal distances and settlement rates amongst vertically migrating larvae were
found to be between the corresponding values for surface and bottom dwelling
larvae.
Whilst successful settlement rates were greatest in the bottom scenario,
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Figure 5.5: Connectivity matrix for the surface set-up, depicting the percent-
age of particles released from a particular 2◦ longitude by 1◦ latitude grid cell
that settled upon an offshore installation in each grid cell. Cells that contain
no offshore installations (e.g. B2) are omitted from this matrix. The connec-
tivity percentage is denoted by the colour axis (on a log scale). White cells
indicate a complete absence of connectivity. Rows of grey cells indicate that
over 50 % of particles originating from these cells were advected beyond the
model domain due to the close proximity to the northern boundary, therefore
connectivity statistics could not be properly evaluated.
vertically migrating particles settled upon the greatest proportion of distinct
offshore installations. This fact suggests that, at least in the North Sea,
vertically migrating larvae may be more successful biological invaders than
larvae that remain fixed within a particular layer.
Averaged accross the three scenarios, particles settled upon approxi-
mately 72 % of the installations south of 55◦ N, but only 40 % of installations
north of 55◦ N. These results therefore appear to confirm the conclusion of
Thorpe (2012) that connectivity is greater between offshore installations in
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Figure 5.6: As figure 5.5 but for the bottom set-up.
Figure 5.7: As figure 5.5 but for the DVM set-up.
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Figure 5.8: Offshore installations that were settled upon are depicted by black
crosses, all others are represented by red crosses. (a): Surface particles, (b):
Bottom particles, (c): DVM particles, (d): All particles (union of all three
setups).
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the southern North Sea than those in the northern North Sea. Furthermore
not a single particle released from the northern North Sea successfully set-
tled with the southern North Sea or vice versa (see figures 5.6 to 5.7, A to G
corresponds to the northern North Sea, H to J corresponds to the southern
North Sea). This suggests that, at least for species with a 30 day PLD, the
artificial offshore installations of the northern North Sea are not biologically
connected to those of the southern North Sea via larval exchange.
It should be highlighted that this study only considers dispersal of larvae
with a PLD of 30 days. Whilst this duration is a perfectly reasonable starting
point, PLDs amongst marine invertebrates can range from less than a day to
several months (Shanks, 2009), therefore a value of 30 days would not be a
realistic estimate for many species. This PLD selection will almost certainly
affect dispersal, and longer PLDs are generally associated with greater dis-
persal distances (Shanks et al., 2003). In the North Sea one would anticipate
an increase in PLD to lead to greater connectivity between distant offshore
installations. Further work should aim to determine how larval dispersal and
connectivity are affected by PLD in the North Sea.
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Chapter 6
Summary
This thesis presents several shelf sea modelling investigations that cover a
wide range of topics including hydrodynamic transport timescales, larval
dispersal in seasonal gyres and biological connectivity between artificial off-
shore installations. Each study demonstrates that high performance numeri-
cal models are invaluable tools for shelf sea oceanography research. Although
the diversity of this material makes it difficult to consolidate the results of
the distinct investigations, some common outcomes did emerge. The primary
results of each chapter are now briefly revisited before discussing general con-
clusions.
Chapter 2 utilised hydrodynamic transport timescale theory developed
by Delhez et al. (1999); Deleersnijder et al. (2001); Delhez and Deleersnijder
(2002) and others to assess age, residence time and flushing time in Liverpool
Bay. Although concrete timescales were successfully deduced, the simulations
demonstrated the complexity of the subject, and it is incorrect to assume
that any significant volume of seawater will have a uniform age, or will be
advected offshore at a uniform rate. The residence time of 103 days and the
age distribution depicted in figure 2.6 are potentially misleading if taken in
isolation.
Tracers were strongly mixed throughout Liverpool Bay due to a combi-
nation of the strong turbulent mixing, vertically sheared velocity field and
multiple freshwater sources, therefore mean age and residence time contin-
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ued to increase for several years after the initial tracer input. It was nec-
essary to extend the tracer input duration in order to ensure that the age
and residence time had stabilised, however this requirement does imply that
these timescales are not appropriate for all purposes. For example, nutrient
concentrations are partially depleted during spring and summer every year
(Greenwood et al., 2011), therefore tracer masses that are multiple years old
may not be relevant if one is concerned nutrient enrichment. Accurate cal-
culation of the age of nutrients would require the use of an ecosystem model,
and this is beyond the scope of this study. The age distribution derived here
would be more suitable for assessing more persistant dissolved pollutants.
The ability to estimate age from salinity is an exciting development as age
is not directly observable, however equation 2.22 should be used with care,
as it describes the long-term mean age rather than short-term transit times.
Chapter 3 examined the hypothesis of Hill et al. (1996) that shelf sea
gyres facilitate local retention of planktonic larvae using an individual based
model. Some limited evidence was found to support the gyre retention hy-
pothesis provided that the larvae remain fixed at the depth of peak gyral flow,
however this assumption is unrealistic, and when larval behaviour was intro-
duced the gyre appeared to inhibit local retention. This shows that larval
dispersal cannot be reliably deduced from passive drifting buoys in vertically
sheared currents. Another key development in this investigation was the use
of a temperature-dependent PLD. Using temperature relations derived from
larval culture studies it was shown that PLD can vary significantly within a
single local population according to hatching time and location.
In chapter 4 the focus returned to Liverpool Bay. The primary purpose
of this study was to highlight the fact that passive particles are not defined
consistently, and different parameterisations can lead to directly opposing
conclusions about the influence of larval behaviour. The author first noted
this problem whilst attempting to contrast the conclusion of chapter 3, i.e.
that vertical migration leads to a reduction in local retention rates in shelf
sea gyres, with the conflicting conclusion of Emsley et al. (2005). As the two
studies use different passive baseline scenarios, it is entirely possible that
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both contrasting sets of findings are correct, without contradiction. Such
ambiguity would be rather unhelpful for anyone attempting to utilise the
research to make marine spatial planning decisions. It is therefore argued
that the passive particle parameterisation should be carefully considered for
any investigation, and it should be explicitly declared.
The original intention was to build upon this work by simulating larval
dispersal from the local rivers, and to combine this with the timescale analysis
in chapter 2 to determine whether larval dispersal patterns could be predicted
by the mean age distribution. For example, would larvae with a PLD of 30
days settle in the region with an equivalent mean age of 30 days? There were
however two major obstacles to this approach. Firstly, many particles were
retained along the reflective coastal boundary, therefore some of the scenarios
were virtually indistinguishable from one another. This coastal retention is
realistic as estuaries can be sinks rather than sources of material. Secondly,
and more importantly, the tracer mixing issue identified previously meant
that for most sensible PLD values, the mass-weighted mean age exceeded
the PLD everywhere. This demonstrates that Eulerian tracers are highly
unsuitable for investigating larval dispersal, and a Lagrangian formulation of
age and residence time would be far more relevant. An Eulerian approach
may be appropriate in a less turbulent environment without a strong vertical
shear, where age increases linearly with distance from a single source, and
doesn’t continue to increase for several years. If this technique was successful
it would permit the creation of a single map that could simultaneously depict
possible settlement locations for any given PLD, however this is arguably
highly optimistic as it would still neglect larval behaviour.
Finally chapter 5 modelled larval dispersal between artificial offshore in-
stallations in the North Sea. Typically around 5 % of all simulated particles
successfully reached an offshore installation, and as many as 63 % of the
distinct installations were settled upon. These results suggest that larval
migration between these artificial sites may be prevalent. Once again the
results were strongly dependent upon vertical swimming behaviour; surface
dwelling larvae will typically be advected twice as far as deep water larvae,
116
but have lower settlement rates, whilst vertically migrating larvae settled
upon the highest proportion of distinct nodes. The study also confirmed
previous findings (Thorpe, 2012) that connectivity between sites is signifi-
cantly greater in the southern North Sea than in the northern North Sea,
and found that the distinct regions were not connected via larval exchange
over a 60 day PLD.
Overall this thesis demonstrates that whilst the concept of larval disper-
sal modelling is relatively straightforward in theory, results are highly sen-
sitive to an overwhelming array of biological (vertical swimming behaviour,
PLD, habitat preferences, mortality, settlement cues), physical (residual cir-
culation, shear dispersion, temperature) and numerical (turbulence closure
model, stochastic diffusion scheme, advection scheme, model resolution, time
step) factors.
Numerous independent investigations have shown that active larval be-
haviour can have a significant influence upon dispersal (e.g. Vikebo et al.,
2007), and this fact has been repeatedly verified throughout this thesis. One
of the most important conclusions that can be derived from this work is
that not only does larval behaviour alter dispersal, but the same behaviour
pattern can affect dispersal in completely different ways depending upon the
local dynamical regime. Indeed in the western Irish Sea local retention rates
were lower, and dispersal distances were greater amongst vertically migrat-
ing larvae than fixed depth larvae. Meanwhile approximately 100 km away
in the eastern Irish Sea the opposite relationship was found, with greater
retention rates and shorter dispersal distances amongst vertically migrating
larvae. Previous studies have suggested that larval behaviour will tend to
minimise dispersal and promote local recruitment (e.g. Paris and Cowen,
2004), however there are multiple evolutionary drivers behind each aspect
of behaviour, and the tendency of DVM to boost recruitment is clearly not
universal.
Shanks et al. (2003) and Shanks (2009) report that dispersal distance is
generally positively correlated with PLD, although both studies are careful
to stress that there are many exceptions to this rule. This thesis also contains
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several notable examples that go against this trend. For example the fixed-
depth particles released from the eastern Irish Sea in chapter 3 were advected
a median distance of 34 km over a 60 day PLD, whereas the surface particles
released in the North Sea in chapter 5 were advected a median dispersal
distance of 78 km over a 30 day PLD, i.e. more than double the distance
despite half the PLD.
One aspect of larval dispersal modelling that has been a considerable
drawback throughout this research is the fact that reports on larval be-
haviour are overwhelmingly qualitative rather than quantitative. Detailed
descriptions of behaviour are highly valuable and interesting from an eco-
logical perspective, however they can be difficult to utilise in a numerical
model unless accompanied by reliable quantitative data. This was a signifi-
cant hindrance when attempting to simulate N. norvegicus larval behaviour
in chapter 3. Although N. norvegicus larvae are known to migrate vertically,
sources of information are scarce, and little is known about vertical swimming
speeds for example. It was therefore necessary to manipulate parameters to
create particle density profiles that resembled those in a single field investiga-
tion (Hillis, 1974). In the vast majority of situations it is far more practical
to investigate larval dispersal in a more general context, simulating common
behaviour patterns such as diel vertical migration as in chapters 4 and 5,
rather than focusing upon a particular species. Despite the heavy reliance
upon limited biological data, the current work demonstrates that larval dis-
persal studies remain highly valuable, and with a little care they may be used
to provide rigorous solutions to important research questions in the field of
marine ecology.
This thesis now concludes with one final numerical investigation into the
effect of CO2 leakages at potential carbon sequestration sites upon the ma-
rine carbonate system in the North Sea. Whilst this is clearly a transition
from larval dispersal, many of the modelling techniques and analyses will be
familiar from the preceding studies.
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Appendix A
Modelling Large-Scale CO2
Leakages in the North Sea
This appendix is based upon Phelps, J. J. C., Blackford, J. C., Holt, J.
T. and Polton, J. A. Modelling Large-Scale CO2 Leakages in the North
Sea. International Journal of Greenhouse Gas Control, 2015, in press. doi:
10.1016/j.ijggc.2014.10.013
Abstract
A three dimensional hydrodynamic model with a coupled carbonate speci-
ation sub-model is used to simulate large additions of CO2 into the North
Sea, representing leakages at potential carbon sequestration sites. A range
of leakage scenarios are conducted at two distinct release sites, allowing an
analysis of the seasonal, inter-annual and spatial variability of impacts to the
marine ecosystem.
Seasonally stratified regions are shown to be more vulnerable to CO2 re-
lease during the summer as the added CO2 remains trapped beneath the
thermocline, preventing outgasing to the atmosphere. On average, CO2 in-
jected into the northern North Sea is shown to reside within the water col-
umn twice as long as an equivalent addition in the southern North Sea before
reaching the atmosphere.
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Short-term leakages of 5, 000 tonnes CO2 over a single day result in sub-
stantial acidification at the release sites (up to −1.92 pH units), with signif-
icant perturbations (> 0.1 pH units) generally confined to a 10 km radius.
Long-term CO2 leakages sustained for a year may result in extensive plumes
of acidified seawater, carried by major advective pathways. Whilst such
scenarios could be harmful to marine biota over confined spatial scales, con-
tinued unmitigated CO2 emissions from fossil fuels are predicted to result in
greater and more long-lived perturbations to the carbonate system over the
next few decades.
A.1 Introduction
Carbon dioxide capture and storage (CCS) provides the only methodology
able to transform fossil fuel based power generation (and some other indus-
trial processes) to relatively low carbon emissions, consistent with climate
change mitigation. However, leakage from storage is possible and it is neces-
sary to understand the outcome of a range of leakage scenarios, to enable both
efficient monitoring and to understand the nature of environmental impact
that could occur.
With little evidence to draw on, leakage scenarios are somewhat hypothet-
ical, ranging from leakage via abandoned boreholes, leakage through fractures
or seismic chimneys and finally catastrophic blowouts. The leakage rate for
these scenarios can be estimated as 1, 100 − 1, 000 and 10, 000 tonnes of
CO2 per day (IEA GHG, 2008), although there is much debate, as yet un-
published, regarding the geological mechanisms that would allow the high
end-scenarios. A further set of scenarios can be based on failure of pipeline
transport and can be more accurately estimated from existent flow capacities
(for example 1 Mt/year or 2740 t/day at Sleipner (Statoil, 2013)). Although
regulations for CCS pipelines are not finalised, it is industry standard for the
oil and gas industry for pipelines to include emergency shutdown valves which
can close a pipeline instantaneously once a critical threshold of pressure is
reached (National Research Council, 1994). Once shutdown has occurred
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rapid depressurisation will occur, depending on the size of the leakage, thus
significant leakage can be presumed to be a short term event of the order of a
day. Within this work we do not address the likelihood of leakage, except to
make the broad statement that effective monitoring and site operation should
render the high end reservoir leakage scenarios highly unlikely to occur.
Given the spatial and temporal scales of impact, no one model system is
capable of effectively addressing all possible scenarios; the low-end scenarios
result in metre scale impacts (Dewar et al., 2013), whilst the higher end sce-
narios result in kilometre scale impacts (Blackford et al., 2008). In this paper
we investigate the high-end leakage scenarios, with a state of the art three
dimensional shelf hydrodynamic model POLCOMS (Holt and James, 2001)
coupled with a model of CO2 speciation in seawater (Blackford and Gilbert,
2007). This allows the assessment of CO2 plume dispersion within a realistic
simulation of the mixing processes that operate in the region. Whilst similar
to previously published simulations (Blackford et al., 2008) this work includes
improvements to the parameterisation of alkalinity (Artioli et al., 2012), in-
cludes density effects associated with high concentrations of CO2 (Song et al.,
2002), has improved assumptions regarding the initial shape of the gaseous
CO2 plume and most importantly provides a finer model resolution, such
that the length scales of model and impact are more consistent. The leakage
scenarios in the two studies also differ, and the current investigation explores
inter-annual variability.
Addressing these high end, arguably highly unlikely, scenarios may be
seen as unnecessary or alarmist. It is however important to understand the
absolute maximum limits on impact that might arise and to underline the
need for good operational practice and monitoring. It is also important to
understand whether such events are readily detectable.
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A.2 Methods
A.2.1 Leakage Sites Selection
Two locations in the North Sea were selected for the simulated release of
CO2, hereby referred to as the north site (57.75 N, 1.0 E) and the south site
(54.0 N, 1.0 E), displayed in figure A.1. Both of these locations correspond
to potential sites of carbon sequestration but differ markedly in the hydro-
physical properties. The north site corresponds to the approximate location
of the Forties oil field and is characteristic of the relatively deep northern
North Sea with a depth of 98 metres, whilst the south site represents the
approximate location of the Viking group of oil fields and is more typical of
the shallow southern North Sea with a depth of 43 metres. These locations
also correspond with earlier work (Blackford et al., 2008) but with improved
estimates of bathymetry.
Both stations experience strong macro-tidal flow, with spring tidal veloci-
ties reaching approximately 0.5 m/s and 0.85 m/s at the north and south site
respectively. Mean residual circulation at the north site is dominated by the
Dooley Current, a broad semi-permanent barotropic current that flows east-
wards, following the meandering 100 metre isobath (Svendsen et al., 1991;
Holt and Proctor, 2008). Although the Dooley Current reaches speeds of 0.3
m/s, the north site is some distance from these peak flows, and bottom ve-
locities are somewhat weaker. POLCOMS model output suggests that there
is a considerable degree of spatial variability to the mean circulation at the
south site, and the mean flow is an order of magnitude weaker than the tidal
currents. The mean residual circulation in the North Sea is displayed in
figure A.2.
Stratification in the North Sea is predominantly controlled by tempera-
ture, with the exception of the Norwegian Trench and the southern coastal
regions near large continental rivers, where freshwater inputs result in salinity
stratification (Holt and Proctor, 2008). Seasonal surface heat fluxes lead to
strong stratification in the northern North Sea during the summer, with sur-
face to bottom temperature differences exceeding 10 ◦C, whilst the shallower
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Figure A.1: (a) Bathymetry (m) in the POLCOMS HRCS model domain.
The colour axis is capped at 200 m to show greater detail in the region of
interest. CO2 leakage sites are denoted by black crosses.
waters further south remain vertically mixed throughout the year (figure
A.3). The vertical temperature structure at the two sites investigated here
broadly reflect this pattern, surface to bottom temperature differences at the
north site reach 8.7 ◦C, although the south site actually lies in a transitional
region and does experience some weak stratification for short periods of time
(figure A.4). For a more thorough account of the physical oceanography of
the North Sea the reader is referred to Svendsen et al. (1991).
A.2.2 Model Description
The hydrodynamic component of this modelling study is provided by POL-
COMS and is fully described in Holt and James (2001) and Holt and Proctor
(2008). POLCOMS is a three dimensional hydrodynamic model formulated
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Figure A.2: Mean velocity (m/s) in the North Sea according to POLCOMS
output. Black arrows (shown every 144th grid cell) depict direction, the colour
corresponds to the magnitude. (a) summer surface; (b) winter surface; (c)
summer bottom; (d) winter bottom. Summer plots give the average veloc-
ity between June and August 1999. Winter plots give the average between
December 1999 and February 2000. Surface plots show the average between
the surface and 10 m depth. Bottom plots show the average velocity between
40 m depth and the sea bed (or bottom grid cell where depths are shallower
than 40 m). The colour axis is capped at 0.25 m/s to show greater detail in
the region of interest.
upon a staggered Arakawa B-grid (Arakawa and Lamb, 1977) in the horizon-
tal, and terrain following σ-coordinates in the vertical. The model uses the
piecewise parabolic method (PPM) advection scheme (Colella and Wood-
ward, 1984), favoured for being highly non-diffusive (James, 1996). The
combination of the B-grid and the advection scheme ensure POLCOMS is
124
Figure A.3: (b) Surface temperature minus bottom temperature (C) on 1st
September 1999 according to POLCOMS output. CO2 leakage sites are de-
noted by black crosses.
well suited to maintaining sharp temperature and salinity gradients that are
abundant in shelf seas. The High Resolution Continental Shelf (HRCS) setup
with 32 vertical σ-coordinate layers and approximately 1.8 km horizontal res-
olution is used for all model simulations. This has a finer horizontal resolution
than the MRCS setup (approximately 7 km horizontal resolution, 18 verti-
cal layers) used in a previous study (Blackford et al., 2008), and is known
to have some improvements, particularly in the estimation of currents near
fronts and the flow entering the Skagerrak (Holt and Proctor, 2008). POL-
COMS is coupled to GOTM (Umlauf and Burchard, 2003) to calculate the
turbulent kinetic energy with the k- turbulence closure scheme, which is
then used to derive eddy viscosity and diffusivity using the stability relations
of Canuto et al. (2001).
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Figure A.4: Time series data at the two CO2 release sites (N, north site; S,
south site) from POLCOMS model output. (a): Surface and bottom tem-
perature in 1999. (b): Surface and bottom salinity in 1999. (c): Comparison
of stratification (bottom density minus surface density) in 1998 and 1999.
The CO2 or carbonate system is simulated using an iterative speciation
model based on HALTAFALL (Ingri et al., 1967), as applied in Blackford
and Gilbert (2007); Blackford et al. (2008) and Artioli et al. (2012) with dis-
solved inorganic carbon (DIC) and total alkalinity (TA) as master variables.
Coupled with information of the primary physical properties (temperature,
salinity and pressure) delivered by POLCOMS the model derives the car-
bonate system parameters of interest, in particular pH and the saturation
states of calcite (Ωcal) and aragonite (Ωarg), which are used here as metrics
of impact.
For the purpose of this study DIC was divided into two components,
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representing the background DIC (DICB) and the additional DIC as a result
of a geological carbon storage leak (DICL). For clarity the sum of these two
components will henceforth be referred to as the total DIC (DICT ),
DICT = DICB + DICL. (A.1)
Both DICB and DICL were treated as three dimensional scalar fields, ad-
vected and diffused within the hydrodynamic model. By separating DICT
into two components and omitting the use of a coupled ecosystem model
(such as ERSEM) the complexity of the model is reduced significantly, how-
ever this approach means that any nonlinear biological feedback caused by
the injection of additional DICL into the ecosystem is neglected. As the
North Sea marine ecosystem is not carbon limited, these nonlinear feedbacks
are believed to be minimal.
Background DICB is initialised to zero and relaxed to monthly mean DIC
data generated by the coupled hydrodynamic-ecosystem model POLCOMS-
ERSEM (AMM setup) (Wakelin et al., 2012), interpolated in space onto the
HRCS grid and linearly in time to each model time step, with a relaxation
period of one week. This provides a reasonable proxy for the normal seasonal
and spatial dynamics of DICB.
The small-scale dynamics of CO2 bubble plumes are highly complex and
research into the subject is ongoing. In a recent small-scale two-fluid mod-
elling investigation into the impact of CO2 injection in the North Sea, Dewar
et al. (2013) found that CO2 bubbles have a fast rise velocity but also a
quick dissolution rate, and whilst plume height was influenced by a num-
ber of factors including tidal flow, temperature and leakage rate, all injected
CO2 dissolved within a few metres. Furthermore in a controlled CO2 leakage
experiment in a coastal loch, the QICS research consortium (QICS, 2012)
observed that the majority of CO2 bubbles dissolved in the first 10 metres
of upward flow. Consequently, all DICL source terms are injected directly
into to the bottom layer of a single grid cell at the two leakage sites, with
various leakage scenarios as described in section A.2.3. The air-sea flux of
leakage DICL is calculated using the scheme of (Nightingale et al., 2000) by
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subtracting the background CO2 flux (using pCO2 derived from DICB) from
the total CO2 flux (using pCO2 derived from DICT ), as air-sea fluxes of DICB
are already accounted for in the background data.
Haugan and Drange (1992) first brought attention to the effect of dis-
solved CO2 on seawater density and highlighted the fact that in extreme
cases injections of dissolved CO2 could result in sufficiently large density
modifications to drive a density current. More recently there have been
numerous attempts to determine the equation of state for a CO2 solution
(Ohsumi et al., 1992; Song et al., 2002; Duan and Zhang, 2006). For this
research the following density modification of Song et al. (2002) is used,
∆ρ = 275.47χ, (A.2)
where χ represents the mass fraction of CO2 in the solution,
χ =
ρCO2
ρs + ρCO2
. (A.3)
Here ρCO2 is taken to be the density of the freshly dissolved CO2 due to the
simulated leak and ρs represents the density of seawater in the absence of the
added CO2. In the model, CO2 is a diagnostic variable that is derived from
prognostic variables (DIC, TA, etc.), so the concentration of CO2 attributed
to the leakage DICL is assumed to be equal to the following term
[∆CO2] = [CO2]|DICT − [CO2]|DICB (mmolm−3). (A.4)
In extremely large CO2 concentrations the density effect may be significant
(∆ρ ≈ 0.1 kg/m3 at CO2 concentrations of the order of 10 mol/m3), however
changes to density are likely to be minimal outside the vicinity of the source
at the leakage rates considered in this study.
TA is considered to be the sum of a diagnostic component and a prog-
nostic component following an improved approach for calculating TA in shelf
seas (Artioli et al., 2012).
TA = TAdia + TApro. (A.5)
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TAdia is calculated from the linear relation between TA and salinity S in the
Atlantic Ocean (Millero et al., 1998),
TAdia = 51.24S + 520.1, (A.6)
whilst TApro is treated as a conservative scalar, advected and diffused in
POLCOMS with source terms at the riverine grid cells (representing the
contribution of riverine TA). For further details of this approach and for the
derivation of riverine TA concentrations see Artioli et al. (2012), although
note that the sink terms representing the biochemical contribution to TApro
are not included in the present study due to the lack of a coupled ecosystem
model.
The carbonate model uses the OCMIP recommendations for the set of
constants, i.e. using the Weiss (1974) formulation of Henry’s constant for
CO2, the dissociation constants for carbonic acid defined by Millero (1995)
using the refit of Mehrbach et al. (1973), and the borate dissociation constant
from Millero (1995) using data from Dickson (1990).
A.2.3 Leakage Scenarios
A series of short-term and long-term leakage scenarios were devised to inves-
tigate the range of potential impacts of geological CO2 release in the North
Sea. During the short-term model runs CO2 is released at the two leakage
sites at a constant rate of 5, 000 t CO2 per day for one day before being
“switched of”. The recovery of the carbonate system is monitored for the
remainder of the month. This scenario represents a quick release of CO2 that
is quickly identified and promptly repaired, such as a pipeline failure. The
release rate used here is approximately twice the CO2 pipeline capacity at
the currently operating Sleipner plant (Statoil, 2013).
During the long-term simulations, CO2 is injected continuously for a full
year, representing a failure of the carbon sequestration reservoir, such as
a leak through a geological fault that may be extremely difficult to repair.
The carbonate system is monitored throughout the duration of the CO2 leak
and for the initial three months of the recovery period. IEA GHG (2008)
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reported a range of plausible long-term CO2 leakage rates extending from 1 to
50, 000 t CO2 per day. Scale analysis shows that leakages closer to the lower
end of this range will scarcely be detectable at the resolution of the model
used within the present study, and regional hydrodynamic models with finer
resolution would be better suited to investigate the impacts of such leakages
over small scales. Therefore the decision was taken to conduct the long-term
simulations with constant leakage rates of 1, 000 and 10, 000 t CO2 per day.
In order to investigate the seasonal and inter-annual variability of the
impacts of CO2 leakages, each short-term experiment is repeated with a
release in January, April, July and October of 1998 and 1999, and the long-
term simulations are repeated with a release beginning in January and July
of 1998 and 1999. Each simulation begins on 1st January 1995, providing a
minimum of a three year spin-up period to ensure that salinity, temperature,
DICB and TApro have reached appropriate values and stabilised prior to the
introduction of leakage DICL. Years 1998 and 1999 were selected to give two
consecutive years with contrasting mean North Atlantic Oscillation (NAO)
indices (National Weather Service, 2013), (figure A.5), as the NAO is believed
to influence the wind driven circulation and mixing in the North Sea (Reid
et al., 2001) (figure A.6).
The seasonal stratification is slightly stronger at the north site during
1999 than 1998 (figure A.4). Although the south site experiences no pro-
longed periods of enduring stratification in either year, the temporary peri-
ods of stratification are both more frequent and stronger during 1999. Full
details of each model run are given in table A.1.
A.3 Results
We present the majority of the results by referencing the change in pH caused
by the additional CO2. Normal marine pH is in the region of 8.1 and varies
naturally by around ±0.2 units in shelf systems, although larger variations
can be associated with coastal features (Blackford and Gilbert, 2007). It
is established that marine biota and biogeochemical processes are sensitive
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Run Leak start Leak duration (days) Leak size (t CO2 / day)
Short term leakage scenarios
ST1 1st January 1998 1 5, 000
ST2 1st April 1998 1 5, 000
ST3 1st July 1998 1 5, 000
ST4 1st October 1998 1 5, 000
ST5 1st January 1999 1 5, 000
ST6 1st April 1999 1 5, 000
ST7 1st July 1999 1 5, 000
ST8 1st October 1999 1 5, 000
Long term leakage scenarios
LT1 1st January 1998 365 10, 000
LT2 1st July 1998 365 10, 000
LT3 1st January 1999 365 10, 000
LT4 1st July 1999 365 10, 000
LT5 1st January 1998 365 1, 000
LT6 1st July 1998 365 1, 000
LT7 1st January 1999 365 1, 000
LT8 1st July 1999 365 1, 000
Table A.1: Details of the duration and size of the CO2 source term for each
model run. Model spin-up begins on 1st Jan 1995 for every run.
to pH, although this sensitivity is complex. In order to give context to the
results presented, long term reductions in pH approaching or exceeding 1.0
unit can be considered as significantly harmful, reductions of the order of
0.2 − 0.5 as potentially harmful whilst reductions of less than 0.1 unit are
unlikely to have an impact (Widdicombe et al., 2013). Short term (hours to
a few days) reductions in pH will be much less deleterious to marine biota.
In terms of monitoring for leakage, current instrumentation can resolve pH
changes of 0.01 unit or greater (Rerolle et al., 2013). The limiting factor in
monitoring for leakage is therefore distinguishing leakage signals from natural
variability.
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Figure A.5: Daily North Atlantic Oscillation (NAO) index in 1998 and 1999.
Data from National Weather Service (2013).
A.3.1 Short-term Leakage Scenarios
Significant changes in the marine carbonate system are observed in each of the
short-term leakage scenarios, however any perturbations are minimal outside
the vicinity of the source. Across all eight simulations the largest recorded
reductions to seawater pH are 1.92 and 1.22 pH units at the north and south
site respectively, both occurring during the ST4 scenario, yet reductions are
typically weaker than 0.1 pH units beyond 10 km from the release sites (see
table A.2, figures A.7 and A.8). Significant perturbations to pH are generally
restricted to the bottom layer, even at the vertically mixed south site, and
reductions to surface pH are typically weaker than 0.1 pH units (figures
A.9, A.10). It is evident that any CO2 plumes arising from leakages of this
magnitude are highly localised in the context of the North Sea.
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Figure A.6: Wind rose at both release sites during 1998 and 1999.
The results show that calcite is only briefly undersaturated at both sites,
and this is spatially confined to the release sites and adjacent grid cells.
Undersaturation of aragonite extends only slightly further at the north site,
reaching approximately 4 km from the CO2 source. Both minerals return to
supersaturated levels within a single day after the end of the release period in
all simulations and at both sites. It is apparent that the 1.8 km grid resolution
is not sufficiently fine to properly resolve the small undersaturated region for
CO2 leakages of this magnitude.
The carbonate system at the leakage sites quickly returns to background
values after the end of the CO2 release period. This is primarily due to
advection of CO2 away from the leakage sites and tidal mixing rather than
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outgasing of CO2 at the sea surface, and a rapid recovery is also observed
at the north site during the summer months when outgasing is negligible.
During the recovery period the greatest reduction in seawater pH is generally
not found at the release sites but at nearby locations, as the CO2 plumes are
gradually advected further away from their source point. Across all leakage
scenarios the reductions to pH are weaker than 0.1 pH units within 5 days
and below 0.05 pH units within 8 days within the northern CO2 plume. In
the southern CO2 plume all reductions are weaker than 0.1 pH units within
3 days and below 0.05 pH units within 7 days. By day 30 the greatest
reductions to seawater pH are less than 0.014 pH units at both sites. The
concentration of CO2 at the release sites is observed to oscillate periodically
during some simulations due to semi-diurnal tidal advection.
Table A.3 displays the proportion of the injected CO2 that had escaped
into the atmosphere thirty days after the start of the CO2 release period.
Across all eight simulations an average of 25.0% outgases at the south site
by the end of the thirty days, meanwhile only 6.2% typically escapes the
water column at the north site over the same period. There are significant
variations between release scenarios at the north site as there is minimal
outgasing during the summer releases due to the sharp thermocline. By
contrast, the pathway and strength of the acidified plume at the south site is
more consistent between simulations. There is also considerable inter-annual
variability at the north site, as the proportion of escaped CO2 in the April and
October 1998 release scenarios (ST2 and ST4) is considerably greater than
the corresponding releases in 1999 (ST6 and ST8). This can be explained by
the fact that stratification develops earlier and breaks down later during the
1999 run.
A.3.2 Long-term Leakage Scenarios
The long term scenarios with release rates of 10, 000 t CO2 per day (LT1 to
LT4) result in extensive plumes of highly acidified water that extend from
the source locations (figure A.11). At the north site most of the CO2 is
carried initially northward then eastward by the mean circulation, broadly
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Figure A.7: Maximum perturbation to pH at the seabed over each short
term simulation at the north site. Each figure shows a 200 km by 200 km
grid surrounding the release site. The −0.1 and −0.01 pH unit contours are
highlighted and changes of less than 0.01 pH units have been masked.
reflecting the Dooley current, and gradually spreads laterally to the north
and south. However, a considerable proportion is also advected south of
the release station. The pathway of CO2 released at the south site appears
to be much more persistent, initially flowing in a slow and narrow south-
eastward pathway adjacent to the English coastline, then rapidly advancing
north-eastward towards the Skagerrak in a much weaker concentration. The
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Figure A.8: Maximum perturbation to pH at the seabed over each short
term simulation at the south site. Each figure shows a 200 km by 200 km
grid surrounding the release site. The −0.1 and −0.01 pH unit contours are
highlighted and changes of less than 0.01 pH units have been masked.
greatest reductions to pH are 2.67 and 2.32 pH units at the north and south
site respectively, whilst acidification by 1.0 pH units could be found as far as
39 km from the north site, and 24 km from the south site. These scenarios
result in large regions where calcite is undersaturated, extending as far as
62 km from the north site, and 70 km from the south site. Aragonite was
undersaturated as far as 126 and 118 km from the north and south site
respectively.
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Figure A.9: Time series of the perturbation to pH throughout the water
column at the north site during the first 5 days of the simulation for the
short term leakage scenarios. Contours of −1.0, −0.5 and −0.1 pH units
have been highlighted.
Leakages of 1, 000 t CO2 per day (LT5 to LT8) result in plumes of acid-
ified water that follow identical pathways to those described for the larger
release rate, however reductions to seawater pH are generally an order of
magnitude weaker throughout most of the domain (figure A.11). The largest
reductions to seawater pH across these four scenarios are 1.19 and 0.98 pH
units at the north site and south site respectively. These scenarios cause
no undersaturation of calcite outside the CO2 source grid cells, and only
minimal undersaturation of aragonite, extending no further than 6 km from
either site.
The carbonate system at both release sites returns to natural values al-
most instantly after the end of the CO2 release period (figure A.12), how-
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Figure A.10: Time series of the perturbation to pH throughout the water
column at the south site during the first 5 days of the simulation for the
short term leakage scenarios. Contours of −1.0, −0.5 and −0.1 pH units
have been highlighted.
ever this is misleading as once again the rapid recovery is due to advection
away from the source rather than outgasing, and acidified water continues
to linger in the North Sea for some time afterwards (figure A.13). Figure
A.12 demonstrates the influence of stratification upon the fate of released
CO2 as the impact on bottom pH is intensified at the north site during the
summer months, whilst the influence on surface pH is negligible. Another
feature that is particularly apparent at the south site is a regular oscillation
in pH in synchronisation with the spring-neap cycle. Strong tidal advection
during spring tides mean the CO2 is injected into a larger volume of water in
weaker concentrations, and the energetic turbulence ensures the CO2 is well
mixed. In contrast neap tides allow CO2 to accumulate at the release site in
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large concentrations, causing greater reductions to seawater pH.
On average 40.2% of the CO2 added at the north site outgases by the end
of the ninety days, whereas the average figure is 86.4% at the south site (table
A.5). There is little variability in the proportion of outgased CO2 between
different leakage scenarios because long release durations ensure that each
simulation contains similar periods when the water column is stratified and
vertically mixed.
There is significant seasonal variability in the rate of CO2 outgasing within
each individual simulation, and this is particularly evident at the north site
(figure A.14). The air-sea flux of CO2 is generally slightly greater during
1998 than 1999 at the north site due to the shorter duration of stratification,
whereas there is no significant inter-annual variability in outgasing at the
south site. At the south site a greater proportion of CO2 escapes the water
column during the first four leakage scenarios with the larger CO2 source
term, this can be explained by the buffering of CO2 in seawater. This vari-
ability according to the magnitude of the CO2 source term is less pronounced
at the north site as the large depths and strong summer stratification mean
that the added CO2 is well mixed and somewhat diluted before it reaches
the surface layer.
A.4 Discussion
Leakage scenarios ranging from pipeline leakages (with a release rate of 1, 000
t CO2 per day) to the complete failure of a carbon sequestration facility (with
a release rate of 10, 000 t CO2 per day) were simulated for a modelling in-
vestigation into the effects of large geological CO2 leakages on the North Sea
carbonate system. Short-term leakages of 5, 000 t CO2 over a single day re-
sult in significant acidification at the release sites, reducing pH by as much
as 1.92 pH units. Perturbations of 0.1 pH units and greater were generally
confined to a restricted region at any point in time (in the context of the
size of the study region), typically smaller than 10 km in diameter, however
strong mean circulation and semi-diurnal tidal advection meant that such re-
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Figure A.11: Maximum perturbation pH at the seabed over the long term
simulations LT1 (10, 000 t CO2/day, January 1998 start) and LT5 (1, 000
t CO2/day, January 1998 start), with the −0.25, −0.1 and −0.01 pH unit
contours highlighted. The colour bar has been capped at 1 pH units. Changes
of less than 0.01 pH units have been masked.
ductions in pH were found as far as 17 km from the source point. By contrast
long-term leakages of 1, 000 t CO2 per day for a year only reduced the pH by
a maximum of 1.19 pH units at the release site, and local perturbations were
considerably weaker than those in the short-term leakage scenarios. This
highlights the fact that added CO2 is rapidly flushed away from the source,
and a single burst of CO2 at a high rate will result in greater perturba-
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Figure A.12: Time series of perturbation to pH over the LT1 scenario (10, 000
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with a moving average filter (span of 25 hours) to reduce diurnal variability.
The 1.0, 0.1 and 0.01 pH contours have been highlighted.
tions to the carbonate system over short distances than a slower sustained
release. Over greater spatial scales the long-term leakages had a much more
significant impact upon the carbonate system than the short-term releases,
causing reductions of 0.1 pH units as far as 35 km from the release point,
and reductions of 0.01 pH units over several hundred kilometres. Finally the
long-term leakages of 10, 000 t CO2 per day for a full year caused widespread
acidification across the North Sea, reducing pH by up to 2.67 pH units at the
release sites and causing reductions of 0.25 pH units as far as 141 km away
from the source (figure A.15). It should be emphasized though that this is a
very unlikely scenario.
Any predicted acidification should be considered in the context of natural
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Figure A.13: Snapshots of the perturbation to pH at the seabed during the
LT1 scenario at both release sites. The −0.25, −0.1 and −0.01 pH unit
contours are highlighted and perturbations of less than 0.01 pH units have
been masked. The colour bar has been capped at 1 pH units. Labels (3, 6,
9, 15 months) indicate the length of time elapsed since the start of the initial
CO2 injection. The 15 month snapshot shows the pH perturbation after 3
months of recovery.
variability of pH in the North Sea, which can exceed 1.0 pH units in coastal
regions of freshwater influence, although further offshore in regions of low
biological activity annual variability is typically around 0.1 to 0.2 pH units
(Blackford and Gilbert, 2007). Furthermore, the North Sea is expected to
acidify by an average of 0.2 pH units compared to pre-industrial levels by the
year 2050 due to anthropogenic CO2 emissions, and by an additional 0.13
to 0.28 pH units by 2100 (Blackford and Gilbert, 2007). Therefore through-
out most of the North Sea, continued unmitigated CO2 emissions will result
in greater, ubiquitous and more long-lived acidification over the next few
decades than even the worst case scenario investigated here. It should be
highlighted however that any acidification due to CO2 leakages would be in
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Figure A.14: Comparison of CO2 outgasing rates. (a): Seasonal variability
(LT1 and LT2). (b): Inter-annual variability (LT1 and LT3). (c) Variability
due to CO2 leakage rate (LT1 and LT5).
addition to natural variability, and the rate of acidification would be con-
siderably faster than the long term trend associated with rising atmospheric
CO2.
It is difficult to determine precisely how the carbonate system would re-
act to CO2 leakages under the environmental conditions of the future, when
CCS is conducted on a larger scale. It is anticipated that atmospheric pCO2
will continue to increase, and seawater pH will decrease, shifting the par-
titioning of DIC in favour of CO2. As the ratio of CO2 to DIC rises, any
additional CO2 injected into the water column will outgas at a faster rate.
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Figure A.15: Greatest distance of four critical pH perturbation contours from
the source over time for long-term leakage simulations.
Furthermore, any increase in surface temperatures will lead to a decrease in
the solubility of CO2 in seawater, potentially increasing the rate of outgasing
further. Therefore it may be reasonable to expect that any perturbations to
seawater pH in the future could be relatively short-lived compared to these
simulations, however the magnitude of the total perturbation to seawater pH
(due to both the uptake of atmospheric CO2 and seabed CO2 leakages) would
be greater compared to pre-industrial levels. This is somewhat speculative
due to the complex nature of the carbonate system, and other factors such
as potential changes to wind intensity could complicate this matter further.
There is clearly a need for further research to focus upon the response of the
carbonate system to CO2 leakages under projected future climate conditions.
Whilst the results presented here give considerable insight into the im-
pact of large CO2 additions upon the physical and chemical environment, the
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impact of acidification upon the marine ecosystem would ultimately depend
upon the tolerance and adaptive capacity of resident biota to perturbations
to pH and the saturation states of calcite and aragonite, and a detailed as-
sessment of this is beyond the scope of this article. With the exception of the
worst case scenarios, LT1 to LT4, the simulations investigated here generally
only caused significant perturbations to the carbonate system over spatial
scales of the order of 50 km, and whilst release rates of 1, 000 t CO2 per
day caused reductions of 0.01 pH units over hundreds of kilometres from the
source, in reality such small changes would be indistinguishable from back-
ground variability, and they would have no deleterious consequences for ma-
rine fauna and flora. It would therefore appear sensible for future modelling
studies to utilise local hydrodynamic models with finer horizontal resolution
to investigate the impacts of smaller CO2 leakages over more confined spatial
scales.
The influence of stratification upon the fate of a CO2 plume was evident
in every set of release scenarios considered here. Strong seasonal thermo-
clines are able to inhibit the exchange of CO2 between surface and bottom
waters, and ultimately prevent outgasing of CO2 into the atmosphere. Over-
all the carbonate system at the south site would appear to be considerably
less sensitive to CO2 additions than the north site, primarily because the
shallow depths and generally well mixed vertical profile mean CO2 can read-
ily escape to the atmosphere, and strong tidal currents ensure that CO2 is
well mixed within the water column. Although seasonal variability to the
air-sea flux was significant at both sites, on average the CO2 injected at the
south site reached the atmosphere twice as fast as the corresponding CO2 at
the north site. Furthermore Thomas et al. (2004) reported that on average
the southern North Sea is super-saturated with CO2 whereas the northern
North Sea is generally under-saturated, and this is particularly clear dur-
ing the summer. Although pCO2 is not replicated particularly well by the
POLCOMS-ERSEM-HALTAFALL model (Artioli et al., 2012), in reality this
pattern would reinforce the spatial variability highlighted by this study, as
added CO2 would leave the water column faster in an outgasing regime. Al-
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though there are many additional factors to consider when assessing potential
carbon sequestration sites, including the biodiversity of the environment, the
feasibility and cost of installation and maintenance, and the likelihood of
sequestered CO2 entering the water column, this investigation would suggest
that if all other factors are equal, the physical marine environment of the
shallow, well-mixed southern North Sea is less sensitive to CO2 inputs than
the deeper, seasonally stratified northern North Sea. However such leakages
may be more difficult to detect in the southern North Sea as a result of
weaker perturbations to the marine carbonate system.
The results of this investigation are broadly in good agreement with
Blackford et al. (2008), however there are some notable differences between
the two studies due to the model improvements, particularly in the local
pH perturbations. For example, in their high long-term seepage scenario
(3.02× 105 t CO2 over a year), Blackford et al. (2008) found that that per-
turbations to pH reached a maximum of 0.12 pH units, whereas the LT5
to LT8 scenarios in the present study (3.65 × 105 t CO2 over a year) show
perturbations exceeding 1 pH unit at the seabed. Similarly the previous in-
vestigation reports that low short-term leaks (1.49× 104 t CO2 over a single
day) result in reductions of up to 0.2 pH units, whereas short-term scenarios
ST1 to ST8 (5 × 103 t CO2 over a single day) in the current investigation
show perturbations reaching 1.92 pH units, despite the much smaller release.
This can be explained by the improvements in model resolution, and the fact
that CO2 is injected only into the bottom grid cell in this study. The volume
of seawater receiving the CO2 source term is approximately two orders of
magnitude smaller than the volume in the previous investigation, and as a
result CO2 concentrations are much greater, and local pH reductions are far
more significant. This supports the assertion of the previous study that it is
likely that such events would have a catastrophic impact on the environment
on a localised scale (< 1 km).
This study confirms previous work that suggests that only the largest
conceivable leakage events would have significant environmental impact over
large spatial scales. In the largest release scenarios investigated here, reduc-
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tions of 0.1 pH units were detected 10 km downstream of the source within
a couple of days of the start of the CO2 release, and were found 50 km
downstream within a month. Such events should be readily detectable and
conversely, lack of detection of such events, given good monitoring practice,
could be taken as conclusive proof that such an event was not occurring.
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