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Abstract Propagating perturbations have been observed in extended coronal
loop structures for a number of years but the interpretation either in terms of
slow (propagating) magneto acoustic waves or as quasi-periodic upflows remains
unresolved. This paper uses forward modelling to construct observational sig-
natures associated with a simple slow magneto acoustic wave or periodic flow
model. Observational signatures are computed for the 171 A˚ Fe ix and the 193
A˚ Fe xii spectral lines. Although there are many differences between the flow
and wave models, we do not find any clear, robust observational characteristics
which can be used in isolation (i.e. which do not rely on a comparison between
the models). For the waves model, a relatively rapid change of the average line
widths as a function of (shallow) line-of-sight angles is found whereas for the flow
model, the ratio of the line width amplitudes to the Doppler velocity amplitudes
is relatively large. The most robust observational signature found is the fact
that the ratio of the mean to the amplitudes of the Doppler velocity is always
larger than one for the flow model. This ratio is substantially bigger for flows
than for waves and for the flows model used in the study is exactly the same in
the 171 A˚ Fe ix and the 193 A˚ Fe xii spectral lines. However, these potential
observational signatures need to be treated cautiously as they are likely to be
model-dependent.
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1. Introduction
Since the advent of high resolution imagers, there have been many observations
of intensity (density) perturbations travelling along coronal loops. However, from
the very outset, two different interpretations of these ‘propagating coronal dis-
turbances’ (PCDs) could be found in the literature: both a propagating, slow
magneto-acoustic wave and periodic upflows can lead to periodic density pertur-
bations, which would be observed as propagating, periodic intensity variations by
imaging instruments. For a comprehensive review of these propagating (coronal)
disturbances, we refer the reader to, for example, De Moortel (2009), De Moortel
and Nakariakov (2012) or Banerjee, Gupta, and Teriaca (2011).
Initial reports by Schrijver et al. (1999) and Winebarger et al. (2002) found
lower propagation speeds (of the order of 40 km s−1), and hence supported an
interpretation in terms of a (quasi-)periodic flow model. Subsequently however,
various authors reported similar disturbances in coronal plumes (e.g. Ofman
et al. 1997; DeForest and Gurman 1998; Banerjee, O’Shea, and Doyle 2000) and
large coronal (fan) loops at the edges of active regions (e.g. Berghmans and
Clette 1999; De Moortel, Ireland, and Walsh 2000; De Moortel et al. 2002a,b),
propagating at speeds close to the local sound speed, leading to the alterna-
tive interpretation in terms of slow magneto-acoustic waves. Combined with
theoretical modelling which explained the decay of the perturbations in terms
of thermal conduction (e.g. Ofman, Nakariakov, and Sehgal 2000; De Moortel
and Hood 2003, 2004), the slow wave model became widely accepted. How-
ever, more recently, additional spectral observations provided by Hinode/EUV
Imaging Spectrometer (EIS, Culhane et al. 2007) has reopened the debate on
whether to interpret the observed PCDs as a slow propagating wave or as quasi-
periodic upflows. Not only are perturbations in intensity observed, but also in
other parameters such as Doppler velocity, line-widths and red-blue asymmetries,
which appear consistent with an interpretation in terms of quasi-periodic upflows
(e.g. Sakao et al. 2007; Doschek et al. 2008; Del Zanna 2008; Hara et al. 2008;
Harra et al. 2008; McIntosh and De Pontieu 2009a,b; De Pontieu et al. 2009, 2011;
De Pontieu and McIntosh 2010; He et al. 2010; Bryans, Young, and Doschek 2010;
Tian, McIntosh, and De Pontieu 2011; Ugarte-Urra and Warren 2011; Warren
et al. 2011). Again we refer the reader to De Moortel and Nakariakov (2012) as
well as to McIntosh (2012) for a more thorough review of the literature.
Following this new series of observations, however, Verwichte et al. (2010)
and Wang, Ofman, and Davila (2012) pointed out that it would still be possible
to interpret the combined imagining and spectral observations in terms of slow
magneto-acoustic waves, leaving the interpretation of the observed propagating
coronal disturbances (PCDs) inconclusive. We also refer the interested reader to
Peter (2010) for a discussion on the observed asymmetries in EUV emission lines.
Both the slow wave and the periodic upflow models can partially explain the
observations but neither can currently account for all of the observed properties.
This is perhaps most clearly illustrated by Wang et al. (2009) and De Pontieu
and McIntosh (2010), who analyse exactly the same dataset but arrive at a
different interpretation, with the first explaining the observed PCDs in terms
of slow magneto acoustic waves and the latter using a quasi-periodic upflow
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model. More recently, a “dual” model has been suggested, where quasi-periodic
flows at the very footpoints of the loops generate a slow magneto-acoustic wave
which travels further along the loops (at the local sound speed) as e.g. in the
observations of Nishizuka and Hara (2011) or the model of Ofman, Wang, and
Davila (2012) and Wang, Ofman, and Davila (2013).
Although the debate might seem a mainly semantic one, there are important
underlying physical implications. If the observed PCDs are indeed propagating
slow magneto acoustic waves, seismology can be used to derive local plasma
parameters. Using this interpretation, for example, Marsh, Walsh, and Plunkett
(2009) and Marsh and Walsh (2009) inferred the local plasma temperature and
Van Doorsselaere et al. (2011) estimated the local thermal conduction coefficient
and polytropic index. If, on the other had, the PCDs are indeed quasi-periodic
upflows, they could play a significant role in the coronal mass cycle given their
abundant and continuous presence in large coronal loops and fans (see e.g. McIn-
tosh and De Pontieu 2009b; McIntosh et al. 2010, 2012; De Pontieu et al.
2011).
As the observational data have been pushed to their (current) limits, we take a
different approach in this paper to try and resolve this debate. We use theoretical
modelling of both a propagating slow magneto acoustic wave and a periodic flow,
combined with forward modelling to study the possible observational signatures
of each model (see e.g. De Moortel and Bradshaw 2008; Owen, De Moortel,
and Hood 2009; Antolin and Van Doorsselaere 2013). The model setup and
forward modelling process are described in more detail in Section 2, followed by
a description of the initial value Fe ix results (Section 3), the Fe ix results for
a harmonic driver (Section 4) and the results for the Fe xii line (Section 5). A
discussion of the results and conclusions are presented in Sections 6 and 7.
2. Model Setup and Forward Modelling
In order to determine observationally distinguishable signatures for propagating
waves and periodic flows, we construct a simple, 2D numerical model using
LareXd (Arber et al., 2001). The uniform, background medium has a typical
coronal temperature of T0 = 1 MK and density of n0 = 10
15 m−3. A propagating
(longitudinal) wave is modelled by using a lower-boundary driver of the form
v(x, y = 0, t) = A sin(ωwavet) ,
whereas a flow is modelled by
v(x, y = 0, t) = A sin2(ωflowt) .
Here A is the amplitude and ω is the frequency. Small amplitudes are used to
avoid non-linear interactions. Note that since,
sin2 ω =
1
2
(1− cos 2ω) (1)
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Figure 1. Evolution of the (a) velocity, (b) temperature and (c) density as a function of
distance along the loop for the flow (solid lines) and wave (dashed lines) models.
we use ωflow = ωwave/2, where ωwave = 2pi (corresponding to a period of 300 s
in dimensional units), to obtain perturbations with the same frequency (see
Figure 1). However, this immediately tells us that the periodic flow can be
decomposed into a (periodic) wave and a steady background flow with the same
amplitude. The boundary-driven velocity perturbations travel along the loop
at the local sound speed (for both the wave and flow perturbations), generating
associated temperature and density perturbations. As can be seen from Figure 1,
the perturbations associated with the wave mode (dashed lines) oscillate around
the equilibrium values whereas the flow perturbations are always greater than the
background values. In this sense, there is already not a lot of physical difference
between the wave or flow simulations, since the periodic flow simulation is just a
propagating sound wave on top of a background flow. From our simulations, we
have not found evidence for the existence of periodic flows that propagate at a
speed less than the sound speed, and how they could be initiated. The periodic
inflow at the footpoint automatically triggers an upwardly propagating sound
wave.
Two different versions of the model are created. The first is a simple, single
strand of perturbations embedded in a uniform background as shown in Fig-
ure 2(a). The second model represents a “multistrand” loop, consisting of five
small sections of perturbations all with the same periods but slightly out of
phase, as shown in Figure 2(b).
Observational signatures are subsequently forward modelled, using the FoMo
forward modelling code1 (see Antolin and Van Doorsselaere (2013) for a de-
scription of the forward modelling code). Note that we are not interested in
the absolute values of the observables but in the relative differences between the
signatures of the wave and flow models. We model the Fe ix 171.073 A˚ and Fe xii
193.509 A˚ spectral lines, corresponding to the dominant lines in the SDO/AIA
171 A˚ and 193 A˚ filters, respectively (Lemen et al., 2012). Finally, the effect of
the line-of-sight (LOS) angle is incorporated by integrating along different ‘rays’,
as shown in Figure 2 by the dashed lines. A 0◦ LOS angle corresponds to a
loop aligned with the LOS (i.e. the perturbations are travelling directly towards
the observer) whereas a 90◦ LOS angle corresponds to a loop perpendicular
to the LOS (i.e. there are no velocity perturbations aligned with the LOS).
We will denote the LOS angle as θ. For each of the numerical simulations, we
present Doppler velocity, line width and the goodness-of-fit measure χ2/χ20 as
1https://wiki.esat.kuleuven.be/FoMo
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(a) (b)
Figure 2. Snapshots showing (a) the initial value single-strand (at t = 3000 s) and (b) the
steady-state multistrand perturbations and the rays used to trace at different angles (dashed
lines).
a function of time. Here χ2/χ20 is a measure of how closely the Gaussian fit to
the spectral line matches the corresponding Gaussian fit for the plasma at rest.
Unless otherwise mentioned, a single Gaussian fit to the spectral lines is used.
3. Initial Value Results
In this section, we present initial value results (i.e. there are no perturbations in
the domain at t = 0) where the perturbations are driven at the bottom boundary
and propagate into the domain. Hence, the system changes from initially being
at rest to a system containing a wave or flow. The simulations are stopped before
they reach the upper boundary as can be seen in the single-strand example in
Figure 2(a).
3.1. Single Strand Wave and Flow
Figure 3 shows the temporal evolution of the Doppler velocity (top panels), the
line width (middle panels) and the χ2/χ20 values (bottom panels) for both the
flow (black solid lines) and the wave (black dashed lines) for LOS angles of
θ = 0◦, 15◦, 45◦ and 90◦. The results shown in Figure 3 correspond to the Fe ix
171 A˚ line. Also overplotted are the summed density and temperature lines
(blue and red lines, respectively). These are obtained by summing the density
(temperature) perturbations along the LOS, relative to the equilibrium density
(temperature) summed over a LOS of the same length (
∫
LOS
ρdl/
∫
LOS
ρ0dl,
where dl represents the length along the line-of-sight).
For θ = 0◦, all the quantities show a steady change, as these initial value simu-
lations do not reach a steady state before the end of the simulation: the volume of
plasma supporting perturbations increases steadily during the simulations. Let
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(a) (b)
(c) (d)
Figure 3. Time evolution (initial value, single-strand case) of the 171 A˚ Fe ix Doppler velocity
(top graphs in four panels), line widths (middle graphs) and the goodness-of-fit measure χ2/χ20
(bottom graphs) for tracing rays at angles of (a) 0◦, (b) 15◦, (c) 45◦, and (d) 90◦. The relative
density (blue) and temperature (red) are overplotted for comparison. The results for the flow
model are represented by the solid lines and the waves model by the dashed lines.
us look at the Doppler velocity first. As would be expected for a (periodic) flow
travelling towards the observer (and not in a steady state), the flow Doppler
velocity keeps increasing. However, we see that for the wave, there also is a
small, net blue shift building up, even though the LOS integrated quantities
are averaged over a number of oscillations. This small blue shift results from
the fact that for a propagating slow wave, the velocity, density and temperature
perturbations are in-phase: as the Doppler velocities are weighted by the density,
the integrated LOS values do not add up to zero as one might expect, as “posi-
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(a) (b)
(c) (d)
Figure 4. Time evolution (initial value, multistrand case) of the 171 A˚ Fe ix Doppler velocity
(top graphs in four panels), line widths (middle graphs) ,and χ2/χ20 (bottom graphs) for tracing
rays at angles of (a) 0◦, (b) 15◦, (c) 45◦, and (d) 90◦.
tive” perturbations contribute more to the LOS average than the corresponding
“negative” perturbations (see also Verwichte et al. 2010). The line-widths (LW)
equally keep increasing, with the wave LW increasing more rapidly than the
equivalent flow LW. In addition, we see that the wave LWs oscillate with a double
frequency. As pointed out by Verwichte et al. (2010) this is caused by the fact
that a wave-like perturbation leads to excursions both to the blue and red side
of the static line and hence, the resulting total line profile (which consists of the
static background plasma plus the perturbed component) will show additional
line-broadening for both positive and negative values of the Doppler velocity
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perturbations, leading to a doubling of the LW oscillation frequency. This also
explains why the wave LWs grow more rapidly than the corresponding flow
LWs. Although there are some other (physically) real differences in the Doppler
velocity and LW evolution of the flow and wave model, these differences are only
apparent in a direct comparison and hence cannot be used to observationally
distinguish between the two models.
As can be seen from Figure 2(a), a steady state will be reached for LOS angles
substantially greater than 0◦ before the end of the simulation. Even though this
is an initial value simulation, stopped before the perturbations reach the top
boundary, for larger LOS angles a steady state is reached once the perturba-
tions have travelled through the path of the ray. From that time onwards, the
simulations are essentially similar to steady-state simulations as on average, no
more material is added or perturbed. The larger the LOS angle, the quicker a
steady state is reached as the perturbations cross a shorter ray path. The panels
of Figure 3 for θ = 15◦ and θ = 45◦ indeed show that a steady state is reached
quickly, as the Doppler velocity and LWs tend to constant values.
Finally, we consider the θ = 90◦ case. Here there is no velocity component
aligned with the LOS and hence the Doppler velocities are zero for both the
wave and flow model. The doubling of the wave LW frequency is now absent
as the Doppler velocity perturbations are zero. The remaining changes in the
wave LW are thermal LW changes, associated with the temperature and density
perturbations. However, for θ = 90◦ the goodness-of-fit measure now shows a
doubling in frequency for the wave model which is caused by the fact that the
LW oscillates around its equilibrium value: both a maximum and a minimum
in the wave LW corresponds to a maximum in χ2. This is not the case for the
flow, where the LW minima actually correspond to the equilibrium values: the
perturbations in temperature and density for the flow are only ever positive
relative to the equilibrium values.
3.2. Multistrand Wave and Flow
Figure 4 shows the results for the initial value, multistrand simulation. Here
five strands of different widths are represented, supporting oscillations with the
same frequency but slightly out of phase in time. Again the simulation is stopped
before any of the perturbations reach the upper boundary. For θ = 0◦ we get
exactly the same results as in the single strand case described above, as the
LOS ray only crosses one of the strands. As before, we again see a doubling
of the frequency for the wave LW, which is not present in the corresponding
Doppler velocity perturbations. For inclined strands (θ = 15◦ and θ = 45◦) we
see that the amplitude of the wave LW oscillations is no longer constant, due
to the complex addition of out-of-phase perturbations along the LOS. This is
also obvious from the χ2 values, which no longer show harmonic oscillations.
The flow LWs, on the other hand, do appear to keep their constant amplitudes
but have lost their sinusoidal shape. We also see some evidence of frequency
doubling for the flow χ2 measurements although the effect is probably too small
to be observable.
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(a) (b)
(c) (d)
Figure 5. Time evolution (harmonic, single-strand case) of the 171 A˚ Fe ix Doppler velocity
(top graphs in four panels), line widths (middle graphs), and χ2/χ20 (bottom graphs) for tracing
rays at angles of (a) 0◦, (b) 15◦, (c) 45◦, and (d) 90◦.
4. Harmonic Results
Although the initial-value results described in Section 3 are useful to help under-
stand the behaviour of the wave and flow observational signatures, in practice
it is unlikely that observations will show initial-value perturbations (in other
words, it is unlikely that we will observe the actual start of a train of pertur-
bations). Hence, we also model ‘steady-state’, harmonic perturbations, i.e. the
same perturbation (constant period) is travelling through the domain at all
times. An example snapshot taken from the multistrand simulations is shown
in Figure 2(b). As the numerical simulations used in this paper are computa-
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tionally cheap, reflection from the top boundary is prevented by stopping the
simulations before they reach the top boundary of a much larger box and then
only considering the lower half of the box when forward modelling the numerical
results.
4.1. Single Strand Wave and Flow
As expected for a steady state, all quantities now reach (on average) constant
values (see Figure 5). For θ = 0◦ we notice that there do not appear to be
oscillations in any of the observable quantities. There is a small, residual blue
shift for the wave, as discussed earlier and a larger blueshift for the flow but
these are both constant values. Observationally, constant values are difficult
to measure directly as typical solar spectrometers lack absolute calibration and
hence this difference is not a useful signature to distinguish between the periodic
flow and wave models. The fact that there are no oscillations is because there is
an exact number of periods in the numerical domain in the vertical (y) direction
(i.e. the direction of propagation). Hence, for a loop that is exactly aligned
with the LOS, no oscillations would be visible in this case. However, this is a
somewhat unlikely scenario and in reality, it is more likely that a small residual
oscillation would remain (in other words, it is unlikely that the oscillations would
exactly cancel each other out along the LOS). We also note that our oscillations
have a constant amplitude whereas in reality, the amplitudes of the propagating
disturbances are observed to decay as they travel along coronal loops.
As expected from the earlier results, the LW associated with the wave is
higher than the flow LW and this remains the case for shallow LOS angles. For
example, the wave LWs are still larger than the flow ones for θ = 15◦ but this
is no longer the case for θ = 45◦. For the intermediate angles (θ = 15◦, 45◦) we
again see the doubling of the frequency for the LWs associated with the wave.
For θ = 90◦, the results are exactly the same as for the initial value simulations,
as expected (as the ray crosses the loop perpendicularly, the ‘observer’ would
see exactly the same signal as soon as the first full period of the perturbations
has passed the ray in both cases).
4.2. Multistrand Wave and Flow
For the steady state simulations, two different versions of the multistrand model
were considered, namely one where all the phase differences between the indi-
vidual strands are exactly the same (Figure 6 - referred to as the ‘symmetric’
multistrand case) and one where they are different (Figure 7). Generally the
results are similar to the ones described earlier for the single strand or the initial
value simulations. Note that the multistrand, initial value simulation described
in Section 3 also has symmetric phase differences but slightly different ones from
the ones used here. The position and width of the strands and the period of
the perturbations have been kept constant. These small differences in the phases
of the initial value simulations and the steady-state simulations have a small
effect on the observational signatures as can be seen from comparing Figures 4
and 6. However, none of these differences lead to observational signatures that
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(a) (b)
(c) (d)
Figure 6. Time evolution (symmetric harmonic, multistrand case) of the 171 A˚ Fe ix Doppler
velocity (top graphs in four panels), line widths (middle graphs), and χ2/χ20 (bottom graphs)
for tracing rays at angles of (a) 0◦, (b) 15◦, (c) 45◦, and (d) 90◦.
could definitively distinguish between periodic flows or slow magneto acoustic
waves. Similarly, there are small differences between the symmetric, multistrand
steady-state simulation and the non-symmetric case (compare Figures 6 and 7)
but none that would be observationally distinguishable, apart from the frequency
doubling in the wave LWs.
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(a) (b)
(c) (d)
Figure 7. Time evolution (harmonic, multistrand case) of the 171 A˚ Fe ix Doppler velocity
(top graphs in four panels), line widths (middle graphs), and χ2/χ20 (bottom graphs) for tracing
rays at angles of (a) 0◦, (b) 15◦, (c) 45◦, and (d) 90◦.
5. Fe xii Results
The results described so far all applied to observational signatures in the Fe ix
171 A˚ line. We now briefly look at the Fe xii 193 A˚ line. Overall, the results
for Fe xii are very similar to the Fe ix results in the sense that there are of
course difference between the wave and flow results, but none that could be used
to observationally differentiate between the quasi-periodic flow or wave inter-
pretations. However, in the multistrand, steady state simulations, an interesting
steepening of both the flow and wave Doppler velocities is found at intermediate
LOS angles (θ = 15◦and 45◦), as shown, for example, in Figure 8(a) for θ = 45◦.
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(a) (b)
Figure 8. (a) Time evolution (harmonic, multistrand case) of the 193 A˚ Fe xii Doppler
velocity (top panel), line widths (middle panel) and χ2/χ20 (bottom panel) for θ = 45
◦. (b)
The observed intensities along different LOS angles for Fe ix (red) and Fe xii (blue).
(a) (b) (c)
Figure 9. A (reverse colour) snapshot (harmonic, multistrand, 45◦ at t = 2250 s) of the Fe xii
spectral line as a function of distance perpendicular to the LOS for (a) the flow and (b) the
wave. Panel (c) shows a horizontal cut through these snapshots.
Excursions to the blue wing appear to happen very rapidly, giving the Doppler
velocities a sawtooth appearance reminiscent of shocks, even though there are
no actual (physical) shocks present in our numerical simulations. Exactly the
same forward-modelled simulations in the Fe ix 171 A˚ line (Figure 7) show no
apparent steepening at all, confirming this is entirely an observational effect. The
sawtooth pattern can also be seen clearly in Figure 9, which shows a snapshot of
the 193 A˚ emission for both the flow and the wave as a function of wavelength
and distance perpendicular to the LOS.
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Contributions along the LOS are weighted by n2 ×G(T, n), where G(T, n) is
the plasma response function (see e.g. Antolin and Van Doorsselaere 2013). The
difference between the 171 and 193 A˚ lines can be explained by looking in detail
at the plasma response function G(T, n) (Figure 10). Although this function
depends both on temperature and density, for the range of temperatures and
densities considered here, the dependence on density is very small and can be
ignored (see cross section as a function of density shown in Figure 10). The
dependence of G(T, n) on temperature is very different for the 171 and 193
A˚ lines (note that the temperature axis has been reversed on the G193(T, n)
surface plot). For 171 A˚, G171(T, n) decreases for increasing temperatures (as
we are on the ‘downhill’ side of theG171(T, n) function for our chosen background
temperature). For 193 A˚ however, G193(T, n) increases with temperature. Max-
ima in temperature (and density) are in phase with the minima in the Doppler
velocity (i.e. the largest blue shifts). For 193 A˚, an increase in temperature and
density leads to a rapid increase in n2×G193(T, n) (as n and G193(T, n) are both
increasing), implying a larger weighting of blueshifted regions along the LOS,
leading to the asymmetric, sawtooth pattern in the Doppler velocities, where
excursions to the blue side happen very rapidly. This rapid increase is absent in
the 171 A˚ line as the increase in n is tempered by the simultaneous decrease in
G171(T, n).
Figure 8(b) shows the actual intensity that would be observed for a range of
LOS angles. For θ = 45◦ we can indeed see a similar steepening in the Fe xii 193
A˚ intensity, especially for the wave model (red dash line). However, we also see
that the corresponding intensity of the Fe ix 171 A˚ line shows a steepening in
the opposite direction although it is not as pronounced. The apparent “shocks”
are more pronounced in the intensity perturbations associated with the wave
model as the associated temperature and density perturbations are larger than
in the flow model.
We emphasise again that this erratic “shock-like” profile is just an apparent
effect, caused by the highly non-linear nature of the forward modelling process
(see also De Moortel and Bradshaw 2008) and the particular width and alignment
of the strands in this specific model and is in no way related to actual physical
shocks.
6. Discussion
The aim of this paper was to use forward modelling to investigate whether
it is actually possible to (observationally) distinguish slow, propagating waves
and (quasi-)periodic flows in a basic 2D model. Although there are of course
a number of differences in the observational signatures described above, the
majority are only identifiable when directly comparing the wave and flow models.
However, in practice, a signature needs to be identifiable in isolation and at least
in the results presented above, no such signature is readily apparent (especially
not when one considers that real observations would be less clear due to the
additional effects of the background plasma, the plasma evolution (with height
and time) and noise). The doubling of the frequency in the LW perturbations for
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(a) (b)
(c) (d)
Figure 10. Surface plots of the emission function G(T, n) for (a) 171 A˚ Fe ix and (b) 193 A˚
Fe xii as a function of (log) density and temperature. Note that the temperature axis has been
reversed on the G193(T, n) surface plot. The bottom panels show slices through the domain
at fixed density (c) and temperature (d). The relevant sections of G171 and G193 for the
temperature and density ranges used in the models are indicated in red.
the waves model could be a potential observational signature but as discussed by
Verwichte et al. (2010), the addition of a modest steady upflow component would
cause the LW to oscillate again with the same period as the other parameters.
Hence, these authors remark that the absence of this frequency-doubling in the
observed LWs cannot exclude the wave-interpretation of the PCDs as a steady
upflow component cannot be excluded (due to the lack of an absolute calibration
of the spectrometers). We will comment further on the LW frequency-doubling
below.
To try and avoid the need for a comparison between models, we consider the
change with LOS angle of the averages of the Doppler velocities, line widths
and the χ2/χ20 values for both the (single-strand) flow and wave model, for the
Fe ix 171 A˚ and Fe xii 193 A˚ lines in Figure 11. We also look at the ratio of
these values in the two different spectral lines. A change of LOS angle could
observationally be studied by tracking a loop (fan) system showing propagating
coronal disturbances over a few days as it rotates across the solar disk whereas
ratios of the different quantities in different spectral lines could be obtained
using data from e.g. Hinode/EUV Imaging Specrtograph (EIS; Culhane et al.,
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(a) (b) (c)
Figure 11. Averages of Doppler velocities (a), line widths (b), and χ2/χ20 (c) as a function
of the LOS angle for the Fe ix (red) and Fe xii (blue) spectral lines individually (top panels).
The ratio of these averages in the two spectral lines is shown in the bottom panels. As before,
the results for the flow model are represented by solid lines and the waves model by the dashed
lines.
2007) or Interface Region Imaging Spectrograph (IRIS; De Pontieu et al., 2014).
The results are only shown for the single-strand model as those for the two
multistrand models are very similar.
There are a few small differences between the two models. As expected, the
Doppler velocities in the flow model remain larger (in absolute values) than for
the wave model. The line widths on the other hand appear slightly larger for
the wave model but the difference would probably not be observable. We do see
however that the LWs for the wave model change very rapidly for shallow LOS
angles. In addition, the ratio of the Doppler velocities in the 171 and 193 A˚
lines is closer to one for the flow model than in the wave model. In other words,
Doppler velocities derived from the two spectral lines are closer together for the
flow model and further apart for the waves model, again especially at shallow
LOS angles.
Apart from looking at the ratios in different spectral lines, one could also look
at the ratios between different amplitudes. Figure 12 shows the (logarithm of) the
ratios of the amplitudes of the line widths and the intensities (∆w/∆I - red lines)
and the line width amplitudes and the amplitudes of the Doppler perturbations
(∆w/∆vDopp - blue lines) for both the flow and wave models, in the Fe ix (top
panel) and Fe xii (bottom panel) spectral lines. Looking at the bottom panel
(Fe xii line), the two ratios are essentially the same for the wave model at every
angle. However, for the flow model, there is a substantial difference between
∆w/∆I and ∆w/∆vDopp in both spectral graphs. These graphs suggest that
∆w/∆vDopp could potentially be used to distinguish between flows and waves.
In Fe ix, the ratio ∆w/∆vDopp is substantially bigger for the flow than for the
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(a) (b)
Figure 12. (a) Ratio of the amplitudes of the line widths and the intensities (∆w/∆I - red
lines) and the amplitudes of the line widths and the Doppler perturbations (∆w/∆vDopp -
blue lines) as a function of the LOS angle, for Fe ix (top panel) and Fe xii (bottom panel).
(b) Ratio of the average Doppler velocity and the amplitude of the Doppler velocities for Fe ix
(red) and Fe xii (blue).
wave (by about an order of magnitude - compare the solid and dashed blue lines
in the top panel). For the flow, ∆w/∆vDopp is of the order of 10
−1.0 or 10−1.5
(so around 0.03-0.1) whereas for the wave model, ∆w/∆vDopp ≈ 10−2.5 ≈ 0.003,
which is considerably lower. In Fe xii, the flow and wave ∆w/∆vDopp ratios are
somewhat closer together but still at least a factor of 5 different. Such a large
discrepancy may be directly observed, even without the other case as comparison
(i.e. if one observes a large value for ∆w/∆vDopp, the flow scenario might be
more likely.) However, the amplitude ratios do depend on the amplitude of the
PCDs and properties of the equilibrium state, and the effects of those on the
amplitude ratio has not been modelled in this paper.
Perhaps the most straightforward ‘usable’ signature to distinguish observa-
tionally is the simple fact that the average Doppler velocities of the wave model
are close to zero. Although there is a net blue shift in the wave model due to the
in-phase relationship between the perturbed density and temperature and the
velocities, it is generally small. This can also be seen in the top panel of Figure 2
of Verwichte et al. (2010) where the (averaged) wave Doppler velocity is plotted
as a function of the wave amplitude. At least for linear perturbations (v ∼< 60
km s−1 in Figure 2 of Verwichte et al. 2010) the average Doppler velocities are
smaller than the wave amplitudes. Hence, one way of ‘differentiating’ a slow
wave from a periodic flow could be the interpretation that for a wave model,
the amplitude of the Doppler velocity perturbations is larger than the average
of the perturbations. Figure 12(b) shows the ratios of the absolute value of the
mean of the Doppler velocities to the amplitude of the Doppler velocities. Here,
we see that this ratio is indeed larger than one (larger than zero in the figure
as the logarithm of the ratio has been plotted) for the flow for all LOS angles.
In addition, the ratio is the same in both spectral lines for the flow model.
Although we only show the results for the single strand case, the same holds
for both multistrand cases. For the wave model, the ratio is smaller than one
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Figure 13. Time evolution of the harmonic, single-strand case based on double Gaussian fits
(first component in red, second component in blue). Results in panel (a) are obtained without
providing an initial guess for the fitting routine, while panel (b) shows results using the single
Gaussian fit as an initial guess (see text for more details). Note that the bottom panel of (b)
shows the perturbed intensities rather than the goodness-of-fit measure.
(less than zero in the logarithm plot) for Fe ix apart from at very shallow LOS
angles. For Fe xii though, the ratio is only less than one for the wave for large
LOS angles. However, for both the single strand and the multistrand cases, the
ratio in Fe xii is substantially bigger than in Fe ix at all LOS angles (as opposed
to the equal ratios for the flow model) and this could potentially be verified in
spectral observations.
Theoretically, this difference between the average (or background) Doppler
velocities and the perturbation amplitudes could be a feature that would allow
distinguishing between the flow and wave interpretation. This is due to the fact
that a periodic flow can be decomposed into a steady background flow plus
periodic perturbations oscillating around a zero mean, or, in other words, a
slow propagating wave, as was pointed out in Section 2. Equation (1) shows
clearly that the only difference between the flow and wave model is exactly this
background value; the periodic flow can be reduced to a slow wave by subtracting
the mean of the perturbations (i.e. the steady background value). However,
observationally, the difficulty would lie in determining the absolute value of the
background: in practice, background values are often subtracted and only the
relative amplitudes are studied, which would eliminate this difference between
the wave and flow models. Note also that this interpretation implies that the
suggestion by Verwichte et al. (2010) to add a modest upflow to the wave model
to ‘avoid’ the frequency-doubling in the line widths could essentially transform
their wave model into a periodic upflow model (depending on the size of the
additional steady upflow component). In other words, if the frequency-doubling
of the line-widths is not observed, the interpretation in terms of a quasi-periodic
upflow model might be more appropriate. In addition, this interpretation im-
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plies the existence of an ‘intermediate’ regime, where the average (background)
Doppler velocity and the perturbation amplitudes are similar in size.
In this study, the periodic flow model we have studied can be decomposed into
a steady background flow and wave of the same amplitude due to our particular
choice of boundary driving. Of course, various combinations of the background
flow amplitude and the perturbation amplitude would lead to different observa-
tional signatures but the results presented here show that there will likely only
be relative differences between a wave and periodic flow interpretation, rather
than (observationally useful) absolute differences.
It is important to point out that the results presented here were obtained by
fitting a single Gaussian to the spectral data. This is a crucial difference from,
for example, observational results presented by De Pontieu et al. (2009) or De
Pontieu and McIntosh (2010), who argue that a double Gaussian fit should be
used to account for the persistent red-blue asymmetry present in the spectral
data (showing an excess in the blue wing when using a single Gaussian fit). In
Figure 13 we present two examples of a double Gaussian fit for the steady, single-
strand model at θ = 45◦. Figure 13(a) is obtained without giving an initial guess
to the fitting routine. Figure 13(b) uses the maximum value, the center position
and width of the line at rest as an initial guess for the first component and the
center position and line width of the single Gaussian fit as an initial guess for the
second component. Figure 13(a) shows a nearly static first component (red lines)
and a secondary component which still oscillates around near-zero for the wave
model but around a much larger (blue-shifted) value for the flow. In fact, for the
flow, the secondary component appears to significantly overestimate the velocity
amplitudes, oscillating around a value of about 15 km s−1 whereas the model
velocities had maximum values just below 10 km s−1 (see Figure 1(a)). However,
one has to keep in mind that the single Gaussian fit significantly underestimated
the velocity values (see Figure 5), more so than the overestimate associated
with this double Gaussian fit. Hence, one could argue that the double Gaussian
fit is actually the better result. In addition, the (small) oscillation in the first
component is out of phase with the secondary component for the flow model.
When an initial guess is provided (Figure 13(b)), the flow still shows a first
component with only small oscillations around zero and a (now underestimated)
blue-shifted second component (again out of phase with the first component).
However, the wave model (dashed lines) shows very different behaviour: the first
and second components are both oscillating, with similar amplitudes but out of
phase. The corresponding LWs show relatively regular behaviour for the flow
model, with the first and second components oscillating out of phase, and again
show some evidence of frequency doubling for the wave model.
From the first double Gaussian example, we can see that for the wave model,
both the first and secondary component would show a similar mean (close to zero
in our simple model) whereas for the periodic flows, the mean of the secondary
component differs substantially from the static (background) component. This
essentially leads to the same conclusion as the single Gaussian fits presented in
this paper: quasi-periodic flows are characterised by perturbed Doppler velocities
which have amplitudes less than their mean whereas for the slow, propagating
waves, the perturbations amplitudes are bigger than the mean (which will be
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close to zero). However, the second double Gaussian fit shows worryingly different
results, indicating the fitting is very sensitive to the initial guess provided, and
this could also be the case for low signal-to-noise (‘noisy’) observations. Hence,
one would need to provide appropriately (physically) justified initial guesses
for the fitting routine, but it is hard to see how this can be done without pre-
determining the physical model. The double Gaussian fitting used by De Pontieu
and McIntosh (2010) is motivated not just by the persistent nature of the red-
blue asymmetries in the single Gaussian fit but, more importantly, by the fact
that these single Gaussian R-B asymmetries (which can be thought of as a proxy
for the goodness-of-fit χ2) are not uniform but show (physical) structuring (as
can for example be seen in Figure 1(e) of De Pontieu and McIntosh 2010). Such
physical structuring in a goodness-of-fit measure indicates that essential physics
is lacking in the (single Gaussian fit) model and hence that a more complex
model, such as the double Gaussian fit used by these authors, is needed. The
values of the R-B asymmetries in the single Gaussian fit are used as the initial
guess for the secondary component of the double Gaussian fit which seems an
appropriate initial guess. However, it is worth noting here that fixing the center
position of the secondary component relatively far out in the blue wing in this
way almost automatically results in (small) period Doppler shifts on top of a
large, persistent blue shift, or, in other words, the periodic flow model.
We also point out that the relatively small size of our numerical domain
is likely to affect our results as well. In our simple model, the line profiles are
dominated by the flow or wave components rather than the (surrounding) plasma
at rest which potentially makes them more sensitive to the initial guess. In reality,
it is likely the reverse, with the plasma at rest along the LOS dominating the
emission rather than the perturbed plasma (flow or wave) which might lead to
a more stable fitting of (at least) the primary component.
Finally, we emphasise how different some of the observational signatures can
look from the actual underlying theoretical model. This was nicely illustrated
by the apparent ‘shocks’ in the Fe xii 193 A˚ lines along one particular LOS,
when the velocity perturbations in our simulations are relatively small and
show no signs of shocks. In this paper, we only varied one of the parameters
of the multistrand model namely the phase difference between the oscillations in
neighbouring strands. Even this small change leads to noticeable changes in the
observational signatures. In reality there would of course be far more variations
possible; the width of the strands, the number of the strands, the amplitude
and periods of the perturbations could all be varied, as well as the background
temperature and density of the strands.
7. Conclusions
As was already apparent from the inconclusive observational debate on the na-
ture of the observed propagating disturbances (PCDs), finding unique and robust
observational signatures to distinguish the propagating, slow magneto acoustic
wave model and the quasi-periodic upflow interpretation is highly non-trivial.
Even the basic model presented here clearly shows that observational signatures
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are highly model-dependent and distinguishing between slow, propagating waves
and periodic flows might simply not be possible.
Possible observational signatures which might allow distinguishing the peri-
odic upflow and slow propagating wave models are:
• The average line widths for the wave model vary rapidly as a function of
LOS angle for shallow LOS angles;
• The ratio of the line width amplitudes to the Doppler velocity amplitudes
(∆w/∆vDopp) for flows is relatively large, especially in the Fe ix line;
• The ratio of the mean to the amplitude of the Doppler perturbations is
larger than one for the flow model and in our upflow model was the same
in the Fe ix and Fe xii spectral lines.
This last property appears to be the most robust signature. Linked to this is
the absence of frequency-doubling in the observed line-widths which (as sug-
gested by Verwichte et al., 2010) could indicate the presence of a steady upflow
component along the LOS and hence, in this interpretation, would make a flow
model more appropriate. We do caution however, that the ‘switch’ (i.e. the
critical mean/amplitude ratio) between the flow and wave model suggested here
might be model dependent and hence a more comprehensive parameter-space
investigation would be useful to confirm this. We also remind the reader that
the results obtained in this study are based on single Gaussian fits to the spectral
lines.
The most likely scenario able to account for the observational results (and
discrepancies) appears to be the “dual” model, where upflows at the very base
of the coronal loops generate a slow magneto acoustic wave which travels along
the coronal loop. Such a dual model accommodates the differences between the
spectral observations (which are often situated near the loop footpoint and find
slightly lower speeds - i.e. they are mainly seeing the flow component of the dual
model) and the (coronal) imaging observations (observing the more extended
coronal structures showing PCDs travelling at constants speeds of the order of
the local sound speed, i.e. the wave component of the dual model).
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