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Abstract 
The asymptotic behavior of the solutions of a class of functional-difference equations is studied. The results obtained, 
which are applied to delay difference quations and summary difference quations, give good estimates and explicit radius 
of attraction. ~) 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
Consider the nonlinear difference system 
x(n + 1)=f(n,x(n)) ,  (1) 
along with its associated variational system 
z(n + 1) = f~(n,x(n, no,xo))z(n) (2) 
and the perturbed systems 
y(n + 1 ) = f(n, y(n)) + g(n, y(n), Ty(n)), (3) 
where 
f :N(no) xD- -~ m and g:N(no)  xDxD- -~ m 
are two functions, and DC_R m is a domain with OED, N(no)={no, no+ 1 ..... no + k,...} (no a 
nonnegative integer), and let f~---~f/Ox exist and be continuous and invertible on N(no)x Era, 
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f (n ,0 )=0 and g(n ,0 ,0 )=0 for all n ~> no and x(n)=x(n, no,xo) is the solution of Eq. (1) with 
x(no, no,xo)---Xo. T is an operator mapping S(N(no), ~m) into S(N(no), •m). Here, S(N(no), ~m) 
represents the set of all sequences y :N(no)~ ~m. If we impose on T various meanings, various 
types of equations will appear. For example, some of them have the following form: 
y(n + 1 ) = f(n, y(n)) + 9(n, y(n), y(n - ~)), 
y(n + 1) = f(n, y(n)) + y(n, y(n), y(h(n))), 
y (n+l )=f (n ,y (n ) )+9 n,y(n), k(n,i,y(i)) , 
l=n  0 
and so on. 
We shall discuss the question under what conditions Eq. (3) preserves ome properties of Eq. (1) 
related to the asymptotic behavior of the solutions. We shall investigate the properties: boundedness, 
exponential asymptotic stability in variation, asymptotical stability and convergence to zero. 
In the present paper, we continue the research initiated in [6-8] addressing our study to functional 
difference quations. 
Our results, though different in their approach, compare favorably with results in [3, 5, 10], and 
in general they have very little overlapping with those. In fact, on the one hand, we make precise 
the initial conditions (the radius of attraction) for which the solutions tend to zero as n ~ ~ or are 
bounded. On the other hand, we obtain good estimates for the solutions of Eq. (3) depending on 
the sum-norm (l~-norm) of the variable coefficients of the perturbation 9. 
2. Preliminaries 
In order to establish our main results, we shall use the following: 
Lemma 1 (Lakshmikantham and Trigiante [4, Lemma 4.6.2]). Assume that f :N(no)x ~m_._.+ ~m 
and f possess partial derivatives on N(no) x ~m. Let the solution x(n)=x(n, no,xo) of system (1) 
exist for n >1 no and let 
~f(n,x(n, no,Xo)) 
Ox 
H(n, no,xo) = 
Then, 
• (n,  no, Xo) - -  
Ox(n, no,xo) 
OXo 
exists and is the solution of 
q~(n + 1,no,xo)=H(n, o,Xo)~(n, no,Xo), 
• (no, no, Xo) = L 
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If x(n) and y(n) are the solutions of Eqs. (1) and (3), respectively, and x( no ) = y( no ), then the 
following analogue of Alekseev's formula holds [2], 
y(n)=x(n) + ~(n, l + 1,u(y(1),~)) x g(l,y(1), Ty(l))d~, (4) 
where rI)(n, no,x(n, no,xo)) is the fundamental matrix of system (2), and 
u(y(n), ~) = f(n, y(n)) + ~g(n, y(n), Ty(n)), r C [0, 1]. 
A generalization of (4) can be found in [10]. 
Definition 1. The solution x = 0 of Eq. (1) is said to be exponentially asymptotically stable in 
variation if there exist two positive constants M and q with 0 < q < 1, such that 
U (n, no, xo)ll < Mrl "-"° for no ~< n<cxz (5) 
and x0 E D. 
Here I1" II denotes a usual norm. 
Now, we need a "solution" of the functional inequalities 
u(n) <. c + Z ).i(k)wi(u(k)) , p E ~ (6) 
i=1 kk=0 
and 
n 1 n--1 [ k--1 ] 
u(n) <, c + Z 21(k)wt(u(k)) + Z 22(k)w2 1~--~ 23(j)w3(u(j))| , (7) 
k=no k=no t. j=n0 .1 
where 
(Hi) the functions @: [d ,c~)~[0 ,c¢) ,  ( i= l ,2 , . . . ,p )  are continuous and 
coi(u)>O for u>d and wi+jwi ( i=  1,2 ... .  ,p -  1) are nondecreasing on (d,c~). 
(H2) u: ~-*  [d, oo) and 2 i :~  ~ [0,c¢), are functions, e is a constant such that c>d. 
We define the functions: 
(i) W,.(u)= f~ds/@(s), u>0,  u i>0 ( i=  1,2 . . . . .  p) and W, -l is their inverse function. 
(ii) ~o0(u) = u and 
q~i(u)=~iotk~_,o. . .oq~,,  i= l ,2 , . . . ,p ,  (8) 
where dpi(u)= Wi-l[W/(u)+ ~i], ~i >t 0 is a constant. 
Thus, we can establish the following theorem: 
nondecreasing, 
m 
~i(m) =: ~ 2i(k) ~< ds k=1 ,_~(c) wi(s)' i=  1,2, . . . ,p,  (9) 
where the functions qgi ( i=0 ,  l , . . . ,p -  1) are given in (8) with ~ = ~i(m). 
Theorem A. (Medina and Pinto [8]). Let d E ~ and assume (H~) and (H2) hold. Let m ~ N such that 
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If the sequence u satisfies the inequality (6), then 
< , 
k=l 
for any n ~< m. 
(lO) 
Theorem B. (Medina and Pinto [8]). Under the conditions of Theorem A, / f (7 )  holds then (10) is 
valid for p= 3, where m satisfies (9) for  p = 3. 
We remark that m in (9) can be taken as large as possible if 
f ~ ds @(s-----~=oo ( i=  1,2 ... .  ,p)  (11) 
which implies that any Ok (and ~bk) is defined for all u and m >~ no. Thus, (10) is valid for all 
n/>n0 andcf>0.  
The dual condition to (11), namely, 
f0 ~ ds + ~o,(s)-Oc ( i= l ,2 , . . . ,p ) ,  (12) 
implies that any Ok (and ~bk) is defined for u small enough and any m/> no. Thus, (10) is valid for 
any n ~> no if c is small enough. Moreover, (12) implies the stability property 
~pk(O+) = 0 (k= 1,2 . . . . .  p). (13) 
Furthermore, the inequalities (9) allow us to compute m (see [8]). In the following, we consider 
the functions ~o~ ( i=  1,2, . . . ,p)  given by (8) with m= c~. 
Lemma 2 (Bainov and Simeonov [1, Lemma 11.1]). Let qE[0,1),  ~k>>-O and l imk~ 7k :0  or 
EC~DI ~k < CX~. Then, 
i=1 
3. Main results 
We are now in a position to establish our main results. 
Theorem 1. Let ~oi (i---1,2,... ,  p) be as in Theorem A. Suppose that 
(i) 2~ ( i=  1,2, . . . ,p)  are nonnegative sequences on N(no) and 2i C ll(N(no)), (that is, absolutely 
summable). 
(ii) for n>~l + 1 >>-no, we have 
I P 
f0 11 ~(n, l + 1, u(y(l), v))g(j, y(j) ,  Ty(j))[[ dr ~< ~ 2~(l)ogi(lly(l)ll), i=l 
and 
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(iii) there exists a positive constant c such that 
oo foo ds Z#(t)< 
l=no ~pp_,(c) O)p(S)" 
Then, for each bounded solution x(n, no,xo) of Eq. (1) such that [Ix(n, no,xo)ll <~c for n>~no, the 
solution y(n, no,xo) of Eq. (3) is defined and bounded on N(no). Moreover, 
Ily(n, no,xo )l[ ~oAIIxlloo). (14) 
Proof. Let y(n)=y(n, no,xo) be a solution of the perturbed Eqs. (3) for n>>-no. By the discrete 
Alekseev's formula (4), the solution y(n) of Eq. (3) satisfies Eq. (4). 
Hence, 
p n--I 
Ily(n)ll ~< Ilxll~ + ~ ~ 2~(j)o~(l[y(j)ll), 
i= 1 j=no 
where Ilxll~--sup{Ix(n)[: n EN(n0)}. Thus, for all n>>-no from Theorem A we have 
f 
I[y(n)[I ~< w; -1 [~(~. ,(c))+ 
~< (pAIIxll~). 
"-' )] 
J=no 
(15) 
Condition (iii) implies that ~pp(c) <oo. Consequently, ~op(llxll ~) ~ ~op(c) < ~.  Then, for any n fixed, 
fo j ~(n,j + 1, u(y(j), z))g(j, y(j), Ty(j)) dz 
is absolutely summable as a function of j. Thus, it follows that the solution y(n) of Eq. (3) is 
defined and bounded on N(no). [] 
Remark 1. The method used in Theorem 1 can be applied to delay-differential equations (see [9]) 
and, in general, to those difference quations atisfying 
f0' II qb(n,j + 1, u(y(j), z))g(j, y(j), Ty(j)II dz 
P 
<<, ~-~2i(j)o)i(llYllj) for n>,j + l~>n0, 
i= l  
where for n* =n - r, rC  N constant, IIyll. = supjez, ly(J)l, In= {n*,n* + 1,.. . ,n}. In fact, in this 
last case, from (4) we find 
p n--I 
Ilyll, ~< Ilxll~ + ~ Z L(J)~oi(llylb). 
i=1 j=no 
Hence, applying Theorem A to u(n) = Ilyll., we can establish Theorem 1 for this kind of equations. 
184 R. Medina~Journal of Computational nd Applied Mathematics 98 (1998) 179-189 
Remark 2. (a) If (11) holds, then condition (iii) of Theorem 1 is satisfied for all c >0. 
(b) If (12) holds, then there always exists c small enough satisfying condition (iii). 
(c) Finally, in the case 1/rni E Ll((0, c~)) (Lebesgue integrables), (i = 1,2,..., p) the inequality 
f0 ~ ds Z "~i(j) ~ (.Oi(S) 
j=no 
for some i implies that there is not c >0 satisfying condition (iii) of Theorem 1. Otherwise, there 
always exists c small enough satisfying condition (iii). In every case, the biggest c satisfying 
condition (iii) is 
c-- gopl(~). (16) 
(see [8]). Thus, we can establish. 
Corollary 1. (A) I f ( l  l) holds, then the statement of  Theorem 1 is valid for every solution. 
(B) / f  (12) holds, then the statement of  Theorem 1 is valid only for x such that Ilxll  is small 
enough, precisely for [Ixl[~ < 
Remark 3. Equation y(n + 1) = y(n) + (e - 1 )/e"y2(n), y(1 ) = no, n >/1 and its solution y(n) = e n, 
shows that the statement of Theorem 1 is not valid for arbitrary solutions. In fact, the equation 
x(n + 1)=x(n)  
has the solution x(n, n0,x0) =x0, for n/> no/> 1. Moreover, ol (u) = u 2, 21(n) = (e - 1)/e ~ ¢ llN(1). 
Thus, the condition 
f0 ~ du Z - 21(k) < U2
k=l 
is only valid for c< l / (e -  1). 
Theorem 2. Assume that 
(I) o9i ( i=  1,2,3) and 2i (1 = 1,2,3) satisfy Theorem 1. 
(II) for no<<.j<<.n<c~ and y :N(no) - - -~  m, we have 
f ~ I[~(n,j + 1, u(y(j),  "r))g(j, y(j) ,  Ty(j))II dr 
<~2,(j)oot(lly(j)] l) + 2z(j)~o2 23(l)go3(lly(l)[]) , 
and 
(III) there is a positive constant c such that 
~3(j) < • 
j=no ~°2(c) gO3 (S) 
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Then, for each bounded solution x(n, no,xo) of Eq. (1) such that []x(n, no,xo)H <<,c for n>>-no, the 
corresponding solution y(n, no,xo) of Eq. (3) is defined and bounded on N(no) and 
[ly(n, no,xo )ll ~ q~3(llxll~). (17) 
Proof. Let y(n)=y(n, no, xo) be a solution of the perturbed Eq. (3), for n>~no. By the discrete 
Alebseev's formula (4), the solution y(n) of Eq. (3) satisfies Eq. (4). Thus, using (I) and (II), it 
follows that 
n--I 
Ily(n)ll ~llxll~ + 
j -n  o 
, j l  )] 
2,(j)~o,(lly(j)ll) + 22(j)c02 (Zx3(1)°93(l[y(1)11) . 
l=no 
Using Theorem B and proceeding analogously to Theorem 1, we can prove that y(n, n0,x0) is defined 
and bounded on N(no). [] 
Now, we introduce the following condition: 
(H3) u(y(n), z) = f(n,  y(n)) + r. g(n, y(n), Ty(n)) E D for any n E N(no), y E D and z E [0, 1]. 
Theorem 3. Assume that the condition (H3) holds, and that the null solution of Eq. (1) is expo- 
nentially asymptotically stable in variation. Moreover, suppose that the hypotheses of Theorem 2 
hold, where (II) is replaced by 
(II)' for j>>-no and y:N(no)--~ •m, we have 
Ilg(J, y(J), Ty(j))[I ~2,(j)cOl(lly(j)[[) + 22(j)co2 ( 
J' ) 
23(J )c°3(IIy(1)[I ) . 
l=no 
Then, every solution y of Eq. (3) which satisfies [[y(n0)][ <,NcM -1, tends to zero as n---~ ~,  and 
satisfies 
Ily(n, no, y0)[I ~ ~o3(Mllyo IF). (18) 
Furthermore, the zero solution of Eq. (3) is asymptotically stable if (11) holds. 
Proof. From Alekseev's formula (4), and (5) it follows that 
n- -  1 1 
[[y(n)]l ~<M]]xo][ + ~.  f [[~(n,j + 1, u(y(j), z))g(j, y(j), Ty(j))[[ dr. 
J=n  0 
By (5), the matrix q~(.) is bounded on N(no). Therefore, by (II)' the hypotheses of Theorem 2 are 
satisfied and then y(n) is bounded on N(no) and it verifies (18). Hence, we obtain that 0( j )=:  
g(J, Y(J), Ty(j)) E ll(N(no)). 
Finally, to end the proof of the theorem, we need to show that 
n- -1  1 
l i rn~ f II~(n,j + 1,u(y(j),r))l l  IIO(J)lldr=0. 
J=no  
(19) 
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To prove (19), we make use of Lemma 2 ([2]). In fact, from Lemma 2, we have that 
' II ~(n,j + 1, u(y(j), r))l[ I I0 ( J ) l l  dr 
.= 
n - - I  
<~M . E rln-(j+l)llO(J)[I 
j~no 
n--I 
=M. y"£rt(n-l)-Jllg(J)ll--,0 as  n --* co .  
jzno 
Finally, the asymptotical stability of the zero solution of Eq. 3 follows from (13) and (18). Thus, 
the result follows. [] 
4. Examples 
Now, we will illustrate Theorems 1-3 showing explicitly the radius of attraction, that is, we make 
precise the initial conditions and the estimates for which the solutions work. 
Example 1. Consider the summary difference quation 
n 
y(n + 1)= h(n)k(y(n)) + 21(n)y(n) + ) .2 (n )E  23(i)y;(i), (20) 
i=n0  
where 7>~ 1; 2i (i = 1,2, 3) are absolutely summable functions on N(no), and h,k :N(n0)--~ R are 
functions such that the null solution of 
x(n + 1)=h(n)k(x(n)), x(no)=Xo 
is exponentially asymptotically stable in variation. 
On the other hand, we have 
(A) co~(u)=oo2(u)=u, to3(u)=uL Then, condition (i) of Theorem 1 and condition (II)' of 
Theorem 3 are automatically verified. 
(B) To verify condition (III) of Theorem 2, 
oo f oo ds 
E ).3(j) < (D3(S), 
j=no 2(c) 
we distinguish two cases: 
(a) ~ = 1. In this case, condition (III) is satisfied for any c>0 since 23 E ll(N(no)) and the integral 
d /o 3(s) = 
(b) 7 > 1. In this case, it is necessary to choose the correct constant c. We have that 
f ~ ds_ -~02(c )  l-~' 2(c) s' 1 -- 3) ' 
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and if 0~ i : E~----n0 2~(j); ( i= 1,2,3), then condition (III) is equivalent to the inequality 
~o2(c)l-~' 
7-1  
Since q~2 is a monotone function and by (13), lim~_.0+ ~p2(u)=0. 
Hence, choosing c small enough, we will get that (21) be satisfied. Solving the equation 
q~2(c*)~ -~ 
~3- -  
7-1  
we obtain 
c* = cp~-l(1-rv/0~3(7 - 1)). 
For determining c*, we will calculate ~p~-~ explicitly. By definition, we have that 
~o~(u) = w~ -~ [~(u)  + ~]  = ue ~l 
and 
(21) 
q92(u) = W2-1 [Wz(~pl(u)) + 0~2] = <pt(u)e ~2 = ue (~+"2). 
Thus, 
<p21(u) = ue -(",+"2)" 
We therefore have 
c* = e -~'+~2) '-~/~3(7 - 1 ). 
Then, taking c ~< c*, condition (21) is satisfied. 
We get from Theorem (3) that every solution y(n, no,xo) tends to zero as n ~ ee if Ilx011 <c* .M, 
that is, if 
IIx011 <Me-(~+~2)/'-ff~3(7 - 1), (22) 
which gives an explicit radius of attraction. Moreover, the zero solution of Eq. (3) is asymptotically 
stable, and the following estimate is valid: 
Me(=~+=2)llx°ll (23) 
Ily(n, no,xo)ll ~< '-~/1 - (Mllx0ll)~-le<~-~)<~,+~:)~3(7 - 1)" 
We observe that estimate (23) is valid only if (22) holds. Moreover, the radius of attraction (22) 
and estimate (23) depend directly from the series ~i of the coefficients Ai(n), (i : 1,2,3). 
Example 2. Consider the delay difference quation 
3 
y(n + 1) = y(n) + Z 2i(n)y(n -- •i) hi, (24) 
i=1 
where n ~>max{zl, ~2, z3}, the constant delays zi (i = 1,2, 3) are nonnegative integers and ni (i = 1,2, 3) 
are real numbers uch that 1 < nt ~< n2 ~< n3. 
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In view of the above assumptions, we have: 
(A) If we take ¢&(u)=u hi, i=  1,2,3 then conditions (i) and (ii) of Theorem (1) are verified. 
(B) To see that condition (iii) of Theorem (1) is satisfied, we will carry out the following compu- 
tations: 
q)o(C)=C, Q)I(C)=[C l-hI +~l(1 -nl)] l/Cl-'') 
for 0 < c < c~, where 
C1 = [O~l(nl - -  1)]  l /d - "1) ,  
~2(C ) = [el--hi _~ (~1( 1 -- nl))(n2-1)/(nl 1) _q_ ~2(1 __ n2) ] l / ( l -n , )  
for 0 < c < c2, where 
c2 = [oq(nl - 1) + (0~2(n2 - -  1))(n~-l)/n2-1)] 1/(1-n'). 
We have 
~ ds 1 
l(¢Pi_l(c))l-"', i 1,2,3, for cEDomain of ¢Pi-t. 
o) i(s) ~Oi_l(C) ni 
Then, condition (iii) of Theorem (1) is equivalent to 
1 (~3(n31 1)J)'/("3-') 73< 1((02(c))1-"3, or ¢p2(c)< • (25) n3-  
Since q~i (i = 1,2, 3) are monotone functions and by (13) limc-~0+ qoi(c)= O, hence, choosing c small 
enough, we get that (25) is satisfied. Solving the equation 
(1 ) , /~ .3 -1 )  
~02(C* ) = 0~3(n 3 --  l ) 
we obtain 
¢* = {[0~3(n3 - -  1) (n2-1)/(n3-1) Jr ~2(n2 - -  1) ]  (n~-l)(nz-1) -1- ¢xl(nl - -  1 )}  1/(l-n*). 
(actually c*= ¢p31(~)). Then, taking c<<.c*, condition (iii) of Theorem 1 is satisfied. 
Since the solutions of the difference quation x(n + 1 )=x(n)  are x(n, no,xo)=x0, then by Remark 
1 the conditions of Theorem 1 are satisfied, and therefore we conclude that every solution y(n, no,xo) 
of Eq. (24) such that IIx0[I <c*, is defined and bounded on No. Moreover, it follows from (14) that 
Ily(n, no,xo)l[ <~ ¢p3(llx011) 
= [[[llx011 l -n '  + ~1(1 - nl)] ("2-1)/(n'-l) 
+~2(1  - -  n2)] ~n3-1)/(":-l) + 0c3(1 - -  n3)] 1/(n3-1), 
which implies the stability of the delay difference quation (24). As already pointed out in Exam- 
ple 1, the radius of attraction and the estimate of the solutions depend directly on the series 0tz of 
the coefficients 2i(n), i = 1,2, 3. [] 
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