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Abstract
The evolution of a quantum system undergoing very frequent measurements takes place
in a subspace of the total Hilbert space (quantum Zeno effect). The dynamical properties
of this evolution are investigated and several examples are considered.
1 Introduction
A quantum system, prepared in a state that does not belong to an eigenvalue of its
total Hamiltonian, starts to evolve quadratically in time [1, 2]. This behavior leads
to the so-called quantum Zeno phenomenon: by performing frequent measurements
on the system, in order to check whether it is still in its initial state, one can “slow
down” its temporal evolution (hindering transitions to states different from the initial
one) [3].
This curious feature of the quantal evolution has recently attracted much attention
in the physics community. This is mainly due to a nice idea put forward by Cook [4],
who proposed to check this effect on a two-level system, and to a related experimental
test [5], that motivated an interesting discussion [6]. In turn, this has led to new
proposals and experiments [7, 8]. However, it should be emphasized that these studies
do not deal with bona fide unstable systems, following (approximately) exponential
laws, as in the original proposals [1, 2]. The presence of a non-exponential decay at
short times has been detected only recently [9].
The aim of the present paper is to investigate an interesting (and often overlooked)
feature of what we might call a quantum Zeno dynamics. We shall see that a series
of “measurements” (von Neumann’s projections [10]) does not necessarily hinder the
evolution of the quantum system. On the contrary, the system can evolve away from
its initial state, provided it remains in the subspace defined by the “measurement”
itself. This interesting feature is readily understandable in terms of a theorem proved
by Misra and Sudarshan (MS) [2], but it seems to us that it is worth clarifying it
further by analyzing some interesting examples.
2 Misra and Sudarshan’s theorem
Consider a quantum system Q, whose states belong to the Hilbert space H and
whose evolution is described by the unitary operator U(t) = exp(−iHt), where H is
a time-independent semi-bounded Hamiltonian. Let E be a projection operator that
does not commute with the Hamiltonian, [E,H ] 6= 0, and EHE = HE the subspace
spanned by its eigenstates. The initial density matrix ρ0 of system Q is taken to
belong to HE. If Q is let to follow its “undisturbed” evolution, under the action of
the Hamiltonian H (i.e., no measurements are performed in order to get information
about its quantum state), the final state at time T reads
ρ(T ) = U(T )ρ0U
†(T ) (2.1)
and the probability that the system is still in HE at time T is
P (T ) = Tr
[
U(T )ρ0U
†(T )E
]
. (2.2)
We call this a “survival probability:” it is in general smaller than 1, since the Hamil-
tonian H induces transitions out of HE . We shall say that the quantum system has
“survived” if it is found to be in HE by means of a suitable measurement process [11].
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We stress that we do not distinguish between one- and many-dimensional projections:
in the examples to be considered in this note, E will be infinite-dimensional.
Assume that we perform a measurement at time t, in order to check whether Q
has survived. Such a measurement is formally represented by the projection operator
E. By definition,
ρ0 = Eρ0E, Tr[ρ0E] = 1. (2.3)
After the measurement, the state of Q changes into
ρ0 → ρ(t) = EU(t)ρ0U
†(t)E, (2.4)
with probability
P (t) = Tr
[
U(t)ρ0U
†(t)E
]
= Tr
[
EU(t)Eρ0EU
†(t)E
]
= Tr
[
V (t)ρ0V
†(t)
]
. (V (t) ≡ EU(t)E) (2.5)
This is the probability that the system has “survived” in HE . There is, of course,
a probability 1 − P that the system has not survived (i.e., it has made a transition
outside HE) and its state has changed into ρ
′(t) = (1 − E)U(t)ρ0U
†(t)(1 − E). The
states ρ and ρ′ together make up a block diagonal matrix: The initial density matrix
is reduced to a mixture and any possibility of interference between “survived” and
“not survived” states is destroyed (complete decoherence).
We shall concentrate henceforth our attention on the measurement outcome (2.4)-
(2.5). We observe that the evolution just described is time-translation invariant and
the dynamics is not reversible (not only not time-reversal invariant).
The above is the Copenhagen interpretation: the measurement is considered to
be instantaneous. The “quantum Zeno paradox” [2] is the following. We prepare
Q in the initial state ρ0 at time 0 and perform a series of E-observations at times
tj = jT/N (j = 1, · · · , N). The state of Q after the above-mentioned N measurements
reads
ρ(N)(T ) = VN(T )ρ0V
†
N(T ), VN(T ) ≡ [EU(T/N)E]
N (2.6)
and the probability to find the system in HE (“survival probability”) is given by
P (N)(T ) = Tr
[
VN (T )ρ0V
†
N(T )
]
. (2.7)
Equations (2.6)-(2.7) display the “quantum Zeno effect:” repeated observations in
succession modify the dynamics of the quantum system; under general conditions, if
N is sufficiently large, all transitions outside HE are inhibited. Notice again that the
dynamics (2.6)-(2.7) is not reversible.
In order to consider the N →∞ limit (“continuous observation”), one needs some
mathematical requirements: assume that the limit
V(T ) ≡ lim
N→∞
VN(T ) (2.8)
exists in the strong sense. The final state of Q is then
ρ(T ) = V(T )ρ0V
†(T ) (2.9)
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and the probability to find the system in HE is
P(T ) ≡ lim
N→∞
P (N)(T ) = Tr
[
V(T )ρ0V
†(T )
]
. (2.10)
One should carefully notice that nothing is said about the final state ρ(T ), which
depends on the characteristics of the model investigated and on the very measurement
performed (i.e. on the projection operator E, by means of which VN is defined). By
assuming the strong continuity of V(t)
lim
t→0+
V(t) = E, (2.11)
one can prove that under general conditions the operators
V(T ) exist for all real T and form a semigroup. (2.12)
Moreover, by time-reversal invariance
V†(T ) = V(−T ), (2.13)
so that V†(T )V(T ) = E. This implies, by (2.3), that
P(T ) = Tr
[
ρ0V
†(T )V(T )
]
= Tr [ρ0E] = 1. (2.14)
If the particle is “continuously” observed, in order to check whether it has survived
inside HE, it will never make a transition to H
⊥
E . This was named “quantum Zeno
paradox” [2]. The expression “quantum Zeno effect” seems more appropriate, nowa-
days.
Two important remarks are now in order: first, it is not clear whether the dynamics
in the N → ∞ limit is time reversible. Although one ends up, in general, with a
semigroup, there are concrete elements of reversibility in the above equations. Second,
the theorem just summarized does not state that the system remains in its initial
state, after the series of very frequent measurements. Rather, the system is left in
the subspace HE , instead of evolving “naturally” in the total Hilbert space H. This
subtle point, implied by Eqs. (2.9)-(2.14), is not duely stressed in the literature [12].
Incidentally, we stress that there is a conceptual gap between Eqs. (2.7) and (2.10):
to perform an experiment with N finite is only a practical problem, from the physical
point of view. On the other hand, the N →∞ case is physically unattainable, and is
rather to be regarded as a mathematical limit (although a very interesting one). In
this paper, we shall not be concerned with this problem (investigated in [13]; see also
[14], where an interesting perspective is advocated) and shall consider the N → ∞
limit for simplicity. This will make the analysis more transparent.
3 Evolution in the “Zeno” subspace
We start off by looking at some explicit examples. Consider a free particle of mass
m on the real line. The Hamiltonian and the corresponding evolution operator are
H =
p2
2m
, U(t) = exp(−itH). (3.1)
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Observe thatH is a positive-definite self-adjoint operator in L2(R) and U(t) is unitary.
We shall study the quantum Zeno effect when the system undergoes a measurement
defined by the projector
EA =
∫
dx χA(x)|x〉〈x|, (3.2)
where χA is the characteristic function
χA(x) =
{
1 for x ∈ A ⊂ R
0 otherwise
(3.3)
and A an interval of R. In a few words, we check whether a particle, initially prepared
in a state with support in A and free to move on the real line, is still found in A
at a later time T . Our objective is to understand how the system evolves in the
“Zeno” subspace HEA = EAHEA. We call this a “quantum Zeno dynamics with a
nonholonomic constraint.”
We shall work with the Euclidean Feynman integral. Let the particle be initially
(t = 0) at position y ∈ EA. The propagator at time t = T/N , when a measurement
is carried out, reads
G(x, t; y) ≡ 〈x|EA U(t)|y〉 = χA(x)〈x|U(t)|y〉. (3.4)
For imaginary time t = −iτ , we get the Green function of the heat equation
〈x|U(−iτ)|y〉 = 〈x| exp(−τH)|y〉 =
∫
dp 〈x|p〉e−τp
2/2m〈p|y〉
=
∫
dp
2pi
e−τp
2/2m+ip(x−y) =
√
m
2piτ
exp
[
−
m(x− y)2
2τ
]
, (3.5)
so that the Euclidean propagator for a single “step” reads
W (x, τ ; y) ≡ G(x,−iτ ; y) = χA(x)
√
m
2piτ
exp
[
−
m(x − y)2
2τ
]
. (3.6)
The evolution operator after N measurements, see (2.6), can be written as
VN(T ) ≡ [EA U(T/N)]
NEA (3.7)
and the resulting propagator is
GN(xf , T ; xi) = 〈xf |VN(T )|xi〉. (3.8)
For imaginary T = iT this becomes
WN(xf , T ; xi) ≡ GN(xf ,−iT ; xi)
=
∫
dx1 · · ·dxN−1W (xf , τ ; xN−1) · · ·W (x1, τ ; xi)χA(xi), (3.9)
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whose relation with Wiener integration is manifest. Notice that if we could drop the
characteristic function χA in the propagator (3.6), then (3.9) would be a sequence of
nested Gaussian integrals, that could be evaluated exactly for every N by applying
Feynman’s recipe [15]. In (3.9) the characteristic functions restrict at every step the
set of possible paths, modifying the structure of the functional integral [16]. Let us
therefore try to reduce the integral (3.9) to a Gaussian form. To this end we apply
a trick that is often used when one endeavours to relate probability and potential
theory [17]. We first rewrite the characteristic function in terms of a potential, which
is infinite outside A [18], so that the Brownian paths of the Wiener process (3.9) can
never leak out of A:
χA(x) = exp (−τVA(x)) , with VA(x) =
{
0 for x ∈ A
+∞ otherwise
, (3.10)
Hence, by using (3.10), the Euclidean one-step propagator (3.6) becomes
W (x, τ ; y) =
√
m
2piτ
exp
[
−
m(x− y)2
2τ
− τVA(x)
]
= 〈x|e−τVAe−τH |y〉 (3.11)
and returning to real time
G(x, t; y) = W (x, it; y) = 〈x|e−itVAe−itH |y〉. (3.12)
Consider now the limit of continuous observation N → ∞. The limiting propagator
reads
G(xf , T ; xi) = lim
N→∞
GN(xf , T ; xi) = lim
N→∞
〈xf |
(
e−iTVA/Ne−iTH/N
)N
EA|xi〉, (3.13)
which, by using the Trotter product formula, yields
G(xf , T ; xi) = 〈xf |e
−iT (H+VA)EA|xi〉 = 〈xf |V(T )|xi〉, (3.14)
where the evolution operator is
V(T ) = exp(−iTHZ)EA, (3.15)
with HZ ≡
p2
2m
+ VA(x). (3.16)
The above formula is of general validity: the dynamics within the Zeno subspace HEA
is governed by the operators (3.15)-(3.16).
It is worth stressing that the previous calculation only makes use of the properties
of the kinetic energy operator p2: we have not considered the momentum operator p.
It goes without saying that p can be symmetric, maximally symmetric or self-adjoint,
according to the structure of A and the boundary conditions. This will be thoroughly
discussed in the following. However, we emphasize that any requirement on p would
be a physical requirement: the mathematical properties of the “Zeno” evolution only
involve the Hamiltonian (which is defined in terms of the kinetic energy).
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Before we proceed further, let us look at two particular cases:
A1 = [0, 1], (3.17)
A2 = [0,+∞). (3.18)
In the first case, the free Hamiltonian
H0Z =
−∂2
2m
(
∂ ≡
d
dx
)
(3.19)
is a self-adjoint operator on the space
D[0,1](H
0
Z) =
{
φ ∈ AC2[0, 1]|φ(0) = φ(1) = 0
}
, (3.20)
where AC2[S] is the set of functions in L2[S] whose weak derivatives are in AC[S].
(AC[S] is the set of absolutely continuous functions whose weak derivatives are in
L2[S].) Notice that these are the “correct” boundary condition for the potential
(3.10). For this reason, the evolution operators V(T ) in (3.15) form a one-parameter
group. We notice, incidentally, that MS’s mathematical hypotheses (2.8) and (2.11)
are satisfied and acquire in this example an appealing physical meaning. We also
stress that the theorem (2.12) appears in this case too restrictive: indeed the oper-
ators V(T ) form a group and not simply a semigroup. One might say that in the
example considered, the quantum Zeno effect (engendered by the projection oper-
ators) automatically yields the “natural” dynamics in the Zeno subspace, with the
correct boundary conditions for the “new” Hamiltonian HZ. This is an interesting
observation in itself. We also notice that in this example the momentum operator −i∂
is symmetric, but not self-adjoint: its deficiency indices in (3.20) are (1,1). Therefore,
a self-adjoint extension of −i∂ is possible. It is important to stress that the Hamil-
tonian HZ is self-adjoint because it involves only ∂
2 [which is self-adjoint in (3.20)].
There is here an interesting classical analogy: when a classical particle elastically
bounces between two rigid walls, any trajectory is characterized by a definite value
of energy (p2/2m), although momentum changes periodically between ±p. This is
reflected in the symmetry (rather than self-adjointness) of the quantum mechanical
p operator.
Let us now look at the example A2 in (3.18). The free Hamiltonian (3.19) is
self-adjoint on the space
D[0,∞)(H
0
Z) =
{
φ ∈ AC2[0,∞)|φ(0) = 0
}
, (3.21)
Once again, this is just the “correct” boundary condition for the potential (3.10),
so that the evolution operators V(T ) form a one-parameter group. One can draw
the same conclusions as in the previous example. There is only one difference: the
momentum operator −i∂ is again symmetric, but its deficiency indices are (0,1).
This is irrelevant as far as one’s attention is restricted to the Hamiltonian and the
Zeno dynamics; however, if one is motivated (on physical grounds) to consider the
properties of momentum, the best one can do in this case is to obtain the most
appropriate maximally symmetric momentum operator. (We wonder whether this
has spin-offs at a fundamental quantum mechanical level.)
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4 The problem of the lower-boundedness of the
Hamiltonian
Let us consider now the model Hamiltonian H0Z = p = −i∂ in A1 = [0, 1], describing
an ultrarelativistic particle in an interval. The mathematical features of this exam-
ple are very interesting and deserve careful investigation. A similar example was
considered in [2], although in a different perspective. The Zeno dynamics yields
V(T ) = exp(−iTHZ)EA1 , (4.1)
with HZ ≡ p+ VA1(x), (4.2)
where VA is defined in (3.10). The “natural” boundary conditions imposed by the
Zeno dynamics are
DZ(p) = {φ ∈ AC[0, 1]|φ(0) = 0 = φ(1)} . (4.3)
In this domain the Hamiltonian p is symmetric but not self-adjoint: its deficiency
indices are (1, 1). Therefore, by Stone’s theorem, the Zeno dynamics is not governed
by a group and is certainly not time-reversal invariant. More to this, this Hamiltonian
is not lower bounded and therefore violates one of the premises of the MS theorem.
In order to understand what happens during a Zeno dynamics, look at the first row
in Figure 1, where an arbitrary wave packet evolves under the action of the free
Hamiltonian p (incidentally, notice that the wave packet does not disperse, due to the
form of the Hamiltonian). The probability of “surviving” inside A1 decreases with
time: in other words, even though a “continuous” measurement is performed, in order
to check whether the particle is outside A1, the particle does leak out of A1 and no
quantum Zeno effect takes place.
Let us now assume, on physical grounds, the validity of periodic boundary condi-
tions:
Dα(p) =
{
φ ∈ AC[0, 1]|φ(0) = φ(1)eiα
}
, (4.4)
where the phase α determines the specific self-adjoint extension. Notice that this is
a physical requirement: it is not a consequence of the Zeno dynamics. The Hamil-
tonian is now self-adjoint and the dynamics is governed by a unitary group (Stone’s
theorem). Obviously, the physical picture given by this self-adjoint extension is com-
pletely different from the previous case. See the second row in Figure 1: a quantum
Zeno effect takes place.
We also stress that the dependence of the Hamiltonian on the p operator is not
a sufficient condition to yield the behavior described above. In order to clarify this
point, let us consider an additional example. Let (we set m = 1/2)
H = p2 + p ⇐⇒ HZ = p
2 + p+ VA(x). (4.5)
We first observe that H is lower bounded [p2 + p = (p+ 1/2)2− 1/4; notice also that
this Hamiltonian can be tranformed into the usual form by adding a phase x/2 to the
wave function.] Consider again the quantum Zeno dynamics on the sets A1 and A2.
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0.5 1 0.5 1 0.5 1
0.5 1 0.5 1 0.5 1
Figure 1: “Natural” (Zeno) vs. periodic (self-adjoint) boundary conditions for the
Hamiltonian H = p. Above: quantum evolution of a wave packet of arbitrary shape
with the boundary conditions (4.3), “naturally” arising in a Zeno dynamics: there is
no quantum Zeno effect (increasing time from left to right). Below: evolution of the
same wave packet with the additional requirement that the unbounded Hamiltonian
operator p be self-adjoint in [0, 1]: a quantum Zeno effect occurs (increasing time
from left to right).
Since this is not a classical textbook example, we explicitly derive the deficiencies. In
the first case (A1) one gets
(HZφ, ψ)− (φ,H
∗
Zψ) = −iφ(0)ψ(0) + φ
′(0)ψ(0)− φ(0)ψ′(0)
+iφ(1)ψ(1)− φ′(1)ψ(1) + φ(1)ψ′(1). (4.6)
It is easy to check that HZ is lower bounded and self adjoint on the space (3.20). The
Zeno evolution is therefore unitary.
In the second case (A2) one gets
(HZφ, ψ)− (φ,H
∗
Zψ) = −iφ(0)ψ(0) + φ
′(0)ψ(0)− φ(0)ψ′(0). (4.7)
It is straightforward to check that the Hamiltonian is lower bounded and self-adjoint
on the space (3.21). Once again, the Zeno evolution is unitary.
5 Discussion
One is led to the following question: is it possible to find an example in which the
Zeno dynamics is governed by a dynamical semigroup? The answer to this question
would be positive if one could find a quantum Zeno dynamics yielding a symmetric,
but not self-adjoint, Hamiltonian operator. Indeed, in such a case, by Stone’s theorem
one cannot have a group, and by MS’s theorem one must have a semigroup.
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It would be incorrect to think that the model Hamiltonian H = p = −i∂ in
A1 = [0, 1] (or even more in A2 = [0,∞)) provides us with the counterexample we
seek. Indeed, such a Hamiltonian is not a satisfactory example, because it violates
one of the premises of the MS theorem, that requires a lower-bounded Hamiltonian
from the outset (see beginning of Section 2).
We are unable, at the present stage, to give a clear-cut answer to this problem.
However, some comments are in order. If, for some reason, the quantum Zeno dynam-
ics yields a symmetric Hamiltonian operator, the search for its self-adjoint extensions
seems to us a very important one, on physical grounds. Suppose then that one is
willing to consider a self-adjoint extension of the Zeno Hamiltonian HZ. If this is the
case, close inspection shows that a quantum Zeno dynamics always yields a group,
at least in the class of systems considered in this note. Indeed, a theorem due to
von Neumann, Stone and Friedrichs [19] states that “every semi-bounded symmetric
transformation S can be extended to a semi-bounded self-adjoint transformation S ′ in
such a way that S ′ has the same (greatest lower or least upper) bound as S.” There-
fore, if the Hamiltonian is lower-bounded on the real line, as for instance in (3.1) (one
could even add a non-pathological potential to the kinetic energy), the Zeno dynamics
in an interval of R will also be engendered by a lower-bounded Hamiltonian, like in
(3.16); this would always admit a self-adjoint extension (due to the above-mentioned
theorem), which in turn would yield a group of evolution operators. Therefore, in
order to avoid the consequences of von Neumann’s theorem, the operators arising
from the Zeno dynamics must not be lower bounded. Only in such a case the Zeno
Hamiltonian might not admit self-adjoint extensions.
In conclusion, we have seen that in the situations considered in this paper the
quantum Zeno effect yields a unitary dynamics, governed by groups, not by semi-
groups. We are therefore left with two possible options: i) The MS theorem can be
made stronger and the Zeno dynamics is always governed by a group; ii) Different
projections, more general than (3.2)-(3.3), and/or different Hamiltonian operators
may yield symmetric Zeno Hamiltonian operators that are not self-adjoint (or, even
more, maximally symmetric operators with no self-adjoint extensions) and therefore
(due to the MS theorem) a semigroup of evolution operators.
The answer to the above alternative would clarify whether a quantum Zeno dy-
namics introduces some elements of irreversibility in the evolution of a quantum
system. This is an interesting open problem.
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