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1. Introduction
In this paper, the following unconstrained optimization is considered,
min
x∈Rn
f (x) (1.1)
where f : Rn → R is twice continuously differentiable.
Trust-region methods of quadratic model for unconstrained optimization have been studied by many researchers [1–5].
Trust-regionmethods are robust, can be applied to ill-conditioned problems and have strong global convergence properties.
Another advantage of trust-region methods is that there is no need to require the approximate Hessian of the trust-region
subproblem to be positive definite. For problem (1.1), Nocedal and Yuan [6] showed that a trust-region trial step is always
a descent direction for any approximate Hessian. It is well known that for line search methods one generally has to assume
the approximate Hessian to be positive definite in order to ensure that the search direction is a descent direction. However,
all these methods enforce the objective function value to be monotone decreasing at each iteration, which can slow the
convergence rate in the minimization process, especially in the presence of narrow curved valleys. An example, which is
about the minimization of Rosenbrock function, has been given to reveal the bad effect caused by forcing the objective
function value to decrease monotonically; see [1,2].
In 1980, Grippo et al. [3] proposed a nonmonotone line search technique for Newton’s method, in which the stepsize αk
satisfies the following condition:
f (xk + αksk) ≤ max
0≤j≤mk
f (xk−j)+ βαk∇f (xk)Tsk, (1.2)
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where β ∈ (0, 1), 0 ≤ mk ≤ min{mk−1 + 1,M}, andM is a prefixed nonnegative integer. From then on the nonmonotone
technique has been exploited by many researchers, such as Toint [4] and Dai [5] pointed out that the nonmonotone method
can enhance the possibility of finding a global optimum; furthermore, it can improve the rate of convergence in casewhere a
monotone scheme is forced to creep along the bottomof a narrow curved valley. A lot of numerical experiments have showed
that the nonmonotone scheme for unconstrained optimization problems. However the above mentioned nonmonotone
methods are all based on quadratic model.
Qu et al. [6] proposed a new conic trust-region method based on Grippo’s nonmonotone technique for solving
unconstrained optimization problems, in which the conic trust-region subproblem is defined as follows,
minϕk(s) = g
T
k s
1− hTks
+ 1
2
sTBks
(1− hTks)2
s.t. 1− hTks > 0‖ s ‖≤ 4k .
(1.3)
where ϕk(s) is called conic model which is an approximation to f (xk + s)− f (xk), Bk is an approximate Hessian of f (x) at xk
and4k is the trust-region radius. In their method, the real reduction of the objective is defined by
aredk(sk) = fl(k) − f (xk + sk) (1.4)
and the reduction predicted by the conic model is
predk(sk) = − g
T
k sk
1− hTksk
− 1
2
sTkBksk
(1− hTksk)2
. (1.5)
where
fl(k) = max
0≤j≤m(k)
{fk−j}, k = 0, 1, 2, . . . , (1.6)
wherem(k) = min{m(k− 1)+ 1, 2M,Mk},m(0) := 0,M ≥ 0 is an integer constant andMk ≥ 0 is an integer variable. Let
sk be the solution of the subproblem (1.3). Then either xk + sk is accepted as a new iteration point or the trust-region radius
is reduced according to a comparison between the actual reduction of the objective function and the reduction predicted by
the conic model. That is, if the reduction in the objective function is satisfactory, then finish the current iteration by taking
xk+1 = xk + sk (1.7)
and adjusting the trust-region radius; otherwise the iteration is repeated at point xk with a reduced trust-region radius.
Conic model method is a different method from quadratic model method, in which the vector hk is the associated vector
for the colinear scaling in the kth iteration, and it is normally called the horizontal vector. If hk = 0, the conic model
reduces to a quadratic model. Therefore the conic model methods are the generalization of the quadratic model methods.
They have several advantages. First, if the objective function has strong non-quadratic behavior or its curvature changes
severely, the quadratic model methods often produce a poor prediction of the minimizer of the function. In this case, conic
model approximates the objective function better than a quadratic, because it has more freedom in the model. Second,
the quadratic model does not take into account the information concerning the function value in the previous iteration
which is useful for algorithms. However, the conic model possesses richer interpolation information and satisfies four
interpolation conditions of the function values and the gradient values at the current and the previous points. Using these
rich interpolation information may improve the performance of the algorithms. Third, numerical results in [7] show that
the conic model method outperforms the quadratic model method. Finally, the conic model method has the similar global
and local convergence properties as the quadratic model method.
However, the nonmonotone technique based on the nonmonotone technique proposed by Grippo et al. [3] has some
disadvantages. For example, it follows from (1.2) that a good function value generated at any iteration is essentially thrown
away due to themaximum. Grippo et al. [3], Rayday [7] and Toint [4] have indicated that in some cases, the numerical results
are dependent on the choice ofM . In addition, Dai [5] has presented an example to show that for a strongly convex function,
although an iterative method generates R-linearly convergent sequence, the iteration point may not satisfy the condition
(1.2) for k large enough, for any prefixed bound M on the memory. In order to overcome these disadvantages, Zhang and
Hager [8] proposed another nonmonotone line search, they replaced the maximum function value in (1.2) with an average
of function values, that is, their nonmonotone technique requires decreasing of an average of the successive function values.
In detail, their method find a stepsize αk satisfying the following inequality:
f (xk + αksk) ≤ Ck + βαk∇f (xk)Tsk (1.8)
where
Ck =
f (xk) if k = 0ηk−1Qk−1Ck−1 + f (xk)
Qk
, if k ≥ 1, (1.9)
Qk =
{
1 if k = 0
ηk−1Qk−1 + 1, if k ≥ 1 (1.10)
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and ηk−1 ∈ [ηmin, ηmax], ηmin ∈ [0, 1) and ηmax ∈ [ηmin, 1] are two prefixed constants. The numerical results showed that
this nonmonotone technique was superior to the nonmonotone technique (1.2).
In this paper, we present a new trust-regionmethod by combining conicmodelmethod and the nonmonotone technique
proposed by Zhang and Hager. The main difference between Qu’s method [6] and our method is that in the former one
the actual reduction is defined by (1.4) which indicates that in Qu’s method [6], the sequence {f (xl(k))} is required to be
nonincreasing. Whereas in our method the actual reduction is defined by Ck − f (xk + sk). According to (1.9) and (1.10), we
observe that Ck is a convex combination of the function values f (x0), f (x1), . . . , f (xk). So Ck can be regarded as a special
weighted average of the successive function values. In our method, the sequence {Ck} is nonincreasing, but the sequence
of function value {fk} is nonmonotone. With suitable assumptions, we establish the global and superlinear convergence.
Numerical experiments are conducted to compare this method with Qu’s method [6] which indicate that the new method
is superior to Qu’s method [6].
The remainder of this paper is organized as follows: the new algorithm is described in Section 2; Both the global and
superlinear convergence of the new algorithm are discussed in Sections 3 and 4, respectively; preliminary numerical results
are reported in Section 5.
2. Algorithm
In this section, we present a new nonmonotone trust-region algorithm based on conic model. Let sk be the solution of
the subproblem (1.3). Then either xk+ sk is accepted as a new iteration point or the trust-region radius is reduced according
to a comparison between the actual reduction of the objective function
aredk(sk) = Ck − f (xk + sk) (2.1)
and the reduction predicted by the conic model
predk(sk) = ϕk(0)− ϕk(sk) = − g
T
k sk
1− hTksk
− 1
2
sTkBksk
(1− hTksk)2
, (2.2)
i.e.,
rk = aredk(sk)predk(sk) =
Ck − f (xk + sk)
ϕk(0)− ϕk(sk) , (2.3)
where Ck comes from (1.9) and (1.10). That is, if the reduction in the objective function is satisfactory, then we finish the
current iteration by taking
xk+1 = xk + sk (2.4)
and adjusting the trust-region radius; otherwise the iteration is repeated at point xk with a reduced trust-region radius. Now
we are ready to state the algorithm.
Algorithm 2.1 (The new nonmonotone conic trust-region algorithm for unconstrained optimization).
Step 0. Choose parameters 0 < c3 < 1 < c1, 0 < c0 ≤ c2 < 1, 4min > 0 and ε ≥ 0; give a starting point x0 ∈ Rn,
B0 ∈ Rn×n, h0 ∈ Rn, an integer constantM ≥ 0 and an initial trust-region radius4min ≤ 40; choose parameters ηmin ∈ [0, 1)
and ηmax ∈ [ηmin, 1); set k := 0.
Step 1. If ‖ gk ‖< ε, then stop with xk as the approximate optimal solution; otherwise go to Step 2.
Step 2. Solve the conic minimization subproblem (1.3) and let sk be one approximate solution of the subproblem (1.3).
Step 3. Compute aredk(sk), predk(sk) and
rk = aredk(sk)predk(sk) .
If rk < c0, then set
4k := c3 ‖ sk ‖, (2.5)
and go to Step 2. If rk ≥ c0, then
xk+1 := xk + sk (2.6)
4k+1 =
{
max[c14k,4min], if rk ≥ c24k, otherwise. (2.7)
Step 4. Generate hk+1 and Bk+1; choose ηk ∈ [ηmin, ηmax]; set k := k+ 1, and go to Step 1.
Remarks:
(i) For the trust-region-based methods, the main computation is spent to solve the trust-region subproblem. It is well
known that solving the trust-region subproblem exactly is expensive. Hence developing approximatemethods for the trust-
region subproblem has been a popular research topic since 1980’s and numerous algorithms have been proposed. Recently,
for solving the subproblem (1.3) an efficient approximate Algorithm 4.1 of [7] has been proposed. In this paper, we will use
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this algorithm to solve the conic trust-region subproblem (1.3). Suppose that sk is one approximate solution of (1.3) obtained
by Algorithm 4.1 of [9], then
ϕk(0)− ϕk(sk) ≥ δ ‖ gk ‖ min
{ ‖ gk ‖
‖ Bk ‖ ,4k
}
, (2.8)
where δ ∈ (0, 1) is a constant.
(ii) The method for generating hk+1 and Bk+1 can be seen, for example, in [10,11]. The conditions that we assume for
proving global convergence are that the matrices Bk are uniformly bounded and
∀k, ∃σ ∈ (0, 1) :‖ hk ‖ 4k ≤ σ (2.9)
which ensures that the conic model function ϕk(s) is bounded over the trust-region {s| ‖ s ‖≤ 4k}. We would like to
reiterate the fact that our algorithm reduces to a quadratic model based algorithm if hk = 0 for all k. Note that, under the
smoothness assumptions taken in this paper, the objective function is locally convex quadratic around a local minimizer. It
means that choosing hk ' 0 asymptotically is suitable when xk is near the minimizer.
(iii) If ηk = 0 for all k ≥ 1, then Algorithm 2.1 reduces to the algorithm in Qu [6].
(vi) In this algorithm, the procedure of ’’Step 2-Step 3-Step 2’’ is named as inner cycle.
3. Global convergence
In this section the global convergence of Algorithm 2.1 is established under the following reasonable assumptions:
A3.1 The level setΩ0 = {x ∈ Rn|f (x) ≤ f (x0)} is bounded;
A3.2 The gradient function of f , i.e., g , is Lipschitz continuous inΩ0;
A3.3 The matrix sequence {Bk} is uniformly bounded.
For simplicity, we define two index sets as follows:
I = {k|rk ≥ c0} and J = {k|rk < c0}. (3.1)
The following lemmas are important to the analysis of the convergence of Algorithm 2.1.
Lemma 3.1. Suppose that {xk} is generated by Algorithm 2.1. Then the following inequality holds for all k:
fk+1 ≤ Ck+1 ≤ Ck. (3.2)
Proof. We first prove that (3.2) holds for all k ∈ I , i.e.,
fk+1 ≤ Ck+1 ≤ Ck, ∀k ∈ I. (3.3)
For k ∈ I , it follows from rk ≥ c0, (2.3) and (2.8) that
fk+1 ≤ Ck − δc0 ‖ gk ‖ min
{ ‖ gk ‖
‖ Bk ‖ ,4k
}
. (3.4)
This together with (1.9) and (1.10) implies that
Ck+1 = ηkQkCk + fk+1Qk+1
≤
ηkQkCk + Ck − δc0 ‖ gk ‖ min
{ ‖gk‖
‖Bk‖ ,4k
}
Qk+1
= Ck −
δc0 ‖ gk ‖ min
{ ‖gk‖
‖Bk‖ ,4k
}
Qk+1
, (3.5)
which means that
Ck+1 ≤ Ck, ∀k ∈ I. (3.6)
If ηk 6= 0, then by (1.9) and (1.10) that
Ck+1 − Ck = fk+1 − Ck+1
ηkQk
. (3.7)
If ηk = 0, then
Ck+1 = fk+1. (3.8)
So it follows from (3.6)–(3.8) that (3.2) holds.
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Next, we will prove that (3.2) holds for all k ∈ J . If k ∈ J , it follows from the description of algorithm that
xk+1 = xk and fk+1 = fk.
We first prove that fk+1 ≤ Ck+1,∀k ∈ J under the following two cases, respectively.
Case 1: k− 1 ∈ I . It follows from (3.3) that fk ≤ Ck, which together with (1.9) and (1.10) and fk+1 = fk that
Ck+1 ≥ ηkQkfk + fk+1Qk+1
= ηkQkfk+1 + fk+1
Qk+1
= fk+1. (3.9)
Case 2: k− 1 ∈ J . In this case, let K = {i|1 < i ≤ k, k− i ∈ I}. If K = ∅, then from the construction of Algorithm 2.1 that
f0 = fk−j = fk+1, j = 0, 1, . . . , k− 1,
which together with (1.9) and (1.10) implies that
Ck+1 = Ck = fk+1. (3.10)
Now, suppose that K 6= ∅. Letm = min{i : i ∈ K}, which means that
fk−j = fk = fk+1, j = 0, 1, . . . ,m− 1. (3.11)
By (1.9), we have that
QkCk = ηk−1Qk−1Ck−1 + fk, k ≥ 1. (3.12)
By using (3.12) repeatedly, we obtain that
ηkQkCk + fk+1 =
m−1∏
i=0
ηk−iQk−m+1Ck−m+1 +
m−2∑
j=0
j∏
i=0
ηk−ifk−j + fk+1. (3.13)
It follows from the definition of K andm that k−m ∈ I and Ck−m+1 ≥ fk−m+1, which together with (3.11) and (3.13) implies
that
ηkQkCk + fk+1 ≥
m−1∏
i=0
ηk−iQk−m+1fk−m+1 +
m−2∑
j=0
j∏
i=0
ηk−ifk−j + fk+1
=
(
m−1∏
i=0
ηk−iQk−m+1 +
m−2∑
j=0
j∏
i=0
ηk−i + 1
)
fk+1
= Qk+1fk+1. (3.14)
This together with (1.9) means that
Ck+1 = ηkQkCk + fk+1Qk+1 ≥
Qk+1fk+1
Qk+1
= fk+1. (3.15)
Then by (3.9), (3.10) and (3.15), the following conclusion holds,
fk+1 ≤ Ck+1, k ∈ J. (3.16)
This together with (3.7) and (3.8) gives that
Ck+1 ≤ Ck, k ∈ J.
Then the proof is fulfilled. 
Lemma 3.2. Suppose that Assumption A3.1 holds, then the sequence {xk} generated by Algorithm 2.1 is contained in the level
set Ω0.
Proof. The conclusion follows from Lemma 3.1, Assumption A3.1 and C0 = f0. 
The following lemma is similar to Lemma 3.2 in [6], so we present it without proof.
Lemma 3.3. Suppose that (2.9) and Assumption A3.1 hold, then there exists one positive constant δ1 such that
|fk − f (xk + sk)− predk(sk)| ≤ δ1 ‖ sk ‖2, ∀k. (3.17)
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The following theorem guarantees that Algorithm 2.1 does not cycle infinitely in the inner cycle.
Theorem 3.4. Suppose that (2.8) and Assumption A3.1 hold and that sk is the solution of conic trust-region subproblem (1.3).
That is, if the process does not terminate at xk, then we must have rk ≥ c0 after a finite number of inner iterations at most.
Proof. We assume that the algorithm does not terminate at xk, that is, ‖ gk ‖6= 0. For simplicity, we suppose that the
superscript denotes the iterative step of inner iteration at xk, then
r jk < c0,4j+1k = c3 ‖ sk ‖, j = 1, 2, . . . ? (3.18)
and sjk is a solution of subproblem (1.3) with trust-region radius4jk. The above relations imply
lim
j→∞4
j
k = 0, limj→∞ ‖ s
j
k ‖= 0, (3.19)
which together with (2.8) means that there exist an integer j1 and a constant δ2 > 0 such that
predk(s
j
k) ≥ δ24jk, ∀j ≥ j1. (3.20)
From Lemma 3.1 we have Ck ≥ fk. It follows from (3.18) that
c0 > r
j
k =
Ck − f (xk + sjk)
predk(s
j
k)
≥ fk − f (xk + s
j
k)
predk(s
j
k)
. (3.21)
On the other hand, from Lemma 3.3 and (3.20),
| fk − f (xk + s
j
k)
predk(s
j
k)
− 1| = |fk − f (xk + s
j
k)− predk(sjk)|
predk(s
j
k)
≤ δ1
δ2
‖ sjk ‖2
4jk
≤ δ1
δ2
4jk (3.22)
holds for all j ≥ j1. By (3.19) and (3.22),
fk − f (xk + sjk)
predk(s
j
k)
≥ c0
holds for all sufficiently large j, which contradicts (3.21). This completes the proof. 
Based on these above lemmas, the following global convergence theorem of Algorithm 2.1 can be presented.
Theorem 3.5. Suppose that {xk} is generated by Algorithm 2.1 and that (2.8) holds. If Assumption A3.1–A3.3 hold, then
lim inf
k→∞ ‖ gk ‖= 0. (3.23)
Proof. We will show that {‖ gk ‖} is not bounded away from zero by contradiction. Suppose that there exists a constant
δ3 ∈ (0, 1) such that
‖ gk ‖≥ δ3, ∀k. (3.24)
Firstly, we will prove that
lim
k→∞,k∈I
4k = 0. (3.25)
By Theorem 3.4, we have that I is an infinite set. For k ∈ I , according to (3.5) and (3.24), it follows that
Ck+1 ≤ Ck −
δ3δc0min
{
4k, δ3‖Bk‖
}
Qk+1
. (3.26)
It follows from Lemma 3.1 that fk+1 ≤ Ck+1 for all k ≥ 0 and {Ck} is nonincreasing. Assumption A3.1, Lemma 3.2 and the
continuity of f imply that {fk} is bounded below. Therefore {Ck} is convergent. By taking limits as k→∞ and k ∈ I in both
sides of (3.26), we have that
lim
k→∞,k∈I
min
{
4k, δ3‖Bk‖
}
Qk+1
= 0. (3.27)
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By the description of Algorithm 2.1, we have that ηmax ∈ [0, 1) and ηk ∈ [ηmin, ηmax] for all k. Then using (1.10) repeatedly,
we obtain that
Qk+1 = 1+
k∑
i=0
i∏
m=0
ηk−m ≤ 1+
k∑
i=0
ηi+1max ≤
∞∑
i=0
ηimax =
1
1− ηmax . (3.28)
Consequently, it follows from (3.27) and (3.28) and Assumption A3.3 that (3.25) holds.
Next, we prove that
lim
k→∞
4k = 0. (3.29)
If J is a finite set, then (3.25) implies that (3.29) holds. Now we suppose that J is an infinite set and K1 = {ik|k = 1, 2, . . .} is
a subset of J satisfying
i1 = min{j|j ∈ J}
and
ik+1 = min{j ∈ J|j− 1 ∈ I, j− 1 > ik}, ∀k ≥ 1.
According to Theorem 3.4, we know that K1 is an infinite set. For k ≥ 1, the definition of ik implies that ik − 1 ∈ I . By the
description of Algorithm 2.1, we have that
4ik ≤ c14ik−1 . (3.30)
By the definition of ik+1, there exists at least an integer l such that
ik + l < ik+1 − 1 and ik + l ∈ J. (3.31)
Let lk be the maximum integer satisfying (3.31). It follows from the construction of Algorithm 2.1 that
4ik+1 ≥ 4ik+l+1, l = 0, 1, . . . , lk (3.32)
and
4ik+1 ≤ 4ik+l+1, l = lk + 1, lk + 2, . . . , ik+1 − ik − 1.
From (3.25), we have that4ik−1 → 0 as k→∞. This fact together with (3.30) and (3.32) implies that
lim
k→∞, k∈J
4k = 0. (3.33)
Hence, it follows from (3.25) and (3.33) that (3.29) holds.
Finally, we will prove the conclusion of this theorem. It follows from the proof of Theorem 3.4 and (3.29) that
lim
k→∞
fk − f (xk + sk)
ϕk(0)− ϕk(sk) = 1. (3.34)
By (3.3) we have that
rk = Ck − f (xk + sk)
ϕk(0)− ϕk(sk) ≥
fk − f (xk + sk)
ϕk(0)− ϕk(sk) , (3.35)
which together with c0 ∈ (0, 1), (3.34) and (3.35) means that for k large enough that
rk ≥ c0.
By the description of Algorithm 2.1, the above inequality implies that4k+1 ≥ 4k holds for large enough k, which contradicts
(3.29). Then the proof is fulfilled. 
4. Local convergence
Under reasonable assumptions, we establish the superlinear convergence results of Algorithm 2.1. We first give the
following assumptions.
A4.1 The sequence {xk} generated by Algorithm 2.1 converges to a stationary point x∗, i.e.,
lim
k→∞ xk = x
∗ and lim
k→∞ ‖ gk ‖=‖ g
∗ ‖= 0. (4.1)
A4.2 If
‖ B−1k gk ‖
1− gTk B−1k hk
≤ 4k, (4.2)
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Table 1
Test Results.
NNCTR(0.4) NNCTR(0.6) NCTR
Pro. ITR NF ITR NF ITR NF
EB 25 27 30 31 37 39
EP 12 14 12 14 16 17
BT 60 62 66 71 24 41
TM 28 29 30 32 64 146
BL 60 65 60 65 66 69
SL 25 28 25 27 77 110
GF 102 103 102 103 284 285
AU 20 23 21 22 22 27
KO 81 82 81 82 84 185
TR 88 90 88 90 98 99
VM 109 111 109 111 112 113
then
sk = B
−1
k gk
1− gTk B−1k hk
. (4.3)
Lemma 4.1. Suppose that Assumptions A3.1–A3.3 and Assumptions A4.1–4.2 hold, then after finite iterations sk must be defined
as (4.3).
Proof. Define
K =
{
k| ‖ B
−1
k gk ‖
1− gTk B−1k αk
> 4k
}
. (4.4)
Now we will prove that the set K is finite. If K is infinite, then by Assumption A4.1, we have that
lim
k→∞
4k = 0. (4.5)
This together with Lemma 3.3 and the proof of Theorem 3.4, we have that
rk ≥ c0 (4.6)
holds for sufficiently large k. Then by Algorithm 2.1,
4k+1 ≥ 4k (4.7)
holds for sufficiently large k, which contradicts (4.5). Therefore the set K is finite. 
Under the above lemma, we give the superlinear convergence theorem of Algorithm 2.1, which proof is similar with
Theorem 5.10 in [10].
Theorem 4.2. Suppose that Assumptions A3.1,A3.3,A4.1 and AssumptionA4.2 hold. Suppose also that ∇2f (x∗) is positive
definite and ∇2f (x) is Lipschitz continuous on a neighborhood of x∗. If
lim
k→∞
‖ (Bk −∇2f (xk))sk ‖
‖ sk ‖ = 0, (4.8)
then the sequence {xk} converges to x∗ superlinearly.
5. Numerical experiments
In this section we compare the performance of Algorithm 2.1, denoted by NNCTR, with NCTR method proposed by Qu
et al. [6]. Test problems are taken from [12,13] and they are Extended Beal (EB), Extended Powell (EP), Broyden tridiagonal
(BT), Trigonometric (TM), Beale (BL), Snail (SL), Gulf (GF), Allinitu (AU), Kowalik and Osborue (KO), Tointgor (TR) and
Vibrbeam (VM). For each problem, the convergence criterion
‖ gk ‖≤ 10−6 or f (xk−1)− f (xk) ≤ 10−6max{0.1, |f (xk−1)|}
is used for the termination test; that is,when one of the two conditions is satisfied, computation stop.We also set amaximum
iteration number, 500, to terminate calculationwhen this number is reached. In NNCTRmethod,we employ two fixed values
of ηk which are 0.4 and 0.6, respectively.
Table 1 lists the number of iterations used for the algorithms. The columnheadings in this table ’Pro.’ represents the name
of the test problems. The results are denoted by ’Itr’ and ’Nf’, where Itr andNf stand for the number of iterations and the num-
ber of the valuations of functions fk, respectively. For the eleven problems, algorithmNNCTR outperforms themethod in [6].
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