Abstract. In this paper, we discuss issues related to the efficient implementation of Shanks' NUCOMP algorithm for computing the reduced composite of two binary quadratic forms. In particular, we describe how efficient versions of NUCOMP can be implemented for computations in imaginary quadratic number and function fields, as well as computations in the infrastructure of real quadratic number and function fields. We present numerous computations clearly illustrating the efficiency of NUCOMP in each of these settings.
Introduction
In 1989, Shanks introduced the NUCOMP algorithm [10] for computing the reduced composite of two positive definite binary quadratic forms of discriminant ∆. Essentially by applying reduction before composing the two forms, the intermediate operands are reduced from size O(∆) to O(∆ 1/2 ) in most cases and at worst to O(∆ 3/4 ). Shanks made use of this to extend the capabilities of his hand-held calculator to computations involving forms with discriminants with as many as 20 decimal digits, even though his calculator had only some 10 digits precision. Improvements by Atkin (described in [3] , [4] ) have also made NUCOMP very effective for computations with forms of larger discriminant.
Although there is nothing in Shanks' original description which suggests that NUCOMP is only applicable to positive definite forms, for years there were no documented applications in any other setting. Recently, van der Poorten [12] has shown that, with very little extra effort, NUCOMP can also be applied to computations in the infrastructure involving indefinite binary quadratic forms. This opens the door to practical improvements in real quadratic field-based applications such as regulator computation and key exchange protocols in the infrastructure.
Until now NUCOMP has been applied exclusively to computations in number fields. However, Cantor's algorithm [2] for adding reduced divisors on hyperelliptic curves (equivalently ideal multiplication in function fields) is virtually identical to the composition and reduction algorithms for binary quadratic forms; the main difference being that that coefficients of the binary quadratic forms are polynomials over a finite field rather than integers. Thus, there is no reason to believe that NUCOMP cannot also be applied in function fields. Intuitively, one would expect that applying NUCOMP will reduce the degrees of the intermediate operands from O(2g) to at most O(3g/2), where g is the genus of the hyperelliptic curve or function field. Furthermore, by combining van der Poorten's ideas [12] we can also apply NUCOMP to computations in the infrastructure of a real quadratic function field.
In this paper, we show that NUCOMP does in fact yield significant improvements in speed over ordinary composition with reduction in all of the above settings for certain sizes of discriminants. We begin with a description of NU-COMP as presented in [12] which incorporates the improvements described in [3] , followed by versions which are suitable for implementation in function fields over any finite field, even or odd characteristic. We then present extensive computations in imaginary quadratic number fields, imaginary quadratic function fields, real quadratic fields, and real quadratic function fields, all of which clearly demonstrate the efficiency of NUCOMP.
Description of the Algorithm

Number Fields
Algorithm 1 is based on Algorithm 3 from [12] . The modifications in computing the near reduced composite (Step 6 and Step 7) are from [3] . The relative generator γ can be used for distance computations in real quadratic fields, or not computed at all when working in imaginary quadratic fields.
Algorithm 1 (NUCOMP).
Given two quadratic forms ϕ 1 = (u 1 , v 1 , w 1 ) and ϕ 2 = (u 2 , v 2 , w 2 ) with the same discriminant ∆, compute ϕ 3 = (u 3 , v 3 , w 3 ) and γ such that 
and b x ← t. Then set t ← y − qx, followed by y ← x and x ← t. Finally let z ← z + 1 and go to substep 5(b). 6. [z = 0] If z = 0 go to Step 7. Otherwise, compute the near reduced composite
Remark. As in the regular composition algorithm, it is important to compute only the required coefficients in Euclid's extended algorithm. If only one of the two multipliers is required, some gain in speed will be obtained by not computing the second.
There are two subtle differences between our presentation of NUCOMP here as opposed to that in [12] . First, we ensure that w 2 < w 1 by initially swapping ϕ 1 and ϕ 2 if necessary. The quantity w 2 is used to compute ϕ 3 in Steps 6 and 7, so this simple operation makes sure that it is the smaller of the two third coefficients. Second, we iterate the partial Euclidean algorithm until both values b x and b y are less than L = |∆| 1/4 . According to computational experiments, taking these extra Euclidean steps resulted in a small improvement in the overall execution time.
Steps 6 and 7 incorporate the modifications from [3] . In the following we prove that these modifications are equivalent to the corresponding steps of Algorithm 3 of [12] . Proof. Since z = 0, we have c y = C y and d y = D y . From Algorithm 3 of [12] we get Proof. Clearly c x , d x , u 3 , w 3 are as in Algorithm 3 of [12] . Now
so c y and d y are also correct. From Algorithm 3 of [12] we get
The following algorithm, NUDUPL, corresponds to the special case of NU-COMP where ϕ 1 = ϕ 2 , i.e., squaring a form. As with NUCOMP, a relative generator γ with respect to ϕ 2 1 is also produced. Algorithm 2 is based on Algorithm 4 from [12] , with a few efficiency modification added. The modifications in computing the near reduced composite (Step 6 and Step 7) are from [3] . 
Algorithm 2 (NUDUPL). Given a quadratic form
ϕ = (u, v, w), compute ϕ 3 = (u 3 , v 3 , w 3 ) and γ such that ϕ 3 = (1/γ)ϕ 1. Use Euclid's extended algorithm to compute (y, G) such that xu + yv = G = gcd(u, v) and set A x ← G, B y ← u/G, D y ← v/G. 2. Compute B x ← yw mod B y .ϕ 3 = (u 3 , v 3 , w 3 ) as follows: (a) d x ← (b x D y − w)/B y (b) u 3 ← b 2 y , w 3 ← b 2 x (c) v 3 ← v − (b x + b y ) 2 + u 3 + w 3 (d) w 3 ← w 3 − Gd x Go to Step 6. 5. [z = 0] Compute the near reduced composite ϕ 3 = (u 3 , v 3 , w 3 ) as follows: (a) d x ← (b x D y − wx)/B y (b) Q 1 ← d x y, d y ← Q 1 + D y (c) v 3 ← G(d y + Q 1 ) (d) d y ← d y /x (e) u 3 ← b 2 y , w 3 ← b 2 x (f) v 3 ← v 3 − (b x + b y ) 2 + u 3 + w 3 (g) u 3 ← u 3 − a y d y , w 3 ← w 3 − a x d x 6. Set γ ← x + y(v 3 − √ ∆)/(2Gu 3 )
Proposition 3. If z = 0 after Step 3 of Algorithm 2 (NUDUPL), then
Step 4 correctly computes ϕ 3 .
Proof. From Algorithm 4 of [12] we have
Proposition 4. If z = 0 after Step 3 of Algorithm 2 (NUDUPL), then
Step 5 correctly computes ϕ 3 .
Proof. 3 are as in Algorithm 4 from [12] . From Algorithm 4 from [12] we have
Function Fields -Odd Characteristic
Let K = GF (q), q = p n for some odd prime p, be a finite field of odd characteristic. Given a square-free, monic polynomial ∆ with coefficients over K, the quadratic congruence function field of discriminant ∆ is formed by adjoining √ ∆ to the field of rational functions K(X). The resulting field is very similar algebraically to a quadratic number field. In particular, one can study equivalence classes of ideals, infrastructure, and other properties of quadratic number fields.
Ideals in function fields are represented here almost exactly as in number fields; the two polynomials u(X) = u and , w) of the ideal. When viewed in this light, one realizes that the composition algorithms for binary quadratic forms, including NUCOMP and NUDUPL, generalize almost immediately to function fields. The main difference is that the formulas presented above will compute ϕ 3 = (u 3 , 2v 3 , w 3 ) rather than (u 3 , v 3 , w 3 ), which is easily corrected as long as the ground field has odd characteristic. The modifications to Algorithm 1 (NUCOMP) for function fields over constant fields of odd characteristic are as follows:
The modifications for Algorithm 2 (NUDUPL) are the following:
In practice, the relative generator γ is not explicitly computed in function fields.
Computing the degree of γ is sufficient, since it is more convenient to work with distances, i.e., the degrees of principal ideal generators and relative generators [9] . As in number fields, the main advantage of NUCOMP over composition in function fields is that the sizes of the intermediate operands remain small. In function fields, the size of the operands is measured by polynomial degree. Since reduced ideals in function fields satisfy deg(u) ≤ g, we want to use the partial Euclidean algorithm (Step 5 of NUCOMP and Step 3 of NUDUPL) to force 3 will be almost reduced. We found that taking L = (g + 2)/2 for imaginary quadratic function fields (deg(∆) is odd) and L = (g + 1)/2 for real quadratic function fields seemed to work the best.
Function Fields -Even Characteristic
Let K = GF (q), q = 2 n , and let ρ be a root of the equation y 2 + h(X)y = f (X) defined over K [X] . Adjoining ρ to the field of rational functions yields a quadratic congruence function field. As in the odd characteristic case, we can represent ideals in the function field by triples (u, v, w) where w = (v 2 + h(X) + f (X))/u. The composition and reduction algorithms are very similar, the main difference being that the conjugate ideal of (u, v, w) is given by (u, v + h(X), w).
The modifications to Algorithm 1 (NUCOMP) for function fields over constant fields of even characteristic follow easily from Remark 5.4 of [12] , and are described below. As above, ρ is a root of y 2 + h(X)y = f (X) and we write h for h(X).
• Step 1. Use Euclid's extended algorithm to compute (y, G) such that xu + yh = G = gcd(u, h) and set
Performance in Practice
In the following, the algorithms for composition in all cases are the optimized ideal multiplication and squaring algorithms from [5, Chapter 2] . In our experience, composition can be performed more efficiently using ideals rather than binary quadratic forms. The NUCOMP and NUDUPL algorithms are implemented as described above, but the reduction algorithm is the optimized version from [5, Chapter 2] . Thus, we are using the most efficient ideal arithmetic and reduction using standard ideal multiplication known to us, as well as the most efficient NUCOMP and reduction with forms, allowing for as unbiased a comparison as possible. All runtimes are given in CPU seconds, and the computations are performed on an 800 MHz Pentium III processor running Linux. The algorithms were implemented using the NTL computer algebra library [11] with the GNU gmp multiprecision integer package installed as the integer arithmetic kernel, and compiled with the GNU g++ compiler version 2.91.66.
Imaginary Quadratic Fields
In order to compare the performance of NUCOMP and NUDUPL versus composition, we have implemented the Diffie-Hellmann key exchange protocol in the class group of an imaginary quadratic order [1] . For each discriminant size given in Table 1 , we performed 5000 key exchanges with both NUCOMP and composition, using random discriminants of the given size and random exponents of the same bit-length as and bounded by |∆|. Each communication partner performs two exponentiations per key exchange, so we expect each partner to perform about log 2 |∆| NUDUPL or ideal squaring operations and half as many NUCOMP or ideal multiplication operations per key exchange. The total time for all 5000 key exchanges per communication partner and the average time for a single key exchange per partner, using composition and NUCOMP, are given in the table, as well as the ratio of the total time for all key exchanges using NU-COMP over the total time using ideal multiplication. Our computations show that NUCOMP is already more efficient for discriminants of 64 bits, and becomes even more efficient as the discriminants grow in size. 
Imaginary Quadratic Function Fields
We have also implemented the Diffie-Hellmann key exchange protocol in the class group of an imaginary quadratic congruence function field [7] , where the ground field is any finite field of odd characteristic. The results in Table 2 were obtained using prime fields F p as ground fields, where the prime was selected to be the smallest odd prime with the given number of bits. The results in Table 3 were obtained using various extensions of F 3 , and those in Table 4 using extensions of F 2 . In each of the three tables, for each finite field and genus pair we performed a number of key exchanges using random function fields of the given genus and random exponents having the same bit-length as and bounded by q g , where q is the cardinality of the finite field. In Table 2 and Table 4 , for g ≤ 5 we performed 4000 key exchanges using both NUCOMP and composition, for 5 < g ≤ 10 we performed 2000, for 10 < g ≤ 15 we performed 1000, and for g > 15 we performed 500. In Table 3 , for g ≤ 5 we performed 200 key exchanges using both NUCOMP and composition, and for the remaining g we performed 100. Here, we expect each communication partner to perform 2 log 2 q g NUDUPL or ideal squaring operations and half as many NUCOMP or ideal multiplication operations per key exchange. The ratio of the total time for all key exchanges using NUCOMP over the total time using ideal multiplication is given for each genus/field pair. In both tables we have not included computations for g = 1 (elliptic curves), since in this case simple direct formulas exist for group arithmetic. According to our data, NUCOMP is more efficient than composition for function fields of fairly small genus, with the trade-off point lying between genus 5 and 10, depending on the ground field. In addition, NUCOMP becomes increasingly more efficient as both the genus and the size of the ground field increase (hence the discrepancies between the trade-off points for different ground fields). Both observations are explained by the fact that NUCOMP attempts to minimize the sizes of intermediate operands.
In the case of function fields, we expect the degrees of the polynomial operands to be bounded by O(3g/2) as opposed to O(2g) for composition. As the genus increases, the difference between the degrees of the operands becomes greater, and the overall speed of NUCOMP as compared to composition also increases.
The fact that NUCOMP keeps the degrees of the intermediate operands small is also significant as the size of the ground field increases. If the cost of multiplying coefficients of the polynomials is expensive, then even small reductions in the polynomial degrees become beneficial. Thus, as the ground fields become larger, the trade-off points for which NUCOMP out-performs composition occur for smaller genus. This also explains why NUCOMP seems to perform better for GF (3 n ) than for F p -multiplying polynomial coefficients from GF (3 n ) is more expensive than multiplying coefficients from F p even when 3 n ≈ p.
Real Quadratic Fields
In real quadratic fields, the corresponding Diffie-Hellmann key exchange protocol takes place in the principal ideal class [8, 6] . The protocol essentially consists of each partner performing two binary exponentiations of principal ideals while keeping track of the principal ideal generator or its natural logarithm (distance). In practice, maintaining these distances to sufficient accuracy is somewhat problematic. We have used the approach of (f, p)-representations from [6] to keep track of the distances, using the same precision for the distance approximations for both composition and NUCOMP. Incorporating NUCOMP into the algorithms from [6] is fairly straightforward. Our implementation using NUCOMP always produced unique key ideals for discriminants of 128 bits or more, even though the accuracy of the distance approximations is only guaranteed theoretically for regular composition [6] . For each discriminant size given in Table 5 , we have performed 5000 key exchanges using random discriminants of the given size and random exponents of the same bit-length as and bounded by √ ∆. Each communication partner performs two exponentiations per key exchange, so we expect each partner to perform about log 2 ∆ NUDUPL or ideal squaring operations and half as many NUCOMP or ideal multiplication operations per key exchange. The total time for all 5000 key exchanges per communication partner and the average time for a single key exchange per partner, using regular composition and NUCOMP, are given in the table, as well as the ratio of the total time for all key exchanges using NUCOMP over the total time using ideal multiplication. Our computations show that NUCOMP is more efficient for discriminants of 32 bits or more, and as in the imaginary case, it becomes even more efficient as the discriminants grow in size. Upon comparing the data for key exchange in real quadratic fields with that of imaginary quadratic fields, one finds that the benefits of using NUCOMP are somewhat more pronounced in the real case. The ideal multiplication part of the algorithms are the same in both cases, but reduction is more expensive using (f, p)-representations because fairly high precision distance approximations must be maintained. Since one benefit of NUCOMP is that a large portion of the reduction is done beforehand, it is to be expected that NUCOMP will yield a more substantial savings in the real case, since many of the expensive reduction steps involving the distance approximations are avoided. One area in which NUCOMP and NUDUPL are especially effective is computations where one can take advantage of the relatively small operand sizes and use single precision arithmetic rather than multiprecision. Since NUCOMP requires operands of size O(∆ 3/4 ), one can implement NUCOMP for fields with discriminant less than 10 15 using almost exclusively single precision arithmetic (assuming 32-bit word size). For discriminants larger than 10 10 , standard ideal arithmetic requires multiprecision arithmetic since the intermediate operands can be as large as O(∆).
To illustrate the effect of NUCOMP and NUDUPL in such settings, we have implemented a simple O(∆ 1/4+ ) baby-step giant-step regulator computation routine. For each discriminant size given in Table 6 , where we denote log 10 |∆| by size(∆), we have computed 10000 regulators using random discriminants of the given size. The total time for all 10000 regulator computations using both regular composition and NUCOMP are given in the table, as well as the ratio of the total time using NUCOMP over the total time using ideal multiplication. As expected, the effect of NUCOMP is rather dramatic in this case, cutting the total runtime in half. 
Real Quadratic Function Fields
Unlike the case of real quadratic fields, maintaining distances in real quadratic function fields is easy, since they are integers (degrees of polynomials). The corresponding key exchange protocol in the principal class [9] is very similar to that in real quadratic number fields; each communication partner has to perform two binary exponentiations of principal ideals and maintain the corresponding distances. We have also implemented this protocol, and for each finite field and genus pair in Table 7 , Table 8 , and Table 9 , we have performed a number of key exchanges using random field discriminants of the given genus and random exponents bounded by q g . As in the imaginary function field case, we expect each communication partner to perform 2 log 2 q g NUDUPL or ideal squaring operations and half as many NUCOMP or ideal multiplication operations per key exchange. In Table 7 and Table 9 we performed 4000 key exchanges using both NUCOMP and composition for g ≤ 5, 2000 for 5 < g ≤ 10, 1000 for n ), we performed 200 key exchanges for g ≤ 5 and 100 for the remaining g. The ratio of the total time for all key exchanges using NUCOMP over the total time using ideal multiplication is given for each genus/field pair. Again, we omit the data for g = 1 (elliptic curves), since the explicit formulas for the group law are more efficient than composition or NUCOMP. The same observations hold here as in the imaginary function field case. The performance of NUCOMP relative to composition improves as the genus increases and as the size of the ground field increases. In addition, the relative performance of NUCOMP is better for function fields over GF (3 n ) than for F p . As in the imaginary case, this is due to the fact that NUCOMP keeps the degrees of the intermediate operands small, and that the difference between operand degrees becomes more critical to the overall execution time as the ground field arithmetic becomes more expensive.
Unlike the number field case, NUCOMP does not seem to have as dramatic an effect in the real case as in the imaginary case when working in function fields. In function fields, the computational differences between the imaginary and real cases is not nearly as drastic as in number fields, since floating point approximations are not used to maintain distances. In particular, the reduction algorithms are almost identical, the only difference being that extra reduction steps are taken in the real case to ensure that the resulting composite has distance close to a given quantity. Thus, we expect that the absolute difference between the total runtimes using NUCOMP and composition to be roughly the same for the imaginary and real function field cases. This is exactly what we observed. The difference between the ratios of total NUCOMP time to total composition time between the two cases is accounted for by the fact that the amount of extra work required for the real case is the same for both NUCOMP and composition.
