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Abstract: The increasing complexity of power systems has warranted the development of geographically distributed real-time
simulations (GD-RTS). However, the wide scale adoption of GD-RTS remains a challenge owing to the (i) limitations of state-of-
the-art interfaces in reproducing faster dynamics and transients, (ii) lack of an approach to ensure a successful implementation
within geographically separated research infrastructures, and (iii) lack of established evidence of its appropriateness for smart
grid applications. To address the limitations in reproducing of faster dynamics and transients, this paper presents a synchronous
reference frame interface for GD-RTS. By means of a comprehensive performance characterization (application agnostic and
application oriented), the superior performance of the proposed interface in terms of accuracy (reduced error on average by 60%
and faster settling times) and computational complexity has been established. This paper further derives the transfer function
models for GD-RTS with interface characteristics for analytical stability analysis that ensure stable implementations avoiding the
risks associated with multiple RI implementations. Finally, to establish confidence in the proposed interface and to investigate
GD-RTS applicability for real-world applications, a GD-RTS implementation between two RIs at the University of Strathclyde is
realized to demonstrate inertial support within transmission network model of the Great Britain power system.
1 Introduction
The transition of power system operation and control from a cen-
tralized to decentralized and distributed paradigm has brought forth
challenges in validation and de-risking of novel solutions in sup-
port of their accelerated roll out and adoption. Recognizing the
limitations of any single research infrastructure (RI) to support the
transition, the concept of geographically distributed real-time sim-
ulations (GD-RTS) enables exploitation of the complementarity of
diverse equipment, models and expertise to address the challenge
[1–3]. With the first reported use of the term GD-RTS within the
power systems context reported in 2006, deployments to date around
the world span across continents - a transatlantic implementation
[4], transpacific implementation [5] and a transoceanic link between
Europe and Southeast Asia [6].
Technologically, advancements in GD-RTS have been realised
on two fronts, improving the communications (comprising network,
protocols, time delay determination and compensation) between
the two RIs and enhancing the interface (comprising the interface
algorithm , interface signals and corresponding transformation). As
the information exchange between two geographically separated RIs
is typically over the Internet, there is only minor enhancement to
the network that can be made by the power system community.
However, incremental advancements in protocols [7], time delay
determination [8] and compensation [9] have been reported.
The interface algorithm defines the interconnection approach of
the two subsystems of the GD-RTS. A number of interface algo-
rithms have been described in the literature for power hardware-in-
the-loop (PHIL) setups, as summarized in [10], and can be readily
utilized for GD-RTS setups, owing to similar electrical subsys-
tem division and real time operation. Through extensive experience
gained from PHIL simulations, the ideal transformer method has
established its dominance as the "go to" choice for GD-RTS inter-
face algorithms given its straightforward implementation and good
stability performance[11]. The use of instantaneous time domain
representation of interface signals was shown to be inappropriate
for GD-RTS due to the lack of an approach to compensate for
the time delay and significant distortion introduced by time vary-
ing communications delays [12]. The interface signals are therefore
transformed before their exchange over the Internet. To allow elim-
ination of the effect of the time delay on the interface electrical
waveforms, the exchange of interface signals in the form of Root
Mean Square (RMS), frequency and phase angle was proposed
in [13] and alternatively using Fourier coefficients (referred to as
dynamic phasors) in [14]. Although the incorporation of phase infor-
mation allowed for the effect of time delay to be compensated in
the RMS approach, reduced fidelity for adequate reproduction of
waveforms under dynamics and transients in comparison to that of
phasors was highlighted in [15]. Phasor interface, currently acknowl-
edged as the state-of-the-art, suffers from two shortcomings: (i)
reduced speed of response, limiting faster transients reproduction
(such as phase shifts) due to its windowing characteristic [14] and
(ii) high computational complexity [7]. To address the challenge of
increased computational complexity on resource constrained real-
time simulators, an external FPGA node exclusively for phasor
decomposition and exchange was discussed in [16]. However, this
leads to additional costs (for FPGA node) and increased delays due
to additional interface requirements (between the real-time simulator
and FPGA node). As an alternative, a custom phasor decomposition
model using moving average filter was developed for real-time sim-
ulators in [7]. However, this still encompasses reduced speed due to
the windowing characteristics and the implementation has not been
rigorously assessed.
Similar to PHIL setups, the stability analysis of GD-RTS configu-
rations should be undertaken analytically to avoid risks of equipment
damage (if involved) and to save time. The analysis of tthe stability
of GD-RTS setups thus far reported has been time-domain simula-
tion based [17] , presenting a risk where stability is assessed upon
implementation and during run-time. Analytical stability assessment
and the impact of interface transformations have not been taken into
consideration. The interface transformation utilized can impact the
stability of the GD-RTS, similar to the improvement when a filter is
included in a PHIL simulation [11]. Therefore, the precise character-
istics of interface transformation techniques needs to be incorporated
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Fig. 1: Geographically separated real-time setup comprising two subsystems.
within stability analysis to optimally evaluate the use of the most
appropriate interface for each scenario.
With the primary objective of GD-RTS to enable the capability to
undertake high-fidelity large system validation studies, examples of
synchronously coupled setups in literature have so far been limited
to (i) small electrical circuits [4, 14] or (ii) setups where systems are
split across a stronger grid (e.g. transmission grid) and weaker grid
(e.g. distribution grid) [2, 15, 18]. Furthermore, applications have
been limited to slower dynamics studies (such as voltage control)
with some work on droop control reported in [19]. However, these
examples do not provide a rigorous assessment of the applicability of
the GD-RTS for smart grid applications that can enforce confidence
in its wide-spread utilization.
Therefore, the contributions of this paper are two fold: (i) advanc-
ing the state-of-the-art and (ii) establishing the art-of-the-possible,
as summarized below:
To address the shortcomings of the phasor interface, a novel
synchronous reference frame interface is proposed. Although syn-
chronous reference frame is an established transformation technique,
its incorporation within the interface algorithm and the correspond-
ing adaptations to enable GD-RTS presents novel knowledge appli-
cable not only to GD-RTS setups but directly translatable to PHIL
setups. Thorough comparative performance evaluation (application
agnostic and application oriented) with the state-of-the-art phasor
interface establishes its superior performance addressing the two
shortcomings of the phasor interface dentified.
To enable accurate analytical stability assessment of GD-RTS
setups, transfer function models of setups with phasor and syn-
chronous reference frame interface have been derived. In a step-
change from the state-of-the-art, the derived model allows for assess-
ment of stability of a GD-RTS setup incorporating the impact of the
transformation utilized. The stability analysis with derived model
applied to a reference system has highlighted the following use-
ful insights: (i) the use of a phasor interface inherently impacts the
stability of a GD-RTS due to its windowing characteristics equiv-
alence to a moving average filter, (ii) the proposed interface does
not inherently impact the stability, however, when required allows
for the stability of the setup to be enhanced by incorporation of a
low pass filter (LPF) with high cut-off frequency ensuring minimal
loss of speed of response and accuracy. This further demonstrates
the value of the model derived that will help potential users of the
GD-RTS approach to make an informed selection of interfaces and
also demonstrates the additional flexibility of the proposed interface.
The applicability of the interface to enable large scale system
studies has been established by two means: (i) demonstrating a com-
plex system split where a larger transmission network is split into
two synchronously coupled subsystems as opposed to the conven-
tional approach of stronger grid - weaker grid coupling, and (ii)
undertaking a rigorous assessment of a frequency control study to
establish confidence in the fidelity offered by the interface.
The remainder of the paper is organized as follows. The proposed
interface for GD-RTS setups is presented in Section 2, followed by a
derivation of the transfer function model of phasor and synchronous
reference interface for stability analysis in Section 3. A comprehen-
sive application agnostic performance assessment of the proposed
interface with the state-of-the-art phasor interface is presented in
Section 4. Section 5 presents an application oriented performance
characterization with GD-RTS implementation between two RI’s at
the University of Strathclyde, the Dynamic Power Systems Labo-
ratory and the Power Networks Demonstration Centre, wherein the
suitability of the proposed interface for frequency control within the
transmission system of Great Britain (GB) is established. Section 6
concludes the paper.
2 Proposed Interface for GD-RTS
A single line diagram of the GD-RTS setup comprising two subsys-
tems considered for this work is shown in Fig. 1 with the following
subsections detailing the different components that are used for the
interfacing of these subsystems.
2.1 Interface Algorithm
The interface algorithm defines the interconnection approach of the
two subsystems of the GD-RTS. A number of interface algorithms
have been described in the literature for PHIL setups, as summarized
in [10], and can be readily utilized for GD-RTS setups, the reason
being that these setups share the same electrical subsystem division
and real time operation. For the purpose of this work, the voltage-
type ideal transformer method (V-ITM) [20] where the voltage from
subsystem 1 end is represented at the subsystem 2 end using a con-
trolled voltage source, and the currents from the subsystem 2 end are
fed back using a controlled current source at the subsystem 1 end (as
shown in Fig. 1). This interface algorithm has been selected due to
its straightforward implementation and good stability performance
[11].
2.2 Interface Signals Decomposition
As is evident from the previous subsection, the choice of signals
that are exchanged at the interface is determined by the interface
algorithm chosen. For the given setup, the output interface signals
from subsystem 1 are the three phase voltages while the three phase
currents are the output interface signals from subsystem 2. As time
domain signals have been proven to be unsuitable for direct trans-
mission over packet-based communication [21], the instantaneous
values of the interface signals need to be transformed. A requirement
for choosing the transformation method for the interface signals
of GD-RTS is the capability of time delay compensation, which
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requires access to the phase of the signal [22]. The method cho-
sen at one end dictates the choice of interface signal reconstruction
at the other end. In this paper, Park’s transformation (dq0), also
referred to as synchronous reference frame transformation, is used
for performing the signal decomposition.
The voltage direct component (ud), quadrature component (uq)
and zero component (u0) can be obtained from the instantaneous
three phase voltages (ua, ub and uc) using:
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In a similar manner the current direct component (id), quadrature
component (iq) and zero component (i0) can be obtained from the
instantaneous three phase currents (ia, ib and ic):
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2.3 Communications Protocol and Time Synchronization
The GD-RTS interface setup requires the exchange of information
from one subsystem to the other, and an appropriate communications
protocol and technology are required to be chosen. User datagram
protocol (UDP) has been selected as the communications protocol
to be implemented due to its suitability for real-time applications
[23]. The interface signals from each subsystem are packed into a
UDP packet and transferred to the other subsystem. As shown in
Fig. 1, subsystem 1 has five output interface signals, voltage dq0
components (ud, uq and u0 respectively), the phase of the volt-
age (θu), and the time stamp (Tu). Similarly, the output interface
signals of subsystem 2 are the current dq0 components (id, iq and
i0 respectively), phase of the current (θi) and the time stamp (Ti).
As the two subsystems are geographically separated, the exchange
of information can be completed via a number of technologies
over the internet. The technologies (for example, ethernet, fiber,
LTE, etc.) involved will depend upon the available communications
infrastructure interlinking the two subsystems.
The communication of the interface signals between the two
subsystems introduces delay that for the purpose of accuracy and
stability needs to be compensated. Accurate time delay compensa-
tion requires of an accurate measurement of the time delay [8]. For
GD-RTS, the only feasible option is to implement a time synchro-
nization method, either using public network time protocol (NTP)
over internet or global positioning system (GPS). A public NTP
would be an economical option, however the accuracy would depend
upon the reliability of the internet connection and the frequency at
which a ping for synchronization can be obtained. For reliable oper-
ation, GPS time synchronization becomes imperative, requiring a
GPS clock at either end of the GS-RTS setup.
For the setup under consideration, a GPS-based time synchro-
nization is utilized. The interface signals at each end (subsystem 1
and subsystem 2) are time stamped before being sent as part of the
exchanged signals over the interface.
2.4 Time Delay Compensation and Interface Signals
Reconstruction
Time delay is calculated at each subsystem end upon receipt of the
UDP packet by means of subtracting the time stamp of the UDP
packet from the current GPS time. The time it takes for the UDP
packet to reach from subsystem 1 to subsystem 2 is referred to
as the feed-forward time delay τdff and the time taken for UDP
Fig. 2: Phase compensation on instantaneous phase signal.
packet to reach from subsystem 2 to subsystem 1 is referred to as
feedback time delay τdfb . The feed-forward time delay advances
the reconstructed voltage at subsystem 2 in reference to the volt-
age at subsystem 1 by a phase equivalent to the measured time delay
calculated as
ϕff = τdff · 2 · pi · fh (3)
where the frequency fh is the nominal frequency of each harmonic
component to be compensated. Similarly, the feedback time delay
advances the reconstructed current waveform at subsystem 1 in ref-
erence to the current at subsystem 2 by a phase equivalent to the
measured time delay calculated as
ϕfb = τdfb · 2 · pi · fh (4)
The impact of time delay can be compensated while reconstructing
the waveform at each subsystem end by means of shifting the mea-
sured phase signal [9]. In this manner, the shifted waveform will
be equal to the ideal, non-delayed waveform. For an accurate com-
pensation, the feed-forward and feedback phase compensation term
(ϕff and ϕfb), need to be adaptive to frequency, this is illustrated
as:
ϕff = τdff · 2 · pi · fhm
ϕfb = τdfb · 2 · pi · fhm
(5)
where the frequency fhm is the measured frequency of each har-
monic component under consideration rather than a fixed nominal
frequency. Using fixed nominal frequency results in steady-state
errors following any transient. The interface signals are recon-
structed using inverse Park’s transformation as:
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3 Stability Analysis of GD-RTS
In this section, the transfer function models of GD-RTS setups with
phasor and synchronous reference frame interface for stability anal-
ysis are derived and consequently utilized for a comparative stability
assessment of the proposed interface to that of a phasor interface.
The single input single output (SISO) representation of the GD-
RTS setup is presented in Fig. 3a and its open-loop transfer function
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(a) SISO representation of GD-RTS setup.
(b) Representation of GD-RTS incorporating transformation transfer func-
tion.
Fig. 3: Representation of GD-RTS setups.
is defined by
FO(s) =
Z1(s)e
−s·Td
Z2(s)
(8)
where Z1(s) and Z2(s) are the series connected equivalent
impedances of subsystem 1 and subsystem 2 respectively. The
time delay Td is the sum of the feed-forward and feedback delay
represented as
Td = τdff + τdfb (9)
Similar to the stability assessment of PHIL setups, the stability of
the GD-RTS setups can be evaluated with the Nyquist stability crite-
rion [24, 25]. The assessment requires the determination of poles of
the closed-loop system equivalent to the zeros of the following two
characteristic equations [26]
1 + FO(s) = 0 (10)
det(I + FO(s)) = 0 (11)
where I is the appropriate dimension identity matrix. Incorporating
the transfer function of the transformation, represented as GTr(s),
within the feed-forward and feedback loop of GD-RTS as shown in
Fig. 3b, the open-loop transfer function can be represented as
FO(s) =
Z1(s)GTrff (s)GTrfb(s)e
−s·Td
Z2(s)
(12)
where the suffixes ff and fb represent the transfer function in
feed-forward loop and feedback loop respectively. The windowing
characteristic of a discrete Fourier Transform (DFT) can be approx-
imated as a moving average filter, represented in continuous domain
as
GDFT (s) =
1
Tw
(
1
s
− e
−Tws
s
)
=
1− e−Tws
Tws
(13)
where Tw is the length of the window. The frequency shifting prop-
erty of the Fourier transform shifts the input signal by −fh upon
decomposition and by fh during reconstruction. This shifting in fre-
quency does not impact the signal itself, however, its impact on the
approximated windowing characteristic GDFT (s) should be taken
into consideration for stability assessment. The frequency shifting
property can be represented as
x(t)⇔ X(s) (14)
x(t)es0t ⇔ X(s− s0) (15)
where, for the case under consideration,
s0 = j2pifh (16)
where fh is the frequency of the h
th harmonic under consideration.
The transfer function of the DFT with reconstruction can therefore
be defined as
GDFTR(s) =
1
(s− s0)Tw
(
1− e−(s−s0)Tw
)
(17)
The analysis so far only considers the fundamental component,
however, if stability with multiple harmonic components is to be
analyzed with parallel DFT functions, the representative transfer
function is then described by the sum of each component transfer
function as
(18)GDFTRh (s) =
∑
h=1,...,N
1
(s− s0)Tw
(
1− e−(s−s0)Tw
)
Similar to DFT, the Park’s transformation dq0 also exhibits the
frequency shifting property. No filtering is applied to the fundamen-
tal component when utilizing the transform, with LPFs employed
for harmonic transformation. The transfer function can be therefore
represented by
(19)Gdq0Rh (s) =
∑
h=1,...,N
1
1 + (s− s0)Twch
· es0Td
wherewch represents the corresponding harmonic cut-off frequency.
The GD-RTS open-loop transfer function with DFT can therefore be
represented as:
FO(s) =
Z1(s)GDFTRhff
(s)GDFTRhfb
(s)e−s·Td
Z2(s)
(20)
and with dq0 as:
FO(s) =
Z1(s)Gdq0Rhff
(s)Gdq0Rhfb
(s)e−s·Td
Z2(s)
(21)
Table 1 System values for Nyquist assessment
Subsystem 1 (Z1) R1 = 1.2 Ω L1 = 3 mH
Subsystem 2 (Z2) R2 = 1 Ω L2 = 2 mH
Other Tw = 0.02 s Td = 600µs
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Fig. 4: GD-RTS stability assessment.
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(a) Application agnostic performance characterization setup.
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(b) Dynamic response.
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Fig. 5: Application agnostic performance characterization setup and analysis.
With the GD-RTS transfer function representations at hand, the
stability is analyzed on an example GD-RTS system such as that of
Fig. 1. The parameters of the system are presented in Table 1 and
the results of the analysis are shown in Fig. 4. The system with-
out any transformation is referred to as the reference system and as
can be observed from Fig. 4 (top left) is unstable with the chosen
parameters. The use of synchronous reference frame interface does
not impact the stability of the system as is evident from Fig. 4 (bot-
tom left). On the other hand, the use of phasor interface improves
the stability of the system (Fig. 4 top left). Typically, the use of a
transformation should not impact the stability of a system, however,
this improvement in stability is due to the DFT windowing char-
acteristic equivalence to a moving average filter. The typical use
of a one cycle window length for a DFT, even though it improves
the stability of the system, the dynamic and transient response are
negatively impacted as has been demonstrated in Section 4.1. The
proposed synchronous reference frame interface enables the use of
a more traditional approach to improve the system stability, that is
the incorporation of a LPF on the feedback path of the system. The
assessment of stability of the system with the proposed interface
incorporating a feedback path LPF is presented in Fig. 4 (bottom
left). The incorporation of a relatively high cut-off frequency LPF
(2kHz) provides stability improvement similar to that of the pha-
sor interface with much faster response under dynamic and transient
events.
4 Application Agnostic Performance
Characterization of Proposed Interface
In the literature, the use of phasors for transmission of interface
signals over packet-based communications has been consistently
reported, with claimed benefits of improvement in fidelity and sta-
bility [12, 15, 17]. As described in Section 2.2 and 2.4, the proposed
interface utilizes Park’s transformation for decomposition /recon-
struction rather than phasor decomposition /reconstruction using
DFT as in a phasor interface. This section presents an application
agnostic comparison of a phasor interface with the proposed inter-
face for the sole purpose of geographically distributed simulations.
The setup for application agnostic comparison of the two methods
is shown in Fig. 5a, where two digital real-time simulators (DRTS)
from RTDS Technologies are utilized with the simulated model
run at a time step of 50µs. This involves the decomposition of a
three-phase signal (voltage waveform in this case) in DRTS 1, trans-
mission over a local network using UDP (sent out of DRTS 1 to
DRTS 2) with a static delay of 16 ms and its reconstruction using
the same method with time-delay compensation in DRTS 2. As the
signal being decomposed and reconstructed is sinusoidal, the metric
used for comparison is the instantaneous error calculated as
 = VN − VR (22)
where VN is the reference waveform while VR is the reconstructed
waveform. The following sub-sections report the comparison in
detail.
4.1 Steady State, Dynamic and Transient Performance
In this subsection, the performance of the two methods in steady
state condition, response to dynamic and transient events is com-
pared. Here, steady state refers to the condition when there is no
change in frequency, dynamic event refers to a change in frequency
over seconds, whereas a change in frequency over milliseconds is
attributed to a transient event.
The results of the comparison for phase a of the three-phase sig-
nal are shown in Fig. 5b and 5c. As can be observed, for dq0 the
steady state error is ∼ 0 V and for a dynamic event the error is less
than 0.5 V. In comparison, the phasor interface presents a continu-
ous error in steady state of up to 2 V and a varying error up to 4 V
during the dynamic event. From Fig. 5c, it can be observed that the
instantaneous error upon sudden change in frequency is relatively
high for both the proposed and phasor interface. However, the error
for the proposed interface returns to a steady state value much faster
than the phasor interface. The error for the phasor interface returns to
steady state, however with an increase in the magnitude of the tran-
sient, it takes a longer time for the error to return to the steady state
value. From the above, it can be said that the decomposition and
reconstruction method using the proposed interface presents better
steady state accuracy, better dynamic response and faster transient
response compared to a method that utilizes a phasor interface.
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Fig. 6: Application agnostic performance characterization analysis.
In the above implementation, the ωt utilized for two interfaces is
the same, however the DFT is much more sensitive to changes in fre-
quency. This behaviour of a phasor interface has also been verified in
another commercial power systems simulator (MATLAB) where the
accuracy of DFT for signal reconstruction deteriorates at off nom-
inal frequencies. Custom implementations of DFT algorithms with
additional signal processing can render superior performance.
4.2 Performance under presence of Harmonics
In this subsection, the performance of the two methods for accu-
rate reproduction of a waveform with harmonics is discussed. Any
individual harmonic component can be extracted using the pro-
posed interface with the use of appropriate LPFs [27]. A waveform
comprising a fundamental of magnitude 230 V, 5th harmonic of
magnitude 20 V and 7th harmonic of magnitude 10 V is used as a
reference. The results are shown in Fig. 5d. As can be observed, the
accuracy of the proposed interface is improved in comparison with
the accuracy of the phasor interface. It is worth mentioning that the
reproduction of harmonics using DFT is limited to the 8th harmonic
within the DRTS utilized here, while no such limitation exists when
using dq0.
4.3 Performance under Unbalance
In this subsection the performance of the two methods for accurate
reproduction of three-phase waveform with imbalance is discussed.
A three-phase waveform with 230 V, 236.3 V and 223.7 V as respec-
tive phase magnitudes is used as reference as shown in Fig. 6a.
These magnitudes have been chosen as per ANSI C.841 standard
that defines a design and operational limit for an electrical supply
system to maximum voltage imbalance of 3 %. It is known that the
performance of dq0 under imbalance is not appropriate but as can be
observed from Fig. 6a, the error is limited to 10 V.
4.4 Performance under Variable Communications Delay
In the previous subsections, the performance characterization is
undertaken with a static delay of 16ms. This subsection discusses the
performance of the two approaches under variable communications
delay.
Communications delays between RIs in Europe are stable given
their interconnectivity through GÉANT - the pan-European data
network for the research and education community [28]. GÉANT
interconnects 19 European countries with data link speeds in mag-
nitude of multiples of 100 Gbps, extended Europe with link speeds
in magnitude of multiples of 10 Gbps, and wider continental Europe
with links of 1-9 Gbps. A topology map can be found in [29]. A simi-
lar network exists within the USA, referred to as the Energy Sciences
Network (ESnet) supported by the Department of Energy [30] and
is connected to GÉANT via the transatlantic fibre link between the
continents [31].
However, owing to the non-deterministic nature of the commu-
nications delays, the impact of random communications delays on
Table 2 Computational complexity
dq0 DFT
Decomposition
Function
abc/dq0
4.3µs
n-sample DFT
3*(0.18*n+0.5)µs
Reconstruction
Function
dq0/abc
4.25µs
sin
3* 1.3µs
Total 8.55µs 0.54*n+5.4µs
the performance of the two approaches is shown in Fig. 6b. The
delay profile is a summation of the static delay, Gaussian noise
(mean=0.016, standard deviation=0.005) and random value as in Fig.
6b (top). As can be observed from the results, the performance of
the two approaches is not significantly impacted by the sudden ran-
dom spike in communications delay, however the proposed interface
yields superior performance in comparison to the phasor interface.
4.5 Computational Complexity
In this subsection, the computational complexity of the two meth-
ods is compared. Many components utilized for decomposition and
reconstruction are common for the two methods, for example the
phase locked loop to acquire the ωt, therefore, only the compu-
tational complexity of the components unique to the methods are
presented in Table 2. The method utilizing Park’s transformation
requires one function for decomposition (abc/dq0) and one for
reconstruction (dq0/abc) with a total computational time of 8.55µs
on the target DRTS processor. The method utilizing DFT requires
three functions for deconstruction (one DFT for each phase) and
three for reconstruction (one sin function for each phase). The com-
putational time of the DFT is a function of n, i.e. the number of
samples per cycle acquired for calculation. The DRTS utilized offers
a maximum of n = 64, leading to a total computational time of
39.96µs. As is evident, the method utilising DFT is ∼ 4.5 times
computationally more expensive than the method utilizing dq0. This
calculation presented is for the fundamental component only, the
complexity increases linearly with an increase in the number of
harmonics. Recursive DFT or sliding DFT methods offer improved
computational performance, however their performance has not been
compared to that of dq0 due to their unavailability within the
simulation tools utilized.
5 Application Oriented Performance
Characterization: GD-RTS for Frequency Control
5.1 GD-RTS Setup
5.1.1 Geographically Separated Research Infrastructures:
The GD-RTS experimental setup is shown in Fig. 7a. Two RIs
at the University of Strathclyde have been utilized: (i) Dynamic
Power Systems Laboratory (DPSL) is a 100kW microgrid facility
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(a) Geographically distributed real-time laboratory setup.
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Fig. 7: Distributed real-time laboratory setup at University of Strathclyde between the two research infrastructures, PNDC and DPSL.
housed at the Technology and Innovation Centre within the Glas-
gow City Innovation District, in the centre of the city of Glasgow;
(ii) Power Networks Demonstration Centre (PNDC) is a MW scale
industry facing experimental facility located at Cumbernauld, 21km
north-east of Glasgow. The coordinates and postcodes of the two
RIs are presented in Table 3. For the purpose of real-time simula-
tions, one DRTS at each RI is employed communicating over pub-
lic communications infrastructure via the GTNET communications
cards.
5.1.2 Power system model: To demonstrate the suitability of
the GD-RTS with the proposed interface for real-world smart grid
applications, a reduced eight-bus dynamic model of the GB power
system has been chosen as the test grid. The GB grid is a sin-
gle synchronous area and has no load frequency control (LFC)
areas. However, in this paper, buses of the reduced model have been
grouped to represent LFC areas as shown in Fig. 7a. These regions
have been developed around major generation sources, power flow
corridors and load centers [32]. The model has been developed in
RSCAD and simulated in real-time at a time-step of 50µs using a
Table 3 Geographic information of the two research infrastructures
Research Infrastructure Latitude Longitude Postcode
RI 1 PNDC 55.972219 -3.972405 G68 0EF
RI 2 Dynamic Power 55.860664 -4.242896 G1 1RD
digital real-time simulator from RTDS Technologies, with each area
comprising at least one aggregated generator and an aggregated load.
The model has been validated by means of two tests, a load flow
analysis and a dynamic frequency response evaluation, in [33]. The
tuning of the governor during the dynamic response validation of the
test grid yielded a droop value of 13 %. Other model parameters can
be found in [34], and hence have not been repeated in this paper.
For the purpose of GD-RTS, the reduced dynamic model of the
GB power system has been split in two, as shown in Fig. 7a. Two
of the five LFC areas are simulated within RTDS at RI-1 (PNDC)
and the remaining three LFC areas are simulated within RTDS at
RI-2 (DPSL). The split model is interfaced via the V-ITM interface
algorithm with the controlled voltage source at RI-1 and the con-
trolled current source at RI-2. The split model connected over the
ITM IA presents a challenge in terms of its initialization and syn-
chronization, where the network in RI-2 cannot initialize without the
presence of the remainder of the network (being simulated at RI-1),
as reported in [35]. The process recommended for such setups in [35]
is adopted to allow for successful initialization and synchronization
before any further evaluation is undertaken.
5.1.3 Interface communications setup: The interface signals
between the two RIs are exchanged at the maximum allowed
rate, i.e., 10kHz, limited by the GTNET (digital communication
input/output) cards utilized. The feed-forward loop time delay of the
given setup can be defined as the time it takes for the interface sig-
nals to reach from RI-2 to RI-1 while the feedback loop time delay
is defined as the time it takes for the interface signals to reach from
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Table 4 Analyzing time delay within Europe
City Country
Average Ping
Delay
(ms)
Jitter
(ms)
Payload
(ms)
Total
Delay
(ms)
London UK 12.6 0.7 6 19.3
Paris France 18.5 0.5 6 25
Frankfurt Germany 24.9 0.4 6 31.3
Stockholm Sweden 37.5 0.6 6 44.1
Zurich Switzerland 35.5 0.6 6 42.1
Bratislava Slovakia 37.8 1.2 6 45
Milan Italy 35.8 0.9 6 42.7
Sevilla Spain 42.7 0.5 6 49.2
Vienna Austria 38.9 0.4 6 45.3
Warsaw Poland 41.6 0.8 6 48.4
Brno Czechia 42.2 0.3 6 48.5
Budapest Hungary 42.2 1.1 6 49.3
Belgrade Serbia 42.8 0.7 6 49.5
RI-1 to RI-2. The feed-forward and the feedback loop delays of the
given setup are shown in Fig. 7b. The time delay of any setup that
involves more than one fixed time-step simulator is often varying,
as the signal from the first fixed-step simulator will have to wait till
the next time-step of the second fixed time-step simulator (unless
the two simulators are perfectly synchronized, which is not often the
case) [8]. In the given setup, the two fixed-step simulators are the real
time simulators at either end (one RTDS at DPSL and one RTDS at
PNDC), as a consequence of which in both the feed-forward and the
feedback delay, a variation of 50µs exists. The sum of the feedback
and feed-forward delay is equal to∼ 16.5 ms and will be referred to
as the inherent delay (ID) of the setup, with the setup itself referred
as Distributed D1.
Given the near proximity of the two RIs, the delay exhibited by
the setup is quite modest. To analyze the delay, a simple ping test
between the two RIs was conducted resulting in a delay of 11.5 ms
(round trip). Although the distance between the two RIs is small,
with a fibre link present between the two infrastructures, the rela-
tively larger 11.5ms delay is associated to the firewalls within the
network. The additional ∼ 6 ms (D1-11.5 = 6 ms) round trip delay
is associated to the payload of the message being exchanged. As
identified earlier, due to the stable fibre link between the two RIs,
only a relatively small 100µs (round trip) jitter also exists within
the delay. As the work in this paper is undertaken as part of the
European Commision’s H2020 ERIGRID project, where the objec-
tive is to interconnect RIs within Europe, ping tests from RI-2 to a
number of cities within Europe were undertaken, results of which
are presented in Table 4. To allow for investigation of setups within
the European context, the interquartile range (IQR) for the set of
delays is calculated (as shown in Fig. 7c) and the 25th and 75th
percentile values are obtained as 31.3 ms and 48.5 ms respectively.
Two additional cases are considered, the first case involves addi-
tion of 8 ms of static delay to both feed-forward path and feedback
path in addition to the inherent delay and the setup is referred to
as Distributed D2. The second case involves addition of 16 ms of
static delay to both feed-forward and feedback path in addition to
the inherent delay and the setup is referred to as Distributed D3. The
delays of setup Distributed D2 and Distributed D3 represent the 25th
and 75th percentile approximately.
5.2 Application to Frequency Control
In this section, the applicability of distributed setups to study fre-
quency control is assessed. Power system frequency control refers
to the process of maintaining equilibrium between the generation
and load in steady state, while restoring the equilibrium following
a disturbance with as little unintentional load loss as possible [36],
and is the responsibility of the system operator. Frequency control
can be broadly classified in four stages based on the timescale of
its operation: (i) inertial response up to 10 seconds from the ini-
tiation of the disturbance, (ii) primary frequency control, response
from first few seconds up to 30 seconds, (iii) secondary frequency
control, response from 30 seconds to 30 minutes and (iv) tertiary
frequency control, from 15 minutes up to several hours. In the fol-
lowing subsections, the frequency response of the GD-RTS systems
is characterized against a monolithic setup (i.e. without GD-RTS)
followed by a case-study to further assess the applicability and role
of GD-RTS.
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Fig. 8: System response to 1000MW generation loss , comparing monolithic and GD-RTS studies with the proposed interface.
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Fig. 9: 2-norm error for four parameters under consideration.
5.2.1 Characterization: For the purpose of characterizing the
system frequency response, a 1000MW step increase in load emu-
lating a generation loss is initiated within LFC 4. Four system
parameters are characterized: (i) frequency: the frequency is mea-
sured using a zero crossing detection method. One measurement per
LFC area is obtained and the average of the 5 areas characterized,
(ii) the rate of change of frequency (RoCoF): one measurement per
area, measured over a time period of T = 20ms, averaged for the
five areas, (iii) active power: the active power exchange at the inter-
face/point of common coupling (PCC), and (iv) reactive power: the
reactive power exchange at the interface/PCC. The system response
subject to 1000MW generation loss is presented in Fig. 8, with
system frequency in Fig. 8a, RoCoF in Fig. 8b, the active and reac-
tive power in Fig. 8c, and Fig. 8d respectively. As can be observed
from the figures, the performance of the distributed setup with the
proposed interface is in close agreement with the results obtained
through a monolithic setup. To more effectively characterize the
difference, a fidelity metric using 2-norm is defined as
M2 =
‖x− xr‖2
‖xr‖2
(23)
where, x is the value of parameter under consideration measured for
distributed setup, xr is the reference value of the parameter under
consideration measured for monolithic setup. The error is calculated
over a one cycle period. The normalization of the relative error with
reference quantity provides a more realistic comparison of system
parameters, specifically of different scales. The 2-norm error for the
four parameters for the study are shown in Fig. 9a. The least error
is observed for frequency of the system while the highest error for
the RoCoF. It is important to note that the relatively high error in
RoCoF is measured within the first 300ms after the event. This blip
in measurement of RoCoF is well documented [37] and is associ-
ated to the phase step of the voltage rather than the RoCoF itself.
Without considering the first 300ms of RoCoF, the maximum 2-norm
error can be calculated as 0.0058, 0.0061 and 0.0063 for Distributed
D1, D2 and D3 respectively. In other words it can be said that the
use of distributed setup for calculation of voltage phase offset sub-
ject to a disturbance yields large errors and might be unsuitable in
applications that utilize phase offset as in [38].
To benchmark the performance of the proposed interface against
the phasor interface, the 2-norm errors for the four parameters using
the phasor interface are shown in Fig. 9b. The maximum 2-norm
errors for the four parameters are summarized in Table 5. The errors
follow a similar trend for the two interfaces, they increase with
increasing time delay, are minimum for frequency and maximimum
for RoCoF. With the complex interactions of two strongly coupled
subsystems, the superior performance of the proposed interface over
the phasor interface are evident, with significant improvement in
accuracy offered for all the four parameters characterized with an
average reduction of the peak error in the different parameters of
approximately 60%.
5.2.2 Case Study: The fastest control requirement is for iner-
tial response, where response is desired immediately after an event.
Therefore, if a simulation setup is suitable for inertial response, it
can be said that the same setup is suitable for primary, secondary
and tertiary frequency control. For this reason, this sub-section eval-
uates the applicability of real-time distributed simulation setup for
inertial response.
The control under consideration is the swing equation based
inertial response (SEBIR) as reported in [39]. SEBIR control is
considered to be a potential solution to allow for power electronic
interfaced generation or load to support the system during and after
disturbances. As the name suggests, the principle of operation of
SEBIR is based on the swing equation, as shown in equation (14)
∆P =
2H
fnom
df
dt
(24)
where ∆P is the magnitude of power imbalance in the system, H is
the inertia constant of the area under consideration, fnom is the nom-
inal frequency of the system. Upon occurrence of an event that leads
to power imbalance in the system, e.g. for a loss of a generator, the
system frequency drops resulting in a negative RoCoF. The SEBIR
control implementation is shown in Fig. 10a. As can be observed,
based on the RoCoF, additional active power response from partici-
pating resources is provided to support the frequency of the network.
To assess the applicability of the distributed setup for inertial
response, SEBIR control is incorporated within the five-areas of the
GB power system. It is assumed that 20% of the system load is flex-
ible and interfaced by means of power electronics, counting towards
the inertial response contributing devices within the network. The
RoCoF is calculated over a period of 20ms representing the delay as
Table 5 Characterization through 2-norm for frequency control.
Distributed D1 Distributed D2 Distributed D3
Parameter Proposed Interface Phasor Interface Proposed Interface Phasor Interface Proposed Interface Phasor Interface
Frequency 8.744×10−5 3.6810×10−4 9.2287×10−5 3.7809×10−4 9.8429×10−5 5.5933×10−4
RoCoF 0.2356 0.3792 0.3090 0.3859 0.3795 0.4038
Active Power 0.0064 0.0259 0.0088 0.0280 0.0118 0.0324
Reactive Power 0.0017 0.0050 0.0026 0.0092 0.0042 0.0145
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(a) SEBIR control implementation.
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Fig. 10: Applicability for inertial response, the control considered
and results obtained.
depicted in Fig. 10a. Three cases are analyzed, (i) a reference case
with no inertial support, (ii) inertial support with H = 5s and (iii)
inertial support with H = 7.5s. The limiter is a rate limiter applied
to improve the dynamics under inertial response chosen as 30MW/s
in each of the areas.
The frequency responses of the four setups (monolithic, dis-
tributed D1, D2 and D3) for the two cases, H = 5s (solid lines) and
H = 7.5s (dashed lines), are shown in Fig. 10b compared with the
monolithic setup reference response (pink line). With the incorpora-
tion of inertial support, i.e., enabling additional active power support
from participating resources within the network, the fall in frequency
is alleviated and the nadir is improved. By increasing the inertia
value from H = 5s to H = 7.5s, a minor improvement is observed,
however, in practice the value of inertia constant that can be utilized
is limited by the additional active power reserved/stored within the
network. From the results presented, it is clear that the performance
of the three distributed setups is within a close margin and within
the error margin obtained for the characterization presented in earlier
sub-section. It can therefore be said that the use of GD-RTS setups is
applicable for study of inertial control and thereby to any consequent
frequency control measure.
6 Conclusions
One of the challenges we face in facilitating the transition towards
the future paradigm of decentralized and distributed power system
operation is the limitations in accurately representing large sys-
tem complexity and proving scalability for systems level validation
of novel smart grid solutions, this paper therefore presents a syn-
chronous reference interface for further advancing the capabilities
of a key enabling concept - geographically distributed real-time sim-
ulations. A thorough comparative performance evaluation of the
proposed interface against the current state-of-the-art phasor inter-
face has been undertaken. Application agnostic comparison has
demonstrated the superiority of the proposed interface under steady
state, dynamic and transient events, in reproducing harmonics with
selective time delay compensation, and under variable communica-
tions delay. In all the above cases, the proposed interface presents
faster and improved response with minimal errors in comparison to
the phasor interface. Furthermore, the proposed interface is com-
putationally around 4.5 times faster than the phasor interface. A
limitation of the proposed interface is its inability to reproduce
imbalance conditions appropriately. However, the use of single phase
synchronous reference frame transformation, specifically designed
for individual phase reproduction, has not been explored.
The paper presents an example implementation of GD-RTS setup
between two remote RIs at the University of Strathclyde. The setup is
utilized for frequency control within the transmission network model
of the Great Britain power system, serving for application oriented
performance characterization of the proposed interface with the pha-
sor interface. The proposed interface offers significant improvement
in accuracy for all four parameters characterized. Having established
its superior performance and the close proximity to the results com-
pared with a monolithic setup, its use for swing equation based
inertial response has been demonstrated. This is the first implemen-
tation example where a synchronous transmission network has been
split across geographically distributed RIs for simulation, in con-
trast to implementations in literature where the split is between a
stronger and a weaker network, typically transmission-distribution
split or where a HVDC link separates the transmission network.
To support successful implementations and wider adoption of
the GD-RTS approach with confidence, the transfer function model
of GD-RTS setups with interface transformation characteristics has
been derived for analytical stability assessment. Stability assessment
of a reference setup with a phasor and the proposed interface has
been undertaken revealing that the phasor interface impacts the sta-
bility of the setups due to its windowing characteristics, while the
proposed interface does not inherently impact the stability of the
system. The proposed interface offers a flexible approach where sta-
bility can be improved where required by means of a low pass filter
with minimal loss in response speed.
The following two areas have been identified as future work: (i)
the expansion of the proposed interface to incorporate controller
and power equipment within a synchronously coupled controller and
power hardware-in-the-loop setup distributed across multiple RIs,
and (ii) pushing the boundaries of GD-RTS simulation to explore
its use for analysis of back-up protection with the aid of phasor
measurement units and wide-area monitoring and control.
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