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Abstract
SPTP is a model for the pipeline transportation of petroleum products. It uses a directed
graph G, where arcs represent pipes and nodes represent locations. In this paper, we analyze the
complexity of 4nding a minimum makespan solution to SPTP. This problem is called SPTMP.
We prove that, for any 4xed ¿ 0, there is no 1−-approximate algorithm for the SPTMP unless
P=NP, where  is the input size. This result also holds if G is both planar and acyclic. If G
is acyclic, then we give a m-approximate algorithm to SPTMP, where m is the number of arcs
in G.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Petroleum products are typically transported through pipelines. Pipelines are di:erent
from all other transportation methods since they use stationary carriers whose cargo
moves rather than moving carriers of stationary cargo. An important characteristic of
pipelines is that they must be always full. Hence, assuming incompressible <uids, an
elementary pipeline operation is the following: pump an amount of product into the
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pipeline and remove the same amount of product from the opposite side. Typically,
each oil pipeline is a few inches wide and several miles long. As a result, reasonable
amounts of distinct products can be transported through the same pipeline with a very
small loss due to mixing at liquid boundaries.
Optimizing the transportation through oil pipelines is a problem of high relevance,
since a non-negligible component of a petroleum product’s price depends on its trans-
portation cost. Nevertheless, as far as we know, just a few authors have speci4cally
addressed this problem [1,3,5,7]. Let us de4ne an order as a requirement to transport
a given amount of some product from one location to another. In [3], Hane and Ratli:
present a model that assumes cyclic orders. In this case, the same orders always repeat
after the completion of a given time period. In [6,7], the Pipeline Transportation Prob-
lem (PTP) model is proposed for the pipeline transportation of petroleum products with
non-cyclic orders. PTP models a pipeline system through a directed graph G, where
each of the n nodes represents a location and each of the m directed arcs represents a
pipeline, with a corresponding <ow direction. In this sense, PTP is more general than
Hane’s model, where the pipeline system must be represented by a directed tree. As
in Hane’s model, the <ow inside each pipeline is assumed to be unidirectional.
Throughout this paper, we use the term batch to denote the amount of product that
corresponds to a given order. Each batch is de4ned by both its initial position and its
associated destination node. The initial position of a batch may be either a node or
a pipeline. Moreover, PTP assumes that all batches have unitary volumes and that no
batch can be split during its transportation. In general, PTP allows multiple batches cor-
responding to the same order. In this paper, we assume an one-to-one correspondence
between batches and orders. Observe that this assumption makes our lower bounds
stronger since they apply to a more restricted model.
Let L be the set of r batches. Since pipelines must always be full, some batches
must be used to 4ll the pipelines at the end of the schedule. Observe that these batches
are not delivered. Due to this fact, PTP de4nes a subset F ⊂L of further batches that
are not necessarily delivered at the end of a feasible pumping sequence. As a result, a
feasible solution is a pumping sequence that delivers all non-further batches in L−F .
In [7], the problem of 4nding a feasible solution to PTP is proved to be NP-hard,
even if G is acyclic. Moreover, the authors introduce the synchronous PTP (SPTP), a
special case of PTP where all batches in F are initially stored at nodes. The problem
of 4nding a minimum pumping cost solution to SPTP is called SPTOP. In this work,
the authors also introduce the BPA algorithm, that 4nds feasible solutions to SPTP in
polynomial time. If G is acyclic, then these solutions are also optimal for the SPTOP.
In this paper, we analyze the complexity of 4nding minimum makespan solution
to SPTP. This problem is called the Synchronous Pipeline Transportation Makespan
Problem (SPTMP). We prove that, for any 4xed ¿0, there is no 1−-approximate
algorithm for SPTMP unless P=NP, where  is the input size. This result also
holds if the graph G is both planar and acyclic. To prove this result, we propose the
Precedence Pipeline Problem (PPP). In this problem, we are give a special instance
of the SPTMP where two pipeline operations 1 and 2 must be executed. Then, we
must 4nd a feasible solution where 1 is executed not before 2. We also show that
PPP is NP-complete. A preliminary version of this paper was presented in [8].
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Next, we give an overview of our proof for the inapproximability of SPTMP. Let I
be an instance of PPP. First, we prove that PPP is NP-complete. Then, we propose
a construction of another an instance I  of SPTMP by chaining  copies of I . This
construction is such that the operation 2 for the ith copy of I is the same as the
operation 1 for the (i + 1)th copy, for i=1; 2; : : : ;  − 1. Hence, any solution for I 
with makespan smaller than , does not execute 1 before 2 in at least one copy of
I . This provides a certi4cate for I . On the other hand, the construction of I  assures
that it has a feasible solution with makespan O(|I |) whenever I has a certi4cate, where
|I | is the number of bits required to represent I . Our approximation lower bound is
obtained by assigning an appropriate value to  as a function of |I |.
For completeness, we also show that the BPA algorithm can be modi4ed to 4nd
a m-approximate solution to SPTMP, for acyclic graphs. Although this approximation
factor is very high, the lower bound proved in this paper prevents one to do much
better unless P=NP.
This paper is organized as follows. In Section 2, we describe the SPTMP. In
Section 3, we prove our approximability bounds. In Section 4, we present our 4nal
remarks.
2. The SPTMP model
In this section, we describe the SPTMP model. Our description includes its pipeline
system, orders, pipeline contents, allowed operations, and objective function.
2.1. Pipeline system
Let G=(N; A) be a directed graph, where N is the set of n nodes and A is
the set of m arcs. Given an arc a=(i; j)∈A, we say that i is the start node of
a and j is the end node of a. Arcs represent pipes and nodes represent locations.
Each arc a∈A has an associated integer capacity v(a). Moreover, we divide each
arc a into v(a) pipeline positions. We also de4ne the set of all pipeline positions
A′= {(a; l) | a∈A and l∈{1; : : : ; v(a)}}.
2.2. Orders
Let L be a set of r unitary volume batches. Each b∈L corresponds to a transportation
order which is a commitment to deliver b at d(b)∈N . We de4ne a subset F ⊂L that
is called the subset of further batches and, similarly, L − F is called the subset of
non-further batches.
2.3. Pipeline contents
Pumping a batch into a pipeline requires a non-negligible amount of time. How-
ever, we only consider the instants where each arc a∈A contains exactly v(a) integral
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Fig. 1. (a) The contents of a pipeline system; (b) the corresponding graph.
batches. As a result, any solution to this model generates a discrete sequence of states,
where the positions of all batches are well-de4ned.
Let us use pt(b) to denote the position of batch b at state t. If pt(b)= (a; l)∈A′,
then batch b is located at the lth position of arc a at state t. Otherwise, if pt(b)= i∈N ,
then batch b is stored at node i. Furthermore, the content of a given arc a at a given
state t is represented by a list of batches [b1; b2; : : : ; bv(a)]. In this case, bl is a batch
such that pt(bl)= (a; l), for l=1; 2; : : : ; v(a).
As an example, Fig. 1(a) represents the pipeline contents corresponding to the graph
of Fig. 1(b). Observe that the system has two pipelines a1 = (1; 2) and a2 = (1; 3),
whose <ow direction is indicated by the corresponding arcs. The capacities of a1 and
a2 are v(a1)= 3 and v(a2)= 1, respectively. Let us assume that Fig. 1(a) corresponds
to state t. In this case, we have pt(b1)= (a1; 1), pt(b2)= (a1; 2), pt(b3)= (a1; 3), and
pt(b4)= (a2; 1), since the contents of a1 and a2 are, respectively, represented by the
lists [b1; b2; b3] and [b4]. Furthermore, we have pt(b5)=pt(b6)= 1 since both b5 and
b6 are stored at node 1.
At the initial state (state 0), the position p0(b) of each batch b is given. As in the
SPTP, we assume that every further batch b has p0(b)∈N .
2.4. Operations
A solution for the model is a set Q of elementary pipeline operations (EPO), de4ned
as follows. Let a=(i; j) be an arc of G, whose contents at a given state t are given by
the list [b1; b2; : : : ; bv(a)]. Moreover, let b be a batch stored at node i at this moment. An
EPO (b; a; t) is to pump b into a during the time interval [t; t + 1). As a result of this
operation, the contents of a at state t+1 are given by the list [b; b1; b2; : : : ; bv(a)−1] and
bv(a) is stored at the node j. We point out that some EPO’s may be simultaneously
executed. Formally, given two di:erent EPOs (b1; a1; t1) and (b2; a2; t2), if we have
t1 = t2, then we must have b1 = b2 and a1 = a2.
Let q= max{t + 1 | (b; a; t)∈Q}. Q is feasible when the following two conditions
hold:
(1) every batch b∈L− F is stored in node d(b), when the state is q;
(2) for every batch b∈F there is a path in G containing pq(b) and terminating at
node d(b).
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2.5. Objective function
The SPTMP is to 4nd a set Q of EPO’s that has minimum makespan. Hence, the
value of q shall be minimum.
3. Complexity of SPTMP
In this section, we analyze the complexity of SPTMP. Here, we also assume that
the graph G is both acyclic and planar, what makes our lower bounds stronger.
First, let us introduce some terminology. Let us use the term source (tail) node of
pt(b) to denote:
(1) the start (end) node of a if pt(b)= (a; l)∈A′;
(2) the node i, if pt(b)= i∈N .
Moreover, we say that an arc a is allowed to a batch b when there are both a path
from p0(b) to the start node of a and another path from the end node of a to d(b).
Observe that a batch b can be pumped only into allowed arcs.
3.1. Tight instances
Now, let us de4ne a special subset of instances of the SPTMP that we use to prove
our complexity results. We refer to instances in this subset as tight instances.
De nition 1. An instance I of the SPTMP is tight when the following four conditions
hold:
(1) G is acyclic;
(2) for every batch b∈L, there is exactly one path in G connecting the tail node of
p0(b) to d(b);
(3) for every arc a=(i; j)∈A, there are exactly v(a) further batches initially stored
at node i and destined to node j;
(4) there is no other further batch.
For l=1; 2; : : : ; v(a), let us use the notation b(i; j)l to denote the lth further batch
initially stored at node i and destined to node j. Let us refer to these batches as the
=llers of the arc (i; j).
For example, Fig. 2 represents a tight instance of the SPTMP. This 4gure represents
nodes, arcs and arc contents as in Fig. 1(a). The number of each node is inside the
2 31 3 32
Fig. 2. An example of a tight instance of the SPTMP.
344 R.L. Milidi/u et al. / Theoretical Computer Science 306 (2003) 339–351
corresponding circle. Each batch b contained in an arc is labeled inside by d(b). The
two arrows indicate the <ow directions into the arcs. By the de4nition of tight instances,
observe that F = {b(1;2)1 ; b(1;2)2 ; b(2;3)1 }, where p0(b(1;2)1 )=p0(b(1;2)2 )= 1, p0(b(2;3)1 )= 2,
d(b(1;2)1 )=d(b
(1;2)
2 )= 2, and d(b
(2;3)
1 )= 3. Hence, this information is not explicitly rep-
resented in Fig. 2. Throughout this paper, we shall represent tight instances as in this
4gure, that is, with no indication of the corresponding arc 4llers.
Now, we have the following lemma.
Lemma 1. For any feasible solution to a tight instance of the SPTMP, each arc
a∈A must contain all its =llers at the =nal state.
Proof. First, observe that the 4ller of an arc a=(i; j) is initially stored at node i and
destined to node j. Since G is acyclic, we have that this 4ller is not allowed to any
arc other than a. Since all further batches are 4llers in a tight instance, we obtain that
only the 4llers of a can be contained in this arc at the 4nal state. Moreover, we have
exactly v(a) 4llers for each arc a. As a result, every 4ller must be pumped into the
corresponding arc, in order to 4ll it at the 4nal state.
In the instance of Fig. 2, observe that the batch initially contained at the second
pipeline position of the arc (1; 2) must be pumped into the arc (2; 3) before the further
batch b(2;3)1 . The next theorem generalizes this observation to every feasible solution
to a tight instance of the SPTMP.
Theorem 1. Let Q be a feasible solution to a tight instance I of the SPTMP. In this
case, for every batch b∈L − F and every arc a in the path that connects the tail
node of p0(b) to d(b), b must be pumped into a before any =ller of a.
Proof. First, we show that b must be pumped into a. This is true because b must
reach d(b) and a belongs to the only path that connects the tail node of p0(b) to d(b).
Moreover, the last v(a) batches pumped into a are exactly the batches contained in
this arc at the 4nal state. By Lemma 1, these batches must be the v(a) 4llers of a.
Since G is acyclic, no batch can be pumped twice into the same arc. Hence, b must
be pumped into a before any 4ller of a.
3.2. Precedence Pipeline Problem
Here, we prove that, for a given instance I of the SPTMP and two given EPOs
1 and 2, 4nding a feasible solution to I where 1 is not executed before 2 is a
NP-complete problem.
Formally, given an instance I of the SPTMP, two batches Mb1; Mb2 ∈L, and two arcs
Ma1; Ma2 ∈A, the Precedence Pipeline Problem (PPP) is to 4nd a feasible solution Q
to I containing both the EPO’s 1 = ( Ma1; Mb1; t1) and 2 = ( Ma2; Mb2; t2), for some
t1¿t2.
In the next theorem, we prove that PPP is a NP-complete problem by showing
a polynomial reduction from the Vertex Cover Problem (VCP) to PPP. In this proof,
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instances of the PPP that correspond to tight instances of the SPTMP are also referred
to as tight instances.
Given an undirected graph G=(V; E) and a positive integer k¡|V |, the VCP is to
4nd a subset S ⊂V of vertices with |S|6k such that, for all e=(i; j)∈E, either i∈ S
or j∈ S (or both). Here, we consider a special case of VCP (say 3-VCP) where every
vertex degree in G is at most 3. We point out that 3-VCP is also NP-complete [2].
Theorem 2. PPP is NP-complete.
Proof. This proof is divided into four parts. In the 4rst part, we prove that PPP belongs
to NP. In the second part, we present a polynomial reduction from 3-VCP to PPP.
In the third part, we show that a certi4cate to PPP leads to a certi4cate to 3-VCP.
Finally, in the last part, we show that a certi4cate to 3-VCP leads to a certi4cate to
PPP.
Part I: PPP belongs to NP: Let I be an instance of the SPTMP, with a corre-
sponding graph G. Since G is acyclic, 3 for any feasible solution Q to I , each batch
can be pumped into at most m arcs. Hence, Q has no more than rm EPOs. Let I ′ be
an instance of PPP given by I , Mb1; Mb2 ∈L, and Ma1; Ma2 ∈A. Since any certi4cate to I ′ is
also a feasible solution to I , PPP belongs to NP.
Part II: a reduction from 3-VCP to PPP: Next, we show a polynomial reduction
from an instance of 3-VCP represented by both G and k to a tight instance I ′ of PPP.
For the sake of simplicity, the notation used to denote each vertex or edge in G is
also used to denote the corresponding node in G.
Fig. 3(a) shows an example of a graph G. For k =2, Fig. 3(b) shows the correspond-
ing instance I ′ of PPP. Later, we explain the construction of I ′. The initial positions
of Mb1 and Mb2 are represented in gray. The arcs Ma1 = (1; 2), Ma2 = (5; 6) and a6 = (4; 5)
are also indicated. The <ow directions of all pipelines are de4ned by a single arrow.
Finally, this 4gure shows the notation used for each group of non-further batches on
the right side of the pipeline system. Clearly, the graph G that corresponds to the
pipeline system of Fig. 3(b) is both acyclic and planar.
Now, let us consider a general instance of 3-VCP represented by both G=(V; E) and
k, where V = {s1; s2; : : : ; s|V |} and E= {e1; e2; : : : ; e|E|}. We construct a corresponding
tight instance I ′ of PPP as follows:
(1) let N = {1; 2; : : : ; 6}∪ {s1; s2; : : : ; s|V |}∪ {e1; e2; : : : ; e|E|};
(2) create the following arcs in A:
(a) Ma1 = (1; 2) with initial content [b11 ; b
1
2 ; : : : ; b
1
|V |−k ], where d(b
1
j )= 2, for
j=1; : : : ; |V | − k;
(b) (2; si) and (si; 3), for i=1; 2; : : : ; |V |, where:
(i) (2; si) has initial content [b22i−1; b
2
2i];
(ii) (si; 3) has initial content [b3i ];
(iii) d(b22i−1)= ej, d(b
2
2i)= ek and d(b
3
i )= el, where ej; ek ; el ∈E are the three edges
adjacent to si in G;
3 If G has one or more cycles, then whether PPP belongs to NP or not is an open question.
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Fig. 3. (a) An example of a graph G; (b) the corresponding instance I ′ of PPP, for k =2.
(iv) if i has degree $¡3, then the remaining 3−$ batches are destined to the node
3;
(c) (3; ej), for j=1; 2; : : : ; |E|, with initial content [b4j ], where d(b4j )= 4;
(d) (ej; 4), for j=1; 2; : : : ; |E|, with initial content [b5j ], where d(b5j )= 5;
(e) a6 = (4; 5) with initial content [ Mb2; b62; b
6
3; : : : ; b
6
|E|], where d(b
6
2)=d(b
6
3)= · · ·
=d(b6|E|)= 5 and d( Mb2)= 6;
(f) Ma2 = (5; 6), with initial content [b7], where d(b7)= 6;
(3) for each arc a∈A, create the corresponding 4llers;
(4) for i=1; 2; : : : ; |V |, create the non-further batch b0i initially stored at node 1, with
d(b0i )= si.
(5) create the non-further batch Mb1, initially stored at node 1, with d( Mb1)= 2.
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Observe that the previous instance is tight. Next, we use Theorem 1 to show that
any certi4cate to I ′ gives a vertex cover to G with no more than k vertices.
Part III: a certi=cate to PPP leads to a certi=cate to 3-VCP: Let Q be a certi4cate
to I ′. We consider, from the batches b01 ; b
0
2 ; : : : ; b
0
|V |, which ones leave the arc Ma1 before
Mb2 is pumped into Ma2, according to Q. Let us refer to these batches as the selected
batches. Observe that exactly |V | − k batches must stay at Ma1 to keep it 4lled before
Mb1 and the corresponding 4llers are pumped into this arc. Moreover, by Theorem 1,
the 4llers of Ma1 cannot be pumped before Mb1. Since Mb1 cannot be pumped before Mb2 is
pumped into Ma2, we obtain that at most k batches can leave Ma1 before Mb2 is pumped
into Ma2. As a result, we have no more than k selected batches.
Let us refer to the vertices of G that correspond to the selected batches as the
selected vertices. Next, we prove that the set of selected vertices is a vertex cover
of G.
First, observe that at least |E| batches must be pumped into a6 before Mb2 reaches the
start node of Ma2. Moreover, as a consequence of Theorem 1, b51 ; b
5
2 ; : : : ; b
5
|E| are neces-
sarily pumped into a6 before the 4llers of this arc. In addition, a6 is not allowed to any
other batch. Hence, at least one batch must be pumped into (ej; 4), for j=1; 2; : : : ; |E|,
before Mb2 reaches the start node of Ma2. By an analogous argument, we obtain that at
least one batch must be pumped into (3; ej), for j=1; 2; : : : ; |E|, before Mb2 reaches the
start node of Ma2. However, as a consequence of Theorem 1, the 4ller of (3; ej) cannot
be pumped into this arc before any non-further batch b with d(b)= ej. By construc-
tion, for each e=(si; sj)∈E, we have exactly two non-further batches destined to the
node e. These two batches must pass respectively by the arc (si; 3) and the arc (sj; 3)
before reaching node 3. Since (3; e) is not allowed to any other batch, we have that,
for all e=(i; j)∈E, either the content of (si; 3) or the content of (sj; 3) must move
before Mb2 reaches the start node of Ma2. Let S ⊂V be a set containing every index i
such that the content of (si; 3) moves before Mb2 reaches the start node of Ma2, according
to Q. By the previous discussion, we have that S is a vertex cover of G. Moreover, by
Theorem 1, the content of (2; si) must move before the content of (si; 3) moves, for
i=1; 2; : : : ; |V |. By the same theorem, b0i must reach node 2 before that. As a result,
for all i such that si ∈ S, b0i must leave the arc Ma1, before Mb2 reaches the start node of
Ma2. Hence, every vertex in S is a selected vertex. As a consequence, the set of selected
vertices is also a vertex cover of G.
Part IV: a certi=cate to 3-VCP leads to a certi=cate to PPP: If there is a vertex
cover with less than k vertices in G, than a vertex cover with exactly k vertices can be
obtained by arbitrarily inserting other vertices in it. Hence, let us assume without loss
of generality that S = {s1; s2; : : : ; sk} is a vertex cover of G. In this case, we construct
a corresponding certi4cate Q to I ′ as follows:
(1) For t=1; 2; : : : ; |V |, create the EPO (b0t ; (1; 2); t− 1). Since v((1; 2))= |V | − k, b0t
is stored at the node 2 at the state t + |V | − k, for t=1; 2; : : : ; k.
(2) For t=1; 2; : : : ; k, create the EPOs (b0t ; (2; st); t + |V | − k), (b(2; st)1 ; (2; st), t + |V |
− k + 1), and (b(2; st)2 ; (2; st); t + |V | − k + 2).
(3) For t=1; 2; : : : ; k, create the EPOs (b22t ; (st ; 3); t + |V | − k + 1), (b22t−1; (st ; 3);
t + |V | − k + 2), and (b(st ;3)1 ; (st ; 3); t + |V | − k + 3).
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(4) For t=1; 2; : : : ; k, create the EPOs (b3t ; (3; d(b
3
t )); t+ |V | − k +2), (b22t ; (3; d(b22t));
t + |V |+ 2), and (b22t−1; (3; d(b22t−1)); t + |V |+ k + 2). Since S is a vertex cover
for G, at least one batch is pumped into (3; ej), for j=1; 2; : : : ; |E|. Hence, b4j is
stored at node ej, at the state |V |+ 2k + 3.
(5) For j=1; 2; : : : ; |E|, create the EPO’s (b4j ; (ej; 4); |V |+2k+3), and (b(ej ;4)1 , (ej; 4);
|V |+ 2k + 4).
(6) For j=1; 2; : : : ; |E|, create the EPO’s (b5j ; a6; |V | + 2k + 3 + j), and (ba6j ; a6; |E|
+ |V |+ 2k + 3 + j).
(7) Create the EPOs 1 = ( Mb1; Ma1; |E|+ |V |+2k +4), 2 = ( Mb2; Ma2; |E|+ |V |+2k +4),
and (b Ma21 ; Ma2; |E|+ |V |+ 2k + 5).
(8) For t=1; 2; : : : ; |V |−k, create the EPOs (b Ma1t ; Ma1; t+ |E|+ |V |+2k+4). As a result,
b0t is stored at the node 2 at the state t+|E|+|V |+k+5, for t= k+1; k+2; : : : ; |V |.
(9) For t= k + 1; k + 2; : : : ; |V |, create the EPOs (b0t ; (2; st); t + |E| + |V | + k + 5),
(b(2; st)1 ; (2; st); t + |E|+ |V |+ k + 6), and (b(2; st)2 ; (2; st); t + |E|+ |V |+ k + 7).
(10) For t= k + 1; k + 2; : : : ; |V |, create the EPO’s (b22t ; (st ; 3); t + |E| + |V | + k + 6),
(b22t−1; (st ; 3); t + |E|+ |V |+ k + 7), and (b(st ;3)1 ; (st ; 3); t + |E|+ |V |+ k + 8).
(11) For t= k +1; k +2; : : : ; |V |, create the EPO’s (b3t ; (3; d(b3t )); t+ |E|+ |V |+ k +7),
(b22t ; (3; d(b
2
2t)); t+ |E|+2|V |+7), and (b22t−1; (3; d(b22t−1)); t+ |E|+3|V |− k+7).
(12) For j=1; 2; : : : ; |E|, create the EPO (b(3; ej)1 ; (3; ej); |E|+ 4|V | − k + 8).
It can be veri4ed that Q is a certi4cate to I ′, and we are done.
3.3. Approximability lower bound
In this section, we prove our lower bound on the approximability of SPTMP. For that,
we use the following approach. For any instance J of SPTMP, let us use |J | to denote
the number of bits required to represent J . Given an instance of 3-VCP represented
by both G and k, and a corresponding instance I of SPTMP constructed as in the
proof of Theorem 2, we construct an instance I  of SPTMP by chaining  copies of I .
Later, we explain this construction. After that, we prove that, if G has a vertex cover
with no more than k vertices, then I  has a feasible solution with a makespan equal to
t(|I |)=O(|I |). Otherwise, I  has no feasible solution with makespan smaller than . We
also show that |I | is O(|I |). Now, let us consider an |J |1−-approximation algorithm
A that runs in O(|J |c) time, for any instance J of SPTMP and a given constant c.
For = |I |(3=)−1, we have that A 4nds an O(|I |(3=)−3)-approximate solution to I  in
O(|I |3c=) time. Since =t(|I |)=((|I |(3=)−2), if |I | is suNciently large, then A can be
used to decide whether G has a vertex cover with no more than k vertices.
Hence, we have the following theorem.
Theorem 3. For any =xed ¿0, there is no 1−-approximate algorithm for SPTMP
unless P=NP, where  is the input size. This result also holds if the graph G is
both planar and acyclic.
Proof. By the previous discussion, it is enough to construct an instance I  with the
following three properties:
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b(j)
b(j+1)
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I(j+1)
I(j)
I(j-1)
Fig. 4. Connections between the instances I (j−1), I (j), and I (j+1), in I .
(1) if G has a vertex cover with no more than k vertices, then I  has a feasible
solution with an O(|I |) makespan;
(2) if every vertex cover to G has more than k vertices, then I  has no feasible
solution with makespan smaller than ;
(3) |I | is O(|I |).
Now, let I (1); I (2); : : : ; I () be  copies of I . In order to construct I , for each
j=1; 2; : : : ; − 1, do the following 4ve steps:
(1) remove from I (j) the following:
(a) the node 6;
(b) the arc Ma2;
(c) the two batches b7 and b Ma21 ;
(2) connect the two pipeline networks of I (j) and I (j+1) by replacing both node 5 of
I (j) and the node 1 of I (j+1) by a single node;
(3) let the arc Ma1 of I (j+1) be also the new arc Ma2 for I (j);
(4) remove the batch Mb1 of I (j+1);
(5) let the batch Mb2 of I (j) be also the new batch Mb1 for I (j+1);
(6) destinate this batch to the node 2 of I (j+1).
Clearly, I  satis4es property 3. Let us use b(j) and a(j) to denote the batch Mb1
and the arc Ma1 for I (j), respectively, for j=1; 2; : : : ; . Let also b(+1) and a(+1) be
respectively the batch Mb2 and the arc Ma2 for I (). Fig. 4 represents the connections
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between the instances I (j−1), I (j), and I (j+1), in I . In this 4gure, circles represent
nodes, rectangles represent pipelines, and each cloud represents the remaining of the
pipeline network corresponding to each copy of I . In addition, the three batches b(j),
b(j+1), and b(j+2) are gray colored.
Observe that b(j) represents both the batch Mb2 for I (j−1) and the batch Mb1 for I (j), for
j=2; 3; : : : ; . Moreover, a(j) represents both the arc Ma2 for I (j−1) and the arc Ma1 for
I (j). Furthermore, pumping b(j) into a(j) before pumping b(j+1) into a(j+1) is essentially
the same as pumping Mb1 into Ma1 before pumping Mb2 into Ma2, in I . Hence, by Theorem 2,
if every vertex cover to G has more than k vertices, then any feasible solution to I 
pumps b(j) into a(j) before pumping b(j+1) into a(j+1), for j=1; 2; : : : ;  − 1. Observe
that Property 2 of I  immediately follows from this claim.
Now, let Q(j) be a feasible solution to I (j) constructed as in the proof of Theorem
2. If G has a vertex cover with no more than k vertices, then a feasible solution Q to
I  with an O(|I |) makespan is constructed as follows:
(1) for j=1; 2; : : : ; , remove from Q(j) the EPO (b Ma21 ; Ma2; |E|+ |V |+ 2k + 5);
(2) for j=1; 2; : : : ;  − 1, replace both the EPO ( Mb2; Ma2; |E| + |V | + 2k + 4) of Q(j)
and the EPO ( Mb1; Ma1; |E| + |V | + 2k + 4) of Q(j+1) by a single EPO (b(j); a(j);
|E|+ |V |+ 2k + 4);
(3) Q=Q(1) ∪Q(2) ∪ · · · ∪Q().
It follows from this construction that I  satis4es Property 1, what completes our
proof.
3.4. Approximability upper bound
Here, we show that the BPA algorithm [7] can be modi4ed to 4nd a m-approximate
solution to SPTMP, for acyclic graphs.
BPA assumes that every order has a corresponding batch weight. If G is acyclic,
then BPA 4nds a minimum cost solution to SPTMP, where the cost of an EPO (b; a; t)
is equal to the sum of the weights of all batches contained in a during the execution
of this EPO. In this case, both the batch that enters a and the batch that leaves a have
only one half of their weights added to this cost. Moreover, BPA generates EPOs that
are sequentially executed. Hence, the obtained solution has a makespan equal to the
number of generated EPOs.
Now, let us consider that cost of any EPO is exactly one. In this case, we point out
that BPA can still be used to 4nd a minimum cost solution to SPTMP, with minor
modi4cations. Let qˆ be the minimum number of EPOs for an instance I of SPTMP.
Since each arc can execute at most one EPO per time unit, we obtain that any feasible
solution to I has a makespan not smaller then qˆ=m. Moreover, since BPA gives a
solution to I with makespan qˆ, this solution is m-approximate.
4. Final remarks
In this paper, we prove that, for any 4xed ¿0, there is no 1−-approximate al-
gorithm for SPTMP unless P=NP, where  is the input size. In [4], Kann investi-
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gates the class of polynomially bounded minimization problems (Min PB). The author
shows that Min PB-complete problems cannot be approximated within , for some
¿0. Moreover, some of these problems are proved to have the same approximability
bound as SPTMP. Hence, whether SPTMP is Min PB-complete is an interesting open
question.
For completeness, we also give a m-approximate algorithm for the SPTMP, for
acyclic graphs. An interesting open problem is to design an O($)-approximate algorithm
for the SPTMP, where $ is the maximum number of arcs in a simple path of G. Observe
that such algorithm does not con<ict with the previous lower bound.
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