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Abstract 
We extend results due to Blfizsik et al. (1993) on graphs with no induced C4 and 2K2 to the 
self-complementary class of (P5, Ps)-free graphs. Moreover, we obtain an O(eJ 2) x-binding 
function for this last class of graphs, answering thus partially a question of A. Gyfirf~s. 
1. Introduction 
Let ~ be a family of graphs; we shall say that a graph G is ~-free if no induced 
subgraph of G is isomorphic to a graph of ~-. In a recent paper of Bl~zsik et al. [ 1], the 
following theorem is proved. 
Theorem 1.1. A graph G = (V, E) is (C4, 2K2)-free if and only if there exists a partition 
V 1 k.) V 2 ~.3 V 3 with the following properties: 
(i) V1 is an independent set in G. 
(ii) V2 is the vertex set of a complete suboraph in G. 
(iii) I/3 = 0 or I V31 -- 5 and in the latter case V3 induces a 5-cycle in G. 
(iv) I f  V3 ~ 0 then, for all vie Vi, i = l, 2, 3, vt o3¢E(G) and V2vaEE(G ) hold. 
Since a (C4, 2K2)-free graph is a (P5, Ps)-free graph, it is natural to ask whether the 
above result can be extended to this wider class. By excluding P5 and its complement 
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P5 (House graph in the literature), we hope to get some structural properties for this 
class of graphs. In [7] Hoang and Khouzam studied the class of (H, H, D)-free graphs 
(graphs containing no chordless cycle with at least 5 vertices (Hole), no house, and no 
Domino (the graph obtained from the chordless cycle vxv2...v6 by adding the chord 
03V6). If G is (Ps, Ps)-free then it contains obviously no domino, and a chordless cycle 
has length at most five. A (C5, Ps, Ps)-free graph is thus a particular (H, H, D)-free 
graph. In fact, (C5, Ps, Ps)-free graphs are merely a subclass of Meyniel graphs (graphs 
such that any cycle of length greater than 5 has at least wo chords). The strong perfect 
graph conjecture is thus obviously true for (Ps, Ps)-free graphs. Our goal here will be 
to generalize Theorem 1.1 for (Ps, Ps)-free graphs and various results of [1]. As 
a by-product we get an O(to 2) x-binding function for the class of (Ps, Ps) -free graphs, 
an open question of Gyfirffis [6], and related results. 
Throughout this paper n will be the number of vertices of G. The neighbourhood f 
a vertex v is N(v) = {wl vw ~ E(G)}, while N(X) (X ~_ V(G)) is the set of vertices which 
are adjacent o at least one vertex of X, the open neighbourhood of X is the set 
N(X)\X.  Terminology and definitions not given here are taken from [2]. 
2. A generalization of Ps-free graphs 
We shall say that an independent set S(ISI ~ 2) of G is WPk (k >>, 3) if there is no 
induced path on l >~ k vertices having its two ends in S. The class f~k of graphs 
containing a WPk independent set contains the class of Pk-free graphs. In fact we have 
the following theorem. 
Theorem 2.1. A connected graph is Pk-free if and only if every independent set of size at 
least 2 is I, ve  k. 
Proof. If G is Pk-free then every independent set is obviously WPk. Conversely, 
assume that G contains an induced path on I >/k vertices, then any independent set of 
G containing the two ends of this path is not WPk, a contradiction. [] 
For k = 4, this new notion allows us to extend some very well-known results on 
P4-free graphs (or cographs). For example, we have Theorem 2.2. 
Theorem 2.2. Let G be a connected (with at least 2 vertices), l f  S is a WP4 independent 
set then there is a vertex v in V(G) - S whose neighbourhood contains S. 
Proof. Let S = {al,a2 ..... a,} be a WP4 independent set. I fr = 2, since G is connected, 
any path connecting al to a2 has length 2 and we are done. Assume that the result 
holds for any independent set with at most r - 1 i> 2 vertices. Let s be a vertex of 
V(G) - S such that {al, a2 ..... at- 1} -~ N(s), and, in the same way, s' e V(G) - S such 
that {a2,..., at} ~_ N(s'). If s = s', the result holds; we can thus assume that these two 
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vertices are distinct. Ifss' is an edge of G then a~ belongs to N(s') or a, belongs to N(s), 
and the result holds. Then, suppose that ss' is not an edge of G, al is not adjacent o s' 
and a~ is not adjacent to s. Since r >I- 3, a2 is adjacent to s and s', {a~, s, a2, s', a~} induces 
a Ps, a contradiction. [] 
Various results on cographs can be obtained from this property or extended to 
graphs in f~4. In particular let 9~' 4 be the class of hereditary WP4 graphs, that is WP4 
graphs such that any induced subgraph is WP4; then it is an easy matter to verify the 
strong perfect graph conjecture for this class. Recall here that a graph is minimal 
imperfect whenever it is not perfect but any induced subgraph is perfect. A classical 
result on minimal imperfect graphs [8] asserts that there is no even pair (a pair of 
vertices uch that any induced path connecting them has an even length). 
Theorem 2.3. The strong perfect graph conjecture is true for graphs in Jt~4 .
Proof. Assume that G is a minimal imperfect graph in Jr'4. Consider a WP4 indepen- 
dent set. Then any two vertices in this set form an even pair since any induced path 
between them has length 2, a contradiction. [] 
For graphs in f~5 (and thus for Ps-free graphs), there is a natural extension of 
Theorem 2.2. 
Theorem 2.4. Let G be a connected graph (with at least 2 vertices). I f  S is a WP5 
independent set then there is a complete subgraph K in V(G) -S  whose neighbourhood 
contains S. 
Proof. We shall use an induction on the number of vertices r of S: 
S = {al,a2 . . . . .  at}. 
If r -- 2, since G is connected any induced path whose ends are al and a2 has length 
2 or 3, so we are done. Then, suppose r ~> 3. Assume that S' = {al,a2 ... . .  at- l} is 
contained in N(K), where K is a complete subgraph of F(G) - S'. If K contains a,, we 
are done since K - ar is convenient. If a, is adjacent to some vertex of K, this complete 
subgraph K is still convenient for the whole set S. Consider the distance d(a, K) = d 
between a~ and K and let a,, t~ ..... ta be a chain of length d between a, and K (ta ~ K). 
Case 1: d = 2. K' = tl + N( t~)~K is a complete subgraph of V(G) -  S whose 
neighbourhood contains S. Indeed, assume by contradiction that there is a vertex 
a~ c S' which is not adjacent o K'. Since S' _ N(K), we can find a vertex z e K - K' 
such that a~z ~ E(G). But now {a~, z, t2, t~,a,} induces a path of length 4 whose ends are 
in S, a contradiction. 
Case 2: d > 2. In that case ta or {t~, t2} is a complete subgraph of V(G) - S whose 
neighbourhood contains the whose set S. Indeed, assume by contradiction that there 
is a vertex a~ which is not adjacent to t~ and t2. Then a~ is certainly adjacent o a vertex 
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in {t 3 . . . . .  td-1} W V(K). Since ai # t3, we can easily find an induced path of length at 
least 4 between ar and a~, a contradiction. [] 
m 
3. Structural properties of (Ps, Ps) -free graphs 
We need for this section some specific definitions. A vertex is simplicial whenever its 
neighbourhood is complete. A subset S of V(G) which satisfies 2 ~< ISI -< I V(G)I - 1 is 
homogeneous in G whenever every vertex of V(G) - S is adjacent to either all vertices 
in S or to none of them (in other words, for every vertex x in S and every vertex y in S, 
N(x)\ S = N(y)\ S). We shall say that an induced subgraph of a (Ps, Ps)-free graph G is 
a buoy whenever we can find a partition of its vertex set into 5 subsets Ai, i = 1,..., 5 
(subscript i is to be taken modulo 5), such that Ai and Ai+~ are joined by every 
possible edge, while no edges are allowed between Ai and Aj when IJ - il :# 1,4, and 
such that the Ai's are maximal for these properties. A buoy is complete whenever each 
A, 1 ~< i ~< 5, is complete. A graph is trian#ulated if every cycle of length at least 
4 contains a chord. As usual a clique of a graph G will be maximal complete subgraph. 
3.1. On (Ps, Ps)-free #raphs containing a C5 
D 
The first theorem in this section will be analogous to Theorem 1.1 for (Ps, Ps)-free 
graphs (see [4] for a weaker form of this theorem). 
m 
Theorem 3.1. Let G be a connected (Ps, Ps)-free graph havin# at least 5 vertices. I f  
G contains and induced C5 then every C5 is contained in a buoy, and this buoy6is either 
equal to G or a homogeneous set of G. 
Proof. Let C = al a2a3a4a5 be a chordless cycle of length 5. Let Di be the set of 
vertices of G at distance i from C. 
Fact 1. Every vertex in D1 is adjacent o every vertex of C (type 1), or to exactly 
two non-adjacent vertices of C (type 2), or to exactly three consecutives vertices of C 
(type 3). 
Assume that a vertex v e DI is a adjacent o exactly one vertex or exactly two 
consecutive vertices of C, say al or {al,as}. Then {v, al,a2,aa, a4} induces a Ps, 
a contradiction. Assume that v is adjacent o three non-consecutive rtices, say 
{al,aa, a4}; then {v, al, a2, aa, a4} induces a house, a contradiction. Assume now 
that a vertex v e D1 is adjacent o exactly 4 vertices of C, say {al,a2,aa, a4}; then 
{al, a2, v, a4, as} induces a house, a contradiction. 
Fact 2. Let v e D1 be a vertex of type 1; then every vertex w ~ D1 of type 2 or 3 is 
adjacent o v. 
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Indeed, let v and w be two vertices of Da such that v has type 1 and w type 2 or 3 
(say that w is not adjacent o a4 and as). Then {v, al,w, a3,a4} induces a house, a 
contradiction. 
Fact 3. If v e D 2 then every vertex of N(v) ~ D is of type 1. 
Assume that v e D 2 is adjacent to w ~ D~ of type 2 or 3 (say that w is not adjacent to 
a4 and as); then {v, w,a~,as, a4} induces a Ps, a contradiction. 
Let W ~ D~ be the set of vertices of type 1 and let A~ ~ D~ (i is taken modulo 5) be 
the set of vertices obtained by adding to {a~} the set of vertices of type 2 or 3 which are 
adjacent to a~_ ~ and a~+ 1. Each vertex of A~, i = 1 ..... 5, induces a C5 when consider- 
ing the vertices of C distinct from ai. Every vertex of W is adjacent o every vertex 
of A~ (use Fact 2). Moreover any vertex of Ai is adjacent o any vertex of Ai+l. 
Assume to the contrary that x eA~ is not adjacent o yeAi+~ (without loss of 
generality, say i=  1). Then {x, as, a4,a3,y} induces a Ps, a contradiction. Thus, 
A1uA2~A3uAguA 5 is a buoy of G and is a homogeneous part as soon as 
V(G)\AI uA2wA3uA4uA5 is not empty. [] 
m 
Hence, given an induced cycle of length 5, C, of a (Ps,Ps)-free graph G we can 
associate a buoy to it, denoted by ~(C). This buoy is the set of vertices at distance 
1 from C which are not adjacent o every vertex of C. ~ will denote a buoy of G, 
A1, Az, A3,A4, A5 is the associated partition, where Ai, 1 < i < 5, is defined as in the 
proof of Theorem 3.1. Any cycle of length 5, C' -- a'~ a~ a~ a~, a~, with a'i belonging to A~ 
(i = 1 ..... 5), is said to be a generator of ~. 
Theorem 1.1 is now a corollary of our theorem. Before proving this fact we shall 
extend this theorem to an intermediate class of graphs (a class of graphs between the 
(C4,2KE)-free graphs and the (Ps, Ps)-free graphs). 
Theorem 3.2. A connected graph G = (V, E) is a (C4, Ps)-free graph if and only if there 
exists a partition V1 t~ V 2 with the following property: 
(i) V1 induces a triangulated Ps-free subgraph of G (eventually empty or reduced to 
a single vertex). 
(ii) If V2 is not empty then it can be partitioned into distinct complete buoys, each of 
them being a homogeneous part of G whose open neighbourhood is a complete subgraph 
of V~. Moreover there is a complete subgraph of G, contained in VI, whose open 
neighbourhood contains each buoy of G. 
Proof. It can be easily checked that all graphs having partition with properties (i) and 
(ii) are (C4,Ps)-free. To prove the converse statement, assume that G = (I/",E) is 
a (C4, Ps)-free graph. If G does not contain any C5 then G is obviously a triangulated 
graph, i.e. it satisfies the requirement with I/2 = 0. Otherwise consider the buoy 
associated to this 5-cycle. With the notation of the proof of our theorem, each Ai is 
a complete graph (otherwise two vertices of Ai, one of A;+ ~ and one of A~_ ~ induce 
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a C4, a contradiction). Each C5 is thus contained in a complete buoy of G. Since G is 
C4-free, the neighbourhood of such a buoy is certainly complete. If two C5 are 
adjacent hen one is contained in the neighbourhood of the other (since the buoy 
containing the former is a homogeneous part); this is impossible (the neighbourhood 
must be complete). Consider now the set of complete buoys (say ~1, ~2 ..... ~k) of G. 
Let N1, N2 ....  , Nk be their open neighbourhood in G (note that each Ni is in V0. Pick 
any vertex as in each ~;  then S = {al,a2 ..... ak} is an independent set in G. Since G is 
Ps-free, we must find (Theorem 2.4) a complete graph whose neighbourhood contains 
S. This complete graph is certainly contained in the union of all the open neighbour- 
hood of the buoys of G, as claimed. [] 
Proof of Theorem 1.1. It can easily checked that all graphs having partition with 
properties (i)-(iv) are (2K2, C4)-free. To prove the converse statement, assume that 
G = (V, E) is a (2K2, C4)-free graph. G and G satisfy Theorem 3.2. It is clear that G (and 
also (7) contains at most one buoy (otherwise, we can easily find a 2K2). If G has no 
C5, then G and t~ are triangulated, a characterization for split-graphs [3]. If G has 
a C5, let V3 be the complete buoy associated to this cycle, V2 its complete neighbour- 
hood and V1 the set of remaining vertices. I/3 is reduced to this C5, otherwise an edge 
in Ai (with the notation of Theorem 3.1) together with an edge between Aj and A~+ 1, 
[j - iJ ~ 1, 4, is an induced 2K2, a contradiction. V1 is an independent set, otherwise 
an edge in V1 together with an edge in C5 induce a 2K2, a contradiction. [] 
3.2. Some corollaries 
One of the remarkable features of triangulated graphs is that we can find a perfect 
elimination scheme on its vertex set (an ordering on its vertices vl, v2 ..... vn such that vl 
is simpliciai in the subgraph induced by {vi ..... vn}. As an immediate corollary we can 
see that such a graph contains at most n maximal complete subgraphs I-5]. In [1], the 
authors showed that this latter property remains true for (C4,2K2)-free graphs. 
Unfortunately, we cannot extend this property to (Ps, Ps)-free graphs. However, we 
have the following corollary. 
Corollary 3.3. I f  G = (V, E) is a ((74, Ps)-free 9raph, then it contains at most n cliques. 
Proof. Without loss of generality, we can suppose that G is connected. If G is triangu 
lated then we are done. Assume that G contains a Cs. From Theorem 3.2, we know 
that this C5 is contained in a complete buoy. It is easy to see that this subgraph 
contains exactly five cliques (Ai u Ai+ 1, i = 1 ..... 5). Since the open neighbourhood f
a complete buoy is complete, these five cliques extend into exactly five cliques of G. Let 
p be the number of distinct complete buoys of G. We have at most IVll + 5p cliques in 
G, that is at most n since each complete buoy contains at least 5 vertices. [] 
In considering the complementary graph, we immediately get Corollary 3.4. 
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Corollary 3.4. l f  G = (I/, E) is a (2Kz, Ps)-free graph, then it contains at most n maximal 
independent subgraphs. 
It is worth noticing that Corollary 3.3 (3.4) is no longer valid for (2K2, P)-free graphs 
((C4,Ps)-free graphs respectively). Indeed, consider a buoy such that each Ai is 
an independent set. This graph is clearly a (2K2,Ps)-free graph. Since it has no 
triangle, each edge is a maximal complete subgraph; this number is greater than n as 
soon as G is not isomorphic to a C5. 
4. A z-binding function of (Ps, Ps) "free graphs 
Gyitrf~is [6] (see also [1]) showed that any (2K2, C4)-free graph has a chromatic 
number which is upper bounded by co(G) + l (where w(G) is the size of a maximum 
clique of G); this result is an easy corollary of Theorem 1.1. In fact Gyhrf~,s introduced 
the notion of x-binding function of a family of graphs c~, that is a functionfsuch t at 
z(H) ~ f(w(H)) 
for all induced subgraphs H of G e f~. We shall always assume that f is an integer 
function such that f(1) = 1 andf(x) >t x for all x. A family ~ of graphs is said to be 
x-bound if there exists a z-binding function for ~. Let P, denote a path on n vertices 
(n >~ 2); Gyb, rfiis [6-1 showed thatf,(x) = (n - 1) ~- 1 is a z-binding function for the class 
of P,-free graphs. The class of (Ps, Ps)-free graphs is thus clearly z-bound and Gy~irffis 
asked for the order of magnitude of the smallest z-binding function for this class. It 
turns out that we shall obtain a partial answer to this problem in using Theorem 3.1. 
4.1. Transversal of the Cs's, perfection and z-binding function 
m 
By luck, transversal of the Cs's of (Ps, Ps)-free graphs have some nice properties 
that enable us to colour them reasonably. We will use the following fact. 
Lemma 4.1. For any two buoys ~ and ~', we have either ~' ~ ~ '  = 0, or ~ ~_ ~',  or 
9~' ~_~. 
Proof. Assume for the purposes of contradiction that 9~ n :~' # 0, ~\9~' # 0 and 
~ ' \~ ~ 0. Let A be the vertices in ~' at distance one from ~ c~ ~". Similarly let A' be 
the vertices in 9~' at distance one from ~ c~ ~'.  Every vertex in A is universal for ~ '  
otherwise it would be in .~' (Fact 1 of Theorem 3.1). The same holds for A'. This 
implies that A = ~\ (~ n g~'), and that A '= ~\ (~ c~9~'), a contradiction, since 
a buoy cannot be partitioned into two sets X and Y, such that every vertex of X is 
adjacent to very vertex of Y. [] 
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Theorem 4.2. Every minimal transversal T of the Cs's of a (Ps, Ps)-free graph G is such 
that to(T) <~ to(G) - 1. 
Proof. Let G be a (Ps, Ps)-free graph. Let T be a minimal transversal of the Cs's of G. 
In other words, T is a subset of vertices of G, such that every Cs contains a vertex 
which belongs to T. Moreover, as T is chosen minimal, no proper subset of T is 
a transversal of the Cs's. For every vertex x of T there exists a C5 denoted by Cx such 
that T~ Cx = {x}. We call Cx the private C5 of x. T being minimal, every vertex of 
T has a private C5, otherwise we could remove such a vertex from T and still have 
a transversal. We shall prove that to(T) ~< to(G) - 1. Let Q be a maximum clique of T. 
Suppose that IQI = to(G). We are going to show that this assumption leads to 
a contradiction. Consider a vertex x of Q such that the buoy corresponding to Cx is 
minimal (among the buoys generated by private Cs's of vertices of Q). In other words 
the buoy ~'(CA does not contain as a proper subset any other buoy ~(Cy) with y • Q. 
Denote by ~(Cx) = {A l, A2, A3,-44, -45} the buoy of C~, and suppose, without loss 
of generality, that x belongs to A~. The clique Q can meet neither A 3 nor A4, since 
there is no edge between AI and A3 w A4. 
Case 1: The clique Q meets neither AE nor As. Then Q ~ A~ u (N(~(Cx))/~(Cx)). 
Take any vertex y in Aa, y dominates Q, therefore IOl ~< to(G) - 1. 
Case 2: The clique Q meets A2 (similar argument for As). In this case, Q cannot 
meet As. Let z be in Q c~ Az. Cz cannot be included in Az, otherwise the buoy ~(Cz) 
would be contained in ~(Cx), a contradiction with the minimality of ~(CA. Note also 
that A a _~ T, since every Cs obtained from C~ by substituting another vertex of A~ to 
x must intersect T. Therefore Cz cannot meet A~ (Cz is the private C5 of z). The 
cycle C~ must meet N(~(Cx)). The only possibility is that Cz = (z, a, b,c, d), with 
a,d • N(~(C~)) and b,c • G\(~(C~) w N(,~(C~))). Let w be a vertex of C~\x. Then Cs 
obtained from C~ by substituting w to z does not meet T, a contradiction. [] 
m 
Corollary 4.3. A z-binding function f of (Ps, Ps)-free graphs is 
x(x + 1) 
f(x) = - -  2 
Proof. Let G be a (Ps, Ps)-free graph and f a z-binding function of this family of 
graphs. If we remove a transversal T of its C5, then we obtain a perfect graph (as 
pointed before we get a Meyniel's graph). The perfection of G - Timplies that G - T 
can be coloured with to(G) colors while Tcan be coloured in using at mostf(to(G) - l) 
colours. Thus we have 
f(m) ~ m +f (~ - 1), 
leading to 
f (~)~<to+(to - -  1 )+. . .+  1. 
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Hence, we have 
to(to + 1) 
f(to) ~< [] 2 
A sharper bound can be obtained for (2K2, Ps)-free graphs and for (C5, Ps)-free 
graphs. 
Theorem 4.4. A x-binding function f of 2(K2, P s)-free graphs is 
=13;1 
Proof. Let 81 and 82 be two buoys of G. Then we certainly have 81 - N(82)  or 
8z ~ N(Sl). Indeed, any buoy of G is partitioned into 5 independent sets, which 
implies that any two buoys are disjoint or identical. Assume that a vertex v of 82 is not 
in N(81); then any vertex of 81 does not belong to N(82) since the vertices of N(82) 
are universal for 82. The subgraph of G, union of the two buoys 81 and 82, is thus 
introduced, a contradiction. 
Any two buoys of G are joined by every possible dge (see a complementary version 
of Theorem 3.2). 
In any buoy, pick any independent set of the associated partition and let T be the 
union of these sets. Tis a transversal of the Cs of G. G\ Tis perfect and can be coloured 
with to(G) colours. Tis a complete multipartite graph. A maximum clique of Thas size 
at most to(G)/2 (since the subgraph of G induced by a set of edges obtained in choosing 
exactly one edge in any buoy of G is complete). This leads to the announced z-binding 
function. [] 
Similarly we have an analogous result for (C4, Ps)-free graphs. 
Theorem 4.5. A x-bindinff unction f of (Ca, Ps)-free graphs is 
Proof. A (C4, Ps)-free graph G has its complement (~ which is (2K2,/~5)-free. A buoy 
8 of G transforms into a buoy ~ in t~. That means that any two buoys in G are 
disjoint or identical, and there are no edges at all between them. Moreover a buoy of 
G is partitioned into 5 complete subgraphs. If we consider the set T of vertices of 
G obtained in choosing the smallest subset of the partition of each buoy, each 
component of T is complete and has size at most to/2. We obtain thus a colouring of 
G\T into to(G) colours and a colouring of T into o9/2 colours, leading to the 
announced bound. [] 
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It is worth noticing that the x-binding function obtained in Theorem 4.4 is 
certainly the smallest possible. Consider indeed the (2K2, Ps)-free graph Gm obtained 
from a complete graph Km by deleting the edges ofLm/5 ] vertex disjoint C5. We have 
tO(GSk ) = 2k and z(Gsk)= 3k. On the other hand, for Theorem 4.5, we have no 
'sharp' example. However, consider the (C4, Ps)-free graph obtained from a complete 
buoy, where ach associated Ai is a complete graph on k vertices, joined by every edge 
to a complete graph on k vertices. Then this graph has chromatic number [7k/2 ~ and 
clique number 3k. 
Our purpose now is to show that there are no linear x-binding functions for the 
whole class of (Ps, Ps)-free graphs. 
Theorem 4.6. Let G be a (Ps, Ps)-free graph isomorphic to a buoy with associated 
partition At, Az, A3,A4,A 5. Assume that z(Ai) = p (i = 1, ..., 5). Then z(G) = ~p/2-~ 
Proof. We shall prove first that z(G) ~< F5p/27. Let us colour A~ in using a set C1 of 
p colours and A2 with a set C2 ofp new colours (from the definition of a buoy we have 
certainly C1 c~ C2 = O). Let us colour now A 3 in using Lp/2J colours from Cl and 
Fp/27 new colours of C3. In the same way, we colour A5 in using Lp/2A colours form 
c2 and the ~p/2] colours of C3 (which is possible since A3 and A5 are not adjacent). 
Finally we can colour A4 with the rp/2] remaining colours of C~ and the ~p/2] 
remaining colours of C2. Conversely, let us show now that z(G) ~> l-5p/2-~ Consider an 
optimal colouring of G, that is a colouring in z(G) colours. Let C1 be the set of colours 
appearing in A~ and C2 these of A2 (as before C~ c~ C2 = 0). Without loss of 
generality, we can suppose that Ifd = p (IC21 = p), Otherwise consider acolouring of 
A1 which uses only p of the colours of C~ (since z(Al) = P). If the colours which do not 
appear now in A 1 do not appear anywhere in G, that means that our initial colouring 
of G was not optimal, acontradiction. Let Y~ be the set ofcolours of C~ which appear 
in A3, X~ those appearing in A4. Similarly Y2 and X2 are defined for colours of C2 
appearing respectively in A5 and A4. Finally let R3, S 3 and T3 be the 'new' colours of 
A3, A, and As. 
We clearly have 
IY21 + IT3[ ~>p, 
[YJ[ + IR3I >~ p, 
IXll -I- IX2I -t- ISal ~ p, 
since each A~ has chromatic number p. On the other hand 
IX11 + IYll ~< P, 
IX2[ + [Y2I ~< P. 
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From these five inequalities we get 
IRal + IS31 + IT3[ >~ p. 
Since the colours of T3 and R 3 may be identical, we have 
IRa1 + IS3[ >~IPl • 
Hence we need at least 2p + rp/27, that is at least r5p/27 colours for an optimal 
colouring of G, as claimed. [] 
This result allows us to construct (Ps,/55)-free graphs whose chromatic number is 
not linear with the clique number. Indeed let G1 be the cycle on 5 vertices. Gk+l is 
obtained from Gk, in forming a buoy where each associated set Ai is Gk: We have 
~(Gk) = 2 k and X(Gk) >~ (~2) k.
4.2. An O(n 4) algorithm to colour in O(to 2) colours a (Ps, Ps)-free-graph 
To colour a (Ps,/~5)-free graph G, we will proceed by recursion on the number of 
vertices. First we find a minimal transversal of the Cs's of G, T. Then we colour 
recursively T, and G\ T. Here is a procedure to find a minimal transversal. 
Procedure transversal (input: G; output: T); 
begin 
Search for a homogeneous set H in G. 
if G does not contain any homogeneous set then 
(*According to Theorem 3.1, either G is a C5, or G is Meyniel*) 
if G is reduced to C5 then T:= any vertex of G 
else (*G is Meyniel*) T: = 0 
endif 
else (*G contains a homogeneous set H*) 
Let G' be the graph obtained by contracting H into a vertex h; (* The graph G' 
is (Ps, Ps)-free, recursively we obtain a minimal 
transversal 7" of the Cs's of G'*) 
Transversal (G', T'); 
if h • T' then T': = H u T' (* a minimal transversal for G*) 
else (*h ¢ T'*) 
begin 
transversal (H, T"); 
T:=T"wT '  
end 
endif 
endif 
end transversal 
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Finding a homogeneous set can be done in #(n 2) (see [9-1). There are d~(n) recursive 
calls of transversal, and thus its total time complexity is d~(n3). Finding a colouring of 
G is thus obtained in d~(n 4) operations. 
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