We use the Decomposition Theorem to derive several generalizations of the Clemens-Schmid sequence, relating asymptotic Hodge theory of a degeneration to the mixed Hodge theory of its singular fiber(s).
Introduction
This paper initiates a series of articles on the relationship between the asymptotic Hodge theory of a degeneration and the mixed Hodge theory of its singular fiber(s). In this first installment, we concentrate on what may be derived from the Decomposition Theorem (DT) of [BBD82] in the setting of mixed Hodge modules [Sai90, dCM05] , including several variants of the Clemens-Schmid (C-S) exact sequence [Cle77, Sch73, Mor84] and basic results on the vanishing cohomology. In a forthcoming sequel [KL19] , referred to henceforth as Part II, we investigate the vanishing cohomology in further detail, and give several applications to geometric degenerations.
The period map is the main tool for studying the moduli spaces of abelian varieties, K3 surfaces [Sha80, Loo03] , and related objects such as hyper-Kähler manifolds [Huy12, KLSV17] and cubic 3-folds and 4-folds [Voi86, LS07, Laz10, ACT11]. What these "classical" examples have in common is a "strong global Torelli" property, to the effect that the period map embeds each moduli space as an open subset of a locally symmetric variety. This facilitates the comparison, or even an explicit birational correspondence, between Hodge-theoretic (i.e. toroidal [AMRT10] and Baily-Borel) compactifications and geometric ones (such as KSBA or GIT compactifications); see for example the series of papers [Laz16, LO16, LO17, LO18] . A program led by Griffiths, with contributions of many people (including the authors), During its writing, MK was supported by NSF Grant DMS-1361147; RL was supported by NSF Grant DMS-1361143 and DMS-1254812. aims to extend the use of period maps in studying moduli to the "nonclassical" case, especially surfaces of general type with p g ≥ 2 and Calabi-Yau threefolds, with the premise that this strong connection between compactifications should remain (e.g. see [GGLR17] ). In particular, the geometric boundary (suitably blown up) carries variations of limiting mixed Hodge structures on its strata, which in principle yield period maps to Hodge-theoretic boundary components. The challenge is thus to compute these LMHS, and their associated monodromies, as well as possible from the geometry of the (singular) fibers over the geometric boundary.
There are two main parts to this challenge. The first is to compute the MHS on the singular fibers and relate this to the invariant cycles in the LMHS. For the ideal topological set-up, that of a semistable degeneration X f → ∆ over a disk with singular fiber X 0 , a piece of the Clemens-Schmid sequence says that
is an exact sequence of MHS, with im(µ) pure of weight k (and level ≤ k −2). While this is a very strong statement, the natural degenerations occurring (say) in GIT or KSBA are rarely semistable, and difficult to put in this form via semistable reduction. Indeed, the philosophy of MMP is that, for sufficiently "mild" singularities on X and X 0 , we need not carry out SSR, as illustrated by papers from [Sha79, Sha80, Sha81] to [Laz10, KLSV17] . In accord with this principle, we have largely focused this paper on various generalizations of Clemens-Schmid, starting with the simple observation (cf. Theorem 5.1 and (6.2)) that (1.1) remains valid for smooth X and projective f , regardless of unipotency of monodromy or singularities of X 0 . One illustrative consequence, deduced in Corollary 9.9 and Theorem 9.11, is that when X 0 has rational singularities, we have Gr 0
T ss , where T = T un T ss is the Jordan decomposition of the monodromy into unipotent and (finite) semisimple parts.
For singular total spaces, there are "clean" versions of Clemens-Schmid only for semisimple perverse sheaves (5.2) (including intersection cohomology (5.6)). For us, the importance of semisimplicity with respect to the perverse t-structure was driven home by [BC18] , and we explain in Example 7.1 how this typically fails for Q X [d X ] even when it is perverse. So the versions for usual cohomology with X singular are necessarily more partial, as seen in the context of base-change and log-resolutions (8.4), quotient singularities (8.8), and MMP-type singularities (results in §9). Finally, in Theorem 10.3 we arrive at an analogue of Clemens-Schmid for the simplest kinds of multiparameter degenerations (smooth total space, snc discriminant divisor), including for instance those termed semistable by [AK00] .
The second main aspect to determining the LMHS of a 1-parameter degeneration (without applying SSR) is to tease out of the geometry of X 0 those aspects which are invisible to H * (X 0 ). Here the main tool (for X → ∆) is the Milnor sequence
where H k van (X t ) denotes H k+d X −1 of the vanishing cycle sheaf p φ f Q X [d X ] on X 0 . (In the case of an isolated singularity, this is a fancy way to put a MHS on the reduced cohomology of the Milnor fiber [Mil68] .). Basic results on this vanishing cohomology are proved in Propositions 5.2 and 6.3 and Theorem 6.4 here. These are but a small taste of what will be the main topic in Part II of our study, in which tools such as mixed spectra and the motivic Milnor fiber are used to compute H * van for various singularities arising in GIT and MMP.
Of course, there is a vast literature on the subject of relating the cohomology and singularity theory of X 0 with the limit cohomology (e.g. [Cle77] , [Ste77] , [Sha79] , [Kul98] , [Sai90] , [dCM05] , [DL98] , [KK10] , [DS14] ). Our purpose in this series is to survey, adapt, and (where possible) improve this for degenerations that occur naturally in the geometric context. Beyond relating geometric and Hodge-theoretic compactifications of moduli, we anticipate applications to the classification of singularities and KSBA (or semistable) replacements of singular fibers occurring in GIT, as well as to limits of normal functions in the general context of [dADI + 17].
Motivation: why the DT?
For any projective map f : X → S of quasi-projective varieties over
) may be described in terms of kernels of restrictions to (special) subvarieties of S [Ara05]. Hence when K • has the structure of a MHM, L • is a filtration by sub-MHS.
However, we would prefer to have more than just a filtration. Recall the following classical result of Deligne [Del68]:
Theorem 2.1. If X and S are smooth, f is smooth projective (of relative dimension n), and K • = Q X , then (2.1) degenerates at E 2 .
Proof. Let h denote a (relative) hyperplane class. Writing E p,n−k r,prim := ker{E p,n−k r −→ ∪h k+1 E p,n+k+2 r } and assuming d 2 = · · · = d r−1 = 0 ( =⇒
commutes for each k ≥ 0; and so d r | prim = 0. Since fiberwise hard Lefschetz yields
As an immediate corollary, this produces a noncanonical decomposition
into MHS, which includes an easy case of the global invariant cycle theorem. Neither the description of the graded pieces of L • nor its splitting in (2.3) may be valid when X , S, or f is not smooth.
Example 2.2. Let Y → P 1 be an extremal (smooth, minimal) rational elliptic surface with (zero-)section σ. By Noether's formula,
and we letŶ β → Y be the blow-up at a nontorsion point p on a smooth fiber Y 0 , with P = β −1 (p) ∼ = P 1 . Contracting the proper transform Y 0 of Y 0 yields an elliptic surface X π → P 1 with isolatedẼ 8 singularity q ∈ X 0 ( ∼ = P ) = π −1 (0), sinceŶ 2 0 = −1. First consider the Leray spectral sequence for ρ :Ŷ → X . This has E 2 -page
and H 2 (Y) both have Hodge numbers (0, 10, 0).) On the other hand, the Leray spectral sequence for π takes the form
with d 2 zero. We have H 2 (R 0 π * Q) = Q(−1) (generated by the class of a smooth fiber), H 1 (R 1 π * Q) ∼ = H 1 (Y 0 ), and H 0 (R 0 π * Q) ∼ = Q(−1) ⊕9 . The latter is generated by 8 components of fibers other than X 0 , and
gives the (nontorsion) extension class of [κ] by H 1 (Y 0 ) in H 2 (X ), and hence of Gr 0 L by Gr 1 L . Of course, Poincaré duality also fails for H 2 (X ). As we shall see, one gets better behavior on all fronts by using perverse Leray filtrations and intersection complexes.
Perverse Leray
In what follows, we take f : X → S to be a projective morphism of complex algebraic varieties (of relative dimension n = d X − d S ), or the restriction of such to an analytic open subset of the base. Let
c (X (an) ) be a complex of sheaves of abelian groups which is constructible with respect to some stratification S. We assume that K • is semisimple (relative to the perverse t-structure) and of geometric origin; this implies that K • is rat of a sum of shifts of polarizable Hodge modules. We state the Decomposition Theorem (DT) in the following form:
as (up to shift) perverse sheaves [resp. polarizable Hodge modules], for some local systems
(ii) If h is the class of a relatively ample line bundle on X and K • is perverse, then multiplication by h j induces an isomorphism
(ii) In the key special case where
In view of [Sai90] , we still have Theorem 3.1(a) in this case when we relax the hypotheses on f : X → S to: f proper, X Fujiki class C (dominated by Kähler).
(iii) Although Q X [d X ] is perverse as long as X has local complete intersection singularities, it may not be semisimple (and the DT may not apply). See Example 7.1 below.
Remark 3.3. When X → S = PH 0 (X, O(L ⊗m )) (L ⊗m very ample) is the universal hypersurface section of a smooth 2D-fold X, the perverse weak Lefschetz theorem [BFNP09, Thm.. 5.2] says that V j d = 0 unless
This plays a key rôle in producing singularities in normal functions associated to D-dimensional cycles on X.
Taking hypercohomology of (3.1) yields a decomposition
) on the level of mixed Hodge structures. The perverse Leray filtration induced by
We now look at immediate consequences of the DT for families over a curve and resolutions of isolated singularities.
DT over a curve: nearby and vanishing cycles
Consider the scenario
where d S = 1 ( =⇒ d X = n + 1), S is smooth, X U and S| X U are topologically locally constant (e.g. equisingular) over U , and K • is perverse (in addition to being semisimple of geometric origin). For each j, we have
where V j (K • ) = R j−1 f s * K • | X U are local systems/VMHS and W j σ (K • ) are vector spaces/MHS. Note that by X σ (and later, X 0 ) we always mean the reduced special fiber, since we are working with complex analytic spaces.
Writing t for (the composition of f with) a local coordinate on a small disk ∆ σ ⊂ S about σ, the associated nearby and vanishing cycle functors sit in distinguished Milnor triangles Mas16] . Applied to K • , each morphism in the triangles yields a morphism of MHM, with the exception of var: here one needs to break ψ t K • and φ t K • into unipotent and non-unipotent parts for the action of T σ , 2 whereupon var u : φ u t → ψ u t (−1) and var n : φ n t → ψ n t induce MHM maps.
Next, setting V lim (K • ) := ψ t  * V (K • ), we have the monodromy invariants V lim (K • ) Tσ := ker(T σ − I) and coinvariants V lim (K • ) Tσ := coker(T σ − I). By the DT, we compute
for the special fiber cohomology and
for the special fiber "homology", where we used ı *
for the limiting cohomology and (4.7)
for the vanishing cohomology. These spaces carry natural MHSs with morphisms induced by the MHM-maps above; we can either break var : H van,σ (K • ) → H lim,σ (K • ) into unipotent and non-unipotent parts, or regard it as a map of Q-vector spaces -one whose composition var • can ∈ End Q (H lim,σ (K • )) with can yields T σ − I. While not a morphism of MHS, the kernel [resp. cokernel] of the latter is a sub-[resp. quotient-] MHS of H lim,σ (K • ). It remains to better understand H van,σ (K • ) and W j σ (K • ). For any (not necessarily semisimple) perverse sheaf P • on S, sub-resp. quotientobjects of P • supported on {σ} correspond to ker(var) resp. coker(can)
Finally, consider the composition (4.10)
in which both maps are the identity on W −1 σ (K • ) (and zero on the other summand). If X ∆σ = f −1 (∆ σ ) and p ∈ ∆ σ \{σ}, then (4.10) is really just the map
the composite is the same if the middle term is replaced by H (X ). Defining the phantom cohomology at σ by
we therefore have
Denote gy := I * σ • I σ * in the sequel.
DT over a curve: consequences
Continuing for the moment with K • ∈ MHM(X ) semisimple of geometric origin (but otherwise arbitrary), there are a couple of different ways to relate the special fiber cohomology and the limiting cohomology. The immediate consequence of the first triangle of (4.3) is the
which is useful whenever one has methods to compute φ t K • , a subject taken up in Part II.
Also evident from the identifications in §4 is the Clemens-Schmid sequence
which does away with the vanishing cohomology. (The local invariant cycle theorem expressed by surjectivity of sp can be seen more briefly by just taking stalks on both sides of (4.2).) There are two amplifications that make (5.2) more useful: first, one can extend it to a longer sequence of MHS by using the unipotent parts:
In addition to these local results, we mention one consequence of a global flavor: the generalized Shioda formula, which for S a complete curve reads
where we remark that the last term ∼ = H 0 (U, V k−1 (K • ))(−1). On the other hand, if S is a quasi-projective curve, the last term is simply omitted. In either case, H k (X , K • ) surjects onto the first (i = −1) term, i.e. the global invariant cycle theorem holds. Now we specialize to the case K • = IC • X , noting (in light of Remark 3.2(ii)) that we can relax the hypotheses on f, X , S somewhat if we ignore the hard Lefschetz statements. By considering that IC • X | X sm = Q X sm [n + 1] on the smooth part of X (to get the degrees right), one
and note that there are morphisms (of MHS) from H k+n (
Note that ker(can) = IH k lim,σ (X t ) Tσ , and (5.5) splits at all but the IH lim terms.
If X is smooth, then IC • X = Q X [n+1] and we simply replace IH resp. IH f everywhere by H resp. H f , except for the parabolic cohomology group IH 1 (S, H k−1 f ) in (5.8). The rank of the latter may be computed by the Euler-Poincaré formula, which reads
⊕V v is the splitting into fixed (constant) and variable parts for the local system underlying a PVHS. Next, for the two exact sequences of MHS we have:
Theorem 5.1. For X smooth, the Clemens-Schmid sequence reads
Proof. These follow directly from (5.5)-(5.6) since X σ is a deformation retract of X ∆ .
Finally, we record two important facts about the terms in these sequences:
Proposition 5.2. For X smooth and d sing := dim(sing(X σ )):
Hence in the hypercohomology spectral sequence
Remark 5.3. More generally, part (ii) and (5.11) hold (for H k van only) if X has local complete intersection singularities since then Q X [n + 1] is still perverse. (Note that dim(sing(X )) ≤ d sing .) This is because the derivation of (5.1) made no use of the Decomposition Theorem.
DT over a curve: first examples
If X is smooth and X σ has only isolated singularities (d sing = 0), then by Proposition 5.2(ii) the Milnor sequence becomes We illustrate (6.1)-(6.2) for two simple examples, then relate H van to "tails" appearing in the semistable reduction process.
Example 6.1. Let X f → P 1 be a smooth minimal elliptic surface with section, and singular fibers of types 2I 1 , I * 6 , II, and IV * (e.g., obtained from base-change and quadratic twist of the elliptic modular surface for Γ 1 (3)). These have m σ = 1, 11, 1, resp. 7 components, with H 2 ph,σ ∼ = Q(−1) ⊕(mσ−1) ; and deg(H 2 f,e ) = 1 12 (2 · 1 + 12 + 2 + 8) = 2 =⇒ X K3. In (5.8), the end terms are generated by the class of the (zero-)section and a fiber, while IH 1 (P 1 , H 1 f ) has rank 4 hence Hodge numbers (1, 2, 1). (This rank comes either from Euler-Poincaré or from subtracting the Picard rank ρ = 2 + (m σ − 1) = 18 from 22.)
The Hodge-Deligne diagrams for the first three terms of (6.1) (n = 1) are well-known for each of these four degenerations. We display them in Figure 6 .1, writing numbers for h p,q = 1, eigenvalues = 1 of T ss σ in braces, and N := log(T un σ ). are zero, and the first three terms of (6.1) (n = 2) are displayed in Figure 6 .2. If X ∆ is the (singular) base-change by t → t 6 , then these terms are unchanged except that the action of T ss trivializes -which means that (5.10) now fails. (As we shall see explicitly in Example
On the other hand, performing a weighted blow-up of f + t 6 = 0 at the origin yields the semistable/slc model
is an elliptic curve and the "tail" E = {f + t 6 = 0} ⊂ P[1 : 1 : 2 : 3] a del Pezzo surface of degree 1 (ρ = 9). As we have seen in Example 2.2, the extension class of H 2 (X 0 ) by H 1 (E) in
in H 2 (X 0 )) can be nontorsion. However, that of ker(H 2 (E) → H 2 (E)) by H 1 (E) is torsion due to the eigenspace decomposition under the original T ss and the fact that we have not altered H 1 lim in (6.2). This will change if we take a more general pullback of the form t 6 + a 5 t 5 z + t 4 (a 4 z 2 + b 4 y) + · · · + x 2 + y 3 + z 6 + λxyz = 0, as then t → ζ 6 t no longer induces an automorphism of H 2 (E, E).
We briefly explain how the relation between the "tail" (E, E) and the vanishing cohomology generalizes for isolated singularities. Consider the scenario
First we look at the case of E, E irreducible and smooth: Proposition 6.3. As a mixed Hodge structure, H k van (X t ) is the reduced cohomologyH k (E\E), and this vanishes for k = n.
using the fact that p ψ t (α) is an isomorphism;
since the base-change doesn't affect the Milnor triangle; and
where we used the fact that p φ t of the constant sheaf is Q(−1)[−2] at a node (Example 6.1). It is immediate that
which being perverse must vanish outside degree 0.
In the more general case where E is a union of smooth {E i } e i=1 , H k van (X t ) is still 0 for k = n by Proposition 5.2(ii), but H n van (X t ) is not as straightforward as in Proposition 6.3. To see what one can say,
−→ Y 0 , and µ := dim(H n van (X t )) for the Milnor number. Theorem 6.4. (i) The associated graded
We shall see in Part II that for a semistable fiber at t = 0,
The rest of the proof of Prop. 6.3 is unchanged, and so
giving (i). This also shows that χ(H * van (X t ))+1 (= (−1) n µ+1) is given by
which yields (ii).
While H n van (X t ) in our setting (6.3) can in general have weights from 0 to 2n, Theorem 6.4(i) makes it clear that the graded pieces are directly related to strata of the tail, while (ii) is a close cousin of the theorem of A'Campo [A'C75]. The proof of (i) actually yields a more precise computation of Gr W • H * van related to the "motivic Milnor fiber" of [DL98] , and which we shall use systematically in Part II.
Example 6.5 (see also [LO17, Sect. 6] ). Suppose X 0 has a Dolgachev singularity of type E 12 , viz. f ∼ x 2 + y 3 + z 7 locally. Taking κ = 42 yields (for X) t 42 + x 2 + y 3 + z 7 = 0, whose weighted blow-up produces a singular fiber X 0 ∪ E with X 0 ∩ E ∼ = P 1 p 1 , p 2 , p 6 and X 0 , E having A k singularities at p k . After a toric resolution, we arrive at the SSR Y, with E 1 = E a K3 surface and E 2 , . . . , E 10 toric Fanos; E 1 meetsX 0 and each E i=2,...,10 in a P 1 , and H 2 (E * 1 ) has Hodge numbers (1, 10, 1). The other E * i are all G 2 m or G m × A 1 , so have χ = 0, which yields µ = χ(E * i ) − 1 = 12; indeed, H 2 van (X t ) is just H 2 (E * 1 ) = H 2 tr (E 1 ) in this case. The moral is that toric components of E arising from resolving canonical singularities (here the threefold A 1 + A 2 + A 6 singularities) won't complicate the result much beyond the case of E smooth. A general reason for this is given by Prop. 8.3 below.
DT for an isolated singularity
LetX π → X be the resolution of an isolated singularity p ı → X with exceptional divisor E (not assumed smooth or normal-crossings). With d := dim(X), (3.1) specializes to
where the stalk cohomologies of the intersection complex H j (ı * IC • X ) [resp. H −j (ı ! IC • X )] vanish for j > 0. Writing N E for the preimage of a ball about p, we apply H j • ı * [resp. H −j • ı ! ] to (7.1) to find
Example 7.1. Specialize the scenario (6.3) to f a family of elliptic curves with cuspidal (type II) fiber X 0 , and κ = 6. The local equation of X at p is then x 2 +y 3 +t 6 +· · · , i.e. anẼ 8 (simple elliptic) singularity, withX 0 ∼ = P 1 and E a CM elliptic curve. We have Rπ * Q Y [2] IC • X ⊕ ı * Q(−1) and a short-exact sequence
where everything is supported on p. But T 6 acts trivially (since the eigenvalues of T are ζ ±1 6 , cf. Example 6.1), while can is onto, a contradiction. (Alternatively, one could take the long-exact hypercohomology sequence of (7.3) and observe that the connecting homomorphism δ : IH 1 (X) = H −1 (IC • X ) → H 1 (E) is an isomorphism in view of (5.6).) More generally, the argument shows that sequences like (7.3) are non-split if the order of a nontrivial eigenvalue of T ss divides the basechange exponent κ. In particular, this applies to the sequence 0 → ı * H 2 (E\E) → Q X [3] → IC • X → 0 implicit in Example 6.2. As an immediate consequence of (7.1)-(7.2), we find that
Now suppose that X = X 0 appears as the singular fiber in a family X → ∆ with n = d and X smooth (and write E ⊂X 0 π X 0 for the exceptional divisor). For k < n, C-S/Milnor gives
, which is pure since T acts by the identity. So for 1 < k < n, in the exact sequence
Of course, our assumption implies that p is a hypersurface singularity, so that Q X 0 [d] is perverse; (7.5) can then also be derived from the resulting exact sequence 0 → ı * W → Q X 0 [n] → IC • X 0 → 0 (in fact, we only need an isolated l.c.i. singularity here). The C-S/Milnor sequences' real strength is in using the smooth fibers' cohomology to further constrain those of X 0 and E.
Cyclic base-change and quotients
We return to a scenario analogous to (6.3), but where the singularities need not be isolated. Begin with a flat projective family f : X → ∆ with Ξ := sing(X 0 ) ⊇ sing(X ) ( =⇒ f −1 (∆ * ) = X \X 0 smooth), and recall that for us X 0 = ∪D i is the reduction of the divisor (f ) = κ i D i , κ i ∈ Z ≥0 . For lack of a less self-contradictory terminology, we shall say that X has reduced special fiber if all κ i = 1; this implies in particular that X 0 is Cartier.
Let g : X → ∆ be a second family with a finite surjective morphism ρ : X → X over a cyclic quotient t → t κ ; and fix log resolutions Y , Y of (X , X 0 ), (X , X 0 ) to have a diagram
Writing X , Y, etc. when we want to make a statement independent of the decoration, we assume that the log resolutions π are isomorphisms off X 0 and write Y 0 =X 0 ∪ E. Denote the monodromies by T := T 0 = T ss 0 e N 0 and T = T κ 0 .
8.1. Cyclic base-change . An important special case of (8.1) is where:
• ρ is the base-change, so that X 0 = X 0 =: X 0 ;
• Y is the semi-stable reduction of X (so κ must satisfy (T ss 0 ) κ = I); and • X (hence X ) has reduced special divisor.
In this case the SNCD Y 0 =X 0 ∪ E, withX 0 X 0 birational. When X (= X or X ) is not smooth (though we continue to assume X \X 0 smooth), we would first like to "quantify" the failure of the local invariant cycle theorem for X .
Begin with the diagram of split short-exact sequences
By the decomposition theorem for Y X , the curved arrows are split injections as well. Clearly then
are independent of choices (of whether X = X or X , and of Y).
T exhibits the MHS IH k (X ) as a "lower bound" on the cohomology of any resolution.
On the other hand, the monodromy invariants H k lim (X t ) T are certainly not independent of the choice of X , and so the cokernel of sp in (8.2) cannot be. In view of the exact sequence
Accordingly, the replacement for Clemens-Schmid in this general context becomes
Specializing a bit more, suppose the pre-base-change family X is smooth:
8.2. Cyclic quotient singularities. Rather than obtaining X from X , we may wish to define X := X /G, where G = g ∼ = Z/κZ acts nontrivially on X 0 . In this case, X will essentially never be smooth or have reduced special fiber. Nevertheless, it is always true (no need to assume X smooth; cf. [Bre72, Th. III.7.2]) that
We have g * ∈ Aut(H * (X 0 )), T ∈ Aut(H * lim (X t )), T ∈ Aut(H * lim (X t )), and H * lim (X t ) = H * lim (X t ) =: H * lim . One may perhaps know g * and T , and wish to determine T : for instance, if the quotient has been used to form a singularity of higher index (on X 0 ) from one of index 1 (on X 0 ). To that end we have the following Proof. If we analytically continue a basis {C i } ⊂ H * (X t ) to H * (X ζκt ), then writing g(C i ) (call this g * ) in terms of these translates is just g * on the "global" cycles and corresponds to clockwise monodromy "downstairs" (in t κ ). The local-system monodromy T on cohomology is the transpose of the latter (cf. [DS14] ): so T = t g * = g * , and g * | H * (X 0 ) = g * . Now suppose X is smooth. Since Clemens-Schmid (5.10) holds for X , taking G-invariant parts exactly gives
(As quotient singularities, those of X are rational [KM98] , but the results of §9 for rational singularities are weaker than this.) Further, it is often possible to deduce T from g * and T in this case. The action of T = (T ss 0 ) κ e κN 0 on H * lim extends to one of sl 2 × (T ss 0 ) κ , compatibly with the Deligne bigrading H * lim,C = ⊕ p,q (H * lim ) p,q . Accordingly, it suffices to determine the choice of
is the k th (resp. th ) cyclotomic polynomial, and so the issue is to compute the {n } given {m k }. The point here is that since H * (X 0 ) = (H * lim ) T = W ⊕m 1 1 , g * determines the n for all |κ, and one can sometimes deduce the others from the formula V = W ⊕{φ( )/φ( /( ,κ))} / ( ,κ) . For instance, if κ|k then the only possibility is
Conversely, this puts constraints on the set of Z/κZ by which one can even consider taking cyclic quotients.
Relative quotients.
A more general quotient scenario is where G θ Z/κZ; in §1.7.2, θ was an isomorphism. Now we consider the opposite extreme, where κ = 1. More precisely, let X f → ∆ be flat, projective, and smooth over ∆ * , with X 0 = D a ∪ D b generically a reduced NCD along D ab = D a ∪ D b . Suppose that each x ∈ X 0 has a neighborhood V arising as a finite group quotient Proof. Working locally, since t is G-invariant
Remark 8.4. The above scenario arises frequently via weighted blowups: typically one has
where X has a singularity at 0 arising from cyclic base-change, w = (1, w 1 , . . . , w n+1 ) andΣ w = fan{e 0 , e 1 , . . . , e n+1 , e 0 + n+1 i=1 w i e i }. (In particular, Prop. 8.3 explains Example 6.5, which will be generalized in Part II.) The exceptional divisor of β is WP(w) ∼ = P Σw , with Σ w = fan{e 1 , . . . , e n+1 , − n+1 i=1 w i e i } the image ofΣ w under the projection e 0 → − w i e i ; the proper transform of t −1 (0) is P Σ 0 ( ∼ = A n+1 ) where Σ 0 = fan{e 1 , . . . , e n+1 }. Assuming that X meets P Σw with multiplicity 1 (so D a = X ∩ P Σw and D b = X ∩ P Σ 0 ), it will suffice to exhibit PΣ w locally as a finite quotient of A n+2 not branched along P Σw or P Σ 0 .
Writing σ i := R >0 e 0 , . . . ,ê i , . . . , e n+1 , e 0 + n+1 i=1 w i e i and N i := Z e 0 , . . . ,ê i , . . . , e n+1 , e 0 + n+1 i=1 w i e i , set U i := Spec(C[x σ i ∩Z n+2 ]) and
Since w 0 = 1 we get t = x 0 = x 0 u i u i = u 0 u i (as a function) so that τ i is not branched along P Σw or P Σ 0 , and s|Ũ i = t| U i •τ i = p•β •τ i (as a mapping) is a SSD as desired. Note that this exhibits the singularity type in U i (at the origin) as 1 w i (1, −1, −w 1 , . . . ,ŵ i , . . . , −w n+1 ); while if the proper transform of X passes through a point with u k = 0 for k = j, the quotient yields a point of type 1 gcd(w i ,w j ) (1, −1, −w 1 , . . . ,ŵ i , . . . ,ŵ j , . . . , −w n+1 ) on X .
Example 8.5. So in Example 6.5, w = (1, 6, 14, 21) yields points of type 1 2 (1, −1, 1), 1 3 (1, −1, 1), 1 7 (1, −1, 1) on X , which become 1 2 (1, −1), 1 3 (1, −1), 1 7 (1, −1) (i.e. A 1 , A 2 , A 6 ) on D a and D b . 9. Singularities of the minimal model program Let X be a projective variety with resolutionX ε → X, and extend this to a cubical hyperresolution • :
Definition 9.1. (i) X has rational singularities ⇐⇒ O X → Rε * OX.
(ii) X has du Bois singularities
This last isomorphism clearly also holds if X has rational singularities:
Gr 0 F H k (X, C) forcing ( * ) to be injective and surjective. With more work [Kov99] , one can show that rational singularities are in fact du Bois. Now consider a flat projective family f : X → ∆, with X \X 0 smooth and Y π → X a log-resolution of (X , X 0 ) (i.e. Y smooth, Y 0 = π −1 (X 0 ) SNCD) restricting to an isomorphism Y\Y 0 ∼ = X \X 0 . We may assume that π extends to a morphismπ :Ȳ →X of projective varieties (Ȳ smooth, ∼ = off X 0 ).
Proposition 9.2. If X has rational singularities, then sp induces isomorphisms
and using thatX is (rational =⇒ ) du Bois yields
gives the result. We next make use of an "inversion of adjunction" result of Schwede [Sch07] , that when a Cartier divisor (with smooth complement) is du Bois, the ambient variety has only rational singularities. However, this requires us to place an additional constraint on X to ensure that X 0 is Cartier and remains so after base-change.
Theorem 9.3. If X 0 has du Bois singularities, and X has reduced special fiber (i.e. (f ) = X 0 ), then
Obviously X has rational singularities by [op. cit.], but this also applies to any finite base-change. So taking X = X in the setting of §8.1, Prop. 9.2 applies in addition to X , whose T = T κ 0 is unipotent.
Remark 9.4. If X is smooth, then (regardless of whether
. Example 9.5. To see the necessity of the (f ) = X 0 requirement in Thm. 9.3, consider a smooth X with elliptic fibers over ∆ * and X 0 a Kodaira type IV * ("E 6 ") fiber. Then (f ) = 3D 1 + 2(D 2 + D 3 ) + (D 4 + D 5 + D 6 ) = i D i = X 0 ; and sure enough, the conclusion of Thm. 9.3 fails (cf. Example 6.1).
Example 9.6. Assume Σ = {p} is an isolated quasi-homogeneous singularity of type (f ∼) F = x 2 + y 3 + z 6 + λxyz (Ẽ 8 ) resp. G = x 5 + y 5 + z 2 (N 16 ). In the first case, X 0 is du Bois. As we can see from Example 6.2, the discrepancy between H 2 (X 0 ) ∼ = H 2 lim (X t ) T 0 and H 2 lim (X t ) T 6 0 = ker(N 0 ) consists of 8 (1, 1) classes, and neither differ from H 2 lim (X t ) on Gr 0 F . Any base-change F + t M defines a rational 3-fold singularity, since (as one deduces from the absence of integral interior points in the convex hull of {(2, 0, 0), (0, 3, 0), (0, 0, 6), (0, 0, 0)}) the exceptional divisor E of the weighted blow-up has Ω 2 (E) = {0}.
In the second case, H 2 (E) has Hodge numbers (1, 14, 1), so that Gr 0
and H 2 lim (X t ) differ by 1. The point is that (while X is smooth) X 0 is not du Bois and neither is (say) G + t 10 ; so in particular, X will not have rational singularities.
Returning to our resolutionX ε → X, assume now 4 4 Serre's condition S 2 is "algebraic Hartogs": given any Z  ⊂ X of codim.≥ 2,  * O X\Z = O X ; so it easily follows that normality is equivalent to ε * OX = O X .
• X is normal (smooth in codim. 1, and satisfies S 2 ) • X is Q-Gorenstein (K X is Q-Cartier) and write KX = ε * K X + i m i E i (E i exceptional prime divisors).
Definition 9.7. X has terminal (resp. canonical, log-terminal, logcanonical ) singularities ⇐⇒ all m i are > 0 (resp. ≥ 0, > −1, ≥ −1).
A larger class of singularities is obtained by dropping the "smooth in codimension 1" part of normality:
Definition 9.8. Assume X satisfies S 2 and is Q-Gorenstein, and has only normal-crossing singularities in codimension 1. LetX → X be the normalization andD the conductor (inverse image of the normalcrossing locus); letŶπ →X be a log-resolution of (X,D). Then X has semi-log-canonical (slc) singularities ⇐⇒ the m i ≥ −1 in KŶ + π −1 * D =π * (KX +D) + i m iÊi (Ê i exceptional). We have two related "inversion of adjunction" results here [KM98, Kar00] : if a Cartier divisor with smooth complement in a normal, Q-Gorenstein variety is log-terminal (resp. slc), then the ambient variety has only terminal (resp. canonical) singularities. In addition, we know that log-terminal (resp. slc) singularities are rational (resp. du Bois) [Kov99, KK10, Kol18] . Thus we arrive at the following Corollary 9.9. Assume our family f : X → ∆ has normal, Q-Gorenstein total space, and reduced special fiber X 0 .
(i) If X 0 is slc, then (9.1) holds.
(ii) If X 0 is log-terminal, (9.1) holds and W k−1 Gr 0
. We can think of (i) in terms of Hodge-Deligne numbers as saying that h k (X 0 ) p,q = h k lim (X t ) p,q for p · q = 0, and (ii) as saying that moreover both are zero for (p, q) = (r, 0) or (0, r) with r = k.
In the log-terminal case, we have (9.2) Gr 1 F H k lim (X t ) = Gr 1 F H k lim (X t ) T un by (ii), which might kindle hopes that perhaps this equals Gr 1 F H k (X 0 ). Unfortunately, nothing quite this strong is true at any level of generality one can specify in terms of the singularity types described above: for n = 3, the nicest such scenario would be where X is smooth and X 0 has Gorenstein terminal ( ⇐⇒ isolated compound du Val) singularities.
Example 9.10. Such a singularity is given locally by f ∼ x 2 + y 2 + zw 4 + z 2 w 2 + z 4 w, whose contribution to H 3 lim (X 0 ) has nontrivial (1, 1) and (1, 2) parts, with neither part T ss -invariant hence neither appearing in H 3 (X 0 ). This assertion will be justified in Part II.
In any case, here is something one can say:
Theorem 9.11. If X 0 is log-terminal (or more generally, has rational singularities), 5 and X is smooth, then Gr 1
Taking T ss -invariants of (9.2) (which obviously holds for rational singularities) gives Gr 1
) has pure weight k by Proposition 5.2, it will suffice to show that
In fact, we claim that the stronger vanishing
holds. Recall that X 0 has (not necessarily isolated) rational singularities, and X is smooth. By a result of M. Saito [Sai93, Thms. 0.4+0.7], we therefore have for any x ∈ X 0 (9.4)
is the MHS on the cohomology of the Milnor fiber. Since H j (F x ) = {0} for j > n and F n H j (F x ) = {0} for j < n, (9.4) yields (9.5)
for the isolated points x ∈ sing(X 0 ) with nonvanishing H n (F x ). Now let S • be a stratification of sing(X 0 ) such that dim(S c ) = n − c (≤ n−2), and H n−c (F x ) = {0} =⇒ x ∈ S c . This exists by perversity of p φ f Q X [n + 1]. Write H j F for the Milnor-fiber cohomology sheaves, which are VMHS on each S c . Taking n − c hyperplane sections of X through x ∈ S c , normal to S c , the slice of X 0 still has rational singularities at x, and its Milnor fiber is a deformation retract of F x . Repeating the argument of the previous paragraph (for (9.5)) therefore yields that
So in the spectral sequence
3), as claimed. We can say quite a bit more with the aid of spectra, especially in the case of isolated singularities. For example, in Part II we will show that when X is smooth and X 0 has isolated k-log-canonical singularities in the sense of [MP16] , one has Gr j F H k (X 0 ) ∼ = Gr j F H k lim (X t ) for j = 0, . . . , k.
DT over a polydisk
We conclude by elaborating the consequences of Theorem 3.1 for the simplest multiparameter setting of all. Let f : X → ∆ r be a projective map of relative dimension n, equisingular over (∆ * ) r and each "coordinate (∆ * ) k "; and take K • = IC • X . For notation we shall use:
• s 1 , . . . , s r for the disk coordinates; 
With this indexing by codimension, the terms of (3.1) become
so that
where := m − (j + n + c). There are two things to note here: first,
are really just sums of local IH groups at 0. These are naturally endowed with mixed Hodge structures by setting H * {I},lim := ( j / ∈I ψ s j )H * {I} (or just H * lim := ψ s 1 · · · ψ sr H * for c = 0) and defining Koszul complexes 
so that H * c is centered about * = n + c. Since it is zero for * > 2n, it is also zero for * < 2c. Taking stock of these vanishings, (10.2) becomes Proof. Actually more is true: IH m (X ) is the direct sum of N 1 IH m (X ) = image{IH m X 1 (X ) → IH m (X )} and Gr 0 N IH m (X ) = ⊕ r−1 =0 IH r−1 0 (H m− ), with IH 0 0 (H m ) = H m inv = (H m lim ) T 1 ,...,Tr . For the remainder of the section, we assume that X is smooth, so that (10.10) becomes 8 (10.11)
(Note that we are not assuming unipotent monodromies.) It is instructive to write out the decomposition (10.5) in detail for small r:
8 Alternatively one can move the denominator of the middle term to the right-hand term as a direct summand.
in which H * c = 0 for * ≤ 2c − 1 (and H * 1 is the phantom cohomology in codimension 1). By Prop. 10.2, L 1 is the kernel of the restriction to a nearby fiber X s (i.e. of sp), L 2 of the restriction to a nearby affine line (meeting all coordinate hyperplanes), and so on.
Finally, here are a few examples which illustrate the r = 2 scenario (and which all happen to have unipotent monodromy):
Example 10.4. Let C → ∆ 2 be a family of curves with smooth total space. Then H 1 (C 0 ) = H 1 inv and H 2 (C 0 ) = H 2 inv ( ∼ = Q(−1))⊕IH 1 0 (H 1 )⊕ H 2 1,inv . The simplest example with IH 1 -term nonzero is when C is a family of elliptic curves with I 1 -fibers on {0}×∆ * ∪∆ * ×{0} (with equal monodromies N 1 = N 2 ) and I 2 -fiber at 0 (cf. [KP11] ); then H 2 1 = 0 and H 2 (C 0 ) ∼ = Q(−1) ⊕2 . For instance, if we base-change a 1-variable I 1 degeneration by (s 1 , s 2 ) → s 1 s 2 , the nonvanishing of IH 1 (H 1 ) simply indicates that without blowing up, we have a singular total space. Example 10.5. Abramovich and Karu [AK00] defined a notion of semistable degenerations in more than one parameter; these are characterized by having (i) smooth total space (so that (10.11) applies) and (ii) local structure of a fiber product of SSDs along the coordinate hyperplanes. (In particular, they have unipotent monodromies.) An easy case is that of an "exterior product" of 1-variable SSDs: for instance, let E π → ∆ be a semistable degeneration of elliptic curves with I k singular fiber, so that X := E × E π×π −→ ∆ × ∆ has fibers E s 1 × E s 2 . (Locally this takes the form s 1 = xy, s 2 = zw.)
Regardless of k, we have IH 1 (H * ) = 0. Example 10.6. Mirror symmetry allows for the computation of (unipotent) monodromies T i = e N i of families of CY toric hypersurfaces X s ⊂ P in the "large complex structure limit". In particular, [KPR17, §8.3] and [GL18] study two distinct 2-parameter families of h 2,1 = 2 CY 3-folds over (∆ * ) 2 with Hodge-Tate LMHS H 3 lim at the origin. The notation IV 1 | IV 2 | III 0 for the first family and III 0 | IV 2 | III 0 for the second indicates the LMHS types corresponding to N 1 (on {0} × ∆ * ), N 1 + N 2 (at {0}), and N 2 (on ∆ * × {0}). These types are described by their Hodge-Deligne diagrams: inv ∼ = H 2 (P)(−1) for their respective toric varieties, and of course IH 1 0 (H * ) = 0 for * = 3. Let us assume we have smooth compactifications of both families with all H * 1,inv and H * 2 zero. Then H 3 (X 0 ) = Q(0) and H 4 (X 0 ) = H 2 (P)(−1) ⊕ IH 1 0 (H 3 ) in both cases; so the key to the topology of X 0 in each case (provided we want a smooth total space) lies in the cohomology of the complex H 3 lim → N 1 H 3 lim (−1) ⊕ N 2 H 3 lim (−1) → N 1 N 2 H 3 lim (−2). From the LMHS types one immediately deduces that (writing ranks of maps over the arrows) this complex takes the form C 6 5 → C 3 ⊕ C 4 2 → C 2 in the first case (so that IH 1 (H 3 ) = 0), and C 6 5 → C 4 ⊕ C 4 2 → C 2 in the second (so that IH 1 (H 3 ) = Q(−2)).
