Economic load dispatch problem is an optimization problem where objective function is highly non linear, non-convex, non differentiable and may have multiple local minima. Therefore, classical optimization methods may not converge or get trapped to any local minima. This paper presents a comparative study of three different evolutionary algorithms i.e. differential evolution, artificial bee colony algorithm and particle swarm optimization for solving the economic load dispatch problem. All the methods are tested on 3-units and 6-units test system. Simulation results are presented to show the comparative performance of these methods.
INTRODUCTION
Economic load dispatch (ELD) is defined as the process of allocating generation levels to the generating unit in the mix, so that the system load is supplied entirely and most economically. The objective of an ELD problem in power system operation is to determine the optimal combination of power outputs for all generators, which minimizes the total fuel cost while satisfying constraints [1] . In the traditional ELD problem, the cost function for each generator is approximately represented by a single quadratic function and the problem is solved using mathematical programming based on optimization techniques such as the lambda-iteration, gradient and dynamic programming methods. However, many mathematical assumptions such as convexity, quadratic, differentiable or linear objectives are required to simplify the problem [2] .
Several classical optimization techniques need derivative information of the objective function to determine the search direction. But actual fuel cost functions are non-linear, nonconvex, non differentiable and may have multiple local minima [3] . Recently some heuristic techniques such as genetic algorithm [4] , ant colony search algorithm [5] , evolutionary programming [6] , improved tabu search [7] , differential evolution [8] , particle swarm optimization [9] and artificial bee colony algorithm [10] have been used to solve the complex non-linear optimization problem.
In this paper ELD problem has been solved using three different evolutionary algorithms i.e. differential evolution (DE), artificial bee colony (ABC) algorithm and particle swarm optimization (PSO). Performance of each algorithm for solving the ELD problem has been investigated and simulation results are presented in terms of accuracy, reliability and execution time.
The rest of this paper is organized as follow. Section 2 presents the ELD formulation. Section 3 presents evolutionary algorithm. Results and discussions are given in section 4, and section 5 gives some conclusions.
ECONOMIC LOAD DISPATCH FORMULATION
The objective of an ELD problem is to find the optimal combination of power generations that minimizes the total generation cost while satisfying an equality constraint and inequality constraints. The fuel cost curve for any unit is assumed to be approximated by segments of quadratic functions of the active power output of the generator. For a given power system network, the problem may be described as optimization (minimization) of total fuel cost as defined by (1) under a set of operating constraints.
where T F is total fuel cost of generation in the system ($/hr), a i , b i , and c i are the cost coefficient of the i th generator, P i is the power generated by the i th unit and n is the number of generators.
The cost is minimized subjected to the following generator capacities and active power balance constraints.
where P i, min and P i, max are the minimum and maximum power output of the i th unit.
where P D is the total power demand and P Loss is total transmission losses.
The transmission losses P Loss can be calculated by using B matrix technique and is defined by (4) as, 
Mutation
As a step of generating offspring, the operations of 'mutation' are applied. 'Mutation' occupies quite an important role in the reproduction cycle. The mutation operation creates mutant Here strategy 1 has been mentioned in the algorithm.
Crossover
Crossover represents a typical case of a 'genes' exchange. The parent vector is mixed with the mutated vector to create a trial vector, according to the following equation:
where i=1,2,…, Np ; j=1, …, D. 
Selection
Selection procedure is used among the set of trial vector and the updated target vector to choose the best. Each solution in the population has the same chance of being selected as parents. Selection is realized by comparing the objective function values of target vector and trial vector. For minimization problem, if the trial vector has better value of the objective function, then it replaces the updated one as per following equation.
X is the ith population set obtained after selection operation at the end of kth iteration, to be used as parent population set (in ith row of population matrix) in next iteration (k + 1th).
Artificial Bee Colony (ABC)
Artificial Bee Colony (ABC) is one of the most recently defined algorithms by Dervis Karaboga [14, 15] . It has been developed by simulating the intelligent behavior of honey bees. In ABC system, artificial bees fly around in a multidimensional search space and the employed bees choose food sources depending on the experience of themselves. The onlooker bees choose food sources based on their nest mates experience and adjust their positions. Scout bees fly and choose the food sources randomly without using experience. Each food source chosen represents a possible solution to the problem under consideration. The nectar amount of the food source represents the quality or fitness of the solution. The number of employed bees or the onlooker bees is equal to the number of food sources or possible solutions in the population. A randomly distributed initial population is generated and then the population of solutions is subjected to repeated cycles of the search process of the employed bees, onlookers and scouts. An employed bee or onlooker probabilistically produces a modification on the position in her memory to find a new food source (solution) and evaluates the nectar amount (fitness) of the new food source. If the nectar amount of the new food source is higher than that of the previous one then the bee remembers the new position and forgets the old one. Once the employed bees complete their search process, they share the nectar information of the food sources and their position information with the onlooker bees on the dance area. The onlooker bees evaluate the nectar information and choose a food source depending on the probability value associated with that food source using (9) . where fit i is the fitness value of the solution i which is proportional to the nectar amount of the food source in the position i and Ne (i.e. Npop/2 ) is the number of food sources which is equal to the number of employed bees, n e . Now the If a predetermined number of trials do not improve a solution representing a food source, then that food source is abandoned and the employed bee associated with that food source becomes a scout. The number of trials for releasing a food source is equal to the value of 'limit', which is an important control parameter of ABC algorithm. The limit value usually varies from 0.001NeD to NeD. If the abandoned source is x ij , j  (1, 2,..., D) then the scout discovers a new food source x ij using (11). limits of the parameter to be optimized. There are four control parameters used in ABC algorithm. They are the number of employed bees, number of unemployed or onlooker bees, the limit value and the colony size. Thus, ABC system combines local search carried out by employed and onlooker bees, and global search managed by onlookers and scouts, attempting to balance exploration and exploitation process [15] .
The algorithmic steps involved in ABC algorithm are as follows: 1) Generate n random solutions with in boundaries of the system ) ( min max min
2) Calculate the objective function and fitness of each solution 3) Store the best fit as Pbest solution 4) A mutant solution is formed using a randomly selected neighbour,
Where j is the randomly selected neighbour and i is a random parameter 5) Replace t mu k P tan by k P , if the mutant has higher fitness or lower fuel cost of generation. 6) Repeat the above procedure for all the solutions 7) Probability of each solution is calculated as Probability (i) =a*fitness (i)/max (fitness) + b Where {a+b =1} 8) The solution P is selected if its Probability is greater than a random number, If (rand<probability (i)) Solution is accepted for mutation Else Go for next solution Counter is Incremented While (Counter = population/2) 9) Again the best P is determined 10) Replace a P by random P if its trial counter exceeds threshold 11) Repeat the above for max no of iterations 12) The Pbest and F (Pbest) are the best solution and global min of the objective function.
Particle Swarm Optimization (PSO)
Natural creatures sometime behave as a Swarm. One of the main streams of artificial life researches is to examine how natural creatures behave as a Swarm and reconfigure the Swarm models inside the computer. Dr. Eberhart and Kennedy develop PSO, based on analogy of the Swarm of birds and fish school. Each individual exchanges previous experiences among themselves [16, 17] . PSO as an optimization tool provides a population based search procedure in which individuals called particles change their position with time. In a PSO system, particles fly around in a multi dimensional search space. During flight each particles adjust its position according its own experience and the experience of the neighboring particles, making use of the best position encountered by itself and its neighbors.
In the multidimensional space where the optimal solution is sought, each particle in the swarm is moved toward the optimal point by adding a velocity with its position. The velocity of a particle is influenced by three components, namely, inertial, cognitive, and social. The inertial component simulates the inertial behavior of the bird to fly in the previous direction. The cognitive component models the memory of the bird about its previous best position, and the social component models the memory of the bird about the best position among the particles. The particles move around the multi-dimensional search space until they find the optimal solution. The modified velocity of each agent can be calculated using the current velocity and the distance from Pbest and Gbest as given below.
Using the above equation, a certain velocity, which gradually gets close to Pbest and Gbest, can be calculated. The current position (searching point in the solution space), each individual moves from the current position to the next one by the modified velocity in (12) using the following equation: The following weighting function is usually utilized:
where, The algorithmic steps involved in particle swarm optimization technique are as follows: 1) Select the various parameters of PSO.
2) Initialize a population of particles with random positions and velocities in the problem space.
3) Evaluate the desired optimization fitness function for each particle.
4) For each individual particle, compare the particles fitness value with its Pbest. If the current value is better than the Pbest value, then set this value as the Pbest for agent i. 5) Identify the particle that has the best fitness value. The value of its fitness function is identified as Gbest.
6) Compute the new velocities and positions of the particles according to equation (12) & (13).
7) Repeat steps 3-6 until the stopping criterion of maximum generations is met.
RESULTS AND DISCUSSIONS
The applicability and validity of the proposed evolutionary algorithm for practical applications have been tested on various test cases consisting of 3-units and 6-units system [18, 19] . A reasonable B-loss coefficients matrix of power system network has been employed to calculate the transmission losses. The software is developed in MATLAB and executed on Pentium IV PC (2.80 GHz) with 2.046 GB RAM.
Case 1: 3-units system
In this case, a simple power system consists of three-unit thermal power plant is used to demonstrate how the work of the proposed approach. Characteristics of thermal units are given in Table 1 , the following coefficient matrix B ij losses. Economic load dispatch (ELD) solution for three-unit system is solved using evolutionary algorithms such as DE, ABC, and PSO. Table 2 shows the optimal power output, total cost of generation, as well as active power loss for the power demands of 275 MW, 300 MW, 350 MW and 400 MW. It showed that the evolutionary algorithm has succeeded in finding a global optimal solution for this case. 
Case 2: 6-units system
To verify the effectiveness of the proposed evolutionary algorithm, a six-unit thermal power generating plant acquired from the standard IEEE 30 bus-test system (Figure 1 ) was tested. Characteristics of thermal units are given in Table 3 , the following coefficient matrix B ij losses.
The obtained results for this case using the proposed evolutionary algorithm respectively were given in Table 4 , Table 5 and Table 6 with the variation of loading 700 MW, 800 MW and 900 MW. From the above comparison it is found that the result obtained by DE algorithm is les computation time when it compared with ABC and PSO algorithm. 
CONCLUSION
In this paper a comparative study of different evolutionary techniques to solve the power system economic load dispatch problem is investigated. The proposed approach has been demonstrated by two different cases to have superior features, including high quality solution, stable convergence characteristic, and good computation efficiency. The simulation results obtained that the DE algorithm reaches convergence faster than ABC and PSO methods. However, the proposed three different evolutionary algorithms showed a good performance by reducing total operating costs and transmission losses.
