







A Method of Reducing the臼ndidatesof "Kanji -Kana" Strings 
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(Received Feb. 27， 1998) 
There are many res伺rcheson出eme也.0which位置lslat自由enon-segmented 
"Kana" sentences泊句也e官組員一kana"s伺tences. Howev，町，出eamount of 
∞mputer memories required for位3Ds1atingproce邸ingexplod白血 manytimes， 
b畑山e也.enumber of∞mbination of cand地tesfor 'kanji -kana" words grows 
m戸dly泊 proportionto白eincreasing of血elength of也esentence. 百lememory 
explosion伺nbe prevented if a sentence is 湖町ヨ.ted泊句"bunsetsu". Up旬 now，
an useful me也odfor finding and ∞necting也eprovisional加，undariesof "bunsetsu" 
using 2nd -order Markov model has恥enproposed. 
This pap町 propos回 amethod of reducing白e も，unse'包u"伺ndidatesof 
官組員一K泊施，"strings凶nslat剖 fromthe non-segmented ''kana bunsetsu"， using 
Markov models of character and word. 







































2. 4. 1 文字マルコフによる絞り込み








2. 4. 2 単語マルコフによる絞り込み
漢字かな単語列を WIW2" .Wi.. .Wnと表すとき、単語 Wiに対する単語マルコフ連鎖確率に Piを、
条件付き確率を用いて、 p(Wは Wi・1Wi)=p(Wil Wは Wi.l)(1 ~ i豆n)と表され、漢字かな単語列全体の単語
マルコフ連鎖確率値P次のように表される。
P=IIP(Wi!Wi品 -1)








{定義 11 日本語に現れる単語を Wiと表し、これらを順次つないで得られる単語列を S=WIW2WJ
...Wi...W，回 と表す。但し、句点、得点は含まれない。このとき、 Sに含まれる単語n個の連続し
た単語組 WiWi+IW同・・・Wi+n.1をn-単語組と呼び、 (Wi，Wi+I， Wi+2，.・， Wi+n・1)と表す。(定義終)
(1) 2-単語組及び、 3-単語組がそれぞれ(WiI， Wi2)及び(Wil，Wi2， WiJ)であるような頻度を C(Wil
， Wil)及び C(WiI， Wi2， Wi3)と表す。このとき、単語列Sの先頭から順次 2-単語組、 3-単語組を全
て調べ、存在し得る 2-単語組、 3-単語組の頻度を求める。
(2) (1)で求めた2-単語組と 3-単語組の頻度 C(WiI， Wi2)及び C(WiI， Wi2， WiJ)を用いて、
の2重マノレコフ連鎖確率 ， c(WUWi2Wi3) 
P (Wu I Wi2Wi3) = 
I •• ~.... ~..， C (WilWi2 
を計算する。
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[定義2] べた書き単語列を Y=(W1Wz W3.. .Wi.. .Wm) と表す。ここで各 Wiはi番目の単語を表
し、次のような文字列で定義する。
Wi= (al， ai2， ai3， ・・ ， aim) (1壬 i~ n) 
このとき、各単語 Wiの先頭から k番目(距離 k と呼ぶ)の文字eIiItを各単語から 1つづっ順次取
り出して並べた文字列 (a1k，ebk， 8lk，. . . ， 8iIr. .・・，3m<)をk文字スキップ文字列と呼び、 Y[K](W1， Wz， 
W3 ，・・， Wm) と表す。(定義終)
( 1) k文字スキップ文字列 Y[K](a1k，加，加，・・・，加)k=l， 2 ，3，. .・，nに対して、それに含まれ
る単語n個分の文字組(8;， 8i+1， 8i+l，. . . ， 8i怖1) を (k，n)文字スキップルールと呼び R[k，n] と表
す。
先頭から n番目の文字が、それぞれ
ail=axl， 3.i2=ax2， . . .， am=axn 











( 1 ) 文節内の単語スキップマルコフによる漢字かな変換候補の絞り込み法
これは、文節を構成する単語列に関して求めたマノレコア連鎖確率を用いて、漢字かな混じり文節候
補を絞り込む方法である。




B(i) (X) ，B(i・1)(X) ，B(川)(X) と表す。
B (i)(X) = WI i W2i W3i・・ Wml 
B(ト1)(X) = Wli-I W2i・IW3i-1・・ Wm，-I 
B(什1)(X)= WI什1W2i+1 W3i+1・・ Wmi+l 
但し、 W'jは、文の先頭から i番目の文節内の j番目の単語を表し、 m個の漢字又はかな文字によ
って、次のように表されるとする。
W'j= a'jl a'j2 a1j3・・ a~m 
この時、漢字かな表記の B(i)(X) の直前、直後の文節に対して、次にように定義される Pi・l.，Pi.i+1を
それぞれ前・後文節聞のm重単語スキップマルコフと呼び、その集合を p(m)(i-1) (x) ，P(聞い1)(x) と表
す。
(μ1) P札ιM川l.i戸=司(W靴;!W刊 a剛咽 ... W靴i-1)
j三0のとき .一….一. B町(i)刊(X幻) 内の単語
j ~ 0のとき … B州 (X) 内の単語
(2) Pi・l.i=(W村i-m"""Wi-1) 但し、 1壬 i~ 2 で、 W'及び Wjは、次の条件を満たす単語を表す。
j ~ 0のとき … Bω(X) 内の単語
j ~ 0のとき … B州 (X) 内の単語
この時、 p(剛}0・1)(X) ，p(m) (i+1) (X)を用いて、次のように定義される文節Bの確からしさ T(j・υ(X)，T州
(X) をそれぞれ、前・後文節聞の単語スキップコスト呼ぶ。
、 ? ? ? ?，?•••. ， ，
T (i-l) (X) =ーをlog2Pi-l，













総文節数(標本内): 300文節、総かな文字数 933語、平均かな長 5. 2 
総文節数(標本外): 300文節、総かな文字数 :899語、平均かな長 5. 0 
( II) 2文節のデータ量
総文節数(標本内): 1 1 8文節、総かな文字数 656語、 平均かな長 1O. 1 
















[方法3 KMIB+WMIB法(加算)] KM 1 8法の文字マルコフと、 WMIB法の単語ス
キップマルコフの値の加算して絞り込む方法
C + T 加算)























( 1 ) 文字マルコフモデルの効果 (KM1 B法)
実験結果を図 3，4に示す。
図より、 1文節に比べて 2文節の方が、第 1位正解率で I% (標本内)-1 5% (標本外)低下す
ることがわかった。この結果より、文字列が長くなると、漢字かな文字マノレコフだけの絞り込みで
は、十分な精度を得られないことがわかった。
( 2 )単語スキップマノレコフモデルの効果 (WM1 B法)
実験結果を図 5，6に示す。
図より方法 1に比べて、 1文節の場合で、第 1位正解率が 12. 3% (標本内)""'14.7% (標
本外)、また 2文節の場合は、 9. 3 % (標本内)""'17. 4% (標本外)低下することがわかっ
た。この結果より、単語スキップマルコフモデルは、単独で用いるとあまり良い結果が得られない
ことがわかった。
( 3 )文字マルコフと単語スキップマルコフの加算による効果 (KM1 B十WMIB法) (加算)
実験結果を図 7，8に示す。
図より方法 1に比べて、 1文節の場合は、標本内・外ともに、ほぽ同一の傾向を示すが、 2文節の
場合は、第 1位正解率で標本内は、 1. 5%上昇し、標本外は、 4%程度低下した。この結果より、
ただ単純に文字と単語マノレコフを加算すれば良いわけではないことが分かった。
( 4)単語スキップマノレコフで足切りする効果 (KM1 B +WM 1 B法) (足切り)
実験結果を図 9，1 0に示す。







( 5)文節問の単語スキップマ/レコフで足切りする効果 (KM1 B+WMOB法) (足切り)
実験結果を図 11， 1 2に示す。
図より方法 1に比べて、 1文節の標本内で第 1位正解率が 7. 0%上昇し 96. 3%に、標本外で
2. 6%上昇じ8o. 6%になった。また 2文節では、標本内で4. 4%上昇し 92. 3%に、標











( 3 ) 文節聞に単語スキップマルコフと適用する場合、文字マノレコフだけで順位付けした方法に
比べて、第 1位正解率が、 1文節… 96.3%(7.0%向上) (標本内)・ 80.6%(2.7 
%向上) (標本外)
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10 3 456 7 
正解順位[位]
図5 単語スキップマルコフの効果(1文節)














































































o 3 正ÂUll~位[も] 7 9 10 
図10足切りlこよる効果(2文節)
E∞ 












冒院 ・トー・ ，.--一一 . 
50 
正書Z灘包((立}
図12文節間スキップマルコフを足切りlこ適用し
た効果(2文節)
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