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Abstract 
A new multi-objective supervised clustering genetic algorithm is proposed in this paper.  Training samples are 
supervised clustered by attribute similarity and class label. The number and center of class family can be determined 
automatically by using the fitness vector function. The two key elements have optimization nature and can be 
unaffected by subjective factors. Use the nearest neighbor rule and the class label to estimate the class families of test 
samples. The early warning model is implemented by C#, using the data of summery abnormal wintry climate in 
Zhejiang province. The experiment results indicate that this algorithm has a unique intelligence and high accuracy. 
Keywords: multi-objective GA; supervised clustering;nearest neighbor rule; weather forecast; 
1. Introduction 
Meteorological disasters forecast on the national economy and social development plays an important 
role [1]. The more the economy develops, the more meteorological disasters cause losses. The economic 
losses have reached more than 2000 billion Yuan every year and the losses in agricultural is 15% to 20% 
of agricultural GDP. At home and abroad, the accuracy rate is not high in meteorological disasters 
forecast, especially in major floods, drought, and typhoon weather, which is very concerned by the whole 
world. The changes of meteorological factors often show several characteristics such as mutation, highly 
nonlinear, complexity and others. Recently, it has made some progress by using intelligent methods in this 
field [3]. However, most of these methods still base on the historical data and statistics. In this case, the 
serious meteorological disaster forecast is difficult to succeed. A novel method of factor combination is 
proposed by reference [2]. But the method has the idea of produces logic and much human intervention. 
The multi-objective supervised clustering genetic algorithm is proposed in the paper. The algorithm is 
an adaptive, global and optimization probabilistic algorithm. It has the characteristics of simple, universal, 
robust, suitable for parallel processing and so on. The algorithm also introduces the fitness vector function 
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and AP selection method rather than aggregate function [4, 5] to solve the problem of finding non-convex 
solutions set [6]. It can automatically determine the class number and the class center according to the 
estimated class number and fitness vector function. Thus, it is not affected by subjective factors, thereby 
improving the reliability of the weather forecast. The all samples are firstly normalized to reduce the 
noise and improve more accuracy in training. The effective strategy is then used to enhance the 
convergence rate and generalization ability in the genetic optimization. 
2. Algorithm Model 
2.1. Algorithm Description 
The Professor Holland of the University of Michigan proposes genetic algorithms (GA) which 
simulates the process of biological genetics and evolution in natural environment. It is an adaptive search 
algorithm for global optimization probability that includes selection, crossover and mutation operations 
and has a simple and universal, robust, suitable for parallel processing, etc.  
The algorithm proposed in the paper follows the basic idea: 
• Chromosome population is randomly constituted and repaired by the class number of training samples. 
• Fitness vector function is constructed according to the principle of maximizing between classes and 
minimizing within a class. 
• The better chromosomes are found by using the global optimization characteristics of genetic 
algorithm. 
• It will be predicted according to the nearest neighbor rule using better chromosomes and class label. 
2.2. Structure of Algorithm 
2.2.1 Normalization 
In order to train the sample more accurately, we need to normalization the all samples. The method is 
as follows:  
Where m is the number of sample properties, ijx  is the value after the treatment. Finally, the value of 
all samples corresponds to the [0, 1]. 
2.2.2 Encoding and Decoding 
Encoding: N is the number of input sample. C is the number of class family, chromosome e defined as: 
  
Where, ik  is the class number of each sample, if the same, i.e. says these samples belonging to the 
same class family and have the same class label. 
Decoding: is the sample number, is the class number of samplei ik ix , as follow: 
2.2.3 Repair Chromosomes 
If the samples 1 and 2  have the same class number, but class label is different. The class labels of 
different samples are divided into the same class family, so the gene needs repair. The idea is to repair the 
two samples 1x and 2  based on the nearest neighbor rule to adjust to another different class family. 
Implementation steps as follows:  
x x
x
1st step: Select 1 or 2  and calculate the distance from it to the sample or clustering center which have 
same class label in other class family. Then select the class number that has minimum distance. 
x x
0k
2nd step: Adjust the class number of or 1 2x x  to . 0
3rd step: Continue to search for other genes needed to repair in the chromosome. If need, then do the 
steps 2 and 3. Otherwise, the repair is completion. 
k
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2.2.4 Fitness Vector Function 
M is the number of sample’s attribute. and are the part of samples, distance defined as: ix kx
 2( , )= (i k i j k jx x x−∑ 
Define the fitness vector function according to the principle of maximizing between-class and 
minimizing within the class: 
 
 
The class number of sample rix is r. in is the number of samples belonged to class r. means the 
clustering center of class r. c denotes the number of class. 
rs
2.2.5 AP Selection 
The aggregate function is difficult to find a non-convex solution according to the paper [4, 5]. 
Therefore, I use the Arena’s Principle (AP) as a selection operator. 
1st step: Make E = ∅ , the better chromosomes is put in set  by partial   order relatively. E
2nd step: The objective function set is. 
3rd step: If , select Z ≠ ∅% iZ  as a winner from Z% , then repeat the step (3.1) and (3.2). 
(3.1) Select jZ from
~
Z , make it partial order compares with iZ , if jZ is better than iZ , then 
delete iZ from
~
Z , make jZ  as the new winner. 
(3.2) After the winner compare with the other elements from the
~
Z , then put the chromosome got the 
winner into , delete the winner from E
~
Z and return the 3rd step. 
4th step: Output . E
2.2.6 Strategies for Ensuring Quality 
The better chromosomes that are selected by AP algorithm will be added to memory pool [7, 8, 9]. Then 
use the AP algorithm to filter the chromosomes again in memory pool after iteration. Finally, we can gain 
the chromosomes optimized. In this way, it both inherits the good genes and does the global selection. 
Therefore, it will not fall into local optimal solution [10]. 
2.2.7 Forecast 
Calculate each class center according to the optimal chromosomes. Forecast is based on nearest 
neighbor rule: 
rm
If the input sample to predict is nearest to the clustering center , then the label of the sample is 
predicted as same as class r. 
rm
2.3.  Steps of Algorithm 
1st step: Initialization parameters, the sample are normalized. Generate chromosomes and population 
randomly and then repair each chromosome. 
2nd step: Calculate the value of each chromosome’s fitness vector function. 
3rd step: Use the AP algorithm to filter the population. The chromosomes selected are named paternal 
chromosomes, and add them to memory pool. 
4th step: These paternal chromosomes will generate new one by crossover and mutation. Then repair 
the new chromosomes. 
5th step: If the number of these new chromosomes is less than the total number of population.  Then 
generate the new chromosomes randomly and repair them as a next generation. 
6th step: If the end condition is satisfied, then calculate the fitness of the chromosomes in memory pool 
and use AP algorithm to optimize population. Finally, output the optimum chromosome. Otherwise, go to 
the second step. 
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3. Example Analysis 
3.1. Examples Data 
In order to verify the intelligence and effectiveness of the algorithm, the abnormal wintry of north of 
Zhejiang province is for example. According to the literature [2], abnormal wintry climate is affected by 
many factors as follows: 
• The average temperature (X1) in March  
• October-December accumulated temperature (X2) 
• The average temperature (X3) in October 
• Annual accumulated temperature (X4) 
• July-September precipitation (X5) 
• July-August precipitation (X6) 
• April-June precipitation (X7) 
• January-June accumulated temperature (X8)  (Precipitation Unit: mm, the temperature unit: �) 
 Samples are constructed by the data set of meteorological factors each year and the corresponding 
weather condition, the data set                                                                                      as a input sample and  
corresponding weather     condition as a output value. Matrix            and             denote the meteorological 
data from the year 1957 to 1988 (Abscissa: the value of each factor, Ordinate: year). Matrix          and           
denote the summer climate conditions between the 32 years (1: Wintry, 0: No Wintry). The matrix of 
training samples as follow: 
),,,, 311111
iiiii
i TXTTXTXX Δ
6iY 2
 
 
 
 
 
 
 
 
iX42
1~1X 3~17X
16~1Y 32~17Y
1~13
7.6 30.3 16.8 183.4 695.8 406.1 445.2 73.8
7.7 36.3 16.4 183.4 494.4 368.2 596.3 70.1
9.7 32.5 15.2 187.0 490.9 272.1 395.6 76.1
10.8 34.8 17.5 191.6 299.2 173.2 548.5 76.2
11.2 33.7 17.6 194.5 692.7 504.1 545.8 80.2
9.8 38.5 18.4 201.8 4
X =
42.2 166.2 401.4 80.0
9.0 34.7 17.1 188.9 597.9 289.7 424.4 74.2
10.1 35.1 16.0 190.2 376.9 152.6 462.5 75.3
9.2 34.5 18.0 193.2 268.9 125.1 475.3 75.6
8.0 35.5 17.6 187.4 281.0 217.4 316.4 74.8
10.5 34.3 17.6 192.5 367.2 202.6 461.9 80.0
9.4 30.4 17.6 188.0 167.9 135.4 427.1 75.9
9.7 38.7 16.6 190.3 256.3 180.9 444.0 72.9
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X14~26
7.4 32.3 17.4 184.3 610.6 395.0 300.7 71.8
6.0 35.4 17.9 186.0 525.1 375.1 426.7 70.7
8.0 32.6 15.6 189.8 230.1 67.5 432.3 75.6
9.0 35.2 17.1 184.7 244.4 140.2 294.5 93.2
10.3 33.2 17.3 191.4 416.9 116.8 548.5 80.3
8.5 34.8 17.4 186.4 25
=
7.8 224.4 426.5 75.4
9.2 34.4 18.7 193.3 427.3 233.7 424.5 77.0
8.0 31.0 17.4 182.6 280.3 118.1 353.4 75.3
10.2 37.8 18.9 188.0 759.4 385.7 532.1 71.7
8.1 35.5 17.6 194.4 133.9 44.3 335.6 77.2
9.1 35.0 17.4 192.2 439.5 305.4 274.8 79.1
7.4 35.0 17.3 181.2 782.5 654.3 334.5 73.1
10.5 30.0 15.5 185.0 495.0 431.7 441.0 77.6
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1~16
9 .0 37.2 18 .9 189 .6 422 .6 378.6 302.0 76 .8
8.6 33.3 17.5 189 .0 416.8 191.6 764.8 76.6
8 .7 34 .8 17 .3 184 .0 310.4 177.2 592.1 69 .8
6 .7 33.0 18 .2 188.5 433 .2 248 .7 364.0 75.4
9 .0 33.9 16.5 188 .1 385 .3 248 .7 498.0 76.7
8.3 36.6 19.1 191 .0 73
X =
9 .8 603.5 372.6 76 .8
7.4 35.4 18 .3 191 .6 393.1 260.2 355.3 76.6
9.5 35.9 17 .9 190 .6 668 .2 393.1 440.8 78.2
11 .4 36 .5 17.5 200.7 480.7 276 .7 394.3 82 .6
8.1 34.7 17 .3 190 .1 436.4 338.4 525 .7 76.7
8.1 33.6 16.1 190 .6 414.5 267 .7 272.4 78.4
9 .1 34.0 17 .2 188 .3 680.3 593.0 383.0 77.7
8.9 40.3 17 .6 286 .2 220.2 183 .5 448.6 82 .6
10.5 33 .8 18 .3 193 .9 320.1 296 .5 473.9 78.2
8.1 36.9 18 .6 198 .1 522.0 486.0 429.2 74 .5
11 .3 36.4 18 .2 198.7 943.0 420 .7 195.9 84 .9
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Matrix         is prediction sample set and the corresponding weather condition is: '1~16X Y
3.2. Forecast Chromosomes Output 
After numerous experiments, the parameters are determined as follows: Iteration times: 1000, 
Crossover probability: 0.8, Mutation probability: 0.2, Estimated class family: 19. 
Multi-group optimum chromosomes are found as follows:  
e1=(6,5,14,12,8,1,1,15,15,9,1,13,16,7,4,3,10,1,13,1,13,2,13,1,6,11) 
e2=(13,19,14,15,1,12,14,3,3,2,2,10,7,6,8,4,18,2,2,2,5,9,16,2,11,17) 
Select the next chromosome to forecast and the wintry class number are 2, 3, 5 and 7. 
e=(6,5,14,12,8,1,1,15,15,9,1,13,16,7,4,3,10,1,13,1,13,2,13,1,6,11) 
This chromosome is used to test the training samples and the result is: 
  6,5,14,1,8,1,1,15,1,9,1,13,16,7, 4,3,10,1,13,1,13,2,13,1,
Comparing with e, the 9th records are classified in error. Then, it is used to forecast the prediction 
samples, the classification result is (1,1,15,13,1,6,1,1,1,1,13,6,1,1,1,8) and the class label is 
(0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0). So the all samples are predicted correctly and the correct rate is 100%. 
Thus, the multi-objective supervised clustering genetic algorithm has a great significance on wintry 
climate forecast. The result shows the validity and intelligence of new algorithm, which provides an 
important reference and a new approach for other weather forecasting. 
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The matrix of cluster center with chromosome e: 
 
 
 
 
 
 
 
 
 
4. Conclusion 
The common meteorological disasters are caused by the mutations of climate changed, and the 
abnormal wintry climate is one of these too. For such small probability of unexpected events, the 
traditional statistical forecasting model is difficult to obtain breakthrough. Although the method of factor 
analysis has some forecasting capability, however, there is more manual intervention in looking for the 
main factor, for this, it has reduced the effectiveness of the method. 
Proceeding from the inner relation of meteorological elements, the multi-objective supervised 
clustering GA uses the global optimization characteristics of GA to classify the whole sample space 
according to the class label and similarity of attributes. Finally, the samples that have similar knowledge 
rules are divided into the same class families. 
The experiment results indicate that this algorithm for abnormal wintry climate forecast has a unique 
intelligence and high accuracy. It has a prevalent meaning of guidance and can be applied widely for the 
small probability of unexpected events forecast. How to improve the efficiency and quality of forecast 
model will become a study emphasis in further research.  
1 2 3 4 5 6 7 8
1 9.65 35.017 17.75 193.35 448.5 219.067 422.583 78.433 0
2 10.2 37.8 18.9 188 759.4 385.7 532.1 71.7 1
3 8 32.6 15.6 189.8 230.1 67.5 432.3 75.6 0
4 6 35.4 17.9 186 525.1 375.1 426.7 70.7 1
5 7.7 36.3 16.4 183.4 494
cluster X X X X X X X X result
.4 368.2 596.3 70.1 1
6 7.5 32.65 17.05 182.3 739.15 530.2 389.85 73.45 0
7 7.4 32.3 17.4 184.3 610.6 395 300.7 71.8 1
8 11.2 33.7 17.6 194.5 692.7 504.1 545.8 80.2 0
9 8 35.5 17.6 187.4 281 217.4 316.4 74.8 0
10 9 35.2 17.1 184.7 244.4 140.2 294.5 93.2 0
11 10.5 30 15.5 185 495 431.7 441 77.6 1
12 10.8 34.8 17.5 191.6 299.2 173.2 548.5 76.2 0
13 8.5 32.925 17.5 187.85 209.975 130.55 385.65 75.95 0
14 9.7 32.5 15.2 187 490.9 272.1 395.6 76.1 0
15 9.65 34.8 17 191.7 322.9 138.85 468.9 75.45 1
16 9.7 38.7 16.6 190.3 256.3 180.9 444 72.9 0
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