Abstract-Satellite observations reveal that an ocean cooling event happened along the Yellow Sea coast of China intermittently in spring 2008, which lasted for days. During this period, the sea surface temperature (SST) dropped 3°C-4°C and the chlorophyll A (Chl-a) content increased by 0.5-1 mg/m 3 , as determined from satellite-derived products. The cold water also suppressed the sea surface capillary waves and made the ocean surface smooth, a distinct feature shown as dark patches observed in the synthetic aperture radar image acquired during this period of time. The surface wind direction varied between alongshore and offshore. We implemented an interactively coupled ocean (regional ocean modeling system) and atmosphere (Weather Research and Forecasting model) model to capture the dynamical processes of this seemingly wind-driven cooling event. When the wind changed direction such that the alongshore component blew with the land on its left side, stronger upwelling occurred; and when the wind blew offshore with no alongshore component, the upwelling still occurred in this area, but with less strength. Two simulations with idealized alongshore and offshore winds show that the upwelling can be set up within several hours. The alongshore wind is more effective than the offshore wind in transporting upper level water offshore and triggering upwelling and causing SST cooling areas that are relatively large in size, although the maximum SST cooling they cause is on the same order of magnitude.
Ocean Upwelling Along the Yellow Sea Coast of China Revealed by Satellite Observations and Numerical Simulation warmer surface waters, which is coastal ocean upwelling [1] [2] [3] [4] [5] [6] [7] [8] [9] . Satellite remote sensing has been shown to be able to observe upwelling areas, characterized by sea surface temperature (SST) cooling, chlorophyll A (Chl-a) increase [10] [11] [12] [13] [14] , and active radar backscattering signal reduction [15] [16] [17] . A common feature of coastal upwelling is the existence of an upper level divergence, as surface waters are driven seaward, which requires the bottom water to move upward in order to satisfy the total mass balance.
In the open oceans, the upper level divergence can be due to cyclonic winds and atmospheric low-pressure systems passing over an area. Seasonal trade winds can also cause "equatorial divergence," which, in turn, prompts large-scale upwelling near the Equator. For coastal waters, the most common and recognized mechanism is the wind blowing along a coastline lying to the left of the wind in the northern hemisphere, which, due to the Coriolis force, induces coastal Ekman transport and pushes surface waters offshore, thus generating divergence. Besides wind forcing, underwater bathymetry features, such as underwater ridges and shoals, can also contribute to the generation of upper level divergence, and therefore upwelling processes, when associated with existing horizontal currents [18] . Janowitz and Pietrafesa [19] found that when a cyclonically sheared (in the cross-coastline direction) alongshore flow experiences downstream diverging isobaths, upwelling and onshore flow would occur. What had been assumed to be "coastal cape-induced" upwelling [20] was also shown to be both kinematically and dynamically incorrect; it was actually due to topographic influences, i.e., diverging isobaths [19] .
Coastal upwelling along the Yellow Sea of China in the vicinity of the coastal city of Qingdao (referred to as "Qingdao upwelling" or QU hereafter) frequently happens in early spring, and the SST is typically 3°C-4°C below the SSTs in surrounding unaffected areas. QU is not typically well developed coastal upwelling as compared to well-known coastal upwelling systems such as those along the coasts of Peru, California, the Canary Islands, and Oregon [1] . Since this is a recurring phenomenon in this economically important region, it is of interest to investigate its mechanisms. Most of the previous coastal upwelling work was focused on the mechanism of upwelling processes on a large scale and caused by winds blowing parallel to the coast and Ekman transport due to the combined balances of the wind stress, the barotropic pressure gradient force, and the Coriolis force.
Upwelling on small local scales such as that which occurs as QU has not been extensively studied. On more local and smaller scales, not associated with the Coriolis force or Ekman transport, winds blowing across the coastline in the offshore direction can also push water mechanically away from land to produce upper level divergence and upwelling. However, it is not clear whether the recurring QU and the associated SST cooling observed by remote sensing can be attributed solely to the along-coast winds, the cross-coast winds, or the local bathymetry, but rather may be a combination of several of these factors.
The purpose of this paper is to investigate the satellite observations of apparent QU and to employ an ocean-atmosphere interactively coupled numerical model in an effort to simulate the observed QU processes, and to identify their mechanisms. In Section II, the satellite observations of a QU event are presented. The atmospheric and oceanic coupled model setup, its initial condition, and atmospheric wind forcing are introduced in Section III. The simulation results are described in Section IV. In Section V, we drive the model with idealized alongshore and cross-shore wind conditions separately to discuss the dominant mechanisms that affect this upwelling process. Conclusions are given in Section VI.
II. DATA
Multiple satellite observations of the Yellow Sea coastal upwelling have been made, which are described as follows.
A. Passive Remote Sensing Observations With the Moderate Resolution Imaging Spectroradiometer
The time series of SST and Chl-a images from the MODER-ATE RESOLUTION IMAGING SPECTRORADIOMETER (MODIS) instrument onboard NASA's Terra (EOS AM) satellite (http://modis.gsfc.nasa.gov/) is shown in Fig. 1 . The spatial resolution of the MODIS SST and Chl-a product is about 1 km. The MODIS SST on March 5, 2008 [ Fig. 1(a) ], revealed obvious surface cooling (dark blue area) off the coast. Although some of the SST cooling may be a cloudcontaminated feature due to thin cirrus cloud at nighttime, as revealed by temperature images at infrared bands, there were areas with SST cooling that were not related to cloud contamination. The average temperature of the surface cooling area was lower than the surrounding surface waters by about 3°C-4°C. The QU occurred in several isolated areas. The low SST regions corresponded to the high-Chl-a regions that occurred along the entire coast. Chl-a in the upwelling areas was about 0.5-1 mg/m 3 greater than that in the surrounding areas. Time series of images showed that the high-Chl-a region extended from the coast to offshore in the southeast direction. an electromagnetic wave, such as radar pulse and the ocean surface over an incidence angle range of about 20°-70°. The Bragg wavelength for C-band radar, such as ENVISAT ASAR, is in the centimeter range corresponding to the ocean surface capillary wave domain. The SAR backscattering signal defined as the normalized radar cross section (NRCS) is dominated by the capillary waves and the underlying oceanic gravity waves that contribute to the tilting of the ocean surface. Many physical mechanisms can lead to the damping of the capillary wave on the ocean surface, and thus, induce the dark features in the SAR image. Previous studies have shown that coastal upwelling, low wind or wind shadows, oil spills, and biogenic slicks are among many processes that can lead to dark areas in SAR imagery. Under low to moderate wind conditions, cold SST water will contribute to: 1) the increase in the marine boundary layer stability and the reduction of wind stress, which reduces the sea surface roughness, and 2) the increase in biological activity associated with the nutrients brought to the surface by the nutrient-rich upwelled cold water, thus generating biogenic slicks. Both mechanisms will damp the capillary wave field as well as the gravity wave field [15] , [17] , [22] . When the ocean surface is smooth, most of the incoming radar beam with an incidence angle of 22°( the mean value of this image) will be reflected in the forward direction and so the NRCS is low. The dark patch areas in the SAR image represent the low backscatter areas. There are multiple distinct dark patches in Fig. 2 . The middle bigger dark patch area is close to 600 km 2 and the smaller dark patch area to the north is about 35 km 2 .
B. Active Remote Sensing Observation With SAR
All satellite observations showed that the QU was a recurring event in March 2008, and each time, the upwelling event lasted about three to four days presumably depending on the mesoscale atmospheric wind conditions.
III. METHOD
The coupled ocean and atmosphere numerical model and its configuration are described in this section.
A. Ocean Model Setup
In order to understand the dynamical mechanisms that contribute to the upwelling development, we implemented the regional ocean modeling system (ROMS) [23] with two nested spatial domains to simulate the actual ocean situation. The ROMS coarse domain d01, slightly smaller than the Weather Research and Forecasting (WRF) model D02 domain, covered most of Shandong Peninsula's south coastline [ Fig. 3(a) ], while the ROMS d02 centered at Qingdao city [ Fig. 3(b) ]. The coarse domain has grid spacing from 0.08 to 2.4 km in the x-direction and 0.7 to 5.28 km in the y-direction and a nested fine domain having grid spacing from 0.25 to 0.33 km in the x-direction and 0.26 to 0.31 km in the y-direction. The coarse grid provides lateral boundary conditions to the finer nested grid, and the nested grid simulation fields are fed back into the coarse grid to make the simulations consistent between the two grids. To increase the model computational efficiency and stability, we employ curvilinear domain grids with the x-axis parallel to the coastline in the northeast direction.
The bathymetry of ROMS was obtained from the Global Digital Elevation Models ETOPO1 1 arc minute data set [24] [ Fig. 3 (a) and (b)]. Bathymetry was smoothed slightly to eliminate sharp gradients that could cause computational instability. The cross section of the bathymetry and the initial temperature profile along the line AB in Fig. 3 (b) is shown in Fig. 3(d) . The adjacent semienclosed bay has water depths of about 4-5 m in its central part and only about 1 m near the inlet area. The observed SST change inside the bay is small (Fig. 1 ). Further offshore, there is a steep slope reaching a depth of about 20 m. Water with a temperature of 2°C-3°C exists at the bottom of the slope. The slope is the main area where the observed SST cooling takes place. The vertical temperature profile in the water column is one of the key background conditions in realistically simulating the upwelling processes and the observed SST cooling. Unfortunately, observational data are scarce in the study area. Moreover, data from an oceanic reanalysis, such those in HYCOM [33] , are often quite coarse in the vertical, and as such tend to provide unrealistic vertically uniform temperature profiles in the water columns in the study area.
Limited by the scarcity of observational information, we assumed an idealized initial state of the seawater. The initial temperature was set in such a way that it is horizontally homogeneous and changes vertically from 10°C on the surface to 2°C at 15 m [34] . This initial profile was intended to provide an estimate that can be used to investigate the mechanisms causing the upwelling and SST cooling in this area. Salinity was set to a uniform value of 32 ppt. For simplicity, we set the water to be stationary at the start of the model simulation time (Table I) .
B. Atmosphere Model Setup
The wind simulation was performed with the WRF model [25] with the advanced research core. The three-domain nested WRF configuration was employed, with 18-, 6-, and 2-km spatial resolutions, respectively, from the outermost to innermost domains. The 18-km domain covered most of the northeast coast of China, and the 2-km domain covered the eastern part of Shandong Province and its adjacent south ocean. All model domains had 27 vertical layers, and the model top was set at 50 hPa. The physical parameterization schemes used in all model domains included Dudhia shortwave radiation [26] , rapid radiative transfer model longwave radiation [27] , the Monin-Obukhov surface layer scheme and the Yonsei University Planetary Boundary Layer scheme [28] , the updated Kain-Fritsch cumulus scheme [29] for the outermost and second domains (but not for the innermost domain), the WRF single-moment three-class for cloud microphysics [30] , and the Noah land surface scheme [31] , [32] . These parameterization schemes simulate the atmospheric processes that cannot be explicitly resolved by the primitive equations on the model grid. These processes include shortwave and long-wave radiations, atmospheric boundary layer and surface layer, convective cumulus, and cloud microphysics.
The National Centers for Environmental Prediction (NCEP) Global Forecast System (GFS) final operational global analyses were used for initial conditions and boundary conditions. The experiment was initiated at 00 UTC, March 1, 2008 , and integrated for 96 h, which covered some of the MODIS images and first SAR image acquisition times.
C. Coupling of the Ocean and Atmosphere Models
The ROMS and WRF models are coupled with a coupler based on the Earth System Modeling Framework libraries. Through the coupler, the air-sea interaction momentum flux, sensible and latent heat flux and salinity flux are calculated using the state variables simulated in the ROMS and WRF models. These fluxes are then used in WRF as its bottom surface condition and in ROMS as its atmospheric forcing condition. ROMS receives WRF's momentum flux at a 9-min interval, to drive the ocean circulation simulation. The domains of the models are presented in Fig. 3 . WRF's coarse domain d01 (not shown) was designed to be large enough so that the entire field of the wind event can be captured. Note that in the coupled modeling system, the ROMS and WRF can have different domain grids. Runtime interpolation remaps the WRF wind field (obtained on the WRF domain grid) to the ROMS model domain grid.
IV. RESULTS
The observed wind event occurred from March 1-5. Therefore, we carried out a four-day simulation commencing 00 UTC on March 1. Fig. 4 shows the SST fields in 12-h intervals over this four-day period. Fig. 5 shows the vertical cross section of the SST changes and the water circulation in this experiment along the line AB defined in Fig. 3 .
At 12 h, in most areas of the domain, SST reduced from the initial 10°C to about 7°C-9°C due to wind-stress-induced upper level, vertical turbulent mixing rather than upwelling. This 1°C-3°C cooling occurred evenly over the whole domain (except inside the shallow-water Jiaozhou Bay), not associated with any upwelling areas. At 12 h, the wind (shown as the red vectors in Fig. 4 ) blew northward with both alongshore and onshore components. Its alongshore component is favorable for upwelling, and it indeed caused upward motion to start in some areas. At this stage, the cold water from underneath has not reached the surface (black contour lines), but the upward motion has already started, as shown as the black contours in Fig. 4 and also by the vertical circulation patterns in Fig. 5 . At the vertical speed on the order of 3 × 10 −4 m/s, it will take about 12 h for the cold water at the depth of 15 m to reach the surface. Consistently at 24 h, significant upwelling-induced surface cooling became evident at several separate locations in Fig. 4 , and the cold water in the upward motion areas shown at 12 h had reached the surface, with the surface water temperature reaching 3°. Next, the wind started to blow offshore for about two days, from 24 to 72 h. During this period, the wind speed varied, but the average wind direction was blowing offshore. Three patches of upwelling and associated surface cooling were observed. The upwelling process continued to move the subsurface-level colder water to the surface as the cooling areas remained and the minimum surface temperature reached <3°. However, the three upwelling areas, lacking along-coastline water flows to connect them, remained in three isolated cooling areas. The extended period of offshore wind was not as effective as the alongshore wind in transporting water offshore and causing upwelling and SST cooling. Therefore, during the three-day offshore wind period, the upward velocity areas decreased in size with time. The width of the SST cooling areas remained largely unchanged with time. Starting from 72 h (Fig. 4) , the near shore wind contained an alongshore component, making it more favorable and effective in moving water offshore. After 72 h, the SST of the cold-water areas remained roughly unchanged, even though the wind turned onshore at 84 h and alongshore at 96 h.
Vertical cross sections of temperature and velocity fields in Fig. 5 help to illustrate the mechanism that caused the simulated upwelling and SST cooling. Initially, the water temperature had a horizontally homogeneous temperature profile that changes from 10°C on the surface to 2°C at 15 m and remains at 2°C below this depth [ Fig. 3(d) ]. This cross section intersected a simulated strong deep-water upward motion area near the right side of the island. At the intersection of the island and the offshore waters, the no-slip condition is used. When the alongshore wind, with the island to its left, caused net water transport to the right, the no-slip condition at the south side of the island caused an upper level divergence. To maintain mass balance, cold water beneath the surface must move upward to fill the void left by the diverging water. This happened in 12 h, and the slope of cold water climbing upward toward the island started to form. The circulation was such that the upper level water moved offshore, the bottom-level water moved onshore, and near the shore, the water moved upward, and these were are simulated. At 24 h after the onset of the event, the deep colder water continued to move upward at the south of the island and reached the surface along the line AB with a surface temperature of about 4°C.
The impact of wind direction changes in 24 to 96 h was also reflected in the vertical circulation in Fig. 5 . Along the line AB in Fig. 4 , the wind direction was more favorable for upwelling, e.g., the wind had an alongshore component with the land at its left side, at 12, 72, and 96 h. Correspondingly, in Fig. 5 , the strength of the vertical circulation, e.g., the current speed of upper-level water leaving the island and the bottom-level water approaching it and moving upward, is stronger at 12, 72, and 96 h than at the other times, although in all of the other periods, the vertical circulation pattern was maintained and the SST cooling was sustained.
The characteristics of the surface SST cooling regions simulated with the coupled-model matched the satellite observations ( Fig. 1) quite well, considering the relatively coarse available bathymetry data and the simplified and idealized initial vertical water temperature profile.
V. DISCUSSION
It is the consensus that alongshore winds are dominant in causing large-scale coastal upwelling [38] . But not so well known is what role can offshore winds play in terms of the coastal upwelling process. It is of interest to evaluate the impacts of these two different wind directions on the upwelling processes in such a small-scale local area. Therefore, we set up two idealized experiments using an idealized uniform and constant wind at 10 m/s blowing along the coastline toward the northeast [shown as red vectors in Fig. 6 (left) ] in EXP1, and the same 10 m/s wind blowing offshore across the coastline toward the southeast [shown as red vectors in Fig. 6 (right)] in EXP2 (Table I) .
A. Model Simulation With Idealized Alongshore Wind (EXP1)
Ekman theory [35] predicts that under idealized conditions, wind stress and Coriolis force are the only two factors affecting water motion, and the surface current will be in the direction of 45°to the right side of the wind stress (in the Northern Hemisphere). The net water transport through the surface Ekman layer will be 90°to the right of and perpendicular to the wind direction. In EXP 1, the surface currents, shown as vectors in black, generally point to directions to the right side of the wind forcing (red vectors), but the angles between the surface current and the wind forcing are less than the predicted 45°, due to the shallow water depth in the simulation domain where the Ekman spiral could not fully develop. The simulated net water transport was found to be approximately perpendicular to the wind forcing, which can be seen by the locations of strong upward vertical motion of the water in the deeper layers (Fig. 6 ). The strongest vertical velocity is on the order of 3 × 10 −4 m/s. In EXP 1, the strong vertical velocity at the 10-m depth happened all to the right side of the land, including the coastline and the island, indicating the simulated net water transport was indeed to the right of the wind direction, consistent with Ekman theory. Fig. 7 (left) shows the vertical cross section of the SST changes and the water circulation in EXP1 along the line AB defined in Fig. 6 (left) . At the initial time, the water temperature had a horizontally homogeneous temperature profile that changed from 10°C on the surface to 2°C at 15 m and remains at 2°C below (Fig. 3) . At 6 h, the upward motion of cold water from below began and the slope of cold water climbing upward toward the island started to form, a signature feature of a coastal upwelling process. Chao and Pietrafesa [36] note that the spin-up time for coastal upwelling at the coast was about 8 h, increasing in deeper offshore waters. The upper water diverging away from the island and the bottom water moving toward it and climbing upward toward the surface were all very well simulated. At 12 h, the deep colder water continued to move upward on the south side of the island. However, at this stage, the cold water had not yet breached the surface along the line AB. At 18 h, the cold water with a temperature of about 4°C had arrived at the surface. With the contribution of cold water from upstream flows, the width of the cold-water belt continued to widen. At 24 h, the width of the cold-water belt increased significantly, and the whole water column near the south side of the island became occupied by cold water with temperatures of between 3°C and 4°C.
B. Model Simulation With Idealized Cross Shore Wind (EXP2)
The time series of SST and vertical temperature profiles in EXP2 are shown in Figs. 6 (right) and 7 (right), respectively.
There are significant differences between the EXP1 and EXP2 results, such as surface layer flow and the mass flux will turn more to the right over the deeper water and extend up the coast to the extent that the alongshore wind blows. Here, an offshore wind would immediately encounter shallow water so the Ekman layer flux will be more in the direction of and slightly to the right of the wind, near the coast, and over deeper water, will be directed well to the right of the wind and more down the coast. Thus, the offshore wind will not result in a considerable flux of surface water, relative to that of the alongshore wind case. Here again, the time required to set up a system down or up at the coast was shown to be about 8 h in [36] . The spin-up time increases with increasing depth offshore. The circulation pattern in Fig. 7 (right) closely resembled that in Fig. 7 (left) . At 6 h, this upward motion of cold water from below had already started. At 12 h, the deep colder water continued to climb upward, and some cold water with a temperature of about 4°had reached the surface along the line AB. At 18 h, the SST had reached about 3°. The idealized constant wind forcing in the simulation maintained the water circulation pattern, which, in turn, maintained the temperature structure. The circulation in the vertical cross section in Fig. 7 (right) clearly illustrates the mechanism that explains the simulated SST cooling in Fig. 6 (right) . Fig. 8 compares EXP1 and EXP2 in terms of the net acceleration of the offshore component, V , of surface water current velocity, as well as the contributions to it from the three dominant forces. The three main forces that contribute to the net acceleration of the offshore component of coastal water current are the Coriolis force, the pressure gradient force, and the vertical viscosity term. The Coriolis force points to the right side of the existing water flow in the Northern Hemisphere. The pressure gradient force acts in the direction opposite to the water level gradient. The vertical viscosity term affects the transfer of momentum from the upper level downward. The momentum balance equation in Cartesian coordinates is
where v is the offshore component of current, V is the current vector, ρ is water density, f is the Coriolis parameter, and K m is the eddy viscosity. Note the molecular viscosity is much smaller than the eddy viscosity and therefore not considered. The five terms in the equation are the net acceleration (net force on unit mass), advection, pressure gradient force, Coriolis force, and eddy viscosity term. For EXP1 [ Fig. 8(a) ], in the early hours, the along-coastline wind caused the surface water to experience the Coriolis force acting to the right side of their flow, i.e., to the offshore direction. The offshore surface water motion then caused the surface water level slope to increase in the offshore direction, which triggered pressure gradient force contributing to acceleration in the onshore direction. The vertical viscosity term transferred momentum downward, reducing the velocity of the surface water flowing in the offshore direction and thus contributing to acceleration V in the onshore direction. The Coriolis force, pressure gradient force, and the vertical viscosity terms quickly reached a balance within several hours and the net acceleration, as well as the upwelling circulation, stayed nearly steady after that. For EXP2 [ Fig. 8(b) ], within the first few hours, the offshore wind, and its momentum transferred downward through the vertical viscosity, caused a sharp acceleration for V in the offshore direction, which drove the standing water in the offshore direction. The offshore water current quickly caused the water level to rise in the offshore direction, generating a pressure gradient force to act in the direction opposite to the wind stress. The vertical viscosity term and the pressure gradient force reached a balance, and the net acceleration became near-zero and remained so through the simulation. The Coriolis force's contribution stayed minuscule through the entire simulated upwelling process.
The comparison revealed that in the offshore wind case, the dominant force driving the offshore flow was the vertical viscosity term, while for the along coastline wind case, the dominant force was the Coriolis force.
The wind event that led to the observed upwelling and surface cooling in Figs. 1 and 2 lasted about four days, and its wind directions varied from onshore to offshore, then onshore again, and eventually parallel to the coastline. The real case simulation (Section IV) was essentially a mix of the scenarios in the simple cases presented in EXP1 and EXP2. When the wind changed direction to where there was an alongshore component with the land on its left side, stronger upwelling occurred. Finally, when the wind blew offshore, with no alongshore component, the upwelling still occurred in this area, but with considerably less strength. The simulated SST cooling in the real-case simulation resembled the cooling actually observed (Fig. 1) .
To quantitatively evaluate which force played the dominant role in driving the water offshore in the real case wind simulation, it is of interest to diagnose the relative contributions from the different forces in this observed wind-driven upwelling event. Fig. 9 shows the time series of the wind vector extracted from WRF output at the location of 36.035°N, 120.482°E. As a validation, NCEP GFS analysis wind data, which assimilated all available conventional observational data into a global weather model, are also plotted. The WRF and GFS wind vectors agree well in terms of wind speed and direction variation, with the GFS winds slightly weaker due to its coarse resolution. The real case simulation involved wind with varying directions in the following three main stages.
1) In the first 20 h, the wind blew primarily onshore with an alongshore component. 2) Near the 20th hour, the wind rapidly changed direction and started to blow offshore. This offshore wind remained for about 60 h with varying strength. 3) At about the 80 h, the wind changed direction and started to blow in the onshore and alongshore directions again, but with weaker strength. Fig. 10 shows the time series of the net accelerations of the offshore component of surface water current velocity V , as well as the contributions to it from the three dominant forces, all in 0.0001 m s −1 . In stage 1, the wind blows both onshore and alongshore. The onshore wind caused an onshore acceleration of V through the vertical viscosity term and the alongshore component of the surface wind stress caused an alongshore water flow, which, in turn, experienced the Coriolis force. The Coriolis force drove surface water in the offshore direction. The acceleration contributed by the vertical viscosity term and the Coriolis force quickly reached a balance. In stage 2, the vertical viscosity term transferred momentum from the surface wind stress downward and played a dominant role in driving the water offshore. Mostly, the pressure gradient force balances the vertical viscosity term after the water circulation becomes nearly steady. In stage 3, the surface wind stress changed direction and became similar to that in stage 1 again, but the wind in stage 3 was weaker than that in stage 1, so the contributions to the accelerations from both the vertical viscosity term and Coriolis force were also smaller.
The spatial distribution of the ratio of SST reduction in EXP 1 to that in EXP 2 is used to quantitatively evaluate the relative contributions of the alongshore (EXP1) and offshore (EXP2) winds to upwelling and SST cooling (Fig. 11) . At 48 h, in general, the SST cooling in EXP1 and EXP2 is mostly comparable. However, the following two features are noticed. The first feature is that the SST reduction in EXP2 is larger than that in EXP1 in the narrow areas closely adjacent to the coastline with water depths of about 5 m [refer to Fig. 3(b) for bathymetry], where Ekman transport does not have sufficient water depth to develop. A scaling analysis [37] will show that, in (1), the dimensionless ratio of the eddy viscosity term to the Coriolis term has the form K m / d 2 , where K m is the eddy viscosity, is the ambient rotation rate, and d is the water depth. For the ratio to be on the order of 1,
. For midlatitude ( ∼ 10 −4 s −1 ) and typical value of k m in ocean water (∼10 −2 m 2 s −1 ), d is about 10 m. In those areas closely adjacent to the coastlines, where the bathymetry is about 5 m, the viscosity term could be several times larger than the Coriolis force. The second feature is that the areas where the alongshore wind caused dominant SST cooling coincide with downstream diverging isobaths, suggesting the topographic influences [19] described in Section I.
The time series of the spatially averaged ratio [ Fig. 11 (inset) ] shows that, on average, in the nested ROMS domain d02, the alongshore wind caused the SST cooling about 20% more than that caused by offshore winds in the studied domain.
VI. CONCLUSION
Recurring coastal upwelling events, Qingdao upwelling, near the Yellow Sea coast of China are well known, but not extensively studied. In this paper, we present both passive and active satellite observations showing that QU events occurred intermittently in spring 2008. The area of upwelling was on the order of a few hundreds to 1000 km 2 . During this period, the SST dropped 3°C-4°C and Chl-a increased by 0.5-1 mg/m 3 , as determined from passive MODIS remote sensing products. The low SST also induced large smooth areas in the ocean surface, and these areas are shown as dark patches in the SAR images.
To understand the upwelling mechanism, we implemented a coupled ocean-atmosphere model to simulate the upwelling events. The ocean model is ROMS and the atmosphere model is WRF. The wind direction varied between the alongshore and offshore directions during the four-day simulation. The coupled model successfully captured the main characteristics of the upwelling event. Furthermore, we carried out two simulations with idealized alongshore and cross-shore winds, respectively. The results show that both types of winds will induce QU. The upwelling associated with alongshore winds is stronger than that associated with cross-shore winds. It is also shown that the initial temperature in the water column has a major impact on the upwelling event. The wind parallel to the coastline is more effective than the offshore wind in causing the transport of upper level water offshore and in triggering upwelling and SST cooling. It also creates SST cooling areas that are relatively spatially larger, although the maximum SST cooling that they caused is on the same order of magnitude. This is shown conclusively to be the case by the combination of the SST and SAR satellite imagery ( Figs. 1 and 2 ) and by the real case numerical model results (Fig. 4) . Moreover, these results confirm several theoretical and local field studies that were made and reported on in the peer-reviewed literature [7] , [18] several decades ago but have gone unconfirmed for the lack of both spatially synoptic observations and 3-D modeling study. This paper has provided both.
In summary, although both the offshore surface wind stress and the Coriolis force can cause upwelling, it seems that during this particular upwelling event simulated in this paper, the major factor is the wind blowing directly offshore. The Coriolis effect contributed a part of the acceleration in the offshore direction in the onset and end periods of this event.
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