Using thermal infrared detectors mounted on drones, and applying techniques from astrophysics, we hope to support the field of conservation ecology by creating an automated pipeline for the detection and identification of certain endangered species and poachers from thermal infrared data. We test part of our system by attempting to detect simulated poachers in the field. Whilst we find that we can detect humans hiding in the field in some types of terrain, we also find several environmental factors that prevent accurate detection, such as ambient heat from the ground, absorption of infrared emission by the atmosphere, obscuring vegetation and spurious sources from the terrain. We discuss the effect of these issues, and potential solutions which will be required for our future vision for a fully automated drone-based global conservation monitoring system.
INTRODUCTION
The rate of decline of species of life on Earth is currently at the highest since the event that wiped out the dinosaurs.
1 Additionally, in the past 30 years the numbers of wild animals within many individual species has halved.
2 Large scale conservation efforts are required, but effective conservation strategy cannot be formulated without a good understanding of current species distributions and density. [3] [4] [5] [6] Wildlife surveys are traditionally carried out on foot, by car or by manned aircraft; methods which are costly, time consuming and prone to large uncertainties. 3, 6, 7 Poaching is also a major threat to endangered animals, however detecting poachers in real time is challenging.
Using drones (a.k.a. unmanned areal vehicles) provides an advantage over ground surveys as drones can cover large areas quickly, and drones are cheaper and safer to deploy than manned aircraft. 8 Drones have been used for conservation surveys and some success has been reported in detecting animals with optical cameras.
9, 10
Optical cameras have the disadvantage of being reliant on sunlight to be useful, hence blind at night when animal activity is high and most poaching occurs. In optical footage all objects appear the same brightness, making automated detection of animals challenging, especially considering that many animals are naturally camouflaged in their environments when viewed at optical wavelengths. The addition of thermal infrared (TIR) cameras allows great potential for automated detection and classification systems for animals in the wild, thus increased accuracy of detections and classifications. In TIR footage warm objects such as animals and humans appear as bright sources. We aim to apply techniques commonly used in astrophysics to detect and classify these sources automatically.
Using an interdisciplinary approach, the astro-ecology project aim is to help increase the efficiency of species monitoring for conservation and the efficacy of poaching prevention. The end goal of the astro-ecology project is to produce a fully automated detection and classification pipeline for animals and poachers which can be applied in the wild anywhere in the world. The outline of the system we are developing looks like this;
• Autonomous drone flight over region of interest
• Detect animals as drone is flying
• Identify animals using machine learning approach, based on species' unique thermal profile
• Notify system user (e.g. game warden, conservationist) of locations and identities of animals or poachers as they are detected.
See 11 for more details.
Following the success of our pilot study 11 we test the feasibility of using our proposed setup to detect poachers in the field with this study. We simulate poachers in the field with students hiding in the bush at a forest reserve in Tanzania. We find that by setting a simple threshold in temperature it is easy to detect the 'poachers' in many cases. However, in some cases they are not detected or there are many sources of false detections. We discuss these difficult cases and what would need to be done to resolve them.
DATA
Data were taken during March 2017 at Tongwe West Joint District-Village Forest Reserve, Tanzania. To simulate poachers a group of students stood or sat in the bush throughout the area surveyed. The area is a mixed-tree species (miombo) woodland of varying density of vegetation, ranging from wide open to partially wooded but without any full or dense canopy cover. The students' locations were chosen to be under differing levels of vegetation coverage, from completely open to under the trees. For each flight, the drone was flown overhead in a grid pattern at 70 meters and 100 meters above ground level. For all flights the grid contained 3 transects, each 70 meters long, and each transect was separated by 10 meters. This small separation between transects allows for significant overlap in the field of view of the camera, meaning edge effects in the camera detector can be accounted for.
Two different sites in the reserve were surveyed in this manner, each with variations on local terrain and vegetation. The sites were close to latitude: −5.5, longitude: 30.56 (full co-ordinates withheld for conservation purposes). Flights were carried out over 4 dates at varying times of day, the details of the flights are shown in Table 1 . See 12 for full details of the observations performed * .
Data were taken with a FLIR Tau 640 thermal infrared camera with 13mm lens mounted on a DJI F550 hexacopter drone with the camera aimed straight down (nadir position). The detector has 640 × 512 pixels and an angular field of view of 45
• × 37
• . The angular field of view is related to physical field of view, F OV , (ie. instantaneous footprint on the ground) by,
where h is the height of the drone and θ is the angular field of view. Figure 1 shows some example still frames from the footage taken at different sites and 70 meter and 100 meter heights. As can be seen in the figures, there is some vignetting in the images, where the edges of the field of view report a lower temperature than at the centre. This is due to the optics of the camera. To mitigate the effect of this we ignore the outer 50 pixels in our analysis. Since the transects of the flights were closely spaced we still have significant overlap in the field of view and thus sample the full area surveyed. For reliable detection and analysis of data a detailed understanding of the detector will be required. This is discussed in a separate paper.
METHODS
We count the number of 'poachers' in each flight using a simple thresholding algorithm. Two different thresholds were applied to filter each image for potential humans. First, a threshold was applied to the temperature values to select only the pixels which were in the 99th percentile, corresponding to the hottest pixels in the image (discussed below). Secondly, a standard deviation filter was applied to an n × n kernel surrounding each pixel to provide a measure of contrast in the neighbourhood. A threshold is then applied to this contrast data and only pixels with a high neighbourhood contrast are selected. The kernel size, n, is determined by the flying height of the drone so as to correspond to the approximate pixel size of a human candidate. The expected size of humans when viewed from above, and thus the size range for detecting candidate humans was set to be between 20-50 cm. This range allows for viewing from different angles and partial obscuration by objects nearby (e.g. vegetation). Size thresholds in pixels were calculated by simple geometric calculations based on camera resolution, angular field of view and height of drone, see Equation 1. The binary images produced by these two thresholds were combined into a single image by applying an element-wise AND operation. This final binary image is then searched for connected areas of pixels which satisfy the size constraints, and the centroids of these areas extracted as the pixel location of candidate humans.
Warm-blooded (homeothermic) animals can regulate their body temperature. In order to cool themselves, the skin (or surface) temperature of an animal must be warmer than its surroundings. The major advantage of observing using TIR is that homeothermic animals will usually appear warmer than their surroundings. To regulate temperature in this way an animal's skin temperature must change throughout the day to best suit its surroundings, and the animal's need to keep warm or cool down. The consequence of this is that there is no specific characteristic temperature which will always indicate an animal or human -rather a temperature difference between the animal and its surroundings. As such, setting an absolute temperature threshold above which to detect animals is not a reliable method to guarantee detections. The surroundings of the animal can also change temperature, and during the heat of the day may also be above a given absolute detection threshold (discussed further below). An animal's skin temperature can drop below a given threshold as its surroundings cool and its need to dissipate heat drops. (Conversely in very cold environments, where animals need to be well insulated to retain body heat, they can appear the same temperature or even colder than their surroundings.
14 ) For this study we set a relative detection threshold -only selecting objects in the 99th percentile of temperatures in the footage as potential target detections. This percentile was determined by preliminary examination of the data. We made a histogram of the temperature of all pixels in the data and found that 95% of the pixels containing target humans had temperature in the 99th percentile of this histogram. This threshold allows the elimination of most sources of noise and spurious sources whilst minimizing loss of desirable targets.
Each candidate human is tracked from one frame to the next by applying a Kalman Filter (KF) on the pixel locations in order to estimate the inter-frame motion. The KF state predictions are used to determine if a candidate in a subsequent image is likely to correspond to a previously detected candidate by applying a nearestneighbour cost function. If such a match is found then the KF is updated with this new measurement information. If no such match is found, tracking of that candidate ceases. New candidates which do not correspond to KF predictions from the previous frame are used as the basis of new KF. The total candidate count in a data set corresponds to the total number of KF instances created (values in brackets in Table 1 ).
We examined all the candidate humans by eye to confirm the numbers of true detections of humans and noted possible reasons for false detections and missed detections of humans. The locations of the humans was recorded by GPS on the ground at the time of data being gathered. These locations were used to confirm true positive and true negative detections. Table 1 shows the total numbers of humans correctly and incorrectly counted, and sources of false positive detections or false negative detections (missed humans). The algorithm was able to detect the humans, they also appear fairly clear to the eye in much of the data. However there were a number of targets that were not detected, either by eye or by the algorithm. There were also sources of false positive detections for the algorithm, which can be differentiated by eye. Figure 1 shows data from flights where humans were more reliably detected. The causes of false negative (missed) detections were identified as vegetation cover, blending of sources and background (low thermal contrast), confusion with other sources such as hot rocks where humans were close to or on top of the rocks, and where the human temperature was lower than the 99th percentile of the surroundings (e.g. left hand side of Figure 3 , the two humans indicated were not detected by the algorithm). Causes of false positive detections were hot patches of ground, hot rocks, hot or reflective tree branches. 
RESULTS

DISCUSSION
Humans were detected by the automated algorithm in all flights, however the percentage of humans recovered was very variable between flights at different sites and times of day. Given the small number of flights for each different time of day it would be difficult to draw robust statistical conclusions from this dataset on the specific dependence of detection on different environmental factors. It is possible with this data to make some qualitative statements about environmental influences on the numbers of both true and false detections which are consistent with physical arguments.
The results in Table 1 suggest that morning was the best time of day for maximum true positives -with 77%, 81% and 100% of humans detected. In these cases only the vegetation was identified as a problem. The worst case for true positives was the mid-afternoon flight (flight 1), when only 13% of humans were recovered and the number of false positives was very high. On the evening flights between 28 and 73% of humans were detected. There is quite a large variation in success rate for the evening flights. Early in the morning the ground and other objects of terrain and vegetation will be cooler than in the heat of the day when the sun is close to overhead. This means that there will be a larger difference in temperature between humans and their surroundings in the morning making them easier to detect than later in the day. Since no detailed record was made of weather conditions, air temperature, cloud cover etc, it is not possible to say if the variation in results at similar times of day was mainly due to changes in solar heating of the ground and surroundings or the different positioning of the 'poachers' within the vegetation in different flights.
The highest number of false positives occurred when rocks and tree branches were clear in the data providing spurious sources. The heating of the ground and other surfaces throughout the day is the cause of this, and the heat absorbed by these surfaces during the day may be retained for several hours after peak solar influx (as was clear in the data). For minimizing false positives it is clear that early morning is the better time to perform observations, however a detailed analysis of the changes in surface temperatures throughout the day would be required to determine the optimum time for observing.
Changing drone flying height did not make any meaningful difference in the number of humans detected for this study. For these observations no detailed pre-planning was given to necessary apparent human size within the data for accurate detections. Whilst the change in apparent human size between 70m and 100m drone height above ground level is not significant enough to affect detections, it may be that at lower heights, and hence larger apparent human size, more humans are successfully detected. The optimum height for maximum reliable detections will be dependent on the resolution and sensitivity of the camera. In a real life application of this technology there will also be a trade-off between FOV on the ground and apparent human size, so surveys over larger areas will need to be optimized to cover the largest possible area quickly whilst still retaining reliable detections.
In Flight 2, which was performed in the evening, the images appear obscured by some kind of haze. Observers on the ground did not report seeing any haze or mist at the time of flying/filming. Since no observations of the local temperature or humidity were recorded, and there is no weather station nearby to check the recorded conditions, it is not possible to say if this effect might have been due to local atmospheric conditions. The origin of this haze is suspected to be condensation on the lens of the camera, assuming the camera was cooler than the air at time of flight and that the atmospheric air contained sufficient moisture. It is not clear what the effect of this haziness was on humans counted.
Whilst only the number of true positives detected is reported in the table in bold, the total number counts (in brackets) has not been adjusted for any humans or other objects that were counted twice. Tracking points across multiple frames without any a-priori knowledge of the inter-frame motion requires this motion to be estimated, in this case we have employed a Kalman Filter to do this. Such an approach is well suited to estimating smooth, slowly-changing, motion of either the camera or target. However, this type of motion estimation is poorly suited to jerky movements or situations where both the camera and target are moving, such as was recorded in the data examined here. To alleviate these tracking problems it is desirable to utilize a gimbal-stabilized camera to decouple its motion from that of the drone and include a measure of the drones position in each frame to decouple its motion from that of the target -human or otherwise. This will help to alleviate double counting of potential objects and allow more accurate detections to be obtained.
The major environmental issues we have found with this field test can be summarized as;
• Ground temperature -during and for several hours after solar noon the temperature of the ground can be close to that of humans.
• Spurious heat sources -rocks and tree branches that have been heated by the sun, some tree branches are also very reflective to TIR wavelength light.
• Vegetation cover over humans.
• Small apparent size of humans, similarity of size of humans with other objects when viewed from above.
• Haze, possibly as a result of condensation.
• Jerky motion of the camera making objects difficult to track, leading to double counting.
Potential steps to resolving these issues are;
• Understanding and modeling the temperature of the ground, potentially allowing background subtraction.
• Optimization of flight plan with respect to ground temperature expected for a given time of day and expected temperatures of humans or other objects.
• Modeling terrain and vegetation to preempt and discard spurious sources (will be discussed in a future paper -Burke et al 2019)
• Optimizing drone flight plan with respect camera resolution for detection based on expected apparent sizes of objects as a function of drone height.
• Understanding how terrain, ground temperature and vegetation affects what temperature humans and other objects will appear -especially at the edges of sources where the emission recorded per pixel will be blended with that from the background (camera and environmental information required).
• Understanding of absorption properties of atmosphere (including haze/fog) at thermal infrared wavelengths -the details of air temperature etc were not recorded for the data used here.
• Controlling the housing and component temperatures of the thermal camera, and the difference with that in the local environment.
• Camera stabilization by use of a gimbal or similar device, and GPS (or similar) tagging of individual frames in footage.
These solutions will be discussed in detail in an upcoming paper. 15 
CONCLUSIONS AND FUTURE WORK
Detecting humans for monitoring and prevention of poaching is not straightforward. Gains in accuracy and area surveyed can potentially be improved with the use of areal footage compared to ground surveying on foot or by vehicle. However even though the addition of thermal equipped drones seems like it should make things easier, it comes with its own challenges. In this paper we have focused on the challenges of observing environment, however there are also challenges associated with the thermal camera itself, which will be discussed in an accompanying SPIE paper. 13 We will present some solutions to the problems presented here in an upcoming publication.
15
Astro-ecology aims to facilitate a step change in the efficiency and efficacy of wildlife monitoring and poaching prevention for conservation. In this paper we have shown that humans posing as poachers can be detected with thermal infrared cameras mounted on drones. However reliably detecting humans in different terrains and vegetation is subject to several environmental challenges -this will also hold true for detecting animals.
To resolve these issues we will need to gain a more thorough understanding of how different observing environments will affect the data gathered, and develop methods and models to account for these factors. This will be vital for future components of our system in development, for example the effectiveness of a machine learning component which will be able to identify targets of interest and throw out spurious sources which are a result of the environment. The observations presented in this paper represent a step towards the astro-ecology goals and will inform future observing strategies and algorithm development going forwards.
