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ОБОБЩЕННАЯ ЗАДАЧА ЛИНЕЙНОГО КОПОЛОЖИтЕЛЬНОГО 
ПРОГРАммИРОВАНИЯ
Аннотация. Статья посвящена изучению оптимизационных задач, в которых целевая функция линейна по ко-
нечномерной переменной х, в то время как ограничения линейны по х и квадратичны по индексу t, принадлежа-
щему заданному конусу. Задачи такого вида могут интерпретироваться как обобщение задач полуопределенного 
и коположительного программирования. Для рассматриваемой задачи формулируется эквивалентная задача полу-
бесконечного программирования и вводится множество неподвижных индексов, которое либо пусто, либо является 
объединением конечного числа выпуклых ограниченных многогранников. Изучение свойств множества допусти-
мых планов позволило сформулировать и доказать новые эффективные условия оптимальности, которые не требуют 
дополнительных условий на ограничения и имеют форму критериев. 
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GENERALIZED PROBLEM OF LINEAR COPOSITIVE PROGRAMMING
Abstract. We consider a special class of optimization problems where the objective function is linear w.r.t. decision 
variable х and the constraints are linear w.r.t. х and quadratic w.r.t. index t defined in a given cone. The problems of this class 
can be considered as a generalization of semi-definite and copositive programming problems. For these problems, we 
formulate an equivalent semi-infinite problem and define a set of immobile indices that is either empty or a union of a finite 
number of convex bounded polyhedra. We have studied properties of the feasible sets of the problems under consideration and 
use them to obtain new efficient optimality conditions for generalized copositive problems. These conditions are CQ-free and 
have the form of criteria. 
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Введение. Постановка задачи. В данной статье используются следующие обозначения. Для 
заданных целых чисел k и p обозначим через p  множество всех векторов размерности p и че-
рез p+  – подмножество всех p-векторов с неотрицательными координатами. Пусть 
k p×  обо-
значает множество всех действительных матриц размерности k × p и ( )p  – пространство всех 
p × p квадратных симметричных матриц со скалярным произведением 
1 1
trace( ) = ,
p p
i j i j
j i
AB A B a b
= =
• = ∑ ∑
где ,  ,  1,..., ,   1,..., ,i j i ja b i p j p= =  – элементы матриц , ( )A B p∈  соответственно.
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Рассмотрим следующую оптимизационную задачу:
 
, ( ) 0  ( ),min
T T T p
x
c x t x t t Dx t N+ ≥ ∀ ∈ 
 
(1)
где минимизация ведется по n-мерной переменной 1= ( ,..., ) ,
T
nx x x  а вектор 1= ( ,..., )
T p
pt t t   
рассматривается как векторный индекс ограничений задачи. Исходными данными, определяю-
щими эту задачу, являются вектор ,nc ∈  матрица ,p nD ×∈  матричная функция ( )x  и мно-
жество ( ),p N  заданные в виде
 
( ) : , ( ) : { : 0, },p pm m kx A x A N t t k N= + = ∈ ≥ ∈∑  
 
(2)
при помощи матриц ( ),  = 0,1, , ,mA p m n∈   и множества := {1,2,..., }.N P p⊂  
Задачу (1) можно рассматривать как обобщенную задачу коположительного программиро-
вания, поскольку она является обобщением задач полуопределенного (semi-definite) и кополо-
жительного (copositive) программирования, которые возникают в самых различных приложени-
ях [1–3]. Действительно, если в задаче (1) положить = p nD ×∈   и N = ∅, то она станет линей-
ной задачей полуопределенного программирования 
 
, ( ) 0  .min T T p
x
c x t x t t≥ ∀ ∈ 
 
(3)
Задачи такого типа довольно хорошо изучены в литературе [4, 5]. 
если же = p nD ×∈   и N = P, то задача (1) приобретет форму общей задачи линейного копо-
ложительного программирования [1–3]
 
, ( ) 0  .min
T T p
x
c x t x t t +≥ ∀ ∈ 
 
(4)
Задача (4) является более сложной по сравнению с задачей (3) [3] и менее изученной.
Вывод условий оптимальности – важный вопрос в исследовании любой оптимизационной 
задачи, поскольку они позволяют не только проверить оптимальность заданного допустимого 
плана, но и разработать эффективные методы для численного решения этой задачи. Условия оп-
тимальности обычно формулируются для определенных классов оптимизационных задач, что 
дает возможность эффективно использовать специфику задач заданного класса, в том числе 
свойства целевой функции и ограничений, а также структуру допустимого множества [6]. Как 
правило, условия оптимальности формулируются при выполнении некоторых дополнительных 
условий на ограничения задачи, которые принято называть условиями регулярности (см. [7–9]). 
Эти условия являются существенными, их нарушение приводит к невыполнению упомянутых 
условий оптимальности. На практике существуют классы задач, для которых невыполнение ус-
ловий регулярности – типичное явление, поэтому поиск новых условий оптимальности, не тре-
бующих выполнения никаких дополнительных условий, выступает одним из ключевых направ-
лений в оптимизации. 
Цель данной статьи состоит в доказательстве для задачи (1) условий оптимальности без усло-
вий регулярности. 
Следует заметить, что задача (1) принадлежит классу задач полубесконечного (semi-infinite) 
программирования. Условия оптимальности для задач этого класса сформулированы в [7] в пред-
положении, что ограничения задач удовлетворяют условию Слейтера, которое состоит в требо-
вании телесности множества допустимых планов задачи и является существенным. Поэтому для 
рассматриваемой здесь задачи (1) мы можем использовать условия из [7] только в регулярных 
случаях (cм. [10]). В работах [9, 11], были получены новые условия оптимальности для задач по-
лубесконечного программирования, которые предполагают только, что множество, состоящее из 
так называемых неподвижных индексов ограничений (т. е. индексов тех ограничений, которые 
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активны для всех допустимых планов), дискретно. Следует отметить, что такое предположение 
(о дискретности множества неподвижных индексов) менее ограничительно по сравнению с усло-
вием Слейтера, которое обычно нарушается для задач (1), (3) и (4).
эквивалентная задача полубесконечного программирования. Наряду с задачей (1) рас-
смотрим следующую задачу линейного полубесконечного программирования: 
 
, ( ) 0  , = 0,   , 0,   ,min
T T T T
k k
x
c x t x t t T e Dx k M e Dx k N≥ ∀ ∈ ∈ ≥ ∈
 
(5)
где := { ( ) : | |= 1}max
p p
k
k P
T t N t
∈
∈ ⊂   – компактное множество индексов, = \ ,M P N
= ( , ) ,Tk kse e s P∈  = 0, \ { }, = 1,ks kke s P k e∈  остальные данные такие же, как и в задаче (1).
Введем множество
 := { : = 0, , 0, }
n T T
k kX x e Dx k M e Dx k N∈ ∈ ≥ ∈  (6)
и обозначим через Х и X  множества допустимых планов задач (1) и (5) соответственно:
:= { : ( ) 0  ( )}, := { : ( ) 0  }.n T T p TX x t x t t Dx t N X x X t x t t T∈ + ≥ ∀ ∈ ∈ ≥ ∀ ∈  
л е м м а  1. Множества допустимых планов задач (1) и (5) совпадают. 
Д о к а з а т е л ь с т в о. Очевидно, что .X X⊂  Покажем что .X X⊂   Пусть .x X∈  если ,x X∈   
тогда имеет место одна из следующих ситуаций: 1) 0 ,k M∃ ∈  для которого 0 =: 0;
T
ke Dx a ≠  
2) 0 ,k N∃ ∈  для которого 0 =: < 0;
T
ke Dx a  3) ,t T∃ ∈  для которого ( ) =: < 0.
Tt x t a
Предположим, что имеет место ситуация 1) или 2). Положим 0( ) = .kt eθ −θa  Очевидно, что 
( ) ( )pt Nθ ∈  для всех θ > 0. тогда для некоторого достаточно малого θ > 0 имеем 
2 2 2
00
( ) ( ) ( ) ( ) = ( ) < 0.T T T kkt x t t Dx e x eθ θ + θ θ a − θa 
Заметим, что последнее неравенство противоречит включению .x X∈  Следовательно, ситуации 
1) и 2) невозможны. 
Допустим теперь, что ситуация 3) выполнена. Положим ( ) = .t tθ θ  Очевидно, что ( ) ( )pt Nθ ∈  
для всех θ > 0. тогда для достаточно больших θ > 0 получим неравенство 
2( ) ( ) ( ) ( ) = < 0,T T Tt x t t Dx t Dxθ θ + θ θ a + θ
которое противоречит включению .x X∈  Следовательно, ситуация 3) также невозможна. таким 
образом, .X X⊂   лемма доказана.
Из леммы 1 следует, что задачи (1) и (5) эквивалентны. В дальнейшем будем рассматривать 
задачу (5) с компактным множеством индексов T.
По определению, ограничения задачи (5) удовлетворяют условию (регулярности) Слейтера, 
если 
 , ( ) > 0  .такой что∃ ∈ ∀ ∈
Tx X t x t t T  (7)
Следуя [8, 11], введем множество *T  неподвижных индексов в задаче (5): 
 
* := { : ( ) = 0   }TT t T t x t x X∈ ∀ ∈ . (8)
л е м м а  2. Ограничения задачи (5) удовлетворяют условию Слейтера (7) тогда и только 
тогда, когда множество *T  пусто. 
Как было отмечено выше, целью данной статьи является доказательство критерия оптималь-
ности для задачи (5) и, следовательно, для исходной задачи (1) без каких-либо дополнительных 
условий на ее ограничения. Поэтому в дальнейшем мы будем рассматривать общий случай, ког-
да множество *T  может быть непустым.
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Свойства допустимых множеств задач (1) и (5). Справедлива следующая лемма.
Л е м м а  3. Множество неподвижных индексов в задаче (5) либо пусто, либо является объ­
единением конечного числа выпуклых ограниченных многогранников. 
Пусть *conv T  обозначает выпуклую оболочку множества *T . Очевидно, что *conv T  явля-
ется выпуклым ограниченным многогранником. Обозначим через
 ( )
* * *( ) = ( ), , ,kt j t j k P T j J∈ ∈ ∈
 
(9)
множество всех вершин многогранника *conv .T  В случае * =T ∅  имеем *conv =T ∅  и множе-
ство *conv T  не имеет вершин. Следовательно, в этом случае нужно положить J = ∅.
Л е м м а  4. Для любого допустимого плана x X∈ задачи (5) имеют место следующие соот­
ношения: 
 
* *( ) ( ) = 0,  ; ( ) ( ) 0,  , .T Tk ke x t j k M e x t j k N j J∈ ≥ ∈ ∈   (10)
Д о к а з а т е л ь с т в о. Очевидно, что для каждого x X∈  любой неподвижный индекс * *t T∈  
является оптимальным решением так называемой задачи нижнего уровня вида
( ) :   min ( ) , ( ).T pLLP x t x t t N∈ 
Тогда, выписав необходимые условия оптимальности первого порядка [7, 12] для решений 
* *( ) ,   ,t j T j J∈ ∈  задачи ( )( ) ,LLP x  получим следующие соотношения: 
*
*
*
= 0, ( ) > 0,
( ) ( ) , , .
0, ( ) = 0,
если или и
  
если и
 ∈ ∈ ∈ ∈ ∀ ∈
≥ ∈
kT
k
k
k M k N t j
e x t j k P j J x X
k N t j

Из этих соотношений следует (10). Лемма доказана. 
Обозначим 
 
* *= { : ( ) ( ) = 0,  ;  ( ) ( ) 0,  , }.n T Tk kX x e x t j k M e x t j k N j J∗ ∈ ∈ ≥ ∈ ∈    (11)
Тогда, в соответствии с леммой 4, имеем *.X X⊂
Л е м м а  5. Пусть множество *X  определено согласно (11). Тогда 
 
*
*( ) 0 conv , .Tt x t t T x X≥ ∀ ∈ ∀ ∈  (12)
Д о к а з а т е л ь с т в о. Пусть *conv .t T∈  Тогда *= ( ), = 1, 0, .j j j
j J j J
t t j j J
 
       Следо­
вательно, 
 
( )* * * *( ) = ( ) ( ) ( ) = ( ) ( ) ( ).
T
TT
j j s j
j J j J s J j J
t x t t j x t j t s x t j
∈ ∈ ∈ ∈
   
α α α α      
   
∑ ∑ ∑ ∑  
 
(13)
Так как *,x X∈  соотношения (10) имеют место и, принимая во внимание неравенства 
*( ) 0,   ,   ,kt s k N s J≥ ∈ ∈  получаем ( )* * * *( ) ( ) ( ) = ( ) ( ) ( ) 0,  , .T Tk k
k N
t s x t j t s e x t j s J j J
∈
≥ ∈ ∈∑ 
Из последнего неравенства и неравеств 0,   ,j j Jα ≥ ∈  с учетом равенства (13), следуют соот-
ношения (12), что доказывает лемму. 
Обозначим 
 
* *ˆ:= { ,  ( ,conv ) }, := { ,  ( ,conv ) },T t T t T T t T t Tε ε∈ ρ ≥ ε ∈ ρ ≤ ε  (14)
 *:= , := { : ( ) 0  },
TX X X X z X t z t t Tε ε∩ ∈ ≥ ∀ ∈   (15)
      Весці Нацыянальнай акадэміі навук Беларусі. Серыя фізіка-матэматычных навук. 2019. T. 55, № 3. С. 299–308 303
где множества X  и *X  определены соответственно в (6) и (11) и ε > 0, ( , ) = || ||min
B
l B l
τ∈
ρ − τ  для 
, ;p pl B∈ ⊂  || ||= Ta a a  для .pa ∈
л е м м а  6. Пусть X – множество допустимых планов задачи (5). Существует ε0 > 0, такое 
что 0 = .X Xε  
Д о к а з а т е л ь с т в о. Очевидно, что X X ε⊂  для всех ε > 0. Покажем, что существует число 
ε0 > 0, для которого 0 .X Xε ⊂  если допустить противное, то для всех значений ε > 0 существует 
вектор ( ) ,z X εε ∈  для которого справедливо неравенство 
 ( ) ( )( ) ( ) ( ) < 0,
T
t z tε ε ε  (16)
где 
( ){ } ( ){ }( ) arg{ ( ) , ( ) arg ( ) , ,min minT T
t t
t t z t t T t t z t t Tε ∈ ε ∈ ⇒ ε ∈ ε ∈  
:= { ( ) : | | 1}.max
p
k
k P
T t N t
∈
∈ ≤ 
 
Заметим, что ,T T⊂   и множество T  выпукло.
По построению (см. лемму 5 и определение (15)), выполняются неравенства 
( ) *( ) 0  conv .Tt z t t T Tεε ≥ ∀ ∈ ∪  тогда очевидно, что *ˆ( ) \ conv .t T Tεε ∈  Следовательно, суще-
ствует *
0
:= ( ),limt t
ε→
ε * *conv .t T∈
Без потери общности можно считать, что для всех достаточно малых ε > 0 выполняется:
0 0 * *
( ) := { : ( ) = 1} = ,
( ) := { : ( ) = 0} = , ( ) := { : ( ) = 1} = .
k
k k
M k M t M
N k N t N N k N t N
± ±ε ∈ ε ±
ε ∈ ε ε ∈ ε
Зафиксируем достаточно малое значение > 0ε  и рассмотрим вектор *= ( ) .l t tε −  Покажем, 
что вектор l  является допустимым направлением в точках t* и ( )t ε  во множестве .T  Дей-
ствительно, принимая во внимание выпуклость множества ,T  имеем ( )* *( )t t t T+ λ ε − ∈   для 
[0,1].λ ∈  Следовательно, вектор l  является допустимым направлением в точке t* во множестве .T  
Очевидно, что направление l  допустимо в точке ( )t ε  во множестве ,T  если выполнены сле-
дующие условия: * 00 ; 0 .для для+ −≤ ∈ ∪ ≥ ∈ ∪k kl k M N l k M N  Все эти неравенства спра-
ведливы, так как по построению 
* 0 *:= ( ) = 0,   .k k kl t t k M N N
±ε − ∈ ∪ ∪
Это означает, что направление l  допустимо в точках t* и ( )t ε  во множестве .T  Следовательно, 
 * * * 0( ) := = ( ) [0, ],t t l t t t T         
где γ0 > 1.
Введем функцию 
  2 0( ) := ( ) ( ) ( ) = 2 , [0, ],         Tw t z t a b c
где ( ) ( ) ( )* * *:= ( ) ( ) ,   := ( ) ,   := ( ) .T T Tc t z t b l z t a l z lε ε ε    По построению для γ* = 1 имеем 
( ) ( )*( ) = ( ) ( ) ( ).Tw t z tγ ε ε ε
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Из последнего равенства следует, что w(γ*) совпадает с оптимальным значением целевой функ-
ции в задаче ( )min ( ) , .Tt z t t Tε ∈   Отсюда заключаем, что 
 
* 2
[0, ] [0, ]0 0
( ) = ( ) = ( 2 ).min minw w a b c
γ∈ γ γ∈ γ
γ γ γ + γ +
 
(17)
Поскольку * 0(0, ),γ ∈ γ  из (17) легко вывести соотношение *2 2 0.a bγ + =  Следовательно, –a = b 
и справедливы следующие эквивалентные равенства: 
 ( ) ( ) ( ) ( ) ( ) ( )
* *( ) = ( ) ( ) ( ) = ( ) ( ) ( ).
T TT Tl z t l z l t z t t z t− ε ε ⇔ ε ε ε ε ε     (18)
Из включения * *convt T∈  получаем 
* *= ( ), = 1, 0,  .j j j
j J j J
t t j j J
∈ ∈
β β β ≥ ∈∑ ∑
Отсюда, принимая во внимание включение ( )z X Xεε ∈ ⊂  и неравенства tk(ε) ≥ 0, k ∈ N, получаем 
( ) ( ) ( ) ( )* *( ) ( ) = ( ) ( ) ( ) 0.T Tj
j J
t z t t z t j
∈
ε ε β ε ε ≥∑ 
Последнее неравенство вместе с неравенством (16) при ε = ε  противоречит (18), что и доказыва-
ет лемму. 
л е м м а  7. Для любого ε > 0 существует вектор ( )x X εε ∈  такой, что
 ( )( ) > 0, .
Tt x t t Tεε ∈  (19)
Д о к а з а т е л ь с т в о. Для фиксированного ε > 0 рассмотрим задачу полубесконечного про-
граммирования
,
Pr :    , , ( ) .max
T
x y
y x X t x t y t Tε
∈
∈ ≥ ∀ ∈


В этой задаче множество индексов T
ε
 компактно, множество ,X  определенное в (15), выпук-
ло и ограничения удовлетворяют условию Слейтера. тогда, в соответствии с теоремой 1 из [13], 
существует множество индексов I, | | 2,I n≤ +  и векторы ,   ,mt T m Iε∈ ∈  такие, что для дискрети-
зированной задачи
,
Pr :    ,   , ( ) ( ) , ,max
m T m
x y
D y x X t x t y m I
∈
∈ ≥ ∈


имеет место равенство val ( Pr) = val(Pr),D  где val (Pr)  обозначает оптимальное значение целе-
вой функции в задаче (Pr). Принимая во внимание определения неподвижных индексов и мно-
жества T
ε
, с учетом выпуклости множества ,X  можно показать, что существует такой вектор 
ˆ ,x X∈  что ˆ( ) ( ) > 0, .m T mt x t m I∈  Из последних неравенств заключаем, что val( Pr) > 0D  
и, значит, val(Pr) = val( Pr) > 0.D  Следовательно, задача (Pr) имеет допустимый план ( , ),x y  для 
которого > 0.y  лемма доказана. 
Условия оптимальности для задачи (1). Докажем новые условия оптимальности для за-
дачи (1), которые имеют форму критерия и не требуют выполнения предположения о том, что 
ограничения задачи удовлетворяют условию Слейтера. 
те о р е м а  1. Рассмотрим задачу (1) с множеством неподвижных индексов *T  и вершины 
*{ ( ),   }t j j J∈  выпуклого многогранника *conv .T  Вектор 0x X∈  являетсяся оптимальным пла-
ном задачи (1) тогда и только тогда, когда существуют векторы
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 ( ), ( ) ( ), ; ( ) ( ), ; | | ;
p p pN j N j J t i N i I I nλ∈ λ ∈ ∈ ∈ ∈ ≤    (20)
такие, что для данного вектора x0 и матрицы 
 
( ) ( )*= ( ) ( ) ( ) ( )T T
i I j J
t i t i t j j
∈ ∈
Ω + λ∑ ∑
 
(21)
выполняются следующие соотношения: 
 
0 0= 0, = 1,2,..., ; ( ) = 0,T Tm m mc D A m n Dx x− + λ +Ω• λ +Ω•  (22)
где Dm обозначает m-й столбец матрицы = ( , = 1,..., ).mD D m n  
Д о к а з а т е л ь с т в о. Н е о б х о д и м о с т ь. Допустим, что 0x X∈  является оптималь-
ным планом задачи (1). Пусть ε
0
 > 0 – значение параметра, при котором имеет место равенство 
0 = ,X Xε  где множество X ε  определено в (15). Согласно лемме 6, такое значение существует. 
Тогда вектор x0 является также оптимальным планом и для задачи 
0 0SIP( ) :    , ,min
T
nz
c z z X ε
∈
ε ∈

которая может быть переписана в виде
0SIP( ) :    ,min T
nz
c z
∈
ε

0( ) 0 ,
Tt z t t Tε≥ ∀ ∈
* *= 0, ( ) ( ) = 0,  ; 0, ( ) ( ) 0, ,   .T T T Tk k k ke Dx e z t j k M e Dx e z t j k N j J∈ ≥ ≥ ∈ ∈ 
Задача ( )0sIP( )ε  обладает следующими важными свойствами: 
1) множество индексов 0Tε  компактно;
2) ограничения задачи удовлетворяют условию Слейтера (см. лемму 7).
Следовательно, применяя классические условия оптимальности (как, например, условия тео-
ремы 5.107 из [7]) к оптимальному плану x0 задачи ( )0SIP( ) ,ε  убеждаемся в том, что существуют 
такие числа и векторы 0( ) > 0, ( ) ,  , | | ; ( ) ( ), , ( ),
p py i i T i I I n j N j J Nετ ∈ ∈ ≤ λ ∈ ∈ λ∈   что вы-
полнены следующие соотношения:
 
( ) ( ) *( ) ( ) ( ) ( ) ( ) = 0,   = 1,..., ;T TTm m m m
i I j J
c y i i A i D j A t j m n
∈ ∈
− + τ τ + λ + λ∑ ∑
 
(23)
 ( ) ( )
0 0 * 0( ) ( ) ( ) = 0, ; ( ) ( ) ( ) = 0, ; = 0.
T T Ti x i i I j x t j j J Dxτ τ ∈ λ ∈ λ   (24)
Введя обозначение ( ) := ( ) ( ),   ,t i y i i i I   легко заметить, что соотношения (23), (24) могут быть 
записаны в виде (22) с матрицей Ω, определенной в (21). Необходимость доказана.
Д о с т а т о ч н о с т ь. Предположим, что для 0x X∈  существуют вектора (20) такие, что для 
матрицы (21) выполняются соотношения (22). Из этих соотношений следует, что вектор x0 явля-
ется оптимальным планом следующей задачи линейного программирования: 
:    ,min T
x
LP c x
( )( ) ( ) ( ) 0, ,Tt i x t i i I≥ ∈
* *= 0, ( ) ( ) = 0, ; 0, ( ) ( ) 0, ,   .T T T Tk k k ke Dx e z t j k M e Dx e z t j k N j J∈ ≥ ≥ ∈ ∈ 
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Очевидно, что множество допустимых планов X исходной задачи (1) принадлежит множеству 
допустимых планов задачи (LP). Следовательно, оптимальность вектора 0x X∈  в задаче (LP) 
влечет оптимальность x0 в исходной задаче (1). Теорема доказана.
Для любой симметричной матрицы ( )A S p∈  и любого вектора pλ∈  справедливо соот-
ношение = ( ) ,T T Tt A t t Aλ • λ + λ •  где = / 2.λ λ  Тогда, без потери общности, можно считать, что 
в (22) матрица Ω симметрична и имеет вид 
( ) ( ) ( )* *= ( ) ( ) ( ) ( ) ( ) ( ) .TT T
i I j J
t i t i t j j j t j
∈ ∈
 Ω + λ + λ 
 
∑ ∑
Пусть *T  – множество неподвижных индексов, определенное в (8), и пусть *{ ( ),   }t j j J∈  – 
множество всех вершин выпуклого многогранника *conv .T  Положим :=| |m J  и обозначим че-
рез ( )p m N×  множество p m× -матриц вида = ( ,   ),   ( ),   .pj jB B j J B N j J∈ ∈ ∈  Введем матри-
цу *= ( ( ),   ) p mt j j J ×Η ∈ ∈ , множества матриц 
*
( , ) := { ( ) : = ,  ( )},
( , ) := conv { : ( )}
T T p m
T p
V p N V S p V N
C p N tt t N
×∈ ΛΗ + ΗΛ Λ∈
∈


и переформулируем теорему 1 следующим образом.
Те о р е м а  2. Вектор 0x X∈  является оптимальным планом задачи (1) тогда и только тог-
да, когда существует вектор ( )p Nλ∈  и матрицы 0 * 0( , ),  ( , )U C p N V V p N∈ ∈  такие, что 
0 0 0 0 0 0( ) = 0, = 1,2,..., ; ( ) ( ) = 0.T Tm m mc D U V A m n Dx U V x− + λ + + • λ + + •
З а м е ч а н и е. Задача (5) и, следовательно, исходная задача (1) могут быть переформулирова-
ны в виде следующей задачи конической (conic) оптимизации:
, ( ) ( , ),min T
x X
c x x C p N
∈
∈
где выпуклое множество nX ⊂   определено по формуле (6) и конус матриц ( , ) ( )C p N S p⊂  
задан следующим образом: ( , ) := { ( ) : 0   ( )}.T pC p N B S p t Bt t N∈ ≥ ∀ ∈  Отметим, что конус 
C(p,N) является обобщением хорошо известных и изученных в литературе конусов, таких как 
конус положительно полуопределенных матриц ( ) := { ( ) : 0   }T pS p B S p t Bt t      и конус 
коположительных матриц ( ) := { ( ) : 0   }.T pC p B S p t Bt t +∈ ≥ ∀ ∈  Действительно, для N = ∅ вы-
полняется ( , ) = ( )C p N S p  и для N = P мы имеем C(p,N) = C(p). Заметим также, что введенный 
ранее конус C*(p,N) является двойственным к конусу C(p,N). 
Заключение. Полученные в статье результаты позволяют сделать следующие выводы.
– Для рассматриваемого класса задач множество неподвижных индексов имеет специальную 
структуру. Учет этой структуры дает возможность описать свойства множества допустимых 
планов.
– Использование неподвижных индексов в коположительной оптимизации позволяет полу-
чить новые условия оптимальности для различных классов специальных задач.
– Сформулированные условия оптимальности могут быть применены для построения новых 
эффективных численных методов для решения задач коположительной и конической оптимизации. 
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