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Abstract
This work is devoted to the study of relaxation–dissipation processes in systems de-
scribed by Quantum Field Theory. After a brief introduction to the main stream of appli-
cations and to the general CTP formalism, a preparatory study in quantum mechanics is
presented.
I then introduce the scalar quantum field theory λφ4 in finite volume, which is studied in
the infinite N limit, both at equilibrium and out of equilibrium. The dynamical equations
are derived and solved numerically. I find that the zero-mode quantum fluctuations cannot
grow macroscopically large starting from microscopic initial conditions. which leads to
the conclusion that there is no evidence for a dynamical Bose-Einstein condensation, in
the usual sense. On the other hand, out of equilibrium the long-wavelength fluctuations
do scale with the linear size of the system, signalling dynamical infrared properties quite
different from the equilibrium ones characteristic of the same approximation scheme.
With the aim of going beyond the gaussian approximation intrinsic in the large N
limit, I introduce a non-gaussian Hartree-Fock approximation (tdHF). I derive the mean-
field coupled time-dependent Schroedinger equations for the modes of the scalar field and
I renormalize them properly. The dynamical evolution in a further controlled gaussian
approximation of our tdHF approach, for N = 1, is studied from non-equilibrium initial
conditions characterized by a uniform condensate. I find that, during the slow rolling down,
the long-wavelength quantum fluctuations do not grow to a macroscopic size but do scale
with the linear size of the system, as happens in the large N approximation of the O(N)
model. This behavior shows an internal inconsistency of this approximation. I also study
the dynamics of the system in infinite volume with particular attention to the asymptotic
evolution in the broken symmetry phase. We are able to show that the fixed points of the
evolution cover at most the classically metastable part of the static effective potential.
Finally, the dynamical evolution in the O(N +1) nonlinear sigma model in 1+1 dimen-
sions is investigated in the large N limit. I first of all verify that the large coupling limit
of the O(N + 1)φ4 model, which renders the model non linear, commutes with the large
N limit, so that the O(∞) nonlinear sigma model is uniquely defined. I then numerically
study the evolution of several observables, with a particular attention to the spectrum
of produced particles during the relaxation of an initial condensate and find no evidence
for parametric resonance, a result that is consistent with the presence of the nonlinear
contraint. Only a weak nonlinear resonance at late times is observed.
I conclude with some remarks on the “state of art” in gauge theories and some comments
about the open issues in the subject.
Preface
This work is devoted to some aspects of the dynamical evolution in Quantum Field Theory
(QFT). Before describing the specific attitude I will take and the applications I will be
considering in the following chapters, I would like first to briefly introduce the general
setting which the subject of this thesis belongs to and, at the same time, give at least one
motivation to keep studying QFT.
If we go back in time and want to talk about the history of Theoretical Physics, few
simple words might be enough: Unification of Concepts and Descriptions. If we look at the
evolution of Theoretical Physics, starting from Newton’s theory of gravitation, up to the
Standard Model of elementary interactions, passing through Maxwell’s electromagnetism,
we realize that the dream of reducing the complexity of phenomena to a unique fundamental
principle (or to the lowest number of them), has been one of the powerful and successful
ideas, which have been leading theoretical physicists not only to describe in a simple and
beautiful fashion the Nature as was known, but even to make important predictions and
discoveries, later confirmed by the experiments [1, 2]. We might cite three great historical
examples: the prediction of the existence of a new planet, Neptune, in the solar system
(discovered later in 1846), according to the theory of gravitation and to the observational
data on the orbits of the already known planets, the prediction of the Hertzian waves
(experimentally observed in 1888), according to Maxwell’s theory of electromagnetism and
the prediction of the existence of the electron’s antiparticle, the positron, according to the
Dirac’s relativistic theory of the electron (discovered in 1932).
From this point of view, during the 20th century, Theoretical Physics went very far
on the path of Unification. The formulation of the Standard Model of the Electroweak
Interactions, by S. Glashow, S. Weinberg and A. Salam [3, 4, 5] which worth the Nobel
prize to its inventors, represents one of the brightest result of Theoretical Physics. Three of
the four fundamental interactions of Nature, namely the electromagnetic, the weak and the
strong forces, and all the phenomena which are related to them (almost the entire world as
we know it), can be described in a single conceptual framework, using a unique “language”
(as a side-product, again the W and Z vector bosons were predicted by the Standard
Model before their discovery in 1983). This was possible thanks to the merging of two of
the most important achievements of Theoretical Physics in the first half of XXth century:
Special Relativity [6] and Quantum Mechanics [7]. Since the first attempts to reconcile the
two theories, it became evident that internal consistency asked for a Quantum Theory of
Relativistic Fields to be formulated [8].
Then, in spite of the initial mistrust theoreticians devoted to QFT as the framework
for a fundamental theory, the experiments has been showing at a deeper and deeper level
the capability of such a “language” to describe with some simple words almost all the phe-
nomena happening in our world (for completeness’ sake, I should say that this reductionist
point of view may be applicable and justified when limited, for instance, to particle Physics,
but its extension to the whole Physics, or the whole Science, has been deeply criticized [9];
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for recent reviews and criticism of QFT, see also [10, 11, 12]) ...
All but one. In fact, the gravitational interaction is still described by the Einstein’s Gen-
eral theory of Relativity (GR), which dates back to 1915 and is a classical (non-quantum)
field theory. It is not the subject of this work to talk about the efforts made to include
gravitation in a QFT description of Nature. Thus it will suffice to say that, even though
gravity still remains out of this scheme, QFT represents a sort of partial Unification, in
the sense specified above, and in any case, it provides a broad framework within which
problems in different branches of physics can be formulated and studied.
One of the greatest success of QFT, when it is applied to particle physics, consists of
the ability to predict the scattering cross sections and decay widths of elementary particles
as measured in collision experiments, like those performed in the accelerators at CERN,
the European Laboratory for Particle Physics near Geneva, and at Fermilab, the Fermi
National Accelerator Laboratory near Chicago. The mathematical formalism is based on
the formal theory of scattering, where the S matrix elements are computed using a covariant
perturbation theory, based on the expansion on powers of a small parameter, which is
usually a coupling constant of the theory. The coefficients of the series expansion are
obtained by using the Feynman diagram technique. The crucial point in such an approach,
is the computation of transition amplitudes from an asymptotic state in the remote past
(at t = −∞) to a different asymptotic state in the remote future (at t = +∞). To this end,
one needs to compute the matrix element between free particle states of the time–evolution
operator U(t = −∞, t = +∞).
Although the (perturbative) scattering theory has been very useful, it is able to address
a very limited subset of problems one might want to solve in QFT. For example, the
coupling may not be weak enough to justify a perturbative expansion, there may not exist
the free asymptotic states of the 0th order of perturbation theory or we may really need
something more than just the scattering probabilities.
Moreover, the area of applicability of QFT is not limited to particle physics. In fact, it
is now clear that QFT provides a convenient and unifying formulation also for condensed
matter and statistical mechanics and it represents a valid description and a powerful tool
of computation for different phenomena like the behavior of a metal or an alloy in the
superconducting phase [13] or a statistical system near the critical temperature of a phase
transition [14].
Thus, while remaining inside such a fruitful conceptual scheme, the goal of this work is
to study in detail some aspects of and put some light on the out of equilibrium, finite time
evolution for systems described by a QFT, from a point of view which is more appropriate,
as we will see in detail in the following, in situations where relaxation/dissipation and
decoherence effects are important and the formal theory of scattering is not able to give a
complete information on the process under consideration.
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Chapter 1
Introduction
1.1 Motivations
There are many interesting physical situations in which the system under consideration
evolves through a series of highly excited states (i.e., states of finite energy density).
As an example consider any model of cosmological inflation, where the inflaton drives
the universe exponential evolution by staying for a certain period in states far away from
the vacuum [15, 16, 17].
On the side of particle physics, the ultra-relativistic heavy-ion collisions, scheduled
in the forthcoming years at the Relativistic Heavy Ion Collider of Brookhaven National
Laboratory (BNL-RHIC) and at the Large Hadron Collider of the European Laboratory
for Particle Physics (CERN-LHC), are supposed to produce hadron matter at very high
densities and temperatures and out of thermal equilibrium; in such a regime, an approach
based on particle scattering at low density cannot be considered a good interpretative tool.
To extract sensible information from the theory new computational schemes are necessary.
We need, first of all, to go beyond the simple Feynman diagram description at finite
order. The use of resummation schemes, like the Hartree–Fock [18, 19] approximation (HF)
and the large N limit [20], or the Hard Thermal Loop resummation (HTL) for systems at
finite temperature [21, 22], can be considered a first step in this direction. They, in fact,
enforce a sum over an infinite subset of Feynman diagrams that, in the case of HTL, are
dominant in a given region of the parameter space, where the simple truncation of the
usual perturbative series at finite order is not justified. In the case of HF, instead, the
approximation resums the diagrams which become dominant when the number of spatial
dimensions are high. In any case, all of these schemes allow for a non–perturbative treat-
ment of the dynamics under consideration and resummation techniques are already applied
to the computation of scattering cross sections and decay width.
This is not enough, however, when one wants to describe systems under extreme con-
ditions of density and temperature during their approach to thermal equilibrium. In this
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case, the suitable approach to QFT consists in setting up an initial value problem. To this
end, the standard formulation based on time–ordered Green’s functions is not viable, while
a Schroedinger picture approach [23] may help in clarifying some aspects, by shifting the
interest upon the evolution of local field expectation values rather than on the computation
of in–out matrix elements. Thus, one specifies an initial state (generally described by a
density matrix functional) and then follows its evolution under the time–evolution operator
generated by the quantum Hamiltonian.
A similarity with a classical mechanics problem may be useful to clarify the difference
between this approach and the in–out formalism. Studying out of equilibrium evolution
in QFT is like solving a classical dynamics problem, where one follows the time history
of the mechanical system, once the initial conditions (for position and velocity) have been
specified. On the other hand, one could also fix the mechanical configurations at an initial
time tin and a final time tout, and then look for the specific trajectory, if any, which connects
the two configurations at the two different times; this is exactly what one does to compute
cross sections using S matrix elements, where tin → −∞, tout → +∞ and the initial and
final state describe free particles.
As a consequence, the standard functional formalism used in S matrix calculations, is
not appropriate to perform the task of finding the solution of an initial value problem in
QFT, because the argument of the standard effective action Γ is the matrix element of
the quantum field operator between an in and an out state. In fact, if one tries to derive
field equations from such an effective action, complex and non causal quantum corrections
appear. On the contrary, the correct order parameter is obtained as the average value of the
field operator at a fixed time. Thus, while the effective potential (or the Landau–Ginzburg–
Helmholtz free energy) has been very useful in clarifying matters in static configurations, the
non equilibrium evolution of the expectation value of quantum fields should be studied from
first principles, resorting to non–equilibrium formalism and addressing issues like dissipative
dynamics, decoherence and phase transitions out of equilibrium [24, 25, 26, 27, 28].
Of course, the Cauchy problem in QFT is far too difficult to be solved exactly (which
would correspond to solve exactly either the time dependent Schroedinger equation for the
wave–functional or the quantum Heisenberg equations of motion for the time-dependent
field operators). Actually, as we will see in great detail in the following chapters, some
sort of approximation is always applied, usually in the form of a dynamics reduced to a
subspace of the Hilbert space of the system.
To summarize, by Quantum Field Theory Out of Equilibrium I mean the study of the
dynamics of non-equilibrium processes from a fundamental field-theoretical description, by
deriving and solving the dynamical equations of motion for the expectation values and cor-
relation functions of physically relevant observables, in the underlying (3+1)−dimensional
quantum field theory. Typical examples are: phase transitions and particle production
out of equilibrium, symmetry breaking and dissipative processes, relaxation and transport
processes in extreme environment.
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The study of real time evolution in Quantum Field Theory dates back to the early
60’s and can be rigorously formulated by means of the so–called Closed Time Path (CTP)
generating functional [29, 30, 31, 32, 33] (cfr. section 2.3), or related formalisms like the
Feynman–Vernon influence functional technique [34] and the Zwanzig’s projection method
[35]. The problem, even if well defined, is so complex that little can be done analytically
even in the simplest situation. Thus, the method was used quite rarely until the beginning
of the 90’s. A decade ago, a large research program was started by different research
groups [36, 37, 38, 39], who obtained useful results in realistic physical systems, by heavily
exploiting the power of the modern computing facilities. In fact, it should be clear that
one will have to resort to numerical techniques in order to solve the partial non linear
differential equations of any realistic theory; thus, a formulation of the problem practical
for numerical methods is crucial. However, it must be also said that the real time dynamics
of phase transitions can be studied in a concrete way with presently available computers.
I finally want to emphasize from the beginning the interdisciplinary character of such
an approach, which can be applied with considerable impact in the fields of cosmology,
astrophysics, particle physics, quantum optics and statistical mechanics out of equilibrium.
Relevant results have been obtained in the study of pion condensates, supercooled phase
transitions (strongly out of equilibrium), inflationary cosmology and early universe dy-
namics, strong field electrodynamics in astrophysical plasmas, the hadronization stage of
the quark gluon plasma, particle production in heavy ion collisions, dynamical symmetry
breaking and dissipative processes, decoherence processes in the transition from quantum
to classical regime.
For the reader’s benefit, I will summarize here the main topics addressed and some
remarkable results obtained in the framework of Quantum Field Theory Out of Equilibrium.
Cosmological issues
The method has been used to study the non–equilibrium aspects of cosmological phase
transitions, in an inflationary scenario. The Inflationary paradigm [40] (for recent devel-
opments see also ref. [41]) is one of the greatest application of QFT; “rolling” equations
in the new inflationary model and the corrections introduced by thermal and quantum
fluctuations [15, 42, 43, 44, 45] are studied using the methods of non equilibrium quantum
statistical mechanics.
This formalism is able to give the quantum evolution equations for the inflaton field
coupled to Einstein’s equation for the metric, allowing for a semiclassical treatment of the
coupled gravity-matter problem and showing the existence of inflationary solutions also in
this case [15]. The subject is relevant to the study of Reheating of the Universe at the end of
inflationary epoch, which can be treated in a full dynamical fashion, without the use of static
quantities like the effective potential. Reheating proceeds by means of either parametric (for
chaotic models) or spinodal (for new inflation models) instabilities, with profuse particle
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production. Both are non–perturbative out of equilibrium mechanisms and require a self–
consistent non–perturbative approximation scheme to be used, in order to be correctly
described in a quantitative manner. The first stage leads to a non thermal momentum
spectrum for the produced particles, and is called Preheating for this reason. After and
maybe together with that, thermalization occurs via standard scattering processes among
particles [46]. Moreover, it is widely accepted that our Universe undertook several phase
transitions during its cooling down from the initial Big Bang. The last transitions, namely
the deconfining and the chiral phase transitions, may be experimentally proved at the
modern accelerators, as the BNL-RHIC, which started its activity quite recently, and the
CERN-LHC. Even the baryon asymmetry (the predominance of matter over antimatter)
may be explained by an electroweak phase transition in non–equilibrium conditions [47].
The efficiency of such an electroweak baryogenesis may be quantitatively measured by the
use of the non equilibrium formalism. In fact, while the equilibrium and static properties
of phase transitions are by now well understood, we still need to clarify many points about
the dynamics of the processes involved as a phase transition proceeds in time and out of
thermal equilibrium.
Early attempts to analyze the temperature-induced symmetry–changing phase transi-
tions, that are the crucial ingredients in inflationary cosmology, were based on the use of
the static, temperature dependent, effective potential, with the temperature changing in
time according to some plausible rule. But the methods of thermal field theory are of no
help, unless we are able to show that the evolution proceeds so slowly that local thermal
equilibrium is maintained all along the phase transition. If this is not the case, it should
be noticed that the effective potential is useless, being a quantity defined strictly at equi-
librium. As such, it can give information about static properties like possible stable or
metastable equilibrium states and critical temperature, but it loses all information about
real time processes, like the approach to equilibrium.
An other important goal is to study the process of domain formation and growth in
an expanding cosmology, which is very relevant for our understanding of the formation of
scalar density perturbations during the phase transition, may have left an imprint in the
fluctuations of the cosmic microwave background and should have allowed the formation
of large scale structures in the Universe.
Such theoretical efforts are justified by an intensive experimental work that has trans-
formed Cosmology in a truly observational discipline. Indeed, the precise determination of
the power spectrum of the anisotropies in the Cosmic Microwave Background Radiation
temperature, yielded first by COBE [48], very recently by BOOMERANG [49] (much more
detailed measurements are expected from MAP [50] and PLANCK [51] missions), allows to
test the quantitative predictions of inflationary models based on particle physics scenarios
and in the near future will certainly validate or rule out specific proposal.
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Quantum Decoherence
An other interesting subject is the study of the decoherence process, which means the
transition from quantum to classical behavior. Since quantum superpositions of different
mean field states are so difficult to observe in nature, the dynamics should be such that
the interference between macroscopically distinguishable states is dynamically suppressed
[52, 53, 54]. The subject may clarify the dynamics of phase separation in strongly super-
cooled phase transitions both in Minkowsky [42, 55] (like the formation and evolution of
defects in 4He after a sudden quench) and in cosmological backgrounds [45] and also some
aspects of charged particles dynamics [54]; with this regard, a formulation based on the
evolution of a density matrix is very useful because reveals the emergence of a semiclas-
sical stochastic description. In mean field approximations, the decoherence process seems
to proceed through a dephasing of the different modes and causes a growth of a suitably
defined effective entropy [55].
Bose–Einstein Condensation
From the condensed–matter side, the recent experiments on the Bose–Einstein condensation
of dilute atomic gases in laser traps at ultracold temperatures have raised a wide interest
[56, 57, 58]. I think that a true understanding of this phenomenon requires the control of
non equilibrium properties, since the characteristic time scales and the temperatures are
not those typical of thermalization processes.
Disoriented Chiral Condensates
One of the phenomena which may occur in hadron physics at high energies, is the possi-
ble formation of Disoriented Chiral Condensates (DCC’s), which are regions of misaligned
vacuum in the isospin internal space of the pions, analogous to misaligned domains in a
ferromagnet. Such regions might act as pion lasers, in the sense that they may relax to
the standard ground state by coherent emission of pions, with highly non gaussian charge
distribution. This may provide an explanation for the Centauro (overwhelmingly charged)
and Anti-Centauro (overwhelmingly neutral) cosmic-ray events and no other processes be-
sides a QCD phase transition out of equilibrium have been proposed, which could produce
such a signature.
The influence of quantum and thermal fluctuations on the dynamics of the formation of
Disoriented Chiral Condensate has been studied in the framework of Quantum Field Theory
Out of Equilibrium; this subject may be experimentally relevant at present accelerator
energies [42, 59].
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1.2 Layout presentation
Of course, such a broad field of applicability cannot be covered even partially by the
issues addressed in a Ph.D. thesis. Many of the topics illustrated in the previous section,
however, have been already clarified by means of a thorough analysis of various dynamical
aspects in the scalar φ4 theory in (3 + 1)D. Many physical systems, in fact, at different
levels of description, may be modeled using such a field theory. Nevertheless, a complete
understanding of the topic is still lacking and a relatively little work has been done to
clarify the matter with respect to other field theories.
Thus, the specific subject of this thesis is the study of the real time dynamics in two
specific models with opposite renormalization properties in the ultraviolet, namely the
“trivial” λφ4 model in (3+1)D and the asymptotically free non linear σ model in (1+1)D,
mainly considering the evolution of translation (and rotation) invariant states.
Thus, in chapter 2, after a brief introduction to the CTP formalism, an amusing exer-
cise is performed in Quantum Mechanics, considering a harmonic oscillator plus a quartic
perturbation. Then, the λφ4 model in (3 + 1)D is studied in a finite volume and in the
infinite N limit both at equilibrium and out of equilibrium, with particular attention to
certain fundamental features of the broken symmetry phase. The numerical solution of
the dynamical evolution equations shows that the zero–mode quantum fluctuations cannot
grow macroscopically large starting from microscopic initial conditions. I conclude that a
Bose–Einstein condensation of a “novel” form is implied by the non–equilibrium dynamics.
On the other hand, out of equilibrium the long–wavelength fluctuations do scale with the
linear size of the system, signalling dynamical infrared properties quite different from the
equilibrium ones characteristic of the same approximation scheme.
Now, it is to be noticed that the large N limit of O(N) φ4 model is a completely gaussian
theory of transverse modes. I am interested in going beyond both this approximations and
in finding a scheme which allows an interaction between the longitudinal and the transverse
modes and is able to retain some non gaussian feature of the complete theory.
Consequently, I consider also an other non–perturbative scheme, namely a non–gaussian
time dependent Hartree–Fock approximation (tdHF) both at equilibrium and out of equi-
librium. I concentrate myself to the simplest case N = 1, with particular attention to the
structure of the ground state and of certain dynamical features in the broken symmetry
phase. I derive the mean–field coupled time–dependent Schroedinger equations for the
modes of the scalar field and I outline a suitable procedure to renormalize them. A further
controlled gaussian approximation of this new tdHF approach is used in order to study the
dynamical evolution of the system from non–equilibrium initial conditions characterized
by an uniform condensate. I find that, during the slow rolling down, the long–wavelength
quantum fluctuations do not grow to a macroscopic size but do scale with the linear size
of the system, in accordance with similar results valid for the large N limit of the O(N)
model. This behavior is at the basis of an argument proving that the gaussian approxi-
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mation within this tdHF approach is inconsistent. It would be interesting to numerically
solve the quantum Schroedinger equations (2.121) and (2.122), in order to have a better
comprehension of this inconsistencies.
In addition, I study the dynamics of the system in infinite volume with particular
attention to the asymptotic evolution in the broken symmetry phase. I am able to show
that the fixed points of the evolution cover at most the classically metastable part of the
static effective potential.
As a first step in future directions, I derive the fundamental equations for the case
N > 1 and I outline some problems in completing the renormalization procedure safely.
I also relax the hypothesis of spatial uniformity, deriving the evolution equations for a
rotationally invariant scalar condensate in the large N limit. A suitable algorithm to solve
the partial derivatives equations is presented and a possible implementation on a PC’s
cluster of the Beowulf class is outlined.
The φ4 model in (3 + 1)D dimension is a trivial theory [14]: it suffers from complete
screening and would have a vanishing coupling constant in the absence of a cutoff. Thus,
it must be always considered as an effective theory, valid below a certain scale of energy.
It is well known that there exist theories with a completely different ultraviolet behavior,
like the non linear σ model in (1 + 1)D and QCD. They are asymptotically free theories in
the ultraviolet, which means that the running coupling decreases with the increase of the
energy scale.
With the aim of starting an analysis of the dynamical properties of such theories, the
out–of–equilibrium dynamics of the O(N + 1) nonlinear σ–model in 1 + 1 dimensions is
investigated in chapter 3, performing the large N limit. Regarding the nonlinearity as the
effect of a suitable large coupling limit of the O(N + 1)φ4 model, I first of all verify that
the two limits commute, so that the O(∞) nonlinear σ model is uniquely defined. Thanks
to asymptotic freedom, such model can be completely renormalized also in the out–of–
equilibrium context. I numerically study the spectrum of produced particles during the
relaxation of an initial condensate and find no evidence for parametric resonance, a result
that is consistent with the presence of the nonlinear constraint. Only a weak nonlinear
resonance at late times is observed.
I present in chapter 4 the results obtained so far by other research groups, studying the
dynamical evolution in abelian gauge theories like scalar and fermionic QED. The subject is
relevant to the comprehension of the formation and evolution out of equilibrium of a plasma
of electrically charged particles, as it may happen in certain astrophysical configurations. I
also outline the main difficulties which one has to face, when the same approach is applied
to the study of non abelian gauge theories.
Finally, in chapter 5 I summarize the results and I comment on some open issues in the
subject.
I close with an appendix containing some details on technical issues about the analytical
and numerical computations performed in this work.
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In conclusion, understanding out of equilibrium processes in Quantum Field Theory
requires the use of non perturbative approximation schemes. On the other hand, the
results derived by the use of such schemes should be carefully checked with respect to
the approximations used, in order to understand to what extent those conclusions can be
extended to the full theory and to the phenomena that theory is modeling. With this
respect, the use of more and more powerful computers will be of huge help in the near
future, in order to investigate quantitatively the phenomenology of QFT out of equilibrium
at a deeper and deeper level, especially in the still almost unexplored arena of non abelian
gauge theories.
Let me conclude this introductory chapter with the words of Frank Wilczek [60]: As
physicists we should not, however, be satisfied with hoarding up formal, abstract knowl-
edge. There are concrete experimental situations and astrophysical objects we must speak
to. Hopefully, having mastered some of the basic vocabulary and grammar, we will soon be
in a better position to participate in a two-way dialogue with Nature.
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Chapter 2
Out of Equilibrium Dynamics in Φ4
Quantum Field Theory
2.1 Introduction
As I said in the previous chapter, Quantum Field Theory Out of Equilibrium can be defined
as the study of real time dynamics of quantum fields and addresses the fundamental issue of
obtaining the evolution equations for time dependent order parameters or field condensates
including the effect of quantum fluctuations.
Regarding the field theoretical models, whose non equilibrium properties one wants
to understand, one of the most studied is the φ4 model in (3 + 1)D. In fact, there are
many physical systems which can be modeled by a self-interacting scalar field. To give an
example, spontaneous symmetry breaking by a scalar order parameter occurs in systems
as diverse as 4He at temperatures of 2 K to the Standard Model at temperatures of 1015
K.
2.1.1 Dissipation and Decoherence
From the numerical computations in such a scalar model, we can conclude that an effec-
tively dissipative dynamics is observed, where the large energy density, present only in
few modes at early times, is continuously transferred to the quantum fluctuations result-
ing a spectacular production of particles for Bose fields (Pauli blocking prevents the same
phenomenon from occurring for fermions). In particular, two questions have found a satis-
factory answer through the use of Quantum Field Theory Out of Equilibrium: (i) how can
a microscopic dissipative behavior be derived from a time reversal invariant dynamics ? (ii)
can a phenomenological friction term of the form Γφ˙ be derived from the underlying equa-
tions ? The first question implies the study of dissipative effects in quantum mechanical
systems and its answer is well-known and lies in some kind of “coarse graining” of the de-
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grees of freedom of the field, which consists in the distinction between system modes, which
are out of equilibrium, and environment modes (the thermal bath), which drive the system
into equilibrium. This makes a closed system to be divided into an open one coupled to a
heat bath. The classical prototypes are Boltzmann’s equation and the Brownian motion,
where an averaging over the characteristics of the environment is performed in the first
place (the theories of quantum Brownian motion acted as an intellectual gym to clarify the
main issues regarding dissipation and decoherence). Of course, the complete dynamics is
unitary and energy conserving, but the dissipation and the decoherence may be introduced
in the game by a necessary approximation, for instance in the form of a truncation of the
infinite tower of coupled Schwinger–Dyson equations of QFT.
However, a dissipative behavior can be extracted without any sort of averaging proce-
dure from the beginning. Usually, in situations described by QFT, the long wavelength
modes (often the condensate alone) act as the “system” under consideration, while the
faster short wavelength modes provide the thermal bath. The infinite set of coupled ordi-
nary differential equations account for the continuous energy transfer from the macroscopic
condensate to the quantum modes. Thus, an effectively irreversible energy flow from co-
herent mean field to quantum fluctuations is observed, resulting in a spectacular creation
of elementary excitations (massless Goldstone bosons in case of Spontaneous Symmetry
Breaking) [55].
If one addresses the problem in such a way, it becomes possible to answer the second
question rigorously. In fact, one gets integro-differential equation generally non local in the
time variable. It turns out that the term linear in the field velocity, has a kernel which
does not become local in any limit [28, 61], meaning that the interaction with the faster
modes acts effectively as a noise term with memory.
In addition, recent works have shown that the familiar picture of “rolling” is dramat-
ically modified, when quantum fluctuations are taken into account [44, 62, 63]. They are
indeed extremely important and enhanced by the instabilities that are the hallmark of the
phase transition.
2.1.2 Inflationary Cosmology
One other field in which the application of non–equilibrium techniques is mandatory is
inflationary cosmology. In some inflationary models, the inflaton potential is taken to be
quartic and O(N) symmetric. Essentially one studies a linear σ model coupled to a cos-
mological background. The inflaton must be treated as a quantum field out of equilibrium,
because the constraint on the quartic self-coupling (λ ≤ 10−12) does not allow the complete
thermalization of all modes. In fact, the long wavelength modes interact too slowly com-
pared with the universe expansion rate, in order to reach the thermal equilibrium. A great
effort was made to understand the dynamics of quantum fields evolving in a cosmological
background, from the point of view of Quantum Field Theory Out of Equilibrium (for a
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review of the results, see for instance [15] and references therein). One can divide the ap-
proach to this problem in three levels of increasing complexity: a) the non linear dynamics
of quantum fields is studied in Minkowsky space time, with experimental application to
high energy particle collisions [15]; b) the influences of a fixed cosmological background
on the dynamics of the quantum fields are analyzed, studying the evolution in matter and
radiation dominated Friedman-Robertson-Walker (FRW) and de Sitter universes [15, 62];
c) a self–consistent treatment of quantum fields semiclassically coupled to a cosmological
background is used and the consequences of the out–equilibrium evolution of the inflaton
field on the scale factor and vice versa are elucidated [15]: in the new inflation model, the
spinodal instabilities drive the growth of non–perturbatively large quantum fluctuations,
which eventually shut off the growth of the scale factor, turning the exponential expansion
into a power law one. In addition, the method accounts for a mechanism of generation of
density perturbations and is able also to give precise prediction on the power spectrum of
the anisotropies in the cosmic microwave background radiation.
2.1.3 Approximation schemes
In any case, it is not possible to limit oneself to the use of perturbation theory, as the valid-
ity of the perturbative expansion holds at early times only. The presence of parametric or
spinodal amplification is indeed responsible for the exponential growth of quantum fluctua-
tion. Thus, dissipation and out of equilibrium evolution in general, can only be understood
beyond perturbation theory. Basically, two non perturbative approximation schemes have
been used so far: the large N expansion (cfr. section 2.7), which might in principle be
improved systematically, and the time dependent Hartree-Fock approximation (cfr. section
2.10), which allows a lower level of control, but has a somewhat larger applicability.
Both schemes have these three good properties: they are renormalizable schemes, main-
tain all of the conservation laws and lend themselves to a detailed analytical and numerical
study. In addition, large N has the following advantage: it can be consistently improved,
in principle, considering next to leading powers in 1/N , although this appears extremely
awkward from the numerical point of view.
As far as the renormalization is concerned, as we will see in the following, the main point
is to obtain finite evolution equations in terms of suitably defined renormalized parameters.
I will show later how this can be done by the use of an ultraviolet cutoff Λ (see also
[62]). Another renormalization scheme has been considered in [64], which is fully covariant
and independent of initial conditions. It has been applied to the evolution of a scalar
field in a conformally flat FRW universe, including quantum back-reaction in one–loop
approximation, using dimensional regularization and the MS renormalization scheme.
In any case, the dynamics which follows from these approximation schemes, shows the
presence of two different time scales: the early time evolution is driven by linear instabilities,
the back-reaction of the quantum fluctuations on themselves can be neglected and analytical
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results are available; in fact, the fluctuations satisfy a Lame` equation (a Schroedinger like
equation with a two-zone potential); a second time scale, during which the quantum back-
reaction becomes comparable to the tree level terms and the dynamics turns completely
non linear and non–perturbative; during this stage, the instabilities in the evolution of the
quantum fluctuations are shut off by the back-reaction itself. To be precise, it should be
noticed that a third asymptotic time scale, which reveals the emergence of a scaling regime
with a dynamical correlation length, is observed at least for the evolution in radiation and
matter dominated FRW backgrounds [45].
2.2 A phenomenological application
What can Quantum Field Theory Out of Equilibrium say about
Heavy Ion Collision ?
The RHIC and LHC experiments will hopefully be able to probe the Quark–Gluon plasma
and the Chiral Phase Transition. In fact, the current typical estimates of energy densities
and temperatures near the central rapidity region are ε ≈ 1− 10Gev/fm3 and T0 ≈ 300−
900MeV (see ref. [65] and references therein). Thus, according to the lattice estimates, the
central rapidity region will be well above the transition temperature.
The initial state after the collision will be strongly out of equilibrium and the evolution
will proceed towards thermalization and hadronization, through perturbative and nonper-
turbative processes. The perturbative aspects are studied by means of parton cascade
models, which keep track of the constituent evolution by following the parton distribution
functions, as determined by the perturbative parton parton dynamics. After thermaliza-
tion, one basically assume that a boost invariant hydrodynamic description is suitable.
This means that the system is assumed in local thermodynamical equilibrium with a local
energy–momentum tensor and a local equation of state and such a picture should emerge
from the underlying fundamental physics when the energy is large compared to the rest
mass of the hadrons involved. The complete justification of this, as well as the description
of the hadronization process and of particle production out of equilibrium, will certainly
require a non perturbative treatment. Whether the system will reach or not thermal and
chemical equilibrium is not clear at all and a detailed investigation, using rate equations
and transport models, or, better the formalism of non–equilibrium QFT, is necessary.
Among the spectacular phenomena which may be studied in heavy ion collision exper-
iments, one of the most fascinating is the possible formation of Disoriented Chiral Con-
densates (DCC’s), which are regions of misaligned vacuum in the isospin internal space,
analogous to misaligned domains in a ferromagnet. As the “baked alaska” scenario pro-
posed by Bjorken, Kowalski and Taylor implies, such regions would act as “pion lasers”, in
the sense that they may relax to the standard ground state by coherent emission of pions,
with highly non gaussian charge distribution. After a real heavy ion collision, the central
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rapidity region cools down by a rapid expansion, which lowers the energy density until
when the individual pions fly toward the detector.
A first attempt to model the dynamics of the chiral order parameter in a far from
equilibrium phase transition was made in [66], where a sudden quench below the critical
temperature was considered for the O(4) linear σ model. The Gell-Mann–Levy lagrangian
[67] is believed to correctly describe the low energy interaction of pions and represents a
concrete way to describe a far from thermal equilibrium plasma after a heavy ion collision.
It can be also obtained as a Landau–Ginzburg effective action from a Nambu–Jona–Lasinio
model which is often used to describe the phenomenology of chiral symmetry at the quark
level. In any case, since the effective mass squared is negative, sufficiently long wavelength
modes are amplified exponentially at early times. Even though this is a completely classical
treatment (without any attempt to include quantum corrections) and relies on a series of
idealizations and approximations, it elucidates a mechanism which could occur in real heavy
ion collisions.
An other interesting analysis of a phenomenologically relevant scenario, using out of
equilibrium techniques, starts considering the spherically symmetric state of the so–called
Tsunami configuration [65, 68], in a theory which admits Spontaneous Symmetry Breaking
at zero density: the dynamics of a dense relativistic quantum fluid out of equilibrium is
studied starting from an initial state described by a Gaussian wave functional with a large
number of particles around |~k0|. This is relevant to the Physics of in-medium effects at high
energy density, which may be dominant in scenarios like a heavy ion collision or the interior
of dense stars. The subsequent dynamical evolution shows the existence of a critical density
beyond which the symmetry is restored at the beginning and is dynamically broken at late
times by the presence of spinodal instabilities. Also a dynamical restoration at late times,
of a symmetry broken at the beginning can happen, if the energy density is large enough.
Due to the strong non linearities in the dynamics, a deep rearrangement in the particle
distribution takes place, leading to profuse production of soft particles. The equation of
state of the asymptotic gas is ultra-relativistic (even if the distribution is not thermal) [65].
In ref. [68], analytic solutions for narrow particle distributions and early times are provided,
as well as an interesting study of the two point correlation function at equal times, which
displays the contribution of two terms: one is due to the initial particle distribution, while
the other is entirely due to the Goldstone bosons created by the spinodal instabilities. The
asymptotic equation of state is of radiation type if the symmetry is asymptotically broken.
Pion production modeled by the same theory is studied also with non–homogeneous con-
densates with cylindrical symmetry [69] (chosen to take advantage of experience achieved
in the study of theories in 1 + 1 dimensions).
Extension of such analysis for gauge theories would be very useful (cfr. chapter 4).
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2.3 Introduction to the CTP formalism
There exist an elegant method to obtain the evolution equation for mean values, which is
known as Closed Time Path (CTP) functional formalism and will be introduced in this
section, even though I will not have to resort to such general technique for the applications
considered in this work.
For a theory defined by a Lagrangian density L, in the presence of an arbitrary source
J(x), the generating functional suitable for S matrix computation is defined as the vacuum
persistence amplitude
Z[J ] = 〈out,+∞|in−∞〉.
By varying with respect to the external source, it is possible to compute matrix elements
of the Heisenberg field operators between |in〉 and 〈out| states. These off-diagonal matrix
elements are in general not real and their equations of motion are not causal. Thus, they
are not appropriate to describe the out of equilibrium time evolution of the system, in the
sense clarified above.
For that purpose, we need to consider diagonal (equal time) matrix elements of field
operators and the natural tool for do that is the CTP functional.
The CTP formalism can be introduced considering first a diagonal matrix element of
the system at time t and insert a complete set of states into this matrix elements at a
later time t′. Now, the diagonal matrix element can be expressed as a functional integral
of products of transition matrix elements from t to t′ and their time reversed. Thus, the
diagonal matrix elements may be expressed using the standard path integral representation.
If the forward time evolution takes place in the presence of an external source J+ but the
backward evolution takes place in the presence of a different external source J−, then we get
a generating functional depending on both the external sources J+ and J−, which produces
diagonal matrix elements under derivation with respect to the Js:
Zin[J
+, J−] = exp
(
iWin[J
+, J−]
)
=
∫
[DΨ] 〈in| Ψ〉J− 〈Ψ| in〉J+ =
∫
[DΨ] 〈in| T ∗ exp
[
−i
∫ t′
0
d4xJ−(x)Φ(x)
]
|Ψ, t′〉 〈Ψ, t′| T exp
[
i
∫ t′
0
d4xJ+(x)Φ(x)
]
|in〉
(2.1)
and
δWin[J
+, J−]
δJ+
|J+=J−=0 = −δWin[J
+, J−]
δJ−
|J+=J−=0 = 〈in|Φ(x) |in〉 (2.2)
Since the first transition matrix element has a backward time ordering, from t′ to 0,
while the first one has a forward time ordering, from 0 to t′, the generating functional (2.1)
is given the name of Closed Time Path generating functional.
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This expression can be generalized to arbitrary initial density matrix. Introducing a
path integral representation for each transition matrix element results in the doubling of
fields and leads to the expression
Zin[J
+, J−] =
∫
[Dϕ][Dϕ′] 〈ϕ| ρ |ϕ′〉
∫
[Dψ]
∫ ψ
ϕ
[Dφ+]
∫ ψ
ϕ′
[Dφ−]
exp
[
i
∫ ∞
0
d4x(L[φ+]− L[φ−] + J+φ+ − J−φ−)
]
Now, if we want to consider thermal equilibrium at the beginning, it will be enough to
consider the suitable thermal density matrix, proportional to exp[−βH(t0)].
From this generating functional, it is possible to compute W , the generating functional
for the connected Green’s function, and by means of a Legendre transform, we get the
generating functional of the 1PI graphs, Γ, which gives the equations of motion, under
derivation with respect to its argument. Needless to say, the equations are now real and
causal, as they should be.
An example of application of this formalism can be found in [52], where the CTP
functional computation has been married with the large−N expansion (see below, section
2.7) in order to derive the time evolution of a closed system consisting of a mean field
interacting with its quantum fluctuations. Two specific cases have been considered: the
O(N) λφ4 model and QED with N fermion fields. The first model can give interesting
information on the real time dynamics of phase transitions with a scalar order parameter.
The second one accounts for pair creation processes in strong electric fields and may clarify
the scattering and transport properties of e+ e− plasmas.
For completeness’ sake, I should say that the problem of dynamical evolution in QFT
may be addressed also from a different point of view. It is possible to write a quantum Liou-
ville equation for the effective action which contains in a compact form the time evolution
of all equal time correlators [70].
2.4 Warm up in Quantum Mechanics
2.4.1 Generalities
The elegant and formal methods introduced in the previous section have the nice property
of being very general. However, when one considers the problem of finding dynamical
evolution equations for specific cases, it is usually not necessary at all to use them in all
their generality; it is often enough, sometimes better, to derive equations of motion by more
direct procedures, which in turn allow for a better control of the physics characterizing the
case under consideration.
Thus, let us forget for a while the general formalism and consider the simplest case
one can imagine: one simple harmonic oscillator with a quartic self-interaction in quantum
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mechanics. This system has only one degree of freedom and allows for a clear derivation of
the equations of motion, without the use of CTP formalism.
In this section, I will introduce the main qualitative concepts and the non perturbative
approximation schemes, which will be very useful in the analysis of the dynamical evolution
in Quantum Field Theory, as will be discussed in the following chapters. Its goal is to make
the reader familiar with some of the ideas and techniques I will be using during this work.
Many of them will be applied with little changes to QFT, which reduces to a system with
finitely many degrees of freedom, once ultraviolet and infrared cutoffs have been introduced
(see section 2.5).
First of all, I show here how to split the dynamical variables in the classical and quantum
fluctuation parts and how to describe their mutual interaction. In the specific example
of a harmonic oscillator with a quartic perturbation, I start from the exact Heisenberg
equations and I consider three different approximation schemes: (i) the loop expansion in
powers of h¯ (I get the evolution equations to order h¯), (ii) the Hartree-Fock approximation
and (iii) the large N expansion (at leading order), both reducing the quartic potential to
a quadratic one with a self-consistent time-dependent frequency. The main feature of this
description lies in its Hamiltonian nature: it is possible to describe the quantum evolution
by suitable classical systems (i.e. couples of canonical variables, Poisson brackets, a suitable
Hamiltonian, ...) that however retain some dependence on h¯. Thus, the dynamical equation
we derive directly from the quantum Heisenberg equations, may be interpreted as Hamilton
equations referring to a particular classical system. As we will see later on, this property
may be maintained and efficiently used also in the less simple Field Theoretical models we
will be considering in the following (cfr. section 2.5 and chapter 3).
Here, I also start to clarify the meaning of dissipative processes, as energy transfer from
a part of the system to the other. Of course, in Quantum Mechanics we can not talk about
a real dissipation, the dissipative channels being finitely many.
Evolution equations
Consider a non relativistic quantum system, described by an Hamiltonian operator of the
generic form:
Hˆ(qˆ, pˆ) =
pˆ2
2m
+ V (qˆ) (2.3)
In the Heisenberg representation, the operators are time-dependent and they evolve ac-
cording to the Heisenberg equations:
− i h¯ ˙ˆq =
[
Hˆ, qˆ
]
=
pˆ
m
(2.4)
−i h¯ ˙ˆp =
[
Hˆ, pˆ
]
= −V ′ (qˆ) (2.5)
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Let x be the mean value of the position operator qˆ on a state described by the vector |Ψ〉;
if we split qˆ = x+
√
h¯ξˆ, we can expand the equation of motion for qˆ
m
··
qˆ= −V ′ (qˆ) (2.6)
as a power series in h¯
··
x +
√
h¯
··
ξˆ= − 1
m
V ′ (x)− 1
m
V ′′ (x)
√
h¯ξˆ − 1
m
V ′′′ (x)
2
h¯ξˆ2 + · · · (2.7)
Energy
I will split the total energy of the system as the sum of two pieces, one referring to the
classical variable (mean value) and the other to the quantum fluctuations. Being the system
isolated, the total energy (the sum of the two parts) is a constant of motion; on the other
hand, there is no reason to expect the individual parts to remain constant. Indeed, it is
possible that a transfer from the classical part to the quantum part (and vice versa) will
take place during the evolution. The conserved energy of the system described by the
vector |Ψ〉 is defined as
E (t) = 〈H〉Ψ (2.8)
Of course, I can write an approximate conserved energy in the same way I get approximate
evolution equations.
2.4.2 O (h¯) Expansion
Equations of motion
The simplest approximation leading to an interaction between the mean value and its
quantum fluctuations is obtained by retaining only the O (h¯) term in the equation for x and
only the leading term in the equation for the fluctuation operator ξˆ. This approximation
will be valid as long as the neglected terms remain “small” compared to the one I have
kept in the equations. As we are considering a time evolution problem, we might envisage
a situation in which the approximation is justified during certain periods of time, while is
not in other periods. Anyway, at this level of approximation, I get the coupled equations
(from here on, I remove the hats from the operators, being clear from the context when I
am referring to operators and when to c-numbers):
··
x= − 1
m
V ′ (x)− h¯
2m
V ′′′ (x) 〈ξ2〉Ψ (2.9)
··
ξ= − 1
m
V ′′ (x) ξ (2.10)
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The equation for the operator ξ being linear, its solution can be written as a linear combi-
nation (with operatorial coefficients) of two real functions u (t) and v (t), that are a basis
for the linear space of solutions:
ξ (t) = ξ0u (t) +
·
ξ0 v (t) (2.11)
The two real functions may be reassembled together in a unique complex function f , as is
made for example in [53, 55], defining:
u = −
√
2ω(0) Im f v =
√
2Re f V ′′ [x (t)] = mω2 (t) (2.12)
Now the equation (2.9) can be written as:
x¨ (t) = − 1
m
V ′ (x)
− h¯
2m
V ′′′ (x)
[
〈ξ20〉Ψ u2 (t) +
〈
·
ξ
2
0
〉
Ψ
v2 (t) +
〈{
ξ0, ξ˙0
}〉
Ψ
u (t) v (t)
] (2.13)
d
dt
(
u
v
)
= −V ′′ [x (t)]
(
u
v
)
(2.14)
The Cauchy’s conditions are:
u (0) =
·
v (0) = 1 v (0) =
·
u (0) = 0 (2.15)
x (0) = 〈q0〉Ψ
·
x (0) =
1
m
〈p0〉Ψ (2.16)
Energy O (h¯)
Expanding the energy (2.8) to first order in h¯ I obtain:
E (t) =
m
2
〈
q˙2
〉
Ψ
+ 〈V (q)〉Ψ = Ecl (t) + h¯Efl (t) (2.17)
where
Ecl (t) =
m
2
x˙2 + V (x) (2.18)
and
Efl (t) =
〈
ξ20
〉 [m
2
u˙2 (t) +
V ′′ (x)
2
u2 (t)
]
+
+
〈
ξ˙20
〉
Ψ
[
m
2
v˙2 (t) +
V ′′ (x)
2
v2 (t)
]
+
+
〈{
ξ0, ξ˙0
}〉
Ψ
[
m
2
u˙ (t) v˙ (t) +
V ′′ (x)
2
u (t) v (t)
]
(2.19)
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Hamiltonian formalism
Once the quantum fluctuations have been expressed in terms of the two real functions u (t)
and v (t), the original operatorial nature of the system has disappeared from the game; thus,
we may look for a classic dynamical system described by the set of canonical coordinates
{x (t) , u (t) , v (t)}. It turns out that the following Lagrangian:
L (x, z, x˙, z˙) =
m
2
x˙2 + h¯
m
2
z˙TAz˙− V (x)− h¯V
′′ (x)
2
zTAz (2.20)
where
A =

 〈ξ20〉Ψ
1
2
〈{
ξ0, ξ˙0
}〉
Ψ
1
2
〈{
ξ0, ξ˙0
}〉
Ψ
〈
ξ˙20
〉
Ψ

 , z = ( u
v
)
gives exactly the equations of motion derived before, as its Euler-Lagrange equations.
We can define the momenta conjugated to each canonical coordinate
px =
∂L
∂x˙
p
z
=
∂L
∂z˙
and we get the Hamiltonian by performing the Legendre transform
H (x, z, px,pz) =
1
2m
p2x +
1
2h¯m
p
z
TA−1p
z
+ V (x) + h¯
V ′′ (x)
2
zTAz (2.21)
This Hamiltonian generates a set of Hamilton equations completely equivalent to (2.13)
and (2.14).
2.4.3 An example
We are now ready to adapt the equation (2.13) to a quite interesting toy–model. I am going
to specify both the quantum system, by giving the precise form of the potential (harmonic
oscillator with a quartic perturbation), and the initial conditions, by choosing a gaussian
wave packet as a trial state. Consequently, it will be possible to solve numerically the
problem. Its solution allows us to study in details the energy balance between the classic
degrees of freedom and the quantum ones, even if we do not expect to see any kind of
dissipation for the mean value x, because of the quantum mechanical nature of the model;
anyway, this problem should be thought as a preparatory exercise to the more complex
computation that will be made in the framework of a scalar field with quartic interaction
(λφ4 model, cfr. sections 2.5ff).
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Gaussian packet
Let us see what are the initial conditions and parameters, that I need to insert in the equa-
tions (2.13) and (2.16), when I want to start from a gaussian state |Ψ〉; in the Schroedinger
representation, the wave function at the time t = 0 can be written as
〈x| Ψ〉 = ΨX,σ (x; 0) = 1
(2πσ20)
1/4
exp
[
−(x− x¯)
2
4σ20
]
(2.22)
So, the initial conditions are:
x (0) = 〈q0〉Ψ = x¯ (2.23)
mx˙ (0) = 〈p0〉Ψ = 0 (2.24)
while the parameters are:
〈
ξ20
〉
Ψ
=
σ20
h¯
〈
ξ˙20
〉
Ψ
=
h¯
4σ20m
2
〈{
ξ0, ξ˙0
}〉
Ψ
= 0 (2.25)
Harmonic potential + quartic perturbation
The system I will be studying in this section is specified by adding a quartic perturbation
to the standard harmonic potential:
V (q) =
1
2
smω2q2 +
λ
4!
q4 (2.26)
where the parameter s can assume only two values, either +1 or −1. For the time being, I
concentrate on the first order in h¯, postponing the discussion of non perturbative approxi-
mation schemes to the next sections. Thus, I compute the first, second and third derivative
of this potential and I insert them in the equation (2.13), together with the parameters
obtained previously for a gaussian packet. The result is the evolution equation describing
this particular case.
At this point it is worth noticing that in order to study the energy balance, it is not
necessary to know the complete time evolution of the operator ξ (t) but it is enough to
know the mean values related to it: 〈ξ2〉Ψ and
〈
ξ˙2
〉
Ψ
. Then, I define:
〈
ξ2
〉
Ψ
= σ (t)2 (2.27)
and 〈
ξ˙2
〉
Ψ
= σ˙ (t)2 + σ (t)B (t) (2.28)
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It is easy to show by some algebra that (see also the discussion on a generalized set of
coherent states, with application to time dependent systems, in ref. [71])
B (t) =
1
4m2σ (t)3
(2.29)
It is useful also to scale the variables, in order to solve the equations numerically: I define
a dimensionless time variable τ = ωt, a dimensionless quantum coupling constant g =
h¯λ/m2ω3 and the functions
η (τ) =
√
λ
6mω2
x (t) (2.30)
a (τ) =
√
mω
2
σ (t) (2.31)
Rescaling the evolution equations, I get the following second order Cauchy problem:
η′′ + sη + η3 + ga2η = 0 (2.32)
a′′ + sa+ 3η2a− 1
16a3
= 0 (2.33)
with the following initial conditions:
η (0) =
√
λ
6mω2
x¯ = α a (0) = σ0
√
mω
2h¯
= β
η′ (0) = 0 a′ (0) = 0
(2.34)
A little comment on various approximation schemes is in order here:
1. The term η2 a in eq. (2.33) may be treated as a perturbation, if one wants to generate a
perturbative expansion in terms of the amplitude of the mean value. The adimensional
variable a is the modulus of the adimensional counterpart of the complex function
f in (2.12). Neglecting the term η2 a in (2.33) yields the 0th order equation, which
quite obviously, has the solution a0(τ) = 1/2. The phase of f instead varies linearly
with time. Now, inserting a0 back in (2.33) allows to derive the equation for the 1st
order term, which is then substituted in (2.32); thus, to one–loop level and to cubic
order in the mean value amplitude, I get the following evolution equation:
η¨(τ) + (s+ 6πg)η(τ) + η3(τ) + 6πgη(τ)
{∫ τ
0
η(τ ′)η˙(τ ′) cos[2(τ − τ ′)]dτ ′
}
= 0
(2.35)
Notice that while here we have a finite redefinition of the frequency, in the field
theoretical case we will have an infinite renormalization of the mass.
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2. Otherwise, we can absorb the term quadratic in the mean value in the definition of
a time dependent frequency and then solve the evolution equations to first order in
h¯ and all orders in η (generating a loop expansion), and this is what we are doing in
this paragraph.
3. An other possibility is to consider non perturbative approximation schemes which
enforce an infinite resummation of all orders in the perturbative expansion in h¯. This
case will be treated in the next section.
I can also define a dimensionless energy variable
ε =
λ
3m2ω4
E = εcl + εfl (2.36)
which, once expressed in terms of the dimensionless variables defined previously, turns out
to be:
εcl = η′2 + sη2 +
η4
2
(2.37)
εfl =
g
3
[
a′2 +
(
s+ 3η2
)
a2 + 1
16a2
]
(2.38)
2.4.4 Non perturbative approximation schemes
If the parameter s has the value −1, there exist an interval around the origin inside which
the concavity of the potential, i.e. its second derivative, is negative. In this zone, the
quantum fluctuations grow up exponentially, while the “classical” variable starts to oscillate
with a decreasing amplitude around 0; the energy balance is granted by the growing up of
the oscillation amplitude for the “classical” speed (i.e. x˙), as figures 2.1, 2.2 and 2.3 shows.
This anomalous behavior is due to the fact that the energy of the fluctuations (2.38)
is not bounded from below if s = −1. It introduces an inconsistency in our computa-
tion scheme: the evolution equations (2.9), (2.10) or equally (2.32) and (2.33) have been
obtained supposing the quantum fluctuations were small (in some sense) with respect to
the “classical” variable. Instead, the result I get here shows that the fluctuations grow up
exponentially for t→∞.
Clearly, this behavior is the proof that a complete dynamical treatment is only possible
in the framework of a non perturbative approximation scheme, which contains a (at least)
partial resummation of the perturbative series.
Hartree-Fock
A first resummation scheme which may be implemented is the time–dependent Hartree-
Fock (HF) approximation, which goes as follows. One considers the following substitutions:
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mv1l.eps
Figure 2.1: Evolution of the expectation value η according to eq. (2.32) and (2.33). Here
s = −1 and g = 1
mvs1l.eps
Figure 2.2: Evolution of the expectation value speed η′ according to eq. (2.32) and (2.33),
for the values of the parameters as in fig 2.1
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wid1l.eps
Figure 2.3: Evolution of the quantum width a, according to eq. (2.32) and (2.33)
ξ2n → (2n)!
2n(n− 1)!〈ξ
2〉n−1 ξ2 − (2n)!(n− 1)
2nn!
〈ξ2〉n ,
ξ2n+1 → (2n+ 1)!
2nn!
〈ξ2〉nξ . (2.39)
The coefficients of the terms in the rhs have been fixed by the requirement that the
mean values of ξn is the same both in the free theory and in the quadratic theory obtained
by the substitution (2.39) (cfr. [62, 72]).
Given this factorization, any potential V (q) becomes
V (x+
√
h¯ξ) =
∞∑
n=0
h¯n
n!
(〈ξ2〉
2
)n{
V (2n)(x) +
√
h¯ξV (2n+1)(x) +
h¯
2
[
ξ2 − 〈ξ2〉]V (2n+2)(x)} ,
(2.40)
where we use the notation
V (n)(q) ≡ δ
n
δqn
V (q) . (2.41)
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In the simple case I am considering here [eq. (2.26)], the equations reduce to
··
x = − 1
m
V ′ (x)− h¯
m
V ′′′(x)
2
〈ξ2〉Ψ
··
ξ = − 1
m
[
V ′′ (x) + h¯
V (IV ) (x)
2
〈ξ2〉Ψ
]
ξ
(2.42)
The energy becomes
E (t) = E
(0)
cl (t) + h¯E
(1)
fl (t) + h¯
2E
(2)
fl (t) (2.43)
where (omitting the Ψ symbol to the mean value)
E
(0)
cl (t) =
m
2
x˙2 + V (x)
E
(1)
fl (t) =
m
2
〈
ξ˙2
〉
+ V
′′(x)
2
〈ξ2〉
E
(2)
fl (t) =
V (IV ) (x)
8
〈ξ2〉2
(2.44)
Even if the evolution equation obtained for the operator ξ (t) contains a cubic term (≃ ξ3),
still it can be solved, writing its general solution as a linear combination (with operatorial
coefficients) of two real functions, in a way completely similar to that used in the section
2.4.1; it is also labor-saving to use the σ variable defined in (2.27); the equations of motion
are:
x¨ = − 1
m
V ′ (x)− h¯
m
V ′′′ (x)
2
σ2
σ¨ = − 1
m
[
V ′′ (x) + h¯
V (IV ) (x)
2
σ2
]
σ +
1
4m2σ3
(2.45)
with the initial conditions
x (0) = x¯ x˙ (0) = 0 σ (0) =
σ0√
h¯
σ˙ (0) = 0 (2.46)
These equations of motion can be derived by a Lagrangian/Hamiltonian principle, starting
with a Lagrangian
L (x, x˙; σ, σ˙) =
m
2
x˙2 +
mh¯
2
σ˙2 − V (x)− mh¯
2
1
4m2σ2
− h¯
2
V ′′ (x) σ2 − h¯
8
V (IV ) (x) σ4 (2.47)
By means of a Legendre transformation I get the Hamiltonian function, that is the energy
(2.43), expressed in terms of the canonical variables {x(t), σ(t)} and their conjugated mo-
menta. Deriving the Hamilton equations for this Hamiltonian yields exactly the evolution
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equations (2.45). A more general view on this subject can be found in the framework of
the dissipation and decoherence in field theory, as explained in [55].
I come back to the specific case considered in the previous section. By defining dimen-
sionless dynamical variables as in (2.30) and (2.31) I get the following evolution equations
η′′ + sη + η3 + ga2η = 0
a′′ + sa+ 3η2a− 1
16a3
+ ga3 = 0
(2.48)
with the initial conditions
η (0) =
√
λ
6mω2
x¯ = α a (0) = σ0
√
mω
2h¯
= β (2.49)
η′ (0) = 0 a′ (0) = 0 (2.50)
and the following expression for the energy
ε = η′2 + sη2 +
η4
2
+
+
g
3
[
a′2 +
(
s+ 3η2
)
a2 +
g
2
a4 +
1
16a2
]
(2.51)
From the last expression above we can explicitly see that the energy is now bounded from
below and the fluctuations cannot grow up indefinitely for any value of η.
Variational Principle It is well known that the quantum evolution in time is given by
minimizing the following functional
δ
∫
dt 〈i∂t −H〉 = 0 , 〈·〉 ≡ 〈Ψ(t)| · |Ψ(t)〉 (2.52)
with respect to variations of the wavefunction Ψ(t). Now, let us restrict the Hilbert space
to gaussian wavefunctions
Ψ(x|α(t), β(t)) =
(
2Re β
π
)1/4
exp
(
−(Reα)
2
4Re β
)
exp
(
αx+ βx2
)
with α and β complex parameters, related to mean values and widths of the position and
momentum operators. The expectation value in eq. (2.52) becomes a function of the
parameters specifying the waefunction and of their first derivatives∫
dt 〈i∂t −H〉 =
∫
dtΛ(α(t), β(t), α˙(t), β˙(t)) = Σ
The stationary condition on the “action” Σ, δΣ = 0, yields a set of Euler–Lagrangian
equations for the “Lagrangian” Λ, which are first order in α and β but are completely
equivalent to (2.45) or (2.48). This argument shows how the Hartree–Fock approach is
based on a gaussian ansatz for the wavefunction.
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Large N
As we have just seen the HF approximation considers a gaussian state, which evolves in a
self-consistently determined quadratic potential, as is obtained from the original theory by
means of the HF factorization. The potential felt by the gaussian state and the consequent
evolution are self–consistent, in the sense that they depend upon the same parameters
which specifies the wave function.
I introduce in this section a different non perturbative approximation scheme, that
nevertheless shares similar features with HF. I generalize our system considering a set of
N harmonic oscillators described by the canonical coordinates q1, ..., qN and interacting by
the O(N) symmetric potential
V (q1, ..., qN) =
1
2
smω2q · q + λ
4!
(q · q)2 (2.53)
It is well known that the limit N → ∞ yields a well-defined theory provided I rescale the
coupling constant in such a way that λN ∼ constant. As is shown in [73], the theory
resulting from the large N limit at leading order can be fully described by means of a set of
generalized coherent states. In other words, for N large, only Gaussian states are relevant
for the description of the system. Thus, the same factorization as in HF can be performed
in this limit, with the difference that here it is exact (at N = ∞), while previously was
only an approximation, basically out of control.
I now want to get dynamical equations for this system when N → ∞. To this end, I
split the position operator of each oscillator in this way:
qi =
√
Nxi +
√
h¯ξi (2.54)
The Heisenberg evolution equations turn out to be:(
d2
dt2
+ sω2
)
qi = − 1
N
1
3!
Λ
m
q2qi (2.55)
where q2 =
∑N
j=1 q
2
j , i going from 1 to N and Λ = λN (not to be confused with the
ultraviolet cutoff of QFT, which I will introduce later). Again, I adopt an Hartree-Fock
approximation:
ξiξj = 〈ξiξj〉 (2.56)
ξ2ξj = 〈ξ2〉ξj + 2〈ξiξj〉ξi (2.57)
and I obtain the following evolution equations(
d2
dt2
+ sω2
)
xi = − 1
3!
Λ
m
(
x2xi +
2h¯
N
xj〈ξiξj〉+ h¯
N
xi〈ξ2〉
)
(2.58)
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(
d2
dt2
+ sω2
)
ξj = − 1
3!
Λ
m
[
x2ξj + 2x · ξxj + h¯
N
(〈ξ2〉ξxj + 2〈ξiξj〉) ξxi
]
(2.59)
Now, when N = ∞ I can consistently assume that x = (0, · · · , u). Neglecting terms
O(1/N), the equations have a solution of the kind xi (t) = 0 for i = 1 · · ·N − 1. I split the
degrees of freedom in transverse (i = 1 · · ·N − 1) and longitudinal (i = N) and I get the
equations: (
d2
dt2
+ sω2
)
u = − 1
3!
Λ
m
(
u3 +
h¯
N
〈ξ2⊥〉u
)
(2.60)
(
d2
dt2
+ sω2
)
ξj = − 1
3!
Λ
m
u2ξj (2.61)
(
d2
dt2
+ sω2
)
ξN = − Λ
2m
u2ξN (2.62)
with the obvious definition ξ2⊥ =
∑N−1
i=1 ξ
2
i . In the large N limit, the difference between
1
N
ξ2 and 1
N
ξ2⊥ is O(1/N), thus negligible.
The first two equations (the second equation refers to the transverse fluctuations only)
do not depend in any way upon the longitudinal fluctuation ξN and so they form a ‘closed
system’. I can take advantage of the O (N − 1) residual symmetry to write:
〈ξiξj〉 = 〈ξ21〉δij (2.63)
〈ξiξN〉 = 〈ξ1ξN〉 (2.64)
Of course, in order to these identities be valid, the initial state needs to have the same
symmetry as the dynamics which I take the equation from. I get the following evolution
equations to leading order in the 1/N expansion:(
d2
dt2
+ sω2
)
u = − 1
3!
Λ
m
(
u3 + h¯〈ξ21〉u
)
(2.65)
(
d2
dt2
+ sω2
)
ξ1 = − 1
3!
Λ
m
(
u2 + h¯〈ξ21〉
)
ξ1 (2.66)
together with the equation for the longitudinal fluctuation (which will be neglected):
(
d2
dt2
+ ω2
)
ξN = − 1
3!
Λ
m
[(
3u2 + h¯〈ξ21〉
)
ξN + 2h¯〈ξ1ξN〉
N−1∑
i=1
ξi
]
(2.67)
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I use similar definitions to (2.27), (2.28) and the dimensionless variables already considered
previously [cfr. (2.30) and (2.31)], obtaining the equations:
η′′ + sη + η3 +
g
3
a2η = 0
a′′ + sa+ η2a− 1
16a3
+
g
3
a3 = 0
(2.68)
with the initial conditions
η (0) =
√
λ
6mω2
x¯ = α a (0) = σ0
√
mω
2h¯
= β (2.69)
η′ (0) = 0 a′ (0) = 0 (2.70)
The expression of the energy per oscillator in dimensionful variables is the following
E
N
=
m
2
(
u˙2 + h¯
〈
ξ˙21
〉)
+
smω2
2
(
u2 + h¯〈ξ21〉
)
+
Λ
4!
(
u2 + h¯〈ξ21〉
)2
(2.71)
while I have, in dimensionless variables
ε = η′2 + sη2 +
η4
2
+
+
g
3
[
a′2 +
(
s+ η2
)
a2 +
g
6
a4 +
1
16a2
]
(2.72)
which could have been obtained from eqs. (2.3) and (2.26) by means of the substitution
q2 → u2 + h¯〈ξ21〉 and p2 → m2
(
u˙2 + h¯〈ξ˙21〉
)
. It is interesting to notice the factor of 3 of
difference between this case and the HF approximation considered before, which is due to
the different coupling of the longitudinal mode with respect to the transverse ones. This
will have important consequences on the renormalizability of the field theoretical model
considered in the following sections.
The main advantage of the large N limit is the possibility of obtaining a closed system
of equations, considering just the 1−point and 2−point functions, thanks to its Gaussian
nature. On the other hand, it is generally believed that in this way the contribution of
scattering processes is neglected; thus, the resulting theory has infinitely many conserved
quantities, which prevent thermalization. Considering O(1/N) corrections is supposed to
give an answer to the fundamental question of whether the inclusion of scattering leads to
thermalization. Of course, in this case the equations become very difficult to study. In fact,
the evolution of each single n−point function needs be considered in the treatment, because
the exact system is not closed anymore. This makes the problem impossible to be treated
numerically and, for any practical purpose, some approximation must be inserted by hand.
Bettencourt and Wetterich, for example, consider also the 4−point function, but neglect all
contributions from 1PI 6−point vertices [74]. As a result, this truncation method converges
for large N and is well suited to describe an approach to thermal equilibrium; but, isolated
systems do not thermalize even in this further approximation.
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Conclusions
I close this section with some comments on the results obtained. We have analyzed in-
teraction phenomena between classical degrees of freedom (mean values) and quantum
fluctuations, that produce energy transfer behavior. Yet, we can not speak about a real
dissipation of the classical energy, or an irreversible flux of energy towards the quantum
degrees of freedom. In fact, to a phase in which the energy flows from one side to the
other, it follows immediately an other one, in which the opposite process takes place. The
scenario will be completely different in the case of the Quantum Field Theory, where the
momentum modes will play the role of infinitely many dissipative channels, producing an
effectively irreversible transfer of energy from the classical to the quantum part.
For completeness’ sake, it should be noticed that the N−dimensional anisotropic har-
monic oscillator in the radial quartic potential is completely integrable, as it has N integrals
of motion, which can be naturally constructed by means of a Lax type representation [75].
The same procedure has been used in QFT, to get an infinite hierarchy of sum rules [76].
2.5 Cutoff field theory
After this brief excursus in quantum mechanics, let us come to the main subject of this
thesis, the dynamical evolution in quantum field theory. I start introducing the basic vo-
cabulary and instruments I will be using in the following: I consider the N−component
scalar field operator φ in a D−dimensional periodic box of size L and write its Fourier
expansion as customary
φ(x) = L−D/2
∑
k
φk e
ik·x , φ†k = φ−k (2.73)
with the wavevectors k naturally quantized: k = (2π/L)n, n ∈ ZD. The canonically
conjugated momentum π has a similar expansion
π(x) = L−D/2
∑
k
πk e
ik·x , π†k = π−k (2.74)
with the commutation rules [φαk , π
β
−k′] = i δ
(D)
kk′ δ
αβ . Of course, when the size L goes to ∞,
the sums become integrals over a continuum of momentum modes.
To regularize the ultraviolet behavior, I restrict the sums over wavevectors to the points
lying within the D−dimensional sphere of radius Λ, that is k2 ≤ Λ2, with N = ΛL/2π
some large integer. Clearly, as long as both the cutoffs remain finite, I have reduced the
original field–theoretical problem to a quantum–mechanical framework with finitely many
(of order ND−1) degrees of freedom.
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The φ4 Hamiltonian reads
H =
1
2
∫
dDx
[
π2 + (∂φ)2 +m2bφ
2 +
λb
2
(φ2)2
]
=
1
2
∑
k
[
πk · π−k + (k2 +m2b)φk · φ−k
]
+
+
λb
4LD
∑
k1,k2,k3,k4
(φk1· φk2)(φk3· φk4) δ(D)k1+k2+k3+k4,0 (2.75)
where m2b and λb should depend on the UV cutoff Λ in such a way to guarantee a finite
limit Λ→∞ for all observable quantities. As is known [14, 61], this implies triviality (that
is vanishing of renormalized vertex functions with more than two external lines) for D > 3
and very likely also for D = 3. In the latter case triviality is manifest in the one–loop
approximation and in large−N limit due to the Landau pole. For this reason I shall keep
Λ finite and regard the φ4 model as an effective low–energy theory (here low–energy means
practically all energies below Planck’s scale, due to the large value of the Landau pole for
renormalized coupling constants of order one or less).
I shall work in the wavefunction representation where 〈ϕ| Ψ〉 = Ψ(ϕ) and
(φ0Ψ)(ϕ) = ϕ0Ψ(ϕ) , (π0Ψ)(ϕ) = −i
∂
∂ϕ0
Ψ(ϕ) (2.76)
while for k > 0 (in lexicographic sense)
(φ±kΨ)(ϕ) =
1√
2
(
ϕk ± iϕ−k
)
Ψ(ϕ) , (π±kΨ)(ϕ) =
1√
2
(
−i ∂
∂ϕk
± ∂
∂ϕ−k
)
Ψ(ϕ)
(2.77)
Notice that by construction the variables ϕk are all real. Of course, when either one of
the cutoffs are removed, the wave function Ψ(ϕ) acquires infinitely many arguments and
becomes what is usually called a wavefunctional.
In practice, the problem of studying the dynamics of the φ4 field theory out of equi-
librium consists now in trying to solve the time-dependent Schroedinger equation given
an initial wavefunction Ψ(ϕ, t = 0) that describes a state of the field far away from the
vacuum. By this I mean a non–stationary state that, in the infinite volume limit L→∞,
would lay outside the particle Fock space constructed upon the vacuum. This approach
could be generalized in a straightforward way to mixtures described by density matrices, as
done, for instance, in [42, 53, 62]. Here I shall restrict to pure states, for sake of simplicity
and because all relevant aspects of the problem are already present in this case.
A completely equivalent approach to the time dependent problem in QFT is based on
the Heisenberg representation, where the operators are time dependent while the states
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are fixed. In such an approach, the evolution equations for the field condensate and the
correlation functions may be obtained by a generalization of the tadpole equation to time
dependent situations, starting from the Heisenberg equations for the operators, as already
shown in section 2.4.1.
A rigorous result: the effective potential is convex
I want to stress that the introduction of both a UV and IR cutoff allows to easily derive
the well–known rigorous result concerning the flatness of the effective potential. In fact
Veff(φ¯) is a convex analytic function in a finite neighborhood of φ¯ = 0, as long as the
cutoffs are present, due to the uniqueness of the ground state. This is a well known fact
in statistical mechanics, being directly related to stability requirements. It would therefore
hold also for the field theory in the Euclidean functional formulation. In our quantum–
mechanical context I may proceed as follows. Suppose the field φ is coupled to a uniform
external source J . Then the ground state energy E0(J) is a concave function of J , as can
be inferred from the negativity of the second order term in ∆J of perturbation around any
chosen value of J . Moreover, E0(J) is analytic in a finite neighborhood of J = 0, since Jφ
is a perturbation “small” compared to the quadratic and quartic terms of the Hamiltonian.
As a consequence, this effective potential Veff(φ¯) = E0(J)− Jφ¯, φ¯ = E ′0(J) = 〈φ〉0, that is
the Legendre transform of E0(J), is a convex analytic function in a finite neighborhood of
φ¯ = 0. In the infrared limit L→∞, E0(J) might develop a singularity in J = 0 and Veff(φ¯)
might flatten around φ¯ = 0. Of course this possibility would apply in case of spontaneous
symmetry breaking, that is for a double–well classical potential [77, 78]. This is a subtle
and important point that will play a crucial role later on, even if the effective potential is
relevant for the static properties of the model rather than the dynamical evolution out of
equilibrium that interests us here. In fact such evolution is governed by the CTP effective
action [29, 32] and one might expect that, although non–local in time, it asymptotically
reduces to a multiple of the effective potential for trajectories of φ¯(t) with a fixed point at
infinite time. In such case there should exist a one–to–one correspondence between fixed
points and minima of the effective potential.
2.6 Evolution of a homogeneous background
The dynamics of uniform strongly out of equilibrium condensates in QFT has been studied
mainly in connection with the phenomenology of heavy ion collisions and with the evolution
of the Early Universe. It has become clear that phenomena associated with parametric
amplification of quantum fluctuations can play an important role in the process of reheating
and thermalization. It should be emphasized, however, that the dynamics in cosmological
backgrounds differs qualitatively and quantitatively from the dynamics in Minkovski space.
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In any case, in such situations, the quantum state is characterized by a large energy density,
which means a large number of particles per correlation volume m−3.
The simplest case we can start with is the evolution of a translation invariant state,
which has a uniform field mean value. This kind of simplification is fully justified in cosmo-
logical scenarios, where the exponential expansion make all disuniformities to disappear,
while we need surely something better in order to study the out of equilibirum phenomena
occurring during and after a heavy ion collision. We consider here the case of an uniform
condensate, postponing the discussion on the evolution of a spherically symmetric state to
section 2.11.
2.6.1 Two words on perturbative approaches
As already pointed out in section 2.4.3, there exist several approximation schemes to solve
a time dependent problem. Enforcing a double perturbative expansion, both in the number
of loops and in the field amplitude, we get the following equation of motion, for a uniform
expectation value of a quantum scalar field (to one–loop level and to cubic order in field
amplitude) [61]:
φ¨(t) +m2φ(t) +
λ
6
φ3(t) +
λ2
4
φ(t)
∫ t
t0
dt′φ(t′)φ˙(t′)
∫
d3k
(2π)3
cos[2ωk(t− t′)]
2ω3k
= 0 (2.78)
where λ and m2 are the renormalized coupling constant and mass and ωk =
√
k2 +m2. de
Vega and Salgado [79] solved analytically this non linear and non local equation by RG
techniques. The exact solution shows that the order parameter oscillates as the classical
cnoidal solution with slowly time dependent amplitude and frequency. In addition, the
amplitude reaches an asymptotic value, which is a function of the initial amplitude, as
t−3/2.
I can also solve the one loop equations exactly in the field amplitude. In this case, I reach
the conclusion [61] that perturbation theory is not suitable for the purpose of studying the
asymptotic dynamics of a quantum system. Due to parametric resonances and/or spinodal
instabilities there are modes of the field that grow exponentially in time until they produce
non–perturbative effects for any coupling constant, no matter how small. For this reason,
the perturbative approach can be considered valid only for the early time evolution. On
the other hand, only few, by now standard, approximate non–perturbative schemes are
available for the φ4 theory, and to these I have to resort after all. I shall consider the large
N expansion to leading order in section 2.7 (cfr. ref. [80]), remanding to the definition of
a time-dependent Hartree–Fock (tdHF) approach (a generalization of the treatment given,
for instance, in [18]) to section 2.10 (cfr. ref. [81]). In fact these two methods are very
closely related, as shown in [69], where several techniques to derive reasonable dynamical
evolution equations for non–equilibrium φ4 are compared.
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2.7 Large N expansion at leading order
2.7.1 Definitions
In this section I consider a standard non–perturbative approach to the φ4 model which is
applicable also out of equilibrium, namely the large N method as presented in [55]. However
I shall follow a different derivation which makes the gaussian nature of the N → ∞ limit
more explicit.
It is known that the theory described by the Hamiltonian (2.75) is well behaved for
large N , provided that the quartic coupling constant λb is rescaled with 1/N . For example,
it is possible to define a perturbation theory, based on the small expansion parameter 1/N ,
in the framework of which one can compute any quantity at any chosen order in 1/N .
From the diagrammatic point of view, this procedure corresponds to a resummation of the
usual perturbative series that automatically collects all the graphs of a given order in 1/N
together [20]. Moreover, it has been established since the early 80’s that the leading order
approximation (that is the strict limit N →∞) is actually a classical limit [73], in the sense
that there exists a classical system (i.e., a classical phase space, a Poisson bracket and a
classical Hamiltonian) whose dynamics controls the evolution of all fundamental quantum
observables, such as field correlation functions, in the N →∞ limit. For instance, from the
absolute minimum of the classical Hamiltonian one reads the energy of the ground state,
while the spectrum is given by the frequencies of small oscillations about this minimum,
etc. etc.. I am here interested in finding an efficient and rapid way to compute the quantum
evolution equations for some observables in the N →∞ limit, and we will see that this task
is easily accomplished just by deriving the canonical Hamilton equations from the large N
classical Hamiltonian.
Following Yaffe [73], I write the quantum mechanical hamiltonian as
H = Nh(A ,C) (2.79)
in terms of the square matrices A, C with operator entries (̟k is the canonical momentum
conjugated to the real mode ϕk)
Akk′ =
1
N
ϕk · ϕk′ , Ckk′ =
1
N
̟k ·̟k′ (2.80)
These are example of “classical” operators, whose two-point correlation functions factorize
in the N →∞ limit. This can be shown by considering the coherent states
Ψz,q,p(ϕ) = C(z) exp
[
i
√
N
∑
k
pk ·ϕk −
1
2
∑
kk′
zkk′(ϕk −
√
Nqk) · (ϕk′ −
√
Nqk′)
]
(2.81)
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where the complex symmetric matrix z has a positive definite real part while pk and qk are
real and coincide, respectively, with the coherent state expectation values of̟k and ϕk. As
these parameters take all their possible values, the coherent states form an overcomplete set
in the cutoff Hilbert space of the model. The crucial property which ensures factorization
is that they become all orthogonal in the N →∞ limit. Moreover one can show [73] that
the coherent states parameters form a classical phase space with Poisson brackets{
qik , p
j
k′
}
P.B.
= δkk′δ
ij , {wkk′ , vqq′}P.B. = δkqδk′q′ + δkq′δk′q (2.82)
where w and v reparametrize z as z = 1
2
w−1+ i v. It is understood that the dimensionality
of the vectors qk and pk is arbitrary but finite [that is, only a finite number, say n, of pairs
(ϕik , ̟
i
k) may take a non vanishing expectation value as N →∞].
Once applied to the classical operators Akk′ and Ckk′ the large N factorization allows to
obtain the classical hamiltonian by simply replacing A and C in eq. (2.79) by the coherent
expectation values
〈Akk′〉 = qk · qk′ + wkk′ , 〈Ckk′〉 = pk · pk′ + (v w v)kk′ +
1
4
(w−1)kk′ (2.83)
In the situation considered, having assumed a uniform background expectation value
for φ, I have qk = pk = 0 for all k 6= 0; moreover, translation invariance implies that w
and v are diagonal matrices, so that I may set
wkk′ = σ
2
k δkk′ , vkk′ =
sk
σk
δkk′ (2.84)
in term of the canonical couples (σk, sk) which satisfy {σk , sk′}P.B. = δkk′. Notice that the
σk are just the widths (rescaled by N
−1/2) of the O(N) symmetric and translation invariant
gaussian coherent states.
Thus I find the classical hamiltonian
hcl =
1
2
(p20 +m
2
b q
2
0) +
1
2
∑
k
[
s2k + (k
2 +m2b)σ
2
k +
1
4σ2k
]
+
λb
4LD
(
q20 +
∑
k
σ2k
)2
(2.85)
where by Hamilton’s equations of motion p0 = q˙0 and sk = σ˙k. The corresponding con-
served energy density E = L−Dhcl may be written
E = T + V , T = 1
2
˙¯φ
2
+
1
2LD
∑
k σ˙
2
k (2.86)
V = 1
2LD
∑
k
(
k2 σ2k +
1
4σ2k
)
+ V (φ¯
2
+ Σ) , Σ =
1
LD
∑
k σ
2
k (2.87)
where φ¯ = L−D/2q0 and V is the O(N)−invariant quartic potential regarded as a function
of φ2, that is V (z) = 1
2
m2bz +
1
4
λbz
2. It is worth noticing that eq. (2.87) would apply
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as is to generic V (z) and the potential V, the static part of hcl, is what the authors of
[55] call the true effective, that is the correct potential for studying the evolution of field
configurations far from equilibrium. For state in thermal equilibrium at a temperature T ,
it would correspond to the internal energy U . The standard effective potential corresponds,
instead, to the free energy F . Of course, the information contained in F and in U is very
different.
Basically, the evolution equations are Hamilton’s equations for an effective classical
Hamiltonian hcl (which contains h¯ as a parameter) given by the the expectation value of
the quantum Hamiltonian on the gaussian mixed state described by generalized coherent
states. This fact shows that the mean field approximation does not explicitly introduce
any dissipative behavior in the system.
In conclusion, in the limitN →∞, the mean field and the two–point correlation function
evolve as a self–consistent closed Hamiltonian system, described by a generalized coherent
state (or, more generally, by a guassian density matrix). This corresponds to a truncation
of the infinite hierarchy of Schwinger–Dyson equations to 1 and 2 point functions.
The connection of the quantum evolution with a classical hamiltonian formalism in
mean field approximation has been studied also in [82, 83], generalizing the time–dependent
variational principle of Balian and Ve´ne´roni.
As we will see later on (cfr. sec 2.10), the O(N) λφ4 at leading order in 1/N , is very
closely related to the Hartree–Fock mean field approximation which has been much used
in nuclear many–body, atomic and molecular chemistry applications.
2.8 Dynamics in Infinite volume
The non equilibrium dynamics of the O(N) Φ4 model in the large N limit, in the broken
symmetry phase and for state of large energy density has been considered in [84]. The
new phenomena discovered by the detailed numerical analysis of the time evolution, are
all essentially non perturbative. This character is very well captured by the large N limit,
which is also consistently renormalizable and can be systematically improved by considering
higher powers in the 1/N expansion.
The dynamical analysis in this approximation shows once more that the static effective
potential is not suitable to study out of equilibrium evolutions. In fact, it is well known
that, at one loop level, it becomes complex in the coexistence region. Since at leading
order in 1/N , the one loop results become exact, the problem cannot be ascribed to the
inexactness of the one loop approximation, but in turn suggests that the static effective
potential is not able to describe the system when a mixture of phases can occur.
From the dynamical point of view, two different physical situations [84] are possible:
• if the (conserved) energy density ε is smaller than the local maximum of the tree level
potential V0 (expressed in terms of the renormalized parameters), then the presence
41
of spinodal instabilities leads to a dynamical Maxwell construction: all the expecta-
tion values between the minima are available asymptotically with a vanishing effec-
tive mass, dynamically flattening the potential in the coexistence region at t = ∞;
the dependence of the asymptotic condensate from the initial condition can be well
parametrized by the following formula:
〈Φˆ(x, t =∞〉 =
√
2
λ
|m|
[
1− ε
V0
]0.25
(2.88)
• if, instead, ε > V0, the evolution is symmetric and the condensate samples ergodically
both the minima of the tree level potential, showing that the symmetry is restored at
the dynamical level; the mass squared reaches an asymptotic value different from zero
while the condensate transfers all of its energy to quantum fluctuations and vanishes
asymptotically.
2.8.1 Early time and asymptotic dynamics
The asymptotic dynamics of dissipation and relaxation in scalar field theories, starting
from large energy densities, must be studied going beyond the perturbative approach, in
an energy conserving and renormalizable framework, able to include self–consistently the
effects of quantum back-reaction.
A thorough analytical study and a refined numerical analysis have been provided in [85],
where the relaxation of an initial state of large density is observed through the copious pro-
duction of particles in a collisionless regime, similar to Landau damping in non relativistic
electromagnetic plasmas. As a result, the asymptotic distribution is not thermal. In case
of spontaneous symmetry breaking, the effects of the massless excitations on the evolution
of the mean field may be studied in detail and a linear response analysis shows the presence
of a collective plasma mode [55].
The complete evolution can be divided in two parts. The early time evolution is dom-
inated by a so–called “linear regime”, during which the energy initially stored in one (or
few) modes of the field is transferred to other modes via either parametric or spinodal
instabilities, resulting in a large particle production and a consequent dissipation for the
initial condensate [61].
It is worth explaining briefly the mechanism of spinodal decomposition (see also [86]).
The effective, coarse-grained description of statistical systems with a spontaneously broken
phase, is based on a phenomenological free energy of the Landau-Ginzburg form. This is a
quartic functional in the order parameter, with a temperature dependent coefficient for the
second order term, which becomes negative when the temperature falls down the critical.
Such a functional admits a spinodal region where the potential is non-convex, corresponding
to thermodynamically unstable states. When the system approaches the ordered phase,
coming from the disordered one, the long wavelength modes become critically slowed down,
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in the sense that their relaxation time diverges when both the reduced temperature and
the momentum go to zero. Thus, they relax to equilibirum on very long time scales. Below
the critical temperature, because of the existence of the spinodal region, there is a band
of unstable wave vectors, for which the frequencies are positive and the corresponding
fluctuations from the mean field grow exponentially. These instabilities are the hallmark
of the process of phase separation and are the early time indications of the formation and
growth of correlated regions.
The asymptotic evolution at late times is completely non linear and is associated to
power law behavior for the growth of quantum fluctuations and the relaxation of the con-
densate; the power laws contain non–universal and non–perturbative dynamical anomalous
exponents. The two regimes are separated by a time scale ts, which is non perturbative in
the coupling and in the initial amplitude, and is defined as the time when the quantum
fluctuations become of the same order as the tree level term in the equations of motion
and the dynamics turns completely non linear and non perturbative [61, 85]; the analyti-
cal study of the early time evolution [85] shows that ts ≃ log 1/λ (where λ is the quartic
coupling constant).
The main results may be summarized as follows: (i) thanks to the hierarchy of time
scales, a dynamical renormalization group resummation can be applied, showing the exis-
tence of non linear resonances which turn the exponential behavior in non–universal power
laws with dynamical anomalous exponents; (ii) the effective squared mass felt by the modes
is time dependent and tends to an asymptotic value as O(1/t); thus, the quantum modes
becomes asymptotically free; (iii) in the unbroken symmetry phase, the condensate relaxes
all the way to zero, transferring completely its energy to the quantum fluctuations, in spite
of the presence of a perturbative threshold for particle production; (iv) precise sum rules
may be established for the asymptotic particle distribution and an equation of state inter-
polating between the radiation–type and the dust–type is found; (v) in the broken phase,
the mass vanishes asymptotically, providing a dynamical realization of the Goldstone the-
orem; (vi) the asymptotic value of the condensate is a function of the initial amplitude;
(vii) at very large time scale, t ∼ √V (where V stands for the volume of the system), the
non–perturbative and non–linear evolution might eventually produce the onset of a non–
equilibrium Bose–Einstein condensation of the long–wavelength Goldstone bosons usually
present in the broken symmetry phase of the model [84, 85]; (viii) the asymptotic particle
distribution, obtained as the result of the copious particle production at the expenses of
the “classical” energy, is strongly non-thermal [61, 85].
Moreover, in this formalism, some aspects of the quantum dynamics of phase ordering
can be studied in some detail. The non perturbative spinodal time ts ≃ log 1/λ divides the
evolution in two regimes: for t < ts the correlation length ξ(t) grows like
√
t; for t > ts,
ξ(t) ≃ 2(t− ts), the correlation function vanishes for r > 2(t− ts) and the zero momentum
mode of the quantum fluctuations grows asymptotically linearly. Thus, the correlated
domains grow at the speed of light and contain inside a non perturbative condensate of
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Goldstone bosons, with a correlation which decreases as 1/r.
Another very interesting result in [84] concerns the dynamical Maxwell construction,
which reproduces the flat region of the effective potential in case of broken symmetry as
asymptotic fixed points of the background evolution.
Finally, using a density matrix language, a semiclassical but stochastic description
emerges: after ts, semiclassical large amplitude field configurations are represented in ρ
with a finite probability.
2.9 Dynamics in Finite volume
In this section I present a detailed study, in finite volume, of dynamical evolution out of
equilibrium for the Φ4 scalar field in the large N limit. More precisely, I determine how
such dynamics scales with the size of the periodic box containing the system in the case
of uniform backgrounds. This is necessary to address questions like out–of–equilibrium
symmetry breaking and dynamical Bose–Einstein condensation.
The introduction of a finite volume should be regarded as a regularization of the infrared
properties of the model, which allows to “count” the different field modes and is needed
especially in the case of broken symmetry. In fact, all the results I have summarized in
section 2.8, have been obtained simulating the system directly in infinite volume, where the
evolution equations contain momentum integrals, that must be computed numerically by a
proper, but nonetheless rather arbitrary, discretization in momentum space. Of course, the
final result should be as insensitive as possible to the particular choice of the integration
grid. In such a situation, the definition of a “zero” mode and the interpretation of its
late time behavior might not be rigorous enough, unless, for some reason, it turns out
that a particular mode requires a different treatment compared to the others. In order to
understand this point, it is necessary to put the system in a finite volume (a box of size
L); the periodic boundary conditions let us single out the zero mode in a rigorous way
and thus we can carefully analyze its scaling properties with L and get some information
on the infinite volume limit. I have defined the model in finite volume, giving all the
relevant notations and definitions in section 2.5. I derived the large N approximation of
the O(N)−invariant version of λ(φ2)2 model, according to the general rules of ref. [73].
In this derivation it appears evident the essential property of the N → ∞ limit of being
a particular type of classical limit, so that it leads to a classical phase space, a classical
hamiltonian with associated Hamilton’s equations of motion [see eqs. (2.109), (2.110) and
(2.111)].
I then minimize the hamiltonian function(al) and determine the conditions for massless
Goldstone bosons (i.e. transverse fluctuations of the field) to form a Bose–Einstein conden-
sate, delocalizing the vacuum field expectation value (cfr. also ref. [55]). This necessarily
requires that the width of the zero–mode fluctuations becomes macroscopically large, that
is of the order of the volume. Only when the background takes one of the extremal values
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proper of symmetry breaking the width of the zero–mode fluctuations is of order L1/2, as
typical of a free massless spectrum.
The study of the lowest energy states of the model is needed for comparison with the
results of the numerical simulations, which show that the zero–mode width σ0 stays mi-
croscopic (that is such that σ0/volume→ 0 when the volume diverges) whenever it starts
from initial conditions in which it is microscopic. The results, in fact, show clearly the
presence of a time scale τL, proportional to the linear size L of the system, at which finite
volume effects start to manifest. I shall give a very simple physical interpretation of this
time scale in section 2.9.3. The important point is that after τL the zero mode amplitude
starts decreasing, then enters an erratic evolution, but never grows macroscopically large.
This result is at odd with the interpretation of the linear late–time growth of the zero–
mode width as a full dynamical Bose–Einstein condensation of Goldstone bosons, but is
compatible with the “novel” form of BEC reported in [65, 84, 85]. In fact I do find that the
size of the low–lying widths at time τL is of order L, to be compared to the equilibrium sit-
uation where they would be of order L0 in the massive case or of order L1/2 in the massless
case. Perhaps the denomination “microscopic” should be reserved to this two possibili-
ties. Therefore, since the initial condition are indeed microscopic in this restricted sense,
I do observe in the out–of–equilibrium evolution a rapid transition to a different regime
intermediate between the microscopic one and the macroscopic one characteristic of Bose–
Einstein condensation. As I shall discuss more in detail later on, this fully agrees with the
result found in [84], that the time–dependent field correlations vanish at large separations
more slowly than for equilibrium free massless fields (as r−1 rather than r−2), but definitely
faster than the equilibrium broken symmetry phase characterized by constant correlations
at large distances. At any rate, when one considers microscopic initial conditions for the
choice of bare mass which corresponds to broken symmetry, the role itself of symmetry
breaking is not very clear in the large N description of the out–of–equilibrium dynamics,
making equally obscure the issues concerning the so–called quantum phase ordering [84].
This is because the limit N →∞ is completely saturated by gaussian states, which might
signal the onset of symmetry breaking only developing macroscopically large fluctuations.
Since such fluctuations do not appear to be there, the meaning itself of symmetry breaking,
as something happening as times goes on and accompanied by some kind of phase ordering,
is quite unclear. I postpone to section 2.10 (cfr. also [81]) the discussion about the possibil-
ity of using more comprehensive approximation schemes, that include some non–gaussian
features of the complete theory. As far as the large N approximation is concerned, I un-
derline that an important limitation of our approach, as well as of those of the references
mentioned above, is in any case the assumption of a uniform background. Nonetheless,
phenomena like the asymptotic vanishing of the effective mass and the dynamical Maxwell
construction, taking place in this contest of a uniform background and large N expansion,
are certainly very significant manifestations of symmetry breaking and in particular of the
Goldstone theorem which applies when a continuous symmetry is broken.
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2.9.1 Static properties
Let us consider first the static aspects embodied in the effective potential Veff(φ¯), that
is the minimum of the potential energy V at fixed φ¯. I first define in a precise way the
unbroken symmetry phase, in this large N context, as the case when Veff(φ¯) has a unique
minimum at φ¯ = 0 in the limit of infinite volume. Minimizing V w.r.t. σk yields
σ2k =
1
2
√
k2 +M2
, M2 = m2b + 2 V
′(φ¯
2
+ Σ) (2.89)
= m2b + λbφ¯
2
+
λb
LD
∑
k
1
2
√
k2 +M2
that is the widths characteristic of a free theory with self–consistent mass M fixed by the
gap equation. By the assumption of unbroken symmetry, when φ¯ = 0 and at infinite
volume M coincides with the equilibrium mass m of the theory, that may be regarded as
an independent scale parameter. Since in the limit L→∞ sums are replaced by integrals
Σ→
∫
k2≤Λ2
dDk
(2π)D
σ2k (2.90)
I obtain the standard bare mass parameterization
m2b = m
2 − λbID(m2,Λ) , ID(z,Λ) ≡
∫
k2≤Λ2
dDk
(2π)D
1
2
√
k2 + z
(2.91)
and the renormalized gap equation
M2 = m2 + λ φ¯2 + λ
[
ID(M
2,Λ)− ID(m2,Λ)
]
finite
(2.92)
which implies, when D = 3,
λb = λ
(
1− λ
8π2
log
2Λ
m
√
e
)−1
(2.93)
with a suitable choice of the finite part. No coupling constant renormalization occurs
instead when D = 1. The renormalized gap equation (2.92) may also be written quite
concisely
M2
λˆ(M)
=
m2
λˆ(m)
+ φ¯
2
(2.94)
in terms of the one–loop running couplings constant
λˆ(µ) = λ
[
1− λ
8π2
log
µ
m
]−1
, λˆ(m) = λ , λˆ(2Λ e−1/2) = λb (2.95)
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It is the Landau pole in λˆ(2Λ e−1/2) that actually forbids the limit Λ→∞. Hence I must
keep the cutoff finite and smaller than Λpole =
1
2
m exp(1/2 + 8π2/λ), so that the theory
does retain a slight inverse–power dependence on it. At any rate, there exists a very wide
window where this dependence is indeed very weak for couplings of order one or less, since
Λpole ≫ m. Moreover, I see from eq. (2.94) that for
√
λ|φ¯| much smaller than the Landau
pole there are two solutions for M , one “physical”, always larger than m and of the same
order of m+
√
λ|φ¯|, and one “unphysical”, close to the Landau pole.
One can now easily verify that the effective potential has indeed a unique minimum in
φ¯ = 0, as required. In fact, if we assign arbitrary φ¯−dependent values to the widths σk,
(minus) the effective force reads
d
dφ¯i
V(φ¯, {σk(φ¯)}) = M2 φ¯i +
∑
k
∂V
∂σk
dσk
dφ¯i
(2.96)
and reduces to M2 φ¯i when the widths are extremal as in eq. (2.89); but M2 is positive for
unbroken symmetry and so φ¯ = 0 is the unique minimum.
I define the symmetry as broken whenever the infinite volume Veff has more than one
minimum. Of course, as long as L is finite, Veff has a unique minimum in φ¯ = 0, because of
the uniqueness of the ground state in Quantum Mechanics, as already discussed in section
2.5. Let us therefore proceed more formally and take the limit L → ∞ directly on the
potential energy V. It reads
V = 1
2
∫
k2≤Λ2
dDk
(2π)D
(
k2 σ2k +
1
4σ2k
)
+ V (φ¯
2
+ Σ) , Σ =
∫
k2≤Λ2
dDk
(2π)D
σ2k (2.97)
where I write for convenience the tree–level potential V in the positive definite form V (z) =
1
4
λb(z +m
2
b/λb)
2. V is now the sum of two positive definite terms. Suppose there exists a
configuration such that V (φ¯
2
+ Σ) = 0 and the first term in V is at its minimum. Then
this is certainly the absolute minimum of V. This configuration indeed exists at infinite
volume when D = 3:
σ2k =
1
2|k| , φ¯
2
= v2 , m2b = −λb
[
v2 + I3(0,Λ)
]
(2.98)
where the nonnegative v should be regarded as an independent parameter fixing the scale
of the symmetry breaking. It replaces the mass parameter m of the unbroken symmetry
case: now the theory is massless in accordance with Goldstone theorem. On the contrary,
if D = 1 this configuration is not allowed due to the infrared divergences caused by the
massless nature of the width spectrum. This is just the standard manifestation of Mermin–
Wagner–Coleman theorem that forbids continuous symmetry breaking in a two–dimensional
space–time [87, 88].
At finite volumes I cannot minimize the first term in V since this requires σ0 to diverge,
making it impossible to keep V (φ¯
2
+ Σ) = 0. In fact we know that the uniqueness of
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the ground state with finitely many degrees of freedom implies the minimization equations
(2.89) to hold always true with a M2 strictly positive. Therefore, broken symmetry should
manifest itself as the situation in which the equilibrium value of M2 is a positive definite
function of L which vanishes in the L→∞ limit.
I can confirm this qualitative conclusion as follows. I assume that the bare mass has
the form given in eq. (2.98) and that φ¯
2
= v2 too. Minimizing the potential energy leads
always to the massive spectrum, eq. (2.89), with the gap equation
M2
λb
=
1
2L3M
+
1
2L3
∑
k 6=0
1√
k2 +M2
− Λ
2
8π2
(2.99)
If M2 > 0 does not vanish too fast for large volumes, or stays even finite, then the sum on
the modes has a behavior similar to the corresponding infinite volume integral: there is a
quadratic divergence that cancels the infinite volume contribution, and a logarithmic one
that renormalizes the bare coupling. The direct computation of the integral would produce
a term containing the M2 log(Λ/M). This can be split into M2[log(Λ/v) − log(M/v)] by
using v as mass scale. The first term renormalizes the coupling correctly, while the second
one vanishes if M2 vanishes in the infinite volume limit.
When L→∞, the asymptotic solution of (2.99) reads
M =
(
λ
2
)1/3
L−1 + h.o.t. (2.100)
that indeed vanishes in the limit. Note also that the exponent is consistent with the
assumption made above thatM vanishes slowly enough to approximate the sum over k 6= 0
with an integral with the same M .
Let us now consider a state whose field expectation value φ¯
2
is different from v2. If
φ¯
2
> v2, the minimization equations (2.89) leads to a positive squared mass spectrum for
the fluctuations, with M2 given self–consistently by the gap equation. On the contrary, as
soon as φ¯
2
< v2, it is clear that a positive M2 cannot solve the gap equation
M2 = λb
(
φ¯
2 − v2 + σ
2
0
L3
+
1
2L3
∑
k 6=0
1√
k2 +M2
− Λ
2
8π2
)
(2.101)
if I insist on the requirement that σ0 not be macroscopic. In fact, the r.h.s. of the previous
equation is negative, no matter which positive value for the effective mass I choose, at least
for L large enough. But nothing prevent us to consider a static configuration for which the
amplitude of the zero mode is macroscopically large (i.e. it rescales with the volume L3).
Actually, if I choose
σ20
L3
= v2 − φ¯2 + 1
2L3M
(2.102)
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I obtain the same equation as I did before and the same value for the potential, that is
the minimum, in the limit L→∞. Note that at this level the effective mass M needs not
to have the same behavior in the L → ∞ limit, but it is free of rescaling with a different
power of L. I can be even more precise: I isolate the part of the potential that refers to
the zero mode width σ0 (Σ
′ does not contain the σ0 contribution)
1
2
[
m2b + λb
(
φ¯
2
+ Σ′
)] σ20
L3
+
λb
4
σ40
L6
+
1
8L3σ20
(2.103)
and I minimize it, keeping φ¯
2
fixed. The minimum is attained at t = σ20/L
3 solution of the
cubic equation
λbt
3 + αλbt
2 − 1
4
L−6 = 0 (2.104)
where α = φ¯
2 − v2 + Σ′ − I3 (0,Λ). Note that λbα depends on L and it has a finite limit
in infinite volume: λ(φ¯
2 − v2). The solution of the cubic equation is
λbt = λb(v
2 − φ¯2) + 1
4
[L3(v2 − φ¯2)]−2 + h.o.t. (2.105)
from which the effective mass can be identified as proportional to L−3. The stability
equations for all the other modes can now be solved by a massive spectrum, in a much
similar way as before.
Since σ0 is now macroscopically large, the infinite volume limit of the σk distribution
(that gives a measure of the transverse fluctuations in the O(N) model) develop a δ−like
singularity, signalling a Bose condensation of the Goldstone bosons:
σ2k = (v
2 − φ¯2) δ(D)(k) + 1
2k
(2.106)
At the same time it is evident that the minimal potential energy is the same as when
φ¯
2
= v2, that is the effective potential flattens, in accord with the Maxwell construction.
Eq. (2.106) corresponds in configuration space to the 2−point correlation function
lim
N→∞
〈φ(x) · φ(y)〉
N
= φ¯
2
+
∫
dDk
(2π)D
σ2k e
ik·(x−y) = C(φ¯
2
) + ∆D(x− y) (2.107)
where ∆D(x− y) is the massless free–field equal–time correlator, while
C(φ¯
2
) = v2Θ(v2 − φ¯2) + φ¯2Θ(φ¯2 − v2) = max(v2, φ¯2) (2.108)
This expression can be extended to unbroken symmetry by setting in that case C(φ¯
2
) = φ¯
2
.
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Quite evidently, when eq. (2.108) holds, symmetry breaking can be inferred from the
limit |x−y| → ∞, if clustering is assumed [89, 90], since ∆D(x−y) vanishes for large sepa-
rations. Of course this contradicts the infinite volume limit of the finite–volume definition,
φ¯ = limN→∞N
−1/2〈φ(x)〉, except at the extremal points φ¯2 = v2.
In fact the L→∞ limit of the finite volume states with φ¯2 < v2 does violate clustering,
because they are linear superpositions of vectors belonging to superselected sectors and
therefore they are indistinguishable from statistical mixtures. I can give the following
intuitive picture for large N . Consider any one of the superselected sectors based on
a physical vacuum with φ¯
2
= v2. By condensing a macroscopic number of transverse
Goldstone bosons at zero–momentum, one can build coherent states with rotated φ¯. By
incoherently averaging over such rotated states one obtains new states with field expectation
values shorter than v by any prefixed amount. In the large N approximation this averaging
is necessarily uniform and is forced upon us by the residual O(N − 1) symmetry.
2.9.2 Out–of–equilibrium dynamics
I now turn to the dynamics out of equilibrium in this large N context. It is governed by
the equations of motion derived from the total energy density E in eq. (2.87), that is
d2φ¯
dt2
= −M2 φ¯ , d
2σk
dt2
= −(k2 +M2) σk + 1
4σ3k
(2.109)
where the generally time–dependent effective squared mass M2 is given by
M2 = m2 + λb
[
φ¯
2
+ Σ− ID(m2,Λ)
]
(2.110)
in case of unbroken symmetry and
M2 = λb
[
φ¯
2 − v2 + Σ− I3(0,Λ)
]
(2.111)
for broken symmetry in D = 3.
At time zero, the specific choice of initial conditions for σk that give the smallest energy
contribution, that is
σ˙k = 0 , σ
2
k =
1
2
√
k2 +M2
(2.112)
turns eq. (2.110) into the usual gap equation (2.89). For any value of φ¯ this equation
has one solution smoothly connected to the value M = m at φ¯ = 0. Of course other
initial conditions are possible. The only requirement is that the corresponding energy must
differ from that of the ground state by an ultraviolet finite amount, as it occurs for the
choice (2.112). In fact this is guaranteed by the gap equation itself, as evident from eq.
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(2.96): when the widths σk are extremal the effective force is finite, and therefore so are all
potential energy differences.
This simple argument needs a refinement in two respects.
Firstly, in case of symmetry breaking the formal energy minimization w.r.t. σk leads
always to eqs. (2.112), but these are acceptable initial conditions only if the gap equation
that follows from eq. (2.111) in the L→∞ limit, namely
M2 = λb
[
φ¯
2 − v2 + ID(M2,Λ)− ID(0,Λ)
]
(2.113)
admits a nonnegative, physical solution for M2.
Secondly, ultraviolet finiteness only requires that the sum over k in eq. (2.96) be finite
and this follows if eq. (2.112) holds at least for k large enough, solving the issue raised in
the first point: negative M2 are allowed by imposing a new form of gap equation
M2 = λb

φ¯2 − v2 + 1
LD
∑
k2<|M2|
σ2k +
1
LD
∑
k2>|M2|
1
2
√
k2 − |M2| − ID(0,Λ)

 (2.114)
where all σk with k
2 < |M2| are kept free (but all by hypothesis microscopic) initial
conditions. Of course there is no energy minimization in this case. To determine when this
new form is required, I observe that, neglecting the inverse–power corrections in the UV
cutoff I may write eq. (2.113) in the following form
M2
λˆ(M)
= φ¯
2 − v2 (2.115)
There exists a positive solution M2 smoothly connected to the ground state, φ¯
2
= v2 and
M2 = 0, only provided φ¯
2 ≥ v2. So, in the large N limit, as soon as I start with φ¯2 ≤ v2,
I cannot satisfy the gap equation with a positive value of M2.
Once a definite choice of initial conditions is made, the system of differential equations
(2.109) can be solved numerically with standard integration algorithms. This has been
already done by several authors [61, 84, 85], working directly in infinite volume, with the
following general results. In the case of unbroken symmetry it has been established that
the σk corresponding to wavevectors k in the so–called forbidden bands with parametric
resonances grow exponentially in time until their growth is shut off by the back–reaction.
For broken symmetry it is the region in k−space with the spinodal instabilities caused
by an initially negative M2, whose widths grow exponentially before the back–reaction
shutoff. After the shutoff time the effective mass tends to a positive constant for unbroken
symmetry and to zero for broken symmetry (in D=3), so that the only width with a chance
to keep growing indefinitely is σ0 for broken symmetry.
Of course, in all these approaches the integration over modes in the back–reaction Σ
cannot be done exactly and is always replaced by a discrete sum of a certain type, depending
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on the details of the algorithms. Hence there exists always an effective infrared cutoff, albeit
too small to be detectable in the numerical outputs. A possible troublesome aspect of this
is the proper identification of the zero–mode width σ0. Even if a (rather arbitrary) choice
of discretization is made where a σ0 appears, it is not really possible to determine whether
during the exponential growth or after such width becomes of the order of the volume. The
aim is just to answer this question and therefore I will perform my numerical evolution in
finite volumes of several growing sizes.
2.9.3 Numerical results
After a careful study in D = 3 of the scaling behavior of the dynamics with respect to
different values of L, the linear size of the system, I can reach the following conclusion:
there exist a L−dependent time, that I denote by τL, that splits the evolution in two parts;
for t ≤ τL, the behavior of the system does not differ appreciably from its counterpart at
infinite volume, while finite volume effects abruptly alter the evolution as soon as t exceeds
τL; moreover
• τL is proportional to the linear size of the box L and so it rescales as the cubic root
of the volume.
• τL does not depend on the value of the quartic coupling constant λ, at least in a first
approximation.
The figures show the behavior of the width of the zero mode σ0 (see Fig. 2.4), of the
squared effective mass M2 (see Fig. 2.5) and of the back–reaction Σ (see Fig. 2.6), in
the more interesting case of broken symmetry. The initial conditions are chosen in several
different ways (see appendix B for details), but correspond to a negative M2 at early times
with the initial widths all microscopic, that is at most of order L1/2. This is particularly
relevant for the zero–mode width σ0, which is instead macroscopic in the lowest energy
state when φ¯
2
< v2, as discussed above. As for the background, the figures are relative
to the simplest case φ¯ = 0 = ˙¯φ, but I have considered also initial conditions with φ¯ > 0,
reproducing the “dynamical Maxwell construction” observed in ref. [84]. At any rate, for
the purposes of this work, above all it is important to observe that, due to the quantum
back–reaction, M2 rapidly becomes positive, within the so–called spinodal time [61, 84, 85],
and then, for times before τL, the weakly dissipative regime takes place where M
2 oscillates
around zero with amplitude decreasing as t−1 and a frequency fixed by the largest spinodal
wavevector, in complete agreement with the infinite–volume results [84]. Correspondingly,
after the exponential growth until the spinodal time, the width of the zero–mode grows on
average linearly with time, reaching a maximum for t ≃ τL. Precisely, σ0 performs small
amplitude oscillations with the same frequency of M2 around a linear function of the form
A+Bt, where A,B ≈ λ−1/2 (see Fig. 2.7), confirming what already found in refs. [84, 85];
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m0_p.eps
Figure 2.4: Zero–mode amplitude evolution for different values of the size L/2π =
20, 40, 60, 80, 100, for λ = 0.1 and broken symmetry, with φ¯ = 0.
mass2.eps
Figure 2.5: Time evolution of the squared effective mass M2 in broken symmetry, for
L/2π = 50 and λ = 0.1.
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sigmaN.eps
Figure 2.6: The quantum back–reaction Σ, with the parameters as in Fig. 2.5
then quite suddenly it turns down and enters long irregular Poincare´–like cycles. Since
the spinodal oscillation frequency does not depend appreciably on L, the curves of σ0 at
different values of L are practically identical for t < τL. After a certain number of complete
oscillations, a number that scales linearly with L, a small change in the behavior of M2
(see Fig. 2.8) determines an inversion in σ0 (see Fig. 2.9), evidently because of a phase
crossover between the two oscillation patterns. Shortly after τL dissipation practically stops
as the oscillations ofM2 stop decreasing in amplitude and become more and more irregular,
reflecting the same irregularity in the evolution of the widths.
I can give a straightforward physical interpretation for the presence of the time scale
τL. As shown in [84], long after the spinodal time ts, the effective mass oscillates around
zero with a decreasing amplitude and affects the quantum fluctuations in such a way that
the equal–time two–point correlation function contains a time–dependent non–perturbative
disturbance growing at twice the speed of light. This is interpreted in terms of large numbers
of Goldstone bosons equally produced at any point in space (due to translation invariance)
and radially propagating at the speed of light. This picture applies also at finite volumes,
in the bulk, for volumes large enough. Hence, due to our periodic boundary conditions,
after a time exactly equal to L/2 the forward wave front meets the backward wave front at
the opposite point with respect to the source, and the propagating wave starts interfering
with itself and heavily changes the dynamics with respect to that in infinite volume. This
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m0_l_p.eps
Figure 2.7: Zero–mode amplitude evolution for different values of the renormalized coupling
constant λ = 0.01, 0.1, 1, for L/2π = 100 and broken symmetry, with φ¯ = 0.
uscita_mass2_zoom.eps
Figure 2.8: Detail of M2 near t = τL for L/2π = 40 (dotted line). The case L/2π = 80 is
plotted for comparison (solid line).
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uscita_zm_zoom.eps
Figure 2.9: Detail of σ0 near t = τL for
L
2pi
= 40 (dotted line). The case L/2π = 80 is
plotted for comparison (solid line).
argument leads us to give the value of π for the proportionality coefficient between τL and
L/2π, prevision very well verified by the numerical results, as can be inferred by a look at
the figures.
The main consequence of this scenario is that the linear growth of the zero–mode width
at infinite volume should not be interpreted as a standard form of Bose–Einstein Conden-
sation (BEC), occurring with time, but should be consistently considered as “novel” form
of dynamical BEC, as found by the authors of [84]. In fact, if a macroscopic condensation
were really there, the zero mode would develop a δ function in infinite volume, that would
be announced by a width of the zero mode growing to values O(L3/2) at any given size
L. Now, while it is surely true that when I push L to infinity, also the time τL tends to
infinity, allowing the zero mode to grow indefinitely, it is also true that, at any fixed though
arbitrarily large volume, the zero mode never reaches a width O(L3/2), just because τL ∝ L.
In other words, if we start from initial conditions where σ0 is microscopic, then it never
becomes macroscopic later on.
On the other hand, looking at the behavior of the mode functions of momenta k =
(2π/L)n for n fixed but for different values of L, one realizes that they obey a scaling
similar to that observed for the zero–mode: they oscillate in time with an amplitude and
a period that are O(L) (see fig. 2.10 and 2.11). Thus, each mode shows a behavior that is
exactly half a way between a macroscopic amplitude [i.e. O(L3/2)] and a usual microscopic
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m1_p.eps
Figure 2.10: Next–to–zero mode (k = 2π/L) amplitude evolution for different values of the
size L/2π = 20, 40, 60, 80, 100, for λ = 0.1 and broken symmetry, with φ¯ = 0.
m1_l_p.eps
Figure 2.11: Next–to–zero mode (k = 2π/L) amplitude evolution for different values of the
renormalized coupling constant λ = 0.01, 0.1, 1, for L/2π = 100 and broken symmetry, with
φ¯ = 0.
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one [i.e. at most O(L1/2)]. This means that the spectrum of the quantum fluctuations at
times of the order of the diverging volume can be interpreted as a massless spectrum of
interacting Goldstone modes, because their power spectrum develops in the limit a 1/k2
singularity, rather than the 1/k pole typical of free massless modes. As a consequence
the equal–time field correlation function [see eq. (2.107)] will fall off as |x− y|−1 for large
separations smaller only than the diverging elapsed time. This is in accord with what found
in [84], where the same conclusion were reached after a study of the correlation function
for the scalar field in infinite volume.
The fact that each mode never becomes macroscopic, if it started microscopic, might be
regarded as a manifestation of unitarity in the large N approximation: an initial gaussian
state with only microscopic widths satisfies clustering and clustering cannot be spoiled by
a unitary time evolution. As a consequence, in the infinite–volume late–time dynamics, the
zero–mode width σ0 does not play any special role and only the behavior of σk as k → 0
is relevant. As already stated above, it turns out from our numerics as well as from refs.
[65, 84, 85] that this behavior is of a novel type characteristic both of the out–of–equilibrium
dynamics and of the equilibrium finite–temperature theory, with σk ∝ 1/k.
A comment should be made also about the periodic boundary conditions used for these
simulations. This choice guarantees the translation invariance of the dynamics needed to
consider a stable uniform background. If I had chosen other boundary conditions (Dirichlet
or Neumann, for instance), the translation symmetry would have been broken and an
uniform background would have become non-uniform pretty soon. Of course, I expect the
bulk behavior to be independent of the particular choice for the boundary conditions in
the infinite volume limit, even if a rigorous proof of this statement is still lacking.
The numerical evidence for the linear dependence of τL on L is very strong, and the qual-
itative argument given in the previous section clearly explains the physics that determines
it. Nonetheless a solid analytic understanding of the detailed (quantitative) mechanism
that produces the inversion of σ˙0 around τL and its subsequent irregular behavior, is more
difficult to obtain. One could use intuitive and generic arguments like the quantization
of momentum in multiples of 2π/L, but the evolution equations do not have any simple
scaling behavior towards a universal form, when mass dimensions are expressed in multi-
ples of 2π/L and time in multiples of L. Moreover, the qualitative form of the evolution
depends heavily on the choice of initial conditions. In fact, before finite volumes effects
show up, the trajectories of the quantum modes are rather complex but regular enough,
having a small-scale quasi-periodic almost mode-independent motion within a large-scale
quasi-periodic mode-dependent envelope, with a very delicate resonant equilibrium (cfr.
Fig. 2.4 and 2.10). Apparently (cfr. Fig. 2.8 and 2.9), it is a sudden small beat that causes
the turn around of the zero-mode and of the other low-lying modes (with many thousands
of coupled modes, it is very difficult for the delicate resonant equilibrium to fully come back
ever again), but I think that a deeper comprehension of the non–linear coupled dynamics
is needed in order to venture into a true analytic explanation.
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On the other hand it is not difficult to understand why τL does not depend appreciably
on the coupling constant: when finite-volume effects first come in, that is when the wave
propagating at the speed of light first starts to interfere with itself, the quantum back-
reaction λΣ has settled on values of order 1, because the time τL ≃ L/2 is much greater
than the spinodal time ts. The slope of the linear envelope of the zero mode does depend
on λ because it is fixed by the early exponential growth. Similarly, it is easy to realize
that the numerical integrations of refs. [65, 84, 85] over continuum momenta correspond
roughly to an effective volume much larger than any one used here, so that the calculated
evolution remained far away from the onset of finite-volume effects.
2.10 Improved Hartree-Fock approximation
The main limitation of the large N approximation, as far as the evolution of the widths
σk is concerned, is in its intrinsic gaussian nature. In fact, one might envisage a scenario
in which, while gaussian fluctuations stay microscopic, non–gaussian fluctuations grow in
time to a macroscopic size. In addition, the O(∞) theory contains only the transverse
fluctuations, coupled by means of a mean field interaction. It would be very interesting to
go beyond both these approximations, for example considering the next to leading terms,
which are of order 1/N . Of course, I need to write down equations valid for arbitrary N , in
such an approximation that shows the interaction between the longitudinal and transverse
modes.
Therefore, in order to clarify these points and go beyond the gaussian approximation, I
am going to consider, in this section (cfr. also [81]), a time–dependent HF approximation
capable in principle of describing the dynamics of non–gaussian fluctuation of scalar fields
with φ4 interaction.
Another open question concerns the connection between the minima of the effective
potential and the asymptotic values for the evolution of the background, within the simplest
gaussian approximation. As already pointed out in [84], a dynamical Maxwell construction
occurs for the O(N) model in infinite volume and at leading order in 1/N in case of broken
symmetry, in the sense that any value of the background within the spinodal region can
be obtained as large time limit of the evolution starting from suitable initial conditions. It
would be very enlightening if we could prove this “experimental” result by first principles
arguments, based on CTP formalism. Furthermore, preliminary numerical evidence [81]
suggests that something similar occurs also in the Hartree approximation for a single field,
but a more detailed analysis is needed.
Moreover, The O(N) symmetric linear σ model has been much studied in the past, not
only in the large N limit, but also for finite values of N . The model is very interesting, as
laboratory for the Spontaneous Chiral Symmetry Breaking (SCSB), which manifests itself
in the low energy hadronic world. The same Chiral Symmetry is well realized even in the
underlying (more fundamental) theory, QCD, due the light u and d quark masses. In fact,
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QCD with Nf massless quark flavors has a SU(Nf)L × SU(Nf)R symmetry group, which
is isomorphic to O(4) for Nf = 2. The corresponding order parameter is Φ
ij = 〈q¯iLqjR〉.
QCD lattice simulations at finite temperature suggest that a chiral symmetry restoration
may occur at a temperature of T = 150MeV with possible observable consequences like
the formation of DCC. Such a phase transition occurred even during the evolution of the
early universe and may be reproduced in the Heavy Ion Collision experiments currently
performed at BNL–RHIC and scheduled in the forthcoming years at CERN–LHC.
The general time–dependent variational principle for the many–body system associated
with the Schroedinger equation was introduced by Dirac in [91] and its classical (Hamilto-
nian) nature was shown later in [18]. The canonical Hamiltonian formulation was hoped
to be useful in understanding the reduction of the many body scattering problem to some
sort of fluid dynamics or in identifying suitable dissipation terms in a reduced description.
This variational approximation scheme lies on the self–consistent field approach, which
has been so useful in describing the ground state and the collective properties of nuclei.
The same approach to the time dependent wave function gives the so called time depen-
dent Hartree–Fock approximation (tdHF), where the equations for the time evolution are
determined by a least action principles and produce a description in terms of canonical
variables with a conserved classical hamiltonian. The variational trial wave function is
taken to be a Slater determinant, when considering many fermion systems, while a gaus-
sian wavefunctional is used for a quantum scalar field theory. The physical assumption
behind this approximation is that each particle is only influenced by the average field of all
the others.
From a field theoretical point of view, it can be shown [92] that the time–dependent
variational principle used to derive the tdHF approximation gives a variational definition for
the effective action (that is the generating functional of single particle irreducible n−point
functions).
An isoentropic, energy non–conserving, time evolution of a mixed quantum state was
studied in QM and QFT in [23]. There, a variational principle based on a Gaussian ansatz
was used in order to derive a Liouville–Von Neumann equations, which are analogous to
Schroedinger equations and mechanical problems. In particular, the issue of how a system
in thermal equilibrium loses and eventually regains it, when the Hamiltonian acquires a
transient, has been considered carefully.
Two improvements would be desirable in this approach: we should relax the isoentropic
requirement, possibly finding a suitable coarse graining procedure, and we should go beyond
the Gaussian approximation, either using more elaborate density matrices or the non–
equilibrium effective action.
With the aim of studying the dynamics of the model with the inclusion of some non–
gaussian contributions, I introduce in this section an improved time–dependent Hartree–
Fock approach. Even if it is still based on a factorized trial wavefunction(al), it has the
merit to keep the quartic interaction diagonal in momentum space, explicitly in the hamil-
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tonians governing the evolution of each mode of the field. In this framework, issues like the
static spontaneous symmetry breaking can be better understood, and the further gaussian
approximation needed to study the dynamics can be better controlled.
Before going into the details of the analysis, let us briefly summarize the main limita-
tions and some results of the study of a scalar field out of equilibrium within the gaussian
HF scheme [15, 42, 43, 61]. First of all, this scheme has the advantage of going beyond
perturbation theory, in the sense that the (numerical) solution of the evolution equations
will contain arbitrary powers of the coupling constant, corresponding to a non–trivial re-
summation of the perturbative series. For this reason, the method is able to take into
account the quantum back–reaction on the fluctuations themselves, which shuts off their
early exponential growth. This is achieved by the standard HF factorization of the quar-
tic interaction, yielding a time dependent self–consistently determined mass term, which
stabilizes the modes perturbatively unstable. The detailed numerical solution of the result-
ing dynamical equations clearly shows the dissipation associated with particle production,
as a result of either parametric amplification in case of unbroken symmetry or spinodal
instabilities in case of broken symmetry, as well as the shut off mechanism outlined above.
However, the standard HF method is really not controllable in the case of a single
self–interacting scalar field, while it becomes exact only in the N → ∞ limit or in the
free case. Moreover, previous approaches to the dynamics in this approximation scheme
had the unlikely feature of maintaining a weak (logarithmic) cut–off dependence on the
renormalized equations of motion of the order parameter and the mode functions [61].
A time dependent variational approximation to study the evolution of quantum fluctu-
ations has been used also in [93], where spatially dependent configurations are considered
and even semi–analytical solutions are found in special cases. A numerical method is es-
tablished in this approximation, which is based on generalized density matrix which obeys
a Liouville–von-Neumann type equation.
Corrections to the usual “mean field” (Gaussian Hartree–Bogolubov approach) approx-
imation at zero and non–zero temperature were introduced also in [94], where the n−point
correlation functions, which are related to important observables, were computed as re-
sponse functions of the system to different external sources, for both the two phases of
the potential. Remarkably enough, the proper renormalization of the coupling constant
eliminates the logarithmic UV divergence in physical quantities.
I have already defined, in section 2.5, all the relevant notations and the quantum rep-
resentation I will be using to study the evolution of the system.
I introduce in section 2.10.1 our improved time–dependent Hartree–Fock (tdHF) ap-
proximation, which generalizes the standard gaussian self-consistent approach [18] to non–
gaussian wave–functionals; I then derive the mean–field coupled time–dependent Schroedinger
equations for the modes of the scalar field, under the assumption of a uniform condensate,
see eqs (2.120), (2.121) and (2.123). A significant difference with respect to previous tdHF
approaches [61] concerns the renormalization of ultraviolet divergences. In fact, by means
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of a single substitution of the bare coupling constant λb with the renormalized one λ in the
Hartree–Fock hamiltonian, we obtain cut-off independent equations (apart from corrections
in inverse powers, which are there due to the Landau pole). The substitution is introduced
by hand, but is justified by simple diagrammatic considerations.
One advantage of not restricting a priori the self-consistent HF approximation to gaus-
sian wave–functionals, is in the possibility of a better description of the vacuum structure
in case of broken symmetry. In fact I can show quite explicitly that, in any finite volume,
in the ground state the zero–mode of φ field is concentrated around the two vacua of the
broken symmetry, driving the probability distribution for any sufficiently wide smearing of
the field into a two peaks shape. This is indeed what one would intuitively expect in case
of symmetry breaking. On the other hand none of this appears in a dynamical evolution
that starts from a distribution localized around a single value of the field in the spinodal
region, confirming what already seen in the large N approach [80]. More precisely, within a
further controlled gaussian approximation of our tdHF approach, one observes that initially
microscopic quantum fluctuations never becomes macroscopic, suggesting that also non–
gaussian fluctuations cannot reach macroscopic sizes. As a simple confirmation of this fact,
consider the completely symmetric initial conditions 〈φ〉 = 〈φ˙〉 = 0 for the background:
in this case I find that the dynamical equations for initially gaussian field fluctuations are
identical to those of large N (apart for a rescaling of the coupling constant by a factor of
three; cfr. ref. [80]), so that I observe the same asymptotic vanishing of the effective mass.
However, this time no interpretation in terms of Goldstone theorem is possible, since the
broken symmetry is discrete; rather, if the width of the zero–mode were allowed to evolve
into a macroscopic size, then the effective mass would tend to a positive value, since the
mass in case of discrete symmetry breaking is indeed larger than zero. Anyway, also in
the gaussian HF approach, I do find a whole class of cases which exhibit the time scale τL.
At that time, finite volume effects start to manifest and the size of the low–lying widths
is of order L. I then discuss why this undermines the self–consistency of the gaussian
approximation, imposing the need of further study, both analytical and numerical.
In section 2.10.4 I study the asymptotic evolution in the broken symmetry phase, in
infinite volume, when the expectation value starts within the region between the two min-
ima of the potential. I am able to show by precise numerical simulations, that the fixed
points of the background evolution do not cover the static flat region completely. On the
contrary, the spinodal region seems to be absolutely forbidden for the late time values of
the mean field. Thus, as far as the asymptotic evolution is concerned, our numerical re-
sults lead to the following conclusions. I can distinguish the points lying between the two
minima in a fashion reminiscent of the static classification: first, the values satisfying the
property v/
√
3 <
∣∣φ¯∞∣∣ ≤ v are metastable points, in the sense that they are fixed points
of the background evolution, no matter which initial condition comprised in the interval
(−v, v) I choose for the expectation value φ¯; secondly, the points included in the interval
0 <
∣∣φ¯∞∣∣ < v/√3 are unstable points, because if the mean field starts from one of them,
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after an early slow rolling down, it starts to oscillate with decreasing amplitude around
a point inside the classical metastable interval. Obviously, φ¯ = v is the point of stable
equilibrium, and φ¯ = 0 is a point of unstable equilibrium. Actually, it should be noted
that our data do not allow a precise determination of the border between the dynamical
unstable and metastable regions; thus, the number I give here should be looked at as an
educated guess inspired by the analogous static classification and based on considerations
about the solutions of the gap equation [see eq. (2.175)]
2.10.1 The Variational Principle
I consider the φ4 Hamiltonian (2.75) and I shall work in the wavefunction representation
(2.76), (2.77).
I examine here only states in which the scalar field has a uniform, albeit possibly time–
dependent expectation value. I may then start from a wavefuction of the factorized form
(which would be exact for free fields)
Ψ(ϕ) = ψ0(ϕ0)
∏
k>0
ψk(ϕk,ϕ−k) (2.116)
The dependence of ψk on its two arguments cannot be assumed to factorize in general
since space translations act as SO(2) rotations on ϕik and ϕ
i
−k (hence in case of translation
invariance ψk depends on ϕ
i
k, ϕ
j
−konly through (ϕ
i
k)
2+(ϕi−k)
2. The approximation consists
in assuming this form as valid at all times and imposing the stationarity condition on the
action
δ
∫
dt 〈i∂t −H〉 = 0 , 〈·〉 ≡ 〈Ψ(t)| · |Ψ(t)〉 (2.117)
with respect to variations of the functions ψk. To enforce a uniform expectation value of φ
I should add a Lagrange multiplier term linear in the single modes expectations 〈ϕk〉 for
k 6= 0. The multiplier is then fixed at the end to obtain 〈ϕk〉 = 0 for all k 6= 0. Actually
one may verify that this is equivalent to the simpler approach in which 〈ϕk〉 is set to vanish
for all k 6= 0 before any variation. Then the only non trivial expectation value in the
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Hamiltonian, namely that of the quartic term, assumes the form
〈V 〉 = λb
4LD
{[
〈(ϕ20)2〉 − 3〈ϕ20〉2]+ 32
∑
k>0
[
〈(ϕ2k +ϕ2−k)2〉 − 2 (〈ϕ2k〉+ 〈ϕ2−k〉)2]
+ 3
(∑
k
〈ϕ2k〉
)2
+ 2
∑
k′ 6=±k
〈ϕikϕjkϕlk′ϕmk′ 〉 (δilδjm − δijδlm)
+ 2
∑
k>0
〈ϕikϕjkϕl−kϕm−k〉 (δilδjm − δijδlm)
}
(2.118)
Notice that the terms in the first line would cancel completely out for gaussian wavefunc-
tions ψk with zero mean value. The second line, where the sum extends to all wavevectors
k, would correspond instead to the standard mean field replacement 〈φ4〉 → 3〈φ2〉2, in the
case N = 1. The total energy of our trial state now reads
E = 〈H〉 = 1
2
∑
k
〈−▽2ϕk +(k2 +m2b)ϕ2k〉 + λb4
∫
dDx 〈(φ(x)2)2〉 (2.119)
and from the variational principle (2.117) I obtain a set of simple Schroedinger equations
i∂tψk = Hkψk (2.120)
H0 = −1
2
▽
2
ϕ0
+
1
2
(
ω20
)
ij
ϕ
(i)
0 ϕ
(j)
0 +
λb
4LD
(
ϕ20
)2
(2.121)
Hk = −1
2
(
▽
2
ϕk
+▽2ϕ−k
)
+
1
2
(
ω2k
)
ij
(
ϕ
(i)
k ϕ
(j)
k + ϕ
(i)
−kϕ
(j)
−k
)
+
3λb
8LD
(
ϕ2k +ϕ
2
−k
)2
+
λb
2LD
[(
ϕkϕ−k
)2 −ϕ2kϕ2−k] (2.122)
which are coupled in a mean–field way only through
(
ω2k
)
ij
=
(
k2 +m2b +
λb
LD
∑
q 6=k,−k
〈ϕ2q〉
)
δij +
2λb
LD
∑
q 6=k,−k
〈ϕ(i)q ϕ(j)q 〉 (2.123)
that can be written also in the form(
ω2k
)
ij
=
(
k2 +m2b
)
δij + 3λbΣ
ij
k (2.124)
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having defined
Σijk =
1
3LD
∑
q 6=k,−k
(〈ϕ2q〉δij + 2〈ϕ(i)q ϕ(j)q 〉) (2.125)
This defines the HF time evolution for the theory. By construction this evolution conserves
the total energy E of eq. (2.119).
N=1
I now continue the discussion for the case of a single scalar field (i.e. N = 1), postponing
to section C of the appendix some technical issues for N > 1. In this case, the third and
fourth rows of eqs. (2.118) vanish. First of all it should be stressed that in this particular
tdHF approximation, beside the mean–field back–reaction term Σk of all other modes on
ω2k, I keep also the contribution of the diagonal scattering through the diagonal quartic
terms. In fact this is why Σk has no contribution from the k−mode itself: in a gaussian
approximation for the trial wavefunctions ψk the Hamiltonians Hk would turn out to be
harmonic, the quartic terms being absent in favor of a complete back–reaction
Σ = Σk +
〈ϕ2k〉+ 〈ϕ2−k〉
LD
=
1
LD
∑
k
〈ϕ2k〉 (2.126)
Of course the quartic self–interaction of the modes as well as the difference between Σ
and Σk are suppressed by a volume effect and could be neglected in the infrared limit,
provided all wavefunctions ψk stay concentrated on mode amplitudes ϕk of order smaller
than LD/2. This is the typical situation when all modes remain microscopic and the volume
in the denominators is compensated only through the summation over a number of modes
proportional to the volume itself, so that in the limit L→∞ sums are replaced by integrals
Σk → Σ→
∫
k2≤Λ2
dDk
(2π)D
〈ϕ2k〉 (2.127)
Indeed I shall apply this picture to all modes with k 6= 0, while I do expect exceptions for
the zero–mode wavefunction ψ0.
The treatment of ultraviolet divergences requires particular care, since the HF approx-
imation typically messes things up (see, for instance, [95]). Following the same approach
as in the large N approximation [52, 61, 80], I could take as renormalization condition the
requirement that the frequencies ω2k are independent of Λ, assuming that m
2
b and λb are
functions of Λ itself and of renormalized Λ−independent parameters m2 and λ such that
ω2k = k
2 +m2 + 3λ [Σk]finite (2.128)
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where by [.]finite I mean the (scheme–dependent) finite part of some possibly ultraviolet
divergent quantity. Unfortunately this would not be enough to make the spectrum of
energy differences cutoff–independent, because of the bare coupling constant λb in front of
the quartic terms in Hk and the difference between Σ and Σk [such problem does not exist
in large N because that is a purely gaussian approximation]. Again this would not be a
problem whenever these terms become negligible as L → ∞. At any rate, to be ready to
handle the cases when this is not actually true and to define an ultraviolet–finite model
also at finite volume, I shall by hand modify eq. (2.118) as follows:
λb
∫
dDx 〈φ(x)4〉 =
λL−D
{〈
ϕ40
〉− 3 〈ϕ20〉2 + 32
∑
k>0
[
〈(ϕ2k + ϕ2−k)2〉 − 2
(〈ϕ2k〉+ 〈ϕ2−k〉)2]
}
+ 3λb L
DΣ2 (2.129)
I keep the bare coupling constant in front of the term containing Σ2 because the double
sum over the modes couples each one of then to all the others. This produces a proper
renormalization by means of the usual cactus resummation [19], which corresponds to the
standard HF approximation. On the other hand, within the same approximation, it is
not possible to renormalize the part in curly brackets of the equation above, because of the
factorized form (2.116) that I have assumed for the wavefunction of the system. In fact, the
4−legs vertices in the curly brackets are diagonal in momentum space; at higher order in the
loop expansion, when I contract two or more vertices of this type, no sum over internal loop
momenta is produced, so that all higher order perturbation terms are suppressed by volume
effects. However, we know that in the complete theory, the wavefunction is not factorized
and loops contain all values of momentum (not only those corresponding to external legs).
This suggests that, in order to get a finite hamiltonian, I need to introduce in the definition
of our model some extra resummation of Feynmann diagrams, that is not automatically
contained in this self–consistent HF approach. The simplest choice (maybe the only one
consistent with the cactus resummation performed in the two–point function by the HF
scheme) is the resummation of the complete 1-loop fish diagram in the four–point function.
This amounts to the change from λb to λ and it is enough to guarantee the ultraviolet
finiteness of the hamiltonian through the redefinition
H0 → H0 + λ− λb
4LD
ϕ40 , Hk → Hk +
3(λ− λb)
8LD
(
ϕ2k + ϕ
2
−k
)2
(2.130)
At the same time the frequencies are now related to the widths 〈ϕ2−k〉 by
ω2k = k
2 +M2 − 3λL−D(〈ϕ2k〉+ 〈ϕ2−k〉) , k > 0 (2.131)
M2 ≡ ω20 + 3λL−D〈ϕ20〉 = m2b + 3λbΣ (2.132)
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Apart for O(L−D) corrections, M plays the role of time–dependent mass for modes with
k 6= 0, in the harmonic approximation.
In this new setup the conserved energy reads
E =
∑
k≥0
〈Hk〉 − 3
4
λb L
D Σ2 +
3
4
λL−D
[
〈ϕ20〉2 +
∑
k>0
(〈ϕ2k〉+ 〈ϕ2−k〉)2
]
(2.133)
Since the gap–like equations (2.131) are state–dependent, we have to perform the renor-
malization first for some reference quantum state, that is for some specific collection of
wavefunctions ψk; as soon as m
2
b and λb are determined as functions Λ, ultraviolet finite-
ness will hold for the entire class of states with the same ultraviolet properties of the
reference state. Then an obvious consistency check for the HF approximation is that this
class is closed under time evolution.
Rather than a single state, I choose as reference the family of gaussian states parametrized
by the uniform expectation value 〈φ(x)〉 = L−D/2〈ϕ0〉 = φ¯ (recall that I have 〈ϕk〉 = 0 when
k 6= 0 by assumption) and such that the HF energy E is as small as possible for fixed φ¯.
Then, apart from a translation by LD/2φ¯ on ϕ0, these gaussian ψk are ground state eigen-
functions of the harmonic Hamiltonians obtained from Hk by dropping the quartic terms.
Because of the k2 in the frequencies I expect these gaussian states to dominate in the
ultraviolet limit also at finite volume (as discussed above they should dominate in the
infinite–volume limit for any k 6= 0). Moreover, since now
〈ϕ20〉 = LDφ¯2 +
1
2ω0
, 〈ϕ2±k〉 =
1
2ωk
, k 6= 0 (2.134)
the relation (2.131) between frequencies and widths turns into the single gap equation
M2 = m2b + 3λb

φ¯2 + 1
2LD
∑
q2≤Λ2
1√
k2 +M2

 (2.135)
fixing the self-consistent value of M as a function of φ¯. It should be stressed that (2.131)
turns through eq. (2.134) into the gap equation only because of the requirement of energy
minimization. Generic ψk, regarded as initial conditions for the Schroedinger equations
(2.120), are in principle not subject to any gap equation.
The treatment now follows closely that in the large N approximation (cfr. section 2.7
and ref. [80]), the only difference being in the value of the coupling, now three times larger.
In fact, in case of O(N) symmetry, the quantum fluctuations over a given background
〈φ(x)〉 = φ¯ decompose for each k into one longitudinal mode, parallel to φ¯, and N − 1
transverse modes orthogonal to it; by boson combinatorics the longitudinal mode couples
to φ¯ with strength 3λb/N and decouples in the N →∞ limit, while the transverse modes
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couple to φ¯ with strength (N − 1)λb/N → λb; when N = 1 only the longitudinal mode is
there.
As L → ∞, ω2k → k2 +M2 and M is exactly the physical mass gap. Hence it must
be Λ−independent. At finite L I cannot use this request to determine m2b and λb, since,
unlike M , they cannot depend on the size L. At infinite volume I obtain
M2 = m2b + 3λb[φ¯
2 + ID(M
2,Λ)] (2.136)
[with the function ID(z,Λ) defined in eq. (2.91)]. When φ¯ = 0 this equation fixes the bare
mass to be
m2b = m
2 − 3λbID(m2,Λ) (2.137)
where m = M(φ¯ = 0) may be identified with the equilibrium physical mass of the scalar
particles of the infinite–volume Fock space without symmetry breaking (see below). Now,
the coupling constant renormalization follows from the equalities
M2 = m2 + 3λb[φ¯
2 + ID(M
2,Λ)− ID(m2,Λ)]
= m2 + 3λ φ¯2 + 3λ
[
ID(M
2,Λ)− ID(m2,Λ)
]
finite
(2.138)
and reads when D = 3
λ
λb
= 1− 3λ
8π2
log
2Λ
m
√
e
(2.139)
that is the standard result of the one–loop renormalization group [89]. When D = 1, that
is a (1+1)−dimensional quantum field theory, ID(M2,Λ)− ID(m2,Λ) is already finite and
the dimensionfull coupling constant is not renormalized, λb = λ.
The Landau pole in λb prevents the actual UV limit Λ → ∞. Nonetheless, neglecting
all inverse powers of the UV cutoff when D = 3, it is possible to rewrite the gap equation
(2.138) as
M2
λˆ(M)
=
m2
λˆ(m)
+ 3 φ¯2 (2.140)
in terms of the one–loop running coupling constant
λˆ(µ) = λ
[
1− 3λ
8π2
log
µ
m
]−1
(2.141)
It is quite clear that the HF states for which the renormalization just defined is sufficient
are all those that are gaussian–dominated in the ultraviolet, so that I have [compare to eq.
(2.134)]
〈ϕ2±k〉 ∼
1
2ωk
, k2 ∼ Λ2 , Λ→∞ (2.142)
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If this property holds at a certain time, then it should hold at all times, since the Schroedinger
equations (2.120) are indeed dominated by the quadratic term for large ωk and ω
2
k ∼
k2 + const + O(k−1) as evident from eq. (2.128). Thus this class of states is indeed closed
under time evolution and the parameterizations (2.137) and (2.139) make the tdHF approx-
imation ultraviolet finite. Notice that the requirement (2.142) effectively always imposes a
gap equation similar to eq. (2.135) in the deep ultraviolet.
Another simple check of the self–consistency of our approach, including the change in
selected places from λb to λ, as discussed above, follows from the energy calculation for
the gaussian states with 〈φ(x)〉 = φ¯ introduced above. Using eq. (2.119) and the standard
replacement of sums by integrals in the infinite volume limit, I find
E(φ¯) = lim
L→∞
E
LD
=
1
2
φ¯2(M2 − λφ¯2) + 1
2
∫
k2≤Λ2
dDk
(2π)D
√
k2 +M2 − 3
4
λb
[
φ¯2 + ID(M
2,Λ)
]2
(2.143)
where M = M(φ¯) depends on φ¯ through the gap equation (2.138). The explicit calculation
of the integrals involved shows that the energy density difference E(φ¯) − E(0) [which for
unbroken symmetry is nothing but the effective potential Veff(φ¯)], is indeed finite in the
limit Λ → ∞, as required by a correct renormalization scheme. Notice that the finiteness
of the energy density difference can be shown also by a simpler and more elegant argument,
as presented below in section 2.10.3. This check would fail instead when D = 3 if only the
bare coupling constant λb would appear in the last formula.
The tdHF approximation derived above represents a huge simplification with respect
to the original problem, but its exact solution still poses itself as a considerable challenge.
As a matter of fact, a numerical approach is perfectly possible within the capabilities of
modern computers, provided the number of equations (2.120) is kept in the range of few
thousands. In this respect, an interesting comparison can be made: we have, on one hand,
the evolution of relevant observables, as the field condensate and the quantum widths,
in the gaussian approximation, where the quantum system can be reduced to a classical
one; on the other hand, eqs. (2.120) are quantum Schroedinger equations for general
wavefunctions, and once we know their history, the evolution of the expectation value of
any given operator can be computed and compared with the corresponding one in the
gaussian approximation. This is relevant also for clarifying further an inconsistency of
the tdHF in the gaussian approximation, that we find by analyzing the evolution in finite
volume and we discuss in section 2.10.3. Of course, the numerical algorithm presented in
section B of the appendix is not appropriate for this purpose and a method for evolving
the wavefunction numerically must be implemented.
2.10.2 On symmetry breaking
Quite obviously, in a finite volume and with a UV cutoff there cannot be any symmetry
breaking, since the ground state is necessarily unique and symmetric when the number
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of degrees of freedom is finite [96]. However, I may handily envisage the situation which
would imply symmetry breaking when the volume diverges.
Let us first consider the case that we would call of unbroken symmetry. In this case
the HF ground state is very close to the member with φ¯ = 0 of the family of gaussian
states introduced before. The difference is entirely due to the quartic terms in Hk. This
correction vanishes when L→∞, since all wavefunctions ψk have L−independent widths,
so that one directly obtains the symmetric vacuum state with all the right properties of the
vacuum (translation invariance, uniqueness, etc.) upon which a standard scalar massive
particle Fock space can be based. The HF approximation then turns out to be equivalent
to the resummation of all “cactus diagrams” for the particle self–energy [19]. In a finite
volume, the crucial property of this symmetric vacuum is that all frequencies ω2k are strictly
positive. The generalization to non–equilibrium initial states with φ¯ 6= 0 is rather trivial:
it amounts to a shift by LD/2φ¯ on ψ0(ϕ0). In the limit L → ∞ we should express ψ0 as
a function of ξ = L−D/2ϕ0 so that, |ψ0(ξ)|2 → δ(ξ − φ¯), while all other wavefunctions ψk
will reconstruct the gaussian wavefunctional corresponding to the vacuum |0,M〉 of a free
massive scalar theory whose massM =M(φ) solves the gap equation (2.138). The absence
of ψ0 in |0,M〉 is irrelevant in the infinite volume limit, since 〈ϕ20〉 = LDφ¯2+ terms of order
L0. The effective potential Veff(φ¯) = E(φ¯)− E(0), where E(φ¯) is the lowest energy density
at fixed φ¯ and infinite volume, is manifestly a convex function with a unique minimum in
φ¯ = 0.
Now let us consider a different situation in which one or more of the ω2k are negative.
Quite evidently, this might happen only for k small enough, due to the k2 in the gap
equation [thus eq. (2.142) remains valid and the ultraviolet renormalization is the same
as for unbroken symmetry]. Actually I assume here that only ω20 < 0, postponing the
general analysis. Now the quartic term in H0 cannot be neglected as L → ∞, since in
the ground state ψ0 is symmetrically concentrated around the two minima of the potential
1
2
ω20ϕ
2
0+
λ
4LD
ϕ40, that is ϕ0 = ±(−ω20LD/λ)1/2. If I scale ϕ0 as ϕ0 = LD/2ξ then H0 becomes
H0 = − 1
2LD
∂2
∂ξ2
+
LD
2
(
ω20 ξ
2 +
λ
2
ξ4
)
(2.144)
so that the larger L grows the narrower ψ0(ξ) becomes around the two minima ξ =
±(−ω20/λ)1/2. In particular 〈ξ2〉 → −ω20/λ when L → ∞ and 〈ϕ20〉 ≃ LD〈ξ2〉. More-
over, the energy gap between the ground state of H0 and its first, odd excited state as well
as difference between the relative probability distributions for ξ vanish exponentially fast
in the volume LD.
Since by hypothesis all ω2k with k 6= 0 are strictly positive, the ground state ψk with
k 6= 0 are asymptotically gaussian when L→∞ and the relations (2.131) tend to the form
ω2k = k
2 +M2 ≡ k2 +m2 (2.145)
M2 = −2ω20 = m2b + 3λb(L−D〈ϕ20〉+ Σ0) = m2b + 3λbω20 + 3λbID(m2,Λ)] (2.146)
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This implies the identification ω20 = −m2/2 and the bare mass parameterization
m2b =
(
1− 3
2
λb
λ
)
m2 − 3λbID(m2,Λ) (2.147)
characteristic of a negative ω20 [compare to eq. (2.137)], with m the physical equilibrium
mass of the scalar particle, as in the unbroken symmetry case. The coupling constant
renormalization is the same as in eq. (2.139) as may be verified by generalizing to the
minimum energy states with given field expectation value φ¯; this minimum energy is nothing
but the HF effective potential V HFeff (φ¯), that is the effective potential in this non–gaussian
HF approximation; of course, since ψ0 is no longer asymptotically gaussian, I cannot simply
shift it by LD/2φ¯ but, due to the concentration of ψ0 on classical minima as L → ∞, one
readily finds that Veff(φ¯) is the convex envelope of the classical potential, that is its Maxwell
construction. Hence I find
〈ϕ20〉 ∼
L→∞
{
−LDω20/λ , λφ¯2 ≤ −ω20
LDφ¯2 , λφ¯2 > −ω20
(2.148)
and the gap equation for the φ¯−dependent mass M can be written, in terms of the step
function Θ and the extremal ground state field expectation value v = m/
√
2λ,
M2 = m2 + 3λb(φ¯
2 − v2) Θ(φ¯2 − v2) + 3λb
[
ID(M
2,Λ)− ID(m2,Λ)
]
(2.149)
I see that the specific bare mass parameterization (2.147) guarantees the non–renormalization
of the tree–level relation v2 = m2/2λ ensuing from the typical symmetry breaking classical
potential V (φ) = 1
4
λ(φ2 − v2)2. With the same finite part prescription as in eq. (2.138),
the gap equation (2.149) leads to the standard coupling constant renormalization (2.139)
when D = 3.
In terms of the probability distributions |ψ0(ξ)|2 for the scaled amplitude ξ = L−D/2ϕ0,
the Maxwell construction corresponds to the limiting form
|ψ0(ξ)|2 ∼
L→∞
{
1
2
(1 + φ¯/v)δ(ξ − v) + 1
2
(1− φ¯/v) δ(ξ + v) , φ¯2 ≤ v2
δ(ξ − φ¯) , φ¯2 > v2 (2.150)
On the other hand, if ω20 is indeed the only negative squared frequency, the k 6= 0 part of
this minimum energy state with arbitrary φ¯ = 〈φ(x)〉 is better and better approximated
as Λ → ∞ by the same gaussian state |0,M〉 of the unbroken symmetry state. Only the
effective mass M has a different dependence M(φ¯), as given by the gap equation (2.149)
proper of broken symmetry.
At infinite volume I may write
〈ϕ2k〉 = C(φ¯) δ(D)(k) +
1
2
√
k2 +M2
(2.151)
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where C(φ¯) = φ¯2 in case of unbroken symmetry (that is ω20 > 0), while C(φ¯) = max(v
2, φ¯2)
when ω20 < 0. This corresponds to the field correlation in space
〈φ(x)φ(y)〉 =
∫
dDk
(2π)D
〈ϕ2k〉eik·(x−y) = C(φ¯) + ∆D(x− y,M) (2.152)
where ∆D(x − y,M) is the massive free field equal–time two points function in D space
dimensions, with self–consistent mass M . The requirement of clustering
〈φ(x)φ(y)〉 → 〈φ(x)〉2 = v2 (2.153)
contradicts the infinite volume limit of
〈φ(x)〉 = L−D/2
∑
k
〈φk〉 eik·x = 〈ϕ0〉 = φ¯ (2.154)
except at the two extremal points φ¯ = ±v. In fact we know that the L → ∞ limit of
the finite volume states with φ¯2 < v2 violate clustering, because the two peaks of ψ0(ξ)
have vanishing overlap in the limit and the first excited state becomes degenerate with
the vacuum: this implies that the relative Hilbert space splits into two orthogonal Fock
sectors each exhibiting symmetry breaking, 〈φ(x)〉 = ±v, and corresponding to the two
independent equal weight linear combinations of the two degenerate vacuum states. The
true vacuum is either one of these symmetry broken states. Since the two Fock sectors are
not only orthogonal, but also superselected (no local observable interpolates between them),
linear combinations of any pair of vectors from the two sectors are not distinguishable from
mixtures of states and clustering cannot hold in non–pure phases. It is perhaps worth
noticing also that the Maxwell construction for the effective potential, in the infinite volume
limit, is just a straightforward manifestation of this fact and holds true, as such, beyond
the HF approximation.
To further clarify this point and in view of subsequent applications, let us consider the
probability distribution for the smeared field φf =
∫
dDxφ(x)f(x), where
f(x) = f(−x) = 1
LD
∑
k
fk e
ik·x ∼
L→∞
∫
dDk
(2π)D
f˜(k) eik·x (2.155)
is a smooth real function with
∫
dDx f(x) = 1 (i.e. f0 = 1) localized around the origin
(which is good as any other point owing to translation invariance). Neglecting in the infinite
volume limit the quartic corrections for all modes with k 6= 0, so that the corresponding
ground state wavefunctions are asymptotically gaussian, this probability distribution eval-
uates to
Pr(u<φf<u+ du) =
du
(2πΣf )1/2
∫ +∞
−∞
dξ |ψ0(ξ)|2 exp
{−(u− ξ)2
2Σf
}
(2.156)
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where
Σf =
∑
k 6=0
〈ϕ2k〉 f 2k ∼
L→∞
∫
dDk
(2π)D
f˜(k)2
2
√
k2 +m2
(2.157)
In the unbroken symmetry case we have |ψ0(ξ)|2 ∼ δ(ξ − φ¯) as L→∞, while the limiting
form (2.150) holds for broken symmetry. Thus I obtain
Pr(u<φf<u+ du) = pf(u− φ¯) du , pf(u) ≡ (2πΣf)−1/2 exp
(−u2
2Σf
)
(2.158)
for unbroken symmetry and
Pr(u<φf<u+ du) =


1
2
(1 + φ¯/v) pf(u− v) du+ 12(1− φ¯/v) pf(u+ v) du , φ¯2 ≤ v2
pf(u− φ¯) du , φ¯2 > v2
(2.159)
for broken symmetry. Notice that the momentum integration in the expression for Σf
needs no longer an ultraviolet cutoff; of course in the limit of delta–like test function
f(x), Σf diverges and pf(u) flattens down to zero. The important observation is that
Pr(u<φf<u+du) has always a single peak centered in u = φ¯ for unbroken symmetry, while
for broken symmetry it shows two peaks for φ¯2 ≤ v2 and Σf small enough. For instance, if
φ¯ = 0, then there are two peaks for Σf < v
2 [implying that f˜(k) has a significant support
only up to wavevector k of order v, when D = 3, or m exp(constv2) when D = 1].
To end the discussion on symmetry breaking, I may now verify the validity of the
assumption that only ω20 is negative. In fact, to any squared frequency ω
2
k (with k 6= 0) that
stays strictly negative as L → ∞ there corresponds a wavefunction ψk that concentrates
on ϕ2k + ϕ
2
−k = −ω2kLD/λ ; then eqs. (2.131) implies −2ω2k = k2 +m2 for such frequencies,
while ω2k = k
2 + m2 for all frequencies with positive squares; if there is a macroscopic
number of negative ω2k (that is a number of order L
D), then the expression for ω20 in eq.
(2.131) will contain a positive term of order LD in the r.h.s., clearly incompatible with the
requirements that ω20 < 0 and m
2
b be independent of L; if the number of negative ω
2
k is not
macroscopic, then the largest wavevector with a negative squared frequency tends to zero
as L → ∞ (the negative ω2k clearly pile in the infrared) and the situation is equivalent, if
not identical, to that discussed above with only ω20 < 0.
2.10.3 Out–of–equilibrium dynamics
I considered above the lowest energy states with a predefinite uniform field expectation
value, 〈φ(x)〉 = φ¯, and established how they drastically simplify in the infinite volume
limit. For generic φ¯ these states are not stationary and will evolve in time. By hypothesis
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ψk is the ground state eigenfunction of Hk when k > 0, and therefore |ψk|2 would be
stationary for constant ωk, but ψ0 is not an eigenfunction of H0 unless φ¯ = 0. As soon
as |ψk|2 starts changing, 〈ϕ20〉 changes and so do all frequencies ωk which are coupled to it
by the eqs. (2.131). Thus the change propagates to all wavefunctions. The difficult task
of studying this dynamics can be simplified with the following scheme, that we might call
gaussian approximation. I first describe it and discuss its validity later on.
Let us assume the usual gaussian form for the initial state [see eq. (2.134) and the
discussion following it]. We know that it is a good approximation to the lowest energy
state with given 〈ϕ0〉 for unbroken symmetry, while it fails to be so for broken symmetry,
only as far as ψ0 is concerned, unless φ¯
2 ≥ v2. At any rate this is an acceptable initial state:
the question is about its time evolution. Suppose I adopt the harmonic approximation for all
Hk with k > 0 by dropping the quartic term. This approximation will turn out to be valid
only if the width of ψk do not grow up to the order L
D (by symmetry the center will stay
in the origin). In practice I am now dealing with a collection of harmonic oscillators with
time–dependent frequencies and the treatment is quite elementary: consider the simplest
example of one quantum degree of freedom described by the gaussian wavefunction
ψ(q, t) =
e−iα
(2πσ2)1/4
exp
[
−1
2
(
1
2σ2
− i s
σ
)
q2
]
(2.160)
where s and σ and the overall phase α are time–dependent. If the dynamics is determined
by the time–dependent harmonic hamiltonian 1
2
[−∂2q + ω(t)2 q2], then the Schroedinger
equation is solved exactly provided that s and σ satisfy the classical Hamilton equations
σ˙ = s , s˙ = −ω2σ + 1
4σ3
(2.161)
It is not difficult to trace the “centrifugal” force (4σ)−3 which prevents the vanishing of σ
to Heisenberg uncertainty principle [53, 55].
The extension to our case with many degrees of freedom is straightforward and I find
the following system of equations
i
∂
∂t
ψ0 = H0ψ0 ,
d2σk
dt2
= −ω2k σk +
1
4σ3k
, k > 0 (2.162)
coupled in a mean–field way by the relations (2.131), which now read
ω2k = k
2 +M2 − 6λL−Dσ2k , k > 0 (2.163)
M2 = m2b + 3λb
(
L−D〈ϕ20〉+ Σ0
)
, Σ0 =
1
LD
∑
k 6=0
σ2k (2.164)
This stage of a truly quantum zero–mode and classical modes with k > 0 does not appear
fully consistent, since for large volumes some type of classical or gaussian approximation
should be considered for ϕ0 too. I may proceed in two (soon to be proven equivalent) ways:
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1. I shift ϕ0 = L
D/2φ¯ + η0 and then deal with the quantum mode η0 in the gaussian
approximation, taking into account that I must have 〈η0〉 = 0 at all times. This is
most easily accomplished in the Heisenberg picture rather than in the Schroedinger
one adopted above. In any case I find that the quantum dynamics of ϕ0 is equivalent
to the classical dynamics of φ¯ and σ0 ≡ 〈η20〉1/2 described by the ordinary differential
equations
d2φ¯
dt2
= −ω20 φ¯− λ φ¯3 ,
d2σ0
dt2
= −ω20 σ0 +
1
4σ30
(2.165)
where ω20 = M
2 − 3λL−D〈ϕ20〉 and 〈ϕ20〉 = LDφ¯2 + σ20.
2. I rescale ϕ0 = L
D/2ξ right away, so that H0 takes the form of eq. (2.144). Then
L → ∞ is the classical limit such that ψ0(ξ) concentrates on ξ = φ¯ which evolves
according to the first of the classical equations in (2.165). Since now there is no
width associated to the zero–mode, φ¯ is coupled only to the widths σk with k 6= 0 by
ω20 = M
2 − 3λφ¯2, while M2 = m2b + 3λb(φ¯2 + Σ0).
It is quite evident that these two approaches are completely equivalent in the infinite
volume limit, and both are good approximation to the original tdHF Schroedinger equa-
tions, at least provided that σ20 stays such that L
−Dσ20 vanishes in the limit for any time.
In this case we have the evolution equations
d2φ¯
dt2
= (2λ φ¯2 −M2) φ¯ , d
2σk
dt2
= −(k2 +M2) σk + 1
4σ3k
(2.166)
mean–field coupled by the L→∞ limit of eqs. (2.163), namely
M2 = m2 + 3λb
[
φ¯2 + Σ− ID(m2,Λ)
]
(2.167)
for unbroken symmetry [that is m2b as in eq. (2.137)] or
M2 = m2 + 3λb
[
φ¯2 − v2 + Σ− ID(m2,Λ)
]
, m2 = 2λv2 (2.168)
for broken symmetry [that is m2b as in eq. (2.147)]. In any case I define
Σ =
1
LD
∑
k
σ2k ∼
L→∞
∫
k2≤Λ2
dDk
(2π)D
σ2k (2.169)
as the sum, or integral, over all microscopic gaussian widths [N.B.:this definition differs
from that given before in eq. (2.126) by the classical term φ¯2]. Remarkably, the equations
of motion (2.166) are completely independent of the ultraviolet cut–off and this is a direct
consequence of the substitution (2.130). Had I kept the bare coupling constant everywhere
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in the expression (2.129), I would now have λb also in front of the φ¯
3 in the r.h.s. of the
first of the two equations (2.166) [cfr., for instance, ref. [61]].
The conserved HF energy (density) corresponding to these equations of motion reads
E = T + V , T = 1
2
( ˙¯φ)2 +
1
2LD
∑
k
σ˙2k (2.170)
V = 1
2LD
∑
k
(
k2 σ2k +
1
4σ2k
)
+
1
2
m2b(φ¯
2 + Σ) +
3
4
λb(φ¯
2 + Σ)2 − 1
2
λφ¯4 (2.171)
Up to additive constants and terms vanishing in the infinite volume limit, this expression
agrees with the general HF energy of eq. (2.133) for gaussian wavefunctions. It holds both
for unbroken and broken symmetry, the only difference being in the parameterization of
the bare mass in terms of UV cutoff and physical mass, eqs. (2.137) and (2.147). The
similarity to the energy functional of the large N approach is evident; the only difference,
apart from the obvious fact that φ¯ is a single scalar rather than a O(n) vector, is in the
mean–field coupling σk–φ¯ and σk–Σ, due to different coupling strength of transverse and
longitudinal modes (cfr. ref. [80]).
This difference between the HF approach for discrete symmetry (i.e N = 1) and the
large N method for the continuous O(N)-symmetry is not very relevant if the symmetry
is unbroken [it does imply however a significantly slower dissipation to the modes of the
background energy density]. On the other hand it has a drastic consequence on the equilib-
rium properties and on the out–of–equilibrium dynamics in case of broken symmetry (see
below), since massless Goldstone bosons appear in the large N approach, while the HF
treatment of the discrete symmetry case must exhibits a mass also in the broken symmetry
phase.
The analysis of physically viable initial conditions proceeds exactly as in the large N
approach [80] and will not be repeated here, except for an important observation in case of
broken symmetry. The formal energy minimization w.r.t. σk at fixed φ¯ leads again to eqs.
σ˙k = 0 , σ
2
k =
1
2
√
k2 +M2
(2.172)
and again these are acceptable initial conditions only if the gap equation that follows from
eq. (2.168) in the L→∞ limit, namely
M2 = m2 + 3λb
[
φ¯2 − v2 + ID(M2,Λ)− ID(m2,Λ)
]
(2.173)
admits a nonnegative, physical solution for M2. Notice that there is no step function in eq.
(2.173), unlike the static case of eq. (2.149), because σ20 was assumed to be microscopic,
so that the infinite volume σ2k has no delta–like singularity in k = 0. Hence M = m solves
eq. (2.173) only at the extremal points φ¯ = ±v, while it was the solution of the static gap
equation (2.149) throughout the Maxwell region −v ≤ φ¯ ≤ v. The important observation
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is that eq. (2.173) admits a positive solution for M2 also within the Maxwell region. In
fact it can be written, neglecting as usual the inverse–power corrections in the UV cutoff
M2
λˆ(M)
=
m2
λ
+ 3 (φ¯2 − v2) = 3 φ¯2 − v2 (2.174)
and there exists indeed a positive solution M2 smoothly connected to the ground state,
φ¯2 = v2 and M2 = m2, whenever φ¯2 ≥ v2/3. The two intervals v2 ≥ φ¯2 ≥ v2/3 correspond
indeed to the metastability regions, while φ¯2 < v2/3 is the spinodal region, associated to a
classical potential proportional to (φ¯2−v2)2. This is another effect of the different coupling
of transverse and longitudinal modes: in the large N approach there are no metastability
regions and the spinodal region coincides with the Maxwell one. As in the large N approach
in the spinodal interval there is no energy minimization possible, at fixed background and
for microscopic widths, so that a modified form of the gap equation
M2 = m2 + 3λb

φ¯2 − v2 + 1
LD
∑
k2<|M2|
σ2k +
1
LD
∑
k2>|M2|
1
2
√
k2 − |M2| − ID(0,Λ)


(2.175)
should be applied to determine ultraviolet–finite initial conditions.
The main question now is: how will the gaussian widths σk grow with time, and in
particular how will σ0 grow in case of method 1 above, when I start from initial conditions
where all widths are microscopic? For the gaussian approximation to remain valid through
time, all σk, and in particular σ0, must at least not become macroscopic. In fact I have
already positively answered this question in the large N approach [80] and the HF equations
(2.166) do not differ so much to expect the contrary now. In particular, if I consider the
special initial condition φ¯ = ˙¯φ = 0, the dynamics of the widths is identical to that in the
large N approach, apart from the rescaling by a factor of three of the coupling constant.
In fact, if we look at the time evolution of the zero–mode amplitude σ0 [see Fig. 2.12],
we can see the presence of the time–scale τL at which finite volume effects start to manifest.
The time scale τL turns out to be proportional to the linear size of the box L and its pres-
ence prevents σ0 from growing to macroscopic values. Thus our HF approximation confirms
the large N approach in the following sense: even if one considers in the variational ansatz
the possibility of non–gaussian wavefunctionals, the time evolution from gaussian and mi-
croscopic initial conditions is effectively restricted for large volumes to non–macroscopic
gaussians. The strong similarity of Fig. 2.12 with Fig. 2.4 is due to the fact that when
φ¯ = ˙¯φ = 0, the evolution equations are the same both for large N and Hartree–Fock, apart
from a rescaling of the coupling constant by a factor of three (which accounts for the dif-
ferent slope of the linear growth in the figures); their slight differences in secondary peaks,
instead, may be explained with the difference in the initial conditions, which are fixed by
two different gap equations, (2.114) for large N and (2.175) for Hartree-Fock.
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zero_mode.eps
Figure 2.12: Zero–mode amplitude evolution for different values of the size L
2pi
=
20, 40, 60, 80, 100, for λ = 0.1 and broken symmetry, with φ¯ = 0.
next_to_zero_mode.eps
Figure 2.13: Next–to–zero mode (k = 2π/L) amplitude evolution for different values of the
size L = 20, 40, 60, 80, 100, for λ = 0.1 and broken symmetry, with φ¯ = 0.
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Strictly speaking, however, this might well not be enough, since the infrared fluctuations
do grow beyond the microscopic size to become of order L [see Fig. 2.13, where the evolution
of the mode with momentum k = 2π/L is plotted]. Then the quartic term in the low−k
Hamiltonians Hk is of order L and therefore it is not negligible by itself in the L → ∞
limit, but only when compared to the quadratic term, which for a fixed ω2k of order 1 would
be of order L2. But we know that, when φ¯ = 0, after the spinodal time and before the τL,
the effective squared mass M2 oscillates around zero with amplitude decreasing as t−1 and
a frequency fixed by the largest spinodal wavevector. In practice it is “zero on average”
and this reflect itself in the average linear growth of the zero–mode fluctuations and, more
generally, in the average harmonic motion of the other widths with non–zero wavevectors.
In particular the modes with small wavevectors of order L−1 feel an average harmonic
potential with ω2k of order L
−2. This completely compensate the amplitude of the mode
itself, so that the quadratic term in the low−k Hamiltonians Hk is of order L0, much smaller
than the quartic term that was neglected beforehand in the gaussian approximation. Clearly
the approximation itself no longer appears fully justified and a more delicate analysis is
required. However, I here restrict myself to the gaussian approximation.
2.10.4 Late–time evolution and dynamical Maxwell construction
By definition, the gaussian approximation of the effective potential Veff(φ¯) coincides with the
infinite–volume limit of the potential energy V(φ¯, {σk}) of eq. (2.170) when the widths are of
the φ¯−dependent, energy–minimizing form (2.172) with the gap equation forM2 admitting
a nonnegative solution. As we have seen, this holds true in the unbroken symmetry case
for any value of the background φ¯, so that the gaussian Veff is identical to the HF one,
since all wavefunctions ψk are asymptotically gaussians as L → ∞. In the presence of
symmetry breaking instead, this agreement holds true only for φ¯2 ≥ v2; for v2/3 ≤ φ¯2 < v2
the gaussian Veff exists but is larger than the HF potential V
HF
eff , which is already flat. In
fact, for any φ¯2 ≥ v2/3, I may write the gaussian Veff as
Veff(φ¯) = Veff(−φ¯) = Veff(v) +
∫ |φ¯|
v
du u[M(u)2 − 2λ u2] (2.176)
where M(u)2 solves the gap equation (2.174), namely M(u)2 = λˆ(M(u))(3u2−v2). In each
of the two disjoint regions of definition this potential is smooth and convex, with unique
minima in +v and −v, respectively. These appear therefore as regions of metastability
(states which are only locally stable in the presence of a suitable uniform external source).
The HF effective potential is identical for φ¯2 ≥ v2, while it takes the constant value Veff(v)
throughout the internal region φ¯2 < v2. It is based on truly stable (not only metastable)
states. The gaussian Veff cannot be defined in the spinodal region φ¯
2 < v2/3, where the
gap equation does not admit a nonnegative solution in the physical region far away from
the Landau pole.
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Let us first compare this HF situation with that of large N (see section 2.9.1 and
also ref. [80]). There the different coupling of the transverse modes, three time smaller
than the HF longitudinal coupling, has two main consequences at the static level: the
gap equation similar to (2.174) does not admit nonnegative solutions for φ¯
2
< v2, so that
the spinodal region coincides with the region in which the effective potential is flat, and
the physical mass vanishes. The out–of–equilibrium counterpart of this is the dynamical
Maxwell construction: when the initial conditions are such that φ¯
2
has a limit for t→∞,
the set of all possible asymptotic values exactly covers the flatness region (and the effective
mass vanishes in the limit). In practice this means that |φ¯| is not the true dynamical order
parameter, whose large time limit coincides with v, the equilibrium field expectation value
in a pure phase. Rather, one should consider as order parameter the renormalized local
(squared) width
lim
N→∞
〈φ(x) · φ(x)〉R
N
= φ¯
2
+ ΣR = v
2 +
M2
λ
(2.177)
where the last equality follows from the definition itself of the effective mass M (see ref.
[80]). SinceM vanishes as t→∞ when φ¯2 tends to a limit within the flatness region, I find
the renormalized local width tends to the correct value v which characterizes the broken
symmetry phase, that is the bottom of the classical potential. I may say that the spinodal
region, perturbatively unstable, at the non–perturbative level corresponds to metastable
states, all reachable through the asymptotic time evolution with a vanishing effective mass.
In the HF approximation, where at the static level the spinodal region φ¯2 < v2/3 is
smaller than the flatness region φ¯2 < v2, the situation is rather different. Our numerical
solution shows that, φ¯ oscillates around a certain value φ¯∞ with an amplitude that decreases
very slowly. As in large N , the asymptotic value φ¯∞ depends on the initial value φ¯(0). But,
if the background φ¯ starts with zero velocity from a non–zero value inside the spinodal
interval, then it always leaves this region and eventually oscillates around a point between
the spinodal point v/
√
3 and the minimum of the tree level potential v (see Fig.s 2.14 and
2.15). In other words, if we start with a φ¯ in the interval [−v, v], except the origin, we
end up with a φ¯∞ in the restricted interval [−v,−v/
√
3] ∪ [v/√3, v]. The spinodal region
is completely forbidden for the late time evolution of the mean field, as is expected for
an unstable region. I stress that we are dealing with true fixed points of the asymptotic
evolution since the force term on the mean field [cfr. eq. (2.166), f = (2λ φ¯2−M2) φ¯] does
vanish in the limit. In fact its time average f¯ =
∫ T
f(t)dt/T tends to zero as T grows and
its mean squared fluctuations around f¯ decreases towards zero, although very slowly (see
Fig.s 2.16 and 2.17). Moreover, for N = 1 the order parameter reads as t→∞
〈φ(x)2〉R = φ¯2 + ΣR = v
2
3
+
M2
3λ
, ΣR =
v2 − φ¯2
3
(2.178)
where the last equality is valid for the asymptotic values and follows from the vanishing
of the force term f . From the last formula we see that when φ¯ = 0 at the beginning, and
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maxw_cost_HF.eps
Figure 2.14: Evolution of the background for two different initial conditions within the
spinodal interval, in the tdHF approximation, for λ = 1: φ¯(t = 0) = 0.1 (dotted line) and
φ¯(t = 0) = 0.4 (solid line).
maxw_cost_mass2.eps
Figure 2.15: Evolution of M2 for the two initial conditions of fig. 2.14.
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mean.eps
Figure 2.16: The average force f , defined as f¯ =
∫ T
f(t)dt/T , plotted vs. T , for λ = 0.1
and φ¯ = 10−2 (solid line), φ¯ = 10−3 (dashed line) and φ¯ = 10−4 (dotted-dashed line).
then at all times, the renormalized back–reaction tends to v2/3, not v2. It “stops at the
spinodal line”. The same picture applies for a long time, all during the “slow rolling down”
(see section 2.10.5), to evolutions that start close enough to φ¯ = 0. This fact is at the basis
of the so–called spinodal inflation [44].
In any case, the dynamical Maxwell construction, either complete or partial, poses an
interesting question by itself. In fact it is not at all trivial that the effective potential, in any
of the approximation previously discussed, does bear relevance on the asymptotic behavior
of the infinite–volume system whenever a fixed point is approached. Strictly speaking in
fact, even in such a special case it is not directly related to the dynamics, since it is obtained
from a static minimization of the total energy at fixed mean field, while the energy is not
at its minimum at the initial time and is exactly conserved in the evolution. On the other
hand, if a solution of the equations of motion (2.166) exists in which the background φ¯ tends
to a constant φ¯∞ as t → ∞, one might expect that the effective action (which however
is nonlocal in time) somehow reduces to a (infinite) multiple of the effective potential, so
that φ¯∞ should be an extremal of the effective potential. This is still an open question that
deserves further analytic studies and numerical confirmation.
It is worth noticing also that when the field starts very close to the top of the potential
hill, it remains there for a very long time and evolves through a very slow rolling down,
before beginning a damped oscillatory motion around a point in the metastability region.
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sq_flct_hf.eps
Figure 2.17: The mean squared fluctuations of the force f , defined as
∫ T
(f(t) − f¯)2dt/T ,
plotted vs. T , for the three initial conditions of fig. 2.16.
simm.eps
Figure 2.18: The evolution of the mean value (solid line), the quantum back–reaction Σ
(dashed line) and the squared effective mass M2 (dotted-dashed line), for φ¯ = 0 at t = 0.
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sovrapposto.eps
Figure 2.19: The evolution of the mean value (solid line), the quantum back–reaction Σ
(dashed line) and the squared effective mass M2 (dotted-dashed line), for φ¯ = 10−4 at
t = 0, and λ = 0.1. The field rolls down very slowly at the beginning.
rd_0m.eps
Figure 2.20: Evolution of the amplitude of the zero mode for λ = 0.1 and φ¯ = 10−5.
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During the slow roll period, M2 oscillates around zero with decreasing amplitude and the
“phenomenology” is very similar to the evolution from symmetric initial conditions, as can
be seen comparing Fig.s 2.18 and 2.19. Fig. 2.20 shows the evolution of the zero mode
amplitude in case of a very slow rolling down. In such a case, after a very short (compared to
the time scale of the figure) period of exponential growth (the spinodal time), the quantum
fluctuations start an almost linear growth, very similar to the evolution starting from a
completely symmetric initial state. This, obviously, corresponds to the vanishing of the
effective mass. In the meanwhile, φ¯ keeps growing and rolling down the potential hill with
increasing speed towards the minimum of the classical potential, eventually entering the
metastable region. At that time, the effective mass starts to increase again and the zero
mode stops its linear growth, turns down and enters a phase of “wild” evolution. This time
scale, let us call it τsrd, depends on the initial value of the condensate: the smaller φ¯(t = 0)
is, the longer τsrd will be. I find numerically that τsrd ∝
(
φ¯(t = 0)
)−1/2
.
If I now study the dynamics in finite volume, starting from condensates different from
zero, I will find a competition between τsrd and τL, the time scale characteristic of the
finite volume effects, that is proportional to the linear size of the box I put the system in.
Fig. 2.21 shows clearly that when L/2π = 100 and φ¯ = 10−5, I have τsrd ∼ τL. In any
case, either one or the other effect will prevent the zero mode amplitude from growing to
macroscopic values for any initial condition I may start with.
It should be noted, also, that the presence of the time scale τsrd does not solve the
internal inconsistency of the gaussian approximation described above in section 2.10.3. In
fact, for any fixed value L for the linear size of the system, I can find a whole interval of
initial conditions for the mean field, which leave enough time to the fluctuations for growing
to order L, much before the field itself had rolled down towards one of the minima of the
classical potential. For those particular evolutions, I would need to consider the quartic
terms in the hamiltonians that the gaussian approximation neglects, as already explained.
In addition, there will be also initial conditions for which τL > τsrd. In that case, the
effective mass soon starts oscillating around positive values and it is reasonable to think
that it will take a much longer time than τL for the finite volume effects to manifest. In
[80] I have interpreted the proportionality between τL and L as an auto interference effect
(due to periodic boundary conditions) suffered by a Goldstone boson wave, traveling at
speed of light, at the moment it reaches the borders of the cubic box. Here, the massless
wave I have in the early phase of the evolution, rapidly acquires a positive mass, as soon
as the condensate rolls down; this decelerates the wave’s propagation and delays the onset
of finite volume effects. The gaussian approximation appears to be fully consistent when
we limit ourselves to the evolution of these particular configurations.
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fv_rd_0m.eps
Figure 2.21: Comparison between the evolutions of the zero mode amplitude in the following
two situations: the dashed line corresponds to a finite volume simulation with L/2π = 100
and φ¯ = 0, while the solid line refers to the infinite volume evolution, with φ¯ = 10−5. Both
correspond to λ = 0.1.
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bothsides.eps
Figure 2.22: Evolution of the mean value φ¯ for λ = 0.1 and for two different initial con-
ditions: φ¯ = 0.08 (solid line) and φ¯ = 0.16 (dashed line), with the “flipped” choice for the
spinodal modes.
2.10.5 Numerical analysis
The technical details of the numerical computation are postponed in the appendix B.
Instead, I wuold like to add some comments on the choice of initial conditions and the
solution of the gap equations, for the case of broken symmetry.
In this case the gap equation is a viable mean for fixing the initial conditions only when
φ lies outside the spinodal region [cfr. eq (2.174)]; otherwise, the gap equation does not
admit a positive solution for the squared effective mass and I cannot minimize the energy
of the fluctuations. Following the discussion presented in 2.10.3, one possible choice is to
set σ2k =
1
2
√
k2+|M2|
for k2 < |M2| and then solve the corresponding gap equation (2.175).
I will call this choice the “flipped” initial condition. An other acceptable choice would be
to solve the gap equation, setting a massless spectrum for all the spinodal modes but the
zero mode, which is started from an arbitrary, albeit microscopic, value. This choice will
be called the “massless” initial condition.
Before passing to discuss the influence of different initial conditions on the results, let
us present the asymptotic behavior I find when I choose the flipped initial condition. In
Fig. 2.24 I have plotted the asymptotic values of the mean field versus the initial values,
for λ = 0.1. All dimensionfull quantities are expressed in terms of the suitable power of the
equilibrium mass m. For example, the vev of the field is equal to
√
5 in these units. First of
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sic_bothsides.eps
Figure 2.23: Evolution of the mean value φ¯ for λ = 0.1, with φ¯(t = 0) = 0.08, and
two different initial conditions for the quantum spinodal modes, “flipped” (solid line) and
massless (dashed line).
all, consider the initial values for the condensate far enough from the top of the potential hill,
say between φ¯(t = 0) = 0.88 and φ¯(t = 0) = 2.64. In that region the crosses seem to follow a
smooth curve, that has its maximum exactly at φ¯∞ =
√
5 (the point of stable equilibrium).
When I start from an initial condition smaller than φ¯(t = 0) = 0.88, the asymptotic value
φ¯∞ is not guaranteed to be positive anymore. On the contrary, it is possible to choose
the initial condition in such a way that the condensate will oscillate between positive and
negative values for a while, before settling around an asymptotic value near either one or
the other minimum, as fig 2.22 clearly shows. Fig.s 2.25, 2.26 and 2.27 helps to understand
this behavior by consideration on the energy balance. Both the evolutions are such that the
classical energy, defined as ( ˙¯φ)2/2+λ(φ¯2−v2)/4, is not a monotonically decreasing function
of time. Indeed, energy is continuously exchanged between the classical degree of freedom
and the quantum fluctuations bath, in both directions. However, the two rates of energy
exchange are not exactly the same and an effective dissipation of classical energy on average
can be seen, at long time at least. Of course, this is not the case for the initial transient part
of the evolution starting from the initial condition φ¯(t = 0) = 0.08; there, the condensate
absorbs energy (on average) from the quantum fluctuations, being able to go beyond the
top of the potential hill, towards the negative minimum. This happens because in case of
broken symmetry, the minimization of the fluctuation energy, within microscopic gaussian
states, is not possible for initial conditions in the spinodal region [cfr. the discussion about
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asy.eps
Figure 2.24: Asymptotic values of the mean field φ¯, plotted vs. initial values φ¯(t = 0), for
λ = 0.1.
energies.eps
Figure 2.25: Comparison between the classical energies for the two initial conditions of Fig
2.22.
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cond_en1.eps
Figure 2.26: Evolution of the condensate φ¯ (solid line) and of the corresponding classical
energy (dashed line), for φ¯(t = 0) = 0.16 and λ = 0.1 (cfr. Fig.s 2.25 and 2.22).
cond_en2.eps
Figure 2.27: Evolution of the condensate φ¯ (solid line) and of the corresponding classical
energy (dashed line), for φ¯(t = 0) = 0.08 and λ = 0.1 (cfr. Fig.s 2.25 and 2.22).
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the gap equation (2.174) in section 2.10.3]. After a number of oscillations, the energy starts
to flow from the condensate to the quantum bath again (on the average), constraining the
condensate to oscillate around a value close to one of the two minima. If we look at fig. 2.24
again, we can find positive asymptotic values as well as negative ones, without a definite
pattern, in the whole interval [0.01, 0.8]. If we start with 0 < φ¯(t = 0) < 0.01 we have the
slow rolling down, already described in section 2.10.4 and the mean field oscillates around a
positive value from the beginning, never reaching negative values. A further note is worth
being added here. During the phase of slow rolling down, the evolution is very similar to
a symmetric evolution starting from φ¯(t = 0) = 0; in that case, the dissipation mechanism
works through the emission of (quasi-)massless particles and it is very efficient because it
has not any perturbative threshold. If the field stays in this slow rolling down phase for a
time long enough, it will not be able to absorb the sufficient energy to pass to the other
side ever again and it will be confined in the positive valley for ever. Evidently, when
φ¯(t = 0) > 0.01 this dissipative process might not be so efficient to prevent the mean field
from sampling also the other valley. Which one of the two valleys will be chosen by the
condensate is a matter of initial conditions and it is very dependent from the energy stored
in the initial state, as is shown in fig. 2.23, where two evolutions are compared, starting
from the same value for the condensate, but with the two initial conditions, “flipped” and
massless, for the quantum fluctuations.
2.11 Evolution of a non-homogeneous background
2.11.1 Motivations and summary
To get a better comprehension of the phenomena involved in out of equilibrium phase tran-
sitions, like the phase ordering process evolving through the formation of ordered domains
separated by domain walls, it would be very useful to be able to follow the history of non–
homogeneous condensates, which are large amplitude field configuration localized in space,
in interaction with their quantum fluctuations. Defect formation during phase transitions
may reveal unifying understanding of phenomena belonging to a wide range of energy scale.
In fact, such objects are relevant in condensed matter systems, where the kinks (or solitons)
represent charge density waves and conducting polymers, whose transport properties need
to be studied in detail. Spatially dependent semiclassical configurations are also important
in cosmology and particle physics (electroweak domain walls, called sphaleron, may play a
crucial role in understanding electroweak baryogenesis). Also the bubble and droplet nu-
cleation during supercooled phase transitions may be addressed with this formalism. (For a
static study of topological defect formation in QFT, with a discussion of finite temperature
and volume effects, see also [97]).
Interesting results have been obtained from the analysis of domain walls and kinks out
of equilibrium, in model theories like λφ4 and sine–Gordon in (1+ 1)−D dimensions in the
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dilute regime (which means at a temperature much smaller than the kink’s mass) [98]. The
collective coordinate quantization technique at one loop order is used to trace out the meson
degrees of freedom and compute the influence functional, which in turn consistently gives
the proper Langevin equation. In this scheme, the relaxation is given by the interaction
between the domain wall and the meson fluctuations. As a result, the noise is gaussian and
additive, although colored and it is related to the damping kernel by a proper fluctuation–
dissipation relation. The equations describing the evolution are studied both analytically
and numerically and show the presence of a dynamical friction coefficient. It is shown that
a Markovian approximation fails to describe the dynamics at large temperatures, the long
time relaxation is dominated by classical Landau damping.
With a slightly different approach, a Langevin–like effective equation of motion for the
linear σ model, was derived in [28], which is valid up to two loops and to O(λ2). The results
for a quartic self interaction are compared to those produced by a quadratic interaction with
other fields. The equation describes the evolution towards equilibrium for a non uniform
time dependent background field configuration, starting not too far from equilibrium, and
is obtained integrating out the faster short wavelength fluctuations. This equation displays
noise and dissipation terms which obey a suitable dissipation–fluctuation relation. The
noise is in general colored and multiplicative for each finite value of the temperature (the
dissipation coefficient depends quadratically on the field amplitude and vanishes in the
infinite temperature limit), that is different from the phenomenological Langevin equation
usually used with white and additive noise; this may reduce the relaxation time scales and
accelerate the approach to equilibrium.
The O(4) linear σ model is studied also in connection with the non equilibrium relax-
ation of an inhomogeneous initial configuration due to quantum and thermal fluctuations.
The subject is relevant for the physics of heavy ion collisions, because while the inflaton
condensate can be regarded as quasi–uniform due to the exponential expansion, this is not
surely the case for the disoriented chiral condensates which may form in present high en-
ergy experiments. Indeed, non homogeneous semi–classical configurations will be produced,
which will relax through emission of pions in the medium. This will reduce the spatial gra-
dient of the condensates, making the energy decrease. The asymptotic space–time evolution
of such configurations is studied in [99], by means of the CTP methods combined with a
small amplitude expansion which linearizes the evolution equations in leading order. The
relaxation of an initial gaussian inhomogeneous configuration is studied for θ ≫ √t2 − r2
in terms of the spreading of the packet and of the decay in spherical waves. Different
physical situations are considered, and it turns out that at one–loop approximation, the
evolution can be described in terms of temperature and a decay rate which depend on
rapidity. Moreover, the time scales involved are longer for larger rapidities. At T 6= 0 new
relaxational processes are found, due to thermal cuts, which do not have counterpart in
the homogeneous case.
Spatially dependent configuration are considered also in [93, 94], in the framework of a
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time dependent variational approach which goes beyond the Gaussian ansatz approxima-
tion.
In order to study analytically and numerically the relaxation of a (non perturbative)
strongly out of equilibrium inhomogeneous field configuration and the emergence of a hy-
drodynamical description from ab initio calculation, a self–consistent variational framework
which incorporates the quantum back reaction effects and particle production is used in
[69]. It is important to get update equations which are renormalizable and local. The
renormalization issue is very important, because it guarantees the independence on the
size of the spatial greed, while the locality limits the memory requirements on the numer-
ical algorithm. The initial Cauchy data for the inhomogeneous expectation value and for
the corresponding Green’s functions is given as a solution of a self–consistent problem,
which, for φ4 and sine–Gordon models in 1 + 1, is mapped in a Schrodinger like problem
by suitable ansatze.
2.11.2 Definitions and preliminaries
I summarize briefly the main definitions and the procedures followed to derive the evolu-
tion equations (the interested readers may find useful reading ref. [100] for the rigorous
quantization of a field theory on a spherical basis).
I define the expectation values of the field and of its conjugated momentum:〈
φˆ(x)
〉
= φ(x) , 〈πˆ(x)〉 = π(x) (2.179)
Then I shift the field operators and I define the fluctuation operators η and σ:
φˆ(x) = φ(x) + ηˆ(x) , πˆ(x) = π(x) + σˆ(x) (2.180)
The 2-point functions (equal–time Green’s functions) of the fluctuation operators
w(x, y) = 〈ηˆ(x)ηˆ(y)〉 (2.181)
u(x, y) = Re 〈ηˆ(x)σˆ(y)〉 = 1
2
[〈ηˆ(x)σˆ(y)〉+ 〈σˆ(y)ηˆ(x)〉] (2.182)
s(x, y) = 〈σˆ(x)σˆ(y)〉 (2.183)
At N =∞ (cfr. [73]) we get the following classical hamiltonian:
H =
∫
ddx
{
1
2
π2 +
1
2
|∇φ|2 + V (φ2 + diag(w))} (2.184)
+
1
2
∫
ddx ddx′ ddx′′ v(x, x′)w(x′, x′′)v(x′′, x) (2.185)
+
1
2
∫
ddx
[
∇x · ∇x′ w(x, x′)
∣∣
x=x′
+
1
4
diag(w−1)
]
(2.186)
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The canonical variables enjoy the symplectic structure (cfr. [69, 73, 101]):
{φj(x), πk(x′)}P.B. = δjkδd(x− x′) (2.187)
{w(x, y), v(x′, y′)}P.B. = δd(x− x′)δd(y − y′) + δd(x− y′)δd(y − x′) (2.188)
The Hamilton equations derived for this system can be set in a linear form, that is better
implemented numerically, by means of the following conversion from/to canonical variables
w and v to/from linear variables w, u and s:
s =
1
4
w−1 + vwv + ω (2.189)
where ω is a constant (= 0 for pure states). In addition, we have the relation u = wv+ωt.
Thus, we obtain the following linear equations:
φ˙ = π
π˙ = ∇2φ−M2φ
w˙ = u+ uT
u˙ = s+∇2yw −M2yw
s˙ = ∇2x u+∇2y uT −M2xu−M2yuT
(2.190)
where M2 = 2V ′ (φ2 + diag(w)) and Mx ≡M(x), w ≡ w(x, y) ≡ wxy and so on.
When the condensate is spherically symmetric, we may assume the quantum state to
be rotational invariant, and I may define
φ(x) =
1√
4π
ϕ(r)
r
, π(x) =
1√
4π
p(r)
r
(2.191)
In addition, I can expand the 2-point functions as follows
Γ(x, x′) =
∞∑
l=0
2l + 1
4π rr′
Pl(cos θ) Γ
(l)(r, r′) (2.192)
having defined rr′ cos θ = x · x′, where Γ is any of the 2-point functions w, v, u or s. As
usual, the boundary conditions at r = 0 are
ϕ(0) = 0 = p(0) , Γ(l)(0, r′) = Γ(l)(r, 0) = 0 (2.193)
In case of a sphere of finite volume, with radius R, suitable boundary conditions (Dirichlet,
von Neumann) can be assumed also at r = R. The coincidence limit for w reads:
diag(w)(r) = w(x, x) =
∞∑
l=0
2l + 1
4π r2
w(l)(r, r) (2.194)
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Recalling the useful relation (with rirj cos θij = xi · xj)∫
dΩ2Pl(cos θ12)Pl′(cos θ23) =
2l + 1
4π
δll′Pl(cos θ13) (2.195)
I can write, for instance∫
d3x2d
3x3v(x1, x2)w(x2, x3)v(x3, x4) = (2.196)
∞∑
l=0
2l + 1
4π r1r4
Pl(cos θ14)
∫
dr2dr3v
(l)(r1, r2)w
(l)(r2, r3)v
(l)(r3, r4) (2.197)
Thus, it is easy to show that in case of rotational invariance the Hamiltonian can be written
as
H =
∫
dr
{
1
2
p2 +
1
2
(∂rϕ)
2 + 4πr2V
(
φ2 + diag(w)
)}
(2.198)
+
1
2
∞∑
l=0
(2l + 1)
∫
dr
{[
s(l)(r, r) +
(
−∂2r + l(l+1)r2
)
w(l)(r, r′)
∣∣
r=r′
]}
(2.199)
while the evolution equations in case of rotational invariance read:
ϕ˙ = p
p˙ = D(0)ϕ
w˙(l) = u(l) + u(l)T
u˙(l) = s(l) +D
(l)
r′ w
(l)
s˙(l) = D(l)u(l) +
(
D(l)u(l)
)T
(2.200)
where
D(l) =
∂2
∂r2
− l(l + 1)
r2
−M(r)2 (2.201)
If I want to consider Φ4 model, I should specify the suitable potential, which is V (z) =
1/2m2bz + λb/4z
2.
Discretized equations
With an eye to the numerical calculation, that will have to be done on a computer, I set up
a spatial (radial) lattice with spacing a from 0 to R = (N + 1)a, so that the total number
of sites is N +2. However, due to Dirichelet’s boundary conditions, the two boundary sites
(i.e. 0 and N+1, are not linked to dynamical variables). Thus, in this case the background
field is a vector ϕj = ϕ(ja) and the 2-point functions are standard matrices Γij = Γ(ia, ja),
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with i, j = 0, · · · , N . The discretized version for the second derivative is the standard one:
∂2
∂r2
ϕ(r)
∣∣
r=ja
= (ϕj+1 − 2ϕj + ϕj−1)/a2. The square effective mass becomes:
M2j = m
2
b +
λb
4πj2a2
[
ϕ2j +
∞∑
l=0
(2l + 1)w
(l)
jj
]
(2.202)
Now I can try to use the fourth–order Runge-Kutta algorithm (already used in the homo-
geneous case) to solve this system of coupled ordinary differential equations.
Initial conditions
I can fix the initial conditions in the following way: I start with an arbitrary profile for ϕ(r)
and with p(r) = 0; then I want to find suitable initial conditions for the 2-point functions.
One possible choice is to minimize the energy functional with respect to the fluctuations.
This is achieved first by setting v(x, y) = 0; in that case, also u(x, y) is 0; then I must
find some minimal w(l)(r, r′). From the numerical point of view, I may choose two possible
strategies in order to solve this problem:
1) one might try to solve the non–linear differential equations for w(l):
s(l)(r, r′) +
[
∂2
∂r2
− l(l + 1)
r2
−M(r)2
]
w(l)(r, r′) = 0 (2.203)
where now ∫
drs(l)(r, r′)w(l)(r′, r′′) =
1
4
δ(r − r′′) (2.204)
2) otherwise, one may try to minimize directly the energy functional (2.199), using numer-
ical algorithms like the Simplex, Conjugated Gradient or Simulated Annealing methods.
Free Massive Scalar Field
To clarify matters, especially with respect to the renormalization issue, let us compute the
expansion in partial waves of the Green function w(x, y) for a free massive scalar field and
check that its spherical components w(l) satisfy the equations (2.203).
w0(x1, x2;m) = w0(x1 − x2;m) = 1
2
∫
d3k
(2π)3
eık·(x1−x2)√
k2 +m2
(2.205)
This integral can be computed in closed form
w0(r12;m) =
m
4π2r12
K1(mr12) =
1
4π2r212
+
m2
8π2
ln(mr12) + finite (2.206)
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where the coincidence limit singularities are made explicit.
Let us use a Dirac formalism to indicate the simultaneous eigenstates of the operators |P |,
L2 and Lz:
〈x| k, l,m〉 =
√
2
π
jl(kr)Ylm(xˆ) (2.207)
that satisfy the orthogonality and closure rule
〈k, l,m| k′, l′, m′〉 = 1
k2
δ(k − k′)δll′δmm′ (2.208)∑
l.m
∫
dkk2 |k, l,m〉 〈k, l,m| = Id (2.209)
The following identities hold:∑
l,m
Ylm(xˆ1)Ylm(xˆ2) =
∑
l
2l + 1
4π
Pl(cos θ12) = δ
(2)(xˆ1 − xˆ2) (2.210)
∫
dr r2jl(k1r)jl(k2r) =
π
2
1
k21
δ(k1 − k2) (2.211)
Using the partial wave expansion of the plane wave and after some algebra I end up with
w0(x1, x2;m) =
∑
l
2l + 1
2π3
Pl(cos θ12)
∫
dkk2
jl(kr)jl(kr
′)
2
√
k2 +m2
(2.212)
from where I can read the explicit expression of w(l):
w
(l)
0 (r, r
′;m) =
2
π2
rr′
∫ Λ
0
dkk2
jl(kr)jl(kr
′)
2
√
k2 +m2
, Λ→∞ (2.213)
For example, the integral for l = 0 can be computed exactly in terms of the Bessel K0:
w
(0)
0 (r, r
′;m) =
1
2π2
[K0(m|r − r′|)−K0(m(r + r′)] (2.214)
The spherical components of w−1 are given by:
w
(l)−1
0 (r, r
′;m) =
2
π2
rr′
∫
dkk22
√
k2 +m2jl(kr)jl(kr
′) (2.215)
One can easily verify that w(l) is a solution of the self-consistent equation (2.203); in fact,
the spherical Bessel functions jl(kr) are eigenfunctions of the Bessel operator(
−∂2r +
l(l + 1)
r2
)
[rjl(kr)] = k
2[rjl(kr)] (2.216)
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Let us now consider the Hamiltonian (2.199). For a free massive scalar field, the poten-
tial reduces to the form:
m2
2
∑
l
(2l + 1)
∫
drw
(l)
0 (r, r;m) (2.217)
that can be written as
m2
∫
dk
π
k2
2
√
k2 +m2
∫
drr2
∑
l
2l + 1
π
j2l (kr) (2.218)
The (functional) series in the internal integral is a constant exactly equal to 1/2 (cfr. [102],
8.536 1., page 980); thus I am left with the integral on the quantum fluctuations times a
volume factor, due to translation invariance
∑
l
(2l + 1)
∫
dr w
(l)
0 (r, r;m) = V
∫
d3k
(2π)3
1
2
√
k2 +m2
(2.219)
In other words, the volume factor can be written as
δ(3)(k)
∣∣
k=0
=
V
(2π)3
=
∑
l
2l + 1
2π3
∫
drr2j2l (kr) (2.220)
Renormalization
The coincidence limit of the 2-point function yields ultraviolet divergences that must be
properly subtracted before solving the evolution equations numerically. I consider the case
of unbroken symmetry for simplicity. The space-time dependent effective mass must be
written in terms of finite quantities, and this set our renormalization conditions. First,
I parametrize m2b using the equilibrium free field 2-point function for a massive field of
renormalized mass m:
m2b = m
2 − λbdiag(w0) = m2 − λb
∑
l
2l + 1
4πr2
w
(l)
0 (r, r;m) (2.221)
where w
(l)
0 (r, r
′) is given by eq. (2.213). When the sum over l runs from 0 to ∞, the
complete free ultraviolet divergence is correctly rebuilt:
(diag(w0)) (r) =
∫ Λ
0
dk
k2
2
√
k2 +m2
∑
l
2l + 1
2π3
jl(kr)
2 =
∫ Λ
0
dk
k2
2
√
k2 +m2
(2.222)
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I still have a logarithmic divergence, due to the difference M(r)2 −m2, which I absorb in
the definition of the renormalized coupling λ:
M(r)2 = m2 + λ
[
φ(x)2 + diag(w)R
]
(2.223)
= m2 +
λb
4πr2
{
ϕ(r)2 +
lmax∑
l=0
(2l + 1)
[
w(l)(r, r)− w(l)0 (r, r;m)
]}
(2.224)
When I stop the sum over the partial waves at a finite lmax, I should subtract the ultraviolet
divergences before performing the sum. The partial waves w
(l)
0 (r, r;m) should be computed
once and for all at the beginning, performing the integral (2.213) for the values of r cor-
responding to the lattice chosen and with an upper momentum cut-off equal to π/a. It
should be recalled that, for fixed l, each w
(l)
0 (r, r;m) has only a logarithmic divergence in
the ultraviolet cut-off Λ, as can be easily inferred expanding for large arguments the spher-
ical Bessel function in eq. (2.213), plus finite parts that do depend on r. Thus, subtracting
the divergence for each l before performing the sum could be quantitatively very different
(for given lmax, Λ and R) from subtracting beforehand the entire constant (diag(w0)):
M2(r) = m2 + λb
[
φ(x)2 +
lmax∑
l=0
2l + 1
4πr2
w(l)(r, r)− diag(w0)
]
(2.225)
With the subtraction scheme as in (2.223), the functional gap equation
M(r)2 = m2 +
λb
4πr2
{
ϕ(r)2 +
lmax∑
l=0
(2l + 1)
[
w(l)(r, r)− w(l)0 (r, r;m)
]}
[
− ∂
2
∂r2
+
l(l + 1)
r2
+M(r)2
]
w(l)(r, r′) =
1
4
w(l)−1(r, r′) (2.226)
that determine the initial conditions, trivially admits the equilibrium solution φ = 0,
M(r)2 = m2, w(l) = w
(l)
0 . Eq. (2.226) is formally solvable via mode expansion: suppose we
have the complete solution of the eigenvalue problem[
− ∂
2
∂r2
+ Ul(r)
]
[rχ
(l)
k (r)] = k
2[rχ
(l)
k (r)] (2.227)
where Ul(r) = l(l+1)/r
2+M(r)2−m2 cannot be negative since M(r)2 > m2 for unbroken
symmetry and is assumed to vanish for large r fast enough; then
w(l)(r, r′) =
2
π
rr′
∫ Λ
0
dk k2
χ
(l)
k (r)χ
(l)
k (r
′)
2
√
k2 +m2
(2.228)
and the gap equation reads
M(r)2 = m2 +
λb
4π
{
ϕ(r)2 +
lmax∑
l=0
(2l + 1)
∫ Λ
0
dk k2
χ
(l)
k (r)
2 − jl(kr)2
2
√
k2 +m2
}
(2.229)
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Chapter 3
Out of Equilibrium Dynamics for the
Non linear σ-model in 2D
3.1 Motivations
As we have seen, much work has been done about the quantum evolution out of equilibrium
of the φ4 model in 3 + 1 dimensions [52, 53, 55, 59, 61, 85]. As is well known [14], the
renormalized theory is trivial. Practically, this means that we should consider the model as
an effective theory, keeping the ultraviolet cut-off Λ much smaller than some Landau scale.
The logarithmic dependence on Λ should disappear from the renormalized quantities, while
a weak inverse power dependence remains.
If we want to push the application of non equilibrium techniques to more fundamental
theories, like QCD, we should consider that the ultraviolet properties change drastically.
In those cases, in fact, there is no Landau Pole in the ultraviolet and the renormalized
coupling becomes smaller and smaller as the momentum scale increases. This corresponds
to the property of asymptotic freedom, whose presence justifies self–consistently the per-
turbative renormalization procedure and allows in principle to perform the infinite cut-off
limit smoothly.
Motivated by this consideration, I analyze in this chapter the dynamical properties of
the O(N) non linear σ model in 1 + 1 dimensions and in the large N limit.
The linear and non linear σ models in 3 + 1 dimensions were introduced in elementary
particle theory in order to provide a useful model of the low–energy strong interaction
sector, which was able to realize the SU(2)× SU(2) current algebra and the Partial Con-
servation of Axial Current (PCAC) and satisfy the corresponding low energy theorems [67].
Afterwards, the non linear σ model has been considered fruitfully in many areas of Quan-
tum Field Theory and Statistical Mechanics, mainly in the description of 2D spin chains
and, quite recently, of disordered conductors and of quantum chaos [103].
For the sake of completeness, I should say that the classical non-linear σ model in the
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large N limit and in 3 + 1 dimensions, has been used for the study of the phase ordering
dynamics in a FRW background, revealing the existence of scaling solutions of the classical
field equations [104, 105, 106]. However, in that case the main disadvantages are that one
looses the renormalizability and is constrained to stay at the classical level.
As is well known, the theory in (1 + 1)D is renormalizable and asymptotically free in
the ultraviolet [89]. Thus, Λ can be pushed to infinity rigorously and there should exist a
renormalized out–of–equilibrium dynamics, completely independent of the ultraviolet cut-
off.
It is very important to study and understand the scaling properties of the dynamics with
respect to the ultarviolet cutoff Λ. In the case of the trivial linear model, in fact, Λ should
be kept in any case much smaller than the Landau pole. If it is also taken bigger than the
largest unstable mode, the corresponding dynamics is quite insensitive to the specific value
of Λ chosen, because once the whole unstable band has been included, making Λ bigger
means adding only oscillating perturbative modes. In the case of the non linear model,
instead, there is not any instability and the effect of a bigger number of modes should be
checked carefully.
To get the non linear model at leading order in 1/N I will have to perform two limits:
the limit N →∞ and the limit of large coupling which enforces the constraint. While it is
not clear, a priori, that these two limits commute, I give here a rigorous proof that this is,
in fact the case. Thus, the non linear model at N =∞ is uniquely defined.
3.2 The model in 0 + 1 dimensions
In this section I rigorously prove the commutativity of the two limits in the simple case of
the quantum mechanics constrained on the sphere.
I first set N = 1 and I choose a symmetry breaking potential V of the form:
V (x) =
λ
4!
(
x2 − v2) = 1
2
µ2x2 +
λ
4!
x4 +
3µ4
2λ
(3.1)
where I identify v2 with −6µ2/λ. Now, it is not difficult to see that if I perform the limit
λ→∞, keeping v2 fixed, also the second derivative of the potential at the two minima tends
to infinity, meaning that at the classical level, the variable x is constrained to assume only
values compatible with x2 = v2. It is straightforward to treat the vector model (N > 1),
the only change being transformation of x to a N–component vector.
Now I derive the quantum dynamics in the large N limit, applying a general technique
already used in the analysis of the φ4 dynamics in finite volume [80] and based on well–
known work by Yaffe [73]. Consider the quantum mechanical system described by the
potential (3.1). The corresponding hamiltonian is Hˆ = pˆ2/2 + V (qˆ). Performing first the
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large N limit, I get the classical hamiltonian
h(u) =
1
2
p2 +
1
2
s2 +
1
8σ2
+ V
(
q2 + σ2
)
(3.2)
Where q is now the average value and σ is the width (the quantum fluctuation) of the
position operator, and p and s are related to the corresponding quantities for the momentum
operator. If I use the potential V to enforce the constraint (i.e. λ→∞, keeping v2 fixed),
I get the quantum constraint q2 + σ2 = v2.
This last result deserves a more detailed comment: we see that while at the classical level
the x-variable lives on the iper-sphere exactly, the mean value of the quantum operator qˆ
can assume values inside the iper-sphere and not only on its surface, thanks to the presence
of the quantum fluctuations. On the other hand, in analyzing the quantum model, we
should think in terms of wave functions on the sphere, whose square modulus represents
a density probability for a precise unitary vector. On this basis, the mean value should
be understood as a continuum weighted sum (integral) of vectors, divided by a suitable
normalization and nothing prevents it to be different from v; actually, it may assume any
value in the interval [0, v], q = 0 corresponding to the spherically symmetric state, where
all the directions have the same weight. In this case the wave function is uniform on the
iper-sphere (it is Y00 in the language of the 3-D spherical harmonics).
If I perform the Legendre transform on (3.2), I obtain the corresponding classical La-
grangian, in terms of the constrained variables (q, σ) and their time first derivatives. I now
define the projective coordinate τ :
q =
1− τ 2
1 + τ 2
σ =
2τ
1 + τ 2
its conjugated momentum T
p = −τT s = T
2
(
1− τ 2)
and I obtain the hamiltonian in terms of unconstrained canonically conjugated variables:
h =
1
8
(
1 + τ 2
)2(
T 2 +
1
4τ 2
)
(3.3)
Let us now see what happens if I take the two limits in the reversed order. In order to
do that I must first define what I mean by quantum mechanics on the sphere SN .
Let us consider a sphere of radius R in the vector space RN+1, defined by the implicit
equation:
N+1∑
i=1
x2i = R
2
102
The projective coordinates are defined by:
xi =
2αi/R
1 + α · α/R2 xN+1 =
α · α/R2 − 1
1 + α · α/R2
The metric on the sphere in the projective coordinates is given by:
gjk = Ω
2δjk with Ω =
2
1 + α · α/R2
I define the hamiltonian for the free motion as the Laplacian operator on the sphere
△ = − 1√
g
∂j
√
ggjk∂k = −Ω−N∂jΩN−2∂j (3.4)
I neglect, here, a possible term proportional to the scalar curvature, because in the case of
the sphere it is a constant and it modifies the spectrum only additively.
I can choose two different representations of the Hilbert Space of the system: either
L2
(
RN ; dµ = ΩNdNα
)
or
L2
(
RN ; dµ0 = d
Nα
)
The Laplacian in the second representation is given by
△ = ΩN/2 △ Ω−N/2 = −1
2
(
Ω−2∂2 + ∂2Ω−2
)
+
(
1
2
+
2
N
)
α · α
N
− N
4
+ 1
where I have set R =
√
N in order to implement the large N limit. I can express the result
in terms of the Yaffe operators [73]:
α · α
N
= 2A − ∂
2
N
= 2C
to obtain the classical hamiltonian describing the large N limit:
h =
1
8
(
1 + τ 2
)2(
T 2 +
1
4τ 2
)
(3.5)
Being this the same result obtained previously, it proves the commutativity of the two
limits.
In conclusion, I managed to show, in this very specific case (large N limit of the O (N)
non-linear σ model), that the quantization procedure commutes with the implementation
of the constraint.
It is worth noticing that the formalism can be extended to include also mean value
vectors pointing in arbitrary directions and having n components.
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3.3 The O(∞) non linear σ model in 1 + 1 dimensions
3.3.1 Definitions
The classical Lagrangian of the O(N + 1) σ model is given by
L =
1
2
∂µφ · ∂µφ (3.6)
Where φ is a multiplet transforming under the fundamental representation of O(N + 1)
and constrained to the N−dimensional sphere of radius λ−1/2:
φ2 ≡ φ · φ = 1/λ (3.7)
λ may be regarded as the coupling constant, since the sphere flattens out in the λ → 0
limit. The Hamiltonian corresponding to (3.6) reads
H =
1
2
∫
dx
[
J2 + (∂xφ)
2
]
, J2 =
∑
i<j
J2ij (3.8)
where Jij = φiπj − φjπi is the angular momentum on the sphere, πj being the momentum
conjugated to φj. This Hamiltonian can also be obtained as the g →∞ limit of the linear
model
HL =
∫
dx
[
1
2
π2 +
1
2
(∂xφ)
2 + V (φ2)
]
(3.9)
where φ is now unconstrained and the potential V may be taken of the form
V (u) =
g
4
(u− 1/λ)2 (3.10)
The quantum version of the linear model defines a textbook Quantum Field Theory (apart
from the nontrivial strong coupling limit g → ∞). The quantum version of the nonlinear
model (3.8) may be written instead
H =
1
2
∫
dx
[−△+ω2 (∂xα)2] (3.11)
where I have used the projective coordinates (α1, . . . , αN) on the sphere, namely
φj = ω αj , λ
1/2
b φN+1 = ω − 1 , ω =
2
1 + λbα2
(3.12)
so that
(∂xφ)
2 = ω2 (∂xα)
2 (3.13)
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and the O(N + 1)−symmetric functional Laplacian reads
△(x) = ω(x)−N δ
δαj(x)
ω(x)N−2
δ
δαj(x)
(3.14)
I have replaced the coupling constant λ with λb (the bare coupling constant) to stress the
fact that in Quantum Field Theory it is generally cut-off dependent.
3.3.2 The N →∞ limit
If we consider the non linear model as a limit of the φ4 linear model (being this true at
least at the classical level), we have to take two limits and we might wonder whether it is
legitimate to interchange their order. To be more specific, if I first perform the large N
limit in the linear model, I get a classical g−dependent unconstrained Hamiltonian H∞L ,
that admits a definite non linear limit H∞ as g → ∞. I verify here that indeed the same
Hamiltonian H∞ follows if I start directly form the nonlinear quantum Hamiltonian (3.11)
and take the N →∞ a` la Yaffe.
Consider the quantum Hamiltonian of the linear model, with the couplings suitably
rescaled to allow the large N limit
HˆL =
∫
dx
[
1
2
πˆ2 +
1
2
(∂xφ)
2 + V (φˆ2)
]
, V (u) =
g
4N
(u−N/λb)2 (3.15)
According to (a slight extension of) Yaffe’s rules, the quantum dynamics described by the
N → ∞ limit of the model is described by a classical Hamiltonian, which is the large N
limit of the expectation value of the quantum hamiltonian (3.15) on a set of generalized
coherent states, labelled by the parameters defined in eq. (3.19). We end up with the
following classical hamiltonian
H∞L = lim
N→∞
〈Hˆ〉L
N
=
∫
dx
[
1
2
π2 +
1
2
(∂xφ)
2 + V (φ2 + w(x, x))
]
(3.16)
+
1
2
∫
dx dx′ dx′′ v(x, x′)w(x′, x′′)v(x′′, x) (3.17)
+
∫
dx
[
1
8
w−1(x, x)− 1
2
∂2xw(x, x
′)
∣∣
x′=x
]
, V (u) =
g
4
(u− 1/λb)2 (3.18)
where the classical canonical variables are defined as

φ(x)
π(x)
w(x, x′)
v(x, x′)

 = limN→∞
1
N


√
N〈φˆ(x)〉√
N〈πˆ(x)〉
〈φˆ(x) · φˆ(x′)〉conn
〈πˆ(x) · πˆ(x′)〉conn

 (3.19)
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and the non vanishing Poisson brackets read
{φj(x) , πk(x′)}P.B. = δjkδ(x− x′) (3.20)
{w(x, y) , v(x′, y′)}P.B. = δ(x− x′)δ(y − y′) + δ(x− y′)δ(y − x′) (3.21)
It is understood that the dimensionality of the vectors φ(x) and π(x) is arbitrary but finite
[that is, only a finite number, say n + 1, of pairs (φˆ(x) , πˆ(x)) may take a non vanishing
expectation value as N →∞]. Thus, the index j may run form 1 to n + 1, where n + 1 is
the number of field components with non zero expectation value.
The g →∞ limit on the classical Hamiltonian H∞L is straightforward and reintroduces
the spherical constraint in the new form
n+1∑
j=1
φ2j + diag(w) = 1/λb (3.22)
whose conservation in time implies
φ · π + diag(wv) = 0 (3.23)
where I have introduced the condensed notation
(ab)(x, y) ≡
∫
dz a(x, z) b(z, y) , diag(a)(x) ≡ a(x, x) (3.24)
Let us now come back to the quantum Hamiltonian (3.11) of the non-linear model. First
of all I perform a similitude transformation of the Laplacian, to cast it in a form suitable
for the application of Yaffe’s method:
−△ = −ωN/2 △ ω−N/2 = 1
2
(
ω−2βˆ2 + βˆ2ω−2
)
+
(
1
2
+
2
N
)
αˆ2
N
− N
4
+ 1 (3.25)
where αˆj(x) is the obvious multiplication operator and βˆj(x) = −iδ/δαj(x) its conjugated
momentum. Now, after the rescaling λb → λb/N in eqs. (3.12), by the usual rules in the
N →∞ limit I obtain the classical Hamiltonian
H∞ =
1
2
∫
dx
{
Ω−2
[
β2 + diag(χηχ) +
1
4
diag(η−1)
]
(3.26)
+ Ω2
[
(∂xα)
2 + ∂x∂x′η(x, x
′)
∣∣
x=x′
]}
(3.27)
where
Ω =
2
1 + λb[α2 + diag(η)]
(3.28)
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and, just as in eq. (3.19),


α(x)
β(x)
η(x, x′)
χ(x, x′)

 = limN→∞
1
N


√
N〈αˆ(x)〉√
N〈βˆ(x)〉
〈αˆ(x) · αˆ(x′)〉conn
〈βˆ(x) · βˆ(x′)〉conn

 (3.29)
are classical canonically conjugated pairs, with Poisson brackets identical to those in eq.
(3.20). I take the indices of the classical fields α and β to run form 1 to n, having assumed
that only the first n components of their quantum counterparts may have expectation
values of order
√
N .
To show that the classical Hamiltonian H∞ is equivalent to the g →∞ limit of H∞L , I
need only to solve the spherical constraint (3.22) that emerges in that limit. This amounts
to the canonical parameterization of the constrained pairs (φ,π) and (w, v) in terms of the
projective ones (α,β) and (η, χ). It reads
φj = Ωαj , λ
1/2
b φn+1 = Ω− 1 (3.30)
πj = Ω
−1βj + αjπn+1 , πn+1 = −α · β − diag(ηχ) (3.31)
w(x, x′) = Ω(x)Ω(x′) η(x, x′) , v(x, x′) =
χ(x, x′)
Ω(x)Ω(x′)
+
δ(x− x′)
Ω(x)
πn+1(x) (3.32)
and in particular it implies, besides (3.22) and (3.23),
π2 + diag(vwv) = Ω−2
[
β2 + diag(χηχ)
]
(3.33)
(∂xφ)
2 + ∂x∂x′w(x, x
′)
∣∣
x=x′
= Ω2
[
(∂xα)
2 + ∂x∂x′η(x, x
′)
∣∣
x=x′
]
(3.34)
This result proves the complete equivalence between the g →∞ limit on the leading 1/N
term of the linear model (which imposes the new spherical constraint) and the N → ∞
limit of the quantum model directly formulated on the constraint manifold.
Before closing this section, it should be noticed that, even though I gave the basic
definitions and performed the entire computation for a field theory in 1+1 dimensions, the
results in sections 3.3.1 and 3.3.2 remain valid also for a (D + 1)−dimensional theory, the
only change being in the dimensionality of the integrals.
For completeness’ sake I close this section noticing that previous studies this subject
(the definition of the non linear quantum model as the large coupling limit of the linear
model) were performed in [107], using perturbative techniques and the derivative expansion
for the model in 3+1 dimensions. The conclusion was reached that the divergent terms
are universal, while finite parts do differs when taking the large coupling limit on the
quantum corrections on the linear model, or calculating the same quantum corrections on
the nonlinear model.
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3.3.3 Dynamical Evolution
Let us now derive the evolution equation for this system in the case the field φˆ has a non
zero, albeit uniform, expectation value φ in the initial state. The 2−point functions depend
only on the difference x− x′, and can be parametrized by time–dependent widths σk:
w(x, x′) =
∫ Λ
−Λ
dk
2π
σ2k e
ik(x−x′) , v(x, x′) =
∫ Λ
−Λ
dk
2π
σ˙k
σk
eik(x−x
′) (3.35)
where Λ is the ultraviolet cut-off.
In this case of translation invariance, in practice one can always take n = 1 owing to
the O(n+ 1) symmetry of H∞L . Thus, I choose φ to have only two non–zero components.
In other words the condensate will move on the plane specified by the initial conditions for
φ and its velocity. Using eq. (3.35), I may write the Lagrangian density corresponding to
the (g →∞ limit) of the Hamiltonian (3.16) as
L =
1
2
(
φ˙21 + φ˙
2
2
)
+
1
2
∫ Λ
−Λ
dk
2π
(
σ˙2k − k2σ2k −
1
4σ2k
)
(3.36)
− m
2
2
(
φ21 + φ
2
2 +
∫ Λ
−Λ
dk
2π
σ2k −
1
λb
)
(3.37)
I have kept into account the constraint by introducing the Lagrange multiplier m2. The
corresponding Euler–Lagrange evolution equations read, in polar coordinates
ρ¨+m2ρ− ℓ
2
ρ3
= 0 (3.38)
σ¨k + (k
2 +m2)σk − 1
4σ3k
= 0 (3.39)
ρ2 + Σ− 1
λb
= 0 (3.40)
with the definitions ℓ = ρ2θ˙ (the conserved angular momentum of the condensate) and
Σ = diag(w) =
∫ Λ
−Λ
dk
2π
σ2k (3.41)
The first thing I can do is to look for the minimum of the Hamiltonian, that is the ground
state of the theory which corresponds to the vanishing ρ¨, ρ˙, σ¨k, σ˙k and ℓ. The equations
to solve are:
m2ρ = 0 (3.42)
(k2 +m2) σk − 1
4σ3k
= 0 (3.43)
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The solution m = 0 is not acceptable, because it yields a massless spectrum for the fluc-
tuations and gives an infrared divergence that violates the constraint. This is nothing else
than a different formulation of the well–known Mermin-Wagner-Coleman theorem stating
the impossibility of the spontaneous symmetry breaking in 1+1 dimensions [87, 88]. Thus,
the unique solution is: ρ = 0 and σk =
1
2
(k2 +m2)−1/2.
This result allows for an interpretation of the mechanism of dynamical generation of
mass as the competition between the energy and the constraint: in order to minimize the
“Heisenberg” term in the Hamiltonian, the zero mode width, that is σ0, should be as large
as possible; on the other hand, it cannot be greater than a certain value, because it must
also satisfy the constraint. The compromise generates a mass term, the same for all modes,
which I call meq
I can take the mass at equilibrium as an independent mass scale defining the theory, as
dictated by dimensional transmutation, and the relation between this mass scale and the
bare coupling constant is read directly from the constraint (3.40)
1
λb
=
1
2π
log
(
Λ
meq
+
√
1 +
Λ2
m2eq
)
=
1
2π
log
2Λ
meq
+O
(
m2eq
Λ2
)
(3.44)
When the system is out of equilibrium, the Lagrange multiplier m may depend on
time. Its behavior is determined by the fact that the dynamical variables must satisfy the
constraint. After some algebra, this parameter can be written as:
m2 = λb
(
ρ˙2 +
ℓ2
ρ2
+Θ
)
, Θ =
∫ Λ
−Λ
dk
2π
(
σ˙2k − k2σ2k +
1
4σ2k
)
(3.45)
I can describe the quantum fluctuations also by complex mode functions zk, which are
related to the real function σk by:
zk = σke
iθk , σ2k θ˙k = ℓk =
1
2
, |z˙k|2 = σ˙2k +
ℓ2k
σ2k
(3.46)
One can recognize in the second term on the r.h.s. of the last equation in (3.46) the
centrifugal energy induced by Heisenberg uncertainty principle.
I choose the following initial conditions for this complex mode functions:
zk(0) =
1√
2ωk
, z˙k(0) = −i
√
ωk
2
(3.47)
where ωk =
√
k2 + α2 and α is an initial mass scale. It is worth noticing here that such a
form for the initial spectrum of the quantum fluctuations does not allow for an initial radial
speed for the condensate degrees of freedom, unless I start from ρ0 = 0. This is easily seen
by differentiating (3.40) with respect to time.
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Moreover, I should stress that α might be different from the initial value of the Lagrange
multiplier. In fact, once the initial value for ρ is fixed, α can be determined by means of
the constraint equation and it turns out to be
α(ρ0) = meq exp
(
2πρ20
)12

1 +
√
1 +
m2eq
Λ2
+ exp(4πρ20)

1−
√
1 +
m2eq
Λ2






−1
= meq exp
(
2πρ20
) [
1 +O
(
m2eq
Λ2
)]
(3.48)
On the other hand, the initial value for the Lagrange multiplier is given by
m20 = α
2 + λb
(
ρ˙20 +
ℓ2
ρ20
− α2ρ20
)
(3.49)
that is equal to the initial mass scale α2 only if I push the ultraviolet cut–off to infinity.
To properly control for any time the ultraviolet behavior of the integrals in eqs. (3.41)
and (3.45), one should perform a WKB analysis [62] of the solution. One finds the following
asymptotics for the mode functions:
zk(t) = zk(0) exp
{
ikt− i
2k
∫ t
0
dt′m2(t′)− 1
4k2
[
m2(t)−m2(0)]}[1 +O( 1
k3
)]
(3.50)
From the above formula it is clear that the logarithmic ultraviolet divergence in Σ is
completely determined by the initial spectrum. For the divergent integral Θ in eq. (3.45)
the situation is more involved. Explicitly one finds:
Σ(t) ≡
∫ Λ
−Λ
dk
2π
|zk(t)|2 = 1
2π
log
Λ
µ
+ ΣF(µ; t) (3.51)
and
Θ(t) =
∫ Λ
−Λ
dk
2π
(|z˙k(t)|2 − k2|zk(t)|2) = m(t)2Σ(0) + ΘF(t) (3.52)
where
ΣF(µ; t) =
∫ Λ
−Λ
dk
2π
[
|zk(t)|2 − θ(|k| − µ)
2|k|
]
(3.53)
ΘF(t) =
∫ Λ
−Λ
dk
2π
[|z˙k(t)|2 − k2|zk(t)|2 −m(t)2|zk(0)|2] (3.54)
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have finite limits as Λ →∞. I have introduced in the above formulae a subtraction point
µ. There correspond a renormalized coupling constant λ running with µ, as the Λ → ∞
limit of the relation
1
2π
log
Λ
µ
− 1
λb(Λ)
+
1
λ(µ)
= 0 (3.55)
and a renormalized constraint
ρ(t)2 + ΣF(µ; t)− 1
λ(µ)
= 0 (3.56)
With this definitions, the equilibrium mass scale meq can be written as
meq = 2µ exp
[
− 2π
λ(µ)
]
(3.57)
which by consistency with eq. (3.48) implies
λ(α/2) = 1/ρ20 (3.58)
In conclusion I can rewrite the constraint and the Lagrange multiplier as
ρ2 + ΣF(µ)− 1
λ(µ)
= 0 , m2 =
1
ρ20
[
ρ˙2 +
ℓ2
ρ2
+ΘF
]
(3.59)
For large but finite UV cutoff these expressions retain a inverse power corrections in Λ. In
the actual numerical calculations whose results will be presented in the following section,
I used the “bare” counterparts of eqs (3.59) with finite cutoff and the definition (3.44) of
the bare coupling constant is used to reduce to inverse power the cutoff dependence.
Let us conclude this section by summarizing the steps I need to do, before trying to solve
numerically the equations of motion. Once I have fixed the UV cutoff, the equilibrium mass
scale meq and the initial value for the condensate ρ0, I can determine the initial mass scale
α in the fluctuation spectrum from eq. (3.48), which in turn gives the initial conditions
for the complex mode functions [cfr. eq. (3.47)]. Now, I need to specify the remaining
initial values for the condensate, namely its velocity ρ˙0 and its angular momentum ℓ, which
must be consistent with the constraint (3.23). Finally, eq. (3.59) completely determines
the initial value for the Lagrange multiplier m0, which has exactly the same infinite cutoff
limit as α, but differs significantly from it for finite cutoffs.
I want to stress again the need to consider how the dynamics scales with Λ, in a
theory like this one, which does not show any parametric resonant band (as we will see
in the following section). Even though the vanishing of the bare coupling constant should
compensate for the increase in the number of modes, when the UV cutoff is increased, it
is important to check it explicitly both on the analytic computations and the numerical
results.
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3.4 Numerical results
I have studied numerically the following evolution equations
φ¨+m2φ = 0 (3.60)
z¨k + (k
2 +m2) zk = 0 (3.61)
m2
λb
= |φ˙|2 +
∫ Λ
−Λ
dk
2π
(|z˙k|2 − k2|zk|2) (3.62)
where φ = φ1+ iφ2 = ρ e
iθ, ρ2 θ˙ = ℓ and |φ˙|2 = ρ˙2+ ℓ2/ρ2, while the bare coupling constant
λb is given by eq. (3.44). The initial conditions for φ, φ˙ and zk [see eq.s (3.47)] must satisfy
the constraints (3.22) and (3.23), that are then preserved by dynamics.
In the classical limit the quantum fluctuations zk disappear from the dynamics. In that
case the stationary solutions are trivial:
ρ(t) = λ
−1/2
b , m(t) = λbℓ (3.63)
with arbitrary value for the angular momentum ℓ. Thus there are stationary solutions
corresponding to circular motion with constant angular velocity.
When I include the coupling with quantum fluctuations, I still obtain stationary solu-
tions, parametrized by ℓ which assumes arbitrary positive values. They have the following
form:
ρ(t) =
√
ℓ
meqx
m(t) = meqx (3.64)
where x depends on ℓ through
2πℓ
meqx
+ sinh−1
(
Λ
meqx
)
= sinh−1
(
Λ
meq
)
(3.65)
which reduces to x log x = 2πℓ/meq in the infinite cut–off limit.
3.4.1 Evolution of condensate and Lagrange multiplier
In order to control the dependence of the dynamics on the ultraviolet cutoff, I solved the
equations of motion for values of Λ ranging from 5meq to 20meq, with an initial condensate
ranging from ρ0 = 0.2 to ρ0 = 0.7. I mainly considered the case ℓ = 0. A typical example
of the time evolution of the relevant variables is showed in Fig.s 3.1, 3.2 and 3.3. Figure
3.4 shows the evolution of the Lagrange multiplier m(t)2 for Λ/meq = 20; in this case,
its starting value is 2.630632. Due to the lack of massless particles, the damping of the
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ro.eps
Figure 3.1: Evolution of the mean value ρ(t) for Λ/meq = 10, ℓ = 0 and ρ0 = 0.5.
rop.eps
Figure 3.2: Evolution of the mean value speed ρ˙(t) for Λ/meq = 10, ℓ = 0 and ρ0 = 0.5.
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sigma.eps
Figure 3.3: Evolution of the backreaction Σ(t) for Λ/meq = 10, ℓ = 0 and ρ0 = 0.5.
lag_mult_ev.eps
Figure 3.4: Evolution of the Lagrange multiplier m2(t) for Λ/meq = 20, ℓ = 0 and ρ0 = 0.3.
In the smaller figure there is zoom of the early times.
114
asy_sqmass.eps
Figure 3.5: Asymptotic evolution of m2(t) for three different values of the ultraviolet cut–off:
from top to bottom, Λ/meq = 5, 10 and 20, ℓ = 0 and ρ0 = 0.3
oscillations of ρ and m2 is very slow, as already noticed in [55] for the linear model in 1+1
dimensions; the dissipation is not as efficient as for the unbroken symmetry scenario in
3 + 1 dimensions, because of the reduced phase space. A detailed numerical study of the
asymptotic behavior and a FFT analysis of the evolution allows a precise determination of
the asymptotic value and the main frequency of oscillation of the Lagrange multiplier:
m(t)2 = m2∞ +
p(t)
t
+O
(
1
t2
)
(3.66)
where the function p(t) turns out to be
p(t) ≃ A cos(2m∞t+ γ1 log t+ γ2) (3.67)
The logarithmic dependence in the phase could be justified by self–consistent requirements
(see below), along the same lines of the detailed calculations performed in ref. [85] in a
similar context. Numerically it is very difficult to extract and I do not attempt it here.
Comparing further our result with that reported in ref. [85], I should emphasize that I do
not find any oscillatory component of frequency 2m0, as happens instead for the φ
4 model
in 3+ 1 dimensions. Moreover, as figure 3.5 shows, both the asymptotic mass m∞ and the
amplitude A depend on the ultraviolet cutoff Λ. This dependence may be fitted with great
accuracy through a low order polynomial in 1/Λ2, showing that the standard renormaliza-
tion holds at any time, as anticipated by the WKB analysis. Therefore, the extrapolated
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parameters m2∞ and A give us information on the fully renormalized physical theory (in the
large N approximation). The table below collects the values of m2∞ for different values of
Λ and of the initial condensate ρ0. The last column contains the extrapolation to infinite
cutoff, obtained by the low order polynomial fit. The empty cells in the last row correspond
to a UV cutoff so small that the exact α2 turns out to be negative; these values are excluded
from the fit.
ρ0 Λ = 5 Λ = 6 Λ = 7 Λ = 8 Λ = 9 Λ = 10 Λ = 11 Λ = 12 Λ = 13
0.2 1.3073 1.3047 1.3032 1.3022 1.3014 1.3010 1.3006 1.3004 1.3001
0.3 1.8888 1.8766 1.8693 1.8646 1.8614 1.8591 1.8574 1.8561 1.8551
0.4 3.3869 3.3162 3.2747 3.2482 3.2303 3.2175 3.2082 3.2011 3.1956
0.5 8.7094 7.9915 7.6082 7.3764 7.2246 7.1193 7.0432 6.9861 6.9424
0.6 206.03 52.433 35.564 29.2276 25.969 24.016 22.732 21.835 21.178
0.7 238.12
ρ0 Λ = 14 Λ = 15 Λ = 16 Λ = 17 Λ = 18 Λ = 19 Λ = 20 Λ =∞
0.2 1.300 1.2998 1.2997 1.2996 1.2995 1.2995 1.2994 1.2989
0.3 1.8543 1.8536 1.8531 1.8527 1.8523 1.8520 1.8517 1.8493
0.4 3.1912 3.1877 3.1848 3.1824 3.1805 3.1788 3.1774 3.1643
0.5 6.9080 6.8804 6.8580 6.8395 6.8241 6.8111 6.8001 6.6990
0.6 20.682 20.295 19.988 19.740 19.536 19.366 19.223 16.964
0.7 177.645 146.523 127.66 115.07 106.11 99.442 94.302 68.207
A similar table can be provided for the amplitude A in the eq. (3.67). The values
extrapolated to infinite cutoff in a similar fashion as before, turn out to be:
ρ0 0.2 0.3 0.4 0.5 0.6 0.7
A(Λ =∞) 0.539 0.701 0.924 1.39 2.34 4.30
However, this fit is not as accurate as that for m∞.
It is interesting to observe that at large UV cutoff m∞ has an exponential dependence
on ρ0 analogous to that of m0 (which coincides to α at Λ = ∞). Most remarkably the
prefactor in the exponent is modified by the time evolution: I find
m2∞ ∼ exp(2γ ρ20) , 3.5 < γ < 4.5 (3.68)
The determination of γ is rather rough due to the uncertainties in the values of m∞ ex-
trapolated to Λ = ∞ at larger ρ0. Notice in any case that the analog of γ for m0 is
2π = 6.28 . . . .
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lneq0_1.eps
Figure 3.6: Evolution of the mean value ρ for Λ/meq = 10, ρ0 = 0.3 and ℓ = 1.
lneq0_2.eps
Figure 3.7: Evolution of the squared mass m2 for Λ/meq = 10, ρ0 = 0.3 and ℓ = 1.
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rob.eps
Figure 3.8: The average value of the condensate ρ, defined as ρ¯ =
∫ T
ρ(t)dt/T , plotted vs.
T , for Λ/meq = 20, ℓ = 0 and ρ0 = 0.2.
I also performed some computations for ℓ > 0, with the following results: if I start
from an out of equilibrium value for ρ, it will relax through emission of particles towards
a fixed point, different from the equilibrium value determined by eq. (3.64). Figures 3.6
and 3.7 show such a situation for ℓ = 1.0, ρ(0) = 0.3 and Λ = 10meq. In that case I have
x = 1.000057, while the mean values of the asymptotic oscillations are ρ∞ = 0.4203 and
m2∞ = 32.0294.
Before closing this section, I should comment a little further on the evolution of the
condensate ρ. When ℓ = 0, fig. 3.8 shows that the oscillations are actually around zero. Be-
cause of the reduced momentum phase space, I observe that the damping of the condensate
is not as efficient as in the large−N φ4 model in 3+ 1 dimension with unbroken symmetry.
However, from the available data, it is not possible to decide whether the amplitude will
eventually vanishes or will tend to a limiting cycle (see fig. 3.9).
On the other hand, in the case of ℓ 6= 0, it is already clear that the condensate does not
relax to the state of minimum energy compatible with the given value of ℓ, which would
correspond to the circular orbit with radius given by eq. (3.64). However, it may still relax
to a circular orbit with a different radius and a different (larger) energy. More detailed
and longer numerical computations are needed to decide whether the damping reduces the
oscillation amplitude to zero or not.
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Figure 3.9: The mean squared fluctuations of the condensate ρ, defined as
∫ T
(ρ(t)−ρ¯)2dt/T ,
plotted vs. 1/T , for the same values of the parameters as in figure 3.8.
3.4.2 Emission spectrum
Once the evolution equations for the complex mode functions has been solved, it is possible
to compute the spectrum of the produced particles. First, I should say that the notion of
particle number is ambiguous in a time dependent situation. Nevertheless, I may give a
suitable definition with respect to some particular pointer state. I choose here two particular
definitions, the same already used in the study of the φ4 model [85], plus a third one. The
first choice corresponds to defining particles with respect to the initial Fock vacuum state,
the second with respect to the instantaneous adiabatic vacuum state, and the third to the
equilibrium vacuum (the true vacuum of the theory). The corresponding expressions in
terms of the complex mode functions are:
N ink (t) =
1
4
[
ωk|zk(t)|2 + |z˙k(t)|
2
ωk
]
− 1
2
(3.69)
Nadk (t) =
1
4
[
ωadk |zk(t)|2 +
|z˙k(t)|2
ωadk
]
− 1
2
, ωadk =
√
k2 +m(t)2 (3.70)
N eqk (t) =
1
4
[
ωeqk |zk(t)|2 +
|z˙k(t)|2
ωeqk
]
− 1
2
, ωeqk =
√
k2 +m2eq (3.71)
(3.72)
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Figure 3.10: Adiabatic spectrum for tmeq = 0 (solid line), 39.723 (dotted line), 199.006
(dashdot line) and 398.11 (dashed line), for Λ/meq = 20, ℓ = 0 and ρ0 = 0.2.
I report my numerical findings on these quantities in figs. 3.10 - 3.18. Since the Lagrange
multiplier tends asymptotically to a constant value m2∞, the condensate ρ(t) oscillates with
frequency m∞ and the mode functions zq(t) with frequency ω(q) =
√
q2 +m2∞. This
implies that particle spectra N ink (t) and N
eq
k (t) are more and more strongly modulated as
time elapses, as figs. 3.16 and 3.17 show; on the contrary, Nadk (t) is a slowly varying function
of the momentum k (cfr. figs. 3.10 - 3.15), because the oscillations of the mode functions
are counterbalanced by the time dependence of the adiabatic frequencies
√
k2 +m(t)2.
Finally, fig. 3.18 allows for a comparison of the spectra related to different initial values of
the condensate.
Looking at the momentum distribution of the created particles at different times, we
see the formation of a growing peak corresponding to soft modes. I can give an analytic,
self-consistent description of this behavior at large times through a perturbative approach,
similar to the one used in ref. [85]. I split the time–dependent Lagrange multiplier in two
parts, as in equation (3.66) and I treat the “potential” p(t)/t perturbatively, as is done in
[85]. I find the following solution:
zq(t) = Aqe
iωqt +Bqe
−iωqt −
∫ ∞
t
sinωq(t
′ − t)
ωq
p(t′)
t′
zq(t
′)dt′
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Figure 3.11: Adiabatic spectrum for tmeq = 0.0 (solid line), 39.723 (dotted line), 199.006
(dashdot line) and 398.11 (dashed line), for Λ/meq = 20, ℓ = 0 and ρ0 = 0.3.
adnum0_4.eps
Figure 3.12: Adiabatic spectrum for tmeq = 0 (solid line), 39.723 (dotted line), 199.006
(dashdot line) and 398.11 (dashed line), for Λ/meq = 20, ℓ = 0 and ρ0 = 0.4.
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Figure 3.13: Adiabatic spectrum for tmeq = 0 (solid line), 39.723 (dotted line), 199.006
(dashdot line) and 398.11 (dashed line), for Λ/meq = 20, ℓ = 0 and ρ0 = 0.5.
adnum0_6.eps
Figure 3.14: Adiabatic spectrum for tmeq = 0 (solid line), 39.723 (dotted line), 199.006
(dashdot line) and 398.11 (dashed line), for Λ/meq = 20, ℓ = 0 and ρ0 = 0.6.
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Figure 3.15: Adiabatic spectrum for tmeq = 0 (solid line), 39.723 (dotted line), 199.006
(dashdot line) and 398.11 (dashed line), for Λ/meq = 20, ℓ = 0 and ρ0 = 0.7.
inspec.eps
Figure 3.16: Spectrum with respect to the initial vacuum, for tmeq = 39.723 (solid line),
199.006 (dotted line) and 398.11 (dashdot line), for Λ/meq = 20, ℓ = 0 and ρ0 = 0.5.
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Figure 3.17: Spectrum with respect to the true vacuum, for tmeq = 39.723 (solid line),
199.006 (dotted line) and 398.11 (dashdot line), for Λ/meq = 20, ℓ = 0 and ρ0 = 0.5.
asy_sp.eps
Figure 3.18: Adiabatic spectrum for tmeq = 398.11, Λ/meq = 20 and ℓ = 0. The different
curves correspond to different initial values for the condensate: from top to bottom, ρ0 = 0.7,
0.6, 0.5, 0.4, 0.3 and 0.2.
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which is equivalent, up to terms of order O(1/t2), to
zq(t) = Aq
[
1 +
A sinΨ(t)
4im∞t
− A
8ωqt
(
eiΨ(t)
ωq +m∞
+
e−iΨ(t)
ωq −m∞
)]
eiωqt (3.73)
+ Bq
[
1− A sinΨ(t)
4im∞t
− A
8ωqt
(
eiΨ(t)
ωq −m∞ +
e−iΨ(t)
ωq +m∞
)]
e−iωqt +O
(
1
t2
)
(3.74)
with Ψ(t) = 2m∞t + γ1 log t + γ2. The logarithmic dependence is due to the “Coulomb
form” of the perturbative term p(t)/t in the equations of motion. The expression (3.73)
displays resonant denominators for ωq = m∞, that is q = 0. The perturbative approach
is valid as long as the first order correction is small compared to zeroth order. Such a
condition is satisfied if
A
4t ωq(ωq −m∞) < 1 (3.75)
that implies q2 > A/4t for non relativistic modes. Thus the position of the peak found
before may be interpreted as the result of a weak nonlinear resonance. The asymptotic be-
havior of the condensate and the mode functions related to soft momenta must be obtained
through non-perturbative techniques, implementing a multitime scales analysis and a dy-
namical resummation of sub-leading terms. A self-consistent justification of the numerical
result (3.66), along with the power law relaxation behavior for the expectation value (with
non-universal dynamical anomalous dimensions), are likely to be obtained following the
line of the analysis performed in [85] for the φ4 model in 3 + 1 dimensions.
From the numerical study of the complete spectrum history, I conclude that no expo-
nentially growing (parametric or spinodal) instabilities are present in the case at hand,
as apparent from Fig.s 3.10 - 3.15, which show the spectrum of produced particles with
respect to the adiabatic vacuum state.
This is due to the quite different nonlinearities of the σ−model and in particular to the
nonlinear constraint [see eq. (3.40)] which sets an upper bound to the quantum infrared
fluctuations [see fig. 3.3]. In fact, even if the constraint disappears as the bare coupling
constant λb vanishes in the infinite UV cutoff limit (asymptotic freedom), the quantum
fluctuations in any given finite range of momentum remain constrained to finite values, as
implied by the possibility of fully renormalize the model, including the constraint [see eq.
(3.59)].
3.5 Summary and outlook
The natural continuation of this preliminary analysis is the detailed numerical study of
the evolution, in order to give a precise picture of the process of dissipation via particle
production in the framework of this constrained, asymptotically free model. It should be
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Figure 3.19: Adiabatic spectrum for tmeq = 0.0 (solid line), 59.895 (dotted line), 119.835
(dashdot line) and 179.775 (dashed line), for Λ/meq = 10, ℓ = 1 and ρ0 = 0.3.
possible to determine precisely the power laws that characterize the asymptotic evolution of
relevant variables, like the condensate, the Lagrange multiplier and the number of created
particles. After this, one should be able to decide whether, at zero angular momentum, the
damping leads to the complete dissipation of the energy stored in the condensate or the
system evolves towards a limit cycle with an asymptotic amplitude different form 0. Also
a comparison with the linear model in 1 + 1 dimension might be useful to understand the
peculiarities of the dynamics in a constrained model.
Moreover, it would be very interesting to study the dependence of the evolution on the
value of ℓ, the angular momentum of the field in the internal space. As the preliminary
results presented in this paper show (see figure 3.19), the asymptotic state is far from the
state of minimum energy compatible with the given value of ℓ. Remarkably, the adiabatic
spectrum of produced particles in case of ℓ 6= 0 is broader than that one corresponding to
ℓ = 0, suggesting a stronger coupling with hard modes.
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Chapter 4
First steps in gauge theories
There are common relevant problems in cosmology, astrophysics and ultrarelativistic heavy
ion collisions, that ask for a deeper understanding of the physics of the formation of a non–
equilibrium plasma of charged particles beginning from an initial state of large energy
density, its evolution, the onset of electric and magnetic screening phenomena and the
generation of seeds of bulk electric and magnetic fields [108].
Taking as a first example the world of elementary particles, one of the main motiva-
tions to the use of out of equilibrium techniques comes from the possibility of studying
experimentally the formation and evolution of a deconfined phase in QCD: the quark gluon
plasma (QGP). It is important, for example, to understand how the quark-gluon plasma
forms and equilibrates from the evolution of the parton distribution functions, to correctly
compute the time scales for electromagnetic screening that cuts off small angle scattering
and how a hydrodynamic picture of the space-time evolution of the plasma emerges from
first principles. Also the comprehension of the possible experimental signatures of the
quark gluon plasma and chiral phase transition would be very relevant. Electromagnetic
probes (photons and dileptons) could provide clear signatures for an out of equilibrium
chiral phase transition and the formation of quark phase transition, because they only
interact electromagnetically and their mean free path is much bigger that the size of the
fireball. In addition, even though these days QCD is generally accepted as the fundamental
theory of strong interactions, its very rich phenomenology and its complex phase structure
have not been completely unveiled yet, as recent results at finite temperature and den-
sity (color–flavor locking, color superconductivity and quark–hadron continuity) suggest
[60, 109, 110, 111].
Regarding cosmology, the fascinating hypothesis of sphaleron induced B-violating pro-
cesses inside the Standard Model as the basis for the baryon asymmetry, calls for a more
accurate analysis of the phenomena involved.
The common ingredient in such different situations is the description of the transport
properties, like the screening masses and the electrical conductivity, as well as the determi-
nation of the relaxation time scales. To this end, a much deeper understanding of collective
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excitations in an ultrarelativistic plasma is required: to decide if the local thermodynam-
ical equilibrium (LTE) approximation is justified, we must compute the relaxation time
scales, given by the damping rate or the lifetime of the excitations in the plasma. The
quasi particle description of the collective excitations treats them as narrow resonances
characterized by a Breit-Wigner distribution, whose width is related to the imaginary part
of the self–energy on the mass shell. In this approximation, the damping rate turns out to
be exponential.
Of course, in order to reach physically sensible results, we have to improve the models
considered so far, by introducing gauge fields: a gauge invariant description of the real–time
dynamics of gauge fields is required. Recently, new and unusual features of relaxation of
soft degrees of freedom in gauge theories has been discovered [112]. The real time evolution
of (abelian) gauge fields is very important because photoproduction is expected to be a very
clear experimental signature of the chiral phase transition. It may be also relevant in the
description of the creation of primordial magnetic fields in the early Universe.
In the framework of the non–equilibrium formalism the Hard Thermal Loop (HTL)
resummation scheme of Braaten and Pisarsky can be rederived [112]. This is a useful
scheme, which produce gauge invariant results and infrared finite transport cross sections
which renders the damping rate of the excitations in the plasma [21] finite. In fact, the
medium effects such as the Debye screening, the collective plasma modes and Landau damp-
ing are taken into account in the resummed Green’s functions. However, soft transverse
(magnetic) photons remain unscreened and induce IR divergences. This characteristic is
common to QED, QCD and scalar QED. The HTL resummation scheme may be regarded
as giving a Wilsonian effective action (which turns out to be non–local) for soft modes,
after the hard modes have been integrated out. Since the soft modes have in general a non
perturbative dynamics leading to quite large occupation numbers, it has been hoped to
get some information from the numerical simulation of the classical theory. This approach,
although justified in scalar field theories, should be considered carefully when applied to
gauge theories.
With the aim of understanding relaxational dynamics in the quark gluon plasma and
electroweak plasma, hot scalar QED has attracted much interest [112, 113], because it has
the same HTL structure as the non abelian case (for the leading term). The real time
evolution of inhomogeneous expectation values with soft length scales has been considered
in the weak field regime, with linearized equations which admit solutions in closed form
through Laplace transform. In such a regime, the results clearly show the dominance of
off-shell Landau damping processes. It is thus crucial to understand the time scales of these
dissipative processes, their microscopic description and how the relaxation of soft collective
excitations proceeds. The analytic structure in the s−plane gives the time behavior, which
shows a power law tail in the relaxation of transverse field amplitudes and a logarithmic
tail for longitudinal fields; this is determined by the behavior of the retarded self–energy at
the Landau damping threshold. This is special of HTL at one loop and may change, should
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high orders be included in the computation. In this linearized regime, it is also possible to
compute the Influence Functional [34], and derive an effective Langevin equation for the
gauge invariant observables. Also the dissipative and noise correlation functions (kernels)
and the fluctuation-dissipation relation between them, is obtained, proving in detail that a
Markovian approximation fails to describe correctly the dynamics, when the processes are
dominated by Landau damping.
Similar techniques have been applied to understand the non–equilibrium dynamics of
a thermal plasma in a gravitational field [114, 115]. The plasma is described by a mass-
less scalar quantum field and the matter–gravity coupling is treated semiclassically. The
quantum matter back reaction on the metric is considered as a noise term in the Einstein
equation, which becomes a semiclassical stochastic equation. It is equivalent to a Langevin
equation, whose damping and noise kernels satisfy a definite Fluctuation–Dissipation rela-
tion.
Some results have also been obtained recently, for a condensate of arbitrary amplitude,
but uniform in space. In such a situation, a Bloch-Nordsieck resummation of IR divergences,
equivalent to a dynamical Renormalization Group resummation, has been applied to scalar
QED, in connection with relaxation and damping in real time [116, 113]. The resummation
of quasistatic transverse photons gives an anomalous logarithmic relaxation of the form
exp(αTt log t/t0), where α is related to the coupling constant and T is the temperature.
The dynamical RG resummation to obtain the real time dynamics of relaxation and
thermalization is equivalent to the RG resummation of divergences in Euclidean Field
Theories. Here, we have the resummation of logarithmic secular terms in the perturbative
solution of the evolution equation of expectation values. This analysis implies that a
quasi particle description of the relaxation process is allowed only when the perturbative
solution displays linear secular terms, while non–linear secular terms in lowest order signal
anomalous, non–exponential relaxation.
An other important issue is the generation of an out of equilibrium plasma in scalar
QED. This problem has been studied within a model containing N charged scalar fields
coupled to a U(1) photon, plus a neutral scalar field, which acts as an order parameter and
distinguishes between the broken and unbroken symmetry phases. This model provides a
convenient description of the chiral phase transition of QCD and allows the study of photon
production, the electric and magnetic screening and the build up of electric conductivity.
The approximation consists in considering the large N limit in the scalar sector, which
takes into account the non perturbative and non linear effects involved in the dynamics out
of equilibrium, and the lowest order in α, which provides a mechanism of photoproduction.
As far as the photon production is concerned, a consistent kinetic equation suitable for
strongly out of equilibrium situations has been derived in [108], considering only sponta-
neous emission of photons (without the inclusion of stimulated processes). The exponential
growth in the quantum fluctuations of the matter field, due to parametric amplification or
spinodal instabilities, drives the formation of the non equilibrium quantum plasma, and a
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similar explosive production of photons at early times occurs, while the asymptotic distri-
bution at late times reaches a form
Nph(ω) ≃ αm
2
λ2ω3
(4.1)
In case of spinodal instabilities, the asymptotic distribution diverges logarithmically with
time and a resummation via the dynamical renormalization group may be in order.
The analysis of the photon production allows for an understanding of the mechanism
of creation of the electromagnetic field, which shows up in correlated domains of linear
size ξ(t) ≃ √t/m. The corresponding power spectrum inside the unstable band with an
amplitude ≃ α/λ2
In [108] Magnetic and Debye screening masses are defined out of equilibrium, in order to
study the dynamical aspects of electric and magnetic screening. While the magnetic mass
vanishes out of equilibrium, it is possible to give a definition of a momentum and time
dependent magnetic mass which has the advantage of displaying explicitly the different
time scales involved in the process. The Debye mass is αm2/λ for broken symmetry and
is proportional to
√
t for unbroken symmetry, suggesting the necessity of renormalization
group resummation for the secular terms, similar to that performed in [113].
Such an analysis allows one to follow in detail the onset of the transverse electric conduc-
tivity (in the framework of the linear response theory a´ la Kubo) during the non equilibrium
evolution and the formation of the quantum plasma. At the end of the early (linear) evo-
lution, the long wavelength conductivity turns out to be proportional to αm/λ.
A comparison with the corresponding equilibrium phenomena is very useful and shows
that many results have the same dependence on the particle distribution, which is a time
dependent quantity in the case of the non–equilibrium evolution, while is the static Bose–
Einstein distribution in case of thermodynamic equilibrium (cfr. also [117]).
Scalar QED is very useful to clarify some phenomena which occur in an electromagnetic
plasma. On the other hand, most of the non equilibrium phenomena occurring in the “ordi-
nary” low–energy matter are described by fermionic QED. In this context, one of the older
questions is how the vacuum fluctuations of the photon field affect the effective dynamics of
an electron. Moreover, the program of decoherence proposes that the superselection rules
coming from the conservation of charges could be induced dynamically: superposition of
states with different eigenvalue of the charge operator would rapidly lose their coherence in
time. This issue has been considered in [54], where the reduced density matrix for the elec-
tron has been computed in perturbation theory by means of the Feynman–Vernon influence
functional technique.
An other approach is based on the extension of the HTL resummation technique to non
equilibrium QFT, by means of the real time formalism in the Keldish CTP representation
[118]. This extension is based on the assumption of quasi stationary distributions, which
occur if the time scale of the microscopic processes in the medium is much smaller than
the time scale of relaxation towards equilibrium. In this approximation, the HTL photon
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self energy, the resummed photon propagator and the damping rate of a hard electron in a
QED plasma have the same form out of equilibrium as in equilibrium.
Regarding the study of time evolution in non abelian gauge theories, it should be noticed
that some work has been done in the framework of classical Yang–Mills theory, solving the
evolution equations on a lattice and modeling the two ions by means of classical wave–
packets of chromoelectromagnetic field [119, 120]
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Chapter 5
Conclusions
5.1 Summary
A great effort has been devoted in the last few years in order to develop a deeper qualitative
and quantitative understanding of systems described by interacting quantum fields out of
equilibrium. There is a class of physical problems that requires the consistent treatment
of time dependent mean–fields in interaction with their own quantum or thermal fluctu-
ations. I may mention, among others, the problem of reheating of the universe after the
inflationary era of exponential growth and cooling, and the time evolution of the scalar
order parameter through the chiral phase transition, soon to be probed in the heavy–ion
experiments at BNL–RHIC and CERN–LHC. In these situations, a detailed description
of the time–dependent dynamics is necessary to calculate the non–equilibrium properties
of the system. Indeed, the development of practical general techniques and the advent of
faster and cheaper computers have made possible the discovery of novel and unexpected
phenomena, ranging from dissipative processes via particle production to novel aspects of
symmetry breaking [55, 61, 65, 85].
From the technical point of view, it should be pointed out, first of all, that a perturbative
treatment of this dynamical problem is meaningful only when the early time evolution is
considered. The presence of parametric resonant bands or spinodal instabilities (in the case,
respectively, of unbroken or spontaneously broken symmetries) rapidly turns the dynamics
completely non–linear and non–perturbative. Thus, the asymptotic evolution at late time
can be consistently studied only if approximate non–perturbative methods are applied to
the problem [61].
Quite recently one of these schemes, namely the large N expansion at leading order
(LN) [20, 55], has been used in order to clarify some dynamical aspects of the φ4 theory
in 3 spatial dimensions, reaching the conclusion that the non–perturbative and non–linear
evolution of the system might eventually produce the onset of a non–equilibrium Bose–
Einstein condensation (BEC) of the long–wavelength Goldstone bosons usually present in
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the broken symmetry phase [65, 84, 85]. Another very interesting result in [84] concerns the
dynamical Maxwell construction, which reproduces the flat region of the effective potential
in case of broken symmetry as asymptotic fixed points of the background evolution.
In section 2.9.3 (see also ref. [80]) I have addressed the question of whether a standard
BEC could actually take place as time goes on, by putting the system in a finite volume (a
periodic box of size L) and carefully studying the volume dependence of out–of–equilibrium
features in the broken symmetry phase. We summarize here the main results contained
in section 2.9.3 as well as in [80]. The numerical solution shows the presence of a time
scale τL, proportional to the linear size L of the system, at which finite volume effects start
to manifest, with the remarkable consequence that the zero-mode quantum fluctuations
cannot grow macroscopically large if they start with microscopic initial conditions. In fact,
the size of low–lying widths at time τL is of order L, to be compared to order L
3/2 for
the case of standard BEC. In other words we confirmed that the linear growth of the zero
mode width, as found also by the authors of [65, 84, 85], really signals the onset of a novel
form of dynamical BEC, quite different from the standard one described by equilibrium
finite–temperature field theory. This interpretation is reinforced by the characteristics of
the long–wavelength fluctuations’ spectrum.
To go beyond the gaussian approximation and study the interaction between longitudi-
nal and transverse fluctuations, I have defined in section 2.10 an extended time dependent
Hartree-Fock (tdHF) approximation for the φ4 QFT, which includes some non-gaussian
features of the full theory (for an introduction to the standard tdHF, see ref. [18]). I have
presented a rather detailed study of the dynamical evolution out of equilibrium, in finite
volume (a cubic box of size L in 3D), as well as in infinite volume. For comparison, I
have also analyzed some static characteristics of the theory both in unbroken and broken
symmetry phases.
By means of a proper substitution of the bare coupling constant with the renormalized
coupling constant (fully justified by diagrammatic consideration), I have been able to obtain
equations of motion completely independent of the ultraviolet cut-off (apart from a slight
dependence on inverse powers, that is, however, ineluctable because of the Landau pole).
I have described in detail the shape of the ground state, showing how a broken symmetry
scenario can be recovered from the quantum mechanical model, when the volume diverges.
Moreover, I have shown that, within this slightly enlarged tdHF approach that allows
for non–gaussian wavefunctions, one might recover the usual gaussian HF approximation
in a more controlled way. In fact, studying the late time dynamics, I have confirmed the
presence of a time scale τL, proportional to the linear size L of the box, at which the
evolution ceases to be similar to the infinite volume one. At the same time, the low–
lying modes amplitudes have grown to order L. The same phenomenon has been observed
in the O(N) model [80]. Looking at this result in the framework of our extended tdHF
approximation, one realizes that the growth of long–wavelength fluctuations to order L in
fact undermines the self–consistency of the gaussian HF itself. In fact, in our tdHF approach
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the initial gaussian wavefunctions are allowed to evolve into non–gaussian forms, but they
simply do not do it in a macroscopic way, within a further harmonic approximation for the
evolution, so that in the infinite–volume limit they are indistinguishable from gaussians
at all times. But when M2 is on average not or order L0, but much less, as it happens
for suitable initial conditions, infrared modes of order L will be dominated by the quartic
term in our Schroedinger equations (2.120), showing a possible internal inconsistency of
the gaussians approximation.
An other manifestation of the weakness of the HF scheme is the curious “stopping
at the spinodal line” of the width of the gaussian quantum fluctuations, when the initial
configuration does not break the symmetry. This does not happen in the large N approach
because of different coupling of transverse modes (the only ones that survive in the N →∞
limit) with respect to the longitudinal modes of the N = 1 case in the HF approach.
I have also described the non–trivial phenomenology of the infinite–volume late–time
evolution in the gaussian approximation, showing how the dynamical Maxwell construction
differs from the N = ∞ case. In fact, I have observed the presence of an unstable inter-
val, contained in the static flat region which is forbidden as attractor of the asymptotic
evolution. This region corresponds, more or less, to the spinodal region of the classical
potential, with the obvious exception of the origin. In particular, I have found that the
energy flux between the classical degree of freedom and the bath of quantum fluctuations
is quite complex and not monotonous. In other words, since I start from initial conditions
where the fluctuation energy is not minimal, there are special situations where enough
energy is transferred from the bath to the condensate, pushing it beyond the top of the
potential hill.
As far as the non linear σ model in (1 + 1)D is concerned, I have shown explicitly in
chapter 3 that the large N limit and the large coupling limit, which turns the linear model
in the non linear one, commute. I have also derived the evolution equations for the non
linear model at the leading order in the 1/N expansion, in the case of a field condensate
different from zero. I implemented the constraint by the use of a Lagrange multiplier,
which I denoted m2, since it enters the dynamics as a squared mass. I have shown that the
usual renormalization procedure, which makes the bare coupling constant depend on the
UV cutoff, is sufficient to get properly renormalized, that is UV finite, evolution equations.
Moreover, I characterized the ground state of the model, giving an interpretation of the
dynamical generation of mass (the so–called dimensional transmutation) in terms of a
compromise between energetic requirements and the constraint. I then solved numerically
the evolution equations and analyzed the history of the condensate and the Lagrange
multiplier as well as the number of particles created during the relaxation of the condensate
(the quantum fluctuations). Remarkably, I do not find any period of exponential growth for
the fluctuations. Actually, no spinodal instabilities were to be expected, since the symmetry
is always unbroken in 1 + 1 dimensions. But there occurs also no parametric resonance, as
takes place instead in the unbroken symmetry scenario of the large−N φ4 model in 3 + 1
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dimensions.
The estimated dependence of the asymptotic value of the Lagrange multiplier, m2(∞),
on the initial condensate ρ0, turns out to be very well approximated by an exponential,
which is the exact dependence of m2(0) [at infinite UV cutoff, see eqs. (3.48) and (3.49)];
remarkably however, the prefactor in the exponent is changed [see eq. (3.68)]. As far as
the emission of particles is concerned, we considered three different reference states: the
initial state, the adiabatic vacuum state and the equilibrium vacuum state, that is the true
ground state of the theory. The numerical results suggest a weak non linear resonance,
yielding a relaxation of the condensate via particle production driven by power laws with
non universal anomalous exponents, a result similar to what found in [85] for the asymptotic
dynamics of φ4 in 3+1 dimensions. Finally, since I allow the condensate to have a number
n of components larger than 1, I was able to study the evolution of configurations with
non–zero angular momentum ℓ in the internal space of the field [see eq. (3.38)]. In this
case I find numerical evidence for an adiabatic spectrum broader than in the case ℓ = 0
(see figure 3.19), suggesting a stronger coupling with hard modes.
5.2 Open issues
I close this section and this work giving a list of the (in my opinion) most relevant issues
still open, whose solution may result in a better understanding of both the formal and
phenomenological aspects of QFT out of equilibrium:
1. The study of the Poincare´ cycles in the effective hamiltonian dynamics and their
dependence on the parameters [55, 80] may allow for a deeper understanding of the
dynamics in finite volume.
2. The inclusion of 1/N corrections, which contain collisional contributions, is needed
to better understand the issue of thermalization; they, in fact, may lead to a thermal
asymptotic distribution and make the damping more efficient [74, 121]. With this
regard, it should be stressed that finite truncations of the large–N expansion introduce
errors which grow with time and make the approximation unreliable on a time scale
proportional to as N1/2 [122].
3. Further study, both analytical and numerical, is needed in the generalized tdHF
approach of section 2.10, to better understand the dynamical evolution of quantum
fluctuations in the broken symmetry phase coupled to the condensate. An interesting
direction is the investigation of the case of finite N , in order to interpolate smoothly
the results for N = 1 to those of the 1/N (at leading order) approach. It should be
noted, in fact, that the theory with a single scalar field contains only the longitudinal
mode (by definition), while only the transverse modes are relevant in the largeN limit.
Hence a better understanding of the coupling between longitudinal and transverse
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modes is necessary. In this direction, another relevant point is whether the Goldstone
theorem is respected in the HF approximation [95]. It would be interesting also to
study the dynamical realization of the Goldstone paradigm, namely the asymptotic
vanishing of the effective mass in the broken symmetry phases, in different models;
this issue needs further study in the 2D case [55], where it is known that the Goldstone
theorem is not valid.
4. The issue of thermalization may be addressed also by deriving a Quantum Boltz-
mann (kinetic) equation. The issue is relevant for the reheating problem and for the
dynamics of heavy ion collisions. It would be useful a systematic quantal general-
ization of classical transport theory, in the presence of strong inhomogeneous mean
fields, where quantum self–energy (off–shell virtual processes) are included on the
same footing as collisional or real particle production processes in the plasma. To
this end, the CTP generating functional may be used in order to derive an effective
action principle which leads to a hierarchy of Schwinger–Dyson equations [123]. Some
preliminary results [112] shows an anomalous relaxation of hard quasiparticles. Con-
sidering higher orders will include collisional processes which will give exponential
decay in time. The competition between collisional and Landau damping time scales
will then depend on the particular model under study.
In any case, the approach to thermodynamic equilibrium is far from being a trivial
subject. In fact, even though the time evolution of correlation functions can be
described by an exact evolution (functional) equation for the corresponding generating
functionals [124] (which shows many dynamical features of quantum mechanics [125])
and the classical field equations admit thermodynamic equilibrium as a fixed point,
infinitely many conserved correlation functions prevent the system from approaching
the fixed point, when it starts in its neighborhood. Thus, it seems that equilibrium
can therefore be reached at most for suitably averaged quantities or for subsystems.
A similar analysis in QFT leads to the same conclusion that a uniform approach to
thermal equilibrium is prevented by the existence of infinitely many other fixed points
which correspond to incoherent mixtures of eigenstates of the quantum hamiltonian
[126].
Still on this subject, it is worth noticing that an important understanding both
on thermalization and on the quantal generalization of kinetic equations, has been
reached recently by the authors of ref.s [127] and [128]. Using a three-loop approxi-
mation to th 2PI effective action and solving numerically the evolution equations for
the two point function in 1 + 1 dimensions, it is possible to show that all correlation
functions approach the thermal distribution asymptotically, proving that higher loops
contain indeed the collisional contributions.
5. The study of Disoriented Chiral Condensates has been started modelling the pion
phenomenology with the O(4) linear σ model. It would be interesting to look for
qualitative and quantitative differences in the predictions, when they are extracted
from the non-linear model.
6. To better understand out of equilibrium phenomena in many areas of physics, ranging
from condensed matter and statistical mechanics systems to cosmology and particle
physics, it is necessary to follow the evolution of non-homogeneous condensates in
several models. The derivation of the evolution equations for a spherically symmetric
condensate, coupled to its quantum fluctuations, I gave in section 2.11, is a promising
first step in this direction and deserves a deeper analytical and numerical analysis,
in view also of its phenomenological implications. This approach may be married
with the the technique developed by Aarts and Smit [129], [130], [131] and [132] in
order to include the quantum fluctuations of both fermionic and bosonic fields, with
inhomogeneous condensates.
7. I commented a lot in chapter 4 about the results and the open problems in non
equilibrium gauge theories: they are relevant for our knowledge of phase transitions
in Standard Model and baryogenesis [17, 133]. Domain walls (non homogeneous field
configurations) for the non abelian gauge fields of the electroweak theory (usually
known with the name of sphalerons) are thought to be responsible of the matter-
antimatter asymmetry we see in our universe. Thus, in addition to the issue raised
in the previous point, we need to find a dynamical scheme suitable to gauge theories.
To the best of my knowledge, a non perturbative treatment in the gauge coupling
is still lacking. One may try to define a mean field approximation by means of
a time–dependent variational principle. It is still not clear, however, whether one
should introduce the gauge conditions as constraints in the variational principle or
one should enforce these conditions in the choice of the trial space [83]
Finally, detailed computation of transport coefficients, damping rates and energy loss
characteristics of the quark gluon plasma from the fundamental microtheory, QCD
[38] is also needed, in view of the forthcoming experimental results from BNL and
CERN.
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Appendix
A Stability analysis in Quantum Mechanics
In section 2.4 I derived the classical Hamiltonians which describe the dynamics of the
isotropic quantum harmonic oscillator plus a O(N) invariant quartic perturbation. I used
the following approximation schemes: first order in h¯ and the time dependent Hartree-Fock
approximation, in the case of a single degrees of freedom (N = 1), and the leading order
of the expansion in 1/N .
In this first appendix I also describe in detail the structure of the different classical
potentials, computing the position of stationary points for the three cases above. A similar
computation is very useful also for the Field Theoretical models studied in chapters 2 and
3.
I will be looking for the configuration of minimum energy with respect to variation of the
parameters characterizing the relevant states in each approximations. In other words I will
find the variational ground states in the gaussian approximation for one loop, Hartree-Fock
and Large N potentials.
A.1 O (h¯)
Let us consider now the mean energy (2.37) and (2.38); I want to study the stationary
points of the potential
v (η, a) = sη2 +
η4
2
+
g
3
[(
s+ 3η2
)
a2 +
1
16a2
]
(A-1)
as a function of two variables η and a (it is clear that the dimensionless parameter g,
corresponding to the quantum coupling constant, must be non negative).
In the classical case, i.e. g = 0, the dependence on the quantum width a disappears,
and it is enough to consider the function of the single variable η. Of course, we find the
classical minima, which are η = 0 when s = 1 and η = ±1 when s = −1.
When I turn on the quantum fluctuations (i.e., g 6= 0), the degeneracy on the a direction
is removed and the positions of the stationary points is modified as follows. The gradient
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of the potential v (η, a) is:
∂v
∂η
= 2η (s+ η2 + ga2)
∂v
∂a
=
2
3
g
[
(s+ 3η2) a− 1
16a3
] (A-2)
while its Hessian matrix is:
H (η, a) =

 2 (s+ 3η2 + ga2) 4gηa
4gηa
2
3
g
[
(s + 3η2) +
3
16a4
]  (A-3)
I start from the case in which the parameter s has the value +1; the equations (A-2)
have the unique solution η = 0 and a = 1/2 and correspondingly the Hessian is diagonal
with positive eigenvalues; in fact, in this case the determinant of H is h =
g
3
(4 + g),
the eigenvalues being 8g/3 and 2(1 + g/4). Thus, the stationary point found is indeed a
minimum, where the potential has the value v (0, 1/2) = g/6
On the contrary, if I consider the broken symmetry case, when s = −1, we see that the
gradient of v does not vanish for any point of the line η = 0. Moreover, if I define t = a2, I
get the following equations:
η2 = 1− gt (A-4)
48gt3 − 32t2 + 1 = 0 (A-5)
A close study of the third degree polynomial leads us to the conclusion that it has two real
positive roots ( t1(g) and t2(g) ) only when the parameter g satisfy the constraint
g ≤ 16
9
√
2
3
(A-6)
As can be easily inferred by computing the value of the polynomial for t = 1/g, the two
solutions are such that
0 < t1(g) ≤ 4
9g
≤ t2(g) < 1
g
(A-7)
The computation of the determinant of the Hessian matrix yields
h1,2 = 48g
3
(
1
g
− t1,2(g)
)(
4
9g
− t(g)1,2
)
(A-8)
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while its trace is
trH1,2 = 4 [1− gt1,2(g)] + 8
3
g [2− 3gt1,2(g)] (A-9)
So, I deduce that the points
(
±√1− gt1(g),√t1(g)) are minima, while the points(
±√1− gt2(g),√t2(g)) are neither maxima nor minima. The minimum values are
v
(
±
√
1− gt1(g),
√
t1(g)
)
= −1
2
+
4
3
gt1(g)− 3
2
g2t1(g)
2 < 0
In conclusion, the potential has two local minima but no global minimum, because it
is not bounded from below. This means that if I choose an initial value for a that is too
high (or too low), I let the system to go beyond the hill near the local minima and it will
not be able to come back ever again. This conclusion is in agreement with the analysis
made in section 2.4.4, namely with the exponential growth of quantum fluctuations and
the corresponding instability.
A.2 Hartree-Fock
If I now consider the formula for the Energy in the Hartree-Fock approximation, eq. (2.51),
the potential turns out to be:
v (η, a) = sη2 +
η4
2
+
g
3
[(
s+ 3η2
)
a2 +
1
16a2
+
g
2
a4
]
(A-10)
This computation is equivalent to the search for the ground state by a variational principle,
using the gaussian packet (2.22) as a trial state and then minimizing with respect to its
parameters σ and X .
The classical approximation (g = 0) is, as before, quite trivial.
When g 6= 0, the first partial derivatives (the gradient) of the function v (η, a) are:
∂v
∂η
= 2η (s+ η2 + ga2)
∂v
∂a
=
2
3
g
[
(s+ 3η2) a− 1
16a3
+ ga3
] (A-11)
while the Hessian matrix is
H (η, a) =

 2 (s+ 3η2 + ga2) 4gηa
4gηa
2
3
g
(
s+ 3η2 +
3
16a4
+ 3ga2
)  (A-12)
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If the parameter s takes the value +1 the system (A-11) has only one solution: (η =
0, a =
√
T (g)), where T (g) is the unique positive real root of the polynomial
16gt3 + 16t2 − 1 (A-13)
Corresponding to this solution the Hessian matrix is diagonal with positive eigenvalues;
in fact, the determinant of H takes the value h = 8
3
g [1 + gT (g)] [2 + 3gT (g)], the two
eigenvalues being 2[1+gT (g)] and 4g[2+3gT (g)]/3. The stationary point found is actually
a minimum, whose value is
v(0,
√
T (g)) =
2
3
gT (g)
(
1 +
3
4
gT (g)
)
The most interesting case is instead when the parameter s takes the value s = −1: a
solution is (η = 0, a =
√
τ(g)), where τ(g) is the only (positive) real root of the polynomial:
16gt3 − 16t2 − 1 (A-14)
The Hessian matrix corresponding to this solution is diagonal again and it has positive
eigenvalues; in fact, the determinant is h = 8
3
g [gτ(g)− 1] [3gτ(g)− 2]. Note that τ(g) >
1/g. Thus, the stationary point is a minimum, whose value is
v(0,
√
τ(g)) = −2
3
gτ(g)
(
1− 3
4
gτ(g)
)
(A-15)
which is positive for g > 16/3
√
3. There are also two more solutions, solving the equations
η2 = 1− gt (A-16)
32gt3 − 32t2 + 1 = 0 (A-17)
where I define t = a2. The third degree polynomial has two real positive solutions (t1(g)
and t2(g)) only when
g ≤ 8
3
√
2
3
(A-18)
(t1(g) and t2(g)) satisfy the relation
0 < t1(g) ≤ 2
3g
≤ t2(g) ≤ 1
g
< τ(g) (A-19)
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For these values of g, the “symmetric minimum” (A-15) is negative. The computation of
the determinant of the Hessian matrix yields the result:
h = 32g3
(
1
g
− t1,2
)(
2
3g
− t1,2
)
(A-20)
while the trace is:
trH = 4 [1− gt1,2(g)] + 4
3
g [4− 3gt1,2(g)] (A-21)
from which I realize that the stationary points
(
±√1− gt1(g),√t1(g)) are minima, while
the stationary points
(
±√1− gt2(g),√t2(g)) are not minima neither maxima. The value
of the two minima is:
v
(
±
√
1− gt1(g),
√
t1(g)
)
= −1
2
+
4
3
gt1(g)− g2t1(g)2 (A-22)
that is always negative for any value of g. Comparing the two expressions (A-15) and
(A-22), it is possible to decide which one is the global minimum.
In conclusion, the stability properties of the HF potential are completely different from
those I had in the previous section: thanks to the Hartree–Fock self–consistent term, the
potential has now at least one global minimum. This prevents the fluctuations from growing
exponentially for later times.
A.3 Large N
I repeat here the analysis of the potential v (η, a) for the model with O (N) symmetry; now,
the function is [cfr. (2.72)]:
v (η, a) = sη2 +
η4
2
+
g
3
[(
s+ η2
)
a2 +
g
6
a4 +
1
16a2
]
(A-23)
Again, the computation corresponds to the search for the best approximation to the ground
state by means of a variational principle in which I use the gaussian packet
〈~x| Ψ〉 = 1
(2πσ)N/4
exp
[
−
N−1∑
i=1
x2i
4σ
]
exp
[
−(xN −
√
NX)2
4σ
]
(A-24)
as a trial state and I minimize with respect to σ e X .
For g 6= 0 we get the following structure. The gradient is
∂v
∂η
= 2η
(
s+ η2 +
g
3
a2
)
∂v
∂a
=
2
3
g
[
(s+ η2) a− 1
16a3
+
g
3
a3
] (A-25)
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while the Hessian matrix is now
H (η, a) =

 2
(
s+ 3η2 +
g
3
a2
) 4
3
gηa
4
3
gηa
2
3
g
(
s+ η2 +
3
16a4
+ ga2
)

 (A-26)
If the parameter s is +1, the system made by the equations (A-25) has the following unique
solution: (η = 0, a =
√
T (g)), where T (g) is the only real positive root of the polynomial
16gt3 + 48t2 − 3 (A-27)
Corresponding to this solution, the Hessian matrix has positive eigenvalues; in fact, the
determinant of H takes the value h = 8
3
g
[
1 + g
3
T (g)
]
[2 + gT (g)]. Thus, the stationary
point found is a minimum, whose value is
v(0,
√
T (g)) =
2
3
gT (g)
[
1 +
g
4
T (g)
]
The couple
(
η = 0, a =
√
τ(g)
)
is the unique solution, in the case of s = −1, where τ(g)
is the real positive root of the polynomial
16gt3 − 48t2 − 3 (A-28)
An expansion of the solution τ(g) in power series of g yields:
τ(g) =
3
g
+
g
243
+
g3
2733
+O(g5)
The Hessian matrix is diagonal and its eigenvalues are both positive, the determinant being
h = 8
3
g
[
g
3
τ(g)− 1] [τ(g)− 2], thanks to the fact that τ(g) > 3/g; then, the stationary point
is a minimum again, whose value is
v(0,
√
τ(g)) = −2
3
gτ(g)
[
1− g
4
τ(g)
]
≈ −1
2
+
g2
2432
+
7
2934
+O(g6)
In the classical limit (g → 0) this minimum is at infinity and it has the same value as the
ones which belong to the lines η = ±1.
A definition of the effective potential in Quantum Mechanics
Since I use a similar procedure in the QFT model I study in chapter 2, it is interesting to
see how one can define the effective potential in the simpler setting of quantum mechanics.
In section 2.9.1 I define the effective potential as the minimum of the potential energy
V at fixed field condensate φ¯. Let us now apply this definition to the expression (A-23)
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for the classical potential. I first of all specify one value for η. Then I minimize the energy
with respect to the quantum width a, keeping the value of η fixed, which is done by solving
the stationary condition
48gt3 + 48(s+ η2)t2 − 3 = 0 (A-29)
where t is defined as a2, and η appears as a parameter. This cubic equation may be
considered as the counterpart of the field–theoretical gap equation [cfr. (2.89)], in this
quanto–mechanical case. Substituting the solution t(η) of (A-29) in the function of two
variables v (η, a) turns it in a different function of the single variable η, which is the effective
potential veff(η):
veff(η) =
(
s+
2g
3
t(η)
)
η2 +
η4
2
+
2g
3
st(η) +
g2
6
t(η)2 (A-30)
of the O(N) quartic harmonic oscillator in the large N limit.
A.4 Numerical Computation for g = 0.1
I present here some numerical result in the case the dimensionless coupling constant has
the value g = 0.1.
• The solutions of the equation (A-5) are t1 = 0.1792016 and t2 = 6.6619726; the
minima correspond to (η = ±0.9909994, a = 0.4233221), where the value of the
potential is −0.4765882.
• The solution of the equation (A-13) is 0.2469689 and corresponds to (η = 0, a =
0.4969597), where the potential takes the value 0.0167696.
• In the case (A-14), the root of the polynomial is 10.006242, corresponding to the
stationary point (η = 0, a = 3.1632645) and to the potential value v = −0.1664584.
• The equation (A-17) has the solution t = 0.1783747; the two minima are
(±0.9910411, 0.4223443) and the potential is −0.4764288.
• The equation (A-27) has only one positive real solution, whose value is 0.2489690,
the corresponding minimum is (η = 0, a = 0.4989680) where the potential takes the
value 0.0167012.
• Finally, the solution of the equation (A-28) is 30.002083 corresponding to the sta-
tionary point (η = 0, a = 5.4774157) and to the minimum v = −0.4999306.
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I can summarize the results in the following table:
case eq.n. solutions v(η, a)
1L/s = +1 (0, 1/2) 0.0166667
1L/s = −1 A− 5 (±0.9909994, 0.4233221) −0.4765882
HF/s = +1 A− 13 (0, 0.4969597) 0.0167696
HF/s = −1 A− 14 (0, 3.1632645) −0.1664584
A− 17 (±0.9910411, 0.4223443) −0.4764288
N =∞/s = +1 A− 27 (0, 0.4989680) 0.0167012
N =∞/s = −1 A− 28 (0, 5.4774157) −0.4999306
B Details of the numerical analysis
I present here the precise form of the evolution equations for the field background and the
quantum mode widths, which control the out–of–equilibrium dynamics of the φ4 model in
finite volume at the leading order in the 1/N approach, as described in section 2.9.2, and
in the time dependent Hartree–Fock approach of section 2.10.3.
Actually, for understanding the structure of the equations, the quanto–mechanical case
of section 2.4 is enough. Eqs. (2.48) and (2.68) may be written as
[
d2
dt2
+
(
ω2 − 2η2)] η = 0 , [ d2
dt2
+ ω2
]
a− 1
16a3
= 0 (B-1)
where ω2 = s+ 3η2 + ga2, or
[
d2
dt2
+ ω2
]
η = 0 ,
[
d2
dt2
+ ω2
]
a− 1
16a3
= 0 (B-2)
where ω2 = s+ η2 + ga2.
The field theoretical is quantitatively more complicated, as each mode corresponds to a
different equation and all equations are mean field coupled; nevertheless, it is conceptually
very similar.
I come immediately to it and I restrict here my attention to the tridimensional case.
Let us begin by noticing that each eigenvalue of the Laplacian operator in a 3D finite
volume is of the form k2n =
(
2pi
L
)2
n, where n is a non–negative integer obtained as the sum
of three squared integers, n = n2x + n
2
y + n
2
z. Then we associate a degeneracy factor gn to
each eigenvalue, representing the number of different ordered triples (nx, ny, nz) yielding
the same n. One may verify that gn takes on the continuum value of 4πk
2 in the infinite
volume limit, where k =
(
2pi
L
)2
n is kept fixed when L→∞.
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Now, the system of coupled ordinary differential equations is, in case of the large N
approach,
[
d2
dt2
+M2
]
φ = 0 ,
[
d2
dt2
+
(
2π
L
)2
n+M2
]
σn − 1
4σ3n
= 0 (B-3)
while I have [
d2
dt2
+
(
M2 − 2λφ2)]φ = 0 , [ d2
dt2
+ k2n +M
2
]
σn − 1
4σ3n
= 0 (B-4)
for the time dependent Hartree-Fock approach [cfr eq. (2.166)]. Here the index n ranges
from 0 to N 2, N = ΛL/2π and M2(t) is defined by the eq. (2.110) in case of unbroken
symmetry and by eq. (2.111) in case of broken symmetry for the large N approach, while
the suitable definitions are eqs. (2.167) and (2.168). The back–reaction Σ reads, in the
notations of this appendix
Σ =
1
LD
N 2∑
n=0
gnσ
2
n (B-5)
Technically it is simpler to treat an equivalent set of equations, which are formally linear
and do not contain the singular Heisenberg term ∝ σ−3n . This is done by introducing the
complex mode amplitudes zn = σn exp(iθn), where the phases θn satisfy σ
2
nθ˙n = 1. Then I
find a discrete version of the equations studied for instance in ref. [61],
[
d2
dt2
+
(
2π
L
)2
n+M2
]
zn = 0 , Σ =
1
LD
N 2∑
n=0
gn|zn|2 (B-6)
subject to the Wronskian condition
zn ˙¯zn − z¯n z˙n = −i (B-7)
One realizes that the Heisenberg term in σn corresponds to the centrifugal potential for
the motion in the complex plane of zn. Looking at the figs. 2.13 or 2.20, we can see
that the motions of the quantum modes correspond qualitatively to orbits with very large
eccentricities. In fact, there are instants in which σn is very little and the angular velocity
θ˙n is very large. This is the technical reason for preferring the equations in the form (B-6).
Let us now come back to the equations (B-6). To solve these evolution equations, I
have to choose suitable initial conditions respecting the Wronskian condition. In case of
unbroken symmetry, once I have fixed the value of φ and its first time derivative at initial
time, the most natural way of fixing the initial conditions for the zn is to require that they
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minimize the energy at t = 0. I can obviously fix the arbitrary phase in such a way to have
a real initial value for the complex mode functions
zn(0) =
1√
2Ωn
dzn
dt
(0) = ı
√
Ωn
2
(B-8)
where Ωn =
√
k2n +M
2(0). The initial squared effective mass M2(t = 0), has to be
determined self-consistently, by means of its definition (2.110) or (2.167).
In case of broken symmetry, the gap equation, (2.111) or (2.168), is a viable mean for
fixing the initial conditions only when φ lies outside the spinodal region [cfr. eq (2.115)
or (2.174)]; otherwise, the gap equation does not admit a positive solution for the squared
effective mass. In that case, I have to resort to other methods, in order to choose the
initial conditions. Following the discussion presented in 2.9.2, one possible choice is to
set σ2k =
1
2
√
k2+|M2|
for k2 < |M2| and then solve the corresponding gap equation (2.114).
An other acceptable choice would be to solve the gap equation (2.114), once I have set a
massless spectrum for all the spinodal modes but the zero mode, which is started from an
arbitrary, albeit microscopic, value.
There is actually a third possibility, that is in some sense half a way between the
unbroken and broken symmetry case. I could allow for a time dependent bare mass, in
such a way to simulate a sort of cooling down of the system. In order to do that, I could
start with a unbroken symmetry bare potential (which fixes initial conditions naturally
via the gap equation) and then turn to a broken symmetry one after a short interval of
time. This evolution is achieved by a proper interpolation in time of the two inequivalent
parameterizations of the bare mass, eqs. (2.91) and (2.98) for large N or (2.137) and (2.147)
for Hartree–Fock.
In case of large N , I looked for the influence this different choices could produce in the
results and indeed they depend very little and only quantitatively from the choice of initial
condition I make. As far as the Hartree–Fock approximation is concerned, I commented
extensively in section 2.10.5 the consequences of choosing different gap equations to fix the
initial conditions for the quantum fluctuations.
Finally, I used a 4th order Runge-Kutta algorithm to solve the coupled differential
equations (B-6), performing the computations in boxes of linear size ranging from L = 20π
to L = 400π and verifying the conservation of the Wronskian to order 10−5. Typically, I
have chosen values of N corresponding to the UV cutoff Λ equal to small multiples of m
for unbroken symmetry and of v
√
λ for broken symmetry. In fact, the dynamics is very
weakly sensitive to the presence of the ultraviolet modes, once the proper subtractions are
performed. This is because only the modes inside the unstable (forbidden or spinodal)
band grow exponentially fast, reaching soon non perturbative amplitudes (i.e. ≈ λ−1/2),
while the modes lying outside the unstable band remains perturbative, contributing very
little to the quantum back–reaction [85] and weakly affecting the overall dynamics. The
unique precaution to take is that the initial conditions be such that the unstable band lay
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well within the cutoff. As a final comment, I want to stress that also in the case of the non
linear σ model in (1+1)D, the dynamics is insensitive to the addition of ultraviolet modes,
once the proper renormalization is performed. Most important, this happens even in the
absence of parametric instabilities because the theory is asymptotically free.
C Gap Equations from tdHF for N > 1
As we have seen, it is generally accepted that, in order to study the in medium properties
of systems at finite density and temperature, the trivial perturbative approach is not well
suited. When dealing with field theory at finite temperature, some sort of resummation is
needed and a mean field approach has been much used in the past.
As an example, the σ meson and pions’ masses have been studied in the framework
of the O(N) symmetric linear σ model [95], using the Cornwall-Jackiw-Tomboulis (CJT)
formalism and in the Hartree–Fock approximation. The CJT effective action for composite
operators is a functional of the expectation value of the field and of the quantum propagator
Γ(φc(x), G(x, y)) (C-1)
and is the generating functional of the two particle irreducible vacuum graphs.
The stationary condition for the effective potential yields the usual Schwinger–Dyson
equations which reduce, in the HF scheme, to gap equations for the in–medium dressed
masses. In ref. [95] the gap equations for finite N and in the large N limit are derived
and a renormalization attempted both in the cutoff and counterterm schemes. The renor-
malization procedures consistent with the chiral limit and a finite value for the UV cutoff
turns out to be possible only in large N . In other words, the Nambu–Goldstone’s theorem
would not be satisfied at finite temperature. This is because if one performs the renor-
malization after a non–perturbative partial resummation, renormalization constants may
acquire some dependence on the medium properties. Also the in–medium modifications of
meson properties, like their mass and decay width, are studied, computing the contribution
to meson self–energy of the setting sun diagram with internal dressed (HF) propagators.
It is interesting to compare this approach with others based on a different definition of
masses, or implementing different resummation. For example, recently [134] it has been
shown that the Nambu–Goldstone’s theorem is safe, provided one defines the masses as
the curvature of the effective potential in the CJT formalism and in the Hartree–Fock
approximation. In this case, the renormalization is performed by an extension of the auxil-
iary field method and some conclusions about how the order of the chiral phase transition
depends on the inclusion of the quantum and thermal fluctuations are reached. Other
resummation schemes have been proposed, which guarantee that the Goldstone’s theorem
is satisfied. One of them is the large–N limit. Another one, the 2PPI expansion, was
introduced to study the the O(N) linear σ model at finite temperature [135], and has the
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merit of summing the seagull and bubble graphs to all orders, going beyond the gaussian
Hartree approximation.
In this appendix, I am interested in showing how to derive the gap equations in the gaus-
sian approximation for the longitudinal (σ meson) and transverse (pions) modes, starting
from eqs. (2.123), (2.124) and (2.125). I will also make some comments one the difficulties
one finds when a renormalization is attempted.
Eq. (2.124) may be written also as
(ω2k)ij = (k
2 +m2b)δij + λb [Tr(Σ)δij + 2Σij ] (C-2)
with Σ defined as
Σij =
1
LD
∑
k′ 6=±k
〈ϕik′ϕjk′〉 (C-3)
The total energy, divided in the kinetic and potential parts, reads
E = T (φ˙, (σ˙2k)ij) + V(φ, (σ2k)ij) (C-4)
where the (σk)ij are the widths of the gaussian wavefunctional and φ is the field condensate.
The potential V [cfr. eq. (2.87) for large N ] may be written in compact form
V = 1
2LD
Tr
∑
k
[
(k2 +m2b)(σ
2
k) +
1
4
(σ2k)
−1
]
− λb
2
(φ2)2 +
1
2
m2bφ
2 (C-5)
+
λb
4
(TrΣ)2 +
λb
2
Tr(Σ2)
I now distinguish the longitudinal width σ2kL from the transverse one σ
2
kT and write
(TrΣ)2 = (φ2 + ΣL + (N − 1)ΣT )2 (C-6)
Tr(Σ2) = (φ2 + ΣL)
2 + (N − 1)Σ2T (C-7)
where
ΣL =
1
LD
∑
k
σ2kL ΣT =
1
LD
∑
k
σ2kT (C-8)
If I now fix the value of the condensate and try to minimize w.r. to the quantum fluctua-
tions, I get the two coupled bare gap equations:
M2L = m
2
b + λb
[
3φ2 +
1
LD
(
3
∑
k
1
2
√
k2 +M2kL
+ (N − 1)
∑
k
1
2
√
k2 +M2kT
)]
(C-9)
149
M2T = m
2
b + λb
[
φ2 +
1
LD
(∑
k
1
2
√
k2 +M2kL
+ (N + 1)
∑
k
1
2
√
k2 +M2kT
)]
(C-10)
In the infinite volume limit, these two gap equations can be written in terms of the divergent
momentum integral defined in (2.91):
M2L = m
2
b + 3λbφ
2 + 3λbID(M
2
L,Λ) + λb(N − 1)ID(M2T ,Λ) (C-11)
M2T = m
2
b + λbφ
2 + λbID(M
2
L,Λ) + λb(N + 1)ID(M
2
T ,Λ)
If we consider a quantum state, which is spherically symmetric in the internal state,
φ = 0 and M2L = M
2
T . This allows for a definition of the equilibrium, renormalized mass
m and a parametrization of the bare mass, which reads
m2b = m
2 − (N + 2)λbID(m2,Λ) (C-12)
The gap equations become
M2L = m
2 + 3λbφ
2 + 3λb[ID(M
2
L,Λ)− ID(m2,Λ)]
+ λb(N − 1)[ID(M2T ,Λ)− ID(m2,Λ)] (C-13)
M2T = m
2 + λbφ
2 + λb[ID(M
2
L,Λ)− ID(m2,Λ)]
+ λb(N + 1)[ID(M
2
T ,Λ)− ID(m2,Λ)] (C-14)
The renormalization of the coupling constant is still to be performed. If I trivially
generalize to N > 1 the N = 1 one–loop resummed perturbative relation between the bare
and running coupling constant, I get
λ(µ) =
λb(Λ)
1− (N + 2)λb(Λ)
8π2
ln
Λ
µ
(C-15)
Now, the gap equations can be solved, but the two squared masses retain a logarithmic
dependence on the UV cutoff (plus the usual inverse power corrections, always present
due to the the Landau pole). Notice that, for N > 1, this is not the solution of the
renormalization group flow, which is given replacing the N+2 coefficient in the denominator
with (N + 8)/3 [136]. In any case, it is not possible to make the logarithmic dependence
disappear. In addition, if I consider guassian wavefunctional with mean value different from
zero, their energy w.r. to the ground state is not UV finite, as happened for the N = 1
case of section 2.10.1; thus a substitution similar to (2.129) is necessary.
These unpleasant features signal that the tdHF defined in section 2.10 is not completely
renormalizable, (at least in the gaussian approximation), as, on the contrary, is the full the-
ory. Something crucial for the renormalizability is lost when one reduces himself to this
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approximation scheme. In order to have finite renormalized masses and energy differences,
I need to implement a more sophisticated resummation than the simple one–loop relation
(C-15). An enlightening view on the procedure to follow is contained in ref. [134], where a
counterterm renormalization scheme is used. Along this line, finite renormalized gap equa-
tions can be obtained [137]. In any case, a diagrammatic explanation of the resummation
needed is far from being clear.
D Evolution of a spherically symmetric condensate in
2 + 1 dimensions
I consider here a derivation similar to that of section 2.11 in (2 + 1)D. Recalling that the
laplacian in spherical coordinates reads in this case,
∇2F = 1
r
d
dr
(
r
dF
dr
)
+
1
r2
d2F
dθ2
(D-1)
and, defining the radial [u(r)] and angular [T (θ)] functions as F = u/√rT , I obtain the
following equations for the functional basis:
d2Tν
dθ2
+ ν2Tν = 0
d2uν
dr2
− ν
2 − 1/4
r2
uν = 0
(D-2)
which have the following solutions:
Fν(r, θ) = (Aν r
ν +Bν r
−ν) exp(i ν θ) (D-3)
Spherical symmetry
in case of rotational invariance, we have
φ(x) =
ϕ(r)√
2π r
, π(x) =
p(r)√
2π r
(D-4)
and we can expand the 2-point functions as follows
(rr′ cos θ = x · x′):
Γ(x, x′) =
∞∑
ν=−∞
exp(i ν θ)
2π
√
rr′
Γ(ν)(r, r′) (D-5)
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where Γ is any of the 2-point functions w, v, u or s. As usual, the boundary conditions at
r = 0 are
ϕ(0) = 0 = p(0) , Γ(ν)(0, r′) = Γ(ν)(r, 0) = 0 (D-6)
In case of a finite volume with radius R, suitable b.c. (Dirichlet, Neumann) can be assumed
also at r = R. The coincidence limit for w reads:
diag(w)(r) = w(x, x) =
∞∑
ν=−∞
1
2π r
w(ν)(r, r) (D-7)
A useful relation
rirj cos θij = xi · xj ∫
dθ2 exp(i µ θ12) exp(i ν θ23) = 2πδµν exp(i ν θ13) (D-8)
This formula let us write, for instance∫
d2x2d
2x3v(x1, x2)w(x2, x3)v(x3, x4) =
∑∞
ν=−∞
exp(i ν θ14)
2π
√
r1r4
∫
dr2dr3v
(ν)(r1, r2)w
(ν)(r2, r3)v
(ν)(r3, r4)
(D-9)
Hamiltonian
It is easy to show that in case of rotational invariance in 2 spatial dimensions, the Hamil-
tonian can be written as
H =
∫
dr
{
1
2
p2 +
1
2
(∂rϕ)
2 + 2πrV
(
ϕ2/2πr + diag(w)
)}
+1
2
∑∞
ν=−∞
∫
dr
{[
s(ν)(r, r) +
(
−∂2r +
ν2 − 1/4
r2
)
w(ν)(r, r′)
∣∣
r=r′
]} (D-10)
Equations in case of rotational invariance:
ϕ˙ = p
p˙ = D(0)ϕ
w˙(ν) = u(ν) + u(ν)T
u˙(ν) = s(ν) +D
(ν)
r′ w
(ν)
s˙(ν) = D(ν)u(ν) +
(
D(ν)u(ν)
)T
(D-11)
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where
D(ν) =
∂2
∂r2
− ν
2 − 1/4
r2
−M(r)2 (D-12)
Φ4 potential
I now specify the potential suitable for Φ4 model. In that case I have
V (z) = 1/2m2bz + λ/4z
2.
Discretized equations
I set up a spatial (radial) lattice with spacing a from 0 to R = Na, so that the total
number of sites is N+1. In this case the background field is a vector ϕj = ϕ(ja) and the 2-
point functions are standard matrices Γij = Γ(ia, ja), with i, j = 0, · · · , N . The discretized
version for the second derivative is the standard one:
∂2
∂r2
ϕ(r)
∣∣
r=ja
= (ϕj+1−2ϕj+ϕj−1)/a2.
The square effective mass becomes:
M2j = m
2
b +
λ
2π ja
[
ϕ2j +
∞∑
ν=−∞
w
(ν)
jj
]
(D-13)
Now I can try to use the fourth–order Runge-Kutta algorithm (already used in the homo-
geneous case) to solve this system of coupled ordinary differential equations.
Initial conditions
I can fix the initial conditions in the following way: I start with an arbitrary profile for ϕ(r)
and with p(r) = 0; then I want to find suitable initial conditions for the 2-point functions.
One possible choice is to minimize the energy functional with respect to the fluctuations.
This is achieved first by setting v(x, y) = 0; in that case, also u(x, y) is 0; then I must
find some minimal w(ν)(r, r′). From the numerical point of view, I may choose two possible
strategies in order to solve this problem:
1) one might try to solve the non–linear differential equations for w(ν):
s(ν)(r, r′) +
[
∂2
∂r2
− ν
2 − 1/4
r2
−M(r)2
]
w(ν)(r, r′) = 0 (D-14)
where now ∫
drs(ν)(r, r′)w(ν)(r′, r′′) = 1
4
δ(r − r′′) (D-15)
2) otherwise, one may try to minimize directly the energy functional (D-10), using numerical
algorithms like the Simplex, Conjugated Gradient or Simulated Annealing methods.
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Free Massive Scalar Field
To clarify matters, expecially w.r.t. the renormalization issue, let us compute the expansion
in partial waves of the Green function w(x, y) for a free massive scalar field and check that
its spherical components w(ν) satisfy the equations (D-14).
w0(x1, x2;m) = w0(x1 − x2;m) = 1
2
∫
d2k
(2π)2
eık·(x1−x2)√
k2 +m2
(D-16)
This integral can be computed in close form (cfr. [102], 3.338 2., page 309 and 6.554 1.,
page 682)
w0(r12;m) =
1
8π2
∫
dk
k√
k2 +m2
∫
dθ exp(ikr12 cos θ)
=
1
4π
∫
dk
k√
k2 +m2
J0(kr12)
(D-17)
w0(r12;m) =
1
4πr12
exp(−mr12) = 1
4πr12
+ finite (D-18)
where the coincidence limit sigularity is made explicit.
The following standard properties hold:∑ν=∞
ν=−∞ exp[iν(θ1 − θ2)] = δ(θ1 − θ2)
∫
dr rJν(k1r)Jν(k2r) =
1
k1
δ(k1 − k2) ∀ν
(D-19)
Using the partial wave expansion of the plane wave (in 2 spatial dimensions)
exp(ikr cos θ) =
ν=∞∑
ν=−∞
iν exp(iνθ)Jν(kr) (D-20)
and after some algebra I end up with
w0(x1, x2;m) =
ν=∞∑
ν=−∞
exp(iν(θ12)
2π
∫
dkk
Jν(kr1)Jν(kr2)
2
√
k2 +m2
(D-21)
from where I can read the explicit expression of w(ν):
w
(ν)
0 (r1, r2;m) =
√
r1r2
∫ Λ
0
dkk
Jν(kr1)Jν(kr2)
2
√
k2 +m2
, Λ→∞ (D-22)
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The spherical components of w−1 are given by:
w
(ν)−1
0 (r1, r2;m) =
√
r1r2
∫
dkk2
√
k2 +m2Jν(kr1)Jν(kr2) (D-23)
One can easily verify that w(ν) is a solution of the self-consistent equation (D-14); in fact,
the Bessel functions Jν(kr) are eigenfuctions of the Bessel operator(
−∂2r +
ν2 − 1/4
r2
)
[
√
rJν(kr)] = k
2[
√
rJν(kr)] (D-24)
Let us now consider the Hamiltonian (D-10). For a free massive scalar field, the potential
reduces to the form:
m2
2
∑
ν
∫
drw
(ν)
0 (r, r;m) (D-25)
that can be written as
m2
2
∫
dk
k
2
√
k2 +m2
∫
drr
∑
ν
J2ν (kr) (D-26)
The (functional) series in the internal integral is a constant exactly equal to 1 (cfr. [102],
8.536 3., page 980); thus I am left with the integral on the quantum fluctuations times a
surface factor, due to translation invariance
∑
ν
∫
dr w
(ν)
0 (r, r;m) =
S
2
∫
d2k
(2π)2
1√
k2 +m2
(D-27)
In other words, the surface factor can be written as
δ(2)(k)
∣∣
k=0
=
S
(2π)2
=
∑
ν
1
2π
∫
drrJ2ν (kr) (D-28)
Renormalization
The coincidence limit of the 2-point function yields ultraviolet divergences that must be
properly subtracted before solving the evolution equations numerically. I consider the case
of unbroken symmetry for simplicity. The space-time dependent effective mass must be
written in terms of finite quantities, and this sets our renormalization conditions. First,
I parametrize m2b using the equilibrium free field 2-point function for a massive field of
renormalized mass m:
m2b = m
2 − λ diag(w0) = m2 − λ
∑
ν
w
(ν)
0 (r, r;m)
2π r
(D-29)
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where w
(ν)
0 (r, r
′) is given by eq. (D-22). When the sum over ν runs from −∞ to ∞, the
complete free ultraviolet divergence is correctly rebuilt:
(diag(w0)) (r) =
∫ Λ
0
dk
k2
2
√
k2 +m2
∑
l
1
2π
Jν(kr)
2 =
∫ Λ
0
d2k
(2π)2
1
2
√
k2 +m2
(D-30)
We do not have a logarithmic divergence, because the theory is superrenormalizable. Thus,
I do not need to distiguish between a bare and renormalized coupling constant. The effective
squared mass is given by
M(r)2 = m2 + λ [φ(r)2 + diag(w)R]
= m2 +
λ
2πr
{
ϕ(r)2 +
mmax∑
ν=−mmax
[
w(ν)(r, r)− w(ν)0 (r, r;m)
]} (D-31)
When I stop the sum over the partial waves at a finite mmax, I should subtract the ultra-
violet divergences before performing the sum. The partial waves w
(ν)
0 (r, r;m) should be
computed once and for all at the beginning, performing the integral (D-22) for the values
of r corresponding to the lattice chosen and with an upper momentum cut-off equal to π/a.
Recalling that, for fixed ν, each w
(ν)
0 (r, r;m) has only a logarithmic divergence in the ultra-
violet cut-off Λ, as can be easily inferred expanding for large arguments the Bessel function
in eq. (D-22), plus finite parts that do depend on r. Thus, subtracting the divergence for
each m before performing the sum could be quantitatively very different (for given mmax,
Λ and R) from subtracting beforehand the entire constant (diag(w0)):
M2(r) = m2 + λ
[
φ(r)2 +
mmax∑
ν=−mmax
1
2πr
w(ν)(r, r)− diag(w0)
]
(D-32)
With the subtraction scheme as in (D-31), the functional gap equation
M(r)2 = m2 +
λ
2πr
{
ϕ(r)2 +
mmax∑
ν=−mmax
[
w(ν)(r, r)− w(ν)0 (r, r;m)
]}
[
− ∂
2
∂r2
+
ν2 − 1/4
r2
+M(r)2
]
w(ν)(r, r′) =
1
4
w(ν)−1(r, r′)
(D-33)
that determine the initial conditions, trivially admits the equilibrium solution φ = 0,
M(r)2 = m2, w(ν) = w
(ν)
0 . Eq. (D-33) is formally solvable via mode expansion: suppose we
have the complete solution of the eigenvalue problem[
− ∂
2
∂r2
+ Uν(r)
]
[
√
rχ
(ν)
k (r)] = k
2[
√
rχ
(ν)
k (r)] (D-34)
156
where Uν(r) = (ν
2 − 1/4)/r2 + M(r)2 − m2 cannot be negative since M(r)2 > m2 for
unbroken symmetry and is assumed to vanish for large r fast enough; then
w(ν)(r, r′) =
√
rr′
∫ Λ
0
dk k
χ
(ν)
k (r)χ
(ν)
k (r
′)
2
√
k2 +m2
(D-35)
and the gap equation reads
M(r)2 = m2 +
λ
2πr
{
ϕ(r)2 +
mmax∑
ν=−mmax
∫ Λ
0
dk k
χ
(ν)
k (r)
2 − Jν(kr)2
2
√
k2 +m2
}
(D-36)
E Technical Issues
I would like to close with a last appendix, briefly describing the hardware used to per-
form the numerical computations. I obtained the results presented in chapters 2 and 3,
developing a C code for the specific purpose of solving the coupled differential equations of
appendix B. I run the code on the PC cluster of Physic Department of Milan University,
which is composed by 23 PC’s, equipped with Pentium processors with 166MHz of clock
frequency.
As we have seen in section 2.11, the simulation of microscopic models requires accu-
rate and efficient methods for solving the integro–differential equations that describe the
evolution of inhomogeneous mean fields self–consistently interacting with internal and ex-
ternal fluctuations and driving forces. In general, at the mesoscale level, the system will
be described by nonlinear stochastic PDEs that replace microscopic physics with terms
represented by colored, spatially–correlated and/or multiplicative noise [38, 112, 114].
Further development of the numerical methodology for complex nonlinear stochastic
PDEs will be an important base for this research project.
Following this direction, I am going to use the Beowulf cluster of the Physic Department
“G. Occhialini” of University of Milan-Bicocca, which is composed by 32 Athlon processors
with 500 MHz of frquency clock, linked by means of ethernet boards. The equations to be
solved (2.200) are mean field coupled and they can be weakly parallelized. They, in fact,
require an intensive work on each node, to perform the integration step on the whole spatial
lattice; on the other hand, the nodes need to communicate each other the information to
build the mean field only immediately before starting the integration step. The task may
be accomplished by the following scheme:
Parallelization on l
define a spatial lattice on the radial coordinate r
and cycle on these actions:
157
each node perform the temporal evolution step from t
to t + dt, for the entire lattice and for a subset of l’s
⇓
sum over the nodes to compute the mean field
diag(w)(r) at time t+ dt
⇓
tell each node the value of diag(w)(r) at time t+ dt
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Parentesi Musicale
Canzone delle domande consuete
[Dall’album ”quello che non ...”]
Ancora qui a domandarsi e a far finta di niente
come se il tempo per noi non costasse l’uguale,
come se il tempo passato ed il tempo presente
non avessero stessa amarezza di sale.
Tu non sai le domande, ma non risponderei
per non strascinare parole in linguaggio d’azzardo;
eri bella, lo so, e che bella che sei; dicon tanto un silenzio e uno sguardo.
Se ci sono non so cosa sono e se vuoi
quel che sono o sarei, quel che saro` domani ...
non parlare non dire piu` niente se puoi,
lascia fare ai tuoi occhi e alle mani.
Non andare ... vai. Non restare ... stai.
Non parlare ... parlami di te.
Tu lo sai, io lo so, quanto vanno disperse,
trascinate dai giorni come piena di fiume
tante cose sembrate e credute diverse
come un prato coperto a bitume.
Rimanere cos`ı, annaspare nel niente,
custodire i ricordi, carezzare le eta`;
e` uno stallo o un rifiuto crudele e incosciente
del diritto alla felicita` ?
Se ci sei, cosa sei ? Cosa pensi e perche´ ?
Non lo so, non lo sai, siamo qui o lontani ?
Esser tutto, un momento, ma dentro di te.
Aver tutto, ma non il domani.
Non andare ... vai. Non restare ... stai.
Non parlare ... parlami di te.
E siamo qui, spogli, in questa stagione che unisce
tutto cio` che sta fermo, tutto cio` che si muove;
non so dire se nasce un periodo o finisce,
se dal cielo ora piove o non piove,
pronto a dire ”buongiorno”, a rispondere ”bene”
a sorridere a salve, dire anch’io ”come va ?”
Non c’e` vento stasera. Siamo o non siamo assieme ?
Fuori c’e` ancora una citta` ?
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Se c’e` ancora balliamoci dentro stasera,
con gli amici cantiamo una nuova canzone ...
... tanti anni, e sono qui ad aspettar primavera
tanti anni, ed ancora in pallone.
Non andare ... vai. Non restare ... stai.
Non parlare ... parlami di te.
Non andare ... vai. Non restare ... stai.
Non parlare ... parlami di noi.
Parole e musica di F.Guccini.
19 dicembre 1999
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Adieu`
...tratto da un articolo di Marco Lodoli
Il grande fascino delle rose mai colte
C’e` una pagina del racconto La mela d’oro di Hugo von Hoffmansthal che mi capita di rileg-
gere spesso, per capirla a fondo. Una donna si ridesta da un breve sonno con l’impressione
di aver sognato o pensato nel dormiveglia qualcosa di strano. Quelle immagini vaghe
le stanno addosso anche ora che e` ben sveglia. E Hoffmansthal scrive: Non era tanto
un’insoddisfazione della propria vita, quanto una rappresentazione lusinghevole di come
avrebbe potuto essere diversa, una febbre silenziosa in cui si svolgevano con eccessivo diletto
vicende non vissute... Tornava a lei il senso della sua natura di fanciulla, anima e corpo, e
avvolta in un destino che non era divenuto il suo, conduceva con amici e nemici sconosciuti,
con larve indistinte, colloqui in cui si effondeva tutto cio´ che giaceva in lei di inespresso
e infruttuoso, una tale profusione di inesauribili possibilita´, di gioco e d’abbandono, che
trascinava con se` e sommergeva la realta´... Non sapeva che era appunto la moltitudine di
queste possibilita´ interiori che la preservava da desideri volgari. Credo che mai sia stata
descritta con tanta finezza quella sensazione, che ognuno di noi talvolta avverte, di essere
circondati dalle infinite vite che potevano essere e non sono state. Quelle occasioni non
colte, quei baci non dati, quegli arditi viaggi che, una volta intrapresi, avrebbero mod-
ificato completamente la nostra esistenza, rimangono a danzare come farfalle attorno al
fiore difficile di quest’unica vita, all’unico gambo che ha saputo spuntare con forza nella
terra. Tuttavia cio´ che e` rimasto inaccaduto non deve diventare un rimpianto doloroso,
un’infelicita´ che ci rode e ci assottiglia, ma anzi - come suggerisce Hoffmansthal - e` un bene
invisibile che ci allontana da una adesione troppo letterale e meschina alla nostra esistenza.
Ognuno di noi e` il risultato piu´ prezioso tra le innumerevoli possibilita` offerte, e` cio´ che via
via faticosamente prende forma nel mezzo di un gassoso universo di ipotesi, le quali pero´
rimangono a vagare nella mente e a dare ai nostri giorni uno sfondo infinito, come fanno le
stelle sopra ai campi lavorati o gli sterminati volumi della biblioteca di Babele dietro alle
poche precise parole che abbiamo saputo scrivere.
...
Cosa ci sarebbe accaduto se quel giorno, invece di entrare in quel bar, invece di rispon-
dere a quella telefonata... Ogni secondo contiene almeno due secondi, quello che abbiamo
vissuto e quell’altro, che e` andato a posarsi sull’infinito Orizzonte degli Scarti e che non
troveremo piu`, o solo in sogno, come una luce che allarga questa vita stretta.
...
L’articolo completo e` stato pubblicato a pag.57 del Diario della Settimana, n.39 anno 3
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