On Gallai's and Haj\'os' Conjectures for graphs with treewidth at most 3 by Botler, Fábio et al.
ar
X
iv
:1
70
6.
04
33
4v
1 
 [m
ath
.C
O]
  1
4 J
un
 20
17
On Gallai’s and Hajo´s’ Conjectures for graphs with
treewidth at most 3
F. Botler1 M. Sambinelli2 R. S. Coelho3 O. Lee2
1Facultad de Ciencias F´ısicas y Matematicas
Universidad de Chile
2Instituto de Computac¸a˜o
Universidade Estadual de Campinas
3Instituto Federal do Norte de Minas Gerais
November 12, 2018
Abstract
A path (resp. cycle) decomposition of a graph G is a set of edge-disjoint paths
(resp. cycles) of G that covers the edge set of G. Gallai (1966) conjectured that
every graph on n vertices admits a path decomposition of size at most ⌊(n+ 1)/2⌋,
and Hajo´s (1968) conjectured that every Eulerian graph on n vertices admits a cycle
decomposition of size at most ⌊(n−1)/2⌋. Gallai’s Conjecture was verified for many
classes of graphs. In particular, Lova´sz (1968) verified this conjecture for graphs
with at most one vertex of even degree, and Pyber (1996) verified it for graphs in
which every cycle contains a vertex of odd degree. Hajo´s’ Conjecture, on the other
hand, was verified only for graphs with maximum degree 4 and for planar graphs.
In this paper, we verify Gallai’s and Hajo´s’ Conjectures for graphs with treewidth
at most 3. Moreover, we show that the only graphs with treewidth at most 3 that
do not admit a path decomposition of size at most ⌊n/2⌋ are isomorphic to K3 or
K5− e. Finally, we use the technique developed in this paper to present new proofs
for Gallai’s and Hajo´s’ Conjectures for graphs with maximum degree at most 4, and
for planar graphs with girth at least 6.
1 Introduction
In this paper, all graphs considered are simple, i.e., contain no loops or multiple edges. A
decomposition D of a graph G is a set {H1, . . . , Hk} of edge-disjoint subgraphs of G that
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cover the edge set of G. We say that D is a path (resp. cycle) decomposition if Hi is a path
(resp. cycle) for i = 1, . . . , k. We say that a path (resp. cycle) decomposition D of a graph
(resp. an Eulerian graph) G is minimum if for any path (resp. cycle) decomposition D′
of G we have |D| ≤ |D′|. The size of a minimum path (resp. cycle) decomposition is called
the path number (resp. cycle number) of G, and is denoted by pn(G) (resp. cn(G)). In
this paper, we focus in the following conjectures concerning minimum path and cycle
numbers of graphs (see [4, 17]).
Conjecture 1 (Gallai, 1966). If G is a connected graph, then pn(G) ≤
⌊
|V (G)|+1
2
⌋
.
Conjecture 2 (Hajo´s, 1968). If G is an Eulerian graph, then cn(G) ≤
⌊ |V (G)|−1
2
⌋
.
In 1968, Lova´sz [17] proved that a graph with n vertices can be decomposed into at
most ⌊n/2⌋ paths and cycles. The next theorem is a directed consequence of this result.
Theorem 1.1 (Lova´sz, 1968). If G is a graph with n vertices and contains at most one
vertex of even degree, then pn(G) = ⌊n/2⌋.
Pyber [18] extended Theorem 1.1 as follows.
Theorem 1.2 (Pyber, 1996). If G is a graph with n vertices in which every cycle contains
a vertex of odd degree, then pn(G) ≤ ⌊n/2⌋.
In 2005, Fan [11] extended Theorem 1.1 even more, but Conjecture 1 is still open.
Recently, one of the authors [5] verified Conjecture 1 for a family of even regular graphs
with high girth condition, and Jime´nez and Wakabayashi [16] verified it for a family
of triangle-free graphs. For more results concerning Conjecture 1, we refer the reader
to [8, 10, 12, 13]. Although these conjectures seems very similar, Conjecture 2 was only
verified for graphs with maximum degree 4 [14] and for planar graphs [19].
The technique presented in this paper showed to be useful to deal with both Conjec-
tures 1 and 2. Let G be a counter-example for Conjecture 1 with a minimum number of
vertices. Our technique consists in finding a subgraph H of G such that, for some positive
integer r, the graph G′ = G−E(H) contains at most |V (G)|−2r non-isolated vertices, and
pn(H) ≤ r. Moreover, we show how to obtainH in such a way that for every component C ′
of G′ we have pn(C ′) ≤ ⌊|V (C ′)|/2⌋. Therefore, the decomposition D of G obtained by
joining minimum path decompositions of H and G′ is such that |D| ≤ ⌊|V (G)|/2⌋. The
graph H is called an r-reducing subgraph and is discussed in Section 2. As a byproduct
of our main result (Theorem 3.2), the only graphs with treewidth at most 3 and path
number exactly (n+ 1)/2 are isomorphic to K3 and K
−
5 (the graph obtained from K5 by
removing exactly one edge). For Conjecture 2 the procedure is analogous.
The main contributions of this paper are the following. We verify Conjecture 1 for
graphs with treewidth at most 3, graphs with maximum degree at most 4, and planar
graphs with girth at least 6. In fact, for all these cases, we prove the Conjecture 3, which
is a strengthening of Conjecture 1. Also, we verify Conjecture 2 for graphs with treewidth
at most 3 and present a new proof for the case of graphs with maximum degree at most 4.
Conjecture 3. Let G be a connected graph with n vertices. If |E(G)| ≤ (n − 1)
⌊
n/2
⌋
,
then pn(G) ≤
⌊
n/2
⌋
. Otherwise, pn(G) =
⌈
n/2
⌉
.
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Extended abstracts of parts of this work [6, 7] were accepted to LAGOS 2017 and to
the Brazilian Computer Society Conference (CSBC 2017). While writing this paper, we
learned that Bonamy and Perrett [3] verified Conjecture 1 for graphs with maximum de-
gree 5. However, since the advance of the state-of-the-art of Conjecture 1 in this direction
is very recent, we believe that both techniques and proofs are important to the literature.
This work is organized as follows. In Section 2, we define reducing subgraphs, present
some technical lemmas, and confirm Conjecture 1 for planar graphs with girth at least
6. In Section 3, we settle Conjectures 1 and 2 for graphs with treewidth at most 3 and,
in Section 4, we present new proofs for Conjectures 1 and 2 for graphs with maximum
degree at most 4. Finally, in Section 5, we give some concluding remarks.
Notation
The basic terminology and notation used in this paper are standard (see, e.g. [9]). All
graphs considered here are finite and have no loops nor multiple edges. Let G = (V,E) be a
graph. A path P inG is a sequence of distinct vertices P = v0v1 · · · vℓ such that vivi+1 ∈ E.
It is also convenient to refer to a path P = v0v1 · · · vℓ as the subgraph of G induced by
the edges vivi+1, for i = 1, . . . , ℓ − 1. For ease of notation, given an edge xy, we denote
by G + xy the graph (V ∪ {x, y}, E ∪ {xy}), and by G − xy the graph (V,E \ {xy}). If
E ′ is a set of edges, then G+E ′ (resp. G−E ′) denotes G+
∑
e∈E′ e (resp. G−
∑
e∈E′ e).
Given two (not necessarily disjoint) graphs G and H , we use G+H to denote the graph(
V (G) ∪ V (H), E(G) ∪ E(H)
)
. We write G1 ≃ G2 (resp. G1 6≃ G2) to denote that G1
is isomorphic (resp. non-isomorphic) to G2. Given a set U and an element e, we define
U + e = U ∪ {e} and U − e = U\{e}.
In this paper, we frequently count the isolated vertices Vi in a graphG after the removal
of the edges of a subgraph H ⊂ G. To avoid the introduction of more notation, when
clear from context, the graph G−E(H) denotes either the graph
(
V (G), E(G)−E(H)
)
or the graph
(
V (G)− Vi, E(G)− E(H)
)
.
Let G be a connected graph. We say that a set S ⊆ E(G) of edges of G is an edge
separator if G − S is disconnected. If S is a minimal edge separator, i.e., S is an edge
separator, but S ′ is not an edge separator for every S ′ ⊂ S with S ′ 6= S, we say that S is
an edge-cut.
The figures in this paper are depicted as follows. Solid edges and full vertices illustrate
edges and vertices that are present in the graph, while dashed edges and empty vertices
illustrate edges and vertices that may be in the graph, and loosely dotted edges illustrate
edges that are not present in the graph. Straight edges illustrate simple edges, while snake
edges illustrate paths with possible internal vertices.
a
b
c
d
Figure 1: the vertices a, c, d illustrate full/present vertices;
the vertex b illustrates an empty/possible vertex; the edge
ad illustrates a solid/present edge; the edges ab, bc, and
bd illustrate dashed/possible edges; the edge ac illustrates
a loosely dotted/non-present edge; the edge cd illustrates a
snake edge/path.
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2 Reducing subgraphs
In this section, we define reducing subgraphs and present some results that allow us to
deal with them (see Lemma 2.7).
Let G be a graph and let H be a subgraph of G. Given a positive integer r, we say
that H is an r-reducing subgraph of G if G− E(H) has at least 2r isolated vertices and
pn(H) ≤ r. If H is a 1-reducing subgraph of G, then we say that H is a reducing path
of G. We say that H is a reducing subgraph of G if H is an r-reducing subgraph of G for
some positive integer r. We say that a graph G with n non-isolated vertices is a Gallai
graph if pn(G) ≤ ⌊n/2⌋. Note that, in this case, G is also an ⌊n/2⌋-reducing subgraph
of itself. The next lemma formalizes the relation between Gallai graphs and r-reducing
subgraphs. We also observe that since pn(K3) = 2 and pn(K5) = pn(K
−
5 ) = 3, the graphs
K3, K5 and K
−
5 are not Gallai graphs.
Lemma 2.1. Let G be a graph, and let H ⊆ G be a reducing subgraph of G. If G−E(H)
is a Gallai graph, then G is a Gallai graph.
Proof. Let G and H be as in the statement, where H is an r-reducing subgraph of G.
By the definition of r-reducing subgraph, G−E(H) has at least 2r isolated vertices, and
since G − E(H) is a Gallai graph, pn(G − E(H)) ≤ ⌊(n − 2r)/2⌋ = ⌊n/2⌋ − r. Thus,
there is a path decomposition D′ of G − E(H) with size at most ⌊n/2⌋ − r. Since H is
an r-reducing subgraph, there is a path decomposition DH of H with size at most r, and
hence D′ ∪ DH is a path decomposition of G with size at most ⌊n/2⌋.
Now we are able to verify Conjecture 1 for planar graphs with girth at least 6. For that,
we use the fact that every connected planar graph with n vertices and girth at least 6,
contains at least three vertices of degree at most 2. Indeed, let G be a connected planar
graph with girth at least 6, and let n′ be the number of vertices of G with degree at most 2.
Since every vertex of G has degree at least 1, if n′ ≤ 2, then 2|E(G)| =
∑
v∈V (G) d(v) ≥
n′ + 3(n− n′) = 3n− 2n′ ≥ 3n− 4. On the other hand, since G has girth at least 6, the
boundary walk of each face of G contains at least 6 edges. Thus, 2|E(G)| ≥ 6f , where
f is the number of faces of G. By Euler’s formula, we have n + f − |E(G)| = 2, which
implies 6 = 3n+ 3f − 3|E(G)| ≤ 2|E(G)|+ 4 + |E(G)| − 3|E(G)| = 4, a contradiction.
Theorem 2.2. Every connected planar graph with girth at least 6 is a Gallai graph.
Proof. Suppose, for a contradiction, that the statement does not hold, and let G be a
counter-example for the statement with a minimum number of vertices. As observed
above, G contains at least three vertices of degree at most 2. Let P ′ be a shortest path
in G joining two of these vertices, say u and v, and let S be the set of edges of G−E(P ′)
incident to u or v. Put P = P ′ + S. Since u and v have degree at most 2, S contains
at most one edge incident to each u and v, and since G has girth at least 6, P is a path.
Moreover, u and v are isolated in G′ = G− E(P ) and hence P is a reducing path. Note
that each component of G′ is a planar graph with girth at least 6. By the minimality
of G, each component of G′ is a Gallai graph, hence G′ is a Gallai graph. Therefore, by
Lemma 2.1, G is a Gallai graph, a contradiction.
Now let G be a Gallai graph on n non-isolated vertices and let D be a minimum path
decomposition of G. Since each path in G contains at most n − 1, we have |E(G)| =
4
∑
P∈D |E(P )| ≤
∑
P∈D(n−1) ≤ ⌊n/2⌋(n−1). Note that this inequality holds whenever n
is even. In the case where n is odd, we say that a graph G with n vertices is quasi-
complete (or an odd semi-clique – see [3]) if |E(G)| > ⌊n/2⌋(n− 1). Therefore, it is clear
that no quasi-complete graph is a Gallai graph. The quasi-complete graphs are precisely
the graphs obtained from Kn (with n odd) by removing at most ⌊n/2⌋ − 1 edges. A
direct implication of our main result is that the only non-Gallai partial 3-tree are the
quasi-complete partial 3-trees, i.e., the complete graph K3 and K
−
5 . Our main technique
consist in finding reducing subgraphs of given graphs. The following results allow us to
construct r′-reducing subgraphs from r-reducing subgraphs and graphs isomorphic to K3,
K5, and K
−
5 . Note that the following results require only the graph G to be connected
and need no other property as, for example, being a partial 3-tree.
The proof of the next lemma follows the proof of Lemma 3.2 in [5]. Given a cycle C
in a graph G, a chord of C is an edge in G− E(C) that joins two distinct vertices of C.
Given a path P = x0x1 · · ·xk, if i < j, we denote by P (xi, xj) the subpath xixi+1 · · ·xj .
Lemma 2.3. Let G be a connected graph that admits a decomposition into a path P and
a cycle C.
(i) if P contains at most one chord of C, then G admits a decomposition into two paths
P1 and P2 such that P1 contains exactly one edge of C; and
(ii) if C has length at most 5 and P contains at most three chords of C, then pn(G) = 2.
Proof. Let G, P , and C be as in the statement. Let P = x0x1 · · ·xk and C = y0 · · · yly0.
Let z0, . . . , zs be the vertices in V (C) ∩ V (P ) in the order that they appear in x0 · · ·xk,
and suppose without loss of generality that z0 = y0.
Claim 1. If {y1, yl} 6⊂ V (P ) or P (zi−1, zi) has length at least 2 for some zi ∈ {y1, yl},
then G can be decomposed into two paths P1 and P2 such that P1 contains exactly one
edge of C.
Proof. If there exists a vertex y ∈ {y1, yl} such that y /∈ V (P ), then P1 = P −
E(P (x0, z0)) + z0y and P2 = G − E(P1) decompose G as desired (see Figure 2a).
If P (zi−1, zi) has length at least 2 for some zi ∈ {y1, yl}, then there is a neighbor z
′ of zi
in P (zi−1, zi). Note that z
′ is not a vertex of C. Thus, P1 = P −E(P (x0, z0))− z
′zi+ z0y
and P2 = G− E(P1) decompose G as desired (see Figure 2b).
y0
z0
y
x0
xk
y0
z0
y
x0
xk
(a)
y0
z0
zi
x0
xk
z′
y0
z0
zi
x0
xk
z′
(b)
Figure 2: The illustration on the left of figures (a) and (b) shows the path P and the cycle C
in red and black, respectively, while the illustration on the right shows the paths P1 and P2 in
red and black, respectively.
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Now we prove item (i). Suppose that P contains at most one chord of C. If {y1, yl} 6⊂
V (P ), then the result follows by Claim 1. Thus, let {zi, zj} = {y1, yl}. Since P contains at
most one chord of C, at least one between P (zi−1, zi) or P (zj−1, zj) has length at least 2.
Again, by Claim 1, the result follows. This concludes the proof of Item (i).
Now we prove item (ii). Suppose that C has length at most 5 and that P contains
at most 3 chords of C. If C has length 3, then P contains no chord of C and the result
follows by item (i). Thus, suppose that C has length 4. By Claim 1, we may assume
that {y1, y3} ⊂ V (P ), and hence let zi ∈ {y1, y3}. If P (zi−1, zi) has length 1, then
P (zi−1, zi) = y1y3 and zi−1 ∈ {y1, y3} − zi. Thus, if zi = y1 and zj = y3, then either
P (zi−1, zi) or P (zj−1, zj) has length at least 2, and the result follows by item (i).
y0
z0
y1
z2 y2
z1
y3
z3
x0 xk
z′
y0
z0
y1
z2 y2
z1
y3
z3
x0 xk
z′
Figure 3: The illustration on the left shows the path P and the cycle C of length 4 in red
and black, respectively, while the illustration on the right shows the paths P1 and P2 in red and
black, respectively.
Therefore, we may assume that C has length 5. By Claim 1, we can assume that
{y1, y4} ⊂ V (P ). Let {zi, zj} = {y1, y4}, Suppose, without loss of generality, that i < j
and that zi = y1 and zj = y4. By Claim 1, P (zi−1, zi) and P (zj−1, zj) have length
1, i.e., P (zi−1, zi) = zi−1zi and P (zj−1, zj) = zj−1zj are two different chords of C in
P . We divide this proof into two cases, depending on whether zizj /∈ E(P ) or zizj ∈
E(P ). First, suppose that zizj /∈ E(P ). Since P (zi−1, zi) and P (zj−1, zj) have length
1, zi−1 = y3 and yj−1 = y2. Since there are no other vertex in C, we have i = 2 and
j = 4. Hence, z1 = y3, z2 = y1, z3 = y2, and z4 = y4. Since y1y2 ∈ E(C), the
subpath P (z2, z3) has length at least 2. Let z
′ be the neighbor of y1 in P (z2, z3), and put
P1 = z
′y1y0 + P (z0, z1) + y3y2y4 + P (z4, xk), and P2 = G − E(P1). Again, {P1, P2} is a
path decomposition of G as desired (see Figure 4a).
y0
z0
y1
z2
y2z3
y3
z1
y4
z4
x0 xk
z′
y0
z0
y1
z2
y2z3
y3
z1
y4
z4
x0 xk
z′
(a)
y0
z0
y1
z2
y2
y3
z1
y4
z3
x0 xk
y0
z0
y1
z2
y2
y3
z1
y4
z3
x0 xk
(b)
Figure 4: The illustration on the left of figures (a) and (b) shows the path P and the cycle C
of length 5 in red and black, respectively, while the illustration on the right shows the paths P1
and P2 in red and black, respectively.
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Thus, we may assume that zizj ∈ E(P ). Then j = i + 1 and, since P (zi−1, zi) is a
chord, zi−1 = y3. Here we have three cases, depending on whether (a) y2 /∈ V (P ); (b)
zr = y2 and r < i− 1; or (c) zr = y2 and r > i+ 1. In case (a), we have z1 = y3, z2 = y1,
and z3 = y4. Therefore, P1 = P (x0, y0) + y0y4y3y1y2 and P2 = G − E(P1) are two paths
which decompose G (see Figure 4b). In case (b), we have z1 = y2, z2 = y3, z3 = y1, and
z4 = y4. Since y2y3 ∈ E(C), the subpath P (z1, z2) has length at least 2. Let z
′ be the
neighbor of y3 in P (z1, z2). Therefore, P1 = P (x0, z1) + y2y1y4y3z
′ and P2 = G − E(P1)
are two paths which decompose G (see Figure 5a). In case (c), we have z1 = y3, z2 = y1,
z3 = y4, and z4 = y2. Since P contains at most three chords, at most one between P (z0, z1)
and P (z3, z4) is a chord. By symmetry, we can suppose that P (z3, z4) is not a chord, and
let z′ be the neighbor of y2 in P (z3, z4), Therefore, P1 = P (x0, z0) + y0y4y1y3y2z
′ and
P2 = G−E(P1) are two paths which decompose G (see Figure 5b).
y0
z0
y1
z3
y2
z1
y3
z2
y4
z4
x0 xk
z′
y0
z0
y1
z3
y2
z1
y3
z2
y4
z4
x0 xk
z′
(a)
y0
z0
y1
z2
y2
z4 y3
z1
y4
z3
x0
xk
z′
y0
z0
y1
z2
y2
z4 y3
z1
y4
z3
x0
xk
z′
(b)
Figure 5: The illustration on the left of figures (a) and (b) shows the path P and the cycle C
of lenght 5 in red and black, respectively, while the illustration on the right shows the paths P1
and P2 in red and black, respectively.
Note that K−5 can be decomposed into a path P and a cycle C such that P contains
precisely four chords of C. Therefore, Lemma 2.3(ii) is tight.
Corollary 2.4. Let G be a connected graph that can be decomposed into a non-empty
graph H and k pairwise vertex-disjoint cycles of length 3 or 4. Then pn(G) ≤ pn(H) + k.
Proof. The proof follows by induction on k. Let {H,C1, . . . , Ck} be a decomposition as in
the statement. If k = 1, then let D′ be a minimum path decomposition of H , and let P be
a path of D′ that intercepts C1. By Lemma 2.3(ii), G
′ = P + C1 admits a decomposition
into two paths, say P1, P2. Therefore, D = D
′−P +P1+P2 is a path decomposition of G
with size pn(H)+1. Now suppose k > 1. Since G is connected, we have V (Ci)∩V (H) 6= ∅,
for every i ∈ {1, . . . , k}. Thus, H ′ = H + Ck is connected. From the case k = 1 we have
pn(H ′) ≤ pn(H)+1. Now, note that {H ′, C1, . . . , Ck−1} is a decomposition of G as in the
statement. By the induction hypothesis, pn(G) ≤ pn(H ′) + k − 1 ≤ pn(H) + k.
The next result is a version of Lemma 2.3 for K5 and K
−
5 .
Lemma 2.5. If G is a connected graph that can be decomposed into a path and a copy
of K5 or a copy of K
−
5 , then pn(G) = 3.
Proof. Let P be a path and H be a copy of K5 or K
−
5 , as in the statement. It is clear
that H admits a decomposition into a cycle C, and a path or a cycle B. If H is isomorphic
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to K−5 , then P contains at most one chord of C. By Lemma 2.3(i), P + C admits a
decomposition into two paths, say P1, P2. Therefore, {P1, P2, B} is a path decomposition
of G with size 3. If H is isomorphic to K5, then P contains no chord of C or B. By
Lemma 2.3(i), P + C admits a decomposition into two paths, say P1, P2, such that P1
contains exactly one edge of C. By Lemma 2.3(i), P1+B admits a decomposition into two
paths, say P3, P4. Therefore, {P2, P3, P4} is a path decomposition of G with size 3.
The next result is an analogous version of Corollary 2.4 for K5 and K
−
5 . Its proof uses
Lemma 2.5 instead of Lemma 2.3(ii).
Corollary 2.6. Let G be a connected graph that can be decomposed into a non-empty
graph H and k pairwise vertex-disjoint copies of K5 or K
−
5 . Then pn(G) ≤ pn(H) + 2k.
The following result shows that reducing subgraphs can absorb copies of K3, K5
and K−5 while keeping its reducing property. From now on, given a graph G and a
subgraph H of G, we denote by CH3 (resp. C
H
5 ) the set of components of G − E(H) iso-
morphic to K3 (resp. K5 or K
−
5 ). We denote by C
∅
3 (resp. C
∅
5) the components of G
isomorphic to K3 (resp. K5 or K
−
5 ).
Lemma 2.7. Let G be a graph such that C∅3 = C
∅
5 = ∅, and let H be a r-reducing subgraph
of G. Then, H ′ = H +
⋃
C∈CH
3
∪CH
5
C is an
(
r + |CH3 |+ 2|C
H
5 |
)
-reducing subgraph of G.
Proof. Let G, H , and H ′ be as in the statement. Let IH and IH′ be the isolated vertices
of G − E(H) and G − E(H ′), respectively, and let r′ = r + |CH3 | + 2|C
H
5 |. Since H is
an r-reducing subgraph of G, we have pn(H) ≤ r and |IH | ≥ 2r. Since C
∅
3 = C
∅
5 = ∅,
each component in CH3 ∪ C
H
5 intersect H . By applying Corollaries 2.4 and 2.6 in each
component of H ′, we have pn(H ′) ≤ pn(H)+ |CH3 |+2|C
H
5 | ≤ r
′. Note that, if x is a vertex
in V
(⋃
C∈CH
3
∪CH
5
C
)
, then x is not isolated in G− E(H), hence x /∈ IH , but x is isolated
in G− E(H ′). Thus, we have
|IH′| = |IH |+ 3|C
H
3 |+ 5|C
H
5 | ≥ 2(r + |C
H
3 |+ 2|C
H
5 |) ≥ 2r
′.
Therefore, H ′ is an r′-reducing subgraph of G.
The next two results show that, although pn(K−5 ) = 3, any proper subdivision of K
−
5
can be decomposed into two paths.
Proposition 2.8. If G is a graph obtained from K−5 by a subdivision of one of its edges,
then pn(G) = 2.
Proof. Let G be as in the statement. Let u, v and x, y, z be the vertices of G with
degree 3 and 4, respectively, and let w be the vertex of degree 2 of G. There are two
cases, depending on whether w has a neighbor of degree 3. First, suppose that w has
a neighbor of degree 3. Since the vertices of degree 3 in K−5 are are not adjacent, the
other neighbor of w is a vertex of degree 4. We may suppose, without loss of generality,
that N(w) = {u, x}. In this case, {wxyvzu, wuyzxv} is a path decomposition of G with
size 2 (see Figure 6a). Thus, we may suppose that the two neighbors of w have degree 4.
Suppose, without loss of generality, that N(w) = {y, z}. In this case, {wzxvyu, wyxuzv, }
is a path decomposition of G with size 2 (see Figure 6b).
Corollary 2.9. If G is a proper subdivision of K−5 , then pn(G) = 2.
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Figure 6: Decompositions into two paths of the graph obtained from K−5 by subdividing one
of its edges.
2.1 Liftings
In this section, we present two results that allow us to obtain reducing subgraphs in
situations where we use liftings. Let x, y, z be three vertices in a graph G. We say that
x̂yz is a valid lifting if xy, yz ∈ E(G) and xz /∈ E(G). In this case, the lifting of xy, yz at
y is the operation of removing the edges xy and yz and adding the edge xz, which yields
the graph G′ = G − xy − yz + yz. Alternatively, we denote G′ by G + x̂yz and G by
G′ − x̂yz. If y is a vertex of degree 2, the (only) lifting at y is called a suppression of y.
Lemma 2.10. Let G be a connected graph and P ⊆ G be a path. Let x, v, y ∈ V (G)
such that {x, v, y} ∩ V (P ) 6= ∅ and that ẑvy is a valid lifting in G − E(P ). If at least
two vertices of G are isolated in G′ = (G− E(P )) + x̂vy and every component of G′ is a
Gallai graph or isomorphic to K3 or to K
−
5 , then G contains a reducing subgraph.
Proof. Let G,P,G′ and x, v, y be as in the statement. Let C ′ be the component of G′
containing xy, and let C = C ′ − x̂vy. Put H = P + C and r = ⌊|V (C ′)|/2⌋ + 1.
If C ′ is a Gallai graph, then pn(C) ≤ pn(C ′) ≤ ⌊|V (C ′)|/2⌋. If C ′ ≃ K−5 , then C is a
subdivision of K−5 and, by Corollary 2.9, pn(C) = 2 = ⌊|V (C
′)|/2⌋. In these cases, we
have pn(H) ≤ pn(C) + pn(P ) ≤ ⌊|V (C ′)|/2⌋ + 1 = r. If C ′ ≃ K3, then C is a cycle of
length 4. Since {x, v, y} ∩ V (P ) 6= ∅, the graph H is connected and, by Corollary 2.4,
pn(H) = 2 = 1 + ⌊|V (C ′)|/2⌋. Now, note that G − E(P ) − E(C) = G′ − E(C ′) = G′′.
Since G′ has at least two isolated vertices and C ′ is a component of G′, the graph G′′ has
at least 2 + |V (C ′)| ≥ 2r isolated vertices. Hence, H is an r-reducing subgraph of G.
Lemma 2.11. Let G be a connected graph and P ⊆ G be a path. Let x, v, y, a, u, b ∈ V (G)
be such that v 6= u, {x, v, y} ∩ V (P ) 6= ∅ and {a, u, b} ∩ V (P ) 6= ∅, and that x̂vy, âub are
valid liftings in G − E(P ). Moreover, suppose that |{a, b} ∩ N(v)|, |{x, y} ∩ N(u)| ≤ 1.
If at least two vertices of G are isolated in G′ = (G − E(P )) + x̂vy + âub, and every
component of G′ is a Gallai graph or isomorphic to K3 or to K
−
5 , then G contains a
reducing subgraph.
Proof. Let G,P,G′ and x, v, y, a, u, b be as in the statement. First, suppose that there is
only one component, say C ′, of G′ containing the edges xy and ab. Let C = C ′− x̂vy− âub
and H = P + C. Since {x, v, y} ∩ V (P ) 6= ∅ and {a, u, b} ∩ V (P ) 6= ∅, the graph H is
connected. Put r = ⌊|V (C ′)|/2⌋ + 1. If C ′ is a Gallai graph or C ′ ≃ K−5 , then pn(C) ≤
pn(C ′) ≤ ⌊|V (C ′)|/2⌋. Thus, pn(H) ≤ pn(C)+pn(P ) ≤ ⌊|V (C ′)|/2⌋+1 = r. If C ′ ≃ K3,
then C is a cycle of length 5 and u, b, y, v, x, a ∈ V (C) (in this case, we have {a, b}∩{x, y} 6=
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∅) and P has at most three chords of C, because |{a, b}∩N(v)|, |{x, y}∩N(u)| ≤ 1. Thus,
by Lemma 2.3(ii), pn(H) = 2 = 1 + ⌊|V (C ′)|/2⌋ = r. In each of the cases above we have
pn(H) ≤ r. Now, note that G − E(P ) − E(C) = G′ − E(C ′) = G′′. Since G′ has two
isolated vertices and C ′ is a component of G′, the graph G′′ has 2+ |V (C ′)| ≥ 2r isolated
vertices. Therefore, H is an r-reducing subgraph of G.
Now, suppose that C ′1 and C
′
2 are two distinct components of G
′ containing, respec-
tively, xy and ab. Let C1 = C
′
1 − x̂vy, C2 = C
′
2 − âub and let H = P + C1 + C2. Put
r = ⌊|V (C ′1)|/2⌋+⌊|V (C
′
2)|/2⌋+1. We claim that H is an r-reducing subgraph of G. Anal-
ogously to the case above, we have G−E(P )−E(C1)−E(C2) = G
′−E(C ′1)−E(C
′
2) = G
′′,
and G′′ has at least 2 + |V (C ′1)| + |V (C
′
2)| ≥ 2r isolated vertices. Also, if C
′
i ≃ K
−
5
or C ′i is a Gallai graph, we have pn(Ci) ≤ ⌊|V (C
′
i)|/2⌋, for i = 1, 2. If C
′
i ≃ K3,
then Ci is a cycle of length 4. Put H
′ = P + C1. Since x, v, y ∈ V (C1) and
{x, v, y} ∩ V (P ) 6= ∅, H ′ is connected. Again, we have pn(H ′) ≤ 1 + ⌊|V (C ′1)|/2⌋. (if
C ′1 ≃ K3, we use Lemma 2.3(ii)). Now, note that H = H
′ + C2 is connected, because
a, u, b ∈ V (C2) and {a, u, b}∩V (P ) 6= ∅. Analogously, if C
′
2 ≃ K
−
5 or C
′
2 is a Gallai graph,
pn(H) ≤ pn(H ′) + pn(C2) ≤ 1 + ⌊|V (C
′
1)|/2⌋ + ⌊|V (C
′
2)|/2⌋ ≤ r; and if C
′
2 ≃ K3, then
by Lemma 2.3(ii), we have pn(H) ≤ pn(H ′) + 1 ≤ 1 + ⌊|V (C ′1)|/2⌋ + ⌊|V (C
′
2)|/2⌋ ≤ r.
Therefore, H is an r-reducing subgraph of G.
3 Graphs with treewidth at most three
In this section we verify Conjectures 1 and 2 for graphs with treewidth at most 3. Let k
be a positive integer. It is known that graphs with treewidth at most k are precisely the
partial k-trees [2]. A graph G is a k-tree if one of the following conditions holds: (i) G is
isomorphic to Kk, or (ii) G contains a vertex v such that G[N(v)] ≃ Kk and G − v is a
k-tree. A vertex v of a k-tree G is a terminal vertex or, simply, a terminal, of G if d(v) = k
or G ≃ Kk. It is not hard to check that if G is a k-tree with at least k + 1 vertices and v
is a terminal of G, then G− v is a k-tree. Therefore, it is possible to obtain a copy of Kk
from any k-tree by a sequence of removals of terminal vertices. The following facts show
that every k-tree with at least k+2 vertices contains at least two non-adjacent terminals.
Fact 1. If G is a k-tree with at least k + 2 vertices, then every pair of terminals of G is
non-adjacent.
Proof. Let G be a k-tree with at least n ≥ k + 2 vertices and let v be a terminal of G.
Since v is a terminal, G′ = G − v is a k-tree. Let u be a neighbor of v. Since G′ has at
least k+1 vertices, dG′(u) ≥ k, which implies dG(u) ≥ k+1, hence u is not a terminal.
Fact 2. If G is a k-tree with at least k+2 vertices, then G contains at least two terminals.
Proof. Let G be a k-tree with at least n ≥ k + 2 vertices. The proof follows by induction
on n. If n = k + 2, then G is isomorphic to Kk+2 − e, and the statement holds. Thus,
suppose n > k+2 and let v be a terminal of G. By the definition of terminal, G′ = G− v
is a k-tree. Since every pair of neighbors of v is adjacent, by Fact 1, v is adjacent to
at most one terminal of G′. By the induction hypothesis, there is at least one terminal,
say u, of G′ which is not adjacent to v. Therefore, u is a terminal of G′.
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We say that a graph G is a partial k-tree if it is a subgraph of a k-tree G∗ (see [1, 2]).
In this case, we say that G∗ is an underlying k-tree of G. The next fact shows that there
is an underlying k-tree G∗ of G such that G contains every terminal vertex of G∗. In fact,
one can prove that if G has at least k vertices, then G is a spanning subgraph of a k-tree,
but, in this paper, we do not make use of this fact.
Fact 3. If G is a partial k-tree with at least k vertices, then there exists an underlying
k-tree G∗ of G such that G contains every terminal vertex of G∗.
Proof. Let G be as in the statement and let G∗ be an underlying k-tree of G with a
minimum number of vertices. Suppose, for a contradiction, that there is a terminal v
of G∗ such that v /∈ V (G). Then G∗ − v is an underlying k-tree of G, a contradiction to
the minimality of G∗.
Partial 3-trees are also known by their forbidden minors characterization [1]. There-
fore, every subgraph of a partial 3-tree is also a partial 3-tree, and the graph obtained
from a partial 3-tree G by suppressing a vertex of degree 2 is also a partial 3-tree. Let G
be a partial k-tree, and let G∗ be an underlying k-tree of G. We say that a vertex v of G
is terminal if v is a terminal vertex in G∗. Therefore, if G is a partial k-tree with at least
k + 2 vertices, then G contains at least two non-adjacent terminals. The following fact
about partial k-trees will be used often in the proof of Theorem 3.2.
Fact 4. Let G be a partial k-tree with at least k+1 vertices, v be a terminal of G, and S
be a set of edges joining vertices in N(v) such that S ∩ E(G) = ∅. Then G− v + S is a
partial k-tree.
Proof. Let G, k, and S be as in the statement, and let G∗ be the underlying k-tree of G.
Note that G∗−v is an underlying k-tree of G−v. Since NG∗(v) ≃ Kk, we have S ⊆ E(G
∗).
Thus, G∗ is an underlying k-tree of G− v + S.
3.1 Double centered 3-trees
In this section, we present and characterize a family of 3-trees that will be useful in the
proof of Theorem 3.2. We say that a 3-tree G is double centered if there are two vertices
a, b ∈ V (G) such that every terminal vertex of G different from a, b is adjacent to a and b
(see Figure 7). In this case, we say that a, b are the centers of G. The characterization of
double-centered 3-trees presented here is given in terms of graph joins. Given two vertex-
disjoint graphs H1 and H2, we say that a graph G is the join of H1 and H2, denoted by
H1 ∨H2, if G is the graph obtained from H1 +H2 by joining every vertex of H1 to every
vertex of H2,
i.e., V (G) = V (H1) ∪ V (H2) and E(G) = E(H1) ∪ E(H2) ∪ {uv : u ∈ V (H1), v ∈
V (H2)}.
Proposition 3.1. Let G be a double centered 3-tree with centers a and b. There is a
tree T such that G ≃ T ∨K2, where V (T ) = V (G) − a − b. Moreover, the terminals of
G− a− b are precisely the leafs of T .
Proof. Let G and a, b be as in the statement. The proof follows by induction on the
number n of vertices of G. If n = 3, then G ≃ K3, and the result follows with T ≃ K1.
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Now, suppose n ≥ 4, and let u be a terminal vertex of G different from a, b. By the
definition of double centered 3-trees, we have a, b ∈ N(u). Let v be the neighbor of u
different from a, b, and let G′ = G − u. Since G is a 3-tree, we have N(u) ≃ K3, hence
a, b ∈ N(v). Note that that every terminal of G, except for u, is a terminal of G′. The
only possible terminal of G′ (different from a, b) that is not a terminal of G is v. Since
N(u) induces a complete subgraph of G′, v is adjacent to a, b. Thus every terminal of G′
different from a, b is adjacent to a and b, hence G′ is a double centered 3-tree with n− 1
vertices. By the induction hypothesis, there is a tree T ′ such that G′ ≃ T ′∨K2. Let T be
the the tree obtained from T ′ by adding the vertex u and the edge uv. Clearly, we have
G = T ∨K2.
a b
a
b
Figure 7: examples of double centered 3-trees T ∨K2 where T is illustrated in red.
3.2 Gallai’s Conjecture for Graphs with Treewidth at most 3
In this section, we verify Conjecture 1 for graphs with treewidth at most 3. In fact,
we prove a slightly stronger result. We prove that if G is a graph with n vertices and
treewidth at most 3, then pn(G) ≤ ⌊n/2⌋, or G is isomorphic to K3 or to K
−
5 , which is the
graph obtained from K5 by the removal of one edge. The proof consists of showing that
a minimum counter-example for this statement is either an odd graph or a subgraph of a
double centered 3-tree in which its centers have odd degree. This implies contradictions
to Theorem 1.1 and to Theorem 1.2, respectively.
Let G be a graph, let e ∈ E(G) be a cut-edge, and let C1 and C2 be the components
of G− e. We say that e is useful if C1 and C2 have at least two vertices, otherwise we say
that e is useless. Now, we are able to prove our main result of this section.
Theorem 3.2. Let G be a connected partial 3-tree with n vertices. Then pn(G) ≤ ⌊n/2⌋
or G is isomorphic to K3 or to K
−
5 .
Proof. Let G and n be as in the statement. Suppose, for a contradiction, that the state-
ment does not hold, and let G be a counter-example for the statement that minimizes n.
It is not hard to check that n ≥ 6.
Claim 1. G contains no reducing subgraph.
Proof. Suppose, for a contradiction, that G contains an r-reducing subgraph H . Since G is
connected and n ≥ 6, we have C∅3 = C
∅
5 = ∅. Thus, by Lemma 2.7, H
′ = H +
⋃
C∈CH
3
∪CH
5
C
is an
(
r + |CH3 |+ 2|C
H
5 |
)
-reducing subgraph of G. Moreover, no component of G−E(H ′)
is isomorphic to K3 or to K
−
5 , thus H
′ is a Gallai graph. By Lemma 2.1, G is a Gallai
graph.
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Claim 2. G contains no useful cut-edge.
Proof. Suppose, for a contradiction, that e = v1v2 is a useful cut-edge in G. For i = 1, 2,
let Gi be the component of G− e that contains vi, and let G
′
i = Gi+ e. Note that G
′
i is a
subgraph of G, hence G′i is a partial k-tree. Let ni = |V (G
′
i)|. Since e is a useful cut-edge,
ni < n, and since G
′
i has a vertex with degree one, G
′
i is not isomorphic to K3 or to K
−
5 .
Thus, by the minimality of G, the graph G′i is a Gallai graph, for i = 1, 2. Let Di be a path
decomposition of G′i such that |Di| ≤ ⌊ni/2⌋, and let Pi be the path in Di that contains
the edge e. Put P = P1 + P2, and D = D1 − P1 +D2 − P2 + P . Note that the vertices v1
and v2 are the only vertices of G in both G
′
1 and G
′
2, hence n1 + n2 = n + 2. Therefore,
we have |D| = |D1|+ |D2| − 1 ≤ ⌊n1/2⌋+ ⌊n2/2⌋ − 1 ≤ ⌊(n1 + n2 − 2)/2⌋ = ⌊n/2⌋.
Claim 3. If v is a vertex of degree 2 in G and N(v) = {x, y}, then xy ∈ E(G).
Proof. Suppose for a contradiction that xy /∈ E(G), and note that G′ = G + x̂vy is a
partial 3-tree. Since n ≥ 6 either G′ is a Gallai graph or G′ ≃ K−5 . If G
′ is a Gallai graph,
then pn(G) ≤ pn(G′) ≤ ⌊(n− 1)/2⌋. If G′ ≃ K−5 , then G is a subdivision of K
−
5 and, by
Corollary 2.9, pn(G) = 2 = ⌊(n− 1)/2⌋. In each case we obtained a contradiction to the
minimality of G.
Claim 4. If {ab, cd} ⊂ E(G) is an edge-cut, then {a, b, c, d} induces a cycle in G.
Proof. Let G′ = G−ab−cd. If G′ contains more than two components, then both ab and cd
are cut-edges, hence {ab, cd} is not an edge-cut (a minimal edge separator). Thus, let
G′1, G
′
2 be the two components of G
′. Suppose, without loss of generality, that a, c ∈ V (G′1)
and b, d ∈ V (G′2). Thus, we have ab, ad, cb, cd /∈ E(G). If {a, b, c, d} does not induce a
cycle in G, then we can suppose that b 6= d and bd /∈ E(G). Let G2 = G
′
2 + bd. By the
minimality of G, G2 is a Gallai graph or is isomorphic to K3 or to K
−
5 .
If G2 ≃ K3, then let x be the vertex of G
′
2 different from b and d. Note that in G,
the vertex x has degree two and has non-adjacent neighbors, a contradiction to Claim 3.
Thus, G2 is a Gallai graph or G2 ≃ K
−
5 . Let G1 = G
′
1 + ab + cd, and let P be a path
in G1 joining b to d. Let H = G
′
2 + P , and note that H is a proper subdivision of G2
(see Figure 8). Let r = ⌊|V (G′2)|/2⌋. Note that G − E(H) has at least |V (G
′
2)| ≥ 2r
isolated vertices. If G2 is a Gallai graph, then pn(H) ≤ pn(G2) ≤ ⌊|V (G
′
2)|/2⌋ = r. If
G2 ≃ K
−
5 , then by Proposition 2.8, we have pn(H) ≤ 2 = ⌊|V (G
′
2)|/2⌋ = r. Thus, H is
an r-reducing subgraph, a contradiction to Claim 1.
Let G∗ be an underlying 3-tree of G. Since G ⊆ G∗ and n ≥ 6, G∗ has at least 6
vertices. By Facts 1 and 2, G∗ has at least two non-adjacent terminals, say u and v.
Recall that dG∗(u) = dG∗(v) = 3. Thus, dG(u), dG(v) ≤ 3. The next claim shows that
these terminals must have degree precisely 3.
Claim 5. Every terminal of G has degree 3.
Proof. Let u and v be two (non-adjacent) terminals of G, where d(u) ≥ d(v). Suppose
for a contradiction that d(v) ≤ 2. If d(u) = d(v) = 1, then any path joining u and v is a
reducing path, a contradiction to Claim 1. Suppose that d(u) = 2, and let N(u) = {a, b}.
Suppose also that u and v have at most one neighbor in common, and let P ′ be a shortest
path joining u and v. Suppose, without loss o generality, that a is the neighbor of u in P ′,
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G′1
a
c
G′2
b
d
Figure 8: the two components G′1 and G
′
2 of G
′ are illustrated by the regions, while the path
P is colored red.
and let P be the graph obtained from P ′ by the addition of the edges incident to u or v
that are not in P ′ (see Figure 9a). Since P ′ is a shortest path and u and v have at most
one neighbor in common, P is a path, and since u and v are isolated in G − E(P ), P is
a reducing path, a contradiction to Claim 1. Thus, we may suppose that u and v have
precisely two neighbors, say a and b, in common. Put G′ = G−u−v. By Claim 3, we have
ab ∈ E(G), hence G′ is connected and |V (G′)| ≥ 4. Thus, G′ 6≃ K3. By Fact 4, G
′ is a
partial 3-tree. If G′ ≃ K−5 , then G
′′ = G′− âub = G′−ab+au+ub is a proper subdivision
of K−5 , and by Corollary 2.9 we have pn(G
′′) = 2. Let T be the triangle with the edges
va, vb, ab, and note that G = G′′ + T . By Corollary 2.4, pn(G) ≤ 3 = ⌊7/2⌋ = ⌊n/2⌋.
Thus, we may suppose that G′ is a Gallai graph and, therefore, pn(G′) ≤ ⌊(n− 2)/2⌋. By
Corollary 2.4, pn(G) ≤ pn(G′) + 1 ≤ ⌊n/2⌋.
u
a
b
v
y
x
(a)
u
a
v
y
x
(b)
Figure 9: the path P joining u and v, that can be extended to a path by adding the possible
remaining edge vb.
Thus, we can suppose that d(u) = 3, and let N(u) = {a, b, c}. First, we claim that
that G−u is connected. Indeed if G−u is not connected, then u is incident to a cut-edge,
say ua. By Claim 2, ua is a useless cut-edge, hence d(a) = 1. Since u and v are not
adjacent, we have v 6= a. Again, if P ′ is a minimum path joining a to v, and P is the path
obtained from P ′ by adding the possible remaining edge incident to v (see Figure 9b),
then a and v are isolated in G − E(P ), hence P is a reducing path, a contradiction to
Claim 1. Now, we claim that N(u) induces a clique in G. Indeed, if N(u) does not
induces a clique in G, then there exists a pair of non-adjacent vertices in N(u), say b
and c. Let P ′ be a minimum path in G− u joining a and v. Since P ′ is a minimum path,
it contains only one neighbor of v, say x. If d(v) = 2, then let y be the neighbor of v
different from x, and put P = P ′+ vy+au. If d(v) = 1 put P = P ′+au (see Figure 10a).
Let G′ = (G−E(P ))+ b̂uc. By Fact 4, G′ is a partial 3-tree, and by the minimality of G,
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every component of G′ is a Gallai graph, or is isomorphic to K3 or to K
−
5 . Moreover, u
and v are isolated in G′. Therefore, by Lemma 2.10, G contains a reducing subgraph, a
contradiction to Claim 1. Therefore, we may assume that N(u) induces a clique in G.
u
a
b
c
v
x
y
(a)
u
a
b
c
v
x
y
(b)
u
a
b
c
v
(c)
Figure 10: Figures (a)-(c) show the path P , in red, which its removal allows us to apply a
lifting and then Lemma 2.10, to obtain a reducing subgraph of G.
Let P ′ be a minimum path fromN(u) to v inG−u. Suppose, without loss of generality,
that P ′ is a path from a to v. Since P ′ is minimum, it does not contain b and c. Let x
be the neighbor of v in P ′. Suppose that |N(u) ∩ N(v)| ≤ 1. If d(v) = 2, then let y be
the neighbor of v different from x, and put P = P ′ + ab+ bc+ cu+ vy. If d(v) = 1, then
put P = P ′ + ab + bc + cu (see Figure 10b). Put G′ = (G − E(P )) + âub. Analogously
to the case above, G contains a reducing subgraph, a contradiction to Claim 1. Thus, we
may suppose that |N(u) ∩ N(v)| = 2. Suppose that a, c ∈ N(v). Let P = ucvab (see
Figure 10c) and let G′ = (G− E(P )) + âub. Analogously to the cases above, G contains
a reducing subgraph, a contradiction to Claim 1.
In what follows, we present three properties of G. Let u and v be two non-adjacent
terminal vertices. Property 1 states that u and v have at least two neighbors in common,
and Property 2 states that u and v do not have (all) three neighbors in common. Finally,
Property 3 states that every common neighbor of two terminal has odd degree, which
enables us to characterize the minimum counter-example, and show that it satisfies the
statement, obtaining a contradiction.
Property 1. There are no two terminals with at most one neighbor in common.
Proof. Suppose, for a contradiction, that there are two terminals, say u and v, such that
|N(u) ∩N(v)| ≤ 1, and let Gu = G− u, Gv = G− v and Guv = G− u− v.
Claim 6. The graph Guv is disconnected.
Proof. Suppose for a contradiction that Guv is connected. First, suppose that N(u) and
N(v) are not cliques in G. Thus, there are vertices a, b ∈ N(u) and x, y ∈ N(v) such that
ab, xy /∈ E(G). Let c and z be the remaining vertices in N(u) and N(v), respectively.
Since Guv is connected, there is a path P
′ from c to z in Guv. Let P = P
′ + uc+ vz (see
Figure 11a), and put G′ = (G− E(P )) + âub+ x̂vy. It is clear that u and v are isolated
in G′. Moreover, we have |{a, b} ∩N(v)|, |{x, y}∩N(u)| ≤ 1, because |N(u)∩N(v)| ≤ 1.
Therefore, by Lemma 2.11, G contains a reducing subgraph, a contradiction to Claim 1.
Thus, we can assume with without loss of generality that N(v) is a clique. Now,
suppose that N(u) is not a clique in G, and let a and b be two nonadjacent vertices
in N(u). Let c be the remaining vertex in N(u), and let P ′ be a minimum path in Guv
from c to a vertex, say x, in N(v). Let y and z be the remaining vertices of N(v), and
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Figure 11: Figures (a)-(d) show the path P , in red, which its removal allows us to apply a
lifting and then Lemma 2.11, to obtain a reducing subgraph of G.
let P = uc + P ′ + xy + yz + zv (see Figure 11b). Clearly, P is a path in G. Now let
G′ = (G − E(P )) + âub + x̂vy. Analogously to the case above, G contains a reducing
subgraph, a contradiction to Claim 1.
Finally, we can assume that N(u) is a clique, and let P ′ be a minimum path from
a vertex in N(u) to a vertex in N(v). We may suppose, without loss of generality, that
P ′ joins a and x. Put P = uc + cb + ba + P ′ + xy + yz + zv (see Figure 11c) and
G′ = (G − E(P )) + âub + x̂vy. Analogously to the cases above, G contains a reducing
subgraph, a contradiction to Claim 1.
From now on, we fix a minimum path P ′ in G joining a vertex in N(u) to a vertex
in N(v). We may suppose, without loss of generality, that P ′ joins a and x, and put
P = ua+ P ′ + xv. Let b and c be the remaining vertices of N(u), and let y and z be the
remaining vertices of N(v). We claim that at least one edge between bc and yz belong
to E(G). Indeed, suppose that the edges bc, yz /∈ E(G) (see Figure 11d). Thus, let G′ =
(G−E(P ))+b̂uc+ŷvz. Since |N(u)∩N(v)| ≤ 1, we have |{a, b}∩N(v)|, |{x, y}∩N(u)| ≤ 1.
Analogously to the proof of Claim 6, G contains a reducing subgraph, a contradiction to
Claim 1. Therefore, G contains at least one of the edges bc or yz. Assume, without loss
of generality, that G contains the edge yz.
Claim 7. u and v are not cut-vertices.
Proof. Suppose for a contradiction that v is a cut-vertex. Since d(v) = 3, at least one of
the edges incident to v must be a cut-edge. Since yz ∈ E(G), the edges vy, vz are not
cut-edges, hence xv is a cut-edge. Since P ′+au joins x to u, the component of G−v that
contains x is not trivial. Therefore, xv is a useful cut-edge, a contradiction to Claim 2.
To prove that u is not a cut vertex, we first show that b and c have degree at least 2.
If d(b) = 1, then ab, bc /∈ E(G). Since v is not a cut-vertex, there is a minimum path
Q′ in G − v joining a vertex in {y, z} to a vertex in {a, c}. We may assume, without
loss of generality, that Q′ is a path joining c and y. By the minimality of Q′ we have
u /∈ V (Q′). Suppose for a contradiction that xy /∈ E(G). Let Q = Q′ + uc + yz + zv
(see Figure 12a), and let G′ = (G − E(Q)) + âub + x̂vy. Since |N(u) ∩ N(v)| ≤ 1|, we
have |{a, b} ∩N(v)| ≤ 1 and |{x, y} ∩N(u)| ≤ 1. By Lemma 2.11, G contains a reducing
subgraph, a contradiction to Claim 1. Thus, we can suppose that xy ∈ E(G). In this
case, let Q = P ′+ua+xy+yz+zv (see Figure 12b), and let G′ = (G−E(Q))+ b̂uc+ x̂vy.
Again, by Lemma 2.11, G contains a reducing subgraph, a contradiction to Claim 1. By
symmetry we have d(c) > 1.
Now, suppose that u is a cut-vertex. Since the vertex d(u) = 3, at least one of the
edges incident to u is a cut-edge. Since a is adjacent to u and is an end-vertex of P ′, we
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Figure 12: Figures (a) and (b) show the path P , in red, which its removal allows us to apply
a lifting and then Lemma 2.11, to obtain a reducing subgraph of G.
have d(a) > 1. Thus, since d(b) ≥ 2 and d(c) ≥ 2, if e is a cut edge incident to u, then e
is useful, a contradiction to Claim 2.
Since P ′ is a path joining a and x in Guv, the vertices a and x are in the same
component, say C1, of Guv. Since u is not a cut-vertex of G, there is a component,
say C2 6= C1, of Guv containing y and z. Note that C1 and C2 are the only components
of Guv, since Gu is connected, Guv disconnected, and y and z are adjacent in Guv. Since v
is not a cut-vertex of G, u must have a neighbor in C2. Suppose, without loss of generality,
that c ∈ V (C2). Now, suppose that b ∈ V (C2), hence {ua, vx} is an edge-cut of G (see
Figure 13a). Since uv /∈ E(G), {u, a, v, x} does not induce a cycle in G, a contradiction
to Claim 4. Thus, we can suppose that b ∈ V (C1). Hence, {uc, vx} is an edge-cut (see
Figure 13b). By hypothesis, the only possible neighbor in common between u and v is a.
Thus, c /∈ N(v), which means that cv /∈ E(G). Therefore, {u, c, x, v} does not induce a
cycle in G, a contradiction to Claim 4.
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Figure 13: the possible components of Guv .
Property 2. There are no two terminals with (all) three neighbors in common.
Proof. Suppose for a contradiction that u and v are two non-adjacent terminals such that
N(u) = N(v) = {a, b, c}.
Claim 8. {a, b, c} induces a clique.
Proof. Suppose for a contradiction that {a, b, c} does not induce a clique. We can suppose,
without loss of generality, that ab /∈ E(G). We claim that d(a) is odd. Indeed, suppose
d(a) is even, and let G′ = G−u− v+ ab. By Fact 4, G′ is a partial 3-tree. It is clear that
dG′(a) is odd. Thus, the component C
′ of G′ that contains ab is not isomorphic to K3.
Thus, by the minimality of G, C ′ is a Gallai graph or C ′ ≃ K−5 . Now, put C = C
′ − âvb,
and note that pn(C) ≤ ⌊|V (C ′)|/2⌋ (if C ′ ≃ K−5 , then we use Proposition 2.8). Let D be
a minimum path decomposition of C. Since dG′(a) = dC′(a) = dC(a) is odd, at least one
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path P ∈ D has a as an end-vertex. Note that Q = P + au and R = bucv are paths of G
(see Figure 14a). Therefore, we have pn(C + au) = pn(C). Let H = C + au+R, we have
pn(H) ≤ pn(C + au) + 1 ≤ ⌊|V (C ′)|/2⌋ + 1. Finally, note that u, v and every vertex in
V (C ′) is isolated in G− E(H), hence H is a reducing subgraph of G, a contradiction to
Claim 1. Therefore, d(a) is odd. By symmetry, d(b) is odd.
a
b
c
vu
G′
(a)
a
b
c
vu
G′
(b)
Figure 14: the paths Q and R are illustrated, respectively, in black and red.
Now, let G′ = G− u − v. It is not hard to check that if G′ is disconnected, then for
some x ∈ {a, b, c} the set {ux, xv} is a 2-edge-cut, but since uv /∈ E(G), {u, x, v} does
not induce a cycle in G. Since G′ is a subgraph of G, G′ is a partial 3-tree, and by the
minimality of G, G′ is a Gallai graph or isomorphic toK3 or toK
−
5 . Since a and b have odd
degrees in G′, G′ is not isomorphic to K3. First, suppose that G
′ is a Gallai graph, and let
D′ be a minimum path decomposition of G′. Let P ′a, P
′
b ∈ D
′ be paths containing a and b
as end-vertices, respectively. Put Pa = P
′
a+ av, Pb = P
′
b + bu, and R = bvcua (if P
′
a = P
′
b,
we put Pa = Pb = P
′
a+av+ bu) (see Figure 14b). Clearly, D = D
′−P ′a−P
′
b+Pa+Pb+R
is a path decomposition of G such that |D| ≤ ⌊|V (G′)|/2⌋+ 1⌊n/2⌋.
Therefore, we may assume that G′ ≃ K−5 . and let V (g
′) = {a, b, c, x, y}. Let R′1 =
axby, R′2 = acy, R3 = ayxcb, and note that {R
′
1, R
′
2, R
′
3} is a path decomposition of G
′.
Note that R′i does not contain u or v, for i = 1, 2, 3, R
′
1 does not contain c, and R
′
2 does not
contain b. Put R1 = R
′
1+au+uc+cv and R2 = R
′
2+av+vb+bu. Note that {R1, R2, R3}
is a decomposition of G (see Figure 15a). Therefore, pn(G) = 3 = ⌊7/2⌋ = ⌊n/2⌋. This
finishes the proof of the claim.
vu
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c
xy
(a)
u
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b
c
v
(b)
Figure 15: in Figure (a), the paths R1, R2, and R3 are illustrated, respectively, in red, black,
and blue; in Figure (b), the path P and the lifted edges are illustrated, respectively, in red and
blue.
Now, let P = uabcv (see Figure 15b) and G′ = (G−E(P )) + b̂uc+ âvb. By Fact 4, G′
is a partial 3-tree. Moreover, G′ is connected and, by minimality of G, G is a Gallai graph
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or isomorphic to K3 or to K
−
5 . Since n ≥ 6, we have |V (G
′)| ≥ 4 and therefore G 6≃ K3.
If G′ ≃ K−5 , then n = 7 and G
′ − b̂uc − âvb = G − E(P ) is a proper subdivision of K−5 .
By Proposition 2.8, pn(G − E(P )) = 2. Hence, pn(G) = 3 = ⌊n/2⌋. If G′ is a Gallai
graph, then pn(G′) ≤ ⌊|V (G′)|/2⌋ and pn(G) ≤ ⌊|V (G′)|/2⌋+ 1 = ⌊n/2⌋. This concludes
the proof of Property 2.
Property 3. If a is a common neighbor of two terminals, then d(a) is odd.
Proof. From the Properties 1 and 2, if u, v are two terminals of G, we have N(u)∩N(v) =
{a, b}. Here, we prove that d(a), d(b) are odd.
Let u and v be two terminals of G, let N(u) = {a, b, c}, N(v) = {a, b, d}, and O =
ua+ ub+ uc+ va+ vb+ vd. Suppose for a contradiction that d(a) is even. Now, suppose
that ac /∈ E(G). Let G′ = G−u−v+ac. It is clear that dG′(a) = dG(a)−1, hence dG′(a)
is odd. Let C ′ be the component of G′ containing the edge ac. Note that C ′ 6≃ K3 because
dC′(a) = dG′(a) is odd. Now, put C = C
′ − âuc, and note that pn(C) ≤ ⌊|V (C ′)|/2⌋,
(if C ′ ≃ K−5 , then we use Proposition 2.8). Note that dC(a) = dC′(a), thus, if DC is a
minimum path decomposition of C, there is a path Pa in DC that has a as an end-vertex.
Note also that C does not contain v. Therefore, P = Pa+av is a path. Put Q = ubvd (see
Figure 16a) and note that DC −Pa+P +Q is a path decomposition of H = C
′− ac+O.
Moreover, the vertices u and v, and the vertices in V (C ′) are isolated in G− E(H), and
pn(H) ≤ pn(C) + 1 ≤ ⌊|V (C ′)|/2⌋ + 1. Therefore, H is a
(
⌊|V (C ′)|/2⌋ + 1
)
-reducing
subgraph of G, a contradiction to Claim 1. Therefore, we can suppose that ac ∈ E(G).
By symmetry, we have ad ∈ E(G).
a
b
c
d
vu
C ′
(a)
a
b
c
d
vu
C ′
(b)
Figure 16: the paths P and Q are illustrated, respectively, in black and red.
Now, let O = ua + ub + uc + va + vb + vd + ac + ad, and let G′ = G − u − v − ad.
It is clear that dG′(a) = dG(a) − 3, hence dG′(a) is odd. Let C
′ be the component of G′
containing the edge ac. In what follows, the proof is similar to the case above. We have
C ′ 6≃ K3 because dC′(a) = dG′(a) is odd. Let C = C
′ − âuc and note that dC(a) is also
odd, and pn(C) ≤ ⌊|V (C ′)|/2⌋. Let DC be a minimum path decomposition of C, and let
Pa ∈ DC be a path that has a as an end-vertex. Again, Pa does not contain v because
v /∈ V (C), hence P = Pa + av is a path. Put Q = ubvdac (see Figure 16b) and note that
DC − Pa + P + Q is a path decomposition of H = (C
′ − ac) + O. Analogously to the
case above, H is a
(
⌊|V (C ′)|/2⌋+1
)
-reducing subgraph of G, a contradiction to Claim 1.
Therefore, we conclude that d(a) is odd.
Now, we can conclude our proof. Let u1, . . . , uk be the terminals of G. Since n ≥ 6,
we have k ≥ 2. By Claim 5, Property 1, and Property 2, we have |N(ui) ∩ N(uj)| = 2
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for every i 6= j. In what follows, the proof is divided into two cases, depending on
whether there are two vertices, say a, b, such that a, b ∈ N(ui) for every i = 1, . . . , k.
First, suppose that such pair of vertices does not exist. Let N(u1) = {x1, x2, x3}. Since
|N(u1)∩N(u2)| = 2, we may suppose, without loss of generality, thatN(u2) = {x1, x2, x4},
where x4 6= x3. Since there are no two vertices contained in N(ui), for every i = 1, . . . , k,
there is a terminal, say u3, such that x1 or x2 is not contained in N(u3). Suppose, without
loss of generality, that x2 /∈ N(u3). Thus, N(u3) = {x1, x3, x4}, because |N(u3)∩N(u1)| =
|N(u3) ∩ N(u2)| = 2. Now, suppose that there is a vertex x5 different from x1, . . . , x4
contained in the neighbor of a terminal vertex, say u. It is not hard to check that
|N(u) ∩N(ui)| < 2 for at least one i ∈ {1, 2, 3}, a contradiction to Property 1.
Now we use an underlying 3-tree G∗ of G. Since u1, . . . , uk are terminals, the set N(ui)
induces a complete graph in G∗, i.e., xixj ∈ E(G
∗) for every i, j ∈ {1, 2, 3, 4}, with i 6= j.
By Fact 4, G+ = G∗ − u1 − · · · − uk is a 3-tree. If G
+ has a vertex different from
x1, x2, x3, x4, then G
+ contains at least 5 vertices, and by Facts 1 and 2, the graph G+
contains two non-adjacent terminals. Thus, G+ contains a terminal u+ which is not in
{x1, x2, x3, x4}, but then u
+ is a terminal of G∗, and, consequently, u+ is a terminal
of G different from u1, . . . , uk, a contradiction. Therefore, G consists only of the vertices
u1, . . . , uk, x1, x2, x3, x4. By Claim 5, u1, . . . , uk have degree 3. Note that x1, x2 ∈ N(u1)∩
N(u2), x3 ∈ N(u1) ∩N(u3), and x4 ∈ N(u2) ∩N(u3). Thus, xj is a common neighbor of
at least two terminals of G, for j = 1, . . . , 4. By Property 3, x1, x2, x3, x4 have odd degree.
Therefore, G is an odd Graph, and by Theorem 1.1, we have pn(G) = n/2. We note that,
by using Property 2, one can prove that G is a graph obtained from K4,4 by removing a
perfect matching.
Now, suppose that there are two vertices, say a, b, such that a, b ∈ N(ui), for every
i = 1, . . . , k. Note that this is also true for the underlying spanning 3-tree G∗ of G, i.e., G∗
is a double centered 3-tree with center in a, b. Thus, by Proposition 3.1, there is a tree T
such that G∗ = T ∨K2, where V (G
∗) = V (T ) + a+ b. Now, if C is a cycle in G∗, then C
must contain either a or b, otherwise V (C) ⊆ V (T ), but T has no cycles. It is clear that
if C is cycle in G, then C is a cycle in G∗, hence C contains a or b. Thus, every cycle of G
must contain a or b, which have odd degree by Property 3. Therefore, by Theorem 1.2,
we have pn(G) = ⌊n/2⌋. This concludes the proof.
The next corollary comes from the fact that every graph with no subdivision of K4 is
a partial 3-tree. In fact, it is not hard to check that graphs with no subdivision of K4 do
not contain any of the forbidden minors for partial 3-trees.
Corollary 3.3. Let G be a connected graph with n vertices and with no subdivision of K4.
Then pn(G) ≤ ⌊n/2⌋ or G is isomorphic to K3.
3.3 Hajo´s’ Conjecture for graphs with treewidth at most 3
Before verifying Conjecture 2 for graphs with treewidth at most 3, we give an analogous
definition of reducing subgraph for dealing with Conjecture 2. Let G be an Eulerian
graph, and let H be an Eulerian subgraph of G. Given a positive integer r, we say that H
is an r-cycle reducing subgraph of G if G − E(H) has at least 2r isolated vertices and
cn(H) ≤ r. If H is an 1-cycle reducing subgraph, we say that H is a reducing cycle of G,
and we say that H is a cycle reducing subgraph if H is an r-cycle reducing subgraph for
20
some positive integer r. We say a graph G with n non-isolated vertices is a Hajo´s graph if
cn(G) ≤ ⌊(n− 1)/2⌋. The following lemma holds, and its proof is analogous to the proof
of Lemma 2.1.
Lemma 3.4. Let G be an Eulerian graph and H ⊂ G be a cycle reducing subgraph of G
such that H 6= G. If G−E(H) is a Hajo´s graph, then G is a Hajo´s graph.
Note that the statement of Lemma 3.4 does not require G to be connected. In fact, it
is easy to check that if a graph G is a vertex-disjoint union of two Hajo´s graphs, then G
is also a Hajo´s graph.
Theorem 3.5. Let G be a connected Eulerian partial 3-trees with n vertices. Then
cn(G) ≤ ⌊(n− 1)/2⌋.
Proof. Suppose, for a contradiction, that the statement does not hold, and let G be a
counter-example that minimizes n. The statement holds trivially if n = 3 or n = 4. Thus,
we may assume that n ≥ 5. We claim that G is 2-connected. Indeed, suppose that G
contains a cut-vertex v, and let B1, . . . , Bk be the 2-connected components of G. It is easy
to see that |V (G)| =
(∑k
i=1 |V (Bi)|
)
−k+1, i.e., |V (G)|−1 =
(∑k
i=1 |V (Bi)|
)
−k. Since
G is minimal, cn(Bi) ≤ ⌊(|V (Bi)| − 1)/2⌋, for i = 1, . . . , k. Let Di be a minimum cycle
decomposition of Bi. Thus, D = ∪
k
i=1Di is a cycle decomposition of G of size at most
k∑
i=1
⌊
|V (Bi)| − 1
2
⌋
≤
⌊
k∑
i=1
|V (Bi)| − 1
2
⌋
=
⌊
1
2
((
k∑
i=1
|V (Bi)|
)
− k
)⌋
=
⌊
|V (G)| − 1
2
⌋
.
Therefore, we may assume that G is 2-connected. Since n ≥ 5, G contains at least
two terminals, say u and v, and since G is Eulerian, d(u) = d(v) = 2. Since G is 2-
connected, there is a cycle C in G containing u and v. The vertices u and v are isolated
in G′ = G − E(C), hence either G = C or C is a reducing cycle. Since G is a minimal
counter example, G′ is a Hajo´s graph, hence by Lemma 3.4, G is a Hajo´s graph.
Corollary 3.6. Let G be a connected Eulerian graph with n vertices and with no subdi-
vision of K4. Then cn(G) ≤ ⌊n− 1/2⌋.
4 Graphs with maximum degree 4
In this section, we verify Conjectures 1 and 2 for graphs with maximum degree at most 4.
Although this case was already verified [3, 14] for both conjectures, the proofs presented
here exemplifies the application of reducing subgraphs.
4.1 Gallai’s Conjecture for graphs with maximum degree 4
Theorem 4.1. Let G be a connected graph with n vertices. If G has maximum degree 4,
then pn(G) ≤ ⌊n/2⌋ or G is isomorphic to K3, K5 or to K
−
5 .
Proof. Suppose, for a contradiction, that the statement does not hold, and let G be a
counter-example that minimizes n. It is easy to check that the statement is true for
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graphs with at most five vertices. Thus, we may suppose n ≥ 6. The following claims
follow analogously to the the proof of Theorem 3.2, therefore we omit their proofs.
Claim 1. G contains no reducing subgraph.
Claim 2. G contains no useful cut-edge.
By Corollary 3.3, we may suppose that G contains a subdivision of K4. Thus, let H
be a subdivision of K4 in G with a minimum number of edges, and let x1, x2, x3, x4 be
the vertices of degree 3 in H . From now on, for each i, j ∈ {1, 2, 3, 4} with i 6= j, let Pi,j
be the path in H joining xi to xj, where for {i, j} 6= {i
′, j′}, the paths Pi,j and Pi′,j′
have no internal vertex in common. Let S be the set of edges in G − E(H) incident to
x1, x2, x3, x4. Since G has maximum degree 4, there is at most one edge in S incident to
xi, for i = 1, 2, 3, 4. For each i ∈ {1, 2, 3, 4}, if there is an edge ei in S incident to xi, then
let ei = xizi, and put Z = {zi : xizi ∈ S}.
Claim 3. |Z ∩ V (H)| ≤ 1, and if Z ∩ V (H) = {zi}, then zi 6= zj for every j ∈ {1, 2, 3, 4}
with i 6= j.
Proof. Suppose that z1 ∈ V (H). If z1 ∈ V (P1,j) for any j ∈ {2, 3, 4}, then H + x1z1 −
P1,j(x1, z1) is a subdivision of K4 with less edges than H . Thus, we can suppose, without
loss of generality, that z1 ∈ V (P2,3). If P1,j has length at least 2, then H + x1z1 − P1,j
is a subdivision of K4 with less edges than H . Therefore, P1,j = x1xj , for i = 2, 3, 4.
Analogously, if zi ∈ V (H), then Pi,j = xixj for j ∈ {1, 2, 3, 4} − i. Since z1 ∈ P2,3, the
length of P2,3 is at least 2, hence z2, z3 /∈ V (H). Therefore |Z ∩V (H)| ≤ 2. Now, suppose
z4 ∈ V (H). We have z4 /∈ V (P4,j) for j = 1, 2, 3. Since P1,j has length 1 for j = 2, 3, 4,
we have z4 /∈ V (P1,j). Therefore, z4 ∈ V (P2,3), hence H + x1z1 + x4z4 − x2 contains a
subdivision of K4 with less edges than H . Therefore z4 /∈ V (H) and |Z ∩ V (H)| ≤ 1.
In what follows we divide the proof on whether |Z ∩ V (H)| = 0 or |Z ∩ V (H)| = 1.
(i) |Z ∩ V (H)| = 0. First, suppose that dS(zi) = 4 for some i. Thus, we have z1 = z2 =
z3 = z4. We claim that Pi,j has length at most 1, for every i, j ∈ {1, 2, 3, 4} with i 6= j.
Indeed, suppose, without loss of generality, that P1,2 has length at least 2. We have∑4
j=2 |E(P1,j)| ≥ 4. Thus, H + S − x1 contains a subdivision of K4 in G with at most
|E(H)| − 1 edges, a contradiction to the minimality of H . Therefore G is isomorphic
to K5, and the result follows. Now, suppose dS(zi) ≤ 2 and, without loss of generality,
suppose that z1 6= z4 and z2 6= z3. Let Q
′
1,4 = z1x1 + P1,2 + P2,3 + P3,4 + x4z4 and
Q′2,3 = z2x2 + P2,4 + P4,1 + P1,3 + x3z3 (we may ignore the edges xizi if xizi /∈ S, see
Figure 17a). Clearly, DH+S = {Q
′
1,4, Q
′
2,3} is a path decomposition of H + S, and the
vertices x1, x2, x3, x4 are isolated in G
′ = G − E(H) − S. Thus, H + S is a 2-reducing
subgraph of G, a contradiction to Claim 1.
Thus, assume that dS(zi) = 3 for some i. We may suppose, without loss of generality,
that z1 = z2 = z3. Note that H
′ = H+x1z1+x2z2+x3z3 is a subdivision of K
−
5 , where z1
and x4 are its vertices of degree 3. By Corollary 2.9, If H
′ is a proper subdivision of K−5 ,
then pn(H ′) = 2. Thus, there exist two paths P ′ and Q′ such that H ′ = P ′+Q′. Since x4
has degree 3 in H ′, one between P ′ and Q′, say P ′, has x4 as an end-vertex. If x4z4 ∈ S,
then put P = P ′ + x4z4. Thus, {P,Q
′} is a decomposition of H + S into two paths, and
the vertices x1, x2, x3, x4 are isolated vertices of G
′ = G − E(H) − S. Thus, H + S is a
2-reducing subgraph of G, a contradiction to Claim 1.
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Figure 17: illustrations of the case |Z ∩ V (H)| = 0.
Now, suppose H ′ is isomorphic to K−5 . If G = H
′, then the statement holds. Thus,
we can suppose G′ = G−E(H ′) is not empty. Moreover, dG′(z1) + dG′(x4) ≥ 1. Suppose,
without loss of generality, that dG′(z1) = 1, and let z
′ be the neighbor of z1 in G
′. Suppose
that there is no path in G′ joining z1 and x4, then z1z
′ is a cut-edge, and by Claim 2, we
have d(z′) = 1. If G = H ′ + z1z
′, then {z′z1x3x2x4x1, z1x2x1x3x4, x1z1} (see Figure 17b)
is a decomposition of G with size 3 = n/2. Thus, we may suppose that the vertex x4 has
a neighbor x′ in G′. Analogously to the case above d(x′) = 1 and, therefore, any path
joining x′ to z′ is a reducing path, a contradiction to Claim 1.
Thus, we may suppose that there is a path in G′ joining z1 to x4 and let P
′ be the
shortest path in G′ with this property. If P ′ has length 1, then G is isomorphic to K5, and
the result follows. Thus, let z′ be an internal vertex of P ′ and let S ′ be edges incident to z′
in G−E(H ′)−E(P ′). Put H ′′ = H ′+P ′+S ′. Note that the edges in S ′ are not incident
to vertices of H ′, because dH′+P ′(v) = 4 for every v ∈ V (H
′). Also, by the minimality
of P ′, the edges in S ′ are not incident to other vertices of P ′. Suppose S ′ = {z′y1, z
′y2}
and note that {y1z
′ + P ′(z′, x4) + x4x3x2x1, y2z
′ + P ′(z′, z1) + z1x3x1x4, x1z1x2x4} is a
path decomposition of H ′′ (we may ignore the edges z′y1, z
′y2 if z
′y1, z
′y2 /∈ E(G), see
Figure 17c). Now, note that z′ and every vertex of H ′ is isolated in G − E(H ′′). Thus
G−E(H ′′) has at least 6 isolated vertices. Therefore, H ′′ is a 3-reducing subgraph of G,
a contradiction to Claim 1. This finishes the proof of case (i).
(ii) |Z∩V (H)| = 1. Put G′ = G−E(H)−S. Suppose, without loss of generality, that z1 ∈
Z ∩ V (P2,3). As seen above, z1 6= z2, z3, z4. First, suppose dS(zi) ≤ 2. By symmetry, we
can suppose z2 6= z4. Let Q
′
2,4 = z2x2+P2,3+x3x1x4z4 and Q
′
1,3 = z1x1x2+P2,4+P4,3+x3z3
(we may ignore the edges xizi if xizi /∈ S, see Figure 18a). Clearly, DH+S = {Q
′
2,4, Q
′
1,3}
is a path decomposition of H +S and the vertices x1, x2, x3, x4 are isolated vertices of G
′.
Thus, H + S is a 2-reducing subgraph of G, a contradiction to Claim 1.
Now, suppose dS(zi) = 3 for some i ∈ {2, 3, 4}, i.e., z2 = z3 = z4. If Pi,4 has length
at least 2 for any i ∈ {1, 2, 3}, then H + S − x4 contains a subdivision of K4 with less
than |E(H)| edges. Consider the paths Q′1 = z1x1x2x4x3z4 and Q
′
2 = z4x2+P2,3+x3x1x4
(see Figure 18b). If z1z4 ∈ E(G), then {Q
′
1, Q
′
2, z1z4x4} decompose H
′ = H + S + z1z4
and z1, z4, x1, x2, x3, x4 are isolated in G−H
′, hence H ′ is a 3-reducing subgraph of G, a
contradiction to Claim 1. Thus, we may suppose that z1z4 /∈ E(G). If there is an edge
z1z
′ in G′ incident to z1, then put Q1 = Q
′
1 + z1z
′, otherwise, put Q1 = Q
′
1. Now, note
that x1, x2, x3, z1 are isolated vertices in G−E(Q1)−E(Q
′
2), hence Q1+Q
′
2 is a 2-reducing
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subgraph of G, a contradiction to Claim 1.
x1
x2
x3
x4
z1
z2
z3
z4
(a)
x1
x2
x3
x4z4
z1
(b)
Figure 18: illustrations of the case |Z ∩ V (H)| = 1.
4.2 Hajo´s Conjecture for graphs with maximum degree 4
In this section we present a new proof for the result given by Granville and Moisiadis [14],
which verifies Conjecture 2 for graphs with maximum degree 4. For the base cases in our
proof we use the following result of Jackson [15].
Theorem 4.2 (Jackson, 1980). Every 2-connected k-regular graph with at most 3k vertices
is Hamiltonian.
The following lemma is useful to obtain cycle decompositions from closed trails in a
graph with maximum degree 4.
Lemma 4.3. Let G be a graph composed of two paths P1 and P2 that share the same
end-vertices x and y, and let S = V (P1) ∩ V (P2)− x− y. Then cn(G) ≤ |S|+ 1.
Proof. Let G, P1, P2, x, y and S be as in the statement. The proof follows by induction
on s = |S|. If s = 0, then G is a cycle, and the statement holds. Thus, suppose s > 0 and
suppose that the statement holds for s′ < s. Let y′ be the vertex of V (P1)∩V (P2)−x−y
that minimizes the length of P1(y
′, y). Put P ′1 = P1(x, y
′) and P ′2 = P2(x, y
′). Clearly
|V (P ′1) ∩ V (P
′
2) − x − y
′| = s′ ≤ s − 1. By the induction hypothesis, P ′1 ∪ P
′
2 admits a
decomposition D′ into at most s′ + 1 ≤ s cycles. Note that P1(y
′, y) contains no vertex
of P2, thus, C = P1(y
′, y)∪ P2(y
′, y) is a cycle, and D+C is a decomposition of G of size
at most s+ 1.
Theorem 4.4. If G is an Eulerian graph with n non-isolated vertices and maximum
degree 4, then cn(G) ≤ ⌊(n− 1)/2⌋.
Proof. Suppose, for a contradiction, that the statement does not hold, and let G be a
counter-example that minimizes n. Analogously to the proof of Theorem 3.5, we can prove
that G is 2-connected. Moreover, G contains at most one vertex of degree 2, otherwise G
contains a reducing cycle. Thus, G contains at least one vertex of degree 4, hence n ≥ 5.
Now, suppose that n ≤ 8. We claim that G contains a Hamiltonian cycle. If G contains a
vertex v of degree 2, then let x, y be the neighbors of v, and we replace v by a copy of K−5
in which the each vertex of degree 3 is joined to one between x and y. The graph G′
obtained is 4-regular and contains n+4 vertices. If G does not contain a vertex of degree
2, then we put G′ = G. Since n ≤ 8, G′ has at most 12 vertices, and by Theorem 4.2, G′
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contains a Hamiltonian cycle C ′. It is not hard do check that we can obtain from C ′ a
Hamiltonian cycle C of G. Now, if n = 5, then G must be a copy of K5 and cn(G) = 2.
Suppose that n = 6. If G − E(C) is a cycle, then cn(G) = 2. If G − E(C) consists of
copies of C3, then G is the graph obtained from K6 by removing a perfect matching. It is
not hard to check that, in this case, G can be decomposed into two Hamiltonian cycles.
Therefore, we may suppose n ≥ 7, then G−E(C) is a 2-regular graph and consists of two
vertex-disjoint cycles, hence cn(G) ≤ 3, and the statement holds.
Thus, from now on, we suppose that n ≥ 9. By Corollary 3.6, we may suppose
that G contains a subdivision of K4, say H . Let x1, x2, x3, x4 be the vertices of H with
degree 3. From now on, for each i, j ∈ {1, 2, 3, 4} with i 6= j, let Pi,j be the path in H
joining xi to xj , where for {i, j} 6= {i
′, j′}, the paths Pi,j and Pi′,j′ have no internal vertex in
common. Let G′ be the graph obtained from G−E(H) by adding a new vertex v adjacent
to x1, x2, x3, x4. Clearly, G
′ is an Eulerian graph, hence admits a cycle decomposition D′.
Let C ′1, C
′
2 ∈ D
′ be cycles containing v. Suppose, without loss of generality, that C ′1
contains x1, x2 and C
′
2 contains x3, x4. Let Q1 = C
′
1 − v and Q2 = C
′
2 − v, and put
H∗ = H + Q1 + Q2. The graph H
∗ is an Eulerian graph and x1, x2, x3, x4 are isolated
vertices in G∗ = G − E(H∗). We claim that H∗ is a cycle reducing subgraph of G. For
each k = 1, 2 and i, j ∈ {1, 2, 3, 4} with i 6= j, let Ski,j be the set of internal vertices of Pi,j
in V (Qk), and put s
k
i,j = |S
k
i,j|. Furthermore, put Σ =
∑
k=1,2,i,j∈{1,2,3,4}i 6=j s
k
i,j. In what
follows, we give six decompositions of H∗ into circuits. On each of these decompositions,
we use Lemma 4.3, to obtain a decomposition of H∗ into cycles. Let D1 =
{
Q1 + P1,4 +
P4,3+P3,2, Q2+P3,1+P1,2+P2,4
}
(see Figure 19a). By Lemma 4.3, Q1+P1,4+P4,3+P3,2
admits a decomposition into s11,4+ s
1
4,3+ s
1
3,2+1 cycles, and Q2+P3,1+P1,2+P2,4 admits
a decomposition into s23,1 + s
2
1,2 + s
2
2,4 + 1 cycles, hence H
∗ admits a decomposition into
r1 = 2 + s
1
1,4 + s
1
4,3 + s
1
3,2 + s
2
3,1 + s
2
1,2 + s
2
2,4 cycles. Analogously, with D2 =
{
Q1 +
P1,3 + P3,4 + P4,2, Q2 + P3,2 + P2,1 + P1,4
}
(see Figure 19b), we obtain a decomposition
of H∗ into r2 = 2 + s
1
1,3 + s
1
3,4 + s
1
4,2 + s
2
3,2 + s
2
2,1 + s
2
1,4 cycles. Similarly, with D3 ={
Q1+P1,2, Q2+P3,2+P2,4, P1,3+P3,4+P4,1
}
(see Figure 19c), we obtain a decomposition
of H∗ into r3 = 3 + s
1
1,2 + s
2
3,2 + s
2
2,4 cycles (note that P1,3 + P3,4 + P4,1 is a cycle).
Analogously, with D4 =
{
Q1+P1,2, Q2+P3,1+P1,4, P2,3+P3,4+P4,2
}
(see Figure 19d), we
obtain a decomposition of H∗ into r4 = 3+s
1
1,2+s
2
3,1+s
2
1,4 cycles; with D5 =
{
Q1+P1,3+
P3,2, Q2 + P3,4, P1,4 + P4,2 + P2,1
}
(see Figure 19e), we obtain a decomposition of H∗ into
r5 = 3+s
1
1,3+s
1
3,2+s
2
3,4 cycles; and with D6 =
{
Q1+P1,4+P4,2, Q2+P3,4, P1,3+P3,2+P2,1
}
(see Figure 19f), we obtain a decomposition of H∗ into r6 = 3 + s
1
1,4 + s
1
4,2 + s
2
3,4 cycles.
Finally, it is not hard to check that
∑6
i=1 ri = 16+2Σ. Note that, G
∗ has at least 4+Σ
isolated vertices, hence n ≥ 4 + Σ. Since n ≥ 9, we have n − 1 ≥ max{3 + Σ, 8}. First,
suppose that H∗ = G. If ri ≤ ⌊(n− 1)/2⌋ for any i ∈ {1, 2, 3, 4, 5, 6}, then the statement
holds. Thus, suppose, for a contradiction, that ri ≥ ⌊(n−1)/2⌋+1 ≥ ⌊max{3+Σ, 8}/2⌋+1
for every i = 1, 2, 3, 4, 5, 6. Therefore,
16 + 2Σ =
6∑
i=1
ri ≥ 6
(
⌊max{3 + Σ, 8}/2⌋+ 1
)
≥ 6
(
max{(2 + Σ)/2, 4}+ 1
)
= max{6 + 3Σ, 24}+ 6
= max{12 + 3Σ, 30}.
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Figure 19: Figures (a)–(f) show the six decompositionsD1,D2,D3,D4,D5,D6 ofH
∗; Figure (g)
shows the case where s13,4 = 1 and s
k
i,j = 0 for (k, i, j) 6= (1, 3, 4).
Therefore, we have Σ ≤ 4 and Σ ≥ 7, a contradiction. Therefore, if H∗ = G, ri ≤
⌊(n− 1)/2⌋ for some i ∈ {1, 2, 3, 4, 5, 6}, which implies that G is a Hajo´s graph.
Thus, we may assume that H∗ 6= G. If ri ≤ ⌊(4 + Σ)/2⌋ for any i ∈ {1, 2, 3, 4, 5, 6},
then H∗ is a proper cycle reducing subgraph of G. Thus, suppose, for a contradiction,
that ri ≥ ⌊(4 + Σ)/2⌋ + 1 for every i = 1, 2, 3, 4, 5, 6. Therefore, 16 + 2Σ =
∑6
i=1 ri ≥
6 (⌊(4 + Σ)/2⌋ + 1) = 18 + 6⌊Σ/2⌋ ≥ 18 + 6
(
Σ−1
2
)
which implies that Σ ≤ 1. Now, if
Σ = 0 or one in {s11,4, s
1
2,3, s
1
1,2, s
2
4,2, s
2
3,1, s
2
4,3} is at least 1, then D2 is a cycle decomposition
of H∗ of size 2. If one in {s11,3, s
1
2,4, s
2
4,1, s
2
3,2} is at least 1, then D1 is a cycle decomposition
of H∗ of size 2. Thus, s13,4 = 1 or s
2
1,2 = 1. Suppose, without loss of generality, that
s13,4 = 1 and S
1
3,4 = {v}, and let R1 = Q1(x1, v) and R2 = Q1(v, x2). Let ti be the
number of internal vertices of Ri in Ri ∩ Q2, for i = 1, 2. Suppose, without loss of
generality, that t1 ≤ t2. Note that G − E(H
∗) has at least 5 + t1 + t2 ≥ 5 + 2t1 isolated
vertices. Moreover, R2+P3,4(v, x4)+P4,1+P1,3+P3,2 is a cycle in G, and by Lemma 4.3,
R1+P3,4(v, x3) +Q2+P4,2+P2,1 (see Figure 19g) can be decomposed into at most 1+ t1
cycles. Thus, H∗ can be decomposed into 2 + t1 ≤ ⌊(5 + 2t1)/2⌋ cycles. Therefore, H
∗ is
a (2 + t1)-cycle reducing subgraph of G. By the minimality of G, G− E(H
∗) is a Hajo´s
graph, and Since H∗ 6= G, by Lemma 3.4, G is a Hajo´s graph.
5 Concluding remarks
Conjectures 1 and 2 are important problems that have attracted the attention of many
researchers. Although they have been verified for many classes of graphs, there still is
space for new ideas and techniques. We believe we can extended the technique presented
here to be to deal with these conjectures for other classes of graphs, for example, graphs
with treewidth at most 4.
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