Higher brain function relies upon the ability to flexibly integrate information across specialized communities of macroscopic brain regions, but it is unclear how this mechanism manifests over time. Here we characterized patterns of time---resolved functional connectivity using resting state and task fMRI data from a large cohort of unrelated subjects. Our results demonstrate that dynamic fluctuations in network structure during the resting state reflect transitions between states of integrated and segregated network topology. These patterns were altered during task performance, demonstrating a higher level of network integration that tracked with the complexity of the task and correlated with effective behavioral performance. Replication analyses demonstrated that the results were reproducible across sessions, sample populations and datasets.
Introduction
A fundamental characteristic of higher brain function is the ability to flexibly integrate communication between a range of specialized sub---networks (1, 2) . To achieve this dynamic equilibrium, it has been hypothesized that the human brain strikes a metastable balance between the local segregation of function and the global integration of information (3---6 ). An emerging picture from this recent work suggests that a relatively fixed structural scaffold gives rise to a highly dynamic functional landscape (1,7---9) , in which the emergence of momentary neural coalitions forms the basis for complex cognitive functions (10) , learning (11) and consciousness (12) . Functional neuroimaging studies have confirmed that global brain patterns transition between states of high and low connectivity strength over time (13) and that these fluctuations are related to distinct patterns of network topology (9) . Despite these findings, the manner by which these fluctuations in neural organization evolve over time, both during rest and as a function of cognitive states, remains poorly understood.
In this study, we capitalize on recent advancements in high---speed fMRI acquisition by analyzing sub---second resolution resting state and task data using a recently---described metric for time---resolved connectivity analysis (14) . Our examination of the evolution of network structure over the course of seconds to minutes demonstrates that the human brain traverses a network state space that fluctuates between topological configurations that emphasize either segregation or integration. We then show that the balance between these states is altered as a function of task complexity and further, that the extent of task---based reconfiguration of network architecture selectively correlates with measures of task performance.
Results

Dynamic Fluctuations in Network Cartography
To characterize time---resolved network topology, we computed region × region time---resolved functional connectivity matrices using the Multiplication of Temporal Derivatives (MTD) (14) within a sliding temporal window of 10 seconds (Materials and Methods; Figure  S1 ) from a cohort of 92 unrelated subjects obtained from the Human Connectome Project (HCP) (15) . We then performed community detection within each window, which enabled the estimation of the within---(WT) and between---module (BT) connectivity for each region (Materials and Methods; Figure  1d ) (16---18) . While previous studies have successfully partitioned complex biological networks using pre---defined cartographic boundaries (16, 19) ,
we hypothesized that the brain should exhibit metastable dynamics, and hence, should fluctuate between cartographic extremes that were characterized by either segregation (i.e. the extent to which the brain is comprised of tight---knit communities of regions) or integration (i.e. the extent to which the modular architecture of the brain is reorganized to allow links between otherwise disparate regions), which might otherwise be obscured by reduction into cartographic classes.
Cartographic Profiling
To test this hypothesis, we created a novel analysis technique to assess the temporal classification into two states without requiring the classification of each node into a pre---defined cartographic class (16) . For each temporal window, we computed a joint histogram of within---and between---module connectivity measures, which we refer to here as a "cartographic profile". K---means clustering of these full profiles across time (k = 2, although the results were stable for k > 2; Using graph theory, complex network architectures can be summarized using global topological statistics that reflect their underlying organizational structure {Sporns:2013bw}. For instance, the 'modularity' of a network describes the degree to which the connections within a network cohere into tightly connected communities, and as such, can be used as an index of the relative segregation of a network. In contrast, the global efficiency, which tracks the extent to which two distinct nodes within a network can 'communicate' via intermediate regions, can be taken to reflect the extent of integration within a network. Using these two measures, we were able to show that the two temporal states identified using dynamic cartography were associated with distinct topological signatures: as predicted, temporal windows associated with the segregated state had significantly elevated modularity (QS = 0.55 ± 0.1 vs. QI = 0.42 ± 0.2; p < 0.001; 
Task---based Alterations in Cartographic Profile
A direct prediction from our findings from the time---resolved resting analysis was that the balance between network integration and segregation within the brain should track ongoing cognitive function over time. We tested this hypothesis using data from two tasks from the HCP (20) in the discovery cohort of 92 subjects: a simple Motor task and a more cognitively---challenging visual N---back task. We observed a distinct alteration in the cartographic profile during the performance of both tasks when compared to the resting state (Figure 2a Across the cohort of 92 subjects, we observed significant relationships between the cartographic profile and behavioral performance on the N---back task.
Specifically, accurate performance on the task was positively correlated with a shift towards integration and inversely correlated with a shift towards segregation ( Figure  3a) . The mean reaction time on the N---back task also showed a significant relationship with the cartographic profile, such that the extent of integration predicted faster responses across the group (Figure 3b ), suggesting that a more integrated state allowed both faster and more accurate responses to the N---back task. There were no performance measures directly associated with the Motor task, which precluded interrogation of behavioral effects in this task.
Importantly, neither cartographic profile showed any significant correlations with three measures irrelevant to these tasks (olfaction, audition and positive affect), suggesting that the behavioral relationships with the cartographic profile were specific to task performance. In addition, both tasks showed task---related 
Reproducibility
To test the reproducibility of our results, we performed three separate replication analyses: i) on a second resting state session (with identical imaging parameters) from the same cohort of 92 unrelated subjects; ii) on a different cohort of 92 unrelated subjects (with identical imaging parameters) from the HCP consortium; and iii) on 152 subjects from a separate dataset acquired at a different scanning site, acquired using high---resolution functional data from the NKI Rockland dataset (19) . In each case, we replicated the analyses described above on each subject and then summarized each outcome measure of interest at the group level (only resting data were available for the NKI dataset). We then 
Discussion
In this study, we mapped the spatiotemporal dynamics of complex network structure in the human brain, revealing a dynamical system that fluctuates between segregated and integrated network topology ( Figure 1 ). The cartographic profile of the resting brain was modulated by the performance of both a simple motor and more cognitively---demanding N---back task, both of which caused a targeted reorganization of network architecture into an integrated neuronal assembly that varied as a function of task complexity ( Figure   2 ). Importantly, the extent to which the brain was reconfigured as a function of Although the functional implications of our analyses require further confirmation, one potential hypothesis is that the topological fluctuations identified in our study reflect ongoing activity within the so---called 'dynamic core' of the brain (26, 27) . There is already strong empirical support for these concepts in the neuroscience literature (6), predominantly from global workspace theories of consciousness in which the widespread 'distribution' of information is proposed to mediate conscious experience (2). Indeed, given the known importance of whole---brain integration for the execution of complex behavior (28) , the cartographic profile within each window represents an attractive candidate for tracking the activity within the global workspace over time. Thus, these results suggest that it is necessary to move beyond purely structural descriptions of the connectome, and towards detailed knowledge of time---varying spatiotemporal patterns of neural activity that unfold within the structural scaffold of the brain.
Materials and Methods
Data acquisition
For the primary discovery analysis, minimally preprocessed resting fMRI data were acquired from 100 unrelated participants from the Human Connectome Project (mean age 29.5 years, 55% female) (30) . For each participant, 14 minutes 30 seconds of resting state data were acquired using multiband gradient---echo echoplanar imaging. The following parameters were used for data acquisition: isotropic voxels with 72 slices, alternated LR/RL phase encoding.
In addition to the discovery analysis, we also performed an extensive series of replication analyses including: i) data from the same participants using resting state data acquired during a second rest scan during the same scanning session;
ii) an independent cohort of 100 unrelated participants from the HCP dataset using identical acquisition parameters at the same scanning site; and iii) an out---of---sample replication using data collected from the NKI Rockland sample (TR = 650msec; voxel---size 3mm 3 ) as part of the 1000 Functional Connectomes Project (31) .
Data pre---processing
Bias field correction and motion correction (12 linear DOF using FSL's FLIRT)
were applied to the HCP resting state data as part of the minimal preprocessing pipeline (30) . The first 100 time points were discarded from the data due to the presence of an evoked auditory signal associated with noise in the scanner.
Resting state data acquired from the NKI Rockland sample were realigned to correct for head motion and then each participants' functional scans were registered to both their T1---weighted structural image and then to the MNI152 atlas using boundary based registration (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/) and Advanced Normalization Tools software (32) . After co---registration, data were manually inspected and of the 173 original participants, 11 [6.3%] scans were discarded due insufficient coverage of orbitofrontal cortex, temporopolar cortex and/or cerebellum.
Temporal artifacts were identified in each dataset by calculating framewise displacement (FD) from the derivatives of the six rigid---body realignment parameters estimated during standard volume realignment (33) , as well as the root mean square change in BOLD signal from volume to volume (DVARS).
Frames associated with FD > 0.5mm or DVARS > 5% were identified, and participants with greater than 20% of the resting time points exceeding these values were excluded from further analysis (HCP group 1: 8/100; HCP group 2:
8/100; NKI group: 10/162). Due to concerns associated with the alteration of the temporal structure of the images, the data used in the main analysis were not 'scrubbed' (33), however we did explicitly compare the results of our experiment with scrubbed data (missing values were corrected using interpolation) and found strong correspondence between the outcome measures of the two studies (see Validation). Following artifact detection, nuisance covariates associated with the 12 linear head movement parameters (and their temporal derivatives), FD, DVARS, and anatomical masks from the cerebral spinal fluid and deep cerebral white matter were regressed from the data using the CompCor strategy (34) .
Finally, in keeping with previous time---resolved connectivity experiments (11), a temporal band pass filter (0.071 < f < 0.125 Hz) was applied to the data (see
Validation).
Brain parcellation
Following pre---processing, the mean time series was extracted from 375 pre---defined regions---of---interest (ROI). To ensure whole---brain coverage, we extracted:
333 cortical parcels (161 and 162 regions from the left and right hemispheres, respectively) using the Gordon atlas (35), 14 subcortical regions from Harvard---Oxford subcortical atlas (http://fsl.fmrib.ox.ac.uk/), and 28 cerebellar regions from the SUIT atlas (36) for each participant in the study.
Multiplication of temporal derivatives
To estimate functional connectivity between the 375 ROIs, we used a recently . 
Vector autoregressive null model
For each time---resolved outcome measure derived in the above analyses, results
were directly compared to data simulated using a series of stationary, multi---dimensional vector autoregressive (VAR) models, which were used to generate surrogate regional time series satisfying the null hypothesis of a linearly correlated, stationary, multivariate stochastic process ( Figure S1 ). In keeping with Zalesky et al. (13) , VAR model order was set at 11, appropriately mimicking the expected temporal signature of the BOLD response in 0.72s TR data. The mean covariance matrix across all 92 subjects from the discovery group was used to generate 2500 independent null data sets, which allows for the appropriate estimation of the tails of non---parametric distributions (37). These time series were then filtered in a similar fashion to the BOLD data. For each analysis, the maximum statistic was concatenated for each independent simulation and then used to populate a null distribution, against which each outcome measure was compared. Null hypotheses were rejected if the observed test statistic was greater than or less than 2.5% of the most extreme values generated by the 2500 VAR trials. Importantly, by comparing each time---resolved outcome measure with the results from the VAR simulations, we could effectively determine whether or not the time---resolved measures allowed for the rejection of the null hypothesis of temporal stationary ( Figure  S1 ).
Time---resolved community structure
The Louvain modularity algorithm from the Brain Connectivity Toolbox (BCT; (38) was used in combination with the MTD to estimate both time---averaged and time---resolved community structure. The Louvain algorithm iteratively maximizes the modularity statistic, Q, for different community assignments until the maximum possible score of Q has been obtained (see Equation 2 ). The modularity estimate for a given network is therefore a quantification of the extent to which the network may be subdivided into communities with stronger within---module than between---module connections.
Equation 2 - Louvain modularity algorithm, where v is the total weight of the network (sum of all negative and positive connections), wij is the weighted and signed connection between regions i and j, eij is the strength of a connection divided by the total weight of the network, and δMiMj is set to 1 when regions are in the same community and 0 otherwise. '+' and '-' superscripts denote all positive and negative connections, respectively.
For each temporal window, the community assignment for each region was assessed 500 times and a consensus partition was identified using a fine---tuning algorithm from the Brain Connectivity Toolbox (BCT, http://www.brain---connectivity---toolbox.net/). This then afforded an estimate of both the time---resolved modularity (QT) and cluster assignment (CiT) within each temporal window for each participant in the study. All graph theoretical measures were calculated on weighted and signed connectivity matrices, such that no arbitrary thresholding was required (38) .
Based on time---resolved community assignments, we estimated within---module connectivity by calculating the time---resolved module---degree Z---score (WT; within module strength) for each region in our analysis (Equation 3) (16). 
Time---resolved hub structure
The participation coefficient, BT, quantifies the extent to which a region connects across all modules (i.e. between---module strength) and has previously been used to characterize hubs within brain networks (e.g. see (39) ). The BT for each region was calculated within each temporal window using Equation 4 . 
Cartographic profiling
To track fluctuations in cartography over time, we created a novel analysis technique that did not require the labeling of each node into a pre---defined cartographic class (16) . For each temporal window, we computed a joint histogram of within---and between---module connectivity measures, which we refer to here as a "cartographic profile". Code for this analysis is freely available at https://github.com/macshine/integration/. To test whether the cartographic profile of the resting brain fluctuated over time between two topological extremes, we performed clustering of temporal windows without the use of cartographic class labels. To do so, we classified the joint histogram of each temporal window (which is naïve to cartographic boundaries) over time using a k---means clustering analysis (k = 2). As a result of this analysis, each window was assigned to one of two clusters. K---means was repeated with 500 random restarts To explicitly test whether the resting brain fluctuated more frequently than a stationary null model, we calculated the absolute value of the window---to---window difference in the mean BT score for each iteration of the VAR null model.
We then calculated the 95 th percentile of this distribution and used this value to determine whether the resting state data fluctuated more frequently than the null model. In the discovery cohort, 16.1 ± 1.1% of temporal windows were associated with deviations ≥ 95 th percentile of the VAR null model (i.e. greater than the predicted 5%), suggesting that the resting state was associated with significant dynamic fluctuations in topology. Importantly, the significant fluctuations along the BT axis remained after correcting for ongoing changes in the number of modules per temporal window.
To estimate patterns of topology associated with each state, the original 3D connectivity matrix containing MTD values was then reorganized into those windows associated with the two states. The modularity of each window was then calculated using the Louvain algorithm (Equation 2) and the resultant values were then compared statistically using an independent samples t---test (given the higher frequency of the integrated state, a random sub---sample of these windows were selected to match the frequency of the segregated state).
Importantly, the two states were matched on graph density. 
Task---based alterations in the cartographic profile
To assess task---based functional connectivity, preprocessed data from the original 92 unrelated subjects from the discovery cohort were collected while these subjects performed two different tasks in the fMRI (20) These data were then subjected to a cartographic profiling analysis in a similar fashion to the resting state data.
To compare the patterns of time---resolved connectivity across the two tasks to those observed during rest, we tested whether any regions within the 2---dimensional cartographic profile were significantly modulated by task by running a mixed---effects General Linear Model analysis at the individual level, fitting the group---averaged joint histogram to regressors tracking task and rest blocks in both the Motor and the N---back task, separately. We then compared the two tasks and the resting state data statistically using separate two---sided, one---sample t---tests across subjects (FDR q < 0.05). Finally, we estimated the relationship between task performance and modularity (Q) and efficiency (E) by calculating each topological measure over time during the task and then correlating the resultant vectors with convolved regressors that represented either task or rest blocks.
In order to assess the alteration in the cartographic profile as a function of task performance, we estimated the affine transformation (using a correlation cost function with 3 degrees of freedom, including translation and rotation parameters) between each individual subjects' resting state cartographic profile and the profile observed in both the motor and N---back task, separately. The transformation matrices were then entered into a mixed---effects analysis comparing the movement of the cartographic profile as a function of task. Figure 3a ) and the mean reaction time on the task (Figure 3b ). For each comparison, the null hypothesis of no relationship was rejected after false discovery rate correction (q < 0.05).
Replication analysis
To quantify how well our results replicated across sessions and datasets, we 
Validation analysis
Based on the novel methodology and short temporal windows utilized in this analysis, we performed numerous additional analyses to clarify the relationship between the main temporal outcome measures calculated in this study with respect to: i) the choice of functional connectivity algorithm; ii) the use of short windows; iii) the choice of high pass filter threshold; iv) the potential adverse effects of spurious noise during the resting state scanning session; and v) the choice of community detection algorithm.
Effect of connectivity algorithm
We have previously shown that the MTD is more sensitive and specific to subtle shifts in connectivity structure than those estimated using a sliding---window
Pearson's correlation in simulated BOLD data (14) . To determine whether using a sliding---window Pearson's correlation gave similar results to the MTD in this study, we re---analyzed the data in our experiment using a Pearson's correlation with a sliding window of w = 14 (the window length used in our experiment) and 
Effect of window length
To determine the effects of using a short window length in the calculation of the MTD on the outcome measures in our experiment, we re---ran the analysis in all 92 subjects from the original group across a range of window lengths (10---100 in intervals of 5 TRs). We then compared the main outcomes measures in our study (parcel---wise mean WT, mean BT and the cartographic profile) across all window lengths in all 92 subjects using a region---wise Spearman's rho correlation. There were observable differences between the cartographic profiles when calculated at different window lengths (i.e. longer windows led to less fluctuations and hence, an estimate of the connectome as stationary). Importantly, the frequency of fluctuations (estimated as the frequency of fluctuations along the BT axis over time) was greater than expected by a stationary null mode and also reliable at window lengths of 14 TRs (here, approximately 10 seconds), suggesting that the MTD affords a reliable means for tracking spatiotemporal dynamics in fMRI BOLD data.
Effect of high pass filter threshold
Recent work on simulated time series has suggested that low frequency signals in fMRI BOLD data can spuriously effect estimates of sliding window covariance (40) , and as such, it has been recommended that the lower bounds of the high pass filter used on BOLD data be set to the reciprocal of the window length used in the sliding window analysis (in our study, this would amount to a low pass filter of
seconds ~ 0.1 Hz). In contrast, others have shown that using data with a high signal to noise ratio can effectively mitigate the potential issues with aliasing (41) . In addition, we have previously shown that the MTD is relatively insensitive to low frequency fluctuations (14) , as the temporal differencing used to create the MTD renders the technique relatively insensitive to signals with a lower frequency than the upper bounds of the low pass filter. As such, in keeping with others (11), we chose to use a high pass filter of 0.071 Hz in our study. However, to explicitly test whether the inclusion of low frequency altered the outcome measures in our experiment, we re---ran our analysis over a range of high pass filters (0.001 to 0.1, in steps of 0.1), with a low pass filter of 0.125.
Across this entire range, we did not observe any group---level differences in our outcome measures of interest (minimum r = 0.718, p < 0.001), confirming that the signals measured by the MTD were not adversely affected by spurious low frequency signals in the data.
Effect of preprocessing strategies
To determine whether head motion was associated with each measure, we calculated the first principal component of the 12 head motion parameters over time and then correlated this new vector with each outcome measure. We also correlated the framewise displacement as well as the DVARS values with each outcome measure. None of these correlations was significant at p < 0.05. To test for the effects of temporal 'scrubbing' (33) and global signal regression, we re---analyzed data for the original group of 92 subjects separately and then compared the outcomes measures across analyses. For the scrubbing analysis, time points associated with framewise displacement > 0.5mm or DVARS > 5% were removed and missing data points were then imputed using linear interpolation. Using this technique, we observed strong positive correlations between outcomes measures across analyses (mean Pearson's r > 0.700 for all comparisons), suggesting that neither preprocessing strategy had a major effect on topological or topographic measures calculated using the MTD. Finally, to determine whether physiological sources of noise were associated with each measure, we convolved the heart rate and respiratory signals with a pre---defined transfer function (42) and then correlated the resultant vector either each outcome measure for the 92 subjects from the discovery group. In both instances, we did not observe a significant correlation between the outcomes of interest in our analysis and physiological signals (for each comparison, r < |0.050|, p > 0.05).
Effect of community detection algorithm
To ensure that the modularity assignment within each window was robust across community detection algorithms, we repeated the analysis using the Infomap algorithm (43) in the discovery cohort and observed broadly consistent results (mean mutual information between community partitions = 0.342 ± 0.16).
Furthermore, we also used another popular method, multi---slice community detection (44) , to detect community structure in the time---resolved brain. The temporal modules identified by this method (using standard parameters: γ = ω = 1) also gave similar results (mean mutual information between community partitions = 0.447 ± 0.21). However, due to practical concerns regarding computational load and the fact that the Infomap algorithm requires the thresholding of an adjacency matrix (and as such, is insensitive to anti---correlations), we did not use either method for the full study.
Supplementary Figures
Figure S1: Experimental Design: time series data from 375 brain regions were extracted from 100 unrelated young adults (made available by the Human Connectome Project) and subjected to time---resolved connectivity analysis. After preprocessing, time---resolved functional connectivity was estimated using the Multiplication of Temporal Derivatives, which resulted in a weighted adjacency matrix for each temporal window. Community structure was computed within each temporal window, enabling the calculation of time---resolved module---degree Z---score (WT) and participation coefficient (BT). These values were then subjected to cartographic analysis of time---resolved functional connectivity. To test our results against the null model of stationarity, the covariance matrix from the resting state data was used to create 2500 unique null datasets using a Vector Autoregressive Model (denoted with subscript, VAR -i.e. WVAR and BVAR). This data was then subjected to an identical analysis pipeline, with the maximum statistic from each iteration extracted to populate a null distribution, against which results from the resting state data were compared for hypothesis testing. movie of a cartographic profile of N---back data from a single subject from the HCP dataset (subject #100307). A bar chart detailing the current block of the experiment is projected next to the cartographic profile.
