Consider a quasi-linear system of two Klein-Gordon equations with masses m 1 ; m 2 : We prove that when m 1 a2m 2 and m 2 a2m 1 ; such a system has global solutions for small, smooth, compactly supported Cauchy data. This extends a result proved by Sunagawa (J. Differential Equations 192 (2) (2003) 308) in the semi-linear case. Moreover, we show that global existence holds true also when m 1 ¼ 2m 2 and a convenient null condition is satisfied by the nonlinearities. r 2004 Elsevier Inc. All rights reserved.
where F is a nonlinearity vanishing at order 2 at the origin, with C N 0 Cauchy data, of size e-0: We study the existence of global solutions for small e:
When the space dimension d is larger or equal to 3, this global existence has been proved independently by Klainerman [4] and Shatah [11] . The case of space dimension dp2 turns out to be more delicate, since the nonlinearity plays the role of a long-range perturbation of the left-hand side. More specifically, write F as a nonlinear potential V ðv; @ t v; @ x v; @ t @ x v; @ 2 x vÞ times v or one of its derivatives. If we remember that linear solutions to the Klein-Gordon equation decay like t Àd=2 ; t-þ N; and if k is the order of vanishing of V at 0, we see that V computed on such a linear solution decays like t Àkd=2 ; t-þ N: We say that V is long range when this quantity is not integrable close to þN i.e. kd=2p1: Quadratic nonlinearities in two space dimensions fall into this category. In this case, global existence has been proved by Ozawa et al. [9] in the semi-linear case, after partial results of Georgiev and Popivanov [2] , Kosecki [6] and Simon and Taflin [12] . Later on, in [10] , Ozawa, Tsutaya and Tsutsumi announced that their proof can be extended to the quasilinear case and studied scattering of solutions. More recently, Sunagawa [13] studied systems of Klein-Gordon equations with possibly different masses, in two space dimensions, for quadratic semi-linear nonlinearities. Under a nonresonance assumption on the masses, he obtained global existence for small data. At the same time, Tsutsumi studied in [14] the Maxwell-Higgs equations, which are essentially a system of semi-linear Klein-Gordon equations. Under the same nonresonance assumption as Sunagawa, he proves global existence for small Cauchy data. He states also that the method used in the semi-linear case can be extended to the quasilinear one. Our objective in this paper is threefold: first, we want to give a new proof of the scalar result of Ozawa, Tsutaya and Tsutsumi in the quasi-linear case. Second, we will show that our method allows us to give a proof of the results of Tsutsumi and of Sunagawa for quasi-linear systems, still under a non resonance assumption. The difference between our method and the one of these authors, is that it does not rely on explicit computations of the action of the Klein-Gordon operator on convenient quadratic forms. Consequently, we can keep track all along the way of the structure of the nonlinearity. This allows us to fulfill our third (and main) objective, namely to study also the resonant case. In this case, we prove that if the nonlinearity satisfies a convenient structure condition, we are able to get global existence for small data.
Our general approach will be as follows. In [9] , Ozawa, Tsutaya and Tsutsumi get around the difficulty caused by the long-range behaviour of the nonlinearity using Shatah's normal form method [11] (see also Chapter 7 in the book of Ho¨rmander [3] ). More precisely, they show that adding to the unknown v a conveniently chosen nonlocal quadratic expression in v; they can eliminate the worst contributions to the right-hand side, thus reducing themselves to a short-range problem. The method of Tsutsumi [14] and of Sunagawa [13] relies on the same ideas, except that one eliminates only part of the long-range term, using local expressions of the unknowns. But the remaining quantities in the right-hand side are then ''null forms'', that enjoy better decay estimates than general quadratic forms, and allow one to obtain energy estimates as in the short-range case.
Our method will be different in that we shall not try to use any normal form method on the PDE itself. Instead, we shall prove energy estimates on the equation with its full long-range nonlinearity. Consequently, these estimates will not give the optimal decay rate of the solutions. The idea, used yet by the first author in [1] , will be to plug these rough upper bounds in the equation, so that one can deduce from it an ordinary differential equation for the solution. To get optimal L N decay, one has then just to apply a usual normal form method to this ODE. The interest of this approach is that the ODE we obtain is quite explicit in terms of the nonlinearity, and reflects the structure of the latter.
Let us give a more detailed summary of the organization of the paper. We first take hyperbolic coordinates ðT; X Þ of type
and look for the solution v in terms of a new unknown w related to v by
where k40 is large enough. In the new coordinates, the Klainerman vector fields associated to the Klein-Gordon operator are the @ X j 's and In that way, we deduce from our PDE an ordinary differential equation for w and its Z j -derivatives up to order N=2: In the scalar case, or for a system satisfying a nonresonance condition, a normal forms method shows that this equation has global bounded solutions for small e; and this provides the missing uniform L N estimate. In case of resonances, the fact that our ODE is quite explicit allows us to find the structure condition on the nonlinearity which allows for global bounded solutions, i.e.-following the terminology introduced by Klainerman in the case of the wave equation in [5] -the ''null condition'' under which we have global existence.
To conclude this introduction, let us mention that in one space dimension, almost global existence for quadratic or cubic nonlinearities has been proved by Moriyama et al. [8] , and that global existence when a null condition is satisfied has been obtained by Delort [1] , after partial results of Moriyama [7] . More recently, Sunagawa [13] studied systems of one dimensional Klein-Gordon equations, with semi-linear cubic nonlinearities, under a nonresonance assumption. We refer to these papers for more complete bibliographical references to the one dimensional problem.
1. Global solutions to the Klein-Gordon equation
Statement of the main theorem
We denote by ðt; xÞ coordinates on R Â R 2 ; by
For a multi-index aAN 3 we shall set a ¼ ða 0 ; a 0 ÞAN Â N 2 with a 0 ¼ ða 1 ; a 2 Þ: We shall be interested in the scalar Klein-Gordon equation, or in a system of two Klein-Gordon equations with eventually different masses, for real valued Cauchy data. In the first (resp. second) case, we denote by M a positive real number (resp. a matrix M ¼ ½
with two positive real numbers m 1 ; m 2 ). We consider a real quadratic map F ðv; @ t v; @ x v; @ t @ x v; @ 2 x vÞ; depending on the derivatives up to order 2 of a function v defined on some interval of time. We assume that in the scalar (resp. system) case F is valued in R (resp. R 2 ). Moreover, we suppose that F does not depend on @ 2 t v; and that its degree relatively to ð@ t @ x v; @ 2 x vÞ is at most 1. If f and g are two functions defined on R 2 ; with values in R (resp. R 2 ) and eAR Ã þ we consider the following problem: LetF k be the kth component of Before beginning the proof, let us explain the origin of the null condition we need in case m 1 ¼ 2m 2 : In the scalar case with mass M ¼ 1; linear solutions oscillate along the phases 7j: Consequently, the quadratic nonlinearity F computed on a linear solution, has oscillations along the phases kj with kAfÀ2; 0; 2g: All these phases are noncharacteristic, and this property will allow us to get rid of the worst contributions on the right-hand side when we will look for L N estimates for v: In the vector valued case, linear solutions behave like v a in (1.1.10). Under assumption (1.1.3), one checks again that F computed on such solutions has oscillations only along noncharacteristic phases, which allows one to get convenient L N estimates in this case as well. If m 1 ¼ 2m 2 ; F can display characteristic oscillations and the null condition says that the contribution to F responsible for that must vanish.
Let us perform a first reduction. and the restriction of vðt; xÞ and its derivatives to the hyperboloid H T 0 ¼ fðt; xÞ; ðt þ
This proposition is a consequence of local existence and finite speed of propagation. We refer to [1, Proposition 1.4] , where a proof of the corresponding result in one space dimension is given. It relies on the fact that if t 0 40 is given, we can by local existence find for small enough e a solution defined for 0ptpt 0 : This solution is supported in the domain fjxjpt þ Bg: If t 0 is chosen conveniently in function of T 0 ; B; the extension of this local solution by 0 for jxj4t þ B and ðt; xÞ staying between ðH T 0 Þ and the x-plane gives a solution defined on (1.1.12).
In the rest of this paper we shall assume, as we may, T 0 X1:
New coordinates and Klainerman vector fields
We shall now use new coordinates ðT; X Þ defined above the hyperbola ðH T 0 Þ by
We compute
Let us introduce the Klainerman vector fields
Remark that ðZ 0 ; y; Z 3 Þ generate a Lie algebra. Let us also introduce the notations
We have the following expressions for the above vector fields:
We shall not always need the explicit expressions of the fields, but only the properties stated in the following lemma. If I ¼ fi 1 ; y; i N g is a family of indices between 0 and 3 we set jIj ¼ N and we define
We denote by E r (resp * E r ) the space of C N functions X -aðX Þ (resp. ðT; X Þ-aðT; X Þ) defined on R 2 (resp. ½T 0 ; þN½ÂR 2 Þ; such that for any family I of indices between 0 and 2 (resp. and for any mAN), there is C I 40 (resp. C I;m 40) with for any X AR 2 ; TXT 0 :
(ii) Let c; c 0 be indices between 1 and 2, I a family of indices of f0; y; 3g: We have the commutation relations: Proof. (i) Since we may write by (1.2.5)
we deduce from the first relation (1.2.5) 
We deduce from these expressions
ð1:2:14Þ
We may also write where k is a positive number to be chosen large enough. We get from (1.2.14)
where 
Proof. We first consider the case jIj ¼ 1: Since
we see that Z 0 ; Z 1 ; Z 2 commute exactly with P: When X remains in a compact set, (1.2.15), (1.2.20) together with (1.2.9) show that ½P k ; @ T is of form (1.2.22). When jX j41; letP be the sum of the first three terms in the right hand side of P in (1.2.14). We have
which may be written for jX j41 
The equivalent form (1.1.8) and (1.1.9) of the null condition implies that we have also which is, for real w; valued in R (resp. in R 2 ), with * E Àkþ3 dependence in ðT; X Þ; such that v is a solution to the first equation (1.1.1) in the scalar (resp. vector) case, defined on a domain T 0 pTpT 1 ; if and only if w given by (1.2.18) satisfies
4).
Proof. We use (1.2.13) to compute
We get an expression of type (1. are bounded by C coshjX j: One checks immediately that the action of L r ; L y on these coefficients still gives quantities bounded in modulus by C coshjX j: Consequently, using (1.2.5), we get that a 
29). This proves (i).
To 1 ; since v is supported in the inner cone of Fig. 1 , and @ a v; jajp2 will be bounded on such a strip. It is well known that this implies global existence, and that the global solution belongs to the spaces indicated in the statement of the theorem. 
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Energy inequalities
We shall obtain in this second section linear and nonlinear energy inequalities for our problem.
Linear energy inequalities
We still consider the diagonal matrix valued operator P given by (1.2.15) and its perturbation P k defined in (1.2.20). Because of (1.2.14) it is natural to introduce the following energy at time T: We write its definition in the vector valued case, the scalar counterpart being clear. For w ¼ ½ 
where AðX Þ is the matrix (1.2.16).
We shall denote by P k;c ; c ¼ 1; 2 the cth component of P k :
Lemma 2.1.1. There is a constant C40; depending only on m 1 ; m 2 ; such that for any w c AC N ; compactly supported in x;
Proof. We have 
The sum of the first two terms in the right-hand side equals
The lemma follows from this inequality. &
Let us obtain now a similar inequality for a variable coefficients perturbation of P k : We treat the case of a 2 Â 2 system, the scalar case being analog. We consider a family of real 2 Â 2 symmetric matrices G ij ðT; X Þ; 0pi; jp2; which are C 1 functions of ðT; X Þ; depending on eA0; 1½: We fix a constant m40 and assume that for any ðT; X ÞA½T 0 ; þN½ÂR 2 ; any eA0; 1½ we have where j Á j is the matrix norm. In this subsection we shall denote by P G the operator acting on R 2 valued functions defined by
We consider the operator P k þ 1 T P G for TXT 0 and e40 small enough. We define Let us prove the following:
There are a constant C40; depending only on m 1 ; m 2 ; a constant CðmÞ depending only on m; and e 0 ðmÞA0; 1½; depending only on m; such that, for any wAC N ; compactly supported in X ; we have, when (2.1.7) is satisfied and when eA0; e 0 ðmÞ½; the inequality EðT; wÞp 4EðT 0 ; wÞ þ 8k
Eðt; wÞ dt t : ð2:1:11Þ
Proof. We compute
By (2.1.7) and the fact that the eigenvalues of A are larger than cðcoshjX jÞ À2 ; we see that the sum of the last two terms is smaller than CðmÞe T EðT; wÞ for a constant CðmÞ depending only on m: Using (2.1.3) we get
ð2:1:13Þ
The last but one term is again smaller than CðmÞe T EðT; wÞ: Writing sinhjX j jX j dX ÞÞ such that ðP k þ 1 T P G Þw belongs to the same space, and that EðT; wÞ is finite for any T:
Proof. By regularization, we deduce from the proposition that (2.1.11) is true for any w satisfying the assumptions of the corollary and such that w is supported inside a domain fjX joRg: To conclude the proof, we approximate w by yðX =RÞw where y is radial. The only thing to check is that ½yðX =RÞ;
sinhjX j jX j dX Þ when R goes to infinity. This is clear since, on the one hand, because of (1.2.14), (1.2.20) and the fact that y is radial, j½yðX =RÞ; P k wj is bounded by 
Nonlinear energy estimates
We shall now fix several constants: we take k such that kX5; 4kA If N is an integer, N 0 will denote the largest integer smaller or equal to minðN; N=2 þ 1Þ: We fix NAN large enough so that N À j 0 ðkÞXN 0 þ 6 ði:e: NX14 þ 2j 0 ðkÞÞ: ð2:2:3Þ
We then discuss problem (1. 
Proof of global existence
The main remaining step to prove global existence is to obtain a uniform L N estimate for the solution to (1.2.37) and its derivatives. Corollary 2.2.4 provides yet a nonuniform estimate when T-þ N; and we shall combine it with an ordinary differential equation deduced from (1.2.37) to conclude the proof. 
