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Abstract
We study two important invariants of the monodromy of a function on an isolated cyclic quotient
(Cn/G,0), where G is a finite cyclic group: the Lefschetz number and the zeta-function. Our
approach relies on a certain “good” toric modification of Cn inducing a toric resolution of the cyclic
quotient. We prove that the Lefschetz number has a sum decomposition into Lefschetz numbers of
well-defined weighted-homogeneous “pieces” of the initial function, the weights depending only on
the group action. We define a class of nondegenerate functions and prove for them a zeta-function
formula, using Varchenko’s approach via the Newton polyhedron. Ó 1999 Elsevier Science B.V. All
rights reserved.
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1. Introduction and main results
Our interest in the monodromy of functions on isolated cyclic quotients was motivated
by the following. The complex link of a space germ (X, x) with isolated singularity is the
Milnor fibre of the general linear complex function germ on (X, x). From the topological
point of view, the complex link and its monodromy are the fundamental invariants of
(X, x), cf. [5, Chapter 2]. As spaces, isolated cyclic quotients are a natural class to study
since, like the complete intersections, they have maximal rectified Q-homological depth
(which here means that the reduced homology with rational coefficients of the complex
link is concentrated in the highest dimension = dimX − 1); nevertheless, in contrast to
complete intersections, there occurs torsion in homology overZ. We send the reader to [19]
for other topological details.
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From the algebro-geometric viewpoint, functions on cyclic quotients define hyperquo-
tient singularities which are important in deformations of (hyper)surface singularities (see,
e.g., [7,14]). In dimension 3, cyclic quotients are strongly related to terminal singularities
in the theory of minimal models (see [9,10,14], etc).
We study in this paper two invariants of the algebraic monodromy hf :H •(Ff ,C)→
H •(Ff ,C) which acts on the complex cohomology of the Milnor fibre Ff associated to
a function germ on an isolated cyclic quotient f : (X, x)→ (C,0), namely: the Lefschetz
number of the monodromy, defined by
Λ(f )=Λ(hf )=
∑
i>0
(−1)i trace [hf ;Hi(Ff ,C)]
and the zeta-function of the monodromy, which is a rational function of one variable,
defined by
ζf (t)=
∏
i>0
det
[
Id−thf ;Hi(Ff ,C)
](−1)i+1
.
In case of smooth underlying spaces, A’Campo [1] used resolution of singularities to prove
general formulas for Λ(f ) and ζf (t) and Varchenko [21] used Newton diagrams to find
the zeta-function of so-called Newton nondegenerate functions (see Definition 1.4). In case
of a singular underlying space X such that SingX ⊂ f−1(0), the method of A’Campo still
works (see [18, 1.2 and 2.4]) and we shall use it in this paper. For a general singular space
X, one can prove inductive zeta-function formulas, by slicing with hyperplanes and cutting
down the dimensions of the singular locii, see [11,16,17,20].
Let us first introduce the main definitions and notations. We say that the complex space
germ (X, x) is a cyclic quotient if it is analytically isomorphic to a quotient (Cn,0)/G,
where G is a diagonal finite cyclic subgroup of GL(n,C) of order |G| = d > 2. The
quotient (Cn,0)/G has an isolated singularity at 0 if and only if G has a generator of the
form diag(ξ, ξp1 , . . . , ξpn−1), where ξ is a primitive d-root of unity and 1 6 pi 6 d − 1,
gcd(pi, d)= 1, ∀i ∈ {1, . . . , n− 1}.
Given any isolated cyclic quotient (X, x)' (Cn,0)/G, we shall fix a primitive d-root
of unity ξ and we shall denote from now on a generator of G by (1,p1, . . . , pn−1).
Definition 1.1. Let A be the set of integral vectors of the form (a,α1, . . . , αn−1), with
16 a 6 d − 1 and αi ≡ api (modulo d), where 16 αi 6 d − 1.
The set A′ of essential elements is the subset of A which is left after excluding the
vectors that are linear combinations with positive integral coefficients of two or more other
vectors in A.
We denote byO the local ring of the isolated cyclic quotient (X, x) and bym its maximal
ideal. Then O can be identified with the algebra of G-invariant functions C{x1, . . . , xn}G,
by the correspondence f 7→ f˜ = f ◦ p, where p : (Cn,0)→ (Cn,0)/G is the quotient
projection.
Definition 1.2. For some v ∈ (Z+)n, let S(v) denote the graded local algebra C{x1, . . . ,
xn}, where the weights are given by wt(xi)= vi .
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For any g ∈ C{x1, . . . , xn}, let ov(g) be the order of g with respect to the weights
v ∈ (Z+)n. Then, for any v ∈A′ and f ∈m we have ordv(f˜ ) = sd , for some s > 1. We
denote by f˜v,k the homogeneous part of f˜ of degree kd (with respect to the weights v) and
we denote by fv,k the corresponding function in m. Notice that, if d 6 kd < ordv(f˜ ), then
f˜v,k = fv,k = 0.
The first main result we shall prove says that the Lefschetz number of some f ∈ m
depends only on the weighted-homogeneous parts fv,1, for v ∈A′.
Theorem 1.3. For any function f ∈m, its Lefschetz number is given by:
Λ(f )=
∑
v∈A′
Λ(fv,1),
where, by convention,Λ(0)= 0.
It is known that Λ(f )= 0 if f ∈m2 [1, Théorème 1 bis], so the above formula makes
sense for f ∈m \m2 (see also Corollary 3.5) and in this case Λ(f ) can take values in a
quite wide range, see Example 5.1 for further comments.
We then focus on finding Λ(f ) and ζf (t) from the data enclosed in certain Newton
polyhedra. For a function germ on a smooth space g : (Cn,0)→ (C,0) one defines its
Newton polyhedron Γg as the union of the compact faces of the convex hull of all
the lattice points m which occur in the Taylor expansion g =∑m∈(Z>0)n amxm, where
xm := xm11 · · ·xmnn . One also considers the following standard nondegeneracy condition:
Definition 1.4 [8]. Let
g∆ =
∑
m∈∆∩(Z>0)n
amx
m
for some compact ∆⊂Rn. One says that g is nondegenerate on ∆ if the system:
x1
∂g∆
∂x1
= · · · = xn ∂g∆
∂xn
= 0
has no solution in (C∗)n. One says that g is nondegenerate with respect to Γg (or that g
has nondegenerate Newtonian principal part gΓ :=∑m∈Γg∩(Z>0)n ) if g is nondegenerate
on any face of its Newton polyhedron Γg .
In our case, the Newton polyhedron of f : (X, x)→ (C,0) is not defined. However, we
have on the one hand the Newton polyhedronΓf˜ of the correspondingG-invariant function
f˜ and on the other hand the following one:
Definition 1.5. Let Γ +G be the convex hull of the lattice points m ∈ (Z>0)n, m 6= 0, such
that m is congruent (mod d) to some element of A. We denote by ΓG the union of all
compact faces of Γ +G and we call it the Newton polyhedron associated to the action of G.
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Notice that ΓG is also the Newton polyhedron of f˜0, where f0 ∈ m is such that its
residue class in m/m2 is a linear combination, with nonzero coefficients, of the elements
of the canonical basis of m/m2. This suggests the following definition.
Definition 1.6. A function f ∈ m is called general if Γf˜ = ΓG and f˜ is nondegenerate
with respect to Γ
f˜
.
One may remark that the set of general functions is a Zariski-open subset of m.
Proposition 1.7. If f ∈ m is a general function then Λ(hd
f˜
) = d · Λ(f ), where Λ(hd
f˜
)
denotes the Lefschetz number of the d th power of the monodromy hf˜ .
Surprisingly, this equality is not true for any function f ∈m, see Example 5. Only at the
level of Euler characteristics one has, for any function f ∈m, the relation:
χ(Ff˜ )= d · χ(Ff ),
since p :Cn→ Cn/G is a topological d-covering ramified over 0. In particular, since f˜
having an isolated singularity is equivalent to f having an isolated singularity, the Milnor
number of f can be deduced from the one of f˜ by the above relation.
In case of the zeta-function, an easy formula like ζf˜ (t) = ζf (td ) may not be true,
even for a general f (see Example 5). We therefore define the class ofW-nondegenerate
functions, for which we prove the following result. For notations we refer to the main text
(Section 4).
Theorem 1.8. If f ∈m isW-nondegenerate then:
ζf (t)=
∏
T ∈S0
(
1− tovT (f˜ )/d)(−1)dimT+1(dimT+1)!·ovT (f˜ )−1·VoldimT+1(∆T ∩Γf˜ ).
Returning to the Lefschetz number, we prove the corresponding formula, this time valid
for a less restrictive class of functions (see Section 4):
Theorem 1.9. If f ∈m is A′-nondegenerate then:
Λ(f )=− 1
d
·
∑
I⊂{1,...,n}
∆∈max(ΓA′ )
(−1)n−|I |(n− |I |)! ·Voln−|I |(∆∩LI ∩ Γf˜ ).
Our last formula forΛ(f ) is most useful since it depends only onA′, unlike the formula
for ζf (t), which depends on some toric resolution of X.
This paper is organised as follows. We take advantage of the finite group action and
construct a toric resolution of the cyclic quotient variety together with a special diagram
(see Section 2, (1)). In Section 3 we prove Theorem 1.3 and an annihilation criterion which
facilitates the study of the Lefschetz number. In Section 4 we prove Theorems 1.8 and 1.9
by using Varchenko’s approach to the zeta-function [21]. In particular, we get a formula for
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the zeta-function ζf0(t) of a general function f0. We also compare ζf0(t) to ζf˜0(t), where
f˜0 is the correspondingG-invariant function. Section 5 contains examples in dimensions 2
and 3.
2. A toric resolution of the cyclic quotient singularity
We shall construct a certain toric resolution with normal crossings pi :X′ →X, suitable
for an efficient study of the zeta function of some f ∈ m, by the A’Campo method. We
first define a smooth toric modification p˜i :Y → Cn, equivariant with respect to a certain
surjective morphism of groups ρ :G′ →G, where G′ acts on Y such that in local charts
this is an action of a reflection group. We will get then a commutative diagram:
Y
p′
p˜i Cn
p
X′ pi X
(1)
with X′ a smooth variety and pi :X′ →X as claimed above.
Let us now give the details. We refer to [12,4] for toric varieties and the terminology we
use in the following.
Definition 2.1. Let τ be a strongly convex rational polyhedral cone in Rn, with vertex at
the origin 0 (we shall say only cone, for short) and let P be a finite set of integral vectors
contained in τ . We say that a decomposition of τ into polyhedral cones is generated byP if
it satisfies the condition: a one-dimensional cone inside τ is a one-face of some polyhedral
cone in the decomposition if and only if it is generated by a vector v ∈P .
Let
V :=A′ ∪ {(d,0, . . . ,0), (0, d,0, . . . ,0), . . . , (0, . . . ,0, d)}.
For n linearly independent vectors vi ∈ Zn we say that the cone R>0〈v1, . . . , vn〉 is a cell.
We call moreover such a cell a k-cell if the determinant of the n× n matrix (v1, . . . , vn) is
equal to k.
Proposition 2.2. There is a finite familyW of positive integral vectors such that:
(a) V ⊂W .
(b) There is a decomposition CW of (R>0)n into dn−1-cells generated byW .
(c) Any vector v ∈W is congruent, modulo d , to some vector in A or to 0.
(d) All the vectors fromW , except those along the coordinate axes, are strictly positive.
Note. For n = 2, one can show that there is a (unique) d-cell decomposition generated
by V and it is the most “economical” one: it yields the minimal resolution of the cyclic
quotient (see, e.g., [16]).
For n= 3, again V is just sufficient for a d2-cell decomposition, see [2].
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Proof of Proposition 2.2. The idea is the following. Find a cone τ ⊂ Rn and a matrix T
with integral entries, such that: detT= dn−1 and T transforms τ into the positive orthant
(R>0)n. Then find a finite family of integral vectors inside the cone τ so that to generate a
one-cell decomposition. Taking the image by T, we get a family which generates a dn−1-
cell decomposition of (R>0)n. This is not yet enough, since the conditions (a), (c) and (d)
are not automatically satisfied; hence τ and T must be more carefully chosen.
It appears that a natural candidate for τ is the cone τE of Ehlers—who used toric
methods for constructing resolutions of cyclic quotients [3]:
τE =R>0〈w,e2, . . . , en〉,
where
w = d · e1 −
n−1∑
i=1
piei+1.
Then consider the matrix:
T=

1 0 . . . 0
p1
.
. d · Id
.
pn−1

,
where Id is the (n − 1) × (n − 1) identity matrix. We have indeed detT = dn−1 and
T(w, e2, . . . , en) = (d · e1, . . . , d · en). Moreover, one can easily check that T−1(v) is an
integral lattice point inside the cone τE , ∀ v ∈ V .
We next choose a decomposition of τE generated by the set of vectors T−1(V) and make
a subdivision of it into nonsingular cones (i.e., one-cells). There is an algorithm for that
(see [6], but short proofs can be found in [3, p. 130] or [13, p. 410]). At each step, one
introduces a new integral vector which subdivides one of the cones. After a finite number
of such operations, one gets a one-cell decomposition of τE together with a set, say Q, of
primitive vectors which generates it. Moreover,Q contains T−1(V), since T−1(V) is a set
of primitive, Z+-independent vectors, as one can see by straightforward computations.
The image by T of the one-cell decomposition of τE , as constructed above, is a dn−1-
cell decomposition of (R>0)n generated by T(Q) which verifies conditions (a)–(c). We
only have to prove that one can choose more carefullyQ and a subdivision of τE such that
W := T(Q) verify condition (d) too.
For any j ∈ {1, . . . , n} there is exactly one vector v(j) ∈Awhich has 1 on the position j .
This correspondence (which may be not injective) is due to the condition gcd(pi, d)= 1,
∀i ∈ {1, . . . , n − 1}. Then, for any such j , we consider the following dn−1-cell: σj :=
R>0〈d · e1, . . . , d · ej−1, v(j), d · ej+1, . . . , d · en〉. Since the inverse images by T of the
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generators of σj generate a one-cell in τE , one can complete a one-cell decomposition of
τE , as done above, starting with the cells T−1(σj ), j ∈ {1, . . . , n}.
Now the subsequent familyW will have the properties (a)–(d). 2
Construction 2.3 (of diagram (1)). Let C = CW be the family of the dn−1-cells in a
decomposition provided by the proof above and denote by Σ = ΣW the fan defined by
the same decomposition.
Let σ := R>0〈v1, . . . , vn〉, σ ′ := R>0〈v′1, . . . , v′n〉 be two dn−1-cells in C and let Gσ ′,σ
be the unique matrix such that Gσ ′,σ (v1, . . . , vn)t = (v′1, . . . , v′n)t . By straightforward
checking, the matrix Gσ ′,σ has integral entries and detGσ ′,σ =±1.
Denote by Cn(σ ), Cn(σ ′) two copies of Cn and define a morphism gσ ′,σ from an open
subset def(gσ ′,σ )⊂Cn(σ ) to Cn(σ ′), by the rule:
gσ ′,σ : z 7→ zG
∗
σ ′,σ ,
where G∗σ ′,σ := (G−1σ ′,σ )t and:
def(gσ ′,σ ) :=
{
(z1, . . . , zn) ∈Cn(σ ) | zk 6= 0 if (G∗σ ′,σ )ik < 0 for some i
}
.
Let now Y C be the manifold with local chartsCn(σ ), for σ ∈ C , and the transition functions
gσ ′,σ as above. We show in the next that Y C fits into the diagram (1).
Let p˜i :Y C→Cn be the morphism which in local charts looks as follows:
p˜iσ :Cn(σ )→Cn, z 7→ z[σ ] =
(
z
v11
1 · z
v12
2 · · ·zv
1
n
n , . . . , z
vn1
1 · z
vn2
2 · · ·zv
n
n
n
)
.
One may then notice the following:
(a) The restriction of p˜i to p˜i−1(Cn \ {0}) is an analytic ramified covering. Outside
the union of the coordinate hyperplanes in Cn, p˜i is a covering of degree dn−1.
Moreover, this union is precisely the discriminant of p˜i .
(b) The projection p˜i is a proper algebraic morphism, since the exceptional divisor
p˜i−1(0) is compact, see, e.g., [12, p. 16].
(c) The group G′ := µd × · · · ×µd︸ ︷︷ ︸
n
⊂ (C∗)n acts on YC (where µd denotes the group
of d-roots of unity) such that there is a natural commutative diagram:
Y C p˜i Cn
Y C/G′ pi Cn/G
.
The quotient variety YC/G′ is smooth since the group µd × · · · × µd acts as a
reflection group in each coordinate chart:
Cn(σ ) p˜iσ Cn
Cn(σ )/µd × · · · ×µd piσ Cn/G
, (2)
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where the projection from the left is equivalent to the morphism:
Cn→Cn, (z1, . . . , zn) 7→ (zd1 , . . . , zdn). (3)
We only prove (c), since the others are straightforward. We take any cone σ =
R>0〈v1, . . . , vn〉 ∈ C and show that the map p˜iσ is equivariant with respect to a certain
canonical surjective morphism of groups ρσ :µd × · · · ×µd→G.
In the following we identify µd with Zd by fixing a primitive d-root of unity ξ , i.e.,
ξa is identified to a, for 0 6 a 6 d − 1. If (a1, . . . , an) ∈ Zd × · · · × Zd then, according
to the definition of p˜iσ , we define ρσ (a1, . . . , an) = a1v1 + · · · + anvn. This is congruent
(modulo d) to some vector in A or to zero, hence it is an element of G (by our convention
in the Introduction). As ρσ is obviously a morphism, we only have to prove that it is onto.
By the fact that the matrices Gσ ′,σ are unimodular, it will be sufficient to prove this for a
particular cone, say σ0 = R>0〈g, d · e2, . . . , d · en〉, where g = (1,p1, . . . , pn−1). Then
ρσ0(1,0, . . . ,0)= g, hence ρσ is onto, since g is a generator of our G-action.
All other details, such as the gluing of ρσ ’s, are straightforward. By construction, the
morphism p˜i is equivariant with respect to ρ, hence it induces indeed a morphism pi which
fits into the diagram above.
Define X′C := Y C/G′. The construction above also shows the following:
Proposition 2.4. The morphism pi :X′ →X is a resolution with normal crossings.
Let then E := (pi)−1(0) be the exceptional divisor of the resolution pi . It is a
standard fact (see, e.g., [4]) that there is a one-to-one correspondence between irreducible
components of E and strictly positive vectors of W (since generators of CW ). Then
E =⋃v∈W+Ev is the decomposition into irreducible compact components, where W+
denotes the subset ofW of strictly positive vectors.
If p′ :YC → X′ = YC/G′ denotes the quotient projection then denote by E˜v the
irreducible component (p′)−1(Ev) of the exceptional divisor E˜ := p˜i−1(0). It follows from
Construction 2.3(c) that, indeed, any irreducible component of E˜ is the inverse image by
p′ of some Ev , for v ∈W+.
Note 2.5. It is not difficult to prove that the toric varieties X′ and YC are isomorphic, as
two “avatars” of the same space.
3. Computing the Lefschetz number
Construction 2.3 will provide us with all data we need for computing the Lefschetz
number of the monodromy of a function f : (X, x)→ (Cn,0).
For any component Ev , respectively E˜v , there is a well defined valuation ordEv on
OX′|Ev , respectively ordE˜v on OYC |E˜v . We define a filtration F(Ev)• on O as follows:
m=F(Ev)1 ⊃F(Ev)2 ⊃ · · · ,
where F(Ev)k := {f ∈m | ordEv (f ◦ pi)> k} and F(Ev)0 :=O.
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Hence, to any componentEv , there corresponds a graded ring:
Gr(Ev)•O :=
∞⊕
i=0
F(Ev)i/F(Ev)i+1.
By A’Campo formula [1, Théorème 1.(1)] together with the author’s result [18, Proposi-
tion 2.11], the Lefschetz number is given by the following formula:
Λ(f )=
∑
ordEv (f ◦pi)=1
χ(E∗v), (4)
where
E∗v :=Ev \
(
˜{f = 0} ∪
⋃
w∈W+
w 6=v
Ew
)
and ˜{f = 0} denotes the proper transform of f by pi .
We need only those exceptional divisors Ev for which ordEv (f ◦ pi)= 1 and therefore
we may restrict to the subfamily A′ ⊂ W . Indeed, it follows from the definition of W
that if v ∈ W \ V then at least one of the components of v is greater than d , hence
ordEv (f ◦ pi)> 2. On the other hand, we have
ov(f˜ )= ordE˜v (f˜ ◦ p˜i)= d · ordEv (f ◦ pi),
as one can easily see in local charts (2).
Therefore formula (4) becomes:
Λ(f )=
∑
v∈A′
ov(f˜ )=d
χ(E∗v). (5)
A general fact is that a toric variety is a disjoint union of torus orbits. In other words,
there is a natural stratification of the variety such that the strata are tori of various
dimensions (see [4,6,12]). There is a bijective correspondence between l-dimensional tori
and (n − l)-dimensional cones of the fan which defines the toric variety, as follows. Let
σ =R>0〈v1, . . . , vn〉 ∈ C , and let k 6 n. The torus T〈v1,...,vk〉 ' (C∗)n−k which corresponds
to the cone R>0〈v1, . . . , vk〉 ⊂ σ will be:
T〈v1,...,vk〉 :=
{
z ∈Cn(σ ) | z1 = · · · = zk = 0, zi 6= 0 for i = k + 1, . . . , n
}
.
Let then S denote the family of all toric strata in the stratification of Y C , as described
above. Since the Euler characteristic is additive, one has
χ(E˜∗v)=
∑
T ∈S
χ
(
T ∩ E˜∗v
)
.
The space X′ is also a toric variety and its decomposition into tori follows the one
of YC , because of the diagram (2). For instance, the torus Tv1 goes, by the quotient-
projection p′ :Y C→X′, to the torus T̂v1 , where: T̂v1 ' (C∗)n−1/µd×· · ·×µd ' (C∗)n−1.
By additivity, we similarly get:
χ(E∗v)=
∑
T ∈S
χ
(
T̂ ∩E∗v
)
.
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Lemma 3.1. For any f ∈m, the Lefschetz number of the monodromy of f is given by:
Λ(f )=
∑
T ∈S
∑
v∈A′
d−dimT · χ(T ∩ E˜∗v).
Proof. We start from formula (5). Using the additivity of the Euler characteristic, we only
have to prove that:
χ(T̂ ∩Ev)= d−dimT · χ(T ∩ E˜v). (6)
Let T = Tσ0 , for some σ0 ∈Σ and let k := dimT . If v /∈ σ0 then T ∩ E˜v = T̂ ∩Ev = ∅
and the Euler numbers are zero. If v ∈ σ0, let σ ∈ C be some cone such that σ0 ⊂ σ . In the
local chart Cn(σ ), the projection p′ is equivalent to the morphism (3) and its restriction to
the torus T = (C∗)k ⊂ Cn(σ ) is (up to some permutation of coordinates): (z1, . . . , zk) 7→
(zd1 , . . . , z
d
k ). This is a topological d
k
-covering, hence our claim is proved. 2
Let v ∈W+. The decomposition of E˜v into tori induces a decomposition of
E˜0v := E˜v \
⋃
w∈W+
w 6=v
E˜w
into tori and these tori are exactly the ones of the form (see [21]):
T〈v1,...,vk〉, k > 1, where one of the vectors, say v1, is equal to v
and the others are of the form dei, for some indices i.
(7)
Keeping the previous convention, we denote by T̂〈v1,...,vk〉 the corresponding torus in the
decomposition of E0v . We recall that, by definition, the cone R>0〈v1, . . . , vk〉 must be a
face of some σ ∈ C .
Let m1, . . . ,mn be the coordinates on Rn and let Γf˜ be the Newton polygon of f˜ . We
denote by Hv the hyperplane {v · (m1, . . . ,mn)t = d} ⊂ Rn. We have the following useful
annihilation criterion.
Proposition 3.2. Let T = T〈v,dej1 ,...,dejk−1 〉 be an (n − k)-dimensional torus of the form(7), for some k > 1. If the dimension of the set Γf˜ ∩Hv ∩ {mji = 0 | i ∈ {1, . . . , k − 1}} is
less than (n− k), then:
χ
(
T̂ \ ˜{fv,1 = 0}
)= 0.
In particular, if dim(Γ ∩ Hv ∩ {mji = 0 | i ∈ {1, . . . , k − 1}}) < n − k, then χ(T̂v \
˜{fv,1 = 0})= 0, for any f ∈m.
Proof. The annihilation we have to prove is equivalent, via the equality (6), to:
χ
(
T \ ˜{f˜v,1 = 0}
)= 0.
It is sufficient to prove this relation in some local chart Cn(σ ), where σ ∈ C such that
σ =R>0〈v, dej1 , . . . , dejk−1, vk, . . . , vn〉.
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If
dim
(
Γf˜ ∩Hv ∩
{
mji = 0 | i ∈ {1, . . . , k − 1}
})
< n− k
then
Γf˜v,1
∩Hv ∩
{
mji = 0 | i ∈ {1, . . . , k− 1}
}
is contained in some affine subspace of Hv ∩ {mji = 0 | i ∈ {1, . . . , k − 1}}. In this case, a
well-known principle from the theory of toric varieties tells that there is a C∗-action on
˜{f˜v,1 = 0} ∩ {z1 = · · · = zk = 0}
and an induced C∗-action on the complement(
Cn(σ )∩ {z1 = · · · = zk = 0}
) \ ˜{f˜v,1 = 0}.
The latter one restricts to a free C∗-action on T \ ˜{f˜v,1 = 0}.
Now our proposition follows, since the Euler characteristic of a C∗-bundle is zero. 2
Proof of Theorem 1.3. We start from the formula (5) and prove that:
Λ(fv,1)= χ(E∗v), (8)
for any v ∈A′ such that fv,1 6= 0.
For any torus T (v) of type (7) in the decomposition of E˜0v as described above, we
obviously have
χ
(
T (v) \ ˜{f˜ = 0})= χ(T (v) \ ˜{f˜v,1 = 0}),
hence:
χ
(
E˜∗v
)= χ(E˜0v \ ˜{f˜v,1 = 0}).
Next, we prove that, for any w ∈W+, w 6= v such that ow(f˜v,1)= d and any torus T (w)
in the decomposition of E˜0w , we have:
χ
(
T (w) \ ˜{f˜v,1 = 0}
)= 0, if dimT (w) > 1. (9)
Let then T (w) := T〈w,dei1 ,...,deik 〉, for some k ∈N, 06 k < n− 1.
If dim(Γf˜v,1 ∩Hw ∩ {mj = 0 | j ∈ {i1, . . . , ik}}) is less than dimT (w), then (9) is proved
by Proposition 3. But equality cannot occur at all, since it would lead to the following
contradiction. The vectors v and w are both normal to the face Γf˜v,1 ∩Hw ∩ {mj = 0 | j ∈
{i1, . . . , ik}} of Γf˜v,1 . Then the orthogonal projections v′, respectively w′, of the vectors v,
respectively w, to the subspace {mj = 0 | j ∈ {i1, . . . , ik}} ⊂Rn define the same direction;
hence either v′ = l1w′ for some integer l1 > 2, or w′ = l2v′ for some integer l2 > 2. Any
of the two equalities contradicts the assumption that ov(f˜v,1)= ow(f˜v,1)= d .
There is one case left in the equality (9): T (w) is one point. This can happen only if
w= v(i), for some i ∈ {1, . . . , n} (see the definition of v(i) in the proof of Proposition 2.2),
hence T (w) = T〈v(i),de1,...,d̂ei ,...,den〉. Then
T (w) ∩ ˜{f˜v,1 = 0} 6= ∅
242 M. Tiba˘r / Topology and its Applications 97 (1999) 231–251
if and only if xdi is one of the monomials in the polynomial f˜v,1; this can occur only if
v = v(i). Since w 6= v, we get again
χ
(
T (w) \ ˜{f˜v,1 = 0}
)= 0.
We apply the relation (6) to translate all the achieved information to the space X′; we
have proved by now the equality (8).
Finally, if fv,1 = 0 for some v ∈A′, then Λ(fv,1)= 0, by definition. On the other hand,
the sum (5) does not contain χ(E∗v) for the same v, since ov(f˜ ) > d . This completes the
proof of our theorem. 2
We describe an immediate consequence of Theorem 1.3. LetN•G be the Newton filtration
(see [8, p. 10]) with respect to the Newton polyhedron ΓG associated to the action of G
(Definition 1.5).
Definition 3.3. Let f ∈m and let f˜ = f ◦ p with Taylor expansion f˜ =∑m∈Nn amxm.
We call f˜G :=∑m∈Γ ∩Nn amxm the ΓG-principal part of f˜ and we call the corresponding
function fG on X the ΓG-principal part of f .
Corollary 3.4. The Lefschetz number Λ(f ) depends only on fG. In particular, if f˜ ∈N2G
then Λ(f )= 0.
Proof. This follows from Theorem 1.3 and the obvious inclusion:
N2G ⊆
⋂
v∈W+
{
f ∈m | ov(f˜ )> 2d
}
. 2 (10)
Remarks 3.5. For any v ∈W+ we have: m2 ⊆ {f ∈ m | ov(f˜ ) > 2d}. One can derive
this inclusion from (10) and the observation that m2 ⊆N2G. In particular, we see again that
the Lefschetz number depends only on the residue class of f in m/m2 (see also [18, 2.10,
2.12]). Moreover, by Theorem 1.3, for any v ∈A′ and any g ∈m such that g− fv,1 ∈m2,
we have: Λ(fv,1)=Λ(g).
Nevertheless, the inclusion (10) can be strict, see Example 5.2 where the monomial
x3y2z belongs to
⋂
v∈W+{f ∈m | ov(f˜ )> 2d} but not to N2G.
4. Zeta-function forW-nondegenerate functions
Keeping the previous notations, let hf , respectively hf˜ , denote the algebraic mon-
odromy of f , respectively f˜ . Our aim now is to define a “good” class of functions for
which we would be able to give explicit and computable formulas for the zeta-function
ζf (t) and the Lefschetz number Λ(f ) of the monodromy and to compare them to ζf˜ (t)
and Λ(f˜ ). This class should include the class of general functions (Definition 1.6).
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Definition 4.1. For v ∈W+, let us denote by (Hv)+, respectively Hv(f )+, the half-space
in Rn defined by v · (x1, . . . , xn)t > d , respectively by v · (x1, . . . , xn)t > ov(f˜ ), and let
Hv , respectively Hv(f ), denote its boundary hyperplane.
Let Γf˜ ,W , respectively ΓA′ , be the union of the compact faces of the infinite convex
body:
(Γf˜ ,W )+ := (R>0)n ∩
⋂
v∈W+
Hv(f )+,
respectively:
(ΓA′)+ := (R>0)n ∩
⋂
v∈A′
(Hv)+.
Note that Γ
f˜
⊂ (Γ
f˜ ,W )+ ⊂ (ΓA′)+ for any f ∈m. Example 5.2 shows that ΓA′ may be
different from ΓG.
Definition 4.2. We define the class ofW-nondegenerate functions by:
NW :=
{
f ∈m | Γf˜ ⊆ Γf˜ ,W and f˜ is nondegenerate on any face of Γf˜
}
.
Remark 4.3. Denote by NG the class of nondegenerate (in the sense of Kushnirenko,
Definition 1.4) G-invariant functions and let N˜W := {f˜ | f ∈ NW }. It follows that
NG ⊃ N˜W and this inclusion is in general strict.
Let f ∈ m and let p˜i and pi be the morphisms defined in Section 2. The idea which
emerges from Sections 2 and 3 is that we have rather good control over the situation where
{f ◦ pi = 0} is already a normal crossings divisor (hence where we do not need to resolve
any further). In this case, the following assertion shows that, in order to obtain the data we
need for the zeta-function of f , we have to collect the corresponding data for the divisor
{f˜ ◦ p˜i = 0} ⊂ YC and then apply a certain algorithm.
Theorem 4.4. Let f ∈m be a germ such that the divisor {f˜ ◦ p˜i = 0} is a normal crossings
divisor in Y C . Then the zeta-function of the monodromy of f is given by:
ζf (t)=
∏
T ∈S
∏
v∈W+
(
1− tov(f˜ )/d)−d−dimT ·χ(T∩E˜∗v). (11)
Proof. We first note that, by Construction 2.3(c), {f˜ ◦ p˜i = 0} is a normal crossings divisor
if and only if {f ◦ pi = 0} is a normal crossings divisor. We may then use A’Campo’s
formula [1, Théorème 3] which, in our case, takes the following form:
ζf (t)=
∏
v∈W+
(
1− tordEv (f ◦pi))−χ(E∗v).
Recall that ordEv (f ◦ pi) = ordE˜v (f˜ ◦ p˜i)/d = ov(f˜ )/d . Next, by the additivity of the
Euler characteristic, we get
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ζf (t)=
∏
T ∈S
∏
v∈W+
(
1− tov(f˜ )/d)−χ(T̂∩E∗v).
We then use relation (6) to conclude. 2
Proposition 4.5. If f ∈NW then {f ◦ pi = 0} is a normal crossings divisor. In particular,
the formula (11) is true for f ∈NW .
Before giving the proof, we need some preparation. For any σ ∈ C , define a function f˜σ
on Cn(σ ), which is a germ at p˜i−1σ (0), by the following (compare with [21, Lemma 10.2]):
(f˜ ◦ p˜iσ )(z1, . . . , zn)= zα11 · · ·zαnn · f˜σ (z1, . . . , zn), (12)
where f˜σ is not divisible by zi , ∀i ∈ {1, . . . , n}. Note that the integers α = αi(σ ) are
nonnegative multiples of d , that {f˜σ = 0} is not necessarily the proper transform of {f˜ = 0}
in the local chart Cn(σ ) and that f˜σ (0) can be zero.
Define the function δ :Z>0→ {0,1} by δ(0) = 0 and δ(k) = 1 for any integer k > 0.
With these notations, we have the following criterion, of which we ship the proof, since
straightforward.
Lemma 4.6. The divisor {(x1 · · ·xn · f˜ ) ◦ p˜i = 0} is a normal crossings divisor (as a germ
in p˜i−1(0)) if for any σ ∈ C the functions:
f˜σ , z
δ(α1)
1
∂f˜σ
∂z1
, . . . , zδ(αn)n
∂f˜σ
∂zn
have no common zero in some neighbourhood of p˜i−1σ (0)⊂Cn(σ ).
Proof of Proposition 4.5. Let f ∈NW . The condition Γf˜ ⊆ Γf˜ ,W insures that f˜σ (0) 6= 0,
∀σ ∈ C . Suppose that a ∈ p˜i−1σ (0) would be a common zero of the functions in Lemma 4.6.
We may assume without loss of generality that a = (0, . . . ,0, ak+1, . . . , an) with ai 6= 0,
∀i ∈ {k + 1, . . . , n}, for some k < n. Denote by a′ the point (1, . . . ,1, ak+1, . . . , an). We
then have
∂(f˜∆ ◦ p˜iσ )/∂zi(a′)=
∑
j∈{1,...,n}
[
xj ∂f˜∆/∂xj
](
p˜iσ (a
′)
) · [σ ]ij , ∀i ∈ {1, . . . , n}.
On the other hand, we have, by the definition of f˜∆ (see Definition 1.4 and Eq. (12)):
f˜∆ ◦ p˜iσ = zα11 · · ·zαnn · f˜σ (0, . . . ,0, zk+1, . . . , zn).
By a straightforward computation, we get ∂(f˜∆ ◦ p˜iσ )/∂zi(a′)= 0, ∀i ∈ {1, . . . , n}. Hence:[
xj · ∂f˜∆
∂xj
](
p˜iσ (a
′)
)= 0, ∀i ∈ {1, . . . , n},
since the matrix [σ ] is nonsingular. This means that f˜ is degenerate on ∆, which
contradicts our initial supposition. 2
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We shall compute the Euler characteristics which appear in the formula (11) in terms
of volumes of polyhedra, under certain nondegeneracy conditions. Varchenko [21] has
described how to perform such computations in case of a function germ on a smooth
underlying space, using a well-known result of Bernstein, Hovansky and Kushnirenko
on Newton polyhedra, see [21, Theorem 7.1]. The computations in [21] cannot be
applied ad literam in our case. We need to introduce some more notations and use
an adequate nondegeneracy condition, which turns out to be the W-nondegeneracy
(Definition 4.2).
Definition 4.7. Let ∆ ⊂ Rn be a some compact convex polyhedron not containing the
origin. If the dimension of ∆ is equal to i > 0 then we denote by Voli+1(∆) the volume of
the finite cone with base ∆ and vertex the origin. By convention, Voli+k(∆)= 0 for k > 1.
Any torus T ∈ S is defined by a certain cone σ ∈Σ and σ defines uniquely a face of
Γf˜ ,W , which will be denoted by ∆T . One may notice that
dimT > dim∆T > dim∆T ∩ Γf˜ .
Definition 4.8. Let S0 be the family of the tori defined at (7). For T = T〈v1,...,vk〉 ∈ S0,
denote by vT the unique vector among v1, . . . , vk which is not of the form dei .
Proposition 4.9. Let T ∈ S0. Then, for any f ∈NW we have:
d−dimT · χ(T ∩ E˜∗vT )= (−1)dimT (dimT + 1)!ovT (f˜ )−1 ·VoldimT+1(∆T ∩ Γf˜ ).
Proof. Let T be defined by σ ∈Σ and let σ ′ ∈ C such that σ ⊂ σ ′. The polynomial f˜∆T ◦ p˜i
has a Newton boundary, denoted by Γf˜∆T ◦p˜i . By [21, Theorem 7.1] or [8, Theorem IV] and
by the remark [21, p. 255], we have:
χ(T ∩ E˜∗vT )= (−1)dimT (dimT + 1)!ovT (f˜ )−1 ·VoldimT+1(Γf˜∆T ◦p˜iσ ′ ).
Assume that σ ′ = R>0〈v1, . . . , vn〉 and σ = R>0〈v1, . . . , vk〉, with T := T〈v1,...,vk〉 and
vk = vT . Let Lσ denote the coordinate subspace{
m ∈Rn |mi = 0, ∀i ∈ {1, . . . , k − 1}
}⊂Rn.
Then the linear morphism [σ ′]t ∈GL(n,R) restricted to Lσ defines an automorphism of
Lσ , say γ , which is, as a matrix, a (n− k + 1)× (n− k + 1) minor of [σ ′]t .
It follows that detγ = dn−k , since det[σ ′] = dn−1. This implies the relation:
Voln−k+1(Γf˜∆T ◦p˜iσ ′ )= d
n−k ·Voln−k+1(∆T ∩ Γf˜ ),
which completes the proof. 2
Proof of Theorem 1.8. Let f be W-nondegenerate, i.e. f ∈ NW . By Proposition 4.5,
{f ◦ pi = 0} is a normal crossings divisor, hence we may apply Theorem 4.4 and then use
Proposition 4.9 to conclude.
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Remark 4.10. If f ∈NW then only the Newton boundary Γf˜ counts in the zeta-function
formula of Theorem 1.8. If dimT > dim(∆T ∩ Γf˜ ) then the factor corresponding to T in
this formula is equal to 1, since the volume VoldimT+1(∆T ∩Γf˜ ) is zero, by Definition 4.2.
In the remainder of this section we shall compare the zeta-function ζf (t) given by
Theorem 1.8 to the zeta function ζ
f˜
(t) given by Varchenko’s classical formula. (It is
possible to do so since, if f ∈ NW , then f˜ ∈ NG, see Remark 4.3. This will enable us
to prove Proposition 1.7.
There is a familyW and a decomposition CW as in Proposition 2.2 with the additional
property that any maximal face of ΓG has a normal vector v belonging to W+. This is
simple observation based on the proof of Proposition 2.2. We shall assume in the following
that W and C verify this property. The first implication is that Γf˜0,W = ΓG, where f0
is a general function (Definition 1.6). Hence general functions are W-nondegenerate.
Moreover, {f˜0 ◦ p˜i = 0} is a normal crossings divisor (cf. Proposition 4.5).
Denote by max(ΓG) the set of maximal faces of ΓG. Denote by v∆ the vector in W+
which is normal to the face ∆ ∈ max(ΓG). The hyperplane H∆ which contains ∆ has
equation:
v∆ · (x1, . . . , xn)t =m(v∆), where m(v∆) := ov∆(f˜0). (13)
We may replace ov∆(f˜0) in the zeta-function formula (Theorem 1.8) by m(v∆) but, in
order to replace all ovT (f˜0) from the cited formula by something similar, we need more
definitions.
Definition 4.11. Let I ⊂ {1, . . . , n}, 06 |I |< n, and define
LI := {m ∈Rn |mj = 0, ∀j ∈ I }.
For any v ∈W+, let then v(I) ∈ (Z+)n ∩ LI be the orthogonal projection of the vector v
to the subspace LI .
LetW+(I) := {v(I) | v ∈W+} and letW+(I)′ denote the subset of primitive vectors in
W+(I).
Definition 4.12. For any v ∈W+ and any I as above, denote by vI the vector w ∈W+
such that w(I) is the primitive of v(I) inW+(I). By definition, we have v∅∆ = v∆. Define
m(vI∆) := ovI∆(f˜0) and notice that m(v
I
∆) may be different from m(v∆) if |I | > 1; see
Example 5.2.
With these notations and a moment’s thought, we may replace in Theorem 1.8 a vector
vT , for T ∈ S0 such that ∆T =∆ ∩ LI , ∆ ∈max(ΓG), by the vector vI∆. It turns out that
only these vectors contribute to the formula, since for the others we have Voln−|I |(∆ ∩
LI )= 0. Note that, if ∆∩LI is a maximal face (equivalently: Voln−|I |(∆∩LI ) 6= 0), then
v∆(I) is normal to it and, of course, vI∆ is normal to it as well.
Thus, formula in Theorem 1.8 becomes:
ζf0(t)=
∏
∆∈max(ΓG)
∏
I∈{1,...,n}
(1− tm(vI∆)/d)(−1)n−|I |(n−|I |)!m(vI∆)−1·Voln−|I |(∆∩LI ). (14)
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For any ∆ ∈max(ΓG) and I ⊂ {1, . . . , n}, we consider the face ∆ ∩LI of ∆ (which may
be also void). The hyperplaneH∆ ∩LI of LI which contains ∆∩LI has equation:∑
i∈{1,...,n}\I
aixi =m(∆∩LI ),
where ai,m(∆∩LI ) ∈N and gcd{ai | i /∈ I } = 1. (15)
The nonnegative integersm(∆∩LI ) enter in the zeta-function formula of Varchenko [21]
(with a change of the signs of the exponents, to agree with the formula of A’Campo), which
takes the form:
ζf˜0
(t)
=
∏
∆∈max(ΓG)
∏
I∈{1,...,n}
(1− tm(∆∩LI ))(−1)n−|I |(n−|I |)!m(∆∩LI )−1·Voln−|I |(∆∩LI ). (16)
The two formulae (14) and (16) have much similarity, in particular, we get:
Proposition 4.13. For a general function f0 ∈m, ζf˜0(t)= ζf (td ) if m(vI∆)=m(∆∩LI ),∀∆ ∈max(ΓG).
However, for some∆ ∈max(ΓG), the two integersm(vI∆) andm(∆∩LI )may be different,
even if I = ∅. We illustrate this behaviour in Example 5.
As another consequence of formula (14), we can prove the following (see [16]):
Proposition 4.14. The monodromy hf0 of a general function f0 on a 3-dimensional
isolated cyclic quotient is unipotent if and only if m(v∆)= d , ∀∆ ∈max(ΓG).
It is easy to prove that, for 2-dimensional isolated cyclic quotients, the monodromy hf0 is
unipotent (see[16]).
The Lefschetz number again. For this weaker invariant we may consider the following
larger class of functions.
Definition. The class of A′-nondegenerate functions is defined by:
NA′ :=
{
f ∈m
∣∣∣∣∣ for any I ⊂ {1, . . . , n} and any face ∆⊂ ΓA′ ∩LI , the functionf˜ is either nondegenerate on∆ or dim∆∩ Γf˜ < n− |I | − 1
}
.
Proof of Theorem 1.9. Note again that Voln−|I |(∆∩LI ∩Γf˜ )= 0 if dim∆∩LI ∩Γf˜ <
n − |I | − 1. The formula in Theorem 1.9—which is a formal consequence of (14)—
follows from Lemma 3.1 and theA′-nondegeneracy condition, in the same way one proves
Proposition 4.9. The main difference is that this time we need the nondegeneracy condition
only to convert Euler numbers into volumes (and not for the normal crossings property,
which is not important for the Lefschetz number formula). Hence the A′-nondegeneracy
condition is just sufficient. 2
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Proof of Proposition 1.7. A general function f0 is obviously A′-nondegenerate and we
have Γf˜0 = ΓG, by definition. The following equality is a consequence of formula (16):
Λ(hd
f˜0
)=−
∑
I⊂{1,...,n}
∆∈max(ΓA′ )
(−1)n−|I |(n− |I |)! ·Voln−|I |(∆∩LI ∩ ΓG).
If we compare this to formula in Theorem 1.9, we get the desired result Λ(hd
f˜0
) =
d ·Λ(f0). 2
5. Examples
Example 5.1. Consider the following data for the G-action: n = 2, d = 8 and (1,5) is
a generator. We get A = {(1,5), (2,2), (3,7), (4,4), (5,1), (6,6), (7,3)}, A′ = {(1,5),
(2,2), (5,1)}. The subset A′ of A is intimately connected to the minimal resolution of
the quotient C2/G (which has a (−2,−3,−2) dual graph), see [16] for more details.
The algebra of G-invariant polynomials C[x, y]G is generated by the monomials: x8,
x3y , xy3, y8. Notice that x2y2 is not G-invariant, although the point (2,2) is on ΓG. We
have: ov(f˜ )> 2 · 8, ∀f ∈m, ∀v ∈A \A′.
Consider the general function f0 ∈m, where: f˜0 = x8+x3y+xy3+y8. By Varchenko’s
formula, we get: ζf˜0(t)= (1− t4)2.
Denote by ∆1, ∆2, ∆3 the faces of the Newton polygon Γf˜0 , as in Fig. 1. Using the
definition relations (13) and (15), we get: m(v∆1)=m(∆1)= 8, m(v∆2)= 8, m(∆2)= 4,
m(v∆3)=m(∆3)= 8 (see Fig. 1).
Since m(v∆2) 6= m(∆2), we might expect ζf˜0(t) 6= ζf0(t8). This is indeed true, since
ζf0(t)= (1− t)3(1− t)−2 = (1− t) by (14), hence ζf0(t8)= 1− t8. The Lefschetz numbers
are: Λ(f0)=−1, Λ(h8
f˜0
)= 4 · (−2)=−8, hence we get the equalityΛ(h8
f˜0
)= 8 ·Λ(f0),
as proved by Proposition 1.7. In case n = 2, it turns out that (see [16, §7]) the Lefschetz
number may take values between 3− e and 2, if k > 1 and between 3− e and 1, if k = 1,
where e is the embedding dimension of the 2-dimensional cyclic quotient X ' C2/G and
(1, k) is a generator of G.
Fig. 1.
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The next example shows that, if f ∈ m is not general, then the equality Λ(hd
f˜
) =
d · Λ(f ) might be false. Let’s consider the G-invariant nonisolated function g˜ = x8 −
3x4y4 + 2x2y6.
The resolution of {g˜ = 0} yields an irreducible exceptional divisor E ' P 1 with
multiplicity 8, which intersects the proper transform ˜{g˜ = 0} in 5 points. Since χ(P 1 \
5 points)=−3, we get Λ(h8
g˜
)= 8 · (−3)=−24; on the other hand,Λ(g)=Λ(g1,5)= 1.
Example 5.2. Consider the case: n = 3, d = 11, and a generator is given by (1,7,5).
This is interesting also because the monodromy of the general function is not unipotent.
We have: A = {v1, . . . , v10} and A′ = {v1, v2, v3, v4, v5, v7, v8, v9}, where v1 = (1,7,5),
v2 = (2,3,10), v3 = (3,10,4), v4 = (4,6,9), v5 = (5,2,3), v6 = (6,9,8), v7 = (7,5,2),
v8 = (8,1,7), v9 = (9,8,1), v10 = (10,4,6).
We subdivide the positive orthant as in Fig. 2. Our 2-dimensional picture is obtained by
intersecting the positive orthant with the hyperplane {(m1,m2,m3) ∈R3 |m1+m2+m3 =
1}. One notices thatW+ =A′, see Note 2.2.
The Newton polyhedron ΓG associated to ourG is shown in Fig. 3. To draw it, we need
theG-invariant monomials of “lowest” degrees, and they are: x11, x4y , xy3, y11, y4z, yz3,
z11, xz2, x6z.
Let p˜i :YC → C3, pi :X′ → X be the morphisms constructed in Section 2, and let
E˜vi , respectively Evi be the prime exceptional divisors, where vi ∈ A′. It follows
from Proposition 3 that, in our situation, we have Λ(f ) = Λv7(f ) = 0, ∀f ∈ m. Hence
Λ(fv3,1)=Λ(fv1,1)+Λ(fv8,1)+Λ(fv9,1)+Λ(fv2,1)+Λ(fv5,1).
Let us compute the Lefschetz number and the zeta-function for a general f 0 ∈m. Let us
take
f˜ 0 := x11 + x4 + xy3 + y11 + y4z+ yz3 + z11 + xz2 + x6z+ x3y2z.
Fig. 2. The lines connecting arrowheads help to identify the 112-cells.
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Fig. 3. The monomial x3y2z is also a generator of the algebra of the G-invariant polynomials and is
independent from the ones above. Notice that (3,2,1) /∈ ΓG .
Consider the following 112-cells in our decomposition:
σ1 =R>0〈v1,11e2,11e3〉,
σ8 =R>0〈v8,11e3,11e1〉,
σ9 =R>0〈v9,11e1,11e2〉,
σ2 =R>0〈v2,11e3, v1〉,
σ5 :=R>0〈v5,11e1, v8〉.
We get:
Λ(f 0v1,1)= 0, Λ(f 0v8,1)= 0, Λ(f 0v9,1)= 0,
Λ(f 0v2,1)=−1, Λ(f 0v5,1)= 1.
Hence Λ(f0)= 0.
To compute the zeta-function, we use formula (14). The vector v4 comes into the
computations: χ(E∗v4)= χ(E∗v4 ∩ T̂v4)= 1. We get:
ζf 0(t)= (1− t)−Λ(f
0) · (1− t2)−χ(E∗v4 ) = (1− t2)−1.
It also follows that the Milnor number of f 0 is 1 and the monodromy hf 0 on H 2(Ff 0,C)
has eigenvalue−1. We have implicitly used the equalities:
m(vIi )=m(∆vi ∩LI )= 11, for i ∈ {1,5,8,9},
m(v4)=m(∆v4)= 2 · 11, m(v4{3})=m
(
∆v4 ∩ {m3 = 0}
)= 11.
We also get (by formulae (14) and (16)): ζf0(t11)= ζf˜0(t).
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