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Abstract
We revisit a fast iterative method studied by us in [I.K. Argyros, On a two-point Newton-like method of
convergent order two, Int. J. Comput. Math. 88 (2) (2005) 219–234] to approximate solutions of nonlinear
operator equations. The method uses only divided differences of order one and two function evaluations per
step. This time we use a simpler Kantorovich-type analysis to establish the quadratic convergence of the
method in the local as well as the semilocal case. Moreover we show that in some cases our method com-
pares favorably, and can be used in cases where other methods using similar information cannot [S. Amat,
S. Busquier, V.F. Candela, A class of quasi-Newton generalized Steffensen’s methods on Banach spaces,
J. Comput. Appl. Math. 149 (2) (2002) 397–406; D. Chen, On the convergence of a class of generalized
Steffensen’s iterative procedures and error analysis, Int. J. Comput. Math. 31 (1989) 195–203]. Numerical
examples are provided to justify the theoretical results.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this study we are concerned with the problem of approximating a solution x∗ of the non-
linear equation
F(x) = 0, (1.1)
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98 I.K. Argyros / J. Math. Anal. Appl. 332 (2007) 97–108where F is a Fréchet-differentiable operator defined on an open subset D of a Banach space X
with values in a Banach space Y .
A large number of problems in applied mathematics and also in engineering are solved by
finding the solutions of certain equations. For example, dynamic systems are mathematically
modeled by difference or differential equations, and their solutions usually represent the states of
the systems. For the sake of simplicity, assume that a time-invariant system is driven by the equa-
tion x˙ = B(x) (for some suitable operator B), where x is the state. Then the equilibrium states are
determined by solving Eq. (1.1). Similar equations are used in the case of discrete systems. The
unknowns of engineering equations can be functions (difference, differential, and integral equa-
tions), vectors (systems of linear or nonlinear algebraic equations), or real or complex numbers
(single algebraic equations with single unknowns). Except in special cases, the most commonly
used solution methods are iterative—when starting from one or several initial approximations a
sequence is constructed that converges to a solution of the equation. Iteration methods are also
applied for solving optimization problems. In such cases, the iteration sequences converge to
an optimal solution of the problem at hand. Since all of these methods have the same recursive
structure, they can be introduced and discussed in a general framework.
We are interested in numerical methods that avoid the expensive computation of the Fréchet-
derivative F ′(x) of operator F at each step. H.T. Kung and J.F. Traub [17] introduced a class
of multipoint iterative functions without derivative and D. Chen [11] studied a particular class
of these methods which contain the Steffensen method [17] as a special case but only in one
dimension. S. Amat, S. Busquier and V. Candela [3] generalized these methods in a Banach
space setting. Relevant works can be found in [1,2,4,5,9,10,16,18,21].
In particular they considered the Steffensen-type method
yn = xn + αnF(xn), αn ∈ (0,1], (1.2)
xn+1 = yn − [xn, yn]−1F(yn). (1.3)
Note that if we set αn = 1 (n  0) in (1.2) we obtain the Steffensen method. Under certain
Kantorovich-type conditions the quadratic semilocal convergence of method (1.2)–(1.3) was es-
tablished in [3]. F.A. Potra [19], Argyros [6–8], Amat et al. [1,2], Hernandez et al. [12–14],
Gutiérrez et al. [4] have also introduced methods that avoid the usage of the Fréchet derivative.
In [7] we showed the quadratic convergence of the method:
xn+1 = xn − [2xn − xn−1, xn−1]−1F(xn) (x−1, x0 ∈ D) (n 0). (1.4)
Here, a linear operator from X into Y , denoted by [x, y;F ] or simply [x, y] which satisfies the
condition
[x, y](x − y) = F(x) − F(y), (1.5)
is called a divided difference of order one [8,14]. Iteration (1.4) has a geometrical interpretation
similar to the Secant method in the scalar case.
We provide a local as well as a semilocal convergence analysis for method (1.4). Our ap-
proach (conditions) differs from the one in [7]. In particular we use the more concrete Newton–
Kantorovich convergence analysis approach based on a cubic scalar majorizing polynomial
instead of majorizing sequences.
Here we compare method (1.4) with (1.2)–(1.3) since both methods use two function evalu-
ations per step. An apparent restriction of method (1.2)–(1.3) is that the operator F has to map
X into itself. Therefore if this cannot happen our method (1.4) can serve as an alternative. Our
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for all n 0 (see e.g. Example 3.3). According to the hypotheses in [3] method (1.2)–(1.3) can-
not be used when F ′(x0) is smaller than 1 (in norm). Apparently our results do not have such
a restriction. Note that a local convergence analysis is given here for method (1.4) but such an
analysis was not given in [3,11] for method (1.2)–(1.3).
Finally the radius of convergence is compared favorably to the corresponding ones of our
methods.
2. Local convergence analysis of method (1.4)
We can show the following local convergence result for method (1.4).
Theorem 2.1. Let F be a nonlinear operator defined on an open subset D of a Banach space X
with values in a Banach space Y .
Assume:
Equation F(x) = 0 has a solution x∗ ∈ D at which the Fréchet derivative F ′(x∗) exists, and
is invertible;
Operator F is Fréchet-differentiable with divided difference of order one on D0 ⊆ D satisfy-
ing the Lipschitz conditions:∥∥F ′(x∗)−1[F ′(x) − F ′(x∗)]∥∥ a∥∥x − x∗∥∥, (2.1)∥∥F ′(x∗)−1([x, y] − [x, x∗])∥∥ b∥∥y − x∗∥∥ (2.2)
and ∥∥F ′(x∗)−1([y, y] − [2y − x, x])∥∥ c‖y − x‖2; (2.3)
the ball
U∗ = U(x∗, r∗)= {x ∈ X ∣∣ ∥∥x − x∗∥∥< r∗}⊆ D0, (2.4)
where,
r∗ = 4
a + b +√(a + b)2 + 32c ; (2.5)
for all x, y ∈ D0 ⇒ 2y − x ∈ D0. (2.6)
Then, sequence {xn} (n 0) generated by method (1.4) is well defined, remains in U(x∗, r∗)
for all n 0 and converges to x∗ provided that
x−1, x0 belong in U
(
x∗, r∗
)
. (2.7)
Its convergence speed can be estimated as:
∥∥xn+1 − x∗∥∥ b‖xn − x
∗‖ + c‖xn−1 − xn‖2
1 − a‖xn − x∗‖ − c‖xn−1 − xn‖2
∥∥xn − x∗∥∥ (n 0). (2.8)
Proof. Let us denote by L = L(x, y) the linear operator
L = [2y − x, x]. (2.9)
Assume x, y ∈ U(x∗, r∗). We shall show L is invertible on U(x∗, r∗), and∥∥L−1F ′(x∗)∥∥ [1 − a∥∥y − x∗∥∥− c‖x − y‖2]−1  [1 − ar∗ − 4c(r∗)2]−1. (2.10)
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∥∥F ′(x∗)−1[F ′(x∗)− L]∥∥= ∥∥F ′(x∗)−1[([x∗, x∗]− [y, y])+ ([y, y] − [2y − x, x])]∥∥
 a
∥∥y − x∗∥∥+ c‖y − x‖2
 ar∗ + c[∥∥y − x∗∥∥+ ∥∥x∗ − x∥∥]2
 ar∗ + 4c(r∗)2 < 1, (2.11)
by the choice of r∗.
It follows from the Banach lemma on invertible operators [15] and (2.11) that L−1 exists on
U(x∗, r∗), so that estimate (2.10) holds. We can also have by (2.2) and (2.3):
∥∥F ′(x∗)−1([y, x∗]− L)∥∥= ∥∥F ′(x∗)−1[([y, x∗]− [y, y])+ ([y, y] − L)]∥∥

∥∥F ′(x∗)−1([y, x∗]− [y, y])∥∥+ ∥∥F ′(x∗)−1([y, y] − L)∥∥
 b
∥∥y − x∗∥∥+ c‖y − x‖2
 br∗ + 4c(r∗)2. (2.12)
Moreover by (1.4) we get
∥∥xn+1 − x∗∥∥= ∥∥−L−1n ([xn, x∗]− Ln)(xn − x∗)∥∥

∥∥L−1n F ′(x∗)∥∥ · ∥∥F ′(x∗)−1([xn, x∗]− Ln)∥∥ · ∥∥xn − x∗∥∥. (2.13)
Estimate (2.8) now follows from (2.10), (2.12) and (2.13). Furthermore from (2.8) we get∥∥xn+1 − x∗∥∥< ∥∥xn − x∗∥∥< r∗ (n 0). (2.14)
Hence, sequence {xn} (n  −1) is well defined, remains in U(x∗, r∗) for all n  −1 and con-
verges to x∗.
That completes the proof of Theorem 2.1. 
Let x, y, z ∈ D0, and define the divided difference of order two of operator F at the points
x, y and z denoted by [x, y, z] by
[x, y, z](y − z) = [x, y] − [x, z]. (2.15)
Remark 2.2. In order for us to compare method (1.4) with others using divided differences of
order one, consider the condition∥∥F ′(x∗)−1([x, y] − [u,v])∥∥ a(‖x − u‖ + ‖y − v‖) (2.16)
instead of (2.1) and (2.2). Note that (2.16) implies (2.1) and (2.2). Moreover we have:
a  2a (2.17)
and
b 2a. (2.18)
Therefore stronger but more popular condition (2.16) can replace (2.1) and (2.2) in Theorem 2.1.
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stronger∥∥F ′(x∗)−1([y, x, y] − [2y − x, x, y])(y − x)∥∥ c‖y − x‖2, (2.19)
or the even stronger∥∥F ′(x∗)−1([u,x, y] − [v, x, y])(y − x)∥∥ c¯‖u − v‖2. (2.20)
Note also that
c c¯ (2.21)
and we can set
c = c (2.22)
despite the fact that c (or c¯) is more difficult to compute since we use divided differences of order
two (instead of one). Conditions (2.16) and (2.20) were used in [19] to show method
yn+1 = yn −
([yn, yn−1] + [yn−2, yn] − [yn−2, yn−1])−1F(yn) (n 0) (2.23)
converges to x∗ with order 1.839 . . . which is the solution of the scalar equation
t3 − t2 − t − 1 = 0. (2.24)
Potra in [19] has also shown how to compute the Lipschitz constants appearing here in some
cases.
It follows from (2.8) that there exist a constant c0, and N a sufficiently large integer such that:∥∥xn+1 − x∗∥∥ c0∥∥xn − x∗∥∥2 for all nN. (2.25)
Hence the order of convergence for method (1.4) is two. Note also that the radius of conver-
gence r∗ given by (2.5) is larger than the corresponding one given in [19, estimate (22)]. This
observation is very important since it allows a wider choice of initial guesses x−1 and x0.
It turns out that our convergence radius r∗ given by (2.5) can even be larger than the one given
by Rheinboldt [20] (see, e.g., [19, Remark 4.2]) for Newton’s method. Indeed under condition
(2.16) radius r∗R is given by
r∗R =
1
3a
. (2.26)
We showed in [6] that a
a
(or a
b
) can be arbitrarily large. Hence we can have:
r∗R < r∗. (2.27)
In [6] we also showed that r∗R is enlarged under the same hypotheses and computational cost as
in [20].
We note that condition (2.6) suffices to hold only for x, y being iterates of method (1.4) (see,
e.g., Example 3.3).
Condition (2.6) can be removed if D0 = X. In this case (2.4) is also satisfied.
Finally delicate condition (2.6) can also be replaced by a stronger but more practical one
which we decided not to introduce originally in Theorem 2.1, so we can leave the result as
uncluttered-general as possible.
Indeed, define ball U1 by
U1 = U
(
x∗,R∗
)
with R∗ = 3r∗. (2.28)
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from the estimates
∥∥2xn − xn−1 − x∗∥∥ ∥∥xn − x∗∥∥+ ‖xn − xn−1‖
 2
∥∥xn − x∗∥∥+ ∥∥xn−1 − x∗∥∥< 3r∗ = R∗ (n 0).
Hence the proof of Theorem 2.1 goes through if both conditions (2.4), (2.6) are replaced by
U1 ⊆ D0. (2.29)
We complete this section with a numerical example to justify estimate (2.27).
Example 2.3. Let X = Y = R, x∗ = 0, D = U(0,1) and define function F on D by
F(x) = ex − 1. (2.30)
Using (2.1)–(2.3), (2.16) and (2.30), we obtain
a = b = e − 1, c = e and a = e
2
. (2.31)
In view of (2.5) and (2.26), we have
rR = 0.24525296 < 0.299040145 = r∗. (2.32)
We can also set R∗ = 3r∗ = 0.897120435.
3. Semilocal convergence of method (1.4)
We can show the following result for the semilocal convergence of method (1.4).
Theorem 3.1. Let F be a nonlinear operator defined on an open set D of a Banach space X with
values in a Banach space Y .
Assume:
Operator F has divided differences of order one and two on D0 ⊆ D;
There exist points x−1, x0 in D0 such that 2x0 − x−1 ∈ D0 and A0 = [2x0 − x−1, x−1] is
invertible on D0;
Set An = [2xn − xn−1, xn−1] (n 0).
There exist constants α,β such that:
∥∥A−10 ([x, y] − [u,v])∥∥ α(‖x − u‖ + ‖y − v‖), (3.1)∥∥A−10 ([y, x, y] − [2y − x, x, y])∥∥ β‖x − y‖ (3.2)
for all x, y,u, v ∈ D0, and condition (2.6) holds;
Define constants γ, δ by
‖x0 − x−1‖ γ, (3.3)∥∥A−10 F(x0)∥∥ δ, (3.4)
2βγ 2  1; (3.5)
Moreover define θ , r , h by
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r = 1 − βγ
2
α + βγ + θ , (3.7)
and
h(t) = −βt3 − (α + βγ )t2 + (1 − βγ 2)t, (3.8)
δ  h(r) = 1
3
α + βγ + 2θ
1 − 2βγ 2 r
2; (3.9)
U0 = U(x0, r0) ⊆ D0, (3.10)
where r0 ∈ (0, r] is the unique solution of equation
h(t) = (1 − 2βγ 2)δ (3.11)
on interval (0, r].
Then, sequence {xn} (n−1) generated by method (1.4) is well defined, remains in U(x0, r0)
for all n−1 and converges to a solution x∗ of equation F(x) = 0.
Moreover its speed of convergence can be estimated for all n−1 as:
‖xn+1 − xn‖ tn − tn+1, (3.12)∥∥xn − x∗∥∥ tn, (3.13)
where,
t−1 = r0 + γ, t0 = r0, (3.14)
γ0 = α + 3βr0 + βγ, γ1 = 3βr20 − 2γ0r0 − βγ 2 + 1, (3.15)
for n 0
tn+1 = γ0tn − (tn − tn−1)
2β − 2βt2n
γ1 + 2γ0tn − (tn − tn−1)2 − 3βt2n
· tn. (3.16)
Furthermore if
r0  r1, (3.17)
and
α(2γ + r0 + r1) < 1, (3.18)
x∗ is the unique solution of Eq. (1.1) in U(x0, r1).
Proof. Sequence {tn} (n−1) generated by (3.14) and (3.16) can be obtained if method (1.4)
is applied to the scalar polynomial f (t) = −βt3 + γ0t2 + γ1t , where,
[2y − x, x] = f (2y − x) − f (x)
2(y − x) . (3.19)
It is simple calculus to show sequence {tn} (n−1) converges monotonically to zero (decreas-
ingly).
We can have:
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f (2tk+1 − tk) − f (tk)f (tk+1) (3.20)
= {[γ0 − (2tk + tk+1)β](tk − tk+1) + (tk − tk−1)
2β}(tk − tk+1)
1 − βγ 2 − 2(t0 − tk+1)α − [3(t0 − tk+1)(3t0 + tk+1) − (tk − tk+1)2]β
 (tk − tk+1)α + (tk−1 − tk)
2β
1 − 2(t0 − tk+1)α − βγ 2 (tk − tk+1). (3.21)
We show (3.12) holds for all k −1. Using (3.3)–(3.8) and
t0 − t1 =
[
1 − γ0t0 − (t0 − t−1)
2β − 2βt20
γ1 + 2γ0t0 − (t0 − t−1)2β − 3βt20
]
t0 = h(r0)1 − 2βγ 2 = c (3.22)
we conclude that (3.12) holds for n = −1,0. Assume (3.12) holds for all n  k and xk ∈
U(x0, r0). By (2.6) and (3.12) xk+1 ∈ U(x0, r0). By (3.1), (3.2) and (3.12)∥∥A−10 (A0 − Ak+1)∥∥
= ∥∥A−10 ([2x0 − x−1, x−1] − [x0, x−1] + [x0, x−1] − [x0, x0]
+ [x0, x0] − [xk+1, x0] + [xk+1, x0] − [xk+1, xk]
+ [xk+1, xk] − [2xk+1 − xk, xk]
)∥∥
= ∥∥A−10 (([2x0 − x−1, x−1, x0] − [x0, x−1, x0])(x0 − x−1)
+ ([x0, x0] − [xk+1, x0])
+ ([xk+1, x0] − [xk+1, xk])+ ([xk+1, xk] − [2xk+1 − xk, xk]))∥∥
 βγ 2 + (‖x0 − xk+1‖ + ‖x0 − xk‖ + ‖xk − xk+1‖)α
 βγ 2 + 2(t0 − tk+1)α < 2βγ 2 + 2αr  1. (3.23)
It follows by the Banach lemma on invertible operators and (3.23) that A−1k+1 exists, so that∥∥A−1k+1A0∥∥ [1 − βγ 2 − (‖x0 − xk+1‖ + ‖x0 − xk‖ + ‖xk − xk+1‖)α]−1. (3.24)
We can also obtain∥∥A−10 ([xk+1, xk] − Ak)∥∥
= ∥∥A−10 ([xk+1, xk] − [xk, xk]
+ [xk, xk] − [xk, xk−1] + [xk, xk−1] − [2xk − xk−1, xk−1]
)∥∥
= ∥∥A−10 (([xk+1, xk] − [xk, xk])
+ ([xk, xk−1, xk] − [2xk − xk−1, xk−1, xk])(xk − xk−1))∥∥
 α‖xk − xk+1‖ + β‖xk−1 − xk‖2. (3.25)
Using (1.5), (3.24) and (3.25) we get
‖xk+2 − xk+1‖ =
∥∥A−1k+1F(xk+1)∥∥
= ∥∥A−1k+1(F(xk+1) − F(xk) − Ak(xk+1 − xk))∥∥

∥∥A−1k+1A0∥∥∥∥A−10 ([xk+1, xk] − Ak)∥∥ · ‖xk − xk+1‖
 α‖xk − xk+1‖ + β‖xk−1 − xk‖
2
2 ‖xk − xk+1‖1 − βγ − α(‖x0 − xk+1‖ + ‖x0 − xk‖ + ‖xk − xk+1‖)
I.K. Argyros / J. Math. Anal. Appl. 332 (2007) 97–108 105 [α(tk − tk+1) + β(tk−1 − tk)
2](tk − tk+1)
1 − βγ 2 − 2(t0 − tk+1)α  tk+1 − tk+2, (3.26)
which together with (3.11) completes the induction.
It follows from (3.12) that sequence {xn} (n  −1) is Cauchy in a Banach space X and as
such it converges to some x∗ ∈ U(x0, r0) (since U(x0, r0) is a closed set). By letting k → ∞ in
(3.26) we obtain F(x∗) = 0.
Finally to show uniqueness, define operator
M = [y∗, x∗] (3.27)
where y∗ is a solution of Eq. (1.1) in U(x0, r1). We can have∥∥A−10 (A0 − M)∥∥ α[∥∥y∗ − (2x0 − x−1)∥∥+ ∥∥x∗ − x−1∥∥]
 α
[∥∥(y∗ − x0)− (x0 − x−1)∥∥+ ∥∥(x∗ − x0)+ (x0 − x−1)∥∥]
 α
[∥∥y∗ − x0∥∥+ 2‖x0 − x−1‖ + ∥∥x∗ − x0∥∥]
 α(2γ + r0 + r1) < 1. (3.28)
It follows from the Banach lemma on invertible operators and (3.28) that linear operator M is
invertible.
We deduce from (3.27) and the identity
F
(
x∗
)− F (y∗)= M(x∗ − y∗) (3.29)
that
x∗ = y∗. (3.30)
The proof of Theorem 3.1 is now complete. 
Remark 3.2. (a) It follows from (3.12), (3.13), (3.21), and (3.26) that the order of convergence
of scalar sequence {tn} and iteration {xn} is two.
(b) The conclusions of Theorem 3.1 hold in a weaker setting. Indeed assume:∥∥A−10 ([x0, x0] − [x, x0])∥∥ α0‖x − x0‖, (3.31)∥∥A−10 ([x, x0] − [x, y])∥∥ α1‖y − x0‖, (3.32)∥∥A−10 ([y, x] − [2y − x, x])∥∥ α2‖y − x‖, (3.33)∥∥A−10 ([y, x] − [x, x])∥∥ α3‖y − x‖, (3.34)∥∥A−10 ([2x0 − x−1, x0] − [x, y])∥∥ α4(‖2x0 − x−1 − x‖ + ‖x0 − y‖) (3.35)
and ∥∥A−10 ([2x0 − x−1, x−1, x0] − [x0, x−1, x0])∥∥ β0‖x0 − x−1‖ (3.36)
for all x, y ∈ D0.
It follows from (3.1), (3.2) and (3.31)–(3.36) that
αi  2α, i = 1,2,3,4, (3.37)
and
β0  β. (3.38)
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respectively; (3.25), we can use (3.34) instead of (3.1); (3.28), we can use (3.36) instead of (3.1).
The resulting majorizing sequence call it {tn} is also converging to zero and is finer than {tn}
because of (3.37) and (3.38).
Therefore if (2.6), (3.31)–(3.36) are used in Theorem 3.1 instead of (3.1) we draw the same
conclusions but with weaker conditions, and corresponding error bounds are such that:
‖xn+1 − xn‖ tn − tn+1  tn+1 − tn (3.39)
and ∥∥xn − x∗∥∥ tn  tn (3.40)
for all n 0.
(c) Condition (3.2) can be replaced by the stronger (not really needed in the proof) but more
popular [17],∥∥A−10 ([v, x, y] − [u,x, y])∥∥ β1‖u − v‖ (3.41)
for all v,u, x, y ∈ D0.
(d) As already noted at the end of Remark 2.2, conditions (2.6) and (3.10) can be replaced by
U2 = U(x0,R0) ⊆ D0 with R0 = 3r0 (3.42)
provided that x−1 ∈ U2.
Indeed if xn−1, xn ∈ U0 (n 0) then
‖2xn − xn−1‖ 2‖xn − x0‖ + ‖xn−1 − x0‖ < 3r0.
That is 2xn − xn−1 ∈ U2 (n 0).
A simple numerical example follows to show:
(a) method (1.2)–(1.3) says in the case of Steffensen’s method, i.e. when αn = 1 (n 0) cannot
be used to solve a simple scalar equation,
(b) method (1.4) can coincide with Newton’s method
xn+1 = xn − F ′(xn)−1F(xn) (n 0). (3.43)
Note that the analytical representation of F ′(xn) may be complicated which makes the use of
method (1.4) very attractive.
Example 3.3. Let X = Y = R, and define function F on D0 = D = (0.4,1.5) by
F(x) = x2 − 6x + 5. (3.44)
Moreover define divided difference of order one appearing in method (1.4) by (3.19). In this case
method (1.4) becomes
xn+1 = x
2
n − 5
2(xn − 3) , (3.45)
and coincides with Newton’s method (3.43) applied to F . Choose x−1 = 0.9 and x0 = 0.1. Then
using (1.4), we obtain x1 = x∗ = 1.
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F
(
xn + F(xn)
)− F(xn) = x4n − 10x3n + 28x2n − 14xn − 5 = 0,
when n = 0.
In order for us to further compare our method (1.4) with (1.2)–(1.3) we use a numerical
example already considered in [3].
Example 3.4. Let X = Y = R2, x−1 = (3.9,0.9), x0 = (4,1) and define operator F on X by
F(x, y) = (y2 − 4, x2 − 2y − 21). (3.46)
Then for αn = α∗ fixed and small, say e.g. α = 10−8 we cannot compute the iterates of method
(1.2)–(1.3), whereas our method (1.4) generates the solution x∗ = (5,2) after 5 iterations.
We conclude this section with an example involving a nonlinear integral equation:
Example 3.5. Let H(x, t, x(t)) be a continuous function of its arguments which is sufficiently
many times differentiable with respect to x. It can easily be seen that if operator F in (1.1) is
given by
F
(
x(s)
)= x(s) −
1∫
0
H
(
s, t, x(t)
)
dt, (3.47)
then divided difference of order one appearing in (1.5)–(1.6) can be defined as
hn(s, t) = H(s, t,2xn(t) − xn−1(t)) − H(s, t, xn−1(t))2(xn(t) − xn−1(t)) , (3.48)
provided that if for t = tm we get xn(t) = xn−1(t), then the above function equals H ′x(s, tm,
xn(tm)). Note that this way hn(s, t) is continuous for all t ∈ [0,1].
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