We show that a pair of complementary dagger-Frobenius algebras, equipped with a selfconjugate comonoid homomorphism onto one of the algebras, produce a nontrivial unitary morphism on the product of the algebras. This gives an abstract understanding of the structure of an oracle in a quantum computation, and we apply this understanding to develop a new algorithm for the deterministic identification of group homomorphisms into abelian groups. We also discuss an application to the categorical theory of signal-flow networks.
Introduction

Overview
Pairs of complementary dagger-Frobenius algebras play an important role in the high-level characterization of quantum phenomena [8, 13] , as the algebraic content of mutually unbiased bases. In Section 2, we show that if a such a pair is equipped with a self-conjugate comonoid homomorphism onto one of the algebras, a unitary map can be constructed that has the same abstract structure as an oracle in the theory of quantum algorithms. This gives insight into the logical structure of quantum algorithms and opens up a new avenue for their generalization.
Most known quantum algorithms are constructed using these black-box quantum oracles, whose structure can be depicted graphically in the following way: Here we read the diagram from bottom to top, defining a map of type C n ⊗C m → C n ⊗C m that acts as |x ⊗ |y → |x ⊗ |y ⊕ f (x) for a group product ⊕. Section 2 contains a full abstract description. Oracle-based algorithms include the Deutsch-Jozsa, Grover, and hidden subgroup algorithms. In the Deutsch-Jozsa and Grover algorithms the oracle implements a function f : S → {0, 1} where S is a finite set. In the hidden subgroup algorithm, the oracle implements a function f : G → S where G is a finite group and S is a finite set. In [13] it was shown that the unitary oracle described in Section 2 characterizes the structure of these well-known algorithms.
For these oracles to be physically implementable, they must be unitary operators. In this paper we give an abstract proof of unitarity for these operators using categorical algebra. In Section 3 we apply this result to develop a new quantum algorithm for the identification of group homomorphisms into an abelian group, in a number of queries which is equal to the number of simple factors of the target group. The graphical approach provides a simple proof of correctness of the algorithm, and leads to an algorithm which is more general than existing work in the literature [11] . Further, our graphical approach emphasizes that this algorithm can be seen as an improvement of the usual hidden subgroup algorithm, by taking direct control of more parameters.
In Section 4 we investigate an application to the theory of signal-flow networks due to Baez, Erbele and Fong [2, 3, 10] . We show that their formalism contains dagger-Frobenius algebras equipped with self-conjugate homomorphisms, and that, as a consequence, the network representing a single resistor is unitary.
Frobenius monoids and complementarity
In this Section we collect some standard results from the literature [8] . We assume some familiarity with the graphical calculus for symmetric monoidal dagger-categories [12] . We use a notation in which morphisms are drawn from bottom-to-top. Definition 1. In a monoidal category, a comonoid is a triple (A, , ) of an object A, a morphism : A → A ⊗ A called the comultiplication, and a morphism : A → I called the counit, satisfying coassociativity and counitality equations:
In a monoidal dagger-category, we can apply the dagger operation to these structures to obtain the associated monoid. We can then ask for the comonoid and monoid to interact in various ways.
Definition 2. In a monoidal dagger-category, a comonoid (A, , ) is dagger-Frobenius when the following equation holds:
Definition 3. In a symmetric monoidal dagger-category, a classical structure is a commutative dagger-Frobenius comonoid (A, , ) satisfying the specialness condition:
Definition 4. In a symmetric monoidal dagger-category, a dagger-Frobenius comonoid is symmetric when the following condition holds:
Definition 5. In a symmetric monoidal dagger-category, the dimension d(A) of an object A equipped with a dagger-Frobenius comonoid (A, , ) is given by the following composite:
When the algebra is commutative and special, equation (6) can be simplified to the composition of the unit and counit.
Definition 6 (Complementarity). In a symmetric monoidal dagger-category, two special symmetric dagger-Frobenius comonoids (A, , ) and (A, , ) are complementary when the following equation holds:
Note that this is not a symmetric condition between the gray and white structures. However, thanks to the symmetric property of the dagger-Frobenius algebras, it is equivalent to the following alternative condition:
The daggers of these equations give rise to two further equivalent conditions. By the symmetric property of the dagger-Frobenius algebras, this condition is equivalent to Definition 7. In a monoidal dagger-category, a comonoid homomorphism f : (A, , ) → (B, , ) between dagger-Frobenius comonoids is self-conjugate when the following property holds:
Lemma 8. In Hilb, comonoid homomorphisms f : (A, , ) → (B, , ) of classical structures are self-conjugate.
Proof. Recall that comonoid homomorphisms between classical structures in Hilb are exactly classical functions between the copyable points [9] . The linear maps on either side of (9) will be the same if and only if their matrix elements are the same, obtained by composing with |i at the bottom and j| at the top. On the left-hand side, this gives the following result:
On the right we can do this calculation:
This is the same result as for the left-hand side, and so expression (9) holds.
Unitary oracles 2.1 Complementarity via unitarity
A pair of symmetric dagger-Frobenius algebras can be used to build a linear map in the following way:
Here we have assumed that we operate in a category where square roots of scalars exist. The two algebras are complementary exactly when this composite is unitary, as we show in the following theorem.
Theorem 9 (Complementarity via a unitary). In a dagger symmetric monoidal category, two symmetric dagger-Frobenius algebras are complementary if and only if the composite (12) is unitary.
Proof. Composing (12) with its adjoint in one order, we obtain the following:
If the complementarity condition (7) holds then this is clearly the identity on A ⊗ A. The other composite can be shown to be the identity in a similar way, and so (12) is unitary. Conversely, suppose (12) is unitary. Then the final expression of (13) certainly equals the identity on A ⊗ A:
Composing with the black counit at the top-left and the white unit at the bottom-right then gives back complementarity condition (7) as required:
This completes the proof.
Families of unitary oracles
This pair of complementary observables automatically gives rise to a much larger family of unitaries, one for each self-conjugate comonoid homomorphism onto one of the classical structures in the pair. See equation (9) Proof. To demonstrate that the oracle (16) is unitary, we must compose it with its adjoint on both sides and show that we get the identity in each case. In one case, we obtain the following, making use of the Frobenius laws, self-conjugacy of f , associativity and coassociativity, the fact that f preserves comultiplication, the complementarity condition, the fact that f preserves the counit, and the unit and counit laws:
There is a similar argument that the other composite also gives the identity.
3 Identifying group homomorphisms into abelian groups
Introduction
In this Section we construct a new deterministic quantum algorithm to identify group homomorphisms.
Definition 12 (Group homomorphism identification problem). Given finite groups G and A where A is abelian, and a blackbox function f : G → A that is promised to be a group homomorphism, identify the homomorphism f .
We will define a quantum algorithm that solves the group homomorphism identification problem with a number of queries equal to the number of simple factors of the abelian group A. For comparison, we can consider the obvious classical algorithm for this problem.
Lemma 13. Given finite groups G and A, where A is abelian and G has a generating set of order m, and a blackbox function f : G → A that is promised to be a group homomorphism, a classical algorithm can determine f with m oracle queries.
Proof. Once we have evaluated f classically on the generating set of G, we have fully characterized f .
We are unable to prove optimality in either the quantum or classical case. However, we note that the query complexities of these quantum and classical algorithms depend of different and unrelated parameters of the problem. Instances where the order of the generating set of G is larger than the number of factors in the target group A will demonstrate a quantum advantage. In the simpler case where G is an abelian group this quantum algorithm was previously described by Høyer [11] , though his algebraic presentation differs significantly from ours. Høyer also notes that the algorithm by Bernstein and Vazirani in [4] is an instance of the abelian group identification problem where G = Z n n and A = Z 2 . Independently, Cleve et. al. [6] also presented an algorithm for the abelian case where G = Z n 2 and A = Z m 2 . We will proceed using the abstract structure defined earlier, but will now work in the daggersymmetric monoidal category FHilb. Any choice of orthonormal basis for an object A in FHilb endows it with a dagger-Frobenius algebra (A, , ), whose copying map d : A → A ⊗ A is defined as the linear extension of d(|i ) = |i ⊗ |i . Any finite group G induces a different dagger-Frobenius algebra on an object A = C[G], the Hilbert space with orthonormal basis given by the elements G, with multiplication given by linear extension of the group multiplication; we represent this structure as (A, , ). These two Frobenius algebras are complementary.
In the case that G is finite, its representations can be characterized as the homomorphisms G ρ − → Mat(n). The homomorphism conditions take the following form [13, Section A.7] :
These will be essential for our proofs below.
The algorithm
The structure of the quantum algorithm that solves the group homomorphism identification problem is given by the topological diagram (18) below. Here σ : G → C is a normalized irreducible representation of G, representing the result of the measurement, and ρ : A → C is a normalized irreducible representation of A. The representation ρ is one-dimensional as A is an abelian group. Physically, we are able to produce the input state ρ efficiently, using O(log n) time steps, via the quantum Fourier transform for any finite abelian group [7] . The measurement result σ arises from a measurement in the Fourier basis, which can, by a similar procedure for any finite group [5] , also be implemented efficiently. 
We can compare the structure of this algorithm to that of the standard quantum algorithm for the hidden subgroup problem. There, the second system is prepared in a state given by the identity element of the group, corresponding to a uniform linear combination of the irreducible representations. A later measurement of this second system-which is not a part of the standard hidden subgroup algorithm, but can be done without changing the result of the procedure-would collapse this combination to a classical mixture of these representations. The hidden subgroup algorithm therefore contains an amount of classical nondeterminism in its initial setup. In principle removing this, and selecting the input representation strategically, can only improve performance, and we take advantage of this here.
We analyze the effect of our new algorithm as follows.
Lemma 14. The algorithm defined by (18) gives output σ with probability given by the square norm of σ • f * • ρ * .
Proof. Using that ρ is a group homomorphism and simple diagrammatic rewrites defined in [13, Section A.9], we show the following, making use of the fact that representations are copyable points for group multiplication:
The left hand system is thus in the state σ • f * • ρ * , and using the Born rule, the squared norm of this state gives the probability of this experimental outcome.
Lemma 15. The composite ρ • f is an irreducible representation of G.
Proof. The map f is a homomorphism, so ρ • f : G → C is a one-dimensional representation of G. All one-dimensional representations are irreducible, so ρ • f is an irreducible representation.
Lemma 16. One-dimensional representations are equivalent only if they are equal.
Proof. Let ρ 1 , ρ 2 : G → C be irreducible representations of G. If they are isomorphic, then there exists a linear map L : C → C, i.e. some complex number, such that ∀g ∈ G
Hence we see that ∀g ∈ G, ρ 1 (g) = ρ 2 (g).
Theorem 17 (Structure theorem for finite abelian groups). Every finite abelian group is isomorphic to a direct product of cyclic groups of prime power order. Theorem 18. For a finite group G and cyclic group of prime power order Z p n , the algorithm (18) identifies a group homomorphism f : G → Z p n in a single query.
Proof. Choose the input representation ρ to be the fundamental representation of Z p n . This representation is faithful. This means exactly that
Thus ρ•f and ρ•f are different irreducible representations if and only iff and f are different group homomorphisms. The single measurement on the state (ρ • f ) * is performed by the algorithm in the representation basis of G, allowing us to determine ρ • f up to isomorphism. Due to Lemma 16 we know that each equivalence class contains only one representative, and thus we can determine f with a single query.
Theorem 19. For any two finite groups G and A, where A is abelian with n simple factors, the quantum algorithm (18) can identify a group homomorphism f : G → A with n oracle queries.
Proof. We prove the result by induction.
Base case. When A = Z p n is simple, then by Theorem 18 we can identify the homomorphism with a single query.
Inductive step. If A is not simple, then we must have A = H 1 × H 2 by Theorem 17, where the following hold:
1. The product × is the direct product whose projectors (p 1 , p 2 ) are homomorphisms. 2. H 1 and H 2 are groups with n 1 and n 2 factors respectively such that the theorem holds, i.e.
homomorphisms of the type f 1 : G → H 1 and f 2 : G → H 2 can be identified in n 1 and n 2 queries respectively.
Since p 1 • f and p 2 • f are homomorphisms, we can run subroutines of the algorithm to determine them. Hence we recover f as
The first subroutine will require n 1 queries and the second will require n 2 queries, so the total number of queries will be n 1 + n 2 , which is the number of factors of H 1 × H 2 .
Extension to the non-abelian case
We now consider the more general case where the target group A is non-abelian. We do not know how to extend the algorithm described above to this case. Nevertheless, it is instructive to analyze this scenario in our graphical approach. Irreducible representations of a non-abelian group A are not necessarily one dimensional, though we are still able to compute them via the Fourier transform efficiently [5] . In this case the algorithm has the following structure, where ψ represents the initial state of the right-hand system in the representation space:
We notice two additional features in this case. First, it is clear that the left and right systems are no longer in a product state at the end of the protocol, as they were in the final diagram of (19). Second, we now have an additional choice when preparing the input representation ρ; in order to construct a state from a representation ρ we also must choose the state ψ. While this provides a clear description of the algorithm in this more general setting, it is not clear that it would identify homomorphisms into non-abelian groups. Complications include the lack of a structure theorem that satisfies the conditions for Theorem 19, and that Lemma 15 no longer applies. In this setting it may be useful to make the problem easier by restricting to the identification of homomorphisms up to natural isomorphism, i.e. where two homomorphisms f 1 , f 2 : G → H are considered equivalent when there exists some η ∈ H such that, for all g ∈ G, we have ηf 1 (g)η
4 Application to signal-flow calculus
Introduction
Signal-flow diagrams are a notation in electrical engineering that describe the flow of information in electrical circuits, including rich phenomena such as feedback. In recent work, Baez, Erbele and Fong [2, 3, 10] have developed a categorical approach to modelling signal-flow diagrams, based on a category of linear relations on vector spaces over a field k. We show in this Section that unitary oracles exist in their setup, in the sense of our Definition 10, and discuss the consequences of this. We begin with a brief introduction to their theory.
Definition 20. The category FinRel k of linear relations is defined in the following way, for any field k:
• Objects are finite dimensional k-vector spaces
• Composition of linear relations f : U V and g : V W is defined as the following subspace of U ⊕ W :
It can be verified that this defines a linear subspace of U ⊕ W .
Note that a linear relation is in particular an ordinary relation, and that composition of linear relations is the same as for ordinary relations. The category FinRel k can be given a monoidal structure in a natural way, using the direct sum of vector spaces.
For every linear relation, we can define a converse as follows.
Definition 21. Given a linear relation f : U V defined as the subspace S f → U ⊕ V , its converse is the linear relation f † : V U defined as the subspace
This makes FinRel k into a monoidal dagger-category. Following the usual convention [12] , we depict the dagger of a linear relation as the original morphism flipped about a horizontal axis. Certain canonical linear relations play an important role in the theory. We define them here, along with the graphical symbol we will use to denote them.
Definition 22. The addition, zero, copying, deletion and multiplier linear relations are defined as follows, where the definitions in the last line are valid for all a, b ∈ k, and where the multiplier relation takes a parameter given by some r ∈ k:
They use their theory to model resistors in electrical circuits, using the following network:
The left-hand wire represents the current variable, and the right-hand wire represents the voltage variable. The initial current-voltage pair (i, v) is mapped to the output current-voltage pair (i, v + ir). This respects the usual law for resistors in electrical circuits, whereby if δv is the change in voltage over a resistor, i is the current through the resistor, and the value of the resistance is r, then δv = ir. It has been recognized in [2] that the linear relations given in Definition 22 satisfy many interesting relationships, which we summarize here without proof:
Lemma 23. In FinRel k , the following relationships hold between the addition, zero, copying, deletion and multiplier linear relations:
1. Addition and zero together form a commutative monoid.
2. Copying and deletion together form a commutative comonoid.
3. This monoid and comonoid together form a bialgebra.
4. The multiplier relation is a monoid homomorphism for addition, and a comonoid homomorphism for copying.
Complementary dagger-Frobenius structure
In this section we prove new results about the structures introduced in Section 4.1. We begin by establishing the existence of dagger-Frobenius properties of the addition and copying operations.
Lemma 24. In FinRel k , the addition and copying linear relations separately form commutative dagger-Frobenius algebras.
Proof. That addition and zero forms a commutative monoid, and copying and deletion forms a commutative comonoid, is established in Lemma 23. It remains to demonstrate that the daggerFrobenius conditions hold for each of these structures. We first evaluate the action of the following composite linear relation, which is one side of the dagger-Frobenius condition for the copying linear relation:
We see that this composite relation can be defined as ∀a, (a, a) (a, a), and similarly it can be shown that ∀a, (a, a) (a, a). Hence we have demonstrated the dagger-Frobenius condition = . For the addition linear relation, we calculate the left side of the dagger-Frobenius condition as follows:
We can write this action succinctly as ∀c, . Since K is single-valued and total, it is clear that K and K † are inverse, as can be shown by explicit calculation. By Theorem 9, it follows that addition and copying are complementary.
The final property that we establish is that multipliers are self-conjugate.
Lemma 26. In FinRel k , a multiplier r : k k is a self-conjugate morphism.
Proof. We must verify that r is equal to the transpose of its dagger: 
On the right-hand side we see that a is related to −b, with the constraint that a + b/r = 0, i.e. that −b = ra. This is equal as a linear relation to that of r itself, given on the left-hand side. This establishes the result.
Given these results, we are motivated to make the following definitions which generalize the motivating example of the theory of signal-flow diagrams in FinRel k .
Definition 27. In a symmetric monoidal dagger-category, a signal-flow structure is an object A equipped with a pair of commutative dagger-Frobenius algebras, which interact as a bialgebra. A multiplier for this signal-flow structure is a self-conjugate morphism r : A → A which is a monoid and comonoid homomorphism for both structures.
Definition 28. Given a signal-flow structure equipped with a multiplier r , the resistor associated to r is the composite given by diagram (23).
We then apply our earlier result to show that resistors are always unitary.
Corollary 29. Given a signal-flow structure equipped with a multiplier, its resistor is unitary.
Proof. An immediate application of Theorem 11.
The appearance of this unitary structure in both quantum algorithm and the signal-flow calculus highlights the general role that this abstract structure can play in different process theories.
