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Abstract: We discuss the general decomposition and possible general parameterizations
of the processes e+e− → γ∗ → P1P2γ, where P1P2 = π0π0, π0η, or π+π−, for
√
s ≈ MΦ.
Particular attention is devoted to the amplitude where the two pseudoscalar mesons are
in a JCP = 0++ state, where we propose a general parameterization which should help to
shed light on the nature of light scalar mesons.
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1. Introduction
As widely discussed in the literature, radiative Φ decays, such as Φ → f0γ → ππγ or
Φ → a0γ → πηγ, are one of the primary sources of information about the interesting and
still controversial sector of light scalar mesons (see e.g. Refs. [1, 2, 3] and references therein).
In principle, the large amount of data collected at Φ factories should allow to study these
processes with excellent accuracy. However, it must be realized that these processes are
only one of the components of the basic Φ-factory observables, namely the e+e− → P1P2γ
cross sections (where P1P2 = π
0π0, π0η, or π+π−). An accurate and possibly model-
independent description of all the components of these reactions is necessary in order to
extract reliable information about the scalar sector of QCD.
The purpose of the present paper is twofold. First, we discuss how to isolate the
interesting scalar amplitude from the other contributions to the cross section. Second, we
present a general parameterization of the scalar amplitude which should allow a model-
independent determination of basic parameters such as masses, widths and couplings of f0
and a0 mesons.
The paper is organized as follows. In Section 2 we discuss the general decomposition
the cross sections in terms of gauge-invariant tensors. We start from the simpler case
of neutral final states, |π0π0γ〉 and |π0ηγ〉. We then generalize to the |π+π−γ〉 case,
where initial- and final-state radiation represent a serious background. In Section 3 we
analyse the contributions to the invariant amplitudes due to the exchange of vector mesons
(e+e− → V P1(2) → P1P2γ), which represent an irreducible physical background for the
scalar amplitude. Finally, in Section 4 we present a general decomposition of the scalar
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amplitude (e+e− → Sγ → P1P2γ) which takes into account the narrow-width structure
of f0 and a0 at high MP1P2 , and the constrains of unitarity and chiral symmetry at low
MP1P2 . The complete procedure we propose for the fit of the cross sections is summarized
in the last section.
2. General decomposition of the cross sections
2.1 Neutral final states
The generic matrix element for the transition e+e− → P 01P 02 γ (P1,2 = π0 or η) can be
written as
M [e+(p+)e−(p−)→ P 01 (p1)P 02 (p2)γ(ε, k)] = esv¯(p+)γµu(p−)T µνεν , (2.1)
where s = (p+ + p−)
2 ≡ P 2. The constraints of gauge invariance imply
PµT
µν = kνT
µν = 0 . (2.2)
Using this notation, the differential cross section with unpolarized beams becomes
dσ(e+e− → P 01P 02 γ) =
1
8s
C12
∑
spins
|M|2 dΦ
=
8πα
s3
C12
[
pµ+p
ν
−
+ pµ
−
pν+ −
s
2
gµν
] [
−1
4
gρσTµσT
∗
νρ
]
dΦ , (2.3)
where
dΦ =
d3k
(2π)32Eγ
d3p1
(2π)32E1
d3p2
(2π)32E2
(2π)4δ(4)(P − p1 − p2 − k) (2.4)
and C12 takes into account the 1/2 factor in case of identical particles: C12 = 1 for
{P 01 , P 02 } ≡ {η, π0}; C12 = 1/2 for {P 01 , P 02 } = {π0, π0}.
As a result of the gauge-invariance conditions, in the case of a real photon in the final
state we can decompose T µν as the sum of three independent structures:
Tµν =
4
s
[
A1L
(1)
µν +A2L
(2)
µν +A3L
(3)
µν
]
, (2.5)
with
L(1)µν = (k · P )gµν − kµPν ,
L(2)µν =
4
s
{(P · q) [(k · q)gµν − kµqν ] + (k · P )qµqν − (k · q)qµPν} ,
L(3)µν =
4
s
[
(k · q)(P 2gµν − PµPν) + (k · P )Pµqν − P 2kµqν
]
, q =
1
2
(p1 − p2) .
The normalization of Tµν and the L
(i)
µν has been chosen in order to maximize the contact
with Ref. [4]: L
(1)
µν and L
(3)
µν are identical to the corresponding expressions of Ref. [4], while
L
(2)
µν coincides with the corresponding tensor of Ref. [4] only in the case of identical particles.
– 2 –
The dimensionless form factors Ai are determined by the specific dynamical model.
For instance, the scalar amplitude e+e− → Sγ → P1P2γ induces a non-vanishing contri-
bution only to A1, while the transition e
+e− → V P1(2) → P1P2γ leads to non-vanishing
contributions to all the form factors.
The phase space element can be re-written as
dΦ =
1
8(2π)4
dE1dEγdΩb =
1
8(2π)4
dE1dE2dΩb , (2.6)
where Eγ,1,2 are the energies in the c.o.m. frame and Ωb denotes the solid angle of the
beam axis with respect to the decay plane.1 Performing the angular integration we find
F (x, x1, x2) =
1
2πs
∫
dΩb
[
−1
4
gρσTµσT
∗
νρ
] [
pµ+p
ν
−
+ pµ
−
pν+ −
s
2
gµν
]
= a11|A1|2 + a22|A2|2 + a33|A3|2 + a12(A1A∗2 +A∗1A2)
+a13(A1A
∗
3 +A
∗
1A3) + a23(A2A
∗
3 +A
∗
2A3) , (2.7)
where the aij coefficients are given by
a11 =
4
3
x2
a12 =
2
3
[
(x1 − x2)2 + x2(σ − 1 + x)− 2δ(x1 − x2) + δ2
]
a13 =
8
3
x(x1 − x2 − δ)
a22 =
1
3
{
(x1 − x2)4 + 2x2(σ − 1 + x)2 + 2(x1 − x2)2(1− x)(σ − 1 + x)
−δ(x1 − x2)
[
2(x1 − x2)2 + 2(σ − 1 + x)(x1 + x2)
]
+δ2
[
(x1 − x2)2 + 2(σ − 1 + x)
]}
a23 =
4
3
(x1 − x2)
[
(x1 − x2)2 − 2δ(x1 − x2) + δ2
]
a33 =
8
3
[
(x1 − x2)2(1 + x)− x2(σ − 1 + x)− δ(x1 − x2)(x+ 2) + δ2
]
(2.8)
in terms of the adimensional variables
xi =
2Ei√
s
x =
2Eγ√
s
= 2− x1 − x2
σ =
2(M21 +M
2
2 )
s
δ =
2(M21 −M22 )
s
. (2.9)
In the limit δ → 0 the aij coefficients in Eq. (2.8) coincide with the Cij of Ref. [4], with
the exception of a12, which is reported incorrectly in Ref. [4].
The general expression for the total cross-section is then given by
dσ(e+e− → P 01P 02 γ) =
α
32π2s
C12 F (2− x1 − x2, x1, x2) dx1dx2
=
α
32π2s
C12 F (x, x1, 2 − x− x1) dx dx1. (2.10)
1 The element of the solid angle can be expressed as dΩb = d cos θγdφ, where θγ is the angle between
photon and e+ momenta, and φ the orthogonal angle with respect to the decay plane. The latter leads to
a trivial integration in the |A1|
2 term, but is non-trivial for the other contributions.
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Figure 1: Tree-level diagrams for ISR, FSR and SD contributions to e+e− → π+π−γ. The SD
amplitude corresponds to the O(Eγ) gauge-invariant terms in the diagram e).
2.2 Initial- and final-state radiation and generalization to the e+e− → π+π−γ
case
At O(α2) we can distinguish three basic components to the processes e+e− → π+π−γ:
initial-state radiation (ISR), final-state radiation (FSR) and the irreducible structure-
dependent (SD) amplitude which vanishes in the Eγ → 0 limit (see Fig. 1). The latter,
which is identical to the neutral case discussed before, is the only contribution sensitive to
scalar-meson dynamics.
By construction, ISR and FSR amplitudes can be fully described in terms of the elec-
tromagnetic form factor of the pion and are known with good accuracy2 (for an extensive
discussion applied to the Φ-factory case see e.g. Ref. [6, 7]). The |π+π−〉 state produced
by ISR has opposite transformation properties under parity and charge conjugation with
respect to those produced by FSR and SD. For this reason, as long as the kinematical cuts
applied on the cross section are symmetric under the exchange π+ ↔ π−, we can neglect
the interference of the ISR amplitude with the other two contributions. On the other hand,
the FSR amplitude, which can be decomposed according to Eq. (2.5), does interfere with
the SD terms:
dσ(e+e− → π+π−γ) = dσISR + dσFSR + dσSD + dσInterfFSR+SD . (2.11)
The form factors of the FSR contribution, which are singular in the x → 0 limit, can be
written as
AFSR1 = −
4παxFpipi(s)
x2 − (x1 − x2)2 , A
FSR
2 =
8παFpipi(s)
x2 − (x1 − x2)2 , A
FSR
3 = 0 , (2.12)
2 We denote here as FSR amplitude only the gauge-invariant part of the amplitude which can unam-
biguously related to the on-shell non-radiative e+e− → pi+pi− processes, according to Low’s theorem [5].
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Figure 2: Leading contributions to the structure-dependent amplitude: vector-meson exchange
(left) and scalar (right) contributions.
where Fpipi(s) denotes the pion electromagnetic form factor (with the standard normaliza-
tion Fpipi(0) = 1). The last three terms in Eq. (2.11) can thus be described by a generic
expression of the type in Eq. (2.10), where the form factors are obtained by summing the
singular AFSRi to the regular terms of the SD amplitude.
So far we have analysed only the O(α2) contributions to the cross sections, or the lead-
ing contributions in the case of a single detected photon in the final sate. As is well know,
the physical cross sections are obtained by the convolution of these leading expressions with
appropriate radiation functions [8] which take into account the effect of the undetected ISR
(both for charged and neutral final states) and the undetected FSR (for the charged final
state only).
3. The vector-meson exchange contribution
In a good fraction of the allowed kinematical region, a sizable contribution to the structure-
dependent amplitude is induced by the vector-meson exchange process in Fig. 2 (left).
The starting point to evaluate this contribution are the effective couplings gV
PV ′
and
gV
Pγ
(with dimension 1/energy), defined by
M [V (ε˜, P )→ P (q)γ(ε, k)] = egV
Pγ
ǫµνρσ ε˜µενqρkσ ,
M [V (ε˜, P )→ P (q)V ′(ε, k)] = gV
PV ′
ǫµνρσ ε˜µενqρkσ , (3.1)
and the adimensional vector-meson electromagnetic couplings, FV , defined by
M [V (ε)→ e+e−] = e
FV
εµ u¯(p−)γ
µv(p+) . (3.2)
In terms of these couplings, the vector-meson exchange process in Fig. 2 give rise to the
following contributions to the form factors:
Avect1 = −
1
4
(
−1 + 3
2
x+ σ
)
[g(x1) + g(x2)] +
1
4
(
x1 − x2 + 1
2
δ
)
[g(x1)− g(x2)]
Avect2 =
1
4
[g(x1) + g(x2)]
Avect3 = −
1
8
[g(x1)− g(x2)] (3.3)
where
g(y) =
∑
V,V ′=ρ,ω,Φ,ρ′,ω′,...
egV
PV ′
gV ′Pγ
4FV
s2M2V
DV (s)DV ′ [(1− y)s]
(3.4)
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FV gVPγ
[
GeV−1
]
gV
PV ′
= gV ′PV
[
GeV−1
]
|gρ
piγ
| = 0.79 ± 0.10 |gω
piρ
| = 12± 2
|Fρ| = 16.6 ± 0.2 |gρ
ηγ
| = 1.56 ± 0.08 |gΦ
piρ
| = 1.3 ± 0.2
|gω
piγ
| = 2.38 ± 0.04 |gΦ
piω
| = (4.1 ± 0.5)× 10−2
|Fω| = 55.9± 0.5 |gρ
ηγ
| = 0.46 ± 0.02 |gΦ
ηω
| = 1.1± 0.2
|gΦ
piγ
| = 0.132 ± 0.004 |gΦ
ηΦ
| = 2|gρ
ηρ
| = 2|gω
ηω
| = 7.0± 1.5
|FΦ| = 44.4 ± 0.4 |gΦ
ηγ
| = 0.691 ± 0.008
Table 1: Reference values for the modulos of the effective vector-meson couplings defined in
Eqs. (3.1)–(3.2).
and
DX(q
2) = s−M2X + iMXΓX . (3.5)
In the limit of identical particles in the final state, these results are fully consistent with
those of Ref. [4]. As discussed in Ref. [4], a natural improvement of the above expressions
is obtained by the replacement of the constant ΓX with appropriate energy-dependent
widths, taking into account the velocity factors of the dominant final states [9].
In Table 1 we report the current estimates for the most relevant set of FV , gVPγ , and
gV
PV ′
couplings. The results for FV and gVPγ have been determined by means of the relations
Γ(V → e+e−) = αMV
3 |FV |2
, Γ(V → Pγ) =
α|gV
Pγ
|2
3
[
M2V −M2P
2MV
]3
, (3.6)
using the experimental values of Γ(V → e+e−) and Γ(V → Pγ) in [10]. The gV
PV ′
have been
determined theoretically,3 with the exception of gΦ
piω
, which has been determined directly
from the experimental value of Γ(Φ → ωπ) in [10]. We stress that the results reported in
Table 1 should be considered only as rough reference values, or as natural starting point
for a fit of the cross sections. The high-statistics data on the e+e− → P1P2γ reactions at
a Φ factory should allow to determine these couplings (or at least some combinations of
them) with much higher accuracy.
4. The scalar amplitude
We are now ready to analyse the scalar amplitude or, more precisely, the contributions to
the form factor A1 not described by vector mesons and/or FSR.
The contribution to A1 induced by the exchange of a single vector and a single scalar
resonance, as shown in Fig. 2 (right), is:
A1(e
+e− → V → Sγ → P1P2γ) =
egS
12
gV
Sγ
4FV
sM2V
DV (s)DS [(1 − x)s] (4.1)
3 The gV
PV ′
have been determined by: i) assuming a simple effective Lagrangian of the type
L = g tr({V, V ′}P ), where V , V ′, and P are 3 × 3 matrices in flavour space; ii) fixing the Φ–ω mix-
ing angle from the FV values; iii) enforcing the vector-meson dominance relation gVPγ =
∑
V ′
gV
PV ′
/(eFV ′).
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where the couplings gS
12
and gV
Sγ
are defined by
Γ(V → Sγ) =
α|gV
Sγ
|2
3
[
M2V −M2S
2MV
]3
, (4.2)
Γ(S → P1P2) =
|gS
12
|2 p∗12(M2S)
8πM2S
, (4.3)
p∗12(M
2) =
[
M2 − (M1 −M2)2
]1/2 [
M2 − (M1 +M2)2
]1/2
2M
.
If we could consider only this resonant contribution, the total cross-section would assume
the following form
dσScalar =
2α
3π2s3
C12
∣∣A1(e+e− → V → Sγ → P1P2γ)∣∣2E2γdEγdE1
=
C12
4π2s
BWV (s)
Γ(V → e+e−)
MV Γ2V
∣∣∣∣ egS12gVSγDS(s12)
∣∣∣∣
2 M2VE
3
γ p
∗
12(s12)√
s12
dEγ , (4.4)
where
s12 = s− 2
√
sEγ = (1− x)s ,
BWV (s) =
M2V Γ
2
V
|DV (s)|2 =
M2V Γ
2
V
(M2V − s)2 +M2V Γ2V
. (4.5)
Note that the E3γ factor in (4.4), which is dictated by gauge-invariance according to the
general decomposition (2.8), implies a sizable distortion from a standard Breit-Wigner
shape for resonances close to the end of the phase space, such as f0(980) and a0(980).
The simplified expression (4.4) is often used in the literature to describe the contribu-
tions of the narrow resonances f0(980) and a0(980). However, a coherent description of all
the amplitudes contributing to the physical processes requires a more refined treatment.
First, in order to compute the total cross section we need to consider the general expression
in Eq. (2.10), with coherent sum of all contributions to the Ai:
Afull1 = A
FSR
1 +A
vect
1 +A
scal
1 , A
full
2 = A
FSR
2 +A
vect
2 , A
full
3 = A
vect
3 , (4.6)
with AFSRi (π
+π− case only) and Avecti given in Eq. (2.12) and Eq. (3.3), respectively.
Second, the expression of Ascal1 can involve several resonances and, possibly, also non-
resonant backgrounds.
Since f0(980) and a0(980) are the only two narrow scalar resonances with mass below
MΦ, a convenient parameterization for A
scal
1 is
Ascal1 =
∑
V=ρ,ω,φ; S=f0,a0
e
4FV
sM2V
DV (s)
[
gS
12
gV
Sγ
DS(s12)
+RV12(s12)
]
. (4.7)
Here RV12(s12) denotes a non-resonant term which, in absence of re-scattering effects, can
be expanded as a regular series in powers of (s12−M2S). The situation becomes particularly
simple in the exact isospin limit, where a single narrow resonance can contribute to each
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channel: the f0(I = 0) in the two |ππ〉 cases and the a0(I = 1) in the |πη〉 one. In this
limit, at fixed values of s and neglecting re-scattering effects, we expect a structure of the
type
Ascal1 ∝
gSeff
s12 −M2S + iMSΓS
+
α0
M2Φ
+
α1
M4Φ
(s12 −M2S) +O[(s12 −M2S)2] , (4.8)
with a different set of effective couplings for each channel. As we will discuss in the
following, this structure can be systematically improved in order to take into account the
elastic re-scattering phases of the two pseudoscalar mesons.
It is worth to stress that a sizable non-resonant term is phenomenologically required
from data, at least in the |ππ〉 channels. Indeed, if we only retain the pole term in Eq. (4.8),
the E3γ factor in the cross section –see Eq. (4.4)– implies a too large result at low spipi
compared to observations (see e.g. Ref.[11, 12]): experimental data clearly indicate that at
low spipi the contribution of the f0(980) is partially compensated by other contributions.
In the |ππ〉 channels one can consider an alternative parameterization where, in addi-
tion to the narrow f0(980), also the broad f0(600) is included by means of an appropriate
complex propagator in the I = 0 channel.4 In this case the f0(600) could be responsible for
the partial cancellation of the f0(980) contribution at low spipi, with a minor role played by
the non-resonant term. In principle, precise enough experimental data on the e+e− → ππγ
cross sections should be able to distinguish the case of an explicit pole structure for the
f0(600) from a pure polynomial term. However, the broad nature of the f0(600) makes
this distinction very difficult, even with the high statistics available at a Φ factory.
4.1 Re-scattering phases for |ππ〉 final states
As anticipated, the parameterization (4.8) can be improved in order to take into account the
absorptive parts generated by elastic re-scattering. We illustrate here how this improvement
can be implemented in the |ππ〉 case, where this effect is more relevant and the information
about elastic re-scattering at low spipi is very precise. For simplicity, we consider only Φ-
mediated contributions and we include only the f0(980) as explicit pole structure.
Neglecting non-Φ contributions, we can decompose the scalar form factors for charged
and neutral |ππ〉 final states as
Ascal1 (π
+π−) =
e
4FΦ
sM2Φ
DΦ(s)
F scal2 (spipi) +
√
2F scal0 (spipi)√
3
,
Ascal1 (π
0π0) =
e
4FΦ
sM2Φ
DΦ(s)
√
2F scal2 (spipi)− F scal0 (spipi)√
3
, (4.9)
4 The existence of a pole in the S-wave, I = 0, pipi scattering amplitude –corresponding to the f0(600)–
is not under doubt [14]. However, this pole is very far from the real axis and quite close to the pipi
threshold [14]. As a consequence, its contribution to the amplitude (4.7) is not necessarily well described
by a simple complex propagator as in the f0(980) case.
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where spipi = (1− x)s and the reduced F scal0,2 correspond the I = 0, 2 isospin combinations.
If we include only the f0(980) as explicit pole structure, we then have
5
F scal0 (spipi) =
gf0
pipi
gΦ
f0γ
spipi −M2f0 + i
√
spipi Γf0(spipi)
+R0(spipi) ,
F scal2 (spipi) = R2(spipi) . (4.10)
For spipi close to the f0(980) pole, the leading elastic and inelastic re-scattering effects
are automatically included in the scalar resonance propagator [9]. In particular, considering
only two-body intermediate states (ππ and KK¯) and defining
Σf0(s) = i
√
sΓf0(s) and vi(s) = (s/4−M2i )1/2 , (4.11)
the effective energy-dependent width assumes the form
4M2pi ≤ s < 4M2K± Σf0(s) =
1
8π
√
s
{
−(gf0KK)2
[
|vK+(s)|+ |vK0(s)|
]
+ i(gf0pipi)
2vpi(s)
}
,
4M2K± ≤ s < 4M2K0 Σf0(s) =
1
8π
√
s
{
(gf0KK)
2
[
− |vK0(s)|+ ivK+(s)
]
+ i(gf0pipi)
2vpi(s)
}
,
s ≥ 4M2K0 Σf0(s) =
i
8π
√
s
{
(gf0KK)
2
[
vK+(s) + vK0(s)
]
+ (gf0pipi)
2vpi(s)
}
. (4.12)
The key observation which allows to determine the absorptive parts of the form factors
in the low spipi region is the Fermi-Watson theorem [13]. This implies that below the inelastic
threshold the phases of the two F scalI (spipi) coincide with the ππ S-wave elastic phases.
The low-energy structure of ππ phase shifts
aI bI
I = 0 0.220 ± 0.005 0.275 ± 0.009
I = 2 0.045 ± 0.001 0.081 ± 0.002
Table 2: Numerical values for the low-energy
parameters of S-wave ππ phases from Ref. [15].
is known very precisely [15]. In the S–wave
channels we can write
tan[δI(s)] ≈ 2vpi(s)√
s
(
aI + bI
s− s0
s0
)
,
with s0 = 4M
2
pi , and the aI and bI reported
in Table 2.
In the I = 2 case, where the resonance term is absent, the Fermi-Watson constraint
applies directly to the non-resonant term R2(spipi). Generalizing the polynomial expansion
in Eq. (4.8), this implies
R2(spipi) =
(
γ0
M2Φ
+
γ1
M4Φ
(spipi −M2f0) +O[(spipi −M2f0)2]
)
eiδ2(spipi) , (4.13)
where the γi are real parameters, as implicitly assumed for all the effective couplings so far
introduced (gV
Sγ
, gV
Pγ
, gS
12
. . . ).
The condition to be imposed on the I = 0 term is slightly more complicated since
we cannot ignore the phase shift induced by the f0 propagator. Given that below the
inelastic threshold all phase shifts are proportional to the pion velocity vpi(spipi), a convenient
decomposition for R0(spipi) is
R0(spipi) =
α0
M2Φ
e
iβ0
vpi(spipi)
MΦ +
α1
M4Φ
e
iβ1
vpi(spipi)
MΦ (spipi −M2f0) +O[(spipi −M2f0)2] , (4.14)
5 The effective coupling g
f0
pipi denotes the coupling of the f0(980) to the two-pion state with I = 0.
Correspondingly, the decay width appearing in the definition (4.3) must be interpreted as Γ[f0 → (pipi)I=0] =
Γ(f0 → pi
+pi−) + Γ(f0 → pi
0pi0).
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where αi and βi are real parameters. Imposing the Fermi-Watson constraint allows to
determine the βi in terms of the αi and the parameters of δ0(spipi). Indeed, expanding
the phase of the full form factor in powers of (spipi − s0), up to second order, leads to the
following two conditions:
β0 =
M3Φ
α0
[
ξ(s0)− (s0 −M2f0)ξ′(s0)
]
, β1 =
M5Φ
α1
ξ′(s0) , (4.15)
where
ξ(s) =
(gf0
pipi
)3gφfγ/(8π
√
s)
(s−M2f0 +Re[Σf0(s)])2 + Im[Σf0(s)]2
+
2√
s
(
a00 + b
0
0
s− s0
s0
)
×
×
[
gf0
pipi
gφfγ(s−M2f0 +Re[Σf0(s)])
(s−M2f0 +Re[Σf0(s)])2 + Im[Σf0(s)]2
+
α0
M2Φ
+
α1
M4Φ
(s−M2f0)
]
(4.16)
and ξ′(s) = dξ/ds.
Proceeding in a similar way, this method can be generalized to include non-Φ contribu-
tions and/or the explicit pole structure of the f0(600) and/or additional polynomial terms
in the Taylor expansion.
5. Summary
The procedure we propose for a general un-biased analysis of the e+e− → P1P2γ cross
sections can be summarized as follows:
• According to Eqs. (2.7)–(2.10), the Born (single-photon) cross sections are expressed
in terms of the three Lorentz-invariant form factors A1−3.
• The three form factors are decomposed as in (4.6) in terms of a FSR component
(AFSR1,2 ) and a two leading SD components (A
scal
1 and A
vect
1−3). The FSR component,
which is present only in the |π+π−γ〉 case, is fully determined by the electromagnetic
pion form factor.
• The vector SD component can be parameterized as in Eq. (3.3) in terms of the
effective couplings FV , gVPγ , and g
V
PV ′
. Here one could use the reference values in
Table 1 as starting point of the fit, and eventually improve the determination of some
of these couplings (especially by means of |π0π0γ〉 data, where the vector component
is dominant).
• For the scalar SD component we propose a parameterization of type (4.7) with a
resonant part (with or without the f0(600) pole) and a polynomial non-resonant
term (with one or two free parameters for each channel). In the two |ππγ〉 channels
the parameterization of the non-resonant part can be improved with the inclusion
of appropriate re-scattering phases, as shown in Eq. (4.14). These do not involve
additional free parameters since the βi in Eq. (4.14) can be determined using the
precise low-energy constraints on ππ phase shifts, as outlined in Section 4.1. An
important consistency check of the whole approach is obtained by the combined fit
of the two |ππγ〉 channels, which should satisfy the isospin decomposition (4.9).
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Recently, this procedure has been employed in the analysis of KLOE data on e+e− →
π+π−γ [12] with satisfactory results. A more significant test of the method should be
possible in the near future, with the combined analysis of high-statistics data on both
e+e− → π+π−γ and e+e− → π0π0γ.
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