Based on the Q-function, the conditional expectation of the logarithm of the joint-likelihood between responses and random effects, we propose a case-deletion approach to identify influential subjects and influential observations in linear mixed models. The models considered here are very broad in the sense that any covariance structures can be specified in the covariance matrices of the random effects and random errors. Analytically explicit forms of diagnostic measures for the fixed effects and variance components are provided. Comparisons with existing methods, including likelihood-based case-deletion and local influence methods, are made. Numerical results, including real data analysis and simulation studies, are presented for both illustration and comparison. This article has supplementary material online.
INTRODUCTION
We consider case-deletion diagnostics for linear mixed models (LMMs; Laird and Ware 1982) 
where for the ith subject, Y i is the (n i × 1) stacked vector of n i observations made over time or location, X i is an (n i × p) design matrix of covariates, β is a (p × 1) vector of fixed effects, Z i is an (n i × q) design matrix for the (q × 1) vector of betweensubject random effects u i , and i is an (n i × 1) vector of random errors (i = 1, . . . , m) . It is common to assume u i ∼ N(0, G) and i |u i ∼ N(0, R i ), where G = G(α) is the (q × q) betweensubject covariance matrix, which may depend on an (r × 1) vector α of variance components, and R i = R i (γ ) is the (n i × n i ) within-subject covariance matrix for repeated measurements, which may depend on an (s × 1) vector γ of variance components. Throughout this article, we denote θ = (β , α , γ ) as the vector of full parameters for the LMM.
The LMM is widely used in longitudinal and spatial data analysis (Diggle, Liang, and Zeger 1994; Verbeke and Molenberghs 2000) . It also plays a fundamental role in generalized LMMs for modeling correlated discrete data (Breslow and Clayton 1993) and nonparametric smoothing using penalized splines (Eilers and Marx 1996) . Statistical inference for the LMM has been well developed and one may refer to Searle, Casella, and McCulloch (1992) and Molenberghs and Verbeke (2001) for a comprehensive review. However, statistical diagnostics for the LMM have not been fully addressed yet. By assuming that the marginal covariance matrices V i = Z i GZ i + R i are given, Banerjee and Frees (1997) and Hodges (1998) considered case-deletion diagnostics for the fixed effects β. Similar considerations were given by Tan, Ouwens, and Berger (2001) , Ouwens, Tan, and Berger (2001) , and Demidenko and Stukel (2005) . When V i are unknown, it was suggested to use a consistent estimateV i to replace V i (Banerjee and Frees 1997; Hodges 1998 ) but the resulting statistical diagnostics for the fixed effects β may not be efficient (Atkinson 1998; Pan and Thompson 1998) . On the other hand, case-deletion diagnostics for the variance components (α, γ ) are not fully clear yet (Demidenko and Stukel 2005) . When G = σ 2 u I q and R i = σ 2 I n i , leading to V i = σ 2 u Z i Z i + σ 2 I n i , Christensen, Pearson, and Johnson (1992) proposed a one-step approximation to Cook and Weisberg's (1982) distance for the variance components in V i . However, this approximation may not be computationally efficient, as pointed out by Haslett and Dilane (2004) . When either the covariance matrix G or R i has more complicated structures, such as AR(1) or antedependence, it is not clear yet how the one-step approximation approach works in this case. As an alternative, Beckman, Nachtsheim, and Cook (1987) and Lesaffre and Verbeke (1998) proposed to use the computationally attractive local influence approach (Cook 1986 ) to study influence analysis for the LMM. Beckman, Nachtsheim, and Cook (1987) considered the models with V i = σ 2 u Z i Z i + σ 2 I n i and examined a variety of perturbation schemes. Lesaffre and Verbeke (1998) studied local influence for the LMM with unstructured covariance for G and independent structure for R i , that is, R i = σ 2 I n i . Restricted by these special structures for the covariance matrices, their local influence measures cannot be directly applied to the models with other covariance structures for either G or R i . In fact, Lesaffre and Verbeke (1998) recommended that their local influence measures be used only to flag apparently influential cases for subsequent refit with specifying a particular structure for G.
Based on the conditional expectation of the complete-data log-likelihood at the E-step in the expectation-maximization (EM) algorithm, namely, the Q-function, Zhu et al. (2001) developed a unified approach to obtain case-deletion diagnostic measures for general models with missing data. Further, Lee and Xu (2004) and Xu, Lee, and Poon (2006) applied similar ideas to study case-deletion influence analysis for generalized LMMs and nonlinear mixed-effects models, respectively. Based on the Q-function, Zhu and Lee (2003) proposed a procedure to detect influential observations in generalized LMMs using a local influence approach. The case-deletion diagnostic measures considered by Zhu et al. (2001) , Lee and Xu (2004) , and Xu, Lee, and Poon (2006) are all based onQ, the second-order derivative of the Q-function with respect to θ , which works well for the models they considered but may be difficult to extend to other complicated models due to the complexity of calculatingQ. In this article, we propose to use E(Q), the expectation ofQ with respect to the responses Y, to replaceQ when constructing case-deletion diagnostic measures. It turns out that the resulting structure of E(Q) is block-diagonal with respect to the fixed effects β and the variance components α and γ in the LMM, irrespective of the covariance structures for G and R i . It implies that the case-deletion diagnostic measures based on E(Q) for β, α, and γ are mutually independent, which substantially saves computational effort for calculating the case-deletion diagnostic measure of θ . We also show that the diagnostic measure based on E(Q) is as efficient as the one based onQ. The LMM considered here is very broad in the sense that any covariance structures can be specified in the covariance matrices of the random effects and random errors. Analytically explicit forms of diagnostic measures for the fixed effects and variance components in various covariance structures are provided. Comparisons with existing methods, including likelihood-based case-deletion and local influence methods, are made under certain circumstances. Numerical results, including real data analysis and simulation studies, are presented for both illustration and comparison.
The rest of the article is organized as follows. In Section 2, we study likelihood-based case-deletion diagnostics and develop new diagnostic approaches based on the Q-function. In Section 3, we compare the Q-function-based case-deletion diagnostic measure with the likelihood-based approach within the framework of the LMM with independent random effects and independent random errors, in which both diagnostic approaches have analytically explicit forms. In Section 4, the Q-functionbased case-deletion diagnostic measures are considered for the LMM with nonindependent covariance structures. In Section 5, the Q-function-based diagnostic measures at observation level are discussed. In Section 6, the proposed diagnostic methods are demonstrated with the analysis of data on aerosols. In Section 7, we carry out intensive simulation studies to assess the performance of the proposed diagnostic methods and compare with the existing diagnostic approaches for the LMM, including local influence method by Beckman, Nachtsheim, and Cook (1987) and one-step case-deletion method by Christensen, Pearson, and Johnson (1992) . In Section 8, we provide a further discussion on the proposed approaches. Technical details are provided in the supplementary material.
CASE-DELETION DIAGNOSTICS
The case-deletion approach is one of the most commonly used techniques in statistical diagnostics (Cook and Weisberg 1982) . Assume that θ is the parameter vector of interest in a model, which is under consideration andθ is the estimate of θ using certain principles, such as maximum likelihood. When the ith observation Y i is deleted from the full observational set Y = {Y 1 , Y 2 , . . . , Y n }, a refitting of the model using the same estimation principle yields the estimateθ [i] of θ . Appropriate measures of difference betweenθ [i] andθ can be used to quantify how the ith observation influences the estimatê θ and statistical inferences. A typical measure is Cook's distance defined by
where M is an appropriately chosen positive definite matrix. The matrix M is typically the inverse of the covariance of the estimatesθ orθ [i] (Cook and Weisberg 1982) . For the ordinary linear regression model E(Y ) = Xβ with var(Y ) = σ 2 V , where V is a known positive definite matrix, the case-deletion diagnostic measure for the regression coefficients β can be formed
, leading to the so-called Cook's statistic or DFFITS, where X [i] and V [i] are the matrices X and V after deleting the ith row (and also the ith column for V). It can be shown that in this case, calculatingβ [i] for all i's is not necessary because there is an updating formula for β [i] −β, which can avoid direct calculation ofβ [i] for each i (Cook and Weisberg 1982) . Moreover, Cook's statistic and DF-FITS can be calibrated with reference to the χ 2 -distribution with appropriate degrees of freedom so that influential cases can be flagged.
For the LMM (1), when the marginal covariances V i = Z i GZ i + R i are known, an updating formula for the fixed effects β exists (Banerjee and Frees 1997) . When the covariances V i are unknown, however, the updating formula for β is no longer available, except for balanced longitudinal data (Pan and Fang 2002) . It is common in the literature that the maximum likelihood estimates or restricted maximum likelihood estimatesV i are used to replace V i in the updating formula as if V i were given (Banerjee and Frees 1997; Hodges 1998; Demidenko and Stukel 2005) . The resulting diagnostics for the fixed effects β, however, remain problematic becauseV i are also influenced by the deletion of the ith subject (Atkinson 1998; Pan and Thompson 1998) . Regarding the case-deletion diagnostic measures for the variance components, Christensen, Pearson, and Johnson (1992) considered a special case with G = σ 2 u1 I q 1 + · · · + σ 2 uK I q K and R i = σ 2 I n i using a one-step approximation. For other covariance structures for G(α) and R i (γ ), it is not clear yet how to construct case-deletion diagnostic measures for variance components α and γ (Demidenko and Stukel 2005 
Likelihood-Based Diagnostics
The log-likelihood function for the LMM (1) is given by
where
Denote [i] (θ ) as the log-likelihood with the ith subject deleted. Assumeθ and θ [i] are the maximum likelihood estimates of θ under (θ ) and [i] (θ ), respectively. To calculateθ [i] , we may use a onestep Newton-Raphson approximation atθ , in other words,
[i] (θ), where dots over the functions denote derivatives with respect to θ . The one-step approximation to Cook's distance is thus of the form
, where we choose M = [−¨ [i] (θ)], the inverse of the asymptotic covariance matrix ofθ [i] . Note that the computation of [−¨ [i] (θ)] −1 may become cumbersome when m is large. To overcome this difficulty, we propose to use¨ (θ) to replace¨ [i] (θ) so that the approximated Cook's distance becomes
Compared to C 1 i (θ ), it is obvious that C i (θ ) largely reduces computational loads. For the purpose of diagnostics, C i (θ ) may be quite adequate for assessing influences, even if the corresponding parameter estimates are poor (Cook and Weisberg 1982; Kass, Tierney, and Kadane 1989) .
In general, the asymptotic covariance matrix [−¨ (θ )] −1 is not block-diagonal. It may be difficult to decompose the approximated Cook's statistic (4) into different components of interest, for example, the diagnostic measure for the fixed effects β. As an alternative, we propose to use E(¨ ), the expectation of¨ with respect to the responses Y, to replace¨ , so that we obtain
Note that [−E{¨ (θ)}] −1 is actually the Fisher information matrix. For the LMM (1), it can be shown that
. In other words, the diagnostic measure of θ is the sum of the diagnostic measures of the fixed effects β and the variance components η in terms of C * i . We can show that the above approximation to the estimatê θ [i] can be actually characterized by O p (m −2 ) under certain regularity conditions. In fact, we have
The proof of Theorem 1 is sketched in supplementary Section S1.
Q-Function-Based Diagnostics
The Cook's statistics (4) and (5) may have an analytically explicit form for the LMM with some simple covariance structures. For example, when the model has independent random effects and independent random errors, it is not difficult to obtain the explicit forms of C * i (β) and C * i (σ 2 u , σ 2 ), see Section 3. However, for other complicated covariance structures it may be difficult to obtain the formulas for C * i (β) and C * i (η), where η = (α , γ ) , because the calculation of the derivatives is analytically intractable. On the other hand, it is difficult to extend the likelihood-based case-deletion diagnostics to other models if the associated likelihood function has no analytical form, for example, the generalized LMMs. Accordingly, an alternative to the likelihood-based diagnostics needs to be sought.
It is well known that the EM algorithm calculates the maximum likelihood estimates in an iterative manner (Dempster, Laird, and Rubin 1977) . It is natural to use the Q-function, the conditional expectation of the logarithm of the joint-likelihood function between the responses Y and the random effects u, involved in the EM algorithm, to replace the log-likelihood (θ ) in statistical diagnostics. Within the framework of incomplete data, Zhu et al. (2001) showed that the resulting one-step approximation is as good as the one based on the log-likelihood in terms of the error bound
is the parameter estimate of θ = (β , α , γ ) in the tth iteration of the algorithm (see, e.g., Pan and MacKenzie 2007) . To calculate the case-deletion estimateθ [i] of θ , Zhu et al. (2001) proposed use of the following one-step approximation based on the Q-function,
| θ=θ is the Q-function formed without the ith subject but evaluated at the maximum likelihood estimateθ, andQ [i] (θ|θ ) is the first-order derivative of Q [i] (θ |θ) with respect to θ , also evaluated at θ = θ . In other words,
It is noted that in (8) the matrix −Q [i] (θ |θ)| θ=θ in the Newton-Raphson algorithm is already replaced by −Q(θ|θ ) = −Q(θ |θ)| θ=θ . Accordingly, in the same manner as (4), the Q-function-based Cook's statistic is given by
with the choice of M = −Q(θ|θ), which is the same as eq. (10) When applied to the LMM (1), it can be shown that Equation (9) is the sum of the Q-function-based Cook's statistics for the fixed effects β and the variance components η = (α , γ ) . In other words,
However, for the variance components α and γ , the diagnostic measures D i (α) and
/∂α∂γ ] θ=θ may not be equal to zero. In the spirit of (5), we propose to use −E{Q(θ |θ)}, the expectation of −Q(θ |θ) with respect to the responses Y, to replace −Q(θ |θ) in (9), leading to the following modified Q-function-based Cook's statistic
For the LMM (1), it can be shown that the matrix E{Q(θ |θ)} is always block-diagonal with respect to the parameters β, α, and γ , irrespective of the covariance structures for G and R i . Technical details can be found in supplementary Section S2. The (10) can thus be decomposed into the three components
, and D * i (γ ) are the modified Q-functionbased Cook's statistics corresponding to the fixed effects β, the between-subject covariance components α, and the withinsubject covariance components γ , respectively. In other words, the modified Q-function-based diagnostic measures for those three sets of parameters are mutually independent in this sense.
The following theorem gives the accuracy of the Q-functionbased one-step approximation of the estimatesθ [i] in (8) and the alternative in whichQ(θ|θ) is replaced by E{Q(θ |θ)}.
Theorem 2. Assume that E{Q(θ|θ)}
The proof of Theorem 2 is provided in supplementary Section S1. Theorem 2 implies that, when replacing the log-likelihood with the Q-function in the EM algorithm, the one-step approximation to the maximum likelihood estimateθ [i] maintains the same accuracy. Zhu et al. (2001) showed that the assumption in Theorem 2 holds at least for the so-called independenttype-incomplete-data models, in which LMMs and generalized LMMs are included as special cases.
Cutoff Value for Influential Cases
As indicated by Cook and Weisberg (1982, p. 113 ), Cook's distance C i in (4) can be compared with a χ 2 -distribution with an appropriate degree of freedom for calibration. Theorem 1 shows that C * i in (5) is a good approximation to C i , so that the χ 2 calibration can also be used as a reference to Cook's distance
For general models with missing data, under mild conditions Zhu et al. (2001, p. 732) 
DIAGNOSTICS FOR INDEPENDENT COVARIANCES
In Section 2, we propose to use the Q-function-based Cook's statistics to identify influential subjects for the LMM. In particular, the modified Q-function-based Cook's statistic D * i (θ ) in (10) is highly preferable because it has a transparent statistical interpretation in terms of orthogonal decomposition of the parameters of interest, as shown in (11). Since the Q-functionbased diagnostic measure is an approximation to the likelihoodbased diagnostic measure, it is natural to assess how good the approximation is. To make a comparison between these two approaches, we need to obtain the computational formulas for both the Q-function-based and likelihood-based case-deletion diagnostic measures for the LMM. The latter approach, unfortunately, does not always have an analytically closed form and in fact it is the reason that the Q-function-based diagnostic measure is proposed as an alternative. An exception is the LMM with independent random effects and independent random errors. In other words, G = σ 2 u I q and R i = σ 2 I n i , leading to the marginal covariance structure
u > 0 and σ 2 > 0 are unknown variance components. We study these two approaches within the framework of the LMM with this particular covariance structure in this section.
Likelihood-Based Diagnostics
When calculating the maximum likelihood estimatesθ = (β ,σ 2 u ,σ 2 ) of the parameters θ = (β , σ 2 u , σ 2 ) in the LMM (1) with G = σ 2 u I q and R i = σ 2 I n i , it is common to take the ratio of variance components λ = σ 2 u /σ 2 as a new parameter for computational reasons (Laird and Ware 1982) . In statistical diagnostics however, we may be interested in diagnostics for the variance components σ 2 u and σ 2 , separately. We thus keep the parameters θ = (β , σ 2 u , σ 2 ) unchanged throughout this article. Based on the log-likelihood function (3), it is easy to obtain the score equations satisfied by the maximum likelihood estimatesθ . Also, after some algebra we obtain the firstorder derivative of [i] Let
, and (n × 1) matrices, respectively, where n = m i=1 n i . We can show that the negative of the second-order derivative of the log-likelihood (θ ) with respect to θ , evaluated at θ =θ, that is, −¨ (θ ) = −¨ (θ )| θ=θ must be of the form
where = 2V −1êê − I n . Similarly, we can obtain the Fisher information matrix evaluated at the maximum likelihood estimatesθ , that is,
Accordingly, inserting (13)- (15) into (4) and (5) gives the analytical formulas to calculate the likelihood-based Cook's statistics C i (θ ) and C * i (θ ) for the LMM with independent random effects and independent random errors. The latter, obviously, can be decomposed into C *
2 ) due to the block structure of E[−¨ (θ)] in (15), where
In other words, the case-deletion diagnostic measures of the fixed effects β and the variance components (σ 2 u , σ 2 ) are mutually independent in the sense of C * i . This may not be true in the sense of the statistic C i in (4), however. It is noted that Equation (16) has the same form as the one developed by Christensen, Pearson, and Johnson (1992) and Demidenko and Stukel (2005) , where the covariance matrices V i are assumed to be given first and then replaced by their maximum likelihood estimates.
The case-deletion diagnostic measure C * i (σ 2 u , σ 2 ) has an analytically closed form that can be obtained using (15), although it is difficult to separate the diagnostic information for σ 2 u and σ 2 from C * i (σ 2 u , σ 2 ). We therefore consider the Q-functionbased case-deletion diagnostic analysis below.
Q-Function-Based Diagnostics
When the ith subject is deleted, the Q-function Q [i] (θ |θ) can be formed in the same manner as (7). It can be shown that its first derivativeQ [i] (θ |θ) with respect to θ , evaluated at θ =θ , must have the forṁ
u , andσ 2 are the maximum likelihood estimates of β, σ 2 u , and σ 2 , respectively.
On the other hand, based on (7) we can show that the negative second derivative of the Q-function Q(θ |θ) for the LMM with G = σ 2 u I q and R i = σ 2 I n i , evaluated at θ =θ, is given by
. . ,r m ) are (n × 1) vectors of the predicted random effects and conditional residuals, respectively. Taking the expectation in (18), we obtain −E{Q(θ |θ)} = −E{Q(θ |θ)}| θ=θ , which is equal to
Technical details for (17)- (19) are provided in supplementary Section S3. Accordingly, the Q-function-based case-deletion diagnostic measures D i and D * i defined in (9) and (10) both can be decomposed into three components, corresponding to the fixed effects β and the variance components σ 2 u and σ 2 , respectively. In other words,
, implying that the casedeletion diagnostics for the fixed effects β, the between-subject variance σ 
For the fixed effects β, in the literature many authors, including Christensen, Pearson, and Johnson (1992) and Demidenko and Stukel (2005) , obtained the same function form as that given above using different methods. However, none of those methods have closed-form expressions for case-deletion diagnostic measures for the variance components σ 2 u and σ 2 , and all have computational difficulties when the sample size m is large. In the numerical examples reported later, we show that the proposed analytical forms of the diagnostic measures for β, σ 2 u , and σ 2 work reasonably well.
DIAGNOSTICS FOR NONINDEPENDENT COVARIANCES
The main strength of the Q-function-based diagnostic measure D * is that it can deal with nonstandard or nonindependent covariance structures for the LMM. We then turn to consider the case-deletion diagnostic measure for the LMM with more complicated covariance structures for G and R i . In addition to the case in Section 3, we study five other structures for the covariance matrices G and R i , including (a) unstructured covariance for G and independent structure for R i = σ 2 I n i ; (b) unstructured covariance for G and AR(1) structure for R i = σ 2 (ρ |j −k| ); (c) independent structure for G = σ 2 u I q and AR(1) structure for
) and independent structure for R i = σ 2 I n i ; and (e) AR(1) structure
) and AR(1) structure for R i = σ 2 (ρ |j −k| ). To save space, we only present the diagnostic measures for the cases (a) and (b) and include the other cases in supplementary Sections S3-S5. It is noted that the same principle can be applied to other structures of covariances that may be more complicated than these in cases (a)-(e).
Case-Deletion Measures for G = G(α)
and
For the case (a), denote G = G(α) with α = (g 11 ; g 21 , g 22 ; . . . ; g q1 , g q2 , . . . , g) . Let θ = (β , α , σ 2 ) . Based on (7), in supplementary Section S4 we show thatQ [i] (θ |θ) must be of the forṁ
, and E k 1 k 2 is q × q matrix with (k 1 , k 2 ) entry 1, the others 0.β,α, andσ 2 are the maximum likelihood estimates of β, α, and σ 2 , respectively.
On the other hand, −E{Q(θ |θ)} is block-diagonal as follows:
. . ,ˆ m ), and r = 1 2 q(q + 1). Substituting (21) and (22) into (10), we obtain
while D * i (β) and D * i (σ 2 ) have the same forms as these given in (20).
For the case (b), denote G = G(α) with α = (g 11 ; g 21 , g 22 ; . . . ; g q1 , g q2 , . . . , g) and P i = (ρ |j −k| ). Then R i = σ 2 P i . The vector of parameters in the LMM is θ = (β , α , σ 2 , ρ ) . Denote the maximum likelihood estimates bŷ θ = (β,α,σ 2 ,ρ ). It can be shown that in this case the diagnostic measure D * i (α) for the variance components α has the same form as (23), and the measures for the fixed effects β and variance components (σ 2 , ρ ) are given by
wherê
DIAGNOSTICS AT OBSERVATION LEVEL
So far, we have discussed the identification of influential subjects for the LMM with various covariance structures of random effects and random errors. For longitudinal data, we have two levels of responses, namely, subjects and repeated measures/observations. In many practical problems, it is also important to identify influential observations. Intuitively, an influential subject may or may not contain influential observations. In this section, we address this issue within the framework of the LMM with independent random effects and independent random errors, as it is the simplest case of the LMM. Similar steps would lead to results for other structures.
When the jth observation of the ith subject is deleted from the dataset, we use the subscripts [ij ] denote the corresponding vectors and matrices. For the LMM with independent random effects and independent random errors, we obtaiṅ
in a manner similar to (17), where Y i [j ] is the ith subject's response vector Y i with the jth observation Y ij deleted, that is,
Note that −E{Q(θ|θ)} in (19) is the same for both subjectlevel and observation-level diagnostic measures. It can be shown that the observation-level Cook's statistic must be of the form
In other words, the orthogonality of the fixed effects β and the variance components σ 2 u and σ 2 in terms of D * still holds when studying observation-level influences.
REAL DATA ANALYSIS: AEROSOL DATA
We illustrate the use of the proposed case-deletion diagnostic measures through a real example in this section. We also compare the proposed Q-function-based case-deletion diagnostics with those based on the likelihood function. All these approaches are then compared with the exact Cook's statistic
which can be treated as a benchmark in the comparison. The aerosol data were originally presented by Kerschner et al. (1984) . The study involves high-efficiency particulate air filter cartridges that are used in commercial respirators to prevent or reduce the respiration of toxic fumes, radionuclides, dusts, mists, and other particulate matter. The analysis aims to determine factors that contribute most to the variability in penetration of filters and to determine whether the standard aerosol can be replaced by an alternative aerosol in quality assurance testing. Filters fail a quality test if the percentage of penetration of an aerosol is too great. Two aerosols were crossed with two filter manufacturers. Within each manufacturer three filters were used to evaluate the penetration of the two aerosols, so that there were six filters in total. By taking a filter nested within the two manufacturers as a case/subject, Beckman, Nachtsheim, and Cook (1987) proposed to use the following LMM with independent random effects and independent random errors
to model the data, where y tjkl is the percent penetration, μ is an intercept, A t is a fixed effect for the tth aerosol type (t = 1, 2), M j is a fixed effect for the jth filter manufacturer (j = 1, 2), F jk ∼ N (0, σ 2 u ) is a random effect for the kth filter nested within the jth manufacturer (k = 1, 2, 3), and tjkl ∼ N (0, σ 2 ) is the error associated with the lth replication in the tjkth cell (l = 1, 2, 3), subject to the usual restrictions: Beckman, Nachtsheim, and Cook 1987) developed local influence diagnostics for identifying influential filters and influential observations. Based on the same model as Beckman, Nachtsheim, and Cook (1987) , Christensen, Pearson, and Johnson (1992) (30), respectively. We also compare the proposed methods with the case-deletion diagnostic approach by Christensen, Pearson, and Johnson (1992) . The numerical results are summarized in Table 1 , where C βi is the diagnostic measure of Christensen, Pearson, and Johnson (1992) for the fixed effects β, and CD i (β) is the exact Cook's statistic for the fixed effects β, which has a form similar to (29). Table 1 shows that the proposed case-deletion diagnostic measures C * i , D i , and D * i perform as well as the exact Cook's statistic in terms of correctly identifying influential cases. In fact, all the diagnostic measures indicate that the fifth subject is the most influential subject for the full parameter vector θ and the fixed effects β. This implies that both the proposed likelihood-based measure C * i and the Q-function-based measures D i and D * i are a good alternative to the exact Cook's statistic CD i . Note that the computation of the exact Cook's statistic CD i may be very intensive because it involves the calculation of {−¨ [i] (θ)} −1 for each i, as shown in the simulation studies in Section 7. On the other hand, although Christensen, Pearson, and Johnson's (1992) C βi indicates that the fifth filter/subject stands out as the most influential, we note that their suggested cutoff value, χ 2 0.05 (3) = 7.8, seems to be too big to calibrate C βi . In contrast, the approximated cutoff value p/m = 3/6 = 0.5 for C * i (β) and D * i (β), as discussed in Section 2.3, seems to be more reasonable and effective than C βi .
It is noted that the proposed Q-function-based case-deletion diagnostic measure D * i (θ ) can be orthogonally decomposed into the measures corresponding to the fixed effects β and variance components σ Table 1 , it is clear that the fifth filter/subject is the most influential for the full parameter vector θ , and also for the fixed effects β and the within-subject variance component σ 2 . However, the fourth filter/subject is the most influential for the between-subject variance component σ 2 u . We note that this information was not revealed by Christensen, Pearson, and Johnson (1992) . Beckman, Nachtsheim, and Cook (1987) considered the local influence analysis for the aerosol penetration data, where various perturbation schemes were studied. By perturbing the random effects variance σ 2 u , they found that the fourth filter/subject is the most influential and commented on that "Surprisingly, the fifth filter, which contains the two anomalous observations identified previously, is not identified as influential. Rather, the fourth filter stands out." (Beckman, Nachtsheim, and Cook 1987; pp. 423-424) . In comparison to Beckman, Nachtsheim, and Cook's (1987) local influence analysis, our Q-functionbased case-deletion measure D * i (σ 2 u ) clearly reports that the fourth filter is influential on the estimate of the random effects variance component σ 2 u . In addition, the fifth filter is influential on the full model fitting, the estimates of the fixed effects β and the random errors variance component σ 2 as well. In Section 5, we also discussed the Q-function-based casedeletion diagnostic measure D * at observation level. For the aerosol penetration data, there are six filters and six observations within each filter. We now apply the diagnostic measure D * ij at the observation level to the data analysis. The index plot of D * ij for the aerosol data is displayed in Figure 1 , where the plots (a) and (b) are the index plots for the fixed effects β and the random errors variance component σ 2 , respectively. In Figure 1 , we add vertical light lines at indices 6, 12, . . . , 36 to indicate the six different filters. Note that in Figure 1 the index order of filters is not natural but is chosen to be the same as that of Beckman, Nachtsheim, and Cook (1987) , see their figures 3 and 6, so that comparison can be made directly to their local influence approach. From Figure 1 , it is clear that the 13th and 14th observations, which are the first two observations within the fifth filter, are the most influential for the fixed effects β and the random errors variance component σ 2 . In particular, the influence of the 14th observation stands out very clearly. This conclusion is in agreement with that by Beckman, Nachtsheim, and Cook (1987) and Christensen, Pearson, and Johnson (1992) .
SIMULATION STUDIES
In Section 6, we have compared the proposed case-deletion diagnostic methods with Christensen, Pearson, and Johnson's (1992) likelihood-based diagnostic approach and Beckman, Nachtsheim, and Cook's (1987) local influence analysis within the framework of the LMM with independent random effects and independent random errors. The comparison there was made through real data analysis for the aerosol penetration data. To evaluate the effectiveness of the proposed diagnostic measures and provide more evidence of the good performance of the proposed methods, we carry out intensive simulation studies for the LMM with both independent covariances and nonindependent covariances. We consider the following models.
Model A. The simulated data are generated from the model (1) with m = 50, β = (1, 0.2, 0.6) , u i ∼ N (0, 0.5), and i ∼ N 6 (0, 0.5I 6 ). The design matrices X i and Z i take the similar forms as those in (30) for the aerosol penetration data. In other words, the LMM has independent random effects and independent random errors.
Model B. The simulated data are generated from the model (1) with m = 50, β = (5, −2, 1) , u i ∼ N 3 (0, G), and i ∼ N 6 (0, R i ). The design matrices X i and Z i and the covariance 
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matrices G and R i have the following forms: 
In other words, the LMM has nonindependent covariances and actually it is the case in Section 4.2. For Models A and B, we generated 500 and 100 simulated datasets, respectively. For each simulated dataset, one or two influential subjects or observations are artificially generated using certain perturbation schemes, see the details below.
Subject-Level Diagnostics
First, under Models A and B we consider the following perturbation scheme: (a) change the fixed effects β to 3β when generating the responses of the first subject Y 1 . The Q-function-based case-deletion measures in (20) and (24) are computed for each simulated dataset, and then averaged over the 500 and 100 simulations for Models A and B, respectively. For comparison, we compute the exact Cook's distance CD i for the full parameters θ and the fixed effects β. See Equation (29) for the definition of the exact Cook's distance. We also compute Christensen, Pearson, and Johnson's (1992) likelihood-based diagnostic measure C βi in our simulation studies. Note that Christensen, Pearson, and Johnson's (1992) method assumes that the LMM must have independent random effects and independent random errors, so that it can be directly applied to Model A. When applying their method to Model B, however, Christensen, Pearson, and Johnson's (1992) method ignores the nonindependent structures for G and R i and incorrectly assumes independent structures for both G and R i .
The diagnostic results are reported in Table 2 , where the χ 2 calibration is used for CD i , and r/m is chosen as the rough cutoff value for D * i , see Section 2.3. An exception is for Christensen, Pearson, and Johnson's (1992) C βi , for which they suggested to use the χ 2 calibration. But we find that the value of the χ 2 calibration is too big for C βi , a phenomenon we saw in the aerosol data analysis. In fact, in our simulation studies no influential subject was identified when using the χ 2 calibration for C βi . Instead, we look at the largest value of C βi that correctly identifies Y 1 as the most influential. Table 2 gives the number of simulations for which Y 1 is correctly identified as the most influential.
From Table 2 , it is not surprising that the exact Cook's statistic CD i is the best diagnostic measure and actually it does not cause any misidentification of influential subjects for both Models A and B. But its computation is very time consuming, as it involves calculating [−¨ [i] (θ )] −1 for each i. For the Q-function-based diagnostic measure D * i , under Model A only one misidentification in the 500 simulations occurs for the full parameter vector θ and 19 out of the 500 simulations for the fixed effects β. As such, the rate of correct identification of influential subjects achieves 96%. Similarly, under Model B there are 12 misidentifications in the 100 simulations that occur for the fixed effects β and the rate of correct identification is 88%. In contrast, Christensen, Pearson, and Johnson's (1992) C βi seems to work reasonably well for Model A. However, it performs very poorly in identification of influential subject for Model B, where the rate of correct identification is reported to be only 37%. The reason is that it misspecifies the covariance structures of the model and incorrectly takes nonindependent covariances as independent ones. Note that the identification for C βi is made on the basis of its largest value rather than the χ 2 calibration. It is interesting to comment on the computation time too. We ran all the simulation studies in S-Plus on a PC (Intel CPU@3.40GHz). For the exact Cook's statistic CD i , not surprisingly, it is the most effective but took 54 hr for the 500 simulations under Model A and 80 hr for the 100 simulations under Model B. For Christensen, Pearson, and Johnson's (1992) C βi , the computation time is significantly reduced when compared with CD i , taking 3.5 hr for the 500 simulations under Model A and 41 min for the 100 simulations under Model B, respectively. In contrast, our proposed Q-function-based method saves substantially on computation time. For example, it only took 49 and 32 min to achieve 96% and 88% correct identification of influential subjects for the 500 and 100 simulations, under Models A and B, respectively.
To visualize the performance of CD i and D * i in the simulations, we calculate their values for each simulated dataset and then take the average value over the simulation runs. For illustration, the index plot of the averaged measure for Model A is displayed in Figure 2 . Figure 2(a) shows that the index plot of D * i (θ ) (circle with line) is very close to that of CD i (θ ) (box with line). Clearly, both the diagnostic measures correctly identify the first subject Y 1 as the most influential subject for θ . Third, from the above analysis it is clear that there is a tradeoff between accuracy of diagnostics and computation time and so it is interesting to see how much accuracy is sacrificed when the level of induced perturbation is smaller. Hence, we consider the following perturbation schemes under Model B: (d) change the fixed effects β to 2β when generating Y 1 ; and (e) change the fixed effects β to 1.5β when generating Y 1 . Note that the model that is under consideration is an LMM with nonindependent covariances. We compute the diagnostic measures CD i and D * i for 100 simulations and report the numerical results in Table 3 .
From Table 3 , we can see that when the level of induced perturbation reduces from 3β to 2β or 1.5β, the rate of correct identification of influential subject for β is down from 88% to 76% or 65%. In other words, the accuracy of the diagnostic measure D * i decreases approximately by 10%-20% in this case. We consider this is still acceptable, because the level of induced perturbation is relatively small.
Fourth, we consider a null case in which there is no perturbation as this can help to see whether or not the proposed Q-function-based diagnostic measure D * i suffers from "false positives." We generated 500 simulated datasets using Model A without perturbation. We find that there are 12 simulations in which at least one subject is identified as being falsely influential by D * i (θ ), where the comparison is made to the cutoff value r/m = 5/50 = 0.1. In other words, the rate of false positives is about 12/500 = 2.4%. We therefore consider that the diagnostic measure D * i has a fairly small chance of generating false positives.
Finally, we consider the case of multiple influential subjects. Under Model B, we look at the following perturbation scheme: (f) change β to 3β and 2β when generating Y 1 and Y 2 , respectively. In other words, there are two artificially influential subjects, Y 1 and Y 2 . We ran 100 simulations and computed the diagnostic measure D * i (θ ) for each simulated dataset. We find that there are only 24 out of 100 simulations that correctly identify both Y 1 and Y 2 as being influential. This low rate implies that, like other case-deletion methods, our proposed diagnostic measure D * i may suffer from the so-called masking effects. We have seen that, as is the situation with case-deletion diagnostics for linear regression models, masking and swamping can be a problem. Approaches to addressing this elsewhere in the literature include multiple deletion diagnostic methods. See, for example, Hadi and Simonoff (1993) . This issue is not considered further here.
Observation-Level Diagnostics
For the observation-level diagnostic analysis, under Model A we consider the following two perturbation schemes: (g) only the first observation of the first subject, Y 11 , is perturbed by changing the fixed effects from β to 3β, whereas all other observations/subjects are the same as before; and (h) only the third observation of the third subject, Y 33 , is perturbed by inflating the random error variance from σ 2 to (3σ ) 2 , whereas all other observations/subjects are the same as before.
For these two perturbations, we conducted 100 simulations and computed the value of the observation-level diagnostic measure D * ij for each simulated dataset, to identify the influential observation for the full parameter vector θ , the fixed effects β, and the variance components σ 2 u and σ 2 . Similar to the previous analysis, we found that the proposed Q-function-based diagnostic measure D * ij performs very well. In fact, the rate of correct identification of the influential observation for the perturbations (g) and (h) is as high as 92%. For illustration, the index plots of the averaged values of D * ij (β) and D * ij (σ 2 ) over 100 simulations are displayed in Figure 4 (a) and 4(b), respectively. Figure 4 shows that Y 11 and Y 33 clearly stand out and are hence considered to be the most influential for the fixed effects β and the random error variance σ 2 , respectively. Finally, we compare the proposed case-deletion diagnostic measure D * ij (θ ) with the local influence method of Beckman, Nachtsheim, and Cook (1987) , although these two methods are quite different in the range of applicability. Note that Beckman, Nachtsheim, and Cook's (1987) local influence method is only available to the LMM with independent random effects and independent random errors. We therefore choose to use Model A with the perturbation (h) above to generate 100 datasets, so that Beckman, Nachtsheim, and Cook's (1987) local influence method can also be correctly applied. The diagnostic results are reported in Table 4 , where θ = (β , σ 2 u , σ 2 ) , and h max represents the local influence diagnostic measure developed by Beckman , Nachtsheim, and Cook (1987) . Table 4 shows that these two diagnostic methods perform almost equally well and both actually correctly identify the influential observation, Y 33 , more than 90% of the time. However, the computation of the local influence method is quite time consuming, taking 31.25 hr for the 100 simulations. In contrast, the proposed diagnostic measure D * ij required only 49 min for the 100 simulations, a significant computational savings. Note that the local influence approach of Beckman, Nachtsheim, and Cook (1987) is less susceptible to masking effects.
DISCUSSION
In this article, which is based on the Q-function in the EM algorithm, we proposed new case-deletion Cook-type statistics for the LMM, which are shown to correctly identify influential subjects/observations and can be computed efficiently. The major advantage of the proposed diagnostic methods lies in the fact that they can be used for the LMM with very nonstandard covariance structures for both random effects and random errors. In contrast, Beckman, Nachtsheim, and Cook's (1987) local influence method and Christensen, Pearson, and Johnson's (1992) case-deletion diagnostic approach can only be applied to the LMM with independent random effects and independent random errors. Our intensive simulation studies and real data analysis demonstrate that the proposed diagnostic measures work very well in correctly identifying influential subjects and observations. In terms of computation time, the proposed diagnostic measures are very appealing when compared with existing methods. The reason is that the proposed diagnostic measures have analytical forms even for very nonstandard covariance structures. Such analytical forms of the proposed diagnostic measures for a number of combinations of covariance structures specified to random effects and random errors are provided in the article and the supplementary material.
Another major advantage of the proposed Q-function-based diagnostic measure D * is that the diagnostic measure for the full parameter vector θ can be orthogonally decomposed into terms for the fixed effects β, the random effects variance components α, and the random errors variance components γ . In other words, diagnostic analysis for these three sets of parameters in the LMM, based on D * , can be made independently. This property is very helpful in the identification of influential subjects and observations when an individual set of parameters is of interest.
Many issues still deserve further research. For example, a fundamental issue is to develop appropriate influence diagnostics by taking into account the number of observations, as it may vary from subject to subject, as pointed out by Zhu et al. (2007) . Also, we need to study how to apply the proposed Q-functionbased diagnostic measures to more complicated models such as generalized LMMs, generalized additive mixed models, timevarying coefficients models, etc. On the other hand, the issue of masking effects needs to be addressed. We are currently working on these topics and will report the results elsewhere.
SUPPLEMENTARY MATERIALS
Supplementary sections: Supplementary sections containing the proofs of Theorems 1 and 2, the justification of Equations (11), (19)- (25) 
