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With increasing environmental concerns, recovery of used products through various 
options has gained significant attention. In order to collect, categorize and reprocess used 
products in a cost and time efficient manner, a pre-evaluated network infrastructure is needed 
in addition to existing traditional forward logistics networks, in most cases. However, such 
networks, which are referred to as reverse logistics networks, impose inherent uncertainty in 
returned product supply and challenges additional to forward networks. Incorporating 
uncertainty in long term decisions with regards to network planning is significant especially in 
RL networks, since such decisions are difficult and costly to adjust later on. Uncertainty in 
product returns, dynamic and complex behavior of the system can be modeled as a queueing 
model, using a discrete event simulation methodology. In this work, a simulation based tool is 
developed which can be used as a platform for evaluating and comparing reverse logistics 
network configurations. In addition to defining system parameters, the tool provides 
experimentation with the number of collection, sorting, and processing centers, as well as the 
standard deviation of the return rate distribution. Various types of experiments are used in 
order to illustrate the use and goal of the tool, where the trade-offs within and across scenarios 
are addressed. Experiments are divided into three main parts; verification, pairwise detailed 
and a final more holistic scenario which illustrates the usage of the tool. A user interface is 
developed via Microsoft Excel for convenient specification of operational system parameters 
and scenario values. Upon running the simulation with specified experimental factors, the tool 
automatically computes and displays the total weighted score of each scenario, which is an 
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Reverse logistics is most broadly defined as the “the process of planning, implementing, 
and controlling the efficient, cost effective flow of raw materials, in-process inventory, finished 
goods and related information from the point of consumption to the point of origin for the 
purpose of recapturing value or proper disposal” by Rogers and Tibben-Lembke (1998). In 
recent years, reverse logistics systems have gained much attention both in industry and 
research communities due to increasing environmental concerns, opportunity for value 
recapturing, and recent legislations that require manufacturers to establish collection networks 
to take back their products from the end-users (Gupta, 2013). The baseline goal of establishing 
such networks is to transform industrial systems to involve the complete life cycle of the 
product (Dekker et al., 2003). Reverse logistics plays a significant role in waste management 
since it spans a set of activities where the discarded products are collected, sorted, recovered 
by various methods, and redistributed to primary or secondary markets. Remanufacturing for 
instance, is believed to require only 15-20% of the energy that is used to manufacture products 
from scratch (Hauser and Lund, 2003). These activities, all combined, form a network where 
returned and discarded products are diverted from landfills. However, an efficient network 
infrastructure is needed which is also robust to the inherent return rate uncertainty in reverse 
networks. The complex and dynamic structure of reverse logistics networks, and the need to 
pre-evaluate long term location and configuration decisions is what motivated this work to 
develop a platform where such networks can be compared.  
 Figure 1 shows the flow of main reverse logistics activities in a network. The location of 
individual activities and the number of facilities depend on the network structure, and any 
combination of these features is referred to as a “configuration”. Initially, returned products 
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are collected at specialized collection centers; utilizing retailers for this purpose is a common 
practice. After the returned products are collected, they are sorted and tested to determine their 
next destination in the network. This process is usually referred to as product disposition 
(Blackburn et al., 2004; Srivastava, 2008), where the recovery alternatives can be listed as 
direct reuse, repair, remanufacture, recycle, or disposal, which also includes incineration. The 
detailed description for the disposition alternatives is provided in Section 3.1.3. The selection 
of product disposition depends on numerous criteria, including the physical condition of the 
returned product and product age as a secondary criterion. To this end, product characteristics 
are defined that affect the choice of disposition alternative, which are outlined in Section 3.1.6. 
(Guide et al., 2006) 
 
Figure 1.1.1 A reverse logistics network including collection, sorting, reprocessing, and redistribution 
centers 
Reuse













 Products that qualify for immediate reuse without the need for major processing are 
transferred to a distribution center and sold at either primary or secondary market. If the 
product has lost its functionality, the recovery method is at the material level, which is referred 
to as recycling. Products that do not qualify for any of the recovery options are sent to a 
disposal location. Depending on the recovery method, the products or materials are sent to 
appropriate markets. 
 In addition to environmental benefits, establishing recovery networks is driven by direct 
and indirect economic opportunities. Reducing the dependency on virgin materials and 
disposal costs, and recapturing value by reselling the recovered product can be listed among 
direct benefits whereas companies also profit indirectly and acquire competitive advantage 
through building a green image (de Brito and Dekker, 2003; Sharma & Singh, 2013).  
In some cases, companies are required to establish product take-back and recovery 
networks due to government regulations both in Europe and United States. Waste Electrical 
and Electronic Equipment (WEEE) directive and regulations in numerous U.S. states require 
producers to take back their end-of-life products, which is referred to as “producer’s 
responsibility” (Walther & Spengler, 2005). Government intervention may also be in the form 
of banning certain products from landfills and setting targets on recycling volumes. To this 
end, 20 states in U.S. have landfill bans on certain electronic devices (Electronic Recyclers). 
Companies can prevent future costs incurred by complying with regulations by taking pro-
active action with regards to product recovery management (Thierry et al., 1995). 
Even though driven by economic and environmental perspectives, designing reverse 
logistics systems is a challenging task, complicated by inherent sources of uncertainty in the 
quantity, quality, and timing of customer returns. The uncertainty in return rates is regarded as 
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one of the most significant challenges in reverse logistics systems and has significant effects 
on scheduling of operational activities, forecasting return rates, and inventory management 
(Fleischmann et al., 2000; Gupta, 2013). Incorporating uncertainty into decision making with 
regards to network design is important since changing the facility locations in the future is 
expensive (Listes and Dekker, 2005). Another challenge is the complexity of the interactions 
between reverse logistics activities from collection to redistribution which complicates making 
strategic decisions with regards to reverse logistics systems. As a result, the decision making 
process must consider the trade-offs among productivity and sustainability metrics. One 
example to a strategic decision is the facility location problem where the prominent trade-offs 
are between capital costs, transportation and operating costs, and time in system. The existence 
of trade-offs and high level of complexity highlight the importance of multi-criteria analysis 
since the true performance of complex supply chains cannot be captured by a single-objective 
analysis (Beamon, 1999).  
Strategic decisions with regards to network design are dependent on product 
characteristics. These decisions, such as the number and location of facilities within the 
network define the configuration of the reverse logistics network. For instance, decentralized 
sorting might be more favorable for products that lose their economic value rapidly, which can 
be referred to as time sensitivity or economic obsolescence. The selection of the recovery 
method is also based on factors such as economic value and obsolescence of the product in 
addition to its physical condition.  
Several models have been published concerning reverse logistics network design with 
deterministic parameters including Jayaraman et al. (1999), Lu and Bostel (2007), Cruz-Rivera 
and Ertel (2009). However, most of these models are limited in addressing the location decision 
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of certain facilities within the network, and adopt a static approach to a problem where the 
effect of uncertainty is dynamic on the network performance along with other parameters. 
Uncertainty is incorporated into network design models in order to make robust location 
decisions through various approaches such as parametric analysis, stochastic programming, 
and queuing models (Lieckens and Vandaele, 2005; Listes and Dekker, 2005; Barker, 2010). 
Some authors also performed qualitative analysis on network types, depending on product 
characteristics (Fleischmann et al., 2000). Hence; there is still need for a generic tool that can 
evaluate and compare the trade-offs across alternative reverse logistics system configurations 
in terms of multiple criteria, considering the effect of uncertainty over time. Our methodology 
identifies various product characteristics indicative of the reverse logistics system 
configuration, which are obtained by looking at commonly addressed system inputs in case 
studies.   
In this work, the comparison of the alternative configurations is performed on the basis of 
productivity and sustainability metrics. The trade-offs inherent in reverse logistics systems are 
identified and quantified, by considering various product, network, and operational 
characteristics. The trade-offs and their values depend on the specific scenario. The focus is 
given to complex products with high time sensitivity, since these products impose additional 
challenges and urgency with regards to reverse logistics system design. As an attempt to 
incorporate sustainability driven decisions, the trade-offs between economic and 
environmental metrics are considered. Alternative system configurations are formed by the 
choice of proposed alternative for each reverse logistics aspect, namely collection, sorting and 
testing, reprocessing. The simulation-based methodology is intended to act as a decision 
support tool for selecting the reverse logistics system configuration. 
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1.1 Thesis organization 
In this section, the organization of the remainder of the thesis is discussed. In Section 2, 
the main scope, overall research question and the motivation to address these questions and 
develop a simulation tool are explained. This section is followed by Section 3, which includes 
an exhaustive background on reverse logistics networks, literature on modeling and analysis 
of such networks, and literature on design of simulation experiments. Reverse logistics 
networks are discussed with regards to their various aspects, such as type of product recovery 
options and product returns. These features in RL networks are important in order to 
comprehend the type and flow of activities in the network, which might vary across recovery 
options. For instance, the path a reusable product follows in the network is different than a 
remanufacturable or recyclable product, which are explained in detail in the following sections.  
The background on reverse logistics networks is expanded with a modeling focus, where 
the common performance measures and product characteristics are discussed. 
After describing the problem addressed and the goal of this research in Sections 2 and 3, 
Section 4 provides a detailed outline of the methodology and its framework that is used to 
answer the research questions posed. This section also includes modeling and system 
assumptions with regards to the simulation of reverse logistics networks.  
 The Results section (Section 6) begins with a brief verification analysis on certain input 
and output of the model. Even though not necessary for understanding the use/point/illustration 
of the tool, this part provides information on how input parameters affect the model and 
verification of calculating significant metrics such as time in system. The type and outline of 
the experiments is included in detail in the beginning of Section 5. The experiments are mainly 
divided into two main categories, where in the first category, only pairwise comparisons are 
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included. These pairwise network configuration comparisons are analyzed at an individual 
performance metric level of detail rather than only comparing the scenario single score, in 
order to understand and explain the behavior of the model and the comparison of metrics 
between scenarios. For instance, when comparing time in system across scenarios in those 
experiments, the aggregate time is broken down into components such as waiting, 
transportation, and processing time in order to understand the differences or similarities 
Although not necessary when calculating the single scores, the components of time in system 
helps suggesting potential improvements and further recommendations with respect to 
operational parameters such as shipping sizes. In addition, the inherent trade-offs in the system 
components across scenarios become observable under detailed analysis. For instance, even 
though the aggregate time in system is similar between two scenarios, the sources of this metric 
(waiting time, processing time) may exhibit significant differences.  
The Results section (Section 6) concludes with a general example that illustrates the usage 
of the tool and how the posed research questions can be answered with the tool. In this example, 
six network configurations are compared, where the comparison is followed by a variability 
and sensitivity analysis. The latter includes repeating the scenario comparison under various 
levels of shipping sizes, in order to see whether the comparison results in a different 
configuration selection and to detect any patterns.  
In Section 7, some recommendations are provided in order to enhance the model in terms 
of various criteria such as ease of use, complexity, and performance. The user interface and 
the guideline to use the tool is introduced in Section 8. Following the capabilities and 
application of the tool, its limitations are also discussed in Section 9. Final comments and the 
potential directions for future research is discussed in Section 10 and 11, respectively 
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2. PROBLEM STATEMENT 
 Designing reverse logistics systems is dependent on product characteristics; there is no 
single solution to the design problem that is valid for all type of cases and products. An example 
to these characteristics is the time-sensitivity of the product; time it takes for returned products 
to go through the reverse logistics system may cause significant loss in the recovered product’s 
value due to obsolescence. Thus, time becomes an important metric for products with high 
time-sensitivity. On the other hand, uncertainty in the quantity, timing, and quality of the 
returns bring additional challenges and complexity in designing a reverse logistics network, 
giving the system a stochastic behavior. There are other sources of uncertainty in the system 
such as transportation and processing times. To this end, there is a need to design both efficient 
and sustainable reverse logistics systems. However, the design problem requires a holistic 
approach where the decisions are made by measuring the trade-offs inherent in the system, 
which can occur among the productivity and sustainability performance metrics. As a result, a 
generic analysis tool is required that can measure the trade-offs of potentially many network 
configuration alternatives considering uncertainty, which cannot be captured by single 
objective and deterministic models. 
 Reverse logistics network design decisions are with regards to the various aspects of 
reverse logistics systems, namely collection, sorting, processing, transportation, and return 
rates. These decisions are based on physical structure of the network such as number of 
facilities as well as colocation of some reverse logistics activities.  In this context, the 
methodology is designed to perform as a decision support tool by comparing alternative reverse 
logistics system configurations for a given product and system scenario and assessing the 
dynamic behavior of these systems. The comparison is performed in terms of productivity and 
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sustainability metrics, in order to capture the trade-offs between economic and environmental 
performance of reverse supply chains.  
Accordingly, a holistic approach that takes the stochastic behavior of the system into account 
is adopted and the decision support tool is designed to answer the following questions: 
 How do the trade-offs inherent in alternative reverse logistics system configurations 
compare in terms of the productivity and sustainability metrics considering the 
uncertainty in return rates? 
 Which network configuration should be implemented for a specific product scenario? 
 In order to design a tool that answers the above questions, a simulation-based methodology 
is developed. The effect of uncertainty on the network performance has a dynamic nature, 
which creates the need for analyzing the long term, steady state behavior of the system in order 
to facilitate strategic decision making. Discrete event simulation is widely used to model and 
evaluate complex systems, and allows collecting and measuring performance metrics over 
time. Besides, the complexity of the interaction among operations and activities within the 
reverse logistics network can be captured in detail, providing a more realistic imitation of the 
system of concern. Simulation modeling also allows incorporating uncertainty from other 
sources such as transportation and processing parameters. Driven by these characteristics of 
the network design problem, simulation is selected as a methodology to be able to make 
decisions on dynamic reverse logistics systems. The following objectives are listed for the 
simulation-based methodology:  
 Conduct a literature survey and identify commonly addressed product characteristics 
that are related to the selection of product disposition and network configuration 
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 Identify productivity and sustainability metrics that are important to quantify the trade-
offs in decision making with regards to reverse logistics network design (e.g., number 
of facilities, colocation of sorting and processing) 
 Design and develop the simulation model in order to quantify the performance metrics 
 Design the experimental framework in order to compare alternative network 
configurations based on product scenarios 
 Design the user interface of the decision support tool in order to take the input for the 
simulation models and experimental framework 
 The first step is to identify product characteristics that affect the selection of the network 
configuration. A network configuration is specified by the number of facilities of each type 
within the network, colocation or separation of sorting and processing activities. The product 
scenarios that are evaluated with the simulation-based tool are based on these characteristics. 
The next step is to identify the evaluation criteria (performance metrics) of the reverse logistics 
network. The performance metrics are categorized into productivity and sustainability metrics 
since the goal is to design a both efficient and sustainable network. Productivity metrics are 
based on time, cost and storage where the environmental performance is measured by 
emissions. Details of the calculation of the performance metrics are included in Section 4.1.4. 
Then, the simulation model of the reverse logistics network configurations are developed, 
followed by an experimental design where the configurations are compared in terms of the 
productivity and sustainability metrics. As a final step, the simulation-based methodology is 
linked to a user interface in order to form the decision support tool.  
 As a result of fulfilling the objectives listed above, a decision support tool with regards to 
reverse logistics system design is developed which takes the product characteristics, 
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operational parameters, alternative configurations, and user defined experimental framework 
as inputs and recommends the best network configuration. This generic tool is designed with 
a holistic approach to reverse logistics systems and the interaction between the activities, 
instead of focusing only one aspect of the network. In order to incorporate product 
characteristics to the decision making process, the inputs of the tool are identified accordingly. 
This way, the tool is aimed to support the strategic decisions with regards to the reverse 
logistics system design by capturing the relationships between various reverse logistics 






3. BACKGROUND AND RELATED WORK 
 In this section, several features and aspects relevant to reverse logistics networks and to 
the methodology are explained. The exhaustive background information on networks in the 
context of reverse logistics introduces the notions that are repeatedly used and referred to in 
the experiments. The model representing the reverse logistics system references such 
information, in order to develop a valid model for making long term network planning 
decisions. To this end, Background section includes information on the operations and their 
sequences that take place in a reverse logistics network, types of recovery options and decision 
criteria to determine an option, as well as product features that are required to be known in 
such a network. Essential generic characteristics of reverse logistics systems are also discussed. 
The background on reverse logistics networks is followed by a review on related work, in terms 
of the context of reverse logistics and methodology. The literature review is categorized into 
quantitative and conceptual network design models, configuration models for reverse logistics 
systems, and a section more related to the methodology employed in this work; discrete event 
simulation. In order to properly set up an experimental framework, the topic of design of 
simulation experiments is reviewed. 
3.1 Background 
 A very detailed explanation and review of reverse logistics systems and its activities is 
provided by Rogers and Tibben-Lembke (1998). In their work, the authors discuss the 
challenges and barriers to a successful reverse logistics system.  
Even though reverse logistics system design is dependent on the product characteristics, 
some aspects are valid for every case. Fleischmann et al. (2001) lists the generic aspects of 
reverse logistics systems as (i) coordination of primary and secondary markets, (ii) uncertainty 
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in return rates, and (iii) product disposition. Uncertainty is one of the characteristics that 
distinguish reverse logistics systems from forward supply chains, since the variability in the 
quantity of returns is very likely to be more than product demands (Rogers et al., 2012). 
Especially end-of-life returns result in uncertainty in return rates and condition due to the 
variation of product usage from customer to customer (Gupta, 2013).  
Likewise, demand for recovered products is also subject to variability. In addition to return 
rates and recovered product demand, there might be other sources of uncertainty in a reverse 
logistics system such as processing and transportation times. 
Reverse logistics network structure/configuration is shaped by number and location of 
facilities Fleischmann et al. (2000) categorized reverse networks based on  
The following section provides a description of the main activities in a reverse logistics 
system. 
3.1.1 Reverse logistics activities 
Some activities are common for any type of reverse logistic system. These main activities, 
which also the structure of the network used for the methodology, are described below:  
Collection: Collection is acquiring used products from end-customers. Returned products can 
be collected at retailers, other locations that the producers specify or directly by the producers. 
Many producers contract with third party providers (i.e. recyclers) where customers have the 
opportunity for direct shipping of the products they would like to return. This is an increasing 
trend for returned product collection especially for electronics manufacturers. Another 
common practice is that customers return their products at collection centers or locations such 
as retailers specified by the producer, which is referred to as “bring scheme” by Srivastava 
(2008). As for other reverse logistics activities, different strategies can be employed for 
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collection of returned products from the customers. Number of collection centers is regarded 
as an important decision in reverse logistics system design, especially in mitigating the effect 
of uncertainty in return rates (Biehl & Realff, 2007). The number of collection centers 
characterizes the collection aspect of the reverse logistics network as centralized or 
decentralized.   
Sorting and Testing: Sorting of the returned products is required to determine the product 
disposition. The timing and location (proximity to other facilities) of sorting is an important 
decision in planning of reverse logistics systems since this has an impact on various 
performance metrics such as time of service and transportation cost. This led to centralization 
or decentralization of the sorting and testing process and has become an interest with regards 
to reverse logistics network design, which is previously addressed in the literature (Guide et 
al., 2006; Barker, 2010). An advantage of a centralized returns flow is stated by Tibben-
Lembke (2002) as the efficiency due to processing larger volumes, acquiring specialized 
equipment. The trade-off between the transportation cost and the cost of testing, which is partly 
dependent on the product and sorting complexity, is a significant factor in evaluating the 
number of sorting locations. The value of early sorting has also been addressed in the literature. 
An advantage of early sorting is the unnecessary transportation of disposed products to the 
sorting location (Fleischmann et al., 1997).  
Reprocessing: Reprocessing activities cover a subset of product disposition alternatives, 
namely repairing, remanufacturing, and recycling. Definition of these alternatives is provided 
in Section 3.1.3. Re-processing is required in the case where the product is not suitable for 
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immediate disposition to the primary or secondary market. Reprocessing can be performed in 
original manufacturing facilities as well as specialized centers. 
Transportation: Even though some authors use a different approach, transportation is 
identified as a separate activity since alternatives are represented for performing the 
transportation activities. The alternatives for performing the transportation (pickup and 
delivery) activities are related to number of vehicles. In the case where more than a single 
facility exists within the network, there can be dedicated trucks to each of the locations, or 
pickup and delivery from different locations can be consolidated in single trucks. The decision 
of whether to postpone the collection until a certain level or full truck load is reached depends 
on the product characteristics and the time sensitivity of the product as well as other system 
factors. The trade-off associated with this decision lies in the difference in the transportation 
cost and the earned value of faster processing (Rogers et al., 2012). 
Redistribution: After the returned product is processed via various recovery methods, it is sold 
at an appropriate market. Primary market refers to the same channel where new products are 
sold. This market coincides with the disposer market, where Secondary market, which is also 
referred to as reuse market (Fleischmann et al., 2001), is where the recovered products are sold. 
A closed loop structure occurs when the recovered products are sent to the original set of 
customers who initially return the products. Another way to put this is that when the market 
where the used products are disposed and the market with demand for recovered products 
intersect, the network has the closed-loop structure (Fleischmann et al., 2001). Network’s loop 
structure also depends on the recovery method. For instance, remanufactured products are 
usually sold to the primary market, which results in a closed-loop structure (Lu and Bostel, 
23 
 
2007). However, in the case of recycling, product recovery is at the material level, which is 
transferred to scrap market to be used in manufacturing operations. 
3.1.2 Types of returns 
Products can be returned due to various reasons by different actors in the reverse supply 
chain. The condition of the returned product is partly dependent on the return reason. De Brito 
et al. (2005) classifies product returns based on the following: 
(i) Manufacturing returns: The returned items can be in the form of raw materials, 
defects, or production surplus 
(ii) Distribution returns: Items used for distribution of goods such as packages, pallets, 
and containers; product recalls 
(iii) Post-Market Returns (end-of-use, end-of-life returns) 
Product returns might occur at different levels of a reverse supply chain. For the proposed 
methodology, product returns only at the end-customer level are considered, including 
commercial, end-of-use, and end-of-life returns. Commercial returns are defined as the product 
returns in no more than a 60-day period. Another classification of returns based on their origin 
and reason is provided by Sharma and Singh (2013). Origin of returns is categorized as (i) 
producer, (ii) logistics, (iii) retailer and various combinations of those, while some of the return 
reasons are listed as recovery/production waste management, in-transit order cancellation, 
warranty returns, product recalls, and regulatory pressure. 
Guide and Wassenhove (2009) provide a categorization based on the time of returns as (i) 
commercial, (ii) end-of-use and (iii) end-of-life returns. Commercial returns are defined as the 
product returns in no more than a 60-day period. The authors provide pairings of return types 
and product disposition as (i) consumer returns and repair, (ii) end-of-use returns and 
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remanufacture, and (iii) end-of-life returns and recycling. However, exceptions might occur 
due to the variability in returned product’s condition. 
3.1.3 Types of product disposition  
Processes required to transform the product on the basis of disposition alternative is 
referred to as re-processing. Product disposition alternatives considered can be listed as (i) re-
use, (ii) repair, (iii) remanufacture, and (iv) recycle, in the ascending order of the complexity 
and the effort involved in the transformation process. The definitions are adapted by Thierry 
et al. (1995), Beamon (1999), and Rogers and Tibben-Lembke (1998). Thierry et al. (1995) 
categorized the recovery types based on the complexity of the operations. 
The choice of product disposition is determined at the sorting and testing process. The 
criteria used for selecting the appropriate recovery option depend on many factors such as 
quality of the returned product and its lifecycle stage. Fleischmann et al. (2001) point out to 
the physical condition (quality) of the returned product as well as the recovery method’s 
economic attractiveness when selecting the product disposition. 
Direct Reuse: Products that do not require a reprocessing treatment after collection and are 
eligible for re-distributed as is fall under this category. A minor processing can still be required 
if the product has to be repackaged. 
Remanufacture: In this case, the product recovery is at the parts level. The returned product 
is not eligible for direct re-sell in a market and requires a repair or an upgrade operation. The 
difference between remanufacturing and repair is the quality level required. Remanufactured 
products are reprocessed so they can reach the quality level of a new product (Thierry et. al, 
1995). Remanufacturing operations can vary according to the disassembly level required.  
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Recycle: The distinguishing feature of recycling among other product disposition alternatives 
is the loss of original structure and functionality of the product. In the case of recycling, the 
value recapturing is at the material level. Product structure and functionality are not conserved 
during recycling (Thierry et al., 1995; Fleischmann et al., 1997). In addition, current practices 
show that the network structure of recycling systems are usually open loop since the end-
product (material) does not return to the original customer. 
Disposal: Returned products or some parts of the returned products after disassembly are 
disposed if they do not qualify for any of the recovery options. Disposal can be in the form of 
incineration for energy recovery or landfilling.  
3.1.4 Selecting the product disposition alternative 
There exists many alternatives for product disposition, which may also referred to as 
product recovery types or reprocessing in various resources. Thierry et al. (1995) provide a 
detailed discussion on the type and definition of product recovery options, where the product 
disposition alternatives in this paper are also based on. The decision of which recovery option 
should be selected not only depends on the condition of the product, but also on many other 
factors. In this section, a literature review for the factors that contribute to the decision of 
product recovery type is provided.  
Srivastava (2008) developed a two-stage optimization model where the product disposition 
options consisting of rework, repair/refurbish, and remanufacture. The choice of the product 
disposition alternative is based on the objective of profit maximization. Geyer et al. (2007) 
investigated the profitability of remanufacturing considering the technical condition of the 
returned product, product sales life cycle, and return volumes. The model decides between two 
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disposition options; namely remanufacturing and disposal. The factors effecting the decision 
of whether to remanufacture a returned product are also addressed by Guide and Wassenhove 
(2009).The authors state that the technical feasibility of the remanufacturing is not the only 
condition that makes recovery of the returned product viable. Similar to Geyer et al. (2007), 
Guide and Wassenhove (2009) identify the factors that need to be considered to determine the 
remanufacturing option as demand for the remanufactured products, cost of remanufacturing, 
and availability of returned products. In one of the earlier works, the selection of the product 
recovery depends on technical feasibility, availability of used products and parts, demand for 
recovered products, and economic and environmental cost and benefits (Thierry et al., 1995).  
 
3.1.5 Performance metrics 
 
 Selecting the appropriate performance metrics is regarded as a key step to supply chain 
design and comparison of design alternatives as well as performance management and 
improvement (Beamon, 1999; Ravi and Shankar, 2005). Reverse logistics systems have been 
mostly evaluated in terms of productivity metrics. Cost minimization or profit maximization 
are widely used objectives for network design models (Elwany et al., 2007). In measuring the 
cost, unit costs can either be fixed and deterministic or variable depending on the value of 
another parameter. Economics of scale or the effect of learning curve can be introduced to the 
calculations by allowing the unit cost to be dependent on output quantity (Geyer et al., 2007). 
Cost components include transportation cost, processing cost, inventory cost, and fixed costs. 
The calculation of these cost components usually dependent on similar parameters. Unit 
transportation cost is generally defined as a function of unit and distance (Barker, 2010; Cruz 
Rivera & Ertel, 2009). Different variations include measuring transportation cost as a function 
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of time travelled (Kara, 2011). Transportation cost is a significant component of the total cost 
since it is highly effected by the network configuration. Cost efficiency of reverse supply 
chains is a significant criterion for decision making on network design. However, other 
performance metrics should also be considered since the reverse logistics network design 
include trade-offs that cannot be captured by a single objective evaluation. As Guide et al. 
(2006) state, the importance cost-efficiency might depend on product and system 
characteristics such as time sensitivity of products and return rates. Time sensitivity refers to 
obsolescence (i.e., the extent of in product’s value loss over time). To this end, the time in 
system for a returned product to go through the reverse network becomes a significant metric 
since having fast and efficient reverse flows is important due to the likelihood of the decrease 
in the returned products’ value over time (Gupta, 2013).  Rogers and Tibben-Lembke (1998) 
also identifies short disposition cycle times as critical for reverse logistics systems. As a result, 
several dynamic models have been developed in order to quantify the time in system. In that 
context, reverse logistics models are similar to traditional supply chains based on the 
performance evaluation criteria.  
 As the environmental performance/impact of supply chains has gained attention, this type 
of metrics are also used to evaluate reverse logistics systems. Thierry et al. (1995) identifies 
environmental impact of product recovery and reprocessing operations among the information 
required with regards to reverse logistics. Environmental metrics are mostly represented as 
emissions due to processing and transportation. Other traditional measures of environmental 
performance are identified as waste production, energy use, and resource use (Beamon, 1999).  
Environmental performance is taken into account in other supply chain contexts other than 
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reverse logistics. Biofuel supply chain considered energy consumption and GHG emissions 
(Zhang, Johnson, & Johnson, 2012). 
 Emerged by the triple bottom line philosophy for sustainability, social aspect of reverse 
logistics systems are also of interest. A framework of social indicators linked to reverse 
logistics activities is introduced by Sarkis et. al (2010). The indicators are categorized into (i) 
internal human resources, (ii) external population, (iii) stakeholder participation, and (iv) 
macro social issues. However, incorporating social aspects into quantitative network design 
models is still a gap in the literature.  
3.1.6 Product characteristics 
In this section, product characteristics that have a factor in the selection of product 
disposition and the network configuration are outlined. Reverse logistics network performance 
and requirements are highly dependent on the product characteristics. The type of products 
collected in a reverse logistics system varies in terms of their economic value, obsolescence, 
physical properties etc. Selecting the product disposition type is also dependent on these 
characteristics in addition to product condition. 
Fleischmann et al. (2000) analyzes the variables that shape the reverse logistics network as 
product characteristics, supply chain characteristics, and resource characteristics. The 
characteristics that are identified here are the inputs for building the simulation model and they 
are selected based on the common points that are addressed in the literature. These 
characteristics have an impact on the decision of reverse logistics network configuration as 
well as the choice of product disposition. An example to this the finding of Guide et al. (2006) 




Product characteristics refer both to the economic and physical properties of the product, 
such as economic value, time-sensitivity, and product lifecycle stage. 
In order to identify common characteristics that have a contribution in determining the 
reverse logistics network configuration and selection of the product disposition, case studies 
for specific products and reverse logistics framework papers are reviewed. The need for 
considering specific product characteristics when making decisions with regards to a reverse 
logistics system is broadly addressed in the literature. The following represents a detailed list 
of characteristics with their respective description. 
Economic value: The economic value of the products has an impact on the centralization 
decision of the facilities in the reverse logistics network. Centralization or decentralization of 
the network directly affects the transportation cost. The justification of the additional 
transportation cost is therefore partly dependent on the value of the product. The economic 
value can be interpreted in two ways, the price of the original product or the economic value 
of the reprocessing, both of which are relevant to the reverse logistics system. Commodity 
products can be shown as an example to products with low economic value. 
Product Lifecycle & Age: The relationship between the product sales lifecycle and logistics 
requirements has previously gained attention. Product lifecycle contains phases of 
development, introduction, growth, maturity and decline. Sales volume of a product shows a 
different trend at each phase. Product lifecycle is specified as the total time the lifecycle stages 
of the product are completed. Geyer et al. (2007) define it as the “total time span between 
product launch and market withdrawal”. 
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 Product’s age in terms of its lifecycle is one of the criteria when selecting the product 
disposition, since it is linked to the demand in the secondary market. It is believed that there is 
correlation between the product returns and product life cycle. Tibben-Lembke (2000) 
approaches the impact of product life cycle on returns on three different levels of product 
lifecycle; product class, product form, and product model, respectively. The general behavior 
that is expected for each type of product lifecycle is the lag between the product returns and 
sales. Guide et al. (2000) argues that the product returns also follow the product life cycle with 
a time lag, but does not distinguish the impact of product life cycle stage between different 
levels of product life cycle. The commercial returns volume has an increasing trend after the 
product’s startup phase, reach steady state, and decline in the phase-out phase. The phase-out 
phase includes a larger number of returns due to stock adjustments (Guide et al., 2006). The 
product life cycle stage has an impact on the decision of product disposition alternatives since 
it is related to the demand for the recovered product.  
Obsolescence: Obsolescence refers to the time value of the product. For certain product types, 
obsolescence plays a critical role in the decisions with regards to the reverse logistics network 
design. Time becomes a significant metric for products with high time-sensitivity (i.e., losing 
value rapidly over time) (Guide et al., 2006).  
Deterioration: The deterioration level of the product is also related to time sensitivity and 
value, however is mainly due to the physical characteristics of the product. Deterioration of 
the product impacts the decision of alternative product disposition options (Gupta, 2013). 
Product complexity: Complexity is defined as the difficulty of sorting and disassembling a 
product. Products with this characteristic may require more time and effort consuming steps in 
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the reverse supply chain. In this research, the term product complexity includes the sorting and 
reprocessing (disassembly) complexity. Product composition (i.e. homogeneity) also has direct 
implications on product complexity which in turn affects the sorting and disassembility (Gupta, 
2013). Product assemble / disassemble complexity has an effect on the decision of combining 
or separating facilities with different type of operations. The time it takes for sorting and 
reprocessing operations and unit processing costs are assumed to be proportional to product 
complexity. 
 
3.2 Related work on reverse logistics systems 
Decisions and issues with regards to reverse logistics systems may be related many aspects 
of the system such as network design, forecasting returns, inventory management, and product 
recovery methods. Fleischmann et al. (1997) studied reverse logistics issues in three categories: 
(i) distribution planning, (ii) inventory control, and (iii) production planning. The type of 
problems addressed in this work can be classified within the distribution planning category. 
More specifically, a generic approach to reverse logistics system design is adopted by 
comparing alternative configurations where the number and location of facilities are varied. 
To this end, models and the methods in the literature are reviewed with regards to network 
design.  
Gupta (2013) categorizes various reverse logistics decisions in terms of the planning 
horizon as operational, tactical, and strategic. Integration of reverse channels with forward 
supply chains, determining stakeholders, outsourcing decision, identifying potential locations 
are some of the important decisions that fall under strategic (Gupta, 2013). At the strategic 
level, the reverse logistics system is designed (de Brito, 2005). This type of decisions spans a 
timeline of 2-5 years, whereas for tactical decisions the planning timeline is 1-2 years (Lambert 
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et al., 2011). Guide et al. (2003) points out to the importance of strategy over operational and 
tactical decisions and integration of different activities in reverse supply chains. The 
operational and tactical decisions include inventory planning, activity scheduling, determining 
locations and capacity allocations, and determining the relationship between the actors in the 
reverse logistics system, respectively. In this context, the proposed simulation-based tool 
supports strategic and tactical decisions with regards to designing and planning reverse 
logistics systems since the tool is designed to compare alternative network structures. 
Additional higher level decisions such as co-location of facilities are also evaluated. The 
simulation model of the reverse logistics system, however, encompasses operational level 
details providing a realistic imitation of the system. These operational inputs such as shipping 
batch sizes, processing times and capacities are also included as parameters that affect the 
reverse logistics activities. However, the experimentation is performed on decisions that take 
place in strategic and tactical levels. 
In this section, the literature is categorized into (i) reverse logistics network design, (ii) 
conceptual decision making models, (iii) system configuration types, and (iv) designing 
simulation experiments. The third category includes higher level decisions in addition to 
facility location and classification of reverse logistics networks. 
Applications for supply chain models where inputs of the simulation are transferred from 
a user interface can be found in the literature (Zhang et al., 2012).  
3.2.1 Network design 
Reverse logistics network design under deterministic parameters is widely covered in the 
literature. Network design decisions include number and location of facilities and allocation of 
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the flow to the facilities. The models that address this problem can be categorized based on 
various characteristics such as evaluation criteria, type of decisions made, including 
uncertainty of parameters, type and range of products, integration with forward supply chain, 
planning horizon, and methodology used. Some models are case or product specific whereas 
generic models have also been developed to address the network design problem. However, 
deterministic models fail to capture the inherent return rate uncertainty in reverse logistics 
systems along with many other sources of uncertainty, which may significantly affect the 
eventual network design decisions. These type of models, however, are utilized in assessing 
the relevant and important decisions need to be made with regards to reverse logistics. 
One of the generic models is developed by Fleischmann et al. (2001), where the classical 
warehouse location model is modified in order to determine the location of processing plants, 
distribution warehouses, and disassembly centers (inspection) in a recovery network. The  
model is capable of handling closed and open loop networks and compares the simultaneous 
optimization of forward and reverse networks. The type of facilities in our simulation model 
is similar to the ones covered in this work. Another generic remanufacturing network model 
where the reverse and forward flows are integrated is developed by Jayaraman et al. (1999), 
with an objective of cost minimization. However, the collection amount of used products is 
also a decision variable, optimizing the storage level at each facility. This type of collection is 
referred to as pull process (Fleischmann et al., 2004).  This is a different approach than the 
model presented in this work in a sense that return rate here is treated as a random, exogenous 
variable and the goal is to explore the capability of the network to handle all the returns.  
Lu and Bostel (2007) used mixed integer programming for a generic two-level location 
model for a remanufacturing network, where the reverse and forward flows are considered 
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simultaneously. While generic models are useful in constructing the general representation of 
the network and its activities, product specific approaches have also been adopted. Srivastava 
(2008) developed a bi-level optimization model and illustrated the methodology for three types 
of products being refrigerators, washing machines, and passenger cars. The first model 
determines the number of collection centers followed by subsequent decisions of disposition, 
location and capacity, and capacity decision at different time periods. Even though 
deterministic parameters are used, a scenario analysis approach is adopted for high and low 
level of customer returns. The parameters used in order to define the system and the product 
are similar to the model inputs considered in this work. In our dynamic simulation model, in 
addition to their work, product disposition also depends on delays incurred in the system. It is 
also worth adding that our simulation model is not based on a specific product, rather the 
product can be customized through parameters such as age, weight, and distribution of the 
product condition. Of course, type of products that can be addressed has some limitations, 
which are discussed in Section 8 as part of the scope of the simulation tool. 
Most of the existing models are based on network cost minimization which often includes 
variable costs such as transportation and inventory as well as fixed opening costs. However, 
single objective models do not capture the trade-offs among other criteria such as 
sustainability. Bi-objective models have also been published that also consider the 
environmental performance of the reverse logistics network. A mixed integer linear model is 
developed by Kannan et al. (2012) where the cost of CO2 emissions are taken into account 
along with the network fixed and variable costs. The simulation model developed in this work 
extends this to other type of emissions such as CH4 and N2O, where emissions due to 
transportation is measured.  
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In a recent work, Toso and Alem (2014) improves the network design model by considering 
the stochasticity of setup installation costs, shipping costs, amount of recyclables generated 
and sorting capacity where the number and location of sorting facilities is determined. Cardoso 
et al. (2013) have recently proposed a dynamic model (Mixed Integer Linear Programming) 
for the design and planning of traditional supply chains considering demand uncertainty and 
reverse logistics activities such as collection, sorting, remanufacturing and disposal. In their 
work, production and disassembly activities are assumed to take place in the same plant and 
collection is performed in retailers. Many network design models exist for specific products or 
product types. Hu et al. (2002) focuses on reverse logistics system for hazardous waste with a 
cost-minimization model. Cruz-Rivera and Ertel (2009) developed a collection center location 
model for end-of-life vehicles in Mexican context minimizing the fixed and transportation cost. 
Three scenarios based on collection coverage are evaluated. However, deterministic network 
design models do not capture the time it takes for a product to go through the reverse network, 
which is a significant metric especially when obsolescence causes loss of value (Lieckens and 
Vandaele, 2005). 
Another way of incorporating uncertainty into network design is multi-period models, 
where adjustments to the number of open facilities are made from period to period, if 
necessary. Alumur et al. (2012) used this approach and developed a profit maximization 
network design model where the decisions span the location of sorting and remanufacturing 
facilities as well as flow allocation and capacity expansion.  
Moreover, deterministic models fail to incorporate the dynamic impact of uncertainty on 
network design. As a result, several models have been developed to incorporate uncertainty in 
decision making through various methods such as stochastic programming and robust 
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optimization (Barker, 2010). A scenario analysis approach is also common and a primitive way 
of introducing uncertainty to the models. Scenario analysis refers to identifying a set of 
parameter values and finding the solution that performs the best over the set (Listes and 
Dekker, 2005).However, this approach is limited in terms of the solution’s dependency on the 
set of parameters selected. Another common approach in these models is the parameters that 
are considered uncertain; most of the models focus only on the return quantity as an uncertain 
parameter while in some models where the forward supply chain is considered in the scope, 
customer demand is also included in the uncertain parameters. In general, current models vary 
with regards to the uncertain parameters. Stochastic programming is one of the techniques to 
incorporate uncertainty in deterministic models where scenarios are defined with possible 
parameter values and probability of occurrence is assigned to each scenario.  Listes and Dekker 
(2005) used this approach where the uncertainty in return rates, quality and demand is 
considered in the location decision of storage depots and treatment facilities with the criterion 
of maximizing net revenue. The model is applicable to general cases of recycling networks 
where and is illustrated with a case study on sand recycling in Netherlands. One of the recent 
works uses three methods to address uncertainty in the return quantity; chance-constrained 
programming, stochastic programming, and robust optimization (Barker, 2010). Lieckens and 
Vandaele (2005) combined a mixed integer linear program with a queuing model considering 
the uncertainty in return arrivals and processing times. The resulting model is a single product, 
single period, and single level Mixed Integer Nonlinear Program (MINP).  
Zhang et al. (2012) looked at multicriteria to determine the location of facility but did not 
provide a ranking method in the case of alternatives that are superior in different criteria, if 
there is no alternative that is better in every criterion (Zhang et al., 2012). This is overcome by 
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incorporating user defined weights and translating the criteria into a single score, which is used 
as the basis of comparison. 
While quantitative reverse logistics network design models constitute the majority of the 
reviewed papers, qualitative models are also reviewed to understand the common challenges 
and characteristics of these networks. 
3.2.2 Conceptual models 
The literature on conceptual framework models to facilitate reverse logistics decision 
making is reviewed for the purpose of assessing significant issues and existing frameworks for 
decision making. Thierry et al. (1995) address the strategic issues in recovery management and 
identify the required information with regards to the input as product composition, return rates 
and uncertainty, market for recovered products, and product recovery processes. Lambert et al. 
(2011) developed a generic decision framework for reverse logistics systems and categorized 
the decisions as strategic, tactical, and operational level. As a part of the decision framework, 
the authors identified performance measures to evaluate reverse logistics networks under each 
decision level. The recurrent emphasis on uncertainty as a significant challenge of reverse 
logistics networks in such conceptual papers motivated this work to incorporate this aspect into 
decision making and quantify the trade-offs under the existence of uncertainty. 
3.2.3 Reverse logistics system configuration 
In the past, several qualitative analyses are performed on the classification of reverse 
logistics networks and the factors affecting the network configuration. Fleischman et al. (2000) 
distinguish the reverse logistics network types based on the processing activities; the three 
networks types that categorize the case studies are bulk recycling networks, assembly product 
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remanufacturing networks, and re-usable item networks. Another classification of reverse 
logistics networks based on the recovery process is provided by de Brito et al. (2005), where a 
comprehensive case study review is performed on the basis of product types, the recovery 
process used, the actors and their function in the network, and the drivers of the initial return. 
Guide and Wassenhove (2009) associate product return types to certain re-processing 
activities. Sharma and Singh (2013) perform a qualitative analysis on reverse logistics system 
types based on the origin and reason of returns instead of a product characteristics based 
approach, as well as categorizing products on the basis of producer and customer expectation 
of the product. The reverse logistics types the authors propose are based on the initial and the 
last actor involved in the reverse supply chain, where each reverse logistic type is associated 
with an origin and reason of returns.  
The value of early sorting under the uncertainty of product quality in a remanufacturing 
reverse logistics system is addressed by Tagaras and Zikopoulos (2008). Guide et al. (2000) 
points out the impact of uncertainty in returns quantity and timing on inventory management 
decisions. Kara et al. (2007) developed a simulation model to perform scenario analysis on 
reverse logistics networks in order to identify critical factors. Biehl and Realff (2007) also 
addressed uncertainty in carpet reverse logistics systems by concluding that reducing 
uncertainty in return flows is a critical factor in improving the availability of recyclable 
products. In their work, one of the suggested ways of reducing variability is increasing the 
number of collection centers (Biehl and Realff, 2007). 
A multicriteria decision making model with regards to higher level decisions on collection, 
sorting, and processing aspects of reverse logistics systems is presented by (Barker and 
Zabinsky,2010). Their methodology is based on analytical hierarchy process (AHP).  
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3.2.4 Design of simulation experiments 
 Rogers et al. identifies simulation as a “most useful tool” to capture the complexity of 
reverse logistics problems (Rogers et al., 2012). Several authors have developed guidelines 
including major steps and considerations for designing simulation experiments and interpreting 
the results, which are taken into account in developing the proposed methodology (Barton, 
2004; Kelton, 1999).  Kelton (1999) lists the following questions that need to be answered 
when building simulation experiments: 
 What model configurations should be run? 
 How long should the runs be? 
 How many runs should be made? 
 How should the output be interpreted and analyzed? 
 What’s the most efficient way to make the runs? 





4. REVERSE LOGISTICS NETWORK MODELING 
This section provides a detailed outline of the simulation-based methodology and the 
development of the decision support tool which is developed with the goal of addressing the 
network decision question posed in this work. The scope of this research including the type of 
products and problems that the decision tool addresses are also explained. Significant modeling 
and system assumptions are also provided at the end of this section. Limitations of the 
simulation based tool are included in a separate section. 
Designing reverse logistics systems and selecting the network configuration is dependent 
on product and system characteristics. Similar to many complex problems, there is no network 
configuration that can fit all situations and product types. Reverse logistics network design is 
specific to various characteristics such as product classes, geographic scale of network, the 
importance weight given to trade-offs in decision making, and system conditions. Poor 
decisions can be made if networks are designed without prior planning and knowledge about 
the system and in result lead to ineffective network design. Taking into account that making 
changes to an already constructed network configuration is costly and sometimes infeasible, a 
cost effective and environmentally responsible design is plausible. However, there are other 
significant challenges with designing efficient reverse logistics networks that need to be 
incorporated into decision making. The uncertainty inherent in a reverse logistics network 
contributes to the challenging task of designing a robust reverse logistics network. The 
variability in the customer return rates has a dynamic impact on numerous activities in a reverse 
logistics system such as inventory management, scheduling, and production planning. In such 
a stochastic and complex environment, the task of measuring trade-offs and making a decision 
parallel to these measurements are not straightforward. Depending on the system 
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characteristics, trade-offs emerge that need to be taken into account in the decision making 
process with regards to choosing a configuration. The individual sources of the trade-offs 
might be obvious, however, quantifying these metrics is still a challenging task. A basic 
example to such trade-offs occurs between the fixed cost of opening more facilities and the 
improved travel distance of having more facilities at closer proximities. A deterministic model 
is likely to be inadequate in measuring metrics and trade-offs in such an uncertain, dynamic, 
and complex environment. To this end, the goal of designing a simulation-based tool is to 
compare reverse logistics network configurations in the presence of return rate uncertainty. 
Some of the primary questions regarding the reverse logistics network are the following: 
 What is the desirable network configuration for a given product scenario and 
weight factors? 
 What is the required capacity of the facilities? 
 What kind of an impact does the return rate uncertainty have on a specific 
scenario or the comparison of multiple scenarios? 
The answers to these questions are dependent on the trade-offs of the specific system of 
concern and this decision process needs proper planning and representation of the system. 
In addition to main questions regarding the topology of the network and long term design 
issues, there might be secondary questions/consideration that are related to operational system 
parameters. 
 How does the shipping size in terms of quantity affect the metrics for a given 
scenario? 
 How do processing capacities and times affect the throughput?  
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 What is the throughput of remanufacturing/recycling for a given product and 
network scenario? 
These issues are related to the dynamic planning and can be determined in parallel with 
the configuration or for a given network structure. As mentioned earlier, these questions are 
crucial for long term and short term planning of reverse logistics systems, respectively. The 
answers to these questions do not depend on a single metric, but rather their combination, 
namely the trade-offs they create. These decisions are based on properly measuring the trade-
offs among performance metrics.  
The complexity of the relationships between different activities and actors in a reverse 
logistics system, the dynamic behavior of the system due to uncertainty, and the existence of 
time-related decisions suggest simulation a convenient tool to model and analyze a reverse 
logistics system. Simulation modeling allows examining the dynamic system behavior in the 
long term and performing a what-if analysis on the reverse logistics performance evaluation. 
The remainder of this section defines the scope of the methodology, provides a detailed 
explanation of the methodology framework including the inputs and outputs of the decision 
support tool and the simulation model logic. 
In a nutshell, the goal is to design a generic simulation-based tool to compare the trade-
offs in alternative reverse logistics system configurations and select the network configuration 
for a particular product scenario. The comparison of configuration scenarios is performed on 
the basis of productivity and sustainability metrics. To this end, the tool is aimed to support 
designing efficient and sustainable reverse logistics networks. 
In this work, a systems view approach is adopted to tackle with the network design 
problem. The reverse logistics network that includes collection, sorting, reprocessing, 
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distribution, and disposal activities is modeled using simulation. Network configuration refers 
to a specific combination of number and location of these main facilities. For instance, in 
Figure 4.1, a network configuration with 6 collection centers, 3 sorting centers, and 3 
processing centers is shown. In practice, reverse and forward networks may coincide and some 
or all of the reverse logistics activities may take place in the original forward network facilities. 
However, the methodology only focuses on the reverse logistics network and the facilities are 
assumed to be specialized for reverse logistics activities. The integration of reverse and 
forward networks can be found in Fleischmann et al. (2001).  
 
Figure 4.1 A sample reverse logistics network configuration with 6 collection, 3 sorting, and 3 processing 
centers 
The simulation-based methodology is designed for products that are returned by end 
customers at a collection center, go through a sorting process, recovered through one of the 
methods that are specified, and redistributed to an appropriate market. It is assumed that there 
is only one type of source that returns the used products, which can be thought as end 
consumers in this case. Products such as the ones with hazardous characteristics, perishable 
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convenience goods, distribution items (e.g., packaging), and industrial and civil goods are not 
included in the scope since these products might need special treatment and additional 
activities that are not included in the model scope. Packaging materials, for instance, are only 
limited to being collected by residential recyclers, instead of travelling through different stages 
of the reverse supply chain (Tibben-Lembke, 2002). 
The simulation models do not focus on the recovering processing in detail, rather providing 
a systems approach. To this end, remanufacturing and recycling operations are not examined 
in parts level, such that some parts of a product are used for remanufacturing and the rest is 
recycled. Facilities are uncapacitated with regards to the storage, since one of the questions 
answered is what can be achieved in terms of the throughput, for a given system scenario. 
Finally, it is worth noting that the conclusions drawn in this work are valid for the network 
size (both in terms of number of centers and area) considered in the experiments. Reverse 
logistics networks of such scale are usually not suitable for nationwide or worldwide 
operations, rather smaller scales. The next section outlines the major components of the 
simulation based tool. 
4.1 Framework of the methodology 
The simulation-based methodology aims to compare alternative reverse logistics network 
configurations under uncertainty. The network configurations are evaluated in terms of 
productivity and sustainability metrics and the trade-offs inherent in reverse logistics network 
design are quantified.  
Simulation models are being developed for alternative network configurations using Simio 
simulation software, which is built upon an object-oriented approach. This embedded approach 
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provides modeling flexibility in dealing with complex system interactions. A customizable 
experimental framework is designed in order to evaluate the alternative configurations. 
Figure 4.1.1 shows the framework diagram of the simulation-based decision support tool, 
including the inputs and outputs. 
 
Figure 4.1.1 Framework of the simulation-based methodology, including the inputs and outputs 
 
The tool is designed to compare and make selections with regards to alternative reverse 
logistics configurations. In order to achieve this, it takes necessary product and system 
parameters, the set of alternatives, and user defined experiments as inputs. As a result, the tool 
evaluates the reverse logistics networks in terms of the performance metrics by running the 
appropriate simulation models. An interactive user interface is designed in order to define the 
desired scenarios, enter the input data, and analyze the output in a convenient way. The main 
output of the tool is the suggested set of network configurations for a particular product and 
system scenario.  
Some products that are identified as to be remanufactured and sent to the processing facility 
might be determined to be disposed and recycled as a result of the disassembly or other 




     
(a) Default system       (b)  Early sorting                              (c) Colocation 
Figure 4.1.2 Flowchart of reverse logistics activities for various system configurations 
 
 
The tool provides a changeable input represented as the percentage of products that are to 
be disposed at the end of the remanufacturing operation. Figure 4.1.2 provides flowchart 
regarding the activities that take place in the model. Part (a) is the default system, where in part 
(b) early sorting of directly reusable products is performed at the collection centers, and in part 
(c), sorting and processing is colocated. Experiments performed under the system 
configurations as shown in Figure 4.1.2.b and 4.1.2.c are provided in the subsequent chapters. 
A more detailed flowchart of activities and events in the simulation model is included in Figure 




Figure 4.1.3 Flowchart of activities and events that take place in the simulation model 
 Figure 4.1.4 shows an example of alternative network configurations. This example is used 
to generate preliminary results where the network configurations are based on number of 
sorting centers. Thus, the configuration model is based on sorting operation. In this case, user 
defined alternative selection is three configurations where there are 1, 2, and 3 sorting centers, 
respectively. 
    
Figure 4.1.4 Example of alternative network configurations 
 The experiments are designed to compare sorting configurations where in the first case, the 
sorting facility is located in the center of the network. The location of the collection and 
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processing centers remain the same across configurations, hence, are not included in the 
configuration models. 
4.1.1 Product characteristics and system inputs 
 Product specific and system parameters are the uncontrollable inputs to the simulation tool 
meaning that they are not a part of the experimentation, but still required to define the reverse 
logistics system and activities. Product characteristics are defined in Section 3.1.6. System 
inputs are short and long term parameters such as shipping batch sizes. These inputs are 
outlined as the following: 
Possible locations for facilities within the reverse logistics network and distances: In the case 
of experimenting with the number of facilities in the reverse network, the additional facilities 
are located in possible locations. This input determines the physical structure and scale of the 
reverse logistics network. The location of a facility is entered using two arguments, which are 
the X and Y coordinates. 
Fixed and variable costs: Fixed costs include the facility opening and truck acquisition costs. 
Transportation, operating, and inventory holding costs are identified as the variable cost 
parameters.  
Transportation parameters: Shipping batch sizes, vehicle speed and weight. 
Processing parameters: Processing times, number of resources, processing batch size.  
Set of possible product disposition types: Product disposition alternatives depend on various 
factors with regards to the product. For instance, in any given condition, a product might not 
be eligible for a certain disposition alternative. Technical feasibility of product recovery 
options is regarded as one of the required input information to reverse logistics systems 
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(Thierry et al., 1995). In this context, the alternative product disposition alternatives are 
identified as an input to the simulation based tool. For a product that disposal is not an option 
due to environmental restrictions and legislation, the consideration of a disposal location and 
the subsequent transportation activities are not relevant. 
Distribution of the returned product condition: Returned product condition is the first 
criterion checked during sorting. Products are separated into disposition categories (reuse, 
remanufacture, recycle, disposal) based on the proportions specified by the user. 
Product age: Product age is a secondary criterion in deciding whether to recycle or 
remanufacture a product, and is checked when the products reach the processing center. A 
uniform distribution is used to assign product ages, the lower and upper bounds are to be 
determined by the user, as well as the threshold age for remanufacturing. If the sum of the 
product age and the delay until the product reaches the processing center is greater than the 
threshold age, products are sent to recycling, even though a remanufacturing decision is made 
during sorting, due to condition. 
 Table 4.1.1 lists the system inputs that are required for the simulation based methodology, 








Table 4.1.1 System parameter types and units 




Deterministic Qty Processing - 
Simultaneous collection 
handling/ sorting capacity 
Deterministic Qty Processing - 
Unit processing/handling 
times 
Random Hours Processing Exponential 
Operation hours per shift Deterministic Hours Processing - 
Shipping size Deterministic Qty Transportation - 
Vehicle speed Random Km/Hr Transportation Uniform 




Product age Random Days Product characteristics Uniform 
Remanufacturing threshold 
age 
Deterministic Days Product characteristics - 
Product condition/disposition 
proportion 
Random  Product characteristics Discrete 
Facility locations Deterministic  Network - 
Unit costs Deterministic Various Network - 






4.1.2 Configuration models  
 Configuration models are the set of alternatives that can be controlled by the user and are 
a part of the experimental design. These include the important aspects of reverse logistics 
systems frequently found in the literature such as collection, sorting, reprocessing, and return 
rates. The following includes the alternatives for each of these aspects: 
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Collection: The alternative for collection is the number of collection centers. Increasing 
number of collection centers has an impact on the product returns collected, which leads to a 
trade-off between the increasing collection rate and fixed cost of opening collection centers. 
Sorting: Similarly, the number of sorting centers is also a part of controllable inputs. Another 
alternative for sorting is whether to perform early sorting at the collection center before the 
returned products are sent to a sorting facility. This can be in the form of a preliminary sorting, 
where the products are only separated for direct reuse. Early sorting can be thought of a two 
stage sorting, where the returns that can be reused without processing are identified before 
being shipped to the sorting center. If early sorting is implemented, the disposition options that 
are evaluated at the sorting facility are remanufacturing, recycling, and disposal. 
Reprocessing: Number of specialized reprocessing centers where recovery of the product is 
performed is a part of the configuration models. Reprocessing centers are divided into 
remanufacturing and recycling centers. In addition, the questions are tried to be answered such 
as in which cases and under which assumptions colocation of processing centers with sorting 
facilities is more plausible. 
Return rates: Product returns is the primary input to the reverse logistics system. Ensuring 
continuous returned product flow to the reverse logistics is challenging since the returns are 
highly variable. Both the mean and variability of the return rates are included. The quantity 
and quality of the products may have significant levels of uncertainty which affects the reverse 
logistics decisions. In this work, only end-customers are considered as the source of returns. 
Along with these experimental factors, there are also system inputs which need to be 
defined as a part of the reverse logistics operations. However, these parameters are not a part 
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of the experimentation, they rather remain the same during an experiment. Processing 
capacities, shipping sizes, operational hours each day are examples to system parameters. 
4.1.3 User defined alternative selection 
 This part constitutes the experimental framework of the methodology. Comparison of the 
scenarios is based on user defined alternative selection from the set of configuration models.  
The following steps are used in designing the simulation experiments: 
 Identifying the experimental factors and their levels 
 Identifying the responses (performance metrics) 
 Identifying the factor combinations (scenarios) 
Figure 4.1.5 includes the diagram showing the process of creating user defined 
experiments.  
 
Figure 4.1.5 Process of defining experimental factors 
The first step is to determine which of the configuration models will be included in the 
experimental factors. The decision at this step is which reverse logistics aspects listed are going 
to be controllable and included in the experimental design in terms of the given alternatives. 
The experimental factors can be chosen from the set of configuration models. The factor levels 
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specify the quantity for each aspect of the reverse logistics system. For instance, in the case 
where the collection aspect is selected as an experimental factor, the factor level is the number 
of collection centers.  
The experiment results are also designed to be user defined, which will allow selecting 
performance measures to be compared from the set of specified productivity and sustainability 
metrics. 
4.1.4 Comparison of performance metrics 
The output of the simulation tool is the comparison of performance metrics defined. The 
inputs for the metrics that are used to describe the system are categorized into productivity 
and sustainability metrics, and are listed as the following: 
Productivity metrics 
 Cost: The total cost is broken down into the following components: 
o Transportation cost: The transportation activities considered are listed as the 
transportation between the collection centers and the sorting facilities, 
transportation between the sorting facility and the next destination of the 
products, which can be the reprocessing center or the distribution center. 
Transferring the disposable products to landfills either from sorting centers or 
processing centers is not included in the total transportation cost, which is a 
function of the distance traveled. The calculation of the transportation cost 
between two locations per trip is expressed as the following: 
𝑐𝑡(𝑖, 𝑗): unit transportation cost per distance travelled (km) between location i 
and j 
𝑡𝑟: total number of trips 
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𝑑(𝑖, 𝑗): distance in km between location i and j 
𝑡𝑐𝑡(𝑖, 𝑗): total transportation cost of traveling between location i and j at the end 
of the simulation period 
𝑡𝑐𝑡(𝑖, 𝑗) = 𝑐𝑡(𝑖, 𝑗) × 𝑑(𝑖, 𝑗) × 𝑡𝑟 
It is worth noting that empty trips are not included in the calculation of 
transportation cost. 
o Processing cost: Processing cost includes the variable cost incurred by 
performing reverse logistics activities such as collection, sorting, 
remanufacturing, and recycling. Total processing cost is a function of the 
number processed at a facility and is calculated as below: 
𝑐𝑝(𝑖): unit processing, collection, or sorting cost at facility i per product 
𝑛𝑝(𝑖): total amount of products processed at facility i  
𝑡𝑐𝑝(𝑖): total processing cost at facility i at the end of the simulation period 
𝑡𝑐𝑝(𝑖) = 𝑐𝑝(𝑖) × 𝑛𝑝(𝑖) 
o Fixed opening cost: A fixed cost is incurred for each facility existent within 
the network. The users of the tool are allowed to input a fixed opening cost for 
each facility. No direct relationship was found to be established between the 
fixed cost of a facility and its processing capacity. To this end, it is assumed by 
default that the fixed cost incurred. In the literature, most papers define fixed 
cost parameter for each facility separately. A similar approach is taken for data 
entering here where users can enter the fixed cost for each facility for each 
scenario such that if in a scenario where the number of facilities of a type differ, 
the users can specify fixed opening cost for each scenario. 
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 Time in system: Time in system is divided into categories based on the product 
disposition type. For disposed products, this spans the time between the arrival of the 
products at the collection center and reaching the final point where the products are 
disposed. For reused and recovered products, time in system is until the products reach 
the appropriate markets. Time in system is broken down into following components: 
o Total time in system (time between the returned product is received at the 
collection center and reaches the appropriate market) 
o Waiting time at the collection center 
o Time until sorting is completed 
o Time until returned product is reprocessed 
If the reverse logistics system is assumed to consist only of collection, sorting, and processing, 
time in system captures until processing operation is completed and referred to as time until 
completion in the experiments. 
 Average work in process (WIP) in facilities: When the average number of parts that 
occupy a facility is calculated, it is assumed that the parts occupy the facility from their 
arrival to that facility until they leave; this also includes the parts that have reached the 
shipping size for the next destination, but still waiting to be picked up. The WIP holding 
cost at sorting and processing centers are calculated as the following: 
𝑡𝑐𝑊𝐼𝑃(𝑖): total WIP holding cost at facility i over the planning horizon 
𝑐𝑊𝐼𝑃(𝑖): unit holding cost per day and per product 
𝑎𝑣𝑔𝑊𝐼𝑃(𝑖): average number of products at facility i over the planning horizon 
𝑡𝑐𝑊𝐼𝑃(𝑖) = 𝑐𝑊𝐼𝑃(𝑖) × 𝑎𝑣𝑔𝑊𝐼𝑃(𝑖) × 𝑃𝑙𝑎𝑛𝑛𝑖𝑛𝑔𝑃𝑒𝑟𝑖𝑜𝑑(𝑑𝑎𝑦𝑠) 
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 Total number of recovered products for each disposition type: The number of 
recovered products for each disposition type depends on the distribution of returned 
product condition as well as other criteria that are checked during the sorting process. 
The quantities for each disposition type might also depend on the network 
configuration if the delay until processing affects the product disposition as a secondary 
decision. This metric determines the revenue earned from recovering products, which 
is referred to as “value of recovery” when presenting the experiments.  
Sustainability metrics 
 Emissions: Three types of gas emissions are taken into account due to transportation 
operations, which are CO2, CH4, and N2O. Total amount of emissions is proportional 
to the distance travelled and weight carried. It is important to note that the full life cycle 
of the vehicles are not taken into account. To this end, the emissions reported with the 
simulation models are not “Well-to-Wheel Emissions”, a term used to indicate 
emissions where production and distribution of the vehicles are also considered. It is 
worth noting that the default unit values for the emissions are based on the data 
provided by EPA Center for Corporate Climate Leadership (EPA, 2014). 
 Following sections discuss some important mechanisms in the reverse logistics model and 
how the alternative configurations are ranked.  
4.2 Ranking of the network configurations 
The comparison of the configurations is based on performance metrics that are categorized 
under fixed and variable costs, time in system (i.e., responsiveness of the network), and 
emissions. When the performance metrics have different units, one way of comparing 
alternative scenarios is to convert every metric to monetary terms and calculate a single score 
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for each alternative. However, metrics such as time in system and emissions may not be 
straightforwardly converted to cost. Instead, a weighted sum approach is employed in order to 
form single scores. Each metric is assigned an importance weight factor and the weighted 
metrics are summed. Metrics that have the same unit are assigned equal weight factors. The 
selection of the configuration can also depend on the user defined performance metrics. For 
instance, if a user is interested in a ranking based only on the time in system for remanufactured 
products, the output of the tool will be the indication of the network configuration that leads to 
the shortest time in system. 
4.3 Selection of the product disposition 
Sorting is the process where the returned products are separated based on their disposition 
and sent to appropriate locations. There might be many criteria in sorting and these are reflected 
as percentages of each product condition and disposition option. Thus, the user simply specifies 
the proportions in a matrix form and these values are transferred to the simulation model where 
the product types are created accordingly. If some recovery options are not feasible for specific 
scenarios, the proportion of these options can be set to zero. As a secondary criterion, product 
age is checked before the remanufacturing process whether the product’s current age is smaller 
than the specified threshold age for remanufacturing. Therefore, the delay until the products 
reach the processing center has an impact on whether the product is going to be remanufactured 
or recycled. This system behavior is related to the obsolescence.  
4.4 Sources of uncertainty 
The sources of uncertainty considered are in the quantity, quality and timing of the 
customer returns, processing times, and some characteristics of the returned products such as 
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physical condition and age. Simulation modeling allows analyzing the uncertainty that arises 
from various components of the reverse logistics system. Below is a list including the sources 
of uncertainty included in the model: 
Return rate quantity: Among the random distributions used to model return (similarly, 
demand) rate in the literature are triangular, uniform, and normal. Normal distribution is 
commonly used in the estimation of unknown parameters, which is also the distribution used 
for the return rates in the experiments. The return rate of the type of products in this case does 
not require modeling of significant outliers, hence a fat tailed distribution. An approximation 
where the possible values mostly range between a few standard deviations away from the mean 
is thought as an appropriate model for return rates.  
Returned product condition and disposition: Product condition is expressed as a grade 
number and have a discrete characteristic, as well as the possible disposition options for each 
condition, which are listed as reuse, remanufacture, recycle, and disposal. The proportions of 
each type are modeled as a discrete distribution and determined at the beginning of each run. 
Processing: Unit handling and processing times are modeled using an exponential distribution. 
The memoryless property of this distribution makes it preferable to model processing times. 
4.5 Default location 
 
The reverse logistics network model is based on a grid structure, where the linear distances 
between facilities are the inputs of the system. A facility of any type is defined in the network 
by its coordinates, where users are allowed to specify these values, then the distances between 
the facilities are automatically calculated and transferred to the simulation model. However, 
default values are assigned to the facility locations for specific quantities based on certain 
assumptions. For the controlled experiments, collection centers are scattered around the area 
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evenly, by dividing the area into smaller areas to get more evenness. This approach ensures 
that the assignment of collection centers to sorting centers is balanced in terms of capacity and 
average storage level in the sorting centers. In their simulation model, (Kara, Rugrungruang, 
& Kaebernick, 2007) calculates a center of gravity based on distances and flow of goods (a 
weighted center) to locate the disassembly plant. In order to locate single sorting and 
processing centers, a similar approach is taken based solely on distance.  
4.5.1 Collection centers 
The collection centers are also assigned default locations for a given number of centers. 
Although not likely, if a user wishes to experiment with one collection center, it is by default 
located in the middle of the network area. For two and three collection centers, the area is 
divided vertically into two and three parts, respectively, and a collection center is located in 
the middle of each part. A slightly different approach is taken when there are four or more 
collection centers rather than simply dividing the network area vertically. The area is divided 
into smaller rectangles (or squares) to ensure an even allocation of collection centers in a sense 
that each zone is similar in square area and contain same number of centers. 
Figure 4.5.1 shows sample locations of collection centers for a 200x200 km2 area. For networks 
with more than three collection centers, the area is divided into smaller zones. When the 
collection centers cannot be allocated evenly such that each zone has one center, it is assumed 
that the area is divided into zones as if there are enough collection centers for each zone, and 
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Figure 4.5.1 Illustration of default location assumption for collection centers in a 200km x 200km area 
 
Thus, default location of collection centers depend on user input of area dimensions and 
number of centers. As an alternative to default location calculation, the horizontal and vertical 
coordinates of collection centers can be determined by the user.  
4.5.2 Sorting and processing centers 
Sorting centers are located so that as the number of sorting centers increases, they get closer 
to the collection centers. As in collection centers, the default location of sorting centers is based 
on the area dimensions specified by the user. In case there are two or more sorting centers, the 
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having equal minimum distance of a collection center to more than one sorting center. This 
ensures that in each scenario created by the default location assumptions, the assignment of 
collection to sorting, and sorting to processing centers is evenly distributed. When the 
collection centers are not evenly distributed across the area, an alternative location can be 
calculated based on the center of gravity of collection centers.  
A similar approach is taken to locate the processing centers. In the case of a single 
processing center, the location is based on the area dimensions and a certain amount of 
perturbation to have a positive distance to the single sorting center. When there are two or more 
processing centers, the location of each center is determined according to the sorting center 
locations in the same quantity.  
4.6 Default allocation of processing capacities among centers 
The simultaneous capacity for each operation in the network such as collection, sorting, 
remanufacturing, and recycling is required to define the reverse logistics system. By default, 
the total capacity for each operation is divided equally among centers and rounded to the 
nearest integer if required. It is assumed that the unit processing times remain the same, 
regardless of the number of sorting or processing centers. As in the location of centers, 
simultaneous processing capacities are identified and can be altered by the user on a scenario 
basis. For instance, a total capacity among two remanufacturing centers can be allocated in any 
combination if required, depending on the return rate each center incurs. The only exception is 
collection centers, where the simultaneous capacity per center is entered as an input.  
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4.7 Assignment of loads to next destinations 
The default approach in order to select from the possible candidates for a product’s next 
destination is by default based on shortest distance. This is in parallel with environmental 
considerations due to minimizing the transportation emissions. However, an assignment based 
only on shortest distance might create imbalances. An extreme example is where there are 
many sorting and processing centers, but all the sorting centers are assigned to one processing 
center due to distance. To this end, a manually adjusted mechanism is added to the decision 
tool where users can specify which candidate locations are allowed for each facility on a 
Boolean matrix. If every entry is 1, meaning that each candidate location is allowable, this is 
equal to a decision based on shortest distance. 
Another alternative might be to dynamically decide where to send products also 
considering the current capacity at the candidate locations. However, simulation may lead to 
poor decisions in this case, based on very short timing differences. Thus, a balanced assignment 
in the beginning is ensured. 
Finally, it is worth noting that transportation is assumed to be outsourced such that 
whenever the shipping size is accumulated at a center, a truck is requested and the picks up the 
exact amount specified. The frequency of the shipments can be controlled by the shipping size 






4.8 General assumptions 
In this section, some general assumptions with regards to model development and the 
reverse logistics systems are listed. These assumptions are valid for all types of experiments 
conducted.  
 The product disposition alternatives that require processing (i.e. remanufacturing and 
recycling), are performed in specialized facilities rather than original manufacturers.  
 No disassembly is performed in the case of re-use, the products are shipped to the 
appropriate market with their original structure.  
 Linear distance is assumed between two nodes, whose locations are stated as 
coordinates.  
 A shift takes up the work where the previous shift left off. The reason the shift is 
modeled this way is to collect statistics properly. For instance, off-shift hours do not 
count in calculating the average storage through the running period. All the facilities 
including the transportation process follow the same shift, meaning that the duration of 
the operational hours is equal. 
 Product returns are generated at the beginning of each shift. 
 Collection centers may have different return rates. 
 Transportation is assumed to be outsourced. Thus, fixed cost of trucks is not included 
and empty trips are not taken into account in the calculation of traveled distances. 
 In the case of colocation, if it’s chosen to be collocated, every sorting center will be 
collocated with processing. That is, the network is not allowed to have a mixed 




 Remanufacturing and recycling facilities are performed in the same location, namely 
processing center. In this work, it is assumed that remanufacturing and recycling 
activities are performed in the same facility. 
 Remanufactured products can be sold either at the primary or secondary market. 
. 
The following sections illustrate the results and experiments run with the developed tool. 
Building the simulation model is followed by verification, which involves debugging the 









The experiments are designed with the goal of addressing the questions raised with regards 
to the efficiency of reverse logistics systems as well as illustrating the capabilities of the tool. 
The results are illustrated through various type of experiments, where they vary based on the 
product characteristics, allowable disposition options, scale of the area and size of the network. 
The first part, verification, includes simple experiments where the calculation of significant 
metrics such as time in system is verified, and the relationship between system parameters 
(shipping size, operation hours) and these performance metrics is explored. Verification is 
followed by scenario comparison experiments, which is divided into two main parts. To begin 
with, pairwise detailed comparisons are performed to draw certain general conclusions and 
observe patterns in the results. The level of detail in these experiments extend to individual 
components of performance metrics. For instance, time in system and transportation cost is 
broken down into their sources such as waiting time vs. processing time and transportation 
from collection to sorting vs. from sorting to processing, in order to understand the trade-offs 
among performance metrics within scenarios. To this end, one other goal of pairwise 
comparisons is to understand how certain parameters such as shipping sizes affect comparison 
and single scores. Although variability is implicitly included in the average performance 
metrics across replications and will later be argued to have an impact on the average metrics, 
the results with respect to uncertainty are strengthen by a variability analysis. The pairwise 
variability analysis includes comparison of mean and standard deviation of performance 
metrics across scenarios, which gives a sense of configuration robustness. This analysis is 
especially useful in the case there are multiple scenarios which have similar scores; in order to 
act as a secondary decision stage. In summary, pairwise experiments aim to observe the 
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behavior of the simulation model, as well as providing the basis for the general experiment, by 
analyzing the possible options for addressing the relaxed assumptions. 
The pairwise analysis section is followed by relaxing some of the assumptions posed 
before, where the capability of the tool is extended to include certain features such as unequal 
return rates among collection centers, and product disposition decision based on age. In the 
expense of more complicated evaluation and data entering, these features provide opportunity 
to address more complex situations and flexibility. 
Finally, a more holistic example is provided where six network configurations are 
compared, which are based on sorting and processing. In addition to the mean based single 
scores, scenarios are compared in terms of the variability observed in their respective 
performance metrics, under various levels of return rate uncertainty. For the general example, 
the network is spread to a 600 x 600 km2 region, for a type of product where any disposition 
option is allowed. This general example combines all capabilities of the tool, and a 
recommendation is made with respect to the network configuration selection. 
Table 5.1 below summarizes the experiments that are included in detail in the following 
sections, in terms of various scenario characteristics. The network scenarios in Table 5.1 and 
throughout the Experiments section, are referred to by using abbreviations, where a collection, 
sorting, processing, and a hybrid center is referred by C, S, P, and H, respectively. Each center 
is preceded by an integer indicating the number of centers of that type in the network. Thus, 
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In Table 5.1, collection centers are not included in the scenario names for easier 
representation and reference. The product and common system parameters for the scenario 
comparison experiments are provided in Section 6.2. In the following section, numerical results 








In this section, findings of the experiments with regards to the reverse logistics network 
configurations are presented. The effect of return rate variability on the performance metrics 
of various scenarios is analyzed separately. The results are mostly focused on sorting and 
processing facility configurations. The conclusions are then coupled with analyzing the effect 
of return rate uncertainty. The network configurations are also compared under optional system 
structures, such as the existence of early sorting at collection centers and colocation of sorting 
and processing. 
To this end, in this section, experiments performed for the verification of the simulation 
model are included, where the question of whether the model is built correctly or not is 
answered. This is an important step to ensure that the model evaluates various output measures 
correctly, since the decisions are based on these measures. There are certain steps that can be 
followed to verify the simulation model, which is outlined in detail in Section 6.1. 
6.1 Verification 
 Prior to testing the tool for its capabilities to compare various network and system 
configurations, a verification analysis is performed in order to ensure that the performance 
metrics are calculated correctly. For that purpose, the simulation model is run under constant 
input parameters and the manually calculated results are compared with simulation output. 
Since the model has a large and complex nature and consists of a lot of subclasses, verification 
processes require to keep track of a vast number of output measures. The model is checked as 
a new logic piece added. Also, some of the input parameters are output at the end of the 
simulation to make sure these parameters are not changed undesirably during the run. 
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For verification and detection of bugs, the model is observed visually and experiments are run 
with constant parameters. Some of the things checked are: 
 Do arrival rates match traffic intensity? 
 How does shipping size effect number of trips? 
 Does the number for each disposition option match the proportion created at the 
beginning? 
 Is time in system measured correctly? 
This section can be skipped without preventing the understanding of experiments where the 
tool’s capabilities are illustrated. However, the experiments below represent the calculation of 
certain metrics and address the questions above, as well as providing a primary introduction to 
important input and output aspects of the model.  
6.1.1 Time in system  
Time in system and its components are analyzed under constant parameters to ensure that 
the simulation model calculates and reports these metrics correctly, since the comparison of 
the scenarios depend on the performance metrics. 
In order to make manual calculation simpler, the verification analysis is performed on a 
single level network, meaning that there is only one collection center, one sorting center, and 
one processing center. 
The first three tables below represent various input parameters for the subsequent experiment. 






Table 6.1.1 System parameters for time in system verification 
Return quantity per day Operation hours per day 
48 24 
 
Table 6.1.2 - Process capacities for time in system verification analysis 
 Collection Sorting Remanufacturing 
Simultaneous Handling / 
Processing Capacity 
48 48 48 
Handling / Processing Time 
(hr) per unit 
1 1.5 6 
 
Table 6.1.3 - Distance between facilities for time in system verification analysis 
Distance (km) Sorting Processing Distribution Primary 
market 
Collection 100    
Sorting  50   
Processing   200  
Distribution    100 
 
The output of the simulation model in terms of the time in system results in the values 
represented in Table 6.1.4. 
Table 6.1.4 - Time in system output and components for verification analysis 












Time (hr) 5 6.5 7.5 19.5 
For the transportation between the collection center and the sorting center, please note that the 
trucks are located at the sorting center, so the transportation delay is ((100/50) x 2), since there 
are two trips (one loaded and one empty) for one shipment. Thus, the time in system and its 
components are calculated correctly by the model when compared to the manual calculation. 
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6.1.2 Product amount for each disposition 
The simulation model is tested to see whether the simulation output matches the given 
distribution of product condition distribution. 
Product disposition scenario 1: 
 
Table 6.1.5 - Product disposition matrix for scenario 1 – verification analysis 
Product 
Condition Proportion Reuse Remanufacture Recycle Disposal 
1 0.8 0.60 0.36 0.02 0.02 
2 0.15 0.10 0.60 0.18 0.12 
3 0.05 0.00 0.20 0.60 0.20 
The first column shows the discrete probability for each returned product condition (Table 
6.1.5). Product condition can be thought as the measure of the product grade. In this case, 
increasing condition number represents better grade. To this end, condition 1 has more returned 
products that can be directly reused. Each condition has different proportions associated with 
the disposition options. Table 6.1.6 a and b shows the calculated values for each condition and 
disposition option. The simulation is run for 30 days with 24 hours of operation per day. 
Therefore, the total number of returns generated is  
30 (𝑑𝑎𝑦𝑠) × 48 (
𝑟𝑒𝑡𝑢𝑟𝑛
𝑑𝑎𝑦, 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑒𝑛𝑡𝑒𝑟
) × 6 (𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑒𝑛𝑡𝑒𝑟𝑠) = 8640. 
Decomposing this value to each product condition based on the above table, following values 
are obtained: 









Product Condition 1 Product Condition 2 Product Condition 3 
6912 1296 432 
Reuse Remanufacture Recycle Disposal 
4277 3352 631 380 
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Below are the simulation results that show the amount processed for each condition and 
disposition option. 








*Results are shown as the rounded averages across 10 replications. 
 
 
Product disposition scenario 2 
 
Table 6.1.9 - Product disposition matrix 
Product 
Condition 
Proportion Reuse Remanufacture Recycle Disposal 
1 0.50 0.90 0.10 0.00 0.00 
2 0.20 0.20 0.60 0.10 0.10 
3 0.30 0.01 0.15 0.30 0.54 
 
Table 6.1.10 shows the calculated values of the amount for each condition and disposition. 
 

















Product Condition 1 Product Condition 2 Product Condition 3 
6962 1298 428 
Reuse Remanufacture Recycle Disposal 
4279 3360 623 378 
Product Condition 1 Product Condition 2 Product Condition 3 
4320 1728 2592 
Reuse Remanufacture Recycle Disposal 
4260 1858 950 1572 
Product Condition 1 Product Condition 2 Product Condition 3 
4349 1734 2606 
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6.1.3 Traffic intensity 
The goal is to show when the return rates are set according to a calculated traffic intensity 
at the remanufacturing facility, the utilization in the simulation output matches this value. The 
simulation model is run with a traffic intensity level of 50% on a specified network 
configuration, where there is 1 collection center, 1 sorting center, and 1 processing center. 
 









48 6 192 
 
Capacity refers to maximum number of products that can be simultaneously processed. 
Remanufacturing time is assumed to be exponentially distributed with a mean of 6 hours. With 
a traffic intensity of 50%, the number of returns generated is 192 × 0.5 = 96 in total. The 
simulation is run for 30 days with 24 hours of operation per day, and the output for the 
remanufacturing utilization is 50.7%. 
The next section examines the effect of changing some system parameters at a time, on the 
performance metrics.  
6.1.4 Shipping size 
 
Shipping size, which gives control on the frequency of the shipments, is an important 
parameter since it affects the distance travelled and average storage levels. In this part, the 
effect of halving and doubling the shipping size on the performance parameters is analyzed 
Reuse Remanufacture Recycle Disposal 
4264 1870 943 1564 
74 
 
given the configuration scenarios presented above. The effect of shipping size on performance 
metrics on a single scenario is analyzed. 
Below is the simulation results for various metrics under certain levels of shipping size. 
First, the results are represented for the shipping size from collection centers to sorting centers. 
 
Figure 6.1.1 - Average storage vs. shipping size 
Increasing shipping size from collection to sorting centers leads to an increasing trend in 
the average storage levels both for collection and sorting centers (Figure 6.1.1). The increase 
in the storage levels occurs due to less frequent shipments. In other words, more parts are 
accumulated before a shipment. It is worth noting that the increase is almost linear.  
In Figure 6.1.2, the traveled distance versus shipping size is shown. The traveled distance 
from sorting to processing center does not get affected since the shipping size from sorting to 
other disposition destinations is kept the same. However, the traveled distance from collection 
to sorting center increases as the shipping size decreases, due to more frequent shipments. 


























Figure 6.1.2 Traveled distance vs. shipping size 
 
 
Figure 6.1.3 Traveled distance vs. shipping size (detailed) 
A more detailed representation of the traveled distance from collection to sorting centers 
versus shipping size is shown in Figure 6.1.3, exhibiting a diminishing behavior.  
In the Figures 6.1.4 and 6.1.5, the varying shipping size on x-axis is the shipping size from 


















































Figure 6.1.4 Average storage vs. shipping size (sorting to processing) 
Figure 6.1.4 indicates that average storage at the sorting center increases with increasing 
shipping due to the same reason described earlier; parts wait in the accumulation queue for a 
longer period of time before the shipment.  
 






















































The traveled distance from collection to sorting centers do not get affected from the 
shipping size between sorting and processing centers, everything else equal. 
6.1.5 Operating hours 
 
In the above scenarios, it is assumed that the operations (including transportation) continue 
for 24 hours. However, in practice, processing and transportation is very likely to continue 
during only a part of the day. Therefore, the operational hours is modeled as an input with the 
assumption that every part of the system operates equal amount of time during the same time 
period. When modeling the operational hours, it is assumed that a new day takes up where the 
previous day left off and the statistics are not recorded during off shift hours. 
Figure 6.1.6 includes the effect of decreasing operational hours on average storage levels at 
centers. The configurations have no standard deviation in the return rates and there are 6 
collection centers, 1 sorting center, and 1 processing center. Return rate is 72 parts per day per 
collection center and all the shipping sizes are set to 72. 
Figure 6.1.6 below indicates that the average storage levels increase as the operational 
hours decrease. This is of course expected for these scenarios since daily return rates are kept 
the same even though daily processing capacity is reduced (since there are less hours to 
continue operation). Thus, this comparison in a sense shows how the storage levels increase if 
the return rates have greater traffic intensity. 
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                (a)Collection center               (b) Sorting center 
 
                    (c) Processing center 
Figure 6.1.6 Average storage at collection, sorting, processing centers vs. operation hours 
Referring to the utilization levels also support this conclusion since the utilization of the 
sorting process jumps from 65% in the first scenario to 100% in the last two, whereas this value 
is 80% for remanufacturing in the first scenario (desired traffic intensity) and 100 % in the last 
two.  
The results presented in the above sections include a verification analysis that covers the 
calculation of important performance metrics. In the following sections, pairwise comparison 
experiments are included. 
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6.2 Pairwise configuration comparisons 
Pairwise comparisons are initially based on a basic network where the viable disposition 
options are disposal and recycling, followed by more complex examples with all the 
disposition options allowed. 
This section illustrates how the tool helps comparing alternative network configurations. 
To begin with, base line assumptions for the initial set of experiments are listed with regards 
to the reverse logistics system that the simulation model represents. Then, examples of pairwise 
scenario comparison are provided, along with a brief verification analysis at certain parts. 
Finally, some of the assumptions are revisited and the capability of the tool to address more 
detail is expanded. 
Scenarios where the number of processing centers is greater than the sorting centers are 
not run, since the assignment of sorting centers to processing centers is one to one and 
determined at the beginning of the simulation. The values in the assignment matrix of sorting 
centers to processing center are all 1, meaning that if a processing center is open, it is open to 
every sorting center. Note that in the following experiments, transportation to the disposal 
location is excluded from the system. 
Thus, when one wants to experiment with up to 3 sorting and processing centers, instead of 9, 
the possible scenarios are as in Table 6.2.1: 
Table 6.2.1 Configurations that can be run for maximum 3 sorting and processing centers 
 Number of facilities 
Sorting Centers 1 2 3 2 3 3 




Before moving on to the experimental input data and results, the assumptions are listed as the 
following: 
 Everything recycled or remanufactured gets sold, there are no backorders or excess 
supply 
 The decision made during sorting is dependent on the proportion of product condition 
and does not change based on dynamic system conditions (e.g. existence of demand, 
remaining process capacity, time that the product spends in the system until sorting) 
 Shipment from one facility to another is triggered by the shipment size. That is, a full 
or certain truck load has to be reached before a shipment. 
 Collection centers have equal mean return rate and variance 
 Assignment of collection centers to sorting centers and of sorting centers to processing 
centers is based on shortest distance 
 A sorting center is assigned to one processing center (assignment is one to one, load is 
not divided) 
 There is no sorting performed at the collection centers (no early sorting) 
 Sorting and processing are not co-located 
 Disposal is performed by third party, disposal is not included in the transportation 
calculation 
It is worth noting again that these assumptions are valid for the initial experiments are 
revisited in the following sections. 
The following set of experiments includes examples of pairwise comparison of network 
configurations under alternative system input scenarios, based on return rate and uncertainty. 
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The pairwise comparisons are categorized under various level of return rate uncertainty. First 
set of experiments are designed for networks where the feasible product disposition options 
are recycling and disposal. Less number of disposition options provide easier tracking and less 
complicated representation of the performance metric, hence, is a plausible start to illustrating 
the mechanism of the decision tool. 
6.2.1 Common input parameters 
In this section, input parameters that are used to calculate the aggregate measures in the 
scenario comparison are provided (Figure 6.2.2 and 6.2.3). These values are used in all of the 
following experiments, including the pairwise and general experiments. 
Table 6.2.2 Default unit emission values used in the experiments 
Type of emission Value Unit Value Unit 
CO2 0.296 kg/ton-mile 0.184 kg/ton-km 
CH4 0.0036 g/ton-mile 0.0022 g/ton-km 
N2O 0.0022 g/ton-mile 0.0014 g/ton-km 
 
Table 6.2.3 Unit cost values used in the experiments 
Type Unit cost Unit 
Transportation $1.5 Per km 
Sorting $1.5 Per product 
Remanufacturing $6 Per product 
Recycling $8 Per product 
Inventory (WIP) $0.2 Per day per product 
 
These values can be altered by the user on a spreadsheet. Since the unit value of recovery 
for each disposition option varies across experiments, this information is provided before each 




6.2.2 Processing center configuration with low return rate uncertainty 
 
First detailed pairwise comparison is performed on the network configurations shown in 
Figure 6.2.1 below, which are based on the number of processing centers. The number of 
collection and sorting centers are equal for both scenarios. The actual pairwise distance chart 
is provided in Appendix A.1. 
  
Figure 6.2.1 Network configurations of pairwise comparison 1 (3S 1P vs 3S 3P) 
 
Both networks are spread over a 600x600 km2 area, where the networks differ from each 
other with respect to the number of processing centers. The first scenario has 3 sorting and 1 
processing center (3S 1P), whereas the second one has 3 sorting and 3 processing centers (3S 
3P). The location of the scrap market is also provided, in order to illustrate the case when 
transportation from processing centers to the scrap market is included in the analysis. Tables 
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Table 6.2.4 – Processing parameters at network locations for comparing 3S 1P vs 3S 3P 
 Collection Sorting Recycling 
Simultaneous 
processing capacity* 
20 9 27 
Mean of the processing 
time distribution(hr)** 
0.1 1.5 7.5 
Daily output potential 4800 144 86 
*Capacity refers to the maximum quantity that can be simultaneously processed.  
**Processing times are exponentially distributed.  
 
Table 6.2.5 Return rate and transportation inputs (Pairwise comparison 1) 
Mean return rate 
per collection 
center  and day 
Standard dev. 





hours per day 





20 10% 93% 24 60 40 
 
Table 6.2.6 - Proportions of returned product condition (Pairwise comparison 1) 
Product 
Condition 
Probability Reuse Remanufacture Recycle Disposal 
1 0.8 0 0 0.80 0.20 
2 0.1 0 0 0.20 0.80 
3 0.1 0 0 0.08 0.92 
The table above shows the discrete probabilities of returned product condition and 
disposition options. The condition refers to the grade of the product, where a smaller number 
represents better grade. If one or more options are not feasible, a probability of zero can be 
assigned to those. For these scenarios, it is assumed that transportation to the disposal 
facility/location is performed by third parties and not included within the system analysis.  
Warm up analysis is performed on a single scenario; after 15 days of warm-up period, it is 
observed that utilization and average number in the processing queue becomes steady. Since 
this is a recycling network and the only source of revenue is from recycling products, it is 
assumed that the unit material value is high.  
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The following figures summarize the various performance metrics of the two scenarios. 
Figure 6.2.2 shows the average storage levels at the processing centers across 10 replications, 
where the shipping size from sorting to processing is 30 for each sorting center. 
An important finding regarding the experiments under various shipping sizes is that 
increasing the shipping size from sorting centers to processing centers increase the average 
storage level at the sorting centers since parts wait more to be accumulated in order to reach 
the increased shipping size.  
The results shown in this section is obtained from a 90-day running period, with an additional 
warm-up period of 15 days.  
    
Figure 6.2.2 Comparison of average storage at processing centers and components of time until 
completion (Pairwise comparison of 3S 1P and 3S 3P) 
Since the only changing factor between two configurations is the number of processing 
centers for a given shipping size, the average storage at collection and sorting centers is not 
expected to be different. However, as the number of processing centers is increased from one 
to three, the average storage at individual processing centers decreases since the load is divided 
among three facilities (Figure 6.2.2). It is worth noting that the relationship between the 
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centers. In Figure 6.2.2.a, the values indicate that the average storage in a processing center in 
the second scenario is greater than 1/3 of the average storage in the first scenario. Since we 
know that the load is divided into three parts in the second scenario, this suggests than the parts 
spend more time in the processing centers, which is examined in Figure 6.2.2.b. 
As a result of the decreasing distance between sorting and processing centers in the second 
scenario, returned parts reach the processing centers earlier, which is indicated by the gray bar 
in Figure 6.2.2.b. However, waiting time in the recycling queue is greater in the case where 
there are three processing centers, for a given shipping size. The waiting time is the difference 
between the beginning of recycling operation and reaching the recycling center. This might 
have occurred due to the proportion of the shipping size from sorting to a processing center 
(the load that the processing center receives in one shipment) to the processing capacity of the 
recycling process at each facility. In the second scenario, the total processing capacity of 
recycling is divided among the processing centers. Combined with this effect, the overall 
increase in the time until completion in the second scenario is 5.1%. 
A brief verification analysis on the calculation of travel distances between the sorting and 
processing centers is included in Appendix A.2, with detailed data input, manual calculation 
and simulation results. In order to verify the reduction in the traveled distance between sorting 
and processing when the number of processing centers increases, the number of one way trips 
from sorting centers to processing centers is recorded. Calculated distance is obtained from 
multiplying the estimated number of trips and the distance from a sorting center to its assigned 




Figure 6.2.3 Analysis of total number of products enter the processing centers and number processes 
(Pairwise comparison of 3S 1P and 3S 3P)
 
Figure 6.2.3 shows the number entered to the processing center and number recycled for 
both scenarios. In total, more products enter to the processing center in the second scenario 
where there are 3 processing centers (6786 compared to 6744), however, the 3S 1P scenario 
becomes more advantageous in terms of the total number recycled with a difference of 23 
products (0.35%) than the 3S 3P scenario. This is again due to the queue effect in the second 
scenario described above.  
Results shown in Figure 6.2.4 indicate that the average queue length is smaller in the 
second scenario (per processing center) despite the fact that average waiting time in the queue 
is greater. It is worth nothing that the results shown for the latter scenario is the average across 
three recycling queues at each processing center. Even though the average queue length is 
smaller in scenario 3S 3P, it is still greater than the 1/3 of the observed queue length in the first 
scenario. This is due to the fact that parts reach processing centers sooner in the second 
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the time spent during transportation in the first scenario is shifted to the processing centers 
when the number of these facilities is increased from 1 to 3. 
 
Figure 6.2.4 Recycling process performance: Average number in recycling queue and average waiting 
time in the recycling queue (Pairwise comparison of 3S 1P and 3S 3P) 
The overall effect of the increased queuing time in the 3S 3P scenario is that, the aggregate 
time until completion of recycling does not improve. When the same scenario is run without 
dividing the capacity among three processing centers in the second scenario, the overall time 
until completion and recycling process performance, as well as total number recycled become 
as in Figure 6.2.5. In this case, each recycling center has a simultaneous processing capacity 
of 27, with a traffic intensity of 31%. In fact, the 3S 3P scenario becomes more advantageous 
with respect to time until completion, due to decreased waiting times in the recycling queue. 
The overall improve compared to the first scenario is 12%, since a large proportion of time 
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Figure 6.2.5 Comparison of time until completion and total number recycled (Pairwise comparison of 3S 
1P and 3S 3P) 
In contrast to the case shown in Figure 6.2.3.b, the second scenario yields more recycled 
products. This example illustrates comparison of the scenarios and inherent trade-offs among 
performance metrics depend on system assumptions and parameters chosen. In the above 
example, even though the second scenario is more advantageous in terms of time until 
completion and value of recovery, each processing center has a greater capacity hence fixed 
cost, compared to the case in Figure 6.2.2.a. 
An additional analysis is performed on the above scenario comparison, where the recycling 
queue performance under various shipping sizes is analyzed for both scenarios (Appendix 
A.2). It is observed that increasing shipping size (between sorting and processing centers) 
increases the difference between 3S 1P and 3S 3P scenarios in terms of average waiting time 
and number waiting in the recycling queue. The motivation to further explore shipping size is 
the significant effect of this parameter on system trade-offs such as that of transportation cost 
and time until completion, as presented in the results of Section 6.1. In addition, shipping size 
is an operational parameter that can be adjusted in the short term, which makes it a good 
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As observed in previous experiments, results suggest that increasing shipping size 
increases the overall time until completion (Figure 6.2.6). In terms of comparing the scenarios, 
as the shipping size increases, the difference in the proportion of shipping size to the processing 
capacity increases between the two scenarios. To this end, the percentage difference in the 
average waiting time and number waiting in the queue is higher when the shipping size is 
increased. Therefore, the interaction between the shipping size and the processing capacities is 
significant with regards to the queues that occur in the processing center. If a center receives 
loads that are much higher than the simultaneous processing capacity, average waiting time in 
the queue is very likely to be high. In other words, shipping size affects the allocation of the 
waiting times among centers in the network. The overall comparison of total scores under these 
shipping sizes is also discussed at the end of this section. 
 
Figure 6.2.6 Time until completion under various levels of shipping size (Pairwise comparison of 3S 1P 
and 3S 3P) 
In Figure 6.2.6, sorting to processing shipping size is altered, where the horizontal axis 
represents shipping size for a single sorting center. The increasing effect of shipping size on 
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difference in the time until completion between two scenarios increases with increasing 
shipping size. In fact, the 3S 3P scenario becomes more advantageous in terms of time in 
system as shipping size from sorting to processing decreases, due to shorter queues. However, 
this has an adverse effect on the transportation cost, since more trips are required with a lower 
shipping size. This example illustrates that operational parameters may change the trade-offs 
within and across scenarios, and the final decision is dependent on the system characteristics.  
The final table (Table 6.2.7) illustrates how the scenarios are compared. A weighted sum 
function is adopted in order to convert the aggregate measures to a single score of comparison. 
Table 6.2.7 Comparison of single scores of scenarios 3S 1P and 3S 3P at 10% return rate uncertainty  
      Performance metrics Weighted values 
Metric  Type  Weight 3S 1P 3S 3P 3S 1P 3S 3P 
Time until completion (hr) Recycling 0.1 119.35 125.45 -11.94 -12.55 
Transportation cost Transportation 
0.5 
82333 39061   
Processing Cost Recycling 53507 53321   
Fixed opening costs Processing 23100 28800   
Inventory cost Processing 2127 3086   
Total cost 161067 124268 -80533 -62134 




11004 5221   
CH4 134 64   
N2O 82 39   
Total emissions  11220 5324 -4488 -2130 
Total score: -4772 15705 
 
In Table 6.2.7, the metrics that have the same units are assigned the same weight. Three 
major units among the performance metrics are time (hr), cost ($) and emissions (kg, g). In 
order to increase the contribution of CH4 and N2O in the final score, these metrics are measured 
in grams, instead of kilograms. The fixed opening costs of collection and sorting centers are 
not included since the two scenarios have the same number of these centers. Finally, it is worth 
noting that the total scores do not represent the expected total profit for scenarios, since not all 
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system components are included in the calculation such as opening costs that are the same for 
both scenarios and variable sorting costs. Rather, these scores should be regarded as a measure 
of comparing two systems, where a higher score is favorable. 
Due to the equal return rates and product condition proportions, not much difference is 
observed between the two scenarios with respect to processing costs and time in system, as the 
results indicate. Transportation cost is the dominant cost factor in the final scores due to high 
magnitude and weight in the final score. It is worth noting that the distance traveled includes 
the transportation from collection to sorting and sorting to processing centers. Under the 
assumed weights and unit costs, Scenario 2 (3S 3P) is the desired configuration, in fact, 
Scenario 1 (3S 1P) fails to result in a profit under the given input parameters. This is again due 
to the high transportation cost in Scenario 1 between sorting centers and the central processing 
center. However, locating the processing centers closer to the sorting centers might give rise 
to an additional trade-off, since the proximity of processing to the recycling (scrap) market is 
also affected. When the transportation to the scrap market is included in the system analysis 
under the assumed pairwise distances in Table 6.2.8, the updated transportation costs and 
single scores become as in Table 6.2.9. 
Table 6.2.8 Distance of processing centers to scrap market (Pairwise comparison of 3S 1P and 3S 3P) 
Scenario: 3S 1P 3S 3P 
 P1 P1 P2 P3 
Scrap market 20 40 50 35 
 
Table 6.2.9 Comparison of transportation cost and total scores including transportation to scrap market 
Scenario Metric 3S 1P 3S 3P 
W/O including scrap 
market 
Transportation cost 82333 39061 
Total score -4772 15705 
W/ including scrap 
market 
Transportation cost 84541 52867 
Total score -5936 8259 
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Even though the final configuration selection remains the same, the percentage difference 
in total scores between the two scenarios decreases when transportation from processing center 
to scrap market is included in the system analysis (Table 6.2.9). 
The high transportation cost of Scenario 1 can be improved by lowering the shipping size. 
To this end, the overall scores of the two scenarios are compared under various sorting-
processing shipping sizes since the proximity of the sorting centers to the processing centers 
are significantly different. The summary results which includes single scores calculated under 
varying shipping sizes are presented in 6.2.10. The detailed comparison tables with the values 
of individual metrics is included in Appendix A.2. 
Table 6.2.10 Comparison of total scores under various levels of shipping sizes (3S 1P vs. 3S 3P) 
 Sorting to 
processing shipping 
size* 
3S 1P 3S 3P 
Total score 
30 -30863 14139 
60 -4772 15705 
90 3534 15657 
*Per sorting center 
As shipping size increases, total scores tend to increase for both scenarios, except for the 
3S 3P score when the shipping size is increased from 60 to 90. Higher scores are due to the 
improvement in the transportation distance (less number of shipments). However, as discussed 
earlier (Figure 6.2.6) shipping size adversely affects time in system and number of recycled 
products. Even though the second scenario (3S 3P) leads to a higher score in total, time in 
system increases with increasing shipping size. In this case, the final decision with regards to 
scenario selection is not sensitive to the shipping size, even though it affects the relative values 
of the total scores.  
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In the following section, the same scenario comparison is reevaluated under high return 
rate uncertainty, at a standard deviation level of 80% of the mean return rate. The purpose of 
the following experiment is to obtain a primary idea on how return rate uncertainty might affect 
the overall system performance and trade-offs among the scenarios. 
6.2.3 Processing center configurations with high return rate uncertainty 
 
In this part, high return rate uncertainty is introduced to the system at a level of 80% of the 
return rate and the previous pairwise comparison is repeated. It is worth reminding that the 
return rate uncertainty is expressed in percentages, which means that each collection center 
incurs the specified percentage of its respective mean return rate. In the results presented 
below, daily return rates are normally distributed. Under the return rate uncertainty, the single 
score comparison of the two network configurations (3S 1P and 3S 3P) become as in Table 
6.2.11. 
Table 6.2.11 Comparison of single scores of scenarios 3S 1P and 3S 3P under high return rate uncertainty 
at 80% 
Return rate uncertainty = 80% Performance metrics Weighted values 
Metric Type Weight 3S 1P 3S 3P 3S 1P 3S 3P 
Time until completion 
(hr) 
Recycled 0.1 134.31 149.01 -13.43 -14.90 




Processing Cost Recycling 55456 54166 
Fixed opening costs Processing 23100 28800 
Inventory cost Processing 2459 3760 
Total cost 167314 126910 -83657 -63455 




11534 5371   
CH4 140 65   
N2O 86 40   
Total emissions 11760 5476 -4704 -2190 





For both of the configurations, return rate uncertainty causes a decrease in the total scores. 
However, the second scenario is still the favorable configuration for the given weights, with 
an increased difference compared to the total score of the first scenario. The increased value 
of recovery (compared to the low uncertainty case) in total, over the running period, is due to 
the fact that more returned products are generated in the system when return rate uncertainty 
is increased to 80%. In average across 10 replications, the number of products generated in the 
system increases by 6% for both scenarios, under the high level of return rate uncertainty. As 
a result, transportation cost also increases due to increased number of shipments. 
When the individual metrics are compared with the low uncertainty case, it is observed that 
time until completion increases for both scenarios, though the second scenario is affected more 
by the increasing uncertainty, in terms of percentage increase in time until completion. The 
effect of variability on individual performance metrics is analyzed in detail in Section 
Variability Analysis. 
6.2.4 Sorting center configurations (1S 1P and 3S 1P) 
In the next pairwise example, the difference between the configurations is based on the 
number of sorting facilities. Processing parameters and disposition probabilities are the same 
as Section 6.2.2. As in previous examples, number of collection centers is 6, while the 
compared configurations is 1 sorting center and 1 processing center (1S 1P) versus 3 sorting 
centers and 1 processing center (3S 1P). Pairwise distances between collection and sorting 
centers are the same as previous example (Appendix A.1), and the distance between the central 
sorting and processing center in the 1S 1P scenario is assumed to be 50 km. 
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Figure 6.2.7 Network configurations of pairwise comparison 1S 1P and 3S 1P) 
Figure 6.2.7 shows the network structures of the compared scenarios. 
By default, the shipping size from collection to sorting centers is 60, while the total shipping 
size from sorting to processing is 180. Thus, in the 3S 1P scenario, each sorting center has a 
shipping size of 60, where in the former scenario this value is 180 for the single sorting center. 
The sorting to processing shipping sizes are allocated in such a way in order to ensure similar 
traffic intensity at the processing centers.  
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 Figure 6.2.8 shows how the transportation cost compares between the scenarios, where the 
cost decomposed to transportation from collection to sorting centers, and from sorting to 
processing centers. The travel from the central processing center to the scrap market is not 
included in the comparison, since the location of the processing center and the scrap market is 
the same in both scenarios. From Figure 6.2.8, it can be seen that in the second configuration 
(3S 1P), the transportation cost to the single processing center increase even though the sorting 
centers get closer to collection. There is a trade-off between the distance of collection to sorting 
centers and the distance from sorting to processing center when comparing such network 
configuration scenarios. In Figure 6.2.8, the cost of both configurations is broken down into 
two sources of transportation. In the first scenario, the transportation cost is dominated by the 
travel between collection and sorting centers, where this decreases in the second scenario (3S 
1P), due to the fact that sorting centers get closer to collection centers. However, the sorting 
centers get further away from the processing center. In total, the second scenario leads to a 
0.75% higher transportation cost. Even though the distance increases when more sorting 
centers are added to the network, time of completion for recycled products decreases by 3.7% 
(Figure 6.2.9). 


















1S 1P 51.60 93.35 94.85 21.57 123.95 
3S 1P 42.72 92.48 99.62 12.16 119.35 
 Time until completion and its components are analyzed in detail in Table 6.2.12. As 
expected, products reach the sorting center sooner in the 3S 1P scenario, but spend more time 
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in the sorting center. Since the sorting centers get further away from the central processing 
center, the average travel time from sorting centers to processing in the second scenario is five 
times higher than the first scenario. The reason that the processing center incurs less queueing 
times in the 3S 1P scenario is the staggered shipments from sorting centers instead of receiving 
larger loads in a single time. In summary, the increase in the travel time from sorting to 
processing is less than the improvement in the travel time from collection to sorting centers, 
which causes the 1S 1P scenario to have a higher overall time until completion. 
 The total number processed in the collection centers is expected to be the same since the 
return rate and the capacity of the handling process at the collection centers are equivalent for 
both scenarios. Aggregate performance metrics is compared with the previously described 
weighted function method, where the results are summarized in the comparison table below. 
Table 6.2.13. In this experiment, the unit value obtained from recycling the products is 
assumed to be $30.
Table 6.2.13 Comparison of single scores of scenarios 1S 1P and 3S 1P at 10% return rate uncertainty 
      Performance metrics Weighted values 
Metric Type Weight 1S 1P 3S 1P 1S 1P 3S 1P 
Time until completion (hr) Recycled 0.1 123.95 119.35 -12.39 -11.94 
Transportation cost Transportation 
0.5 
81717 82333     
Processing Cost Recycling 53222 53507     
Fixed opening costs Sorting 19500 23400     
Inventory cost Sorting 3659 4360     
Total cost 158098 163599 -79049 -81800 




10996 11004     
CH4 (g) 134 134   
N2O (g) 82 82    
Total emissions 11211 11220 -4485 -4488 





 Table 6.2.13 compares the aggregate metrics of the two scenarios (1S 1P and 3S 1P). 
Overall, the 1S 1P scenario results in a higher score, indicating the desirable configuration. 
Even though the second scenario (3S 1P) improves the time until completion and value 
obtained from recovery due to more relaxed queues, the total cost and emissions of the first 
scenario is lower. It is important noting that the comparison is sensitive to the assumed fixed 
opening costs. In this case, overall transportation cost does not lead to significant differences 
between scenarios, since the decreased distance between collection and sorting centers in the 
second scenario is countered by the increased distance between sorting centers and the central 
processing center.  
 In the next set of experiments, an alternative product disposition scenario is assumed for 
the system, where all options are feasible, including direct reuse and remanufacturing. 
6.2.5 Processing center configurations with all the disposition options – Low return 
rate uncertainty 
In the below scenario, all of the product disposition options are feasible within the network. 
As described before, products that are eligible for direct reuse are sent to a distribution center 
after sorting. 
Table 6.2.14 Product disposition scenario (with all disposition options) for pairwise comparison of 3S 1P 








Tables 6.2.14 shows the product disposition probabilities. The distances between facilities 
and the network configurations compared are the same as Section 6.2.2, where a pairwise 
comparison was conducted based on the number of processing centers. Table 6.2.15 and 6.2.16 
Product 
Condition 
Probability Reuse Remanufacture Recycle Disposal 
1 0.80 0.50 0.40 0.08 0.02 
2 0.15 0.20 0.60 0.15 0.05 
3 0.05 0 0.15 0.65 0.20 
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include the processing and return rate parameters for the comparison in this section. The 
network structures of the two scenarios are reminded in Figure 6.2.10. 
           
Figure 6.2.10 Network configurations for pairwise comparison of 3S 1P and 3S 3P (all disposition 
options) 
 
Table 6.2.15 Processing parameters for comparing 3S 1P and 3S 3P (all disposition options) 
 Collection Sorting Recycling Remanufacturing 
Simultaneous 
processing capacity 
20 9 21 21 
Mean of the 
Handling/Processing 
Time Distribution(hr) 
0.1 1.5 12 9.1 
Daily output potential 4800 144 42 55 
 
Table 6.2.16 Return rate parameters for comparing 3S 1P and 3S 3P (all disposition options) 
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Figure 6.2.11 Comparison of time until completion         Figure 6.2.12 Comparison of time until completion 
recycling (3S 1P and 3S 3P)                   remanufacturing (3S 1P and 3S 3P) 
 
 
Results in Figure 6.2.11 and 6.2.12 are obtained from a system where shipping size from 
collection to sorting and from sorting to processing is both 60. Figure 6.2.11 shows the time 
until completion of the recycling operation, where the second scenario results in a lower 
completion time compared to the first scenario. For remanufacturing, no significant difference 
is observed in the time until completion between the two scenarios. In Figure 6.2.12, both time 
until completion and waiting time in the queue is shown for the remanufacturing operation, 
where the bars indicate the time of completion and the line indicates the waiting times. It is 
worth noting that the average waiting time (averaged across replications and processing centers 
in the second scenario) is greater in the case where three processing centers. This is again due 
to the relationship between the loads a processing center receives in a single time and its 
processing capacity. In other words, the processing center in the first scenario receives the 
same amount of products in one shipment as in each processing center in the second scenario, 
but in a staggered way and with three times more processing capacity. This effect shows itself 
here since the traffic intensity of the remanufacturing operation is around 90%. This does not 
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idle. Thus, an improvement in the time until completion is observed in the second scenario for 
recycling. Time in system for disposed products is not reported since in general, time until 
disposed products reach landfill or other disposal location is not of concern.  
Table 6.2.17 summarizes the time until completion for remanufactured and recycled 
products under various levels of sorting to processing shipping sizes. The results indicate that 
increasing shipping size leads to a greater overall time in system and waiting time in the queue. 
In the case of recycling, the decrease in the entering time to the processing centers in the 3S 
3P scenario is more than the difference in the increase in the queue waiting times compared to 
the first scenario (3S 1P). Table 6.2.17 indicates that as the shipping size from sorting to 
processing increases, the percentage difference between the remanufacturing time until 
completion of the two scenarios increases. 
Table 6.2.17 Comparison of total processing and queueing time under various levels of shipping sizes  













in the queue 
Recycling 
15 93.65 0.00 86.77 0.13 
30 101.57 0.01 95.56 0.61 
60 118.88 0.31 116.01 3.70 
90 137.27 1.11 137.86 8.08 
Remanufacturing 
15 94.12 3.48 94.61 10.75 
30 105.14 6.21 109.41 17.23 
60 130.44 14.72 139.26 29.51 
90 154.39 21.46 169.98 42.75 
 
Some of the metrics in this comparison are expected to be similar between the two 
scenarios. Indeed, that is the case for number collected and sorted, since the return rates and 
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the handling capacity at the sorting centers are identical. Hence, these are not included in the 
weighted function that is calculated to compare the scenarios.  
Similarly, the number processed for each disposition option does not result in a significant 
difference, due to the selection dynamics of the disposition option, which is determined in the 
beginning of the simulation and does not get affected by the delays encountered in the system. 
The aggregate metrics and the components of the weighted scores of both scenarios is included 
in Table 6.2.18.  
Table 6.2.18 Comparison of single scores for comparison of 3S 1P and 3S 3P (all disposition options) 
      Performance metrics Weighted values 
Metric Type Weight 3S 1P 3S 3P 3S 1P 3S 3P 




130.44 139.26 -13.04 -13.93 
Recycled 118.88 116.01 -11.89 -11.60 
Transportation cost Transportation 
0.5 
72817 38113     
Processing Cost Recycling & Remanufacturing 34507 34218     
Fixed opening costs Processing 23100 28800     
Inventory cost Processing 2662 3451     
Total cost 133085 104582 -66542 -52291 




9732 5094     
CH4 (g) 118 62   
N2O (g) 72 38    
Total emissions 9923 5194 -3969 -2077 
Total score: 11383 26581 
 
In this case, the second scenario results in a higher score, making it the desirable 
configuration. It is assumed that the unit value of recovery for remanufactured and recycled 
products is $35 and $15, respectively. Most of the difference in the final score is caused by the 
gap between traveled distances, which in turn affects the transportation cost and the emissions. 
In this case, transportation from collection to sorting, and from sorting to processing centers 
are included in the transportation cost. In the following sections, this comparison will be 
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revisited under various levels of return rate uncertainty. In the case where the transportation to 
the scrap market is included, the total transportation cost and the single score of the scenarios 
become as in Table 6.2.19.  
Table 6.2.19 Comparison of transportation cost and single scores when the transportation to scrap 
market is included (3S 1P and 3S 3P) 
 Scenario 




Total score 10335 17889 
When the transportation to the scrap market is included, the second scenario remains 
advantageous with regards to the transportation cost. However, the percentage difference 
between the two scenarios decreases since the processing centers in the second configuration 
(3S 3P) gets further away from the scrap market. 
6.3 Revisiting assumptions 
 In this section, some of the assumptions in the simulation model are relaxed and the 
capability of the tool is tested in addressing these details.  
6.3.1 Equal mean return rate and variance among collection centers 
 First assumption revisited is the fact that all the collection centers have equal mean return 
rate. The experiments below list possible actions when this assumption is relaxed. The 
compared configuration scenarios are 1 processing center versus 3 processing centers, both 
having 6 collection centers and 3 sorting centers. 
 Processing parameters and product disposition parameters are the same as Section 6.2.5. 
Shipping size from collection to sorting and from sorting to processing centers are both 60 by 
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default. The total mean return rate is again 120, however, in this case, the collection centers 
are allowed to have unequal mean return rates. The return rate for each collection center is as 
the following (Table 6.3.1): 
Table 6.3.1 Mean return rate for each collection center 
Collection 
Center 
1 2 3 4 5 6 
Mean return 
rate 
25 45 15 20 10 5 
 Under the assumption that the assignment of collection centers to sorting centers is based 
on shortest distance, collection center 1 and 2 will be assigned to the first sorting center, 
whereas 3 and 4 will be assigned to the second, and 5 and 6 will be assigned to the third sorting 
center. It is obvious that in this case, the loads that each sorting center receive are not equal 
and this might cause an imbalanced system, given that each sorting center has the same 
processing capacity.  
 In this case, either the processing capacities of sorting centers should be adjusted in parallel 
to the loads they receive, or the assignment of collection centers to the sorting centers should 
be reconsidered. (In this case, for instance, a sorting center might be assigned only to the 
collection center 2, since it has the greatest mean return rate.) The following experiments show 
that the tool is capable of addressing both of these issues.  
1) Results under shortest distance and equal capacity  
 
Figure 6.3.1 shows the network configuration and default shortest distance assignment of 
the collection centers to the sorting centers. For the 3S 3P scenario, the assignments are the 
same for collection and sorting. Thus, the first sorting center receives the greatest load since 




Figure 6.3.1 Illustration of assignment of collection centers to processing centers on configuration 3S 1P 
 
Average storage levels at each collection and sorting center is reported in Table 6.3.2. The 
results below are obtained from a system with 10% return rate uncertainty. 
Table 6.3.2 Average storage at collection, sorting, and processing centers (assignment based on shortest 
distance) 
 Collection Sorting Processing 
 C1 C2 C3 C4 C5 C6 S1 S2 S3 P1 P2 P3 
3S 1P 
33.22 35.67 31.11 32.14 31.21 28.02 419 110 72 142  
3S 3P 
33.38 36.09 31.24 32.15 31.17 28.02 415 107 72 143 102 45 
The average storage levels among sorting centers indicate slight differences. In fact, sorting 
center 1 receives an arrival rate more than the processing capacity, which causes a high level 
of average storage due to the growing queue. The utilization levels at the sorting centers in 
both scenarios (100, 92, 40) also indicates that the collection centers are not fairly assigned to 
the sorting centers. Total remanufactured in each scenario is 3987 and 3782, respectively. 
2) Close Sorting Center 1 for Collection Center 2 
The decision for assigning Collection Center 2 is based on the fact that this center has 
the second shortest distance to a sorting center. With this approach, the amount of returns 


















assigned to this sorting center. Thus, the assignment will be based on the second nearest 
sorting center. The configuration with the adjusted assignments is shown in Figure 6.3.2. 
 
Figure 6.3.2 Illustration of assignment of collection centers to sorting centers, in the case of manually 
adjusting assignment matrix) 
 
Table 6.3.3 Average storage levels at collection, sorting, and processing centers (manually adjusted 
assignment) 
 Collection Sorting Processing 
 C1 C2 C3 C4 C5 C6 S1 S2 S3 P1 P2 P3 
3S 1P 33.37 43.35 31.21 33.03 31.67 28.02 61 111 886 131  
3S 3P 33.67 43.38 30.95 32.48 31.34 28.02 62 110 868 35 91 161 
 
In this case, total number of remanufactured products for each scenario decreases to 3610 
and 3420, respectively. The utilizations at the sorting centers are 20, 92, and 100 percent 
respectively. The results indicate that this strategy only shifts the congestion to another sorting 
center. In addition, due to assigning Collection Center 2 to a further sorting center, the 




















3) Close Sorting Center 2 for Collection Center 5 
In this case, a collection center with a smaller load is diverted from sorting center 1. Based 
on the distances, collection center 5 is assigned to the second sorting center (Figure 6.3.3). The 
results are presented in Table 6.3.4 below: 
 
Figure 6.3.3 Illustration of assignment of collection centers to sorting centers (Closing sorting center 2 for 
collection center 5) 
 
Table 6.3.4 Average storage levels at collection, sorting, and processing center (Closing sorting center 2 
for collection center 5) 
 Collection Sorting Processing 
 C1 C2 C3 C4 C5 C6 S1 S2 S3 P1 P2 P3 
3S 1P 33.90 36.27 30.85 31.27 35.04 28.02 100 378 72 141  
3S 3P 33.98 36.18 31.61 31.83 34.96 28.02 102 358 72 104 153 44 
 
The utilization values at the sorting centers are 93, 100, and 40 percent respectively. In this 
case, the traffic intensity of all the sorting centers is less than 100%, thus, there is no infinitely 
growing queue. Total number of remanufactured products is 3979 and 3792, respectively. The 





















4) Adjusting capacity at sorting centers 
In this case, based on the shortest distance assignment, sorting capacities are adjusted 
according to the total return rate of the assigned collection centers. The assignment is again 
based on the shortest distance. Thus, the sorting capacities are as in Table 6.3.5: 
Table 6.3-5 Sorting centers adjusted capacities, in the case of unequal mean return rate among collection 
centers 
Sorting Centers Sorting Center 1 Sorting Center 2 Sorting Center 3 
Simultaneous 
capacity 
4 3 2 
 
The simulation output for the average storage levels are represented in Table 6.3.6. 
 
Table 6.3.6 Average storage levels at collection, sorting, and processing centers (Adjusting sorting 
capacities) 
 Collection Sorting Processing 
 C1 C2 C3 C4 C5 C6 S1 S2 S3 P1 P2 P3 
3S 1P 33.62 36.37 31.27 31.99 31.09 28.02 99 110 80 148  
3S 3P 33.60 35.74 31.06 32.21 31.46 28.02 99 109 81 266 84 45 
 
In this case, utilization levels at the sorting centers are 84, 91, and 60 percent, respectively. 
The total number of remanufactured products for each scenario is 4166, 3794. Changing the 
capacity for ensuring traffic intensity below 100% is an alternative approach to adjusting the 
loads that a sorting center receives. However, this also requires adjustment of capacities of the 
subsequent processing centers in the 3S 3P scenario, since each will receive unequal return 




Table 6.3.7 Analysis of the total load and utilization at the processing centers under adjusted sorting 
capacities 
Scenario: 3S 3P Number Entered/Utilization 






W/O adjustment of 
processing capacities 
2526/100 2034/97 864/44 3793 
W/ adjustment of 
processing capacities 
2532/86 2040/87 876/97 4128 
In the previous approach where collection centers are re-assigned to sorting centers, a 
trade-off emerges due to increasing transportation cost. However, this approach is more 
dynamic if the assignment of collection centers to the sorting centers is a short term decision. 
As future work, the loads from a single collection center can be divided among available 
sorting centers. 
This analysis demonstrates the decision tool’s capability of handling cases where the mean 
return rate of collection centers is not equal. Capability of manually preventing some collection 
centers from being assigned to a sorting center is also useful in the case of equal or very similar 
distances between collection and sorting centers. An extreme example is where the distances 
of all the collection centers to the sorting centers are equal. In this case, assignment based on 
shortest distance will assign all the collection centers to a single sorting center, which can be 
prevented by manually shutting down some sorting centers for some of the collection centers.  
6.3.2 Including product age in the selection of the disposition 
Even though a returned product is physically eligible for remanufacturing, there might be 
other considerations as discussed earlier. For instance, when a returned product reaches the 
processing center, another decision favoring recycling or disposal can be made, based on the 
time the product has spent in the system. By implementing this behavior, the comparison of 
time in system across scenarios becomes more relevant.  
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Product age threshold is added for a secondary decision whether a returned product should be 
remanufactured even though it is decided so during the sorting process. A decision based on 
the age is important when the delay in the system is significant. 
Thus, if the time spent in the system until causes exceeding the age threshold, other less 
value added disposition options are considered such as recycling or disposal. Other than age, 
the remaining capacity of the remanufacturing or customer demand can be effective to decide 
whether to remanufacture, recycle or dispose a product. Table 6.3.8 shows the throughput 
levels for various product age and age threshold combinations, for the configuration where 
there are 6 collection, 3 sorting and 1 processing centers. 














200 Unif(150,180) 0 4174 1183 
200 Unif(180,193) 3 4138 1189 
200 Unif(180,195) 75 4059 1280 
200 Unif(185,195) 129 4040 1310 
200 Unif(190,195) 228 3940 1415 
*Product age is entered as a uniform distribution. 
As expected, increasing the lower bound of the product age distribution causes more 
products to fail the age threshold test (Table 6.3.8). However, since the delay in the system 
until the processing is not significant (in day units), the failure is observed when the product 
age is close to the threshold. Number of products remanufactured and recycled is also analyzed 
across configurations, which is included in Table 6.3.9. 
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200 Unif(150,180) 0 4174 1183 
200 Unif(180,193) 3 4138 1189 
200 Unif(180,195) 75 4059 1280 
200 Unif(185,195) 129 4040 1310 
200 Unif(190,195) 228 3940 1415 
3S 3P 
200 Unif(150,180) 0 4118 1189 
200 Unif(180,193) 1 4112 1183 
200 Unif(180,195) 54 4090 1240 
200 Unif(185,195) 85 4073 1260 
200 Unif(190,195) 159 3991 1346 
 
Results shown in Table 6.3.9 indicate that the 3S 3P scenario leads to less number of failures 
in the age threshold test, which makes this scenario advantageous in terms of the number 
remanufactured. In the second configuration (3S 3P), products reach the processing center 
earlier, which results in less number of failures in the age threshold test.  
A pairwise comparison is conducted on configurations based on number of processing 
centers. Table 6.3.10 shows the aggregate measures that the performance metrics are based on. 
Please note that the distance between facilities and processing capacities are the same as 
previous experiments. The two scenarios are compared in terms of their total score, based on 











Table 6.3.10 Comparison of single scorer under the consideration of product age 
      Performance metrics Weighted values 
Metric Type Weight 3S 1P 3S 3P 3S 1P 3S 3P 
Time until completion (hr) 
Remanufactured 
0.1 
124.12 133.34 -12.41 -13.33 
Recycled 126.71 122.80 -12.67 -12.28 
Transportation cost Transportation 
0.5 
72811 38043     
Processing Cost Recycling & Remanufacturing 34964 34714     
Fixed opening costs Processing 23100 28800     
Inventory cost Processing 2519 3396     
Total cost 133394 104953 -66697 -52477 




9731 5085     
CH4 (g) 118 62   
N2O (g) 72 38    
Total emissions 9922 5184 -3969 -2074 
Total score: 8880 25360 
 
Results indicate that 3S 3P is still the favorable scenario, with higher value of recovery. 
The second scenario handles more remanufacturing process compared to 3S 1P scenario, which 
results in a greater time until completion.  
 
Table 6.3.11 Comparison of time until completion components under the consideration of product age (3S 




Entering time to the 
processing center (hr) 
Waiting time in 
the remanuf. 
queue (hr) 
3S 1P 124.12 106.68 11.05 
3S 3P 133.34 100.34 25.91 
From Table 6.3.11, it can be observed that even though products reach the processing 
center earlier, waiting time in the queue is more than twice the first scenario. This is due to 
greater number of remanufacturable products and smaller simultaneous capacity. For instance, 
since the delay encountered until a product reaches the processing center decreases as more 
(and closer) processing centers are added to the network, the number of products that fail the 
age threshold test is expected to decrease. However, this leads to larger queues in the 
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remanufacturing process. The advantage in time until completion due to closer facilities is lost, 
since more products wait in the remanufacturing queue.  
In general, a significant difference is expected between two scenarios in terms of the 
number of failed products for the age threshold for remanufacturing if  
1) Increasing processing centers causes significant improve in the time until the 
processing center is reached.  
2) Age threshold decision is very sensitive to small deviations in the product age. 
In other words, when the most likely age is increased, the threshold test becomes more 
sensitive to the proximity of processing centers to the sorting centers. Potential differences in 
the performance metrics between two scenarios is the amount remanufactured/recycled and 
time in system since the queue sizes will be different for each process. Thus, the trade-off is 
between the value obtained from the recovering process and potentially increased time in 
system. When comparing configurations under the disposition strategy that also takes product 
age into consideration, these additional trade-offs emerge. 
6.3.3 Colocation of sorting and processing 
The reason to perform sorting and processing activities at separate facilities might be due 
to, after sorting, there might be other destinations such as landfills and distribution centers. The 
tool includes the option to co-locate sorting and processing. In that case, the decision with 
regards to the network configuration is based on hybrid centers.  
For colocation, the tool take as an input the number of hybrid centers instead of number of 
sorting centers and processing centers separately. 
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In this experiment, two network configurations are compared where the first scenario has one 
sorting and one processing center, and the second scenario has one hybrid center (sorting and 
processing co-located). 
The network structure of the two configurations is shown in Figure 6.3.4. In the case where 
there is no colocation of sorting and processing, there is no direct transfer from sorting center 
to the scrap market. As in the previous experiments, transportation to the disposal location(s) 
is excluded. 
    
Figure 6.3.4 Network configurations of 1S 1P and 1H, in the case of colocating sorting and processing 
Figure 6.3.4 shows the network configurations without and with colocation. In the first 
case, there is a single sorting and processing center which are separate (1S 1P), where in the 
second case, sorting and processing are colocated in a hybrid center (1H). The two 
configurations are compared in terms of their single scores in Table 6.3.12. In the 1S 1P 
scenario, inventory cost involves the work in process at sorting and processing centers, whereas 
in the 1H scenario, this metric is calculated based on the inventory at the hybrid center. More 
importantly, transportation cost includes the transportation from collection to sorting, from 
sorting to processing, and from sorting to distribution center. In the colocation case, this 
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reduces to transportation from collection to hybrid, and from hybrid to the distribution center. 
It is also assumed that the fixed opening cost of the hybrid center is less than the costs of 
separate sorting and processing centers combined. 
Table 6.3.12 Aggregate measures of separate centers vs. hybrid center 
      Performance metrics Weighted values 





134.99 104.99 -13.50 -10.50 
Recycled 114.66 95.50 -11.47 -9.55 
Transportation cost Transportation 
0.5 




34523 34879     
Fixed opening costs 
Sorting & Processing & 
Hybrid 
42600 33000     
Inventory cost 
Sorting & Processing & 
Hybrid 
7584 6363     
Total cost 170172 159197 -85086 -79599 
Value of recovery 
Recycling & 
Remanufacturing 




11503 11391     
CH4 (g) 140 139   
N2O (g) 85 85    
Total emissions 11728 11615 -4691 -4646 
Total score: 4390 10723 
 
Total scores indicate that the scenario with colocation of sorting and processing is more 
favorable. The transportation cost improves when sorting and processing is combined, 
however, the increase in the distance between sorting and distribution centers imposes a trade-
off and prevents a significant difference between the two scenarios. The total cost of the 
colocation scenario (1H) is 6.4% less than the scenario with separate sorting and processing 
centers. More products are remanufactured and recycled with the 1H scenario with an 
improved time until completion since the parts undergo processing immediately after sorting. 
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It is assumed that the processing batch size both for remanufacturing and recycling is less than 
the shipping size from sorting to processing in the 1S 1P scenario.  
The above example illustrates a case where most of the products need to be transferred to 
processing after sorting. The following case looks at a system where most products are directly 
reusable and sent to distribution center after the sorting operation.  
An experiment is performed comparing the scenario of having separate sorting and 
processing center versus one hybrid center, under two different values of product disposition 
distributions (Table 6.3.13). 
Table 6.3.13 Two product disposition distributions for comparing 1S 1P and 1H, in the case of colocation 




Probability Reuse Remanuf. Recycle Disposal 
Disposition 
scenario 1 
1 0.8 0.5 0.4 0.08 0.02 
2 0.15 0.2 0.6 0.15 0.05 
3 0.05 0 0.15 0.65 0.2 
Disposition 
scenario 2 
1 0.85 0.92 0.04 0.02 0.02 
2 0.13 0.8 0.05 0.05 0.1 
3 0.02 0.25 0.05 0.2 0.5 
 
The major difference between the two disposition scenarios is that in the first scenario, the 
allocation is more homogenic in a sense that all the disposition options have similar proportions 
in total. However, in the second scenario, the weight is given mostly to the reusable products.  
Figure 6.3.5 shows that the configuration with colocation (1H) leads to a greater 
transportation cost in the second disposition scenario where the majority of the products is 




Figure 6.3.5 Comparison of transportation cost across various levels of product disposition probabilities 
(1S 1P vs. 1H) 
 
The elimination of traveling between sorting and processing is not sufficient enough to 
compensate for the increased distance between the sorting and distribution center. This is 
because most of the transportation requirement is direct shipments from the sorting center for 
the second disposition scenario. Thus, colocation of sorting and processing is dependent on 
product disposition and the assumption of where the hybrid center is located. 
6.3.4 Early sorting of reusable products at the collection centers  
Early sorting is another optional system structure where reusable products are sorted and 
shelved at the collection centers, without being sent to the sorting center. When comparing a 
network configuration with and without early sorting, shipping size from collection to sorting 
centers may require adjustment in order to account for the decreased load that is to be sent to 
the sorting centers. Product disposition probability distribution is the same as Section 6.2.5. 
The network configuration with one sorting and processing center (1S 1P) is compared with 














Table 6.3.14 Comparison of single scores for comparing 1S 1P scenario with and without early sorting, at 
return rate uncertainty level of 10% 
      Performance metrics Weighted values 





134.99 128.26 -13.50 -12.83 
Recycled 114.60 138.74 -11.46 -13.87 
Transportation cost Transportation 
0.5 




34523 34477     
Fixed opening costs Sorting & Early sorting setup 19500 20700     
Inventory cost Sorting & Processing 7584 5827     
Total cost 147072 141813 -73536 -70907 
Value of recovery 
Recycling & 
Remanufacturing 




11503 10502     
CH4 (g) 140 128   
N2O (g) 85 78    
Total emissions 11728 10708 -4691 -4283 
Total score: 15940 18692 
 
In this case, transportation cost additionally includes the travel between sorting and 
distribution centers, in order to account for the advantage of not shipping the reusable products 
to the distribution center when early sorting is implemented. Time in system both for 
remanufacturable and recyclable products slightly improves since the sorting process is 
completed earlier and products are sent to the processing center sooner. In fact, when early 
sorting of reusable products is implemented, the traffic intensity drops to 48% from 83% for 
the sorting process of other disposition options.  Transportation cost also improves, since 
reusable products are not shipped to sorting and then to distribution center. However, a fixed 
cost is incurred at each collection center when early sorting takes place. Since the proportion 
of remanufacturable and recyclable products is the same for both scenarios, the total value of 




6.4 Variability analysis of pairwise experiments 
 
Variability in the performance metrics depending on the return rate uncertainty is a 
secondary decision factor in order to measure the robustness of network configurations. Such 
configurations are desirable for better planning of reverse logistics activities. To this end, this 
section analyzes the effect of return rate uncertainty on performance metrics, measured from 
the reverse logistics systems presented in the previous pairwise experiments. The purpose of 
the following experiments is to provide another dimension for decision making with regards 
to the preceding comparisons, as well as establishing a more detailed understanding of how 
return rate uncertainty affects the mean and standard deviation of the aggregate metrics.   
Some of the ways that the return rate variability might intuitively affect the reverse logistics 
operations are listed as follows: 
1) Shipments from the collection centers might be delayed due to less than usual returns 
on some days, as a result not enough accumulation for the shipment size. As a result, 
the subsequent processes might starve due to not receiving shipments. 
2) If the returns received on a day is much greater than the shipping size, frequent 
shipments might be expected, in return increasing the average work in process at the 
subsequent destination. 
The uncertainty in the return rates is specified as the percentage standard deviation of the 
mean return rate, and entered as a parameter in the normal distribution. 
Table 6.4.1 includes the scenario input data for the variability analysis with four levels of 
return rate variability. To begin with, 10 replications are run for each of the configurations and 
return rate standard deviation rates. The standard deviation in the return rate distribution is 
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expressed as a certain percentage of the mean return rate and the results are shown in scatter 
plots. 
Table 6.4.1 Return rates and the standard deviations used in the variability analysis of pairwise 
experiments 




Standard deviation of 
the return rate 
distribution 
20 5% 1 
20 20% 4 
20 50% 10 
20 80% 16 
 
 
The results are divided into two main categories for a simpler representation. In the first 
set, the network configurations differ from each other based on the number of sorting centers, 
whereas in the latter category, configurations are based on the number of processing centers. 
Certain performance metrics (mean and standard deviation) are analyzed under the specified 
levels of return rate uncertainty. 
The standard deviation of the performance metrics are calculated from the half width, based 
on two tailed student t-distribution. 




Where n is the sample size (number of replications) and s is the standard deviation. The 
confidence level is selected to be 0.95. 
6.4.1 Configurations based on number of sorting centers 




     
Figure 6.4.1 Network configurations for comparing 1S 1P and 3S 1P 
 
The mean and standard deviation of certain metrics across 10 replications is analyzed under 
various levels of return rate uncertainty. Time until completion is one metric that can be 
affected from the deviations in daily return rates, for instance, one way is the uncertainty in the 
shipping size accumulation time. 
 
      
(a) Mean time until completion                                    (b) Std. deviation of time until completion 
Figure 6.4.2 Comparison of average and std. deviation of remanufacturing time until completion under 
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Figure 6.4.2 (a) and (b) represent the mean and standard deviation of the remanufacturing 
time until completion across 10 replications, for each scenario. For both scenarios, the mean 
time until completion follows similar trends with respect to the percentage standard deviation 
of the return rate. At the highest level of return rate uncertainty (80%), the relationship between 
the two scenarios reverses and the 1S 1P scenario leads to lower time until completion. 
Standard deviation of the time until completion appears to be affected the most under 80% 
return rate uncertainty. Compared to a lower uncertainty percentage (20%), the standard 
deviation of the two scenarios at 80% increases by 1.75 and 2.87 times, respectively.  
      
(a) Mean transportation cost                                    (b) Std. deviation of the transportation cost 
Figure 6.4.3 Comparison of avg. and std. deviation of the transportation cost under various levels of 
return rate uncertainty (1S 1P vs. 3S 1P) 
The uncertainty in the return frequency can affect the number of shipments from a center 
to another. To this end, the deviations in the transportation cost is analyzed across 10 
replications, where the cost includes transportation from collection to sorting, and from sorting 
to processing centers (Figure 6.4.3 (a) and (b)). The standard deviation of the transportation 
components is measured separately, and then pooled. As observed in time until completion, 
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of uncertainty, both scenarios incur a standard deviation in the transportation cost that is around 
2% of their respective mean. 
Figure 6.4.4 (a) and (b) represent the average storage mean and standard deviation, 
respectively. For the 3S 1P scenario, average storage level shown is the sum of each three 
sorting center. The sum of the three sorting centers is higher than the average storage level at 
the single sorting center in the 1S 1P scenario. 
    
(a) Mean storage                                                  (b) Std. deviation of storage 
Figure 6.4.4 Comparison of avg. and std. deviation of storage at sorting centers under various levels of 
return rate uncertainty (1S 1P vs. 3S 1P) 
The sorting centers in the 3S 1P scenario has smaller capacities, which causes the parts to 
spend more time in the sorting operation and increase the average work in process. The 
standard deviation observed in the 3S 1P scenario at the 80% return rate uncertainty is higher 
than the previous levels of the same scenario and that of 1S 1P. The raw data including the 
mean and standard deviation of the metric presented above and others are included in Appendix 
A.3. 
In addition to configuration selection, operational parameters such as shipping sizes can 
also be adjusted considering uncertainty. To this end, the following provides the mean and 
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shipping sizes, analyzed for a single scenario (1S 1P). In the results shown in Figure 6.4.5 (a) 
and (b), the varying shipping size is from collection to sorting.  
    
              (a) Mean time until completion                                (b) Std. deviation of time until completion 
Figure 6.4.5 Comparison of avg. and std. deviation of remanufacturing time until completion across 
shipping sizes, under various levels of return rate uncertainty 
In Figure 6.4.5, the average time until completion increases with increasing shipping size 
since the products need to wait longer in order to reach the shipping size. All three levels of 
shipping sizes incur a standard deviation 4-5% of their respective mean. Thus, the results 
suggest that varying shipping sizes do not change the system’s time until completion measures 
to the return rate uncertainty. 
    
                           (a) Mean transportation cost                        (b) Std. deviation of transportation cost 
Figure 6.4.6 Comparison of avg. and std. dev. of transportation cost across shipping sizes, under various 
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In Figure 6.4.6 (a) and (b), there is no significant difference in how transportation cost 
reacts to uncertainty among various levels of shipping sizes. An exception to this is the 
shipping size of 30, where a jump in the mean and standard deviation of the transportation cost 
is observed at the 80% of return rate uncertainty. Most of the uncertainty in this case originates 
from the transportation component from collection to sorting centers. At a small shipping size, 
the deviations from the return rate easily causes more shipments to take place. To this end, the 
range of the (collection to sorting) transportation cost at a shipping size of 30 and across 10 
replications is 17115$, which constitutes 9.4% of the mean.  
The following experiments are based on processing center configurations, where the 
comparative behavior of the 3S 1P and 3S 3P scenarios under return rate uncertainty is 
analyzed. 
6.4.2 Configurations based on number of processing centers 
     
Figure 6.4.7 Network configurations of 3S 1P and 3S 3P 
 
Figure 6.4.7 (a) and (b) shows the network configurations of the processing center scenarios 























     
                 (a) Mean time until completion                         (b) Std. deviation of time until completion 
Figure 6.4.8 Comparison of avg. and std. dev. of remanufacturing time until completion under various 
levels of return rate uncertainty (3S 1P vs. 3S 3P) 
 
At the highest level of return rate uncertainty (80%), the 3S 1P scenario behaves more 
robust with regards to the mean and standard deviation of time until completion (Figure 6.4.8). 
Both scenarios incur the highest mean and standard deviation at 80% of return rate uncertainty.  
 
  
                        (a) Mean transportation cost                          (b) Std. deviation of transportation cost 
Figure 6.4.9 Comparison of avg. and std. dev. of transportation cost under various levels of uncertainty  
 
Figures 6.4.9 (a) and (b) suggest that even though the mean transportation cost is mostly 
similar across various levels of return rate uncertainty for both scenarios, standard deviation of 
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However, at the 80% of return rate uncertainty, the first scenario (3S 1P) incurs a standard 
deviation that is 2% of the mean, while for the 3S 3P scenario this value is 2.9%. 
 
  
         (a) Mean storage at processing centers                        (b) Std. deviation of storage  
Figure 6.4.10 Comparison of avg. and std. dev. of storage at processing centers under various levels of 
shipping sizes 
 
Since the compared configurations are based on the number of processing centers, the 
average storage at the sorting centers are not expected to be different. To this end, the 
deviations in the mean and standard deviation of the total work-in-process at the processing 
centers is analyzed (Figure 6.4.10). For the latter scenario (3S 3P), the sum of the average 
inventory levels at the individual processing centers is shown. As observed previously on the 
other performance metrics, the 80% of return rate uncertainty causes a sudden increase in the 
standard deviation and the mean of the average storage. The source of standard deviation is 
attributed to three centers in the second scenario (3S 3P), where most of the variation comes 
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6.5 Illustration of the tool with a general experiment 
This section provides a more holistic example that combines all the capabilities and level 
of detail of the simulation tool. In total, six network configurations are compared, followed by 
further experiments on the selected configurations which investigate the advantages or 
disadvantages of optional system structures, namely early sorting and colocation. For all the 
following experiments, the maximum number of collection centers is increased to 12. 
Scenarios are abbreviated using the same approach as earlier experiments, and are listed in 
Table 6.5.1 with the number of centers of each type. In the general example, default location 
assumption is used when locating collection, sorting, and processing centers which is described 
in Section 4.5. 
Table 6.5.1 List of compared scenarios and their abbreviations 
 Abbreviation # Collection # Sorting #Processing 
Scenario 1 1S1P 12 1 1 
Scenario 2 2S1P 12 2 1 
Scenario 3 3S1P 12 3 1 
Scenario 4 2S2P 12 2 2 
Scenario 5 3S2P 12 3 2 
Scenario 6 3S3P 12 3 2 
 
 
System inputs used in the analysis of this section are included in Table 6.5.2:  
 
Table 6.5.2 System parameters for the general example 
Total mean 
return rate per 
day 
Standard dev. 
of the return 
rate* 











144 25%  60% / 84% / 81% 12 120 Uniform(40, 50) 
*Each collection center incurs 25% of its mean return rate as standard deviation. 
 
The traffic intensity output for remanufacturing is expected to be lower, since some of the 
products in the processing center are sent to recycling even though they are determined to be 
remanufacturable in the sorting operation. 
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In addition to processing and return rate uncertainty, travel time uncertainty is introduced 
to the following experiments, by assigning a random speed to each vehicle, from a specified 
range. The distribution of the product dis included in Table 6.5.3: 
Table 6.5.3 Distribution of the product grade and disposition option 
Product Condition Probability Reuse Remanufacture Recycle Disposal 
1 0.60 0.75 0.20 0.05 0.00 
2 0.25 0.30 0.50 0.15 0.05 
3 0.15 0.05 0.30 0.50 0.15 
Total Probability 1 0.53 0.29 0.14 0.04 
 
 
It is worth noting that the disposal proportion is expected to be higher than shown in Table 
6.5.3, since the sorting process is subject to classification errors, that is, a product that is sorted 
as remanufacturable during the sorting process might not be remanufactured after a secondary 
inspection in the processing center. For the following experiments, this proportion is specified 
as 0.2. It is assumed that the classification error is realized after the returned product goes 
through the disassembly operation. This is in addition to disposition selection based on product 
age, and only represents the errors made by the sorting operator. Since the Product Condition 
1 refers to products with the highest physical condition/quality, the proportion of reusable 
products is higher. Processing parameters of the experiments are presented in Table 6.5.4: 
Table 6.5.4 Processing parameters for the general example 
 Collection Sorting Remanufacturing Recycling 
Simultaneous 
processing capacity 
20 12 27 21 
Mean of the 
handling/processing 
time distribution(hr) 
0.1 0.6 6.5 10 
Output potential per 
shift 




In order to address the unequal return rates at the collection centers, the total capacities 
shown in Table 6.5.4 are allocated so that the traffic intensity is similar across centers, for the 
network configurations where there are multiple sorting or processing centers. That is, the 
facility assignment is based on shortest distance, but the capacity allocation accounts for the 
total load of the preceding center. The allocation of capacities for each scenario is included in 
Appendix B.1. 
A grid based network with 600 km x 600 km dimensions is used in order to allocate the 
collection, sorting, and processing centers. Figure 6.5.1 shows the network structures of the six 
configurations compared in this section. The actual distance matrix is included in Appendix 
B.1. It is worth noting that as the number of sorting centers increases, some collection centers 
might get further from their assigned sorting center. However, the average of the distances of 
collection centers to their assigned center decreases as more sorting centers are added to the 
network. In some scenarios, in order to prevent a tie in the distances when assigning a sorting 








   
   
   
Figure 6.5.1 Network configurations of the general example. The configuration names are included in the 
































































Reverse logistics network can be analyzed based on the larger network which includes the 
distribution center and product markets. By default, the performance metrics such as 
transportation and cost and emissions are reported on the network that encompasses collection, 
sorting and processing centers. The general assumption that transportation to disposal location 
is performed by another party is also valid here.  
Table 6.5.5 reminds the full list of available performance metrics which are used to 
compare the above scenarios. 
Table 6.5.5 Complete list of productivity and sustainability metrics 
Productivity Sustainability 
Transportation cost CO2 emissions 
Storage cost  CH4 emissions  
Time in system N2O emissions 




Fixed facility costs 
Value of recovery 
 
The comparisons are performed on the default reverse logistics system where there is no 
colocation of sorting and processing, and no early sorting at the collection centers. These 
system features are then analyzed for the network that is selected. The simulation is run for 90 
days and replicated 10 times. Since the operation lasts for 12 hours in a day, a 90 day running 
period represents 180 shifts. The comparison of aggregate performance metrics along with 






Table 6.5.6 Comparison of aggregate (mean and std. deviation) performance metrics across 6 scenarios 





148.80 150.38 155.65 150.30 155.81 160.07 
1.21 1.53 2.18 1.88 2.07 2.28 
Remanufactured 
220.19 221.51 221.93 229.19 230.48 237.77 
1.94 2.00 0.75 2.20 1.76 3.51 
Recycled 
226.32 240.05 240.27 242.12 245.49 258.48 




62727 77214 74153 55453 65434 45744 




36022 36202 36011 36112 36190 36120 
360 436 477 505 333 373 
Remanufacturing  
40390 40777 40489 40387 40521 40418 
628 699 705 900 427 507 
Recycling 
27917 27970 27906 27800 28149 27610 










4434 5347 6110 5356 6179 6167 
128 131 143 109 180 177 
Processing 
10450 10103 9818 10816 10769 11104 




255422 256482 255212 256642 256342 256526 
2493 3819 3728 3690 3538 3298 
Remanufacture  
90972 91968 91262 90866 91023 91125 
1282 1714 1749 2028 970 1291 
Recycle  
24427 24473 24417 24325 24630 24159 
501 409 450 397 252 402 
Emissions 
CO2 (kg) 
9106.19 11030.40 10355.86 8001.29 9190.75 6558.83 
73.22 108.94 108.28 107.32 69.11 56.56 
CH4 (g) 
110.75 134.15 125.95 97.31 111.78 79.77 
0.89 1.32 1.32 1.31 0.84 0.69 
N2O (g) 
67.68 81.98 76.97 59.47 68.31 48.75 
0.54 0.81 0.80 0.80 0.51 0.42 
Table 6.5.6 shows the mean and standard deviation (in italic) of the performance metrics 
across 6 scenarios. No standard deviation is provided for the fixed opening costs since these 
are deterministic. The main assumption for fixed opening costs is that the total cost of centers 
(of a single type) increases as more centers are added in the network. For instance, the fixed 
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total cost of 3 sorting centers is more than a single sorting center even though the total 
processing capacities are equal. Transportation cost tends to be higher in the scenarios with 
more sorting centers than processing centers, due to the long distances between these centers. 
This trend also appears in total emissions, since these metrics are based on the distance 
traveled. 
Due to the assumption that a shift continues the operations exactly where the previous shift 
left, the off-shift times are not simulated. To this end, time in system output of the simulation 
is adjusted to the 24-hour metric from the 12-hour shifts as the following:  
⌊
𝑇𝑖𝑚𝑒 𝑖𝑛 𝑠𝑦𝑠𝑡𝑒𝑚 (ℎ𝑟)
𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ℎ𝑜𝑢𝑟𝑠
 
⌋ + 𝑚𝑜𝑑 (





The first term represents how many shift days have been incurred, and the second term 
converts the remaining hours incurred in an incomplete shift to days. That is, a 14 hour time 
until completion output is reported as 26 hours since the time period includes a complete shift 
(1 day) and additionally 2 hours. When the scenarios are compared in terms of time until 
completion, no significant difference is observed. Even though the dominating components of 
time until completion differs across scenarios, overall values are similar to each other. As an 
example in Table 6.5.7, the time until completion for remanufactured products is broken down 
into various components such as time until sorting and processing centers are reached, and 
waiting times in the queue. 
Table 6.5.7 Components of remanufacturing time until completion for all 6 scenarios 
  1S 1P 2S 1P 3S 1P 2S 2P 3S 2P 3S 3P 
Time until sorting is reached 130.7 129.33 127.96 129.49 127.58 127.75 
Time until sorting is left 178.29 192.86 195.84 193.21 195.34 195.64 
Time until processing is reached 179.01 196.19 199 193.71 197.6 196.09 
Waiting time in the queue 11.78 7.74 5.55 14.25 11.32 15.8 
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The results shown in Table 6.5.7 are obtained by taking the weighted average of statistics 
from individual centers, based on the number of entities that enter the centers. In the scenarios 
where there is a single processing center (1S 1P, 2S 1P, 3S 1P), the waiting time in the 
remanufacturing queue decreases with the increasing number of sorting centers. This is due to 
more staggered shipments from sorting centers, that is, time between successive loads from 
the sorting centers increases. Additionally, waiting time of products shifts to travel time from 
sorting to processing as more sorting centers are added in the network. When the scenarios 
with equal number of sorting centers are compared (2S 1P vs. 2S 2P), waiting time in the queue 
also increases with increasing number of processing centers. In the latter case, each processing 
center has fewer simultaneous capacity, which causes products to wait longer in the queue to 
be processed. As expected, the lowest travel time from sorting to processing is observed in the 
final scenario (3S 3P), since processing centers are closer to their assigned sorting center. 
The summary comparison of the total cost, value of recovery and profit is shown in Figure 
6.5.2 for all scenarios. Results suggest that the scenarios with more sorting centers than 
processing centers (2S 1P, 3S 1P, 3S 2P) lead to higher costs due to higher transportation costs, 
which is caused by the increased distances between sorting and processing centers. That is, the 
improve in the distance between collection and sorting centers in these scenarios is not 





Figure 6.5.2 Comparison of total cost, value of recovery and profit across 6 scenarios 
 
Even though the 3S 3P scenario has the least transportation cost, the overall cost is slightly 
higher than the 1S 1P and 2S 2P scenarios due to higher fixed opening costs and variable 
inventory costs. There are not major differences in the value of recovery across scenarios, 
although the 2S 1P scenario yields more remanufactured products and the highest total value 
of recovery. It is worth noting that even though the 1S 1P scenario has the greatest profit, the 
selected scenario in terms of the total score is 2S 2P, due to decreased emissions. The latter 
scenario has the second highest profit, with a 0.8% difference from the 1S 1P scenario. The 
raw data of profit, cost and revenue of scenarios is included in Appendix B.2. 
The next step is to calculate the single scores for each scenario which is based on the 
weighted sums of time until completion, cost, value of recovery, and emissions (Table 6.5.8) 










1S 1P 2S 1P 3S 1P 2S 2P 3S 2P 3S 3P
Comparison of total cost, value and profit
Total cost: Total value Profit
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Table 6.5.8 Calculating single scores for each scenario in the general example 
Weight   1S 1P 2S 1P 3S 1P 2S 2P 3S 2P 3S 3P 
0.1 Total weighted time 59.53 61.51 62.27 63.34 64.05 67.73 
0.5 
Total weighted cost 133569 144706 145243 134462 142221 135782 
Total weighted 
value of recovery 




3714 4499 4224 3263 3748 2675 
 Total score 48068 35195 35917 48127 39964 47381 
 
The aggregate metrics are weighted to calculate a single score for each scenario. Since the 
number of collection centers are the same across scenarios, fixed opening cost of these centers 
are not included in the comparison. The single scores indicate that the scenario with 2 sorting 
and 2 processing centers yield the highest score, which is 0.12% higher than the second best 
scenario (1S 1P). It is worth noting that even though the 1S 1P scenario has the lowest total 
cost, the lower emissions and higher value of recovery makes the 2S 2P scenario more 
advantageous in terms of the total cost. Generally speaking, the network configurations where 
there are multiple sorting centers but only one processing center performs poorly, since the 
fact that sorting centers get closer to the collection centers does not provide enough improve 
to compensate for the increased distance between the sorting centers and the single processing 
center. However, this conclusion is dependent on the pairwise distances.  
The results are dominated by the trade-off between the fixed opening costs and traveled 
distances. A closer look at the components of time in system brings more insight into the 
system behavior. Time in system for remanufactured products are broken down into three 
categories; entering time to sorting and processing centers, and waiting time in the 
remanufacturing queue.  Results indicate that when the number of sorting centers increases, 
products reach the sorting center earlier, as expected. However, the increased distance between 
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the sorting and processing centers prevent an improve in the overall time in system. Another 
important generalization is that, when the number of sorting centers increase with a fixed 
number of processing centers (more specifically, a single processing center), the waiting time 
in the processing queue improves.  
The total scores calculated above is are based on the mean of the performance metrics. The 
following section provides a more detailed analysis on the mean and variability of the 
aggregate metrics, under two levels of return rate uncertainty.  
 
6.5.1 Comparison of variability across scenarios 
The variability observed in the performance metrics across replications can act as a 
secondary decision factor in choosing a configuration. This is mostly helpful in cases where 
there are multiple scenarios with very similar total scores, as observed in the above example. 
In this case, the variability of the performance metrics can be used to select a configuration. 
Table 6.5.9 shows the mean of the performance metrics across 10 replications under return 
rate uncertainty levels of 50% and 90%. The second (highlighted) row of each metric 





Table 6.5.9 Comparison of the mean of the aggregate performance metric across 6 scenarios, under 
various levels of return rate uncertainty 





220.19 221.51 221.93 229.19 230.48 237.77 
217.62 219.64 219.01 221.58 228.70 237.14 
Recycled 
226.32 240.05 240.27 242.12 245.49 258.48 
225.38 226.57 226.16 242.07 244.69 264.23 
  
Transportation cost 
62727 77214 74153 55453 65434 45744 




40390 40777 40489 40387 40521 40418 
42905 42875 42720 42831 42758 42695 
Recycling  
27917 27970 27906 27800 28149 27610 




4434 5347 6110 5356 6179 6167 
4609 5525 6392 5573 6369 6366 
Processing 
10450 10103 9818 10816 10769 11104 




90972 91968 91262 90866 91023 91125 
96509 96755 95906 96368 96267 95966 
Recycle ($7/p) 
24427 24473 24417 24325 24630 24159 
25932 25788 25518 25794 25495 25348 
Emissions 
CO2 (kg) 
9106 11030 10356 8001 9191 6559 
9717 11661 10894 8466 9667 6955 
CH4 (g) 
111 134 126 97 112 80 
118 142 132 103 118 85 
N2O (g) 
68 82 77 59 68 49 
72 87 81 63 72 52 
 
For all scenarios, high value of return rate uncertainty causes transportation cost to 
increase, where the scenarios 1S 1P and 2S 2P scenarios incur an increase of 6.7% and 5.8%, 
respectively, compared to their previous values. Since transportation cost increases due to more 
shipments, the amount of emissions also increase under the high return rate uncertainty. The 
number of shipments from sorting to processing centers and products that enter each processing 
center under 50% and 90% return rate uncertainty is included in Appendix B.4. 
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In general, time in system exhibits robust behavior to the return rate uncertainty. This is 
due to the fact returns received in each shipment are sometimes low and other times high, 
which this keeps the traffic intensity of sorting and processing centers at the intended level, 
aggregately. Table 6.5.10 shows the standard deviation of the performance metrics included in 
Table 6.5.9, across 10 replications.  
Table 6.5.10 Comparison of the std. deviation of the aggregate performance metrics across 6 scenarios, 
under various levels of return rate uncertainty 




1.94 2.00 0.75 2.20 1.76 3.51 
1.58 1.68 1.49 2.49 2.98 4.06 
Recycled 
1.72 3.35 1.77 3.23 3.49 6.85 
1.90 1.09 1.96 3.07 6.11 22.59 
  
Transportation cost 
506 760 777 742 492 392 




628 699 705 900 427 507 
763 956 621 695 577 516 
Recycling  
573 468 514 454 288 459 




128 131 143 109 180 177 
131 168 214 147 195 184 
Processing 
468 330 382 384 378 362 




1282 1714 1749 2028 970 1291 
1761 2156 1570 1499 1392 1264 
Recycle 
501 409 450 397 252 402 
578 745 646 612 681 354 
Emissions 
CO2  
73.22 108.94 108.28 107.32 69.11 56.56 
124.10 187.31 107.69 123.13 123.00 132.52 
CH4 
0.89 1.32 1.32 1.31 0.84 0.69 
1.51 2.28 1.31 1.50 1.50 1.61 
N2O 
0.54 0.81 0.80 0.80 0.51 0.42 
0.92 1.39 0.80 0.92 0.91 0.98 
 
 
When the two highest score scenarios (1S 1P and 2S 2P) are compared, the latter scenario 
exhibits more robust behavior in the transportation cost and emissions when the return rate 
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uncertainty is increased to 90% level. The percent increase in the mean and standard deviation 
of the transportation cost in the 2S 2P scenario is less than the increase observed in the former 
scenario (1S 1P). The standard deviation observed in the time until completion metric does not 
seem to be significant in order to reconsider the configuration selection. 
6.5.2 Selected scenario with optional system structures 
Continuing the configuration selection with the 2S 2P scenario, the following analysis 
focuses on how the optional system structures affect the overall performance metrics. These 
system structures are colocation and early sorting, which are explained in Sections 6.3.3 and 
6.3.4, respectively. 
For early sorting, it is assumed that a fixed set up cost is incurred at the collection centers. 
When analyzing a single scenario under the implementation of early sorting, it is important to 
adjust the shipping size from collection to sorting centers to account for decreased load that 
needs to be shipped to the sorting centers. It is also worth noting that if colocation is selected, 
sorting and processing operations are combined at the specified processing center location. For 
the selected network configuration depicted in Figure 6.5.1, sorting and processing are 
performed in close facilities, which resembles the network version with colocation. Thus, the 
improve in the time in system after colocation is expected to be low.  However, colocation 
results in bigger storage requirements in the hybrid centers where sorting and processing take 
place. Under 50% return rate uncertainty, the results under colocation and early sorting are 




Table 6.5.11 Calculating the single scores for selected scenario 2S2P, under colocation and early sorting 
Scenario: 2S 2P 








Reuse 150.15 150.43 3.10 3.06 
Remanufactured 229.19 196.33 227.40 195.99 
Recycled 242.12 214.62 247.42 213.91 
Transportation cost ($) 55453 51389 54663 50601 
Processing 
Cost ($) 
Sorting 36112 36239 16946 16879 
Remanufacturing  40387 40914 40564 40833 
Recycling 27800 27761 27870 27701 
Fixed opening costs ($) 93000 79200 94200 80400 
Inventory cost 
($) 
Sorting 5356   2770   
Processing 10816   11083   
Hybrid   15026   12966 
Value of 
recovery ($) 
Reuse 256642 257824 264198 264566 
Remanufacture  90866 92039 91284 91566 
Recycle  24325 24291 24386 24238 
Emissions CO2 (kg) 8001 7435 7300 6735 
 CH4 (g) 97 90 89 82 
 N2O (g) 59 55 54 50 
Total score 48129 58724 62862 72707 
 
Table 6.5.11 above shows the 2S 2P scenario under default and optional system structures. 
The scenario with colocation and early sorting together leads to the highest score; an 
improvement of 51% compared to the default scenario. In the case of early sorting, time until 
completion for reusable products decreases significantly since the products are sorted and 
shelved at the collection centers rather than being shipped to another center for sorting. When 
sorting and processing are colocated, remanufacturing and recycling operations are completed 
earlier compared to the default scenario. This is partly due to assumption that processing batch 
size in the case of colocation is less than the sorting-processing shipping size in the default 
case. Thus, products reach the processing queues sooner. The time until completion for 
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remanufactured and recycled products do not lead to significant differences when only early 
sorting is applied to the system. Even though operation is completed earlier at the sorting 
centers due to less traffic intensity, this improve is not significant enough to affect the overall 
time until completion.  
Figure 6.5.3 shows the total cost and profit of the four scenarios, where results indicate that 
the scenario with both colocation and early sorting has the greatest profit, as well as the lowest 
total cost. The reduction in the transportation cost results from the elimination of travel distance 
between sorting and processing due to colocation, and not shipping the reusable products to 
sorting centers due to early sorting. The overall profit of the highest score scenario is 47% 
higher than the default 2S 2P scenario. It is worth noting that the rate of the improvement 
depends on various assumptions, including the fixed cost of the hybrid centers and the setup 
cost of early sorting at the collection centers. In the above example, it is assumed that the fixed 
cost of a single hybrid center is less than the total cost of separate sorting and processing 
centers. 
 








Default Colocation Early sorting Colocation & Early
Sorting
Total cost Total profit
144 
 
6.5.3 Sensitivity analysis  
In this section, the scenario comparison presented above is reevaluated under alternative 
assumptions with regards to operational parameters such as shipping sizes and processing 
times. Rather than determining optimal levels of such operational parameters, the goal is to 
obtain a brief analysis on the sensitivity of network configuration selection to these 
assumptions.  
The 6 network configurations are compared under alternative shipping size combinations, 
where the first and second entry of the shipping size column in Table 6.5.12 represent 
collection to sorting, and sorting to processing (total) shipping size, respectively. The detailed 
results for each shipping size combination is included in Appendix B.3 whereas the summary 
results with the selected scenario and its score is presented in Table 6.5.12: 
Table 6.5.12 Selected scenario and its score under various levels of shipping sizes 
Shipping size 
(Collection to Sorting / 





40/180 3S 3P  5612 
80/180 3S 3P  38725 
120/180 2S 2P 48129 
160/180 1S 1P 54441 
40/90 3S 3P  3154 
80/90 3S 3P  35502 
120/90 1S 1P 47544 
160/90 1S 1P 54581 
 
Results indicate that for all shipping size combinations used in the experiments, scenarios 
where there is a close processing center to each sorting center lead to the highest score. The 
remaining 2S 1P, 3S 1P, and 3S 2P scenarios perform poorly due to high transportation costs, 
where the cost is dominated by the long distances between one or more sorting-processing 
center pairs. In Table 6.5.12, the default shipping size combination used in the previous 
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comparison is highlighted. At lower levels of shipping size combinations, the scenario with 3S 
3P scenario leads to the highest score. At lower levels of shipping size, high transportation 
costs dominate scenarios with fewer number of sorting and processing centers. In fact, at 
shipping size levels of 40/90 and 40/180, 3S 3P scenario is the only scenario that leads to a 
positive score.  
In previous sections, the trade-offs that emerge from various network configurations are 
analyzed. It is worth noting that, increasing or decreasing shipping size also result in trade-offs 
among certain performance metrics. For instance, when the shipping size increases, time until 
completion for all type of products also increases, due to longer accumulation process. 
However, it is worth noting that time until completion for reusable products only get affected 
from the shipping size between collection and sorting centers, since these products are not 
shipped to the processing center. In fact for a given sorting-processing shipping size, time in 
system for reusable products increases almost linearly with increasing collection-sorting 
shipping size. However, even though time in system improves at smaller shipping sizes, the 
overall scores are dominated and reduced by high transportation costs. To this end, the scenario 
with the smallest transportation cost (3S 3P) becomes the selected scenario with the highest 
score as shipping size is reduced. Another observation is that as shipping size increases, time 
in system and in return the number of products that fail the age threshold test increases.  
The results presented above illustrate how the tool can be utilized in order to evaluate and 
compare alternative RL network configurations. The scenarios are compared based on a 
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weighted total of their aggregate metrics, where the weight for these performance metrics are 
assigned by the decision maker. As a secondary decision factor, the mean and standard 
deviation of the metrics are observed under moderate and high level of return rate uncertainty. 
This provides information on the robustness of the configuration. In the above example, even 
though two scenarios have similar total scores, the variability analysis suggests that the 2S 2P 
scenario is more favorable. 
The next section discusses the implementation of the tool in a platform where the users can 
define the system, experiments, and launch the results. 
6.6 General discussion of the experiments 
Experiments shown in this chapter illustrate the application of the tool to various type of 
situations. As shown in previous experiments, the simulation-based tool can address reverse 
logistics decisions both with regards to operational and longer terms. In addition to defining 
the system and specific conditions, operational parameters such as shipping sizes and 
processing parameters can be thought as the basis of sensitivity analysis. That is, long term 
decisions can be coupled with operational system parameters. Through experiments presented 
here and additional runs, it is observed that the configuration selection can be sensitive to 
system assumptions and parameters.  
Initial pairwise experiments are designed with the purpose of understanding the model 
behavior and analyzing the individual performance metrics carefully. Upon analyzing the 
components of performance metrics in detail, we observe that different scenario configurations 
shift the trade-offs among the components of a single performance metric, as well as aggregate 
metrics among scenarios. An example to this is the time in system, where adding more 
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processing centers to the network improves the processing center entering time, in the expense 
of average waiting time in the queue.  
The capability of the model is then expanded by readdressing some common assumptions 
used in the initial experiments. In order to evaluate the performance of colocation (sorting and 
processing), a systems view should be considered which includes transportation to the 
distribution center and scrap market. Even though the distance traveled between sorting and 
processing is eliminated in the case of colocation, this could be countered by the increased 
distances to other locations such as distribution center. To this end, it is observed that the 
decision of colocation is dependent on the product disposition distribution. These relaxed 
assumptions can address more complex network and situations. 
It is observed that in the case of product disposition decision based solely on the 
distribution of the product condition, the configurations do not result in significant differences 
with respect the total value of recovery.  Another reason is the unit value of recovery that is 
constant and independent from the delays within the system. This result is not valid when the 
product age is regarded as a secondary decision factor, due to dynamic nature of the decision 
process. This is because the delay a product incurs is included in the product age when the 
threshold condition is checked at the beginning of processing. It is worth noting that inclusion 





Long term decisions can be coupled with operational system parameters. Through 
experiments presented here and additional runs, it is observed that the configuration selection 
can be sensitive to system assumptions and parameters.  
Type of experiments that can be conducted using this tool are categorized as (i) operational, 
(ii) variability related, and (iii) network structure. The first two category usually encompasses 
a given network structure, where the effect of return rate uncertainty and operational 
parameters on the system is explored. Of course these type of experiments can be combined 
with multiple network structures. For instance, the third category concerns questions such as 
“given a product and system, what is the best physical structure of the network from a given 
set of alternatives?”. 
Overall, the tool is combined of two phases; (i) the simulation model and estimation of 
performance metrics, and (ii) ranking of scenarios based on multiple criteria. It is worth noting 
that the methodology for ranking might represent scale dependent results. For instance, time 
in system in the experiments is reported in terms of hours. Combined with the low weight of 
contribution in the calculation of the single score, this metric does not significantly affect the 
final scenario selection. However, in case the time in system is measured in minutes, for 
instance, single scores hence the scenario selection might differ from the original. Thus, it is 
worth reminding that the methodology for ranking scenarios is scale-dependent. The first 
category being the emphasized contribution of this work, the ranking phase can be improved 
by employing methodologies such as Analytic Hierarchy Process (AHP). However, this can 
be modified based on certain applications and, and the real emphasis is the simulation model 
of the tool that can estimate many performance metrics, hence trade-offs among these metrics. 
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These estimations can then be embedded into any kind of scenario ranking strategy. 
Comparison results are also subject to user defined weights, which is designed with the purpose 




7. APPLICATION OF THE SIMULATION-BASED DECISION 
SUPPORT TOOL 
 The simulation-based methodology is designed to compare alternative reverse logistics 
system configurations which can perform as a tool for decision makers to design the 
appropriate reverse logistics system based on their product characteristics. Instead of focusing 
on individual aspects of reverse logistics systems, this research adopts a holistic approach that 
considers different aspects of reverse logistics network design. 
 Potential users can implement this tool that acts as a platform in which they can enter the 
system inputs and get the output information on performance metrics that will help them to 
make decisions with regards to the reverse logistics network structure. As a decision making 
measure, the tool combines and reports the performance metric into a single weighted function, 
where the weights of performance metrics also reflect user preference. The experimental stage 
of the methodology, which is the basis of the user defined alternative selection, is designed as 
a spreadsheet user interface. Experimental factors related to network configuration (number of 
collection, sorting, and processing centers) as well as the return rate uncertainty are specified 
on the Microsoft Excel user interface.  
 The discrete-event simulation model is implemented via Simio simulation software. Using 
the tool requires installation of this simulation software, since the results and the single scores 
calculated by a weighted function of the performance metrics depend on statistics obtained 
from the simulation. Following the identification of system parameters and experimental 
factors, the simulations can be run through Simio’s own experimental user interface, which is 
set up to read the user inputs from the Excel interface. The results and the comparison tables 
can then be launched from the same spreadsheet. The user interface and its components are 
explained in detail later in this section. It is worth reminding that the simulation model and the 
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tool itself is designed with the goal of addressing flexible system and product cases in reverse 
logistics network design, although there are limitations in the type of problems the tool can 
cover. These issues are discussed in Section 9. 
 The results that the tool produce are in the form of a comparison table, where a single score 
is calculated and displayed for each scenario. The inclusion of a performance metric in the 
calculation of the score can be altered by the user. This tool may also be used to run 
experiments on operational system parameters such as shipping sizes and processing 
capacities. 
 Various decision makers and parties are involved in a reverse logistics network such as 
manufacturers, collectors and processers (de Britto, 2005). These actors in a reverse logistics 
network can all benefit from this tool since it is intended to provide a systems view. The results 
presented in earlier sections illustrate how the tool can be used to make long term decisions 
with respect to network design as well as evaluation of operational parameters such as shipping 
size.  
7.1 User interface 
 One of the contributions of this research is to develop a tool for the analysis of reverse 
logistics systems. For this purpose, a user interface for conducting experiments on such 
network systems is developed, which allows for determining experimental scenarios as well as 
identifying system parameters.  
 The user interface mainly includes four structures; (i) identifying experimental factors, (ii) 
identifying system parameters, (iii) running the simulations via Simio experimental interface, 
and (iv) launching the results and network configuration selection from the designed interface. 
Steps i, ii, and iv are performed on an Excel workbook designed to act as an interface of the 
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tool. The data is then automatically transferred to Simio, when a user launches the software 
and triggers the experiments.  
 For most system parameters such as default locations and processing capacities, default 
values are determined. The default values can be restored after any modification the user 
makes.  
 
Figure 7.1.1 Identifying scenario parameters on Microsoft Excel interface 
 
 Figure 8.1.1 shows the part of the user interface where the experimental factors are 
determined.  
 Second stage is to define the system parameters which include shipping sizes, mean return 
rates for each collection center, operation hours per shift, and processing capacities and times. 
In order to ensure a traffic intensity strictly smaller than 1, various statistics are displayed for 
guidance, based on the values entered by the user. For processing capacities, each operation 




Figure 7.1.2 Information displayed on the user interface that helps defining processing parameters 
 
 The values represented in Figure 8.1.2 take the daily operation hours into account, and 
depend on the total processing capacities and times the user specifies for each type of operation, 
as well as product disposition probabilities. It is worth noting that the traffic intensities are 
estimates, and the actual values might depend on dynamic decisions made during simulation, 
such as transferring remanufacturable products to recycling if the age of the products and the 
delay incurred in the network do not satisfy the remanufacturing age threshold. 
 In addition to the parts discussed above, the RL simulation tool requires input in the 
following areas; where some of these parameters are accepted in separate sheets in the Excel 
workbook. 
 Scenario parameters / experimental factors 
 System parameters 
o Mean return rate for each collection center 
o Shipping sizes 
o Processing capacities and times 
o Daily operation hours 
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o Simulation running period 
o Manual assignment matrix of collection to sorting and sorting to processing 
centers 
o Distribution of product condition and distribution (discrete probability values) 
o Distribution of the product age and remanufacturing age threshold 
o Error probability of the sorting operation (Percentage of remanufacturable that 
are disposed in the processing center) 
 Sustainability parameters 
o Unit emission factors for CO2, CH4, N2O 
o Product weight 
 Cost parameters 
o Fixed opening costs 
o Unit collection, sorting, remanufacturing, and recycling costs 
o Unit value of recovery for reuse, remanufacturing, and recycling 
o Unit transportation cost 
o Unit inventory cost  
 Facility locations (coordinates) 
o Collection, sorting, processing 
o Distribution, primary market, secondary market, scrap market 
 After identifying the scenario and system parameters and running the experiments, the 
users can analyze the results from the same Microsoft Excel interface. Figure 8.1.3 shows a 
sample comparison table that the simulation tool produces. A user can choose to include or 
exclude a certain performance metric in the calculation of the weighted score. Unit values of 
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recovery can be modified from the Microsoft Excel interface even after the results are produced 
by simulation.  
 
 
Figure 7.1.3 Displaying the results and the scenario single scores on the user interface 
 
 The final metric for decision making is the total score calculated for each scenario, where 
a higher score is desirable (Figure 8.1.3). The detailed guideline on how to use the tool is 
included in Appendix C. This section is completed with examples to experiments and sample 
cases that can be addressed with the tool: 
Network design decisions: Long term decisions with regards to number of centers and 
locations, through comparing alternative networks structures. 
Decisions under uncertainty: Analysis of the robustness of configurations under various 
levels of return rate uncertainty and selecting a configuration based on how well it performs 
under increasing uncertainty. 
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Decisions with regards to operational parameters: Evaluating a given configuration under 
alternative combinations of operational parameters and modifying these parameters 
accordingly. 
Capacity planning: Planning the capacities of RL network facilities by analyzing the average 




8. CAPABILITIES AND LIMITATIONS 
This section addresses the scope of problems the tool can tackle as well as some limitations. 
The level of detail of the base simulation model allows decision making both with regards to 
network design and more operational aspects. What-if type questions can be explored as a way 
of evaluating alternative system configurations. Of course, there are certain limitations to the 
type of issues, situations and system features that should be reminded. To this end, this section 
elaborates on such capabilities and limitations of the developed tool.  
The simulation model that represents the reverse logistics network addresses type of 
products that are collected and accumulated at collection centers, go through sorting, then 
either disposed or recovered with or without processing, based on the product condition. Even 
though there is a bounded set of sequences a product can follow within the network, the tool 
is not designed around a specific product type. Instead, the product of concern can be 
customized through various parameters such as weight, age, and distribution of physical 
condition as well as disposition option. System parameters including operational inputs are 
also accepted in detail, and individually in most cases. For instance, shipping size can be 
specified separately for each type of transportation pair, e.g., collection to sorting, sorting to 
processing, sorting to distribution center. 
Upon identification of the system and product parameters, the tool provides a platform for 
experimenting with number of collection, sorting and processing centers, and return rate 
uncertainty that is specified as the percentage of the mean return rate. Thus, in a single 
experiment which includes various scenarios, the effect of uncertainty on the individual and 
aggregate performance metrics can be analyzed for products that have a constant return rate 
uncertainty over time. 
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 The simulation model only considers the reverse supply chain. Thus, cases where some 
reuse options enter the forward supply chain from different levels are not explicitly 
modeled. An example to this is where recycled goods start at the beginning of the 
production, as raw materials. 
 There is a limitation on the maximum size of the model, though it is possible to add 
nodes by following the provided guidelines. However, the computational and running 
time performance for larger sizes are not explicitly explored, under the current model 
structure and the method of expanding the network. The maximum number of 
collection centers is 12, whereas this value is 3 for sorting and processing centers. 
 It is worth noting that the decisions made in parallel to the experiments are based on 
chosen performance metrics. There might be other performance metrics, with regards 
to sustainability, which might cause a different configuration to choose. Examples to 
these are carbon emissions due to opening and operating a facility, and emission 
reduction by reducing the virgin material usage through recycling. 
 The seasonal products where demand follows a pattern are not explicitly modeled. 
However, the standard deviation parameter can be adjusted to account for large 
variations in the return rate. 
 The assignments of facilities are one to one. In other words, loads from a facility cannot 
be divided. However, the one to one assignment can be manually adjusted in the 
beginning of the simulation where the default assumption is based on shortest distance. 
 In a single shipment, from collection to sorting, only one collection center is visited. In 
other words, a truck cannot consolidate loads from multiple collection centers. 
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 The returned products can move based on the allowed sequence within the network. 
For instance, there is no direct transportation from sorting centers to the primary 
markets. To this end, product categories and systems that undergo a different sequence 
in the network and require additional processing or transportation operations cannot be 
modeled explicitly.  
The limitations listed above emerge from certain trade-offs inherited in modeling 
preferences; these trade-offs exist due to various alternatives to model certain system behaviors 
and mechanisms. In most cases, it is not very straightforward to pick an alternative way to 
model a logic, since it is very likely that the alternatives have advantages and disadvantages. 
These differ according to ease of modeling, matching the conceptual model (not breaking the 
real life situation), ease of connecting to the user interface, ease of automating and ease of 
evaluating (in terms of the model performance). 
As discussed in the previous sections, the reverse logistics network tends to be very 
complex, including many interactions among its system components. This in result requires 
building a model that is capable of addressing these complexities. In simulation modeling, 
certain behaviors of the model can be modeled in various ways. 
Modeling ease/difficulty: Ease of modeling is certainly not a primary consideration, but might 
be useful when there is time limitation. Models that have simple constructions are also helpful 
when there are multiple parties updating the model.  
Running performance: Especially for large networks and in the presence of many 
performance metrics, the model needs to keep track of a large number of entities and events, 
and to calculate many functions. 
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Accuracy of the imitated system behavior: This aspect refers to the model being valid, in a 
sense that the behavior of the model matches the system behavior. This may be the most 
difficult to ensure, since a model without errors does not always imply a valid model.  
Statistical considerations: This mostly affects setting up of counters and other statistics 
collectors at appropriate logical places in the model.  
Flexibility / future modification ease: Flexibility is important both with regards to modeling 
and modification of the model later on. Modeling flexibility encompasses the ability of creating 
and using custom defined objects and processes in the model as well as modifying the existing 
structures. Modification, on the other hand, is related to how generic the model is built so that 
future expansions and alterations are made easily. The generic characteristic of the model also 
allows for usage automation.  
There are also secondary considerations when building a model such as connection to the 
user interface. For instance, additional logic may be required in order to read input data from 
external files, or control the model. There were some main difficulties in modeling certain 
behaviors of the network such as accumulation of the shipping size, reading input data, and 
collecting statistics. In this section, some alternatives of modeling these system behaviors are 
provided, which may be more advantageous with respect to some of the aspects discussed 
above. 
 Using bidirectional links may result in deadlock of the vehicles, which is prevented by 
adding two unidirectional links for each direction. However, getting rid of links and 
adding the nodes (facilities) based on the true scale of the network might be a better 
option since the network window becomes very congested and difficult to work with, 
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in the presence of many links. Besides, unidirectional links required additional 
assignment logic to make them the same length. 
 Adding a center to the network in the current model is not straightforward, which 
requires updating the column names in the distance table. Something only index based 
can be used instead of a data table with column names. However, there are certain trade-
offs with this modeling aspect, since setting up tables is easier in a sense that the data 
input from Excel spreadsheet is transferred via binding. 
 The distance traveled is updated when a vehicle reaches the end of a path. This might 
not lead to significant difference in the total value but a more accurate calculation can 
be obtained by using the embedded function that can record the or keeping track of last 
the travel time of a vehicle before the simulation ends.  
 The user interface requires specifying parameters and running the experiments on 
Microsoft Excel and Simio. Remote control of Simio and triggering the experiments 
may be performed on Microsoft Excel via utilizing a .NET programming language. 
 A similar issue arises in the data entry process for simultaneous processing capacities 
(sorting, remanufacturing, recycling), where in addition to total capacity, individual 
capacities can be specified for each center and for each number of centers (Figure 8.1). 
 
Figure 8.1 Entering processing capacities on the user interface 
 
Figure 8.1 above shows an instance of the data entry user interface, where the first integer 
represents the total number of facilities of the specified type, and the second integer refers to 
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the index of the facility. For instance, for a network with two recycling centers, the 
simultaneous capacity can be allocated in any integer combination. This feature is useful in the 
case the centers incur unequal loads from the previous locations. However, the capacity 
allocation among centers may also be scenario dependent. That is, capacity allocation for two 
recycling centers in a scenario with 2 sorting centers and 3 sorting centers may be different, 
depending on the load of the sorting centers assigned to each recycling center. In the current 
version of the simulation tool, this needs re-evaluation of experiments under each desired 
capacity allocation. The data entry for capacity can be made scenario dependent, though this 








Designing reverse logistics systems is challenging with regards to their dynamic nature and 
complexity. The complexity of interaction between the actors and activities, inherent trade-
offs, and the uncertainty in the quantity, quality, and timing of customer returns bring 
additional challenges to designing, planning, and managing reverse logistics systems. 
Incorporating uncertainty in decision-making beginning from the network planning phase 
plays an important role, since these are long-term, difficult and costly to change type of 
decisions. In spite of these challenges, the demand for efficient reverse networks has 
substantially increased due to environmental concerns, opportunity for value recapturing, and 
recent environmental legislations. However, the successful design of reverse logistics systems 
is dependent on the product characteristics. To this end, there is a need for a generic tool that 
can evaluate alternative network configurations for a various set of cases. The dynamic nature 
of the uncertainty over time has driven the design of a simulation-based methodology. Product 
characteristics are defined which affect the product recovery option and the evaluation of the 
alternative reverse logistics system configurations. The methodology is the base of a decision 
support tool that allows comparing alternative reverse logistics configuration models in terms 
of productivity and sustainability metrics.  
To this end, a decision tool is developed in this work, with the goal of addressing network 
design issues in reverse logistics systems. The tool takes system inputs and scenario factors 
from a Microsoft Excel interface, and incorporates discrete-event simulation to measure 
metrics for decision making. The data entry interface is designed with the purpose of 
addressing flexible situations, as well as ease of use. Once the experiments are triggered from 
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Simio’s experimental interface, the system parameters and scenario selections are 
automatically transferred to the simulation. The tool then produces the measurements of the 
selected performance metrics, and calculates the scenario single scores based on the weight 
factor preferences. Thus, the simulation-based decision tool incorporates return rate 
uncertainty, system and product characteristics, as well as user preferences in the final decision 
with regards to network design. 
The use of the decision-making tool is illustrated with various examples some of which are 
detailed, and the rest is more concerned with the general usage and purpose of the tool. Results 
indicate that the trade-offs among performance metrics may differ based on the network 
configuration. In addition to the effect of network configurations, experiments on operational 
parameters are also run. The results of such experiments suggest that operational parameters 
such as shipping sizes also lead to shifts in the trade-offs among performance metrics. 
Sensitivity of network configuration selection to operational parameters is explored, showing 
that the comparison of networks is also dependent on system characteristics. Even though the 
configuration selection is based on scenario single scores that are calculated from average 
(across replications) performance metrics, standard deviation of such metrics is also relevant 
in order to evaluate the robustness of the networks. To this end, the mean and standard 
deviation of performance metrics is discussed under various levels of return rate uncertainty. 
Results indicate that increasing uncertainty leads to an increase in the transportation cost and 
emissions, in most cases. Overall, network configurations exhibits similar robustness to 
increasing uncertainty, although some scenarios get affected less than others under very high 
levels of uncertainty.  
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Experiments also provide measurements of the trade-offs among productivity and 
sustainability metrics. For instance, increasing number of sorting-processing center pairs in the 
network reduces distance traveled, hence emissions, in the expense of time in system. It is 
observed that once more and smaller centers are added to the network, higher congestion in 
the facilities increase time until completion of processing. 
Another stage following the configuration selection is evaluating the selected scenario 
under optional system structures; early sorting and colocation. Early sorting refers to separating 
reusable products at the collection center, whereas colocation is performing sorting and 
processing operations in the same center, which is referred to as a hybrid center. Results 
indicate that performance and benefits of colocation depend on product disposition 
probabilities. These features can also be embedded in network configuration comparison. For 
instance, the tool can be used to address the question of comparing 1, 2, and 3 hybrid centers.  
The uses of the simulation based tool can be summarized as network design decisions under 
uncertainty, evaluation of operational parameters, and answering what if questions with 
regards to network components. Some of these are illustrated with various examples in earlier 
sections. It is worth noting that the capabilities of the tool and the cases it can address are not 
limited to what has been illustrated in the experiments provided. Nevertheless, a general 
example comparing 6 network configurations is presented, where the scenarios are also 
evaluated with respect to variability of performance metrics and optional system structures.  
Finally, the methodology-based approach in this work is designed to be general, although 
there are limitations (See Section 9) in the type of problems the tool can address. However, the 
application of the tool can be made case-specific by appropriately defining product and system 
parameters such as allowable disposition options, processing times, scale of the network, and 
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product age distribution. Experiments on these individual factors are presented in the results, 
and any combination of these parameters forms a specific reverse logistics system on which 
network design questions can be answered. 
The scope of the problems and cases the simulation model addresses is open to 
improvements, modifications, and can be extended in various aspects. Some of these are 
related to the modeling and methodology aspect of the current problem scope, whereas 
recommendations for future research directions are also made. The most part of improving the 
modeling methods with regards to the current scope is discussed in Section 7. The discussion 
of what type of additional reverse logistics issues and questions are worth exploring as future 




9.2 Future work 
The reverse logistics network modeling presented here is open to many improvements in 
various aspects, most of which are related to system assumptions, and methodology. Short term 
work includes expanding the maximum allowable size of the network with respect to number 
of centers, and conducting experiments with such bigger sized networks. In this case, running 
performance of the simulation and the complexity of the user interface might add another 
dimension of concern to the methodology. Another short term goal is to explore variance 
reduction strategies by means of modifying operational parameters, in order to choose system 
parameters that increase the robustness of a given network structure. 
Both with regards to network configurations and operational parameters, the current 
methodology is concerned with what-if type of questions and producing the best alternative 
from a given set of scenarios. To this end, the current simulation-based methodology can be 
coupled with optimization in order to find the globally best combinations of operational 
parameters. 
A major assumption of the modeled system presented in this work is that all reusable, 
remanufactured and recycled products contribute to total value earned from recovery, meaning 
that the customer demand for recovered products is not explicitly modeled. Coupling used 
product return rates with demand for recovered products bring additional dimensions and 
uncertainty to the comparison of network configurations, such as demand backlog costs and 
finished good inventory. To this end, one might be interested in how the network 
configurations compare in the presence of returned product demand.  
In order to provide an overview of the future research directions, a list approach is used, 
which is included below: 
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 More sophisticated algorithms can be used for the default facility locations, rather than 
simply dividing the total area into zones. In this case, weighted center of gravity 
approach can be given as example, where location assumption is based on a weighted 
measure considering the demand of collection centers. 
 The reverse logistics network model can be integrated with forward supply chain. This 
would bring an even more holistic approach to recovery of returned products.  
 Some of the additional performance metrics to consider are carbon reduction from the 
recovery of the products and emissions due to opening and operating a facility. In 
parallel to that, more recovery options and the nuances among them can also be taken 
into account such as repairing and refurbishing. It is worth noting that in the presence 
of many performance metrics and a more complex model, using a weighted function 
approach might lead to poor ranking decisions. In this case, more sophisticated multi 
criteria decision making tools can be utilized, such as Analytic Hierarchy Process 
(AHP). 
 One of important mechanism in the model that is constructed under strong and 
simplified assumptions is the selection of product disposition. In the current work, the 
product disposition is based on the discrete probability data that is specified in the 
beginning as well as the product age as a secondary decision. However, other 
considerations can include the processing complexity and demand for that recovery 
option. 
 For some products, return rate distribution can exhibit seasonal behavior. This can be 




 Current model employs a shipping strategy where products are shipped to their next 
destination when a certain, predefined amount (shipping size) is reached. However, 
alternative shipping strategies can also be explored such as scheduled shipments. It is 
anticipated that shipping strategy can have an impact on how the uncertainty affects the 
system. 
 The current networks are grid based and rely on linear distances. The tool can be 
improved to account for more realistic networks and directly project data from maps. 
The availability of roads might have significance in actual distances between facilities. 
 Assignment of a facility to another is either predetermined based on shortest distance 
or manually adjusted by the user in the beginning of the simulation. In both cases, 
assignment is not dynamically changed during the simulation. However, destination 
assignments can be made dynamic based on current capacity at the network locations 
and/or real time traffic information. 
 Consolidation of shipments can be worth exploring due to its potential structure to 
address return rate uncertainty. For instance, the load from a collection center can be 
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Appendix A – Pairwise Experiments 
 
A.1 – Pairwise experiments in Sections 6.2.2 through 6.2.5 
 
Table A.1- Distance matrix used in pairwise experiments. Bold numbers indicate the shortest distance between 
two centers. 
 
A.2 – Section 6.2.2: Processing center configuration with low return rate uncertainty 
 




























S1 238 37.2 
34411 32090 6.7% S2 253 37.6 
S3 365 37.6 
Scenario 2 
(3S 3P) 
S1 20 37.7 
3337 3162 5.2% S2 28 37.8 
S3 35 37.6 
*The number of trips is estimated based upon expected total number of (recyclable) returns 










3 Processing Centers 




C1 353 536 148 514     
C2 233 139 455 294     
C3 447 496 367 85     
C4 288 420 130 242     
C5 218 170 526 564     
C6 273 333 283 120     
1 Sorting S1 0    56    
3 Sorting 
S1  0   238 21 460 394 
S2   0  253 487 28 391 























Shipping size = 30 Shipping size = 60 Shipping size = 90
Average waiting time in recycling queue (hr)









Shipping size = 30 Shipping size = 60 Shipping size = 90
Average number waiting in the recycling queue
3S 1P 3S 3P
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Table A.2.2 - Comparison table when the sorting processing shipping size is 10 for each sorting center 











Recycling 53830 54039 
Fixed opening 
costs ($) 
Processing 23100 28800 
Inventory cost ($) Processing 1776 2488 
Total cost 209384 129092 
Value of recovery 
($) 
Recycle 161489 162118 
Emissions 
CO2 (kg) 16933 5797 
CH4 (g) 206 70 
N2O (g) 126 43 
Total emissions 17265 5910 
Total score -30863 14139 
 
Table A.2.3 - Comparison table when the sorting processing shipping size is 30 for each sorting center 
    3S 1P 3S 3P 
Time until 
completion (hr) 
Recycled 140.85 151.56 
 Transportation cost 66124 37247 
Processing Cost 
($) 
Recycling 53116 52626 
Fixed opening 
costs ($) 
Sorting & Processing 23100 28800 
Inventory cost 
($) 
Processing 2561 3786 
Total cost  144901 122458 
Value of 
recovery ($) 
Recycle  159348 157877 
Emissions 
CO2 (kg) 9013 4995 
CH4 (g) 110 61 
N2O (g) 67 37 
Total emissions 9190 5093 





A.3 Section 6.4.1: Pairwise variability analysis for configurations based on number of 
sorting centers 
Table A.3.1 - Mean and standard deviation* of performance metrics under various levels of return rate 





























































































































































































*  Standard deviation of performance metrics is specified in parenthesis in the Table, following the mean.  







Appendix B – General Experiment 
B.1 Section 6.5: System parameters for the general experiment 
Table B.1.1 Return rates for each collection center per shift 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 
5 14 10 15 20 12 10 18 12 8 6 14 
 
Table B.1.2 Capacity allocation for each scenario* 
  Scenarios 
Resource 1S 1P 2S 1P 2S 2P 3S 1P 3S 2P 3S 3P 
S1 12 5 5 3 3 3 
S2 - 7 7 5 5 5 
S3 - - - 4 4 4 
RM1 27 27 12 27 18 7 
RM2 - - 15 - 9 11 
RM3 - - - - - 9 
RC1 21 21 9 21 14 6 
RC2 - - 12 - 7 8 
RC3 - - - - - 7 
*Allocation of simultaneous processing capacity 

















2 Sorting 3 Sorting 
  S1 S1 S2 S1 S2 S3 
C1 305 235 413 225 301 459 
C2 230 275 266 301 225 301 
C3 305 419 226 459 301 225 
C4 215 94 357 75 214 407 
C5 80 170 166 214 75 214 
C6 215 359 86 407 214 75 
C7 212 86 359 75 214 407 
C8 70 166 170 214 75 214 
C9 212 357 94 407 214 75 
C10 297 226 419 225 301 459 
C11 220 266 275 301 225 301 
C12 297 413 235 459 301 225 
 
Table B.1.4 – Sorting to processing distance matrix (km) for the general example 
    1 Processing 2 Processing 3 Processing 
    P1 P1 P2 P1 P2 P3 
1 Sorting S1 32      
2 Sorting 
S1 176 21 287    
S2 129 286 25    
3 Sorting 
S1 226 68 336 21 186 385 
S2 35 136 137 186 21 186 










B.2 Section 6.5: Intermediate aggregate results for the general experiment 
Table B.2.1 - Profit, cost, and revenue comparison across 6 scenarios in the general experiment 
 1S 1P 2S 1P 3S 1P 2S 2P 3S 2P 3S 3P 
Total cost 267139 289413 290485 268925 284442 271563 
Total value 370821 372923 370891 371833 371995 371810 
Profit 103682 83511 80406 102908 87553 100247 
 
 
Table B.2.2 Number of products that enter the processing centers across 6 scenarios, under 50% and 90% of 
return rate uncertainty 
Std. 
dev.  
1S 1P 2S 1P 3S 1P 2S 2P 3S 2P 3S 3P 
50% 
Processing Center 1 10314 10341 10314 4410 6942 2658 
Processing Center 2 0 0 0 5913 3432 4266 
Processing Center 3 0 0 0 0 0 3408 
90% 
Processing Center 1 10962 10899 10854 4653 7242 2736 
Processing Center 2 0 0 0 6309 3654 4512 















B.3 Section 6.5.3: Sensitivity analysis for the general experiment under various 
combinations of shipping sizes 
 
Table B.3.1- Comparison table under the shipping size combination 40/180* 




Reuse 55.96 55.71 58.78 55.83 59.12 58.70 
Remanufactured 127.30 125.35 122.66 132.89 126.47 129.23 
Recycled 128.69 127.71 125.18 135.79 133.35 138.35 
  Transportation cost 187826 184044 160054 162050 148705 130015 
Processing 
Cost ($) 
Sorting 36915 37037 37314 37046 36803 37097 
Remanufacturing  41757 42142 42611 42227 42263 42284 




Sorting & Processing 85200 91800 92000 93000 97200 104400 
Inventory 
cost ($) 
Sorting 3758 3969 4233 396 4209 4235 




Reuse  262924 263278 264620 262628 260542 262816 
Remanufacture  93902 94586 95699 95159 95169 95121 
Recycle  24133 24131 24599 24284 23955 24334 
Emissions 
CO2 (kg) 24485 24161 20933 21100 19421 16919 
CH4 (g) 298 294 255 257 236 206 
N2O (g)  1812 180 156 157 144 126 






















Table B.3.2- Comparison table under the shipping size combination 80/180* 




Reuse 102.90 109.77 103.29 109.49 103.54 103.29 
Remanufactured 174.51 173.74 172.13 175.03 180.51 179.82 
Recycled 177.66 178.54 176.23 190.50 185.29 195.87 
  
Transportation 
cost 94392 103739 95905 81912 86720 66628 
Processing 
Cost ($) 
Sorting 36646 36430 36693 36541 36684 36619 
Remanufacturing  41443 41357 41502 41372 41416 41315 






85200 91800 92000 93000 97200 104400 
Inventory 
cost ($) 
Sorting 4153 4620 5200 4702 5264 5191 
Processing 10851 10331 10355 10812 10637 10953 




Reuse  260320 257684 260780 258896 259570 260472 
Remanufacture  93092 93024 93075 93131 93269 93081 
Recycle  24095 24278 24469 24258 24511 24173 
Total value  377506 374986 378324 376284 377350 377726 
Emissions 
CO2 (kg) 13014 14294 13044 11257 11816 9130 
CH4 (g) 158.28 173.85 158.64 136.90 143.71 111.04 
N2O (g) 96.73 106.24 96.95 83.66 87.82 67.86 






Table B.3.3- Comparison table under the shipping size combination 120/180* 




Reuse 148.80 150.38 155.65 150.30 155.81 160.07 
Remanufactured 220.19 221.51 221.93 229.19 230.48 237.77 
Recycled 226.32 240.05 240.27 242.12 245.49 258.48 
  Transportation cost 62727 77214 74153 55453 65434 45744 
Processing 
Cost ($) 
Sorting 36022 36202 36011 36112 36190 36120 
Remanufacturing  40390 40777 40489 40387 40521 40418 




Sorting & Processing 85200 91800 92000 93000 97200 104400 
Inventory 
cost ($) 
Sorting 4434 5347 6110 5356 6179 6167 
Processing 10450 10103 9818 10816 10769 11104 
 Total cost 267139 289413 286485 268925 284442 271563 
Value of 
recovery ($) 
Reuse  255422 256482 255212 256642 256342 256526 
Remanufacture  90972 91968 91262 90866 91023 91125 
Recycle  24427 24473 24417 24325 24630 24159 
 Total value 370821 372923 370891 371833 371995 371810 
Emissions 
CO2 (kg) 9106 11030 10356 8001 9191 6559 
CH4 (g) 111 134 126 97 112 80 
N2O (g) 68 82 77 59 68 49 






Table B.3.4- Comparison table under the shipping size combination 160/180 




Reuse 196.49 204.41 212.94 204.44 214.00 208.28 
Remanufactured 268.23 270.68 270.59 277.43 281.09 291.91 
Recycled 289.73 291.27 292.68 298.18 305.07 318.25 
  Transportation cost 47673 63886 63324 42297 54657 35442 
Processing 
cost ($) 
Sorting 35737 35876 35738 35824 35671 35962 
Remanufacturing  40081 39716 39388 39758 39499 39851 





85200 91800 92000 93000 97200 104400 
Inventory cost 
($) 
Sorting 4858 6110 7098 6086 7301 7136 
Processing 10539 10115 9839 10869 10677 11141 
 Total cost 252074 275475 275461 255591 273088 261699 
Value of 
recovery ($) 
Reuse  252370 254652 254048 254446 252846 255204 
Remanufacture  90170 89282 88511 89388 88833 89825 
Recycle  24488 24476 24565 24287 24574 24296 
 Total value 367028 368409 367124 368121 366253 369325 
Emissions 
CO2 (kg) 7259 9386 9016 6380 7857 5290 
CH4 (g) 88 114 110 78 96 64 
N2O (g) 54 70 67 47 58 39 








Table B.3.5- Comparison table under the shipping size combination 40/90 




Reuse 55.99 55.81 58.67 55.82 58.99 59.00 
Remanufactured 99.93 100.46 99.23 100.55 101.47 100.05 
Recycled 103.09 103.54 102.56 108.49 104.44 113.07 
  Transportation cost 191004 210952 193792 165981 174348 134859 
Processing 
Cost ($) 
Sorting 36963 37022 37121 36929 36851 36929 
Remanufacturing  42324 42515 42294 42641 42202 42403 




Sorting & Processing 85200 91800 92000 93000 97200 104400 
Inventory 
cost ($) 
Sorting 2940 3117 3424 3134 3400 3411 
Processing 10412 10220 10058 10751 10600 10917 
 Total cost 396767 423532 406801 380346 392352 360577 
Value of 
recovery ($) 
Reuse  262296 262184 263972 261010 261452 261748 
Remanufacture  95214 95561 95259 95928 94833 95273 
Recycle  24433 24418 24598 24421 24282 24200 
 Total value 381943 382163 383829 381359 380567 381221 
Emissions 
CO2 (kg) 24878 27467 25059 21581 22567 17508 
CH4 (g) 303 334 305 262 274 213 
N2O (g) 185 204 186 160 168 130 






Table B.3.6- Comparison table under the shipping size combination 80/90 




Reuse 102.49 109.48 103.60 109.22 103.47 103.58 
Remanufactured 147.58 149.57 149.49 148.58 151.30 154.30 
Recycled 151.48 153.35 154.35 159.60 159.79 168.51 
  Transportation cost 97294 130121 129599 86188 111829 72333 
Processing 
Cost ($) 
Sorting 36696 36564 36449 36372 36599 36526 
Remanufacturing  41806 41846 41670 41644 41825 41716 




Sorting & Processing 85200 91800 92000 93000 97200 104400 
Inventory 
cost ($) 
Sorting 3303 3874 4393 3866 4411 4436 
Processing 10399 10149 10118 10689 10584 10900 
 Total cost 302564 342017 341859 299344 330132 297969 
Value of 
recovery ($) 
Reuse  260410 259458 258350 257742 259634 259084 
Remanufacture  93965 94068 93687 93570 93884 93794 
Recycle  24382 24205 24176 24137 24224 24201 
 Total value 378756 377731 376213 375449 377741 377079 
Emissions 
CO2 (kg) 13372 17534 17165 11784 14891 9832 
CH4 (g) 163 213 209 143 181 120 
N2O (g) 99 130 128 88 111 73 





Table B.3.7- Comparison table under the shipping size combination 120/90 




Reuse 149.02 150.70 155.80 150.35 155.77 155.36 
Remanufactured 194.23 198.34 198.63 197.97 205.49 211.34 
Recycled 200.97 216.89 217.23 216.08 220.73 227.25 
  Transportation cost 65963 103356 108028 59814 90156 51626 
Processing 
Cost ($) 
Sorting 36168 36285 36009 36227 36112 36331 
Remanufacturing  40934 40849 40596 41008 40397 40946 




Sorting & Processing 85200 91800 92000 93000 97200 104400 
Inventory 
cost ($) 
Sorting 3678 4635 5284 4565 5307 5424 
Processing 10478 10153 9955 10454 10241 10959 
 Total cost 270294 315292 320006 272855 307464 277671 
Value of 
recovery ($) 
Reuse  257030 257576 255244 256902 256630 257894 
Remanufacture  91832 91748 91295 92327 91128 91959 
Recycle  24389 24688 24617 24314 24545 24486 
 Total value 373250 374012 371155 373542 372303 374339 
Emissions 
CO2 (kg) 9514 14241 14507 8543 12218 7289 
CH4 (g) 116 173 176 104 149 89 
N2O (g) 71 106 108 63 91 54 










Appendix C - Guideline to use the tool 
This section includes a step by step instruction list to run experiments on the simulation 
tool. Experimental factors (scenarios) include number of collection centers, number of sorting 
centers, number of processing centers, and return rate standard deviation, entered as the 
percentage of the mean return rate. The following includes a detailed instruction list on how to 
use the tool, for comparing reverse logistics network configurations: 
1. Open the Microsoft Excel file “Excel_Interface.xlsm”. 
2. Specify experimental factors on worksheet “Scenarios”.  
3. Specify operational parameters on worksheet “SystemParameters” 
a. Identify shipping sizes for each transportation operation. Shipping sizes are 
entered per center. 
b. Identify mean return rates for each collection center. The total mean return 
rate, and return rate for each disposition option (based on the discrete 
probabilities specified) is displayed. 
c. Enter discrete probabilities for (i) product grade from 1 to 3 where a smaller 
number represents a better grade and (ii)each product disposition (reuse, 
remanufacture, recycle, disposal) 
d. Enter the error probability in the sorting operation in the box that says 
‘Proportion of remanufacturable products disposed at the processing center”. 
e. Enter the parameters of product age distribution and the deterministic value 
for remanufacturing age threshold in days. Product age is uniformly 
distributed, and the tool requires the range of the distribution as input (cells 
“Age Min” and “Age Max”) 
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f. Specify simultaneous processing capacity per collection center and unit 
processing times 
g. Specify sorting, remanufacturing, and recycling capacities, for each center. The 
first integer refers to the number of centers of that type, and the last number 
indicates the index number. For instance, “2_Sorting 1 Capacity” refers to the 
simultaneous processing capacity of Sorting Center 1 in a scenario where there 
are two sorting centers. In order to restore the default assumption with regards 
to allocation of capacity among centers, enter the total capacity for each 
operation and press the “Restore to Default Values” button. This should be 
repeated every time the total capacity is updated. 
h. Enter mean unit processing times and preparation time for reusable products at 
the sorting center. Please make sure to have traffic intensity values to be strictly 
less than 1 for each operation. 
i. Specify the operation hours per day and running length of the simulation, make 
sure the running length (days) matches the value specified on Simio’s 
experimental interface. 
j. Fill assignment matrices for (i) collection to sorting, and (ii) sorting to 
processing. For a source destination pair, an entry of 1 means the source center 
is allowed to be assigned to that destination center, whereas an entry of 0 means 
the destination center is closed for that source center. If all entries are 1, each 
center is going to be assigned to the shortest distance destination. In the case of 
colocation, the sorting to processing matrix should be an identity matrix. 
4. Specify sustainability parameters on worksheet “SustainabilityParameters” 
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a. Enter unit emission factors 
b. Enter the deterministic product weight 
c. Specify whether certain components of transportation should be included in the 
emission calculation. 
5. Specify cost parameters on worksheet “CostParameters” 
a. Enter fixed opening costs for each type of center, per month. For collection, the 
entered value represents the cost of one collection center for a month. For 
sorting, processing, and hybrid centers (colocation), the cost of each center can 
be specified for any quantity of that center in the network.  
b. Enter unit transportation cost. 
c. Enter unit processing costs for collection, sorting, remanufacturing, and 
recycling. 
d. Enter unit inventory (WIP) cost. It is assumed that sorting and processing 
centers incur the same unit cost. 
e. Enter fixed setup cost for early sorting per collection center 
f. Enter unit value of recovery for reused, remanufactured, and recycled products 
6. Specify locations (coordinates) on worksheets specific to each facility type. On the 
worksheet “Collection”, enter the total area dimensions. For collection, sorting and 
processing, default locations calculated from the assumed strategy can be restored. If 
desired, the locations should be restored each time the total area dimensions is updated. 
7. Launch Simio file “RL_Simulation.spfx” and go to Experiment 1 from right panel. 
a. Choose running length, number of replications and warm-up period and make 
sure the running length matches the value entered on the Excel interface. 
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b. Choose the optional system structures (early sorting, colocation) from the 
Simio experimental interface. If “Colocation” is true, “RideTransporter” 
should be false, and otherwise if “Colocation” is false. In addition, if 
“Colocation” is selected, make sure make the assignment matrix from sorting 
to processing an identity matrix on the “SystemParameters” sheet of 
“Excel_Interface.xlsm”. 
c. Select as many scenarios as defined in the Excel interface (“Scenarios”), then 
run the experiments. Make sure to press the Reset button before running the 
experiments, in order to erase output from previous runs, and close the 
“Excel_Interface.xlsm” file before the run. 
d. When the runs are completed, go to Response Results and select Export 
Details, save the .csv file with the following name: 
“RL_Simulation_Model.csv”, in the same folder as simulation and Excel 
interface files. 
8. Launch “Excel_Interface.xlsm” and go to worksheet “Results” 
a. The total scores and individual metrics can be analyzed from this worksheet. 
Each metric has a binary option (0 or 1), indicating whether that metric should 
be included in the weighted score calculation. 
b. The metric weight factors can be modified from the first row. 
c. In order to evaluate the total score under alternative unit values of recovery, 
click on this metric to modify such parameters. 
 
