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ABSTRACT

The Antarctic surface snowmelt is prone to the polar climate and is common in its coastal
regions. With about 90 percent of the planet's glaciers, if all of the Antarctica glaciers melted,
sea levels will rise about 58 meters around the planet. The development of an effective
automated ice-sheet snowmelt monitoring system is therefore crucial.
Microwave remote sensing instruments, on the one hand, are very sensitive to snowmelt
and can see day and night through clouds, allowing us to distinguish melting from dry snow and
to better understand when, where, and for how long melting has taken place. On the other hand,
deep-learning (DL) algorithms, which can learn from linear and non-linear data in a hierarchical
way robust representations and discriminative features, have recently become a hotspot in the
field of machine learning and have been implemented with success in the geospatial and remote
sensing field.
This study demonstrates that deep learning, particularly long-short memory autoencoder
architecture (LSTM-AE) is capable of fully exploiting archives of passive microwave time series
data. In this thesis, An LSTM-AE algorithm was used to reduce and capture essential
relationships between attributes stored as brightness temperature within pixel time series and kmeans clustering is applied to cluster the leaned representations. The final output map highlights
the melt extent in Antarctica.

vi

CHAPTER 1. INTRODUCTION
Also known as Continental glacier, an ice sheet is a mass of glacial ice that covers terrain
and is greater than 50,000 𝑘𝑚2 . Around 90% of the Earth's ice mass is in Antarctica, which, if all
of it were to melt would cause sea levels to rise by 58 meters (Rignot et al., 2013). The polar
regions carry an important role in the global energy budget by regulating the surface-atmosphere
interface's exchange of energy, moisture, and momentum (Liu et al., 2005b). Therefore, it is of
fundamental importance for an accurate prediction of future sea-level rise to understand the
changing mass balance of ice sheets in Antarctica.
Owing to its ability to acquire data in all weather conditions and operate day and night,
Special Sensor Microwave Imager Sounder (SSMIS) sensors have been continually acquiring
detailed snowpack records since 1978 (Bjørgo et al., 1997). Because of their high-water content
sensitivity, multi-channel passive microwave data provide a means for continual observation of
melting occurrences on large scale geographic areas (Liu et al., 2005b).

1.1. Objectives and Motivation
Monitoring ice-sheet snowmelt is necessary to comprehend global climate change (Liang
et al., 2013). The Antarctica ice sheet plays a significant role in the climate system, but how it
adjusts in response to global and local climate forcing is not well understood. Many studies have
shown that Antarctica is changing. Clear measurements of the ice shelves on the Antarctic
Peninsula during the last 50 years indicate an overall retreat (Vaughan & Doake, 1996). Whether
these transitions are potential implications for global warming, as forecast by (Mercer, 1978), or
caused by shifts in large-scale meteorological forcing resulting from other naturally occurring
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phenomena such as the 8-year circumpolar Antarctic wave (White & Peterson, 1996) needs to be
determined. This can only be done by frequent Antarctic-wide observations. Microwave remote
sensing instruments represent a practical way of keeping track of long-term changes in the
properties of the Antarctic ice sheet. Data obtained from microwave sensors can be collected day
and night in all weather conditions and provides detailed information on the subsurface and
surface of polar glaciers and ice sheets (Jezek et al., 1993; Rott, 1990).
Snowpack melting events on the ice sheet is detected only at a few isolated stations or by
examining fairly scattered shallow ice core data. Remote sensing by satellite provides a means of
spatially and temporally collecting a detailed record of snowpack melting incidents due to the
rapid rise in a snowpack's microwave emission in response to the addition of even a negligible
amount of liquid water. Passive-microwave remote sensing is particularly suitable for the
measurement of melting events. (T. L. Mote & Anderson, 1995).
Therefore, being able to successfully delineate snow zones based exclusively on regularly
acquired passive microwave notwithstanding its low spatial resolution represents a significant
improvement in snow zones detection. Hence, the method developed in this research is capable
of detecting different snow zones without any additional high-resolution (SAR) data.
One of the objectives of this study is to map the snow zones over Antarctica by fully exploring
the entire time series of pixel brightness temperature alone. Therefore, a deep learning
framework, particularly long short-term memory neural network (Hochreiter & Schmidhuber,
1997) equipped with a memory mechanism and organized in autoencoder architecture (G. E.
Hinton & Salakhutdinov, 2006), is used to fully learn sequential patterns in each pixel time series
and map areas experiencing snowmelt.
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It is usually necessary to run this type of work by first manually collecting pixels and
assigning them to predefined classes. After many samples have been obtained for different
classes, a supervised learning approach is often used to classify different parts of a remote
sensing image into those classes. However, this approach is time-consuming, labor-intensive and
prone to human biases, especially when dealing with time-series data. The approach developed
in this work is fully unsupervised. It is the objective of this research to automatically map
different snow zones in Antarctica without any human intervention. The algorithms used in this
work depend entirely on the temporal interdependency between values within each pixel time
series.

1.2. Why Unsupervised Learning
Deep learning algorithms such as the LSTM Autoencoder architecture (Srivastava et al.,
2015) implemented in this text are often carried in a supervised manner, where, one has to label
each sample before feeding the data to the model (Erhan et al., 2010). The choice of
implementing this study in an unsupervised way is dictated by three main reasons. For one, it is
very difficult to visually distinguished long time series because of their higher inner class
variability (Längkvist et al., 2014). Secondly, the performance of deep learning models is often
dependent upon the number of samples presented to it. The more data the algorithm sees the
better it performs (G. Hinton et al., 2012). Yet, collecting a large and high-quality number of
labels is very intensive and time-consuming (Längkvist et al., 2014). Finally, since brightness
temperature changes as the weather fluctuates, there is no guarantee that a pixel at a specific
location will exhibit the same behavior year after year. Consequently, an analyst has to label the
data for every single year which is not efficient. Because of the aforementioned reasons, it

3

becomes crucial to be able to automatically detect snow areas without human intervention.

1.3. Research Questions
The work in this thesis tries to answer the following research questions:
1. Is deep learning, especially an LSTM - Autoencoder a feasible approach to extract robust
features from brightness temperature time series?
2. Can passive microwave remote sensing data alone help in delineating snow zones in
Antarctica without any additional high-resolution SAR images?
To be able to answer the above questions, the long short-term memory autoencoder model
(Srivastava et al., 2015), abbreviated as LSTM-AE was first developed so that it can retrieve
robust features that capture the relevant information contained within each pixel time series of
passive microwave time-series images. Using the mean squared error as a metric of accuracy, it
will be possible to answer the first question. Next, answering the second question was done by
clustering the extracted features using k-means clustering (Hamerly & Elkan, 2004). The
clustering operation will help in building a classification map of melt extent. A visual
comparison between the final map and already published benchmark map of melt extent will
help in deciding whether the second question was positively answered.

4

CHAPTER 2. LITERATURE REVIEW
This section of the thesis takes a retrospective look at previous work done over the years
by researchers to delineate different classes of snow zones of the Antarctica ice sheet.
Particularly, it attempts to focus more on the methodologies used in their respective work. The
review of previous studies is limited to research conducted using only passive microwave
satellite data since the research done in this thesis is based on time series of passive microwave
images. Besides presenting the success accomplished by researchers, shortcomings of their
respective work will be presented when necessary. Finally, it is the goal of this section to identify
important research questions that will be answered throughout the thesis and also to pinpoint the
uniqueness of this study and how it fits within the research area of snow zones mapping.
In the past decades, various approaches have been developed for extracting snowmelt
information from satellite passive microwave data. While some methods rely on the use of a
single-channel analysis of brightness temperature, others explore the use of multi-channel
microwave data to derive relevant information from passive microwave images. By way of an
example, (L. Mote et al., 1993) developed an index as a threshold value that indicates whether a
particular pixel experiences melt or not. The melting index was derived by subtracting the winter
mean brightness temperature from daily brightness temperature. In essence, if the brightness
temperature of a pixel is greater than the winter mean plus the difference threshold, that pixel is
therefore melting. The developed index was used to successfully map the snowmelt extent over
Greenland. For denoting a melting threshold, (J. A. Y. Zwally, 1994) used a similar approach to
map snowmelt extent by calculating the difference between daily brightness temperature and the
mean annual brightness temperature of the 19Ghz horizontally polarized channel plus 30k.
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In 2003, (Ramage & Isacks, 2003) did an experiment over the southeast-Alaskan
icefields. The approach to detect melting and refreezing timing were based on the 37 GHz
vertically polarized channel. The first step of their method was to compute an index called DAV
(Diurnal amplitude variation) which represents the difference between late-afternoon and earlymorning brightness temperature measurements. Then, they developed a combined threshold
between the DAV and a brightness temperature threshold around 246K for the 37 GHz vertically
polarized channel. Along the same line, (Steffen et al., 1993) developed a melting index called
normalized gradient ratio (GR) derived by calculating the difference between the 19 GHz and 37
GHz vertically polarized channels. In 1995, a new melt threshold index inspired by the GR was
developed by (Steffen, 1995). In their method, the authors were able to come up with a new
index called cross-polarization gradient ratio (XPGR) in which, the 37 GHz horizontally
polarized channel in GR is replaced with the 37 GHz vertically polarized channel.
Recently, several methods have been developed to extract snowmelt extent information
from multi-channel satellite passive microwave data. Relying on both passive microwave
satellite remote sensing data and high-resolution Radarsat SAR images mosaic, (Liu et al.,
2005a) delineated dry snow zones, Percolation zones, wet snow zones and blue ice patches for
the Antarctica continent. The success of their approach rests on the complementary nature of
passive microwave data with its rich time series data and the high detailed SAR images. More
recently, (Wang et al., 2018) also explored the combined synergy of SSM/I data and highresolution QuickSCAT data to map the extent and duration of Antarctica ice-sheet near-surface
snowmelt. However, the irregular temporal resolution of high-resolution images and the use of a
growing region algorithm that is not aware of time information cannot fully exploit and map the
extent of snow zones over Antarctica (Liu et al., 2005a). This may represent a shortfall when
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only the corresponding passive microwave images are available.
The works mentioned above relied mainly on deriving an index as a threshold computed
from either the 19GHz, 37 GHz vertically or horizontally polarized channels or a combination of
both. However, the sequential nature of the data was not fully explored. Moreover, the
calibration of their selected index depended on field observations of the volumetric water content
of the snowpack. However, this calibration is biased due to the biophysical factors such as grain
size, density and depth and vertical stratigraphy that govern the state of snowpack from site to
site (Liu et al., 2005b). Therefore, the application of their methods to the whole continent of
Antarctica can introduce some errors that were not considered in their models. Hence, inspired
by the works aforementioned, (Liu et al., 2005b) ran a time series analysis of the passive
microwave data remote sensing data. In essence, the authors developed methods for extracting
the spatial extent, onset date, duration and end date of snowmelt using passive microwave data
by assuming that apparent edges are present on the brightness temperature (Tb) time series, their
work examined the sharp and abrupt melt induced transitions of brightness temperature and
applied a wavelet-transform to detect those edges over the time series. Thus, they successfully
extracted snowmelt onset, end date, and length from passive microwave data. Work has become
a state-of-the-art approach to snowmelt detection.
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CHAPTER 3. BACKGROUND

3.1. Microwave Remote Sensing
Remote sensing can be defined as a non-contact measurement of information from the
microwave, infrared, visible and ultraviolet regions of the electromagnetic spectrum through
instruments such as cameras, lasers, linear array, scanners, and arrays placed on platforms such
as aircraft or spacecraft (Gao, 2006). It involves the analysis of obtained data using visual and
digital image processing.
Remote sensing data can be collected actively and passively (Gao, 2006). Passive remote
sensing systems acquire electromagnetic energy that is reflected (e.g., near-infrared, red, green
and blue) from the earth's surface. These systems are, therefore, dependent upon the Sun’s
electromagnetic energy or the thermal properties of the Earth. On the other hand, Active remote
sensing systems do not rely on the Sun’s electromagnetic energy or Erath’s thermal properties
(Nagarajan & Nagarajan, 2009). They create their electromagnetic energy that is sent to the
target then record the backscattered signal from the target. These systems provide more control
over the quality of data being recorded (Gao, 2006). When the information about the data was
capture using the microwave region of the electromagnetic spectrum that ranges from 1cm to 1m
in wavelength (EM), this process is termed microwave remote sensing. Microwave remote
sensing encompasses both passive and active forms of remote sensing.
Because of their long wavelength, microwaves offer specific properties which, compared
to visible and infrared, are essential for remote sensing. Longer microwave wavelength
radiations can pass through the haze, dust, and all but the heaviest rainfall as long wavelengths
are not susceptible to air dispersion affecting shorter optical wavelengths (Gao, 2006). This
8

property allows the measurement of microwave energy in almost all environmental and
atmospheric environments so that data can always be collected. Hence, microwave remote
sensing has been widely used to monitor the most important hydrological variables such as ice
water content (Jiang & Wu, 2004), sea surface temperature (Martin, 2013), soil moisture (Njoku
& Entekhabi, 1996) and precipitation(Ferraro et al., 2017).
The data set used in this work was collected through passive microwave remote sensing.
Consequently, Passive microwave remote sensing and its application to snowmelt detection will
be discussed in the following section.

3.1.1. Kinetic Energy
Also referred to as internal, real, or true heat, kinetic energy is the energy of particles of
matter in random motion. These particles in random motion emit electromagnetic radiation when
they change their energy state due to collisions between them. Hence, it has been widely
documented that all objects with a temperature above absolute zero (0˚K; -273.16˚C; and459.69˚F) exhibit this random motion and therefore emit energy (Gao, 2006).
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3.1.2. Radiant Energy and Brightness Temperature
Radiant energy is the emitted energy by particles in random motion from within a
material. This occurs as a result of a change in the configuration of electrons in the material. This
energy can travel through any substance including air, space, liquid, and glass. The concentration
of the amount of radiant energy exiting an object is referred to as brightness temperature (Gao,
2006).

3.1.3. Black Body & Emissivity
Although kinetic energy and radiant energy are highly related, there are not automatically
equal (Gao, 2006). Measuring kinetic energy of material does not automatically provide an equal
measure of that material’ radiant energy. The difference in the value of kinetic and radiant
energy is due to the material’s emissivity (Gao, 2006).
The emissivity of a substance is its relative capacity to radiate heat.
All radiating bodies have an emissivity ranging from 0 to 1 depending on the wavelengths of the
energy being taken into account. Emissivity (𝜀) is the ratio of the energy from a real-world
selective radiating body (𝐹𝑟 ) and the energy radiated by a blackbody at the same temperature
(𝐹𝑟 ). Where a black body is considered as an idealized material that can absorb all incident EM
and also can emit all received energy (Gao, 2006).

𝜀=

𝐹𝑟
𝐹𝑏
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(1)

3.1.4. Dielectric Constant and Emissivity
The emissivity of a material’ surface does not only depend on the material but also on the
nature and composition of its dielectric Constant. A material that becomes polarizes in an electric
field is a “dielectric” material. The dielectric constant is a fundamental parameter of natural
materials. It affects the reflective and emissive properties of a medium. High dielectric constant
indicates more reflectivity, more scattering but low emissivity (Woodhouse, 2017).
𝜀 = 𝜀 ′ + 𝑗𝜀"
(2)
Where (𝜀) is the emissivity (𝜀 ′ ) is the real component also known as dielectric constant
and (𝜀") is the imagery component known as the lossy component which indicates the amount of
signal loss and j is a constant.

3.1.5. Brightness temperature and emissivity
Passive microwave brightness temperature can be utilized to monitor temperature as well
as properties related to emissivity. In the microwave region of the electromagnetic spectrum,
materials have large variations in emissivity. Brightness temperature can be related to Kinetic
energy through the emissivity of the material (Foster et al., 1984) as shown in equation (3).
𝑇𝑏 = 𝜀𝑇

(3)

Where (𝑇𝑏 ) is the brightness temperature of the radiating body, (𝜀) is the emissivity and T
represents the kinetic energy of the material in the study.
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3.1.6. Snowmelt and Brightness temperature
Satellite remote sensing can be successfully used to monitor the extent of snowmelt in
Antarctica. (Gloersen et al., 1974) established that microwave brightness temperature exhibits an
increase during surface melt in contrast to low values in Tb observed under non-melt conditions
for Greenland and Antarctica. It is pointed out that due to an increase in water content of the
snow, the emissivity changes rapidly with melt which in return increases the brightness of the
radiant energy exiting the snow (Chang et al., 1985; Rango et al., 1979). Although many
cofounding factors may explain the high brightness temperature from snow such as snow
density, temperature, crystal structure, and crystal size, volumetric water content was reported to
contribute the most to the changes in brightness temperature (Abdalafi & Steffen, 1995).
When snowpack melts, liquid water infiltrates between the individual snow grains, which
increases absorption and decreases volume scattering (Rango et al., 1979). This results in a
significant increase in snow emissivity. (Hofer & Matzler, 1980) established that snow with 12% of liquid water content can produce up to 37 GHz of brightness temperature. Moreover, (H.
J. Zwally & Fiegles, 1994) successfully demonstrated that by adding 30k to an annual mean
brightness temperature, a melt threshold index could be set to map the extent of snowmelt in
Antarctica. The discovery of this relationship is the basis for mapping snowmelt in Antarctica
and Greenland.
3.2. Deep Learning
In this section, the essential building blocks of the model used to run the classification are
reviewed. The section starts by defining an artificial neural network (ANN) on top of which the
deep learning model used in this study is built. Following the ANN, a detailed description of
long short-term memory and autoencoder is provided respectively.
12

3.2.1. Multi-layer perceptron
An artificial neural network (ANN) framework is a mathematical algorithm that
represents and processes information based on methods inspired by current brain structure and
brain function knowledge (Haykin et al., 1997).
Also called “Vanilla” neural networks (Ruppert, 2004), a multilayer perceptron is a
feedforward ANN that is composed of multiple layers of perceptrons. A perceptron consists of
weights, bias, a summation, and a linear or nonlinear activation function. It processes an mlength input signal:
𝑚

𝑦 = 𝑓 (∑ 𝑤𝑗 𝑥𝑗 + 𝑏)

(4)

𝑗=1

where 𝑤𝑗 is the weight of the input signal’s element 𝑥𝑗 , 𝑏 is the bias, and 𝑦 = 𝑓(.) stands
for the activation function, which can be non-linear or linear, typifying the perceptron as nonlinear structure and MLP as a generic tool for non-linear function mappings (Haykin et al.,
1997).

Figure 1. Simplified ANN architecture
13

Each perceptron or node has a threshold activation function and borrows their names
from the layers to which they belong. Hence, the basic structure of an MLP consists of three type
layers. The first layer is usually referred to as the input layer. It is composed of several units that
accommodate each input data. The output layers are composed of nodes that hold the output
values (Haykin et al., 1997). Between the input layer and the output layer, there may be one or
more intermediate layers usually called hidden layers. These are termed hidden layers because
their outputs are only available to other hidden layers (Mitchell, 1999). A neural network that has
multiple hidden layers is called a “deep” neural network, hence the term “deep learning” (Litjens
et al., 2017).
Deep learning is a class of machine learning algorithms using MLP to gradually extract
higher-level characteristics from the raw input. Hence, neural networks are the basis of deep
learning algorithms (Schmidhuber, 2015). Deep learning can be used in three types of learning
methods, namely unsupervised, semi-supervised and supervised learning.

14

3.2.2. Recurrent neural networks
Recurrent neural networks are specifically designed to work with sequence data such as
time-series data, sentences, Audio, etc.
Unlike a regular neuron (Petitjean et al., 2010), a recurrent neuron (Maggiori et al., 2017)
sends back its output to itself, hence the term recurrent. Figure 2 shows three recurrent neurons
when unenrolled over time. In a recurrent neural network, each neuron is receiving both inputs
from a previous time step as well as input from the current timestep. Neurons designed to receive
input from previous time steps are also known as memory cells. Recurrent neural networks are
flexible, therefore can accommodate both sequences and single vector values.

Figure 2. Unfolded RNN
In a RNN, a layer is called a cell. A network is formed when several cells are connected
over time. That is, the output of the previous cell is passed as contextual data or state to the input
of the next layer at a given time step.
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For a series of values 𝑥 (1) , … , 𝑥 (𝜏) a RNN applies the following update equation at each
time step from 𝑡 = 1 to 𝑡 = 𝜏:
ℎ(𝑡) = 𝑔(𝑏𝑎+ 𝑊ℎ(𝑡−1)

+ 𝑈𝑥 (𝑡) )

(6)

0(𝑡) = 𝑏0 + 𝑉ℎ(𝑡)
𝑔(𝑥) = 𝑡𝑎𝑛ℎ(𝑥) =

(5)

𝑒 𝑥 − 𝑒 −𝑥
𝑒 𝑥 + 𝑒 −𝑥

(7)

Where ba and bo are the bias vectors. W, V, U respectively denote the weight matrices for
hidden-to-hidden, hidden-to-output, and input-to-hidden connections. At time t, x(t), h(t),
and o(t) are the input value, hidden value, and output value. The initialization of h(0) is done
with Gaussian values.
It can be noticed from equation (9) that for RNNs, hidden values are computed from both
the input signal at the current time step and the hidden value from the previous time step. Hence
contextual information sequence patterns can be learned by the model (Yue et al., 2015). To
perform a classification task, a SoftMax function can be added at the last time step 𝑡 = 𝜏 and
compute the probability that an input data belongs to the ith category.

𝑃(𝑦 = 𝑖|𝜃, 𝑏) = 𝑠(𝑜

(𝜏)

)=

𝑒 𝜃𝑖 𝑜

(𝜏) +𝑏
𝑖

∑𝑘𝑗=1 𝑒 𝜃𝑗𝑜

(𝜏) +𝑏

𝑗

(8)

Where y is the output label of the input data. θ, b are respectively the weight matrix and
the bias vector and K the number of classes. The loss function of the network can be defined as:
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𝑚

1
ℒ = − ∑[𝑦𝑖 log(𝑦̂)
̂𝑖 )]
𝑖 + (1 − 𝑦𝑖 ) log(1 − 𝑦
𝑚
𝑖=1

(9)

With 𝑦𝑖 and 𝑦̂𝑖 respectively the label and predicted label of the Ith data and m the number
of training samples. The backpropagation algorithm through time (BPTT) algorithm (Werbos,
1990) can be used for optimizing an RNN.

3.2.3. Long short-term memory (LSTM)
The performance of a RNN can be limited by the complexity of the data, especially with
too-long series of data. This behavior is caused by the gradient vanishing and exposing
phenomena that shrink or explodes the gradient learned by the algorithm during backpropagation
(Hochreiter & Schmidhuber, 1997). LSTM was designed as a gate to overcome this limitation in
RNNs. The main component of LSTM is its memory gate. Hence, LSTM is a modified version
of a RNN with the ability to remember past data in memory. There are mainly four components
in a memory cell, namely: the input gate, a forget gate, an output gate, and a self-recurrent
connection.
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Figure 3. Internal Structure of an LSTM cell

(Xi) Input data: This may be a single value of a subset of a sequence.
Input gate (14): The input gate updates the state of the current cell or unit.
𝑖 (𝑡) = σ (𝑊𝑖 𝑥 (𝑡) + 𝑈𝑖 ℎ(𝑡−1) + 𝑏𝑖 )

(10)

Forget gate (15): The forget gate decides what information from the previous cell to keep.
𝜀𝑓(𝑡) = 𝜎(𝑊𝑓 𝑥 (𝑡) + 𝑈𝑓 ℎ(𝑡−1) + 𝑏𝑓 )

(11)

Output gate (16): The output gate decides on what information from the previous cell to
keep for the computation of the current cell’s output.
𝑜(𝑡) = σ(𝑊𝑜 𝑥 (𝑡) + 𝑈𝑜 ℎ(𝑡−1) + 𝑏𝑜 )

(12)

Cell state (17): The cell state represents the selective memory of the current cell.
𝑐(𝑡) = 𝑖 (𝑡) ⊙ 𝑔(𝑊𝑐 𝑥 (𝑡) + 𝑈𝑐 ℎ(𝑡−1) + 𝑏𝑐 ) + 𝑓 (𝑡) ⊙ 𝑐 (𝑡−1)
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(13)

LSTM Output (18):
ℎ(𝑡) = 𝑜 (𝑡) ⊙ 𝑔(𝑐 (𝑡) )

(14)

Where Wi, Wf, Wo, Wc, Ui, Uf, Uo, and Uc represent the weight matrices and bi, bf, bo,
and bc the bias vectors. ⊙ is the dot product and σ(x)=1/(1+exp(−x)) the sigmoid function.
LSTM like regular RNN can be trained using the mini-batch stochastic gradient descent and
BPTT (Hochreiter & Schmidhuber, 1997).

3.2.4. Bidirectional LSTM (Bi-LSTM)
The aforementioned problem of gradient exploding or shrinking is solved by the
implementation of gates, in particular by the forget gate. However, the problem of the gradient
may still appear if the dataset is too large. Therefore (Graves et al., 2005) Proposed an ever a
more efficient LSTM model called: Bidirectional long short-term memory (Bi-LSTM). In a BiLSTM architecture, the time series is exploited in both directions using two LSTMs, where one
executes the forward pass and the other runs back forward pass. Hence, for every time step, two
hidden states are generated. The two hidden states are produced at the same time step are usually
aggregated into a unique vector that represents the entire context of the time step. This is usually
accomplished through concatenation.
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3.2.5. Autoencoder
An autoencoder Figure 4. is an unsupervised artificial neural network that learns how to
compress input data, then learns how to reconstruct the data back from the reduced encoded
version to a representation that is as close to the original input as possible (Kramer, 1991).

Figure 4. Typical architecture of an Autoencoder
An autoencoder is mainly composed of two parts, the encoder and the decoder Figure 4.
The encoder function 𝑓 (5) maps the input vector 𝑥 ∈ 𝑅 𝑑𝑥1 to a lower dimension space z ∈
𝑅 𝑟𝑥1 called the code with r represents the number of units in the hidden layer, 𝑊 (1) ∈ Rrx1
represents the weight matrix of the hidden layer, 𝑏 (1) ∈ Rrx1 a bias vector of the hidden layer and
𝑠 the activation function (which is often non-linear). Two activation functions are used in this
study.
𝑧 = 𝑓(𝑥) = 𝑠(𝑊 (1) 𝑥 + 𝑏 (1) )
(15)
The second part of an autoencoder is the decoder (6). This is a function g, that maps back
the code (z) from a lower dimension space or latent space to the original input X. the function g
is as follows:
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𝑥 = 𝑔(𝑧) = 𝑠(𝑊 (2) 𝑧 + 𝑏 (2) )
(16)
Where 𝑊 (2) ∈ Rdxr , 𝑏 (2) ∈ Rdx1 .
The code needs to capture all the most useful features needed to reconstruct the input in
the output layer, via the decoder. The encoder and the decoder phases are typically symmetric.
Like a neural network, the autoencoder is comprised of trainable weights. These weights are
optimized using a gradient descent algorithm which minimizes an objective function. The
objective function usually has a regularization term and a reconstruction error. Through
backpropagation, the necessary parameters for gradient descent are computed and updated to
minimize the objective score until it converges. The reconstruction error for every data is
computed as follows:
𝐿 = ‖𝑥 − g(𝑓(𝑥))‖

2

(17)

Whereas the objective function is calculated following the below formulae:
𝑁

2

𝑆𝑙

𝑆,+1

1
1
𝜆
(𝑙)
𝐽(𝑊, 𝑏) = [ ∑( ||𝑥 (𝑖) − 𝑔(𝑓(𝑥 (𝑖) ))||2 ] + ∑. ∑. ∑(𝑊𝑗𝑖 𝑖)2
𝑚
2
2
𝑖=1

(18)

𝑙=1 𝑖=1 𝑗=1

(𝑙)

Where 𝑥 (𝑖) stands for the ith input, 𝑊𝑗𝑖 as the connection weight of unit I in layer l and j
in layer l+1, N the number of inputs, and 𝑆𝑙 the number of units of layer l (Li et al., 2016).
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Remote sensing time series data are fed into an autoencoder as individual pixel time
series, where the brightness temperature of each pixel over time or pixel values at each
wavelength corresponds to the value of each neuron in the input layer.

3.2.6. LSTM-AE for dimensionality reduction
A LSTM model can be designed in an architecture called long short term memory
autoencoder (Srivastava et al., 2015) to lean compressed representations of sequence data such as
time-series data in an unsupervised manner. In this architecture, an encoder takes the input
sequence step-by-step and encode it to a fixed-length vector. Then, the model tries to reconstruct
the original sequence data. The performance of the model is measured by its ability to
reconstruct the input sequence. After achieving a desired level of performance, the encoder part
alone can then be used to encode the input sequence data to a fixed-length vector.
Satellite time series
images

Low dimensional feature
representation
encoder

decoder

Code
layer

Target time
series

Error function
Input time
series
BiLSTM input
layer

BiLSTM hidden
layers

Reconstructed time
series
BiLSTM output layer

Figure 5. Steps involved in training an LSTM-AE
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3.3. K-means Clustering
A cluster is a group of objects similar to one another within the same cluster and
dissimilar to objects in other clusters.
This section discusses the different approaches that can be used for obtaining clusters of
encoded time series data. According to (Sheikholeslami et al., 1998), there are four types of
clustering methods: hierarchical clustering, density-based clustering, partitional clustering, and
grid-based clustering. Since the choice of the distance between clustering is often more important
than the method, one could use any general-purpose clustering method (Rani & Sikka, 2012).
The first part of this section will briefly touch on the partitional clustering, then the k-means
clustering will be explained afterward, the method used for determining the number of clusters
will be briefly examined.

3.3.1. Partitional clustering
Partial clustering consists of grouping all observations into k different clusters. However,
k needs to be specified. This procedure involves maximizing inter-cluster distance while
minimizing intra-cluster distance (Celebi, 2015).

3.3.2. k-means
First proposed in 19955; K-means clustering is one of the most commonly used
clustering methods (Steinhaus, 1956). The first step in performing a K-means clustering is to
decide on the number of clusters often denoted by K. Following the fixation of the k value, the k
cluster centroids need to be initialized. According to (Hamerly & Elkan, 2002) there are two
methods for initializing these K cluster centers. The Forgy method (FORGY, 1965) which
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randomly selects k observations from the set of inputs then takes these as initial centers and the
Random partitioning method that randomly assigns each input to one of the k clusters and takes
the means of the individual clusters as the initial center. In the third stage, the first two steps are
repeated over and over until a stopping criterion is met. The Maximum number of iterations or
convergence is the most widely used method as a stopping criterion.

Algorithm K-means clustering algorithm (FORGY, 1965)

1. Decide on a value K
2. Initialize K cluster center 𝜇1 , … , 𝜇𝑘
3. while stopping condition not met do
a. for 𝑖 = 1 ∶ 𝑁 do
𝐶𝑖 ∶=

arg 𝑚𝑖𝑛
𝑙

𝑑(𝑥𝑖 , 𝜇𝑙 )

b. end for
c. for 𝑗 = 1 ∶ 𝑘 do
𝜇𝑗 ≔

∑𝑁
𝑖=1 1(𝐶𝑖 =𝑗)𝑥𝑖
∑𝑁
𝑖=1 1ሼ𝐶𝑖 =𝑗}

d. end for
4. end while
5. return 𝐶1 , … , 𝐶𝑁 and 𝜇1 , … , 𝜇𝑘
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3.3.3. Determining the number of clusters
As discussed in the previous section, the first step in performing K means clustering
consists of setting the number of K clusters. This is an unknown parameter that is often set based
on prior knowledge or based on estimation. There have been reported several methods for
estimating the optimal number of clusters. A comparative study of 30 methods was done by
(Milligan & Cooper, 1985). In this study, two methods are used to select the number of clusters,
namely the Silhouette index method, and the elbow methods.

3.3.4. Silhouette index method
Another method widely used for determining the number of clusters is the use of the
silhouette index (19). This index was first proposed by (L. & P., 1987). The Silhouette index i is
based on the compactness and separability of clusters. It can be computed as:

𝑠(𝑖) =

𝑏(𝑖) − 𝑎(𝑖)
max ሼ𝑎(𝑖), 𝑏(𝑖)}′

(19)

Where 𝑎(𝑖) represents the average distance of observation 𝑖 to all other observations in
the same group and 𝑏(𝑖) is the average distance of 𝑖 to the vectors in other clusters. The
denominator serves a scaling factor for the 𝑠(𝑖) so that the 𝑠(𝑖) is in the range of [-1,1].
Silhouette coefficients near +1 show that the observation is far away from the neighboring
clusters. A value of 0 specifies that the observation is very close to the decision boundary
between two neighboring clusters and negative values show that those observations might have
been allocated to the wrong cluster.
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3.3.5. The Elbow method
In this thesis, the method used for deciding on the number of clusters is called the Elbow
method (Ketchen & Shook, 1996). It consists of fitting the model a range of values for K. it is a
heuristic method that is done by looking at the percentage of variance explained as a function of
the number of clusters Figure 6. The number of clusters is selected if any other value of K
beyond it, does not improve the homogeneity of the resultant classes.

Figure 6. The optimal number of clusters using the Elbow method
In this method, a curve is drawn between the number of clusters (k) and the average
silhouette values for all clusters. In essence, the silhouette coefficient indicates how good each
object lies within its cluster. A high value close to 1 indicates a good clustering whereas a lower
value near -1 is a sign of a poor clustering. The Elbow method suggests selecting a k value from
which changes in the average silhouette values change slowly.
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CHAPTER 4. DATA AND EXPERIMENTAL SETUP
This chapter is organized into three subparts. The first section of the chapter presents the
geographic location, climate and relevant environmental factors of the study area that guided the
design of the model and understanding of the results. Next, the data used to run the experiments
will be described. In the final section of this chapter, a detailed description of the methods and
decisions for designing the model will be treated.

4.1. Study Area
The data used in the experiments carried out in this document were collected over the
Antarctica continent. Antarctica is the southmost of the continents, it includes the south pole and
is located in the Antarctic region. The total area of Antarctica is about 14,200,000 square
kilometers (5,500,000 square miles) and represents the fifth-largest continent (Chaturvedi, 2009).
Antarctica is surrounded by the Southern Ocean, which is composed of the Atlantic,
Pacific, and Indian Oceans,

Figure 7. Antarctica is divided into two large regions

delimited by a chain of the (Rocky Mountains) that goes from the neck of the Ross Sea to the
Weddell Sea

Figure 7. West Antarctica is the west portion of the Weddell Sea and

the rest is called East Antarctica. The East Antarctic ice sheet (EAIS), which rests mainly on
rock, is much larger and higher than the marine-based West Antarctic ice sheet (WAIS), which is
mostly well below sea level.
Of all the continents, Antarctica has the highest average elevation and is, therefore, the
coldest continent with an average annual temperature of −63 °C (−81 °F). Around 98% of
Antarctica is covered by an ice sheet that is about 1.9km thick (Fretwell et al., 2013). West
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Antarctica is less cold than the east counterpart because of its low elevation and has been
recently experiencing ice shelf collapse. The center is dryer than the coastal areas, because of the
rare penetration of weather fronts. The annual precipitation of Antarctica is about 200mm (7.9
in) on the coast and even less in the inland. Antarctica is home to several lakes that lie at the base
of the ice sheets. In Antarctica, heavy snowfalls are more common in the coastal regions of the
continent.

Figure 7. Location map with geographic provinces.
(Trusel et al., 2012).
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4.2. Dataset
The dataset is provided and maintained by the National snow and ice data center
(NSIDC) and is freely distributed as daily and monthly data archives. This represents an
extensive data record that is suitable for a thorough study of changes over time in the polar
regions.
The dataset used in this paper consists of records of daily brightness temperature
extracted from passive microwave measurements from June 2012 to June 2013. There are 366
gridded brightness temperature images in total, one image representing all the records collected
from the study area in a single day. Therefore, there are 366 images in total. Each image does not
only include the continent of Antarctica but also the brightness temperature values from the
ocean surrounding the continent. This dataset regularly is collected daily by the Special Sensor
Microwave/Imager (SSM/I). SSM/I is mounted on the F8, F11 and F13 satellite platforms of the
Defense Meteorological Satellite Program (DMSP).
The (SSM/I) is a four frequency, seven-channel and linearly polarized passive microwave
radiometer system (MWR) that measures terrestrial, ocean and sea emitted energy as microwave
brightness temperature at 19.35, 22.235, 37.0 and 85.5 GHz. The four frequencies are obtained in
both horizontal and vertical polarizations except for the 22 GHz which is sampled in the vertical
only. Data at 85.5 GHz and 91.7 GHz are gridded at a resolution of 12.5 km, whereas other
frequencies are gridded at a resolution of 25 km. Previous studies have shown that all of those
channels show similar responses to melt events (Liu et al., 2005a). Nonetheless, for comparing
the results of our analysis against previous works, the 19 GHz horizontally polarized channels
were used. This channel has a field of view of 70km along the track, 45km cross-track and was
resampled to a pixel size of 25km. It has a grid size of 182x222 pixels and covers the entire
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Antarctica. to remove the ocean pixels, a coastline mask was applied, this reduced the data to the
final size of 177x211 pixels. (Liu & Jezek, 2004).

4.3. Experimental Setup
The previous section elaborated and shed light on two deep learning algorithms (longshort term memory and autoencoder) that were implemented in this study. LSTM and AE are
conjointly implemented to learn and derive the most import time-related features that are
necessary for clustering. Thus, we then looked at the K-means clustering algorithm which is a
popular machine learning algorithm widely used for grouping data into homogeneous clusters.
This section discussed how these algorithms were implemented using the open-source Python
programming language. The steps involved in analyzing the data for this project are summarized
in Figure 8.

4.3.1. Preprocessing
Data processing, i.e. the process of converting raw data into a format that can be used to t
rain successful machine learning models, is a time consuming and repetitive task.
For image data, preprocessing typically involves a series of simple transformations such as imag
es being compressed, filtered, rotated, or flipped (Vorontsov et al., 2016).
The processing steps used in preparing the data can be summarized in four main steps:
Cropping and extracting the area of interest, masking the ocean pixel, extracting individual pixel
time series, splitting the data into training and validation sets, reshaping the data into a shape that
the model can accommodate and normalizing the data.
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Preprocess Data
Build LSTM-AE
Model
Representation
Learning
Cluster Encoded
Features
Reclassify

Figure 8. Methodology flow chart

4.3.2. Extracting the area of interest
The data was analyzed one year at a time. The original data cube had a shape of
366x182x222, where 366 represents the total number of channels in the cube, 182 the height and
222 the width of the data. Within each image, there were pixels of the continent as well as pixels
of the ocean. Previous work by (Liu et al., 2006) suggests removing the ocean pixels to prevent
contamination during the algorithm learning process. This resulted in reducing both the size and
shape of the data from 366x182x222 to 366x177x211. One benefit of this was reducing the
training and testing time for the algorithm to learn from the data. To crop the data, a shapefile of
Antarctica was used as a mask in ArcGIS 10.7.1 spatial analysis tool. The remaining ocean
pixels were assigned to a null value of -3. They appear dark in Figure 7. Finally, the data were
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exported in the ERDAS IMAGINE(IMG) file format for further preprocessing within the python
environment.

Figure 9. Original image (layer 1)

Figure 10. Area of interest

before masking the ocean

after making the ocean

4.3.3. Extracting individual pixel time series
The LSTM model can only digest data in one dimension. However, the final data
obtained from masking the ocean was still in three dimensions (3D). Two main reasons lie
behind this step. For one, the LSTM model can only digest one-dimension data as a vector of
pixel values over time. Secondly, since the images were related in time, making them time series
data, it is reasonable to extract those individual pixel time series. The final shape of the data after
collecting the time series was (37347, 366), where 37347 was the total number of samples of
pixel time series, and 366 the number of pixel values for every single sample. This step was done
using the python library NumPy (NumPy, 2017).
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4.3.4. Splitting the dataset into train and validation sets
The original data cube had a shape of 366x182x222, where 366 represents the total
number of channels in the cube, 182 the height and 222 the width. However, the final data
obtained from masking the ocean was still in three dimensions (3D). The core idea behind
machine learning and deep learning model is to feed data to an algorithm that will lean to find
the best hypothesis that can model not only data on which it was trained but also unseen data.
Therefore, it is a common habit to split the data into a training set on which the data will be
trained and then validate on a test set as illustrated in Figure 11. Thus, the data was split into a
train and validation set with a ratio of 0.10. Hence, (33612, 366) pixel time series were used for
training the model and (3735, 366) were used for testing the model. Choosing a split ratio of 0.10
was motivated by the fact that a deep learning model often requires a lot of data to better learn.
However, a copy of the entire dataset was kept for predicting the final map. The open-source
module Scikit-learn (Varoquaux et al., 2015) to automatically split the data.

Figure 11. Training and validation split
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4.3.5. Normalizing the data
The pixels values in our experimental data set ranged from -3 for null values to 263.7.
The mean value of pixels in the entire dataset was 100.1. Although these values could be
presented directly to the deep learning model, however, this slows down the convergence speed
of the algorithm (Shanker et al., 1996). For this project, the Min-max Normalization (20) was
applied to each pixel time series individually. This is a simple technique that provides a linear
transformation of the data from the original range to a pre-defined boundary.

𝑋𝑛𝑒𝑤 =

𝑋𝑖 − min (𝑋)
max(𝑋) − min (𝑋)

(20)

In essence, for each value (𝑋𝑖 ) in a given 366 values composing each time series (𝑋), the
new values (𝑋𝑛𝑒𝑤 ) was computed by first subtracting the minimum (min (𝑋)) value in the time
series then divide the output by the difference of that time series’ maximum (max(𝑋)) and
minimum (min (𝑋)). This Normalization algorithm was applied independently to each time
series training set and validation set. The reason is, the LSTM model takes one time series at a
time as an independent sample. This process rescaled the data between 0 and 1. As a result, the
model could learn faster.
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Figure 12. Sample time series before normalization

Figure 13.Sample of time series after normalization

4.3.6. Parameter tuning
Despite excellent performance recently achieved by deep learning algorithms in a wide
range of filed (e.g., computer vision), training deep learning models is still challenging due to the
high dependency of hyperparameters. Different hyperparameters configuration will lead to
various results (Hazan et al., 2018). This section presents a set of configurations that were
important for the outcomes presented in the results section.

4.3.6.1. Time series grouping
At this point, our data was composed of 3 sets: 1 entire dataset of shape (37347, 366), a
train set of shape (19849, 366) and a validation set of shape (2206, 366), all normalized between
0 and 1. From here, the data was ready to be fed in the model. However, (Yue et al., 2015)
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demonstrated that organizing a time series into a set of time steps containing a certain number of
features produces better results when fed into an LSTM algorithm. This is in contrast to the
design in which the entire time series is directly fed into the model. Thus, the 366 values
composing in each time series were grouped into 6 steps containing each, 61 features or values.
The final shape of the data fed into the model had a shape of (33612, 6, 61) for the train set,
(3735, 6, 61) for the test set and (37347, 6, 61) for the entire dataset. The number of time steps
was chosen arbitrarily.

4.3.6.2. Bidirectionality
Invented by (Graves et al., 2005), bidirectional recurrent neural networks connect two
hidden layers of opposite directions to the same output as illustrated in

Figure 14.

For each layer of LSTM in the model, a bi-directionality mechanism was applied. This way, the
algorithm learns information from past (backward) and future (forward) context simultaneously.
This mechanism increases the amount of input information available to the network.

Figure 14. Simplified structure of a bidirectional LSTM
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4.3.6.3. Sparsity introduction
The autoencoder model built in this document tries to come up with the best-summarized
representation of the Tb data by minimizing the reconstruction error. However, to avoid copying
the input data to the decoder because of a too-powerful model capable of finding an identity
function, a set some constraints were set to the model. An L1 activity regularization of (0.01) to
the encoder layer as to encourage the algorithm to learn sparse features from raw observations.
This has the advantage of making the model generalize well to new observation but also combat
overfitting. More information about L1 activity regularization can be found in (Xu et al., 2010).

4.3.7. Model architecture and training
The model built for this project consisted of two main parts, the encoder which ingests
input data of shape (33612, 6, 61) in its input layer, followed by three bisectional LSTM layers
of size 128,64,16 respectively. The number 16 in the last layer of the encoder represents the
number of features the model needs to extract from 366 of each time series.
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Figure 15. Architecture of the built model

The RepeatVector layer was used as an adapter to fit the encoder and the decoder as
shown in. This layer was configured to repeat the fixed-length vector one time for each time step.
The second part of the model is the decoder. It was configured with the same number of layers
and units as the encoder part. This part of the model tries to reproduce the ingested time series
from its representation to original data. The last layer in the decoder part of the model is a fully
connected neural network layer with 128 units. For every layer in the model, default activation
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functions were used. For every reconstructed time series by the decoder, the mean square error
function (21) was used to evaluate the model’s performance.
𝑛

1
𝑀𝑆𝐸 = ∑(𝑌𝑖 − 𝑌′𝑖 )2
𝑛

(21)

𝑖=1

Where n is the number of data points 𝑌𝑖 represents observed values and 𝑌′𝑖 represents
predicted values. The MSE was used for both the training dataset and the validation data. For
faster training, the Adamax (Kingma & Ba, 2015) optimizer available in the Keras python
module was used. After intense experiments, the model was trained in 50 epochs. For each
epoch, a batch size of 182 was used. The batch size represents the number of training examples
used in every iteration. The default learning rate for the Adamax activation function was used.

4.3.8. Clustering
Once, the model was thoroughly trained and tested on both the training and validation
sets, the Keras_ predict_class () function was used to predict the entire set of time series. This
step prepares the data that were used in the clustering steps. At this stage, the newly predicted
data had a shape of (37347,64) where 37347 was the total number of samples and 16 represents
the number of features extracted by the encoder. These features are the representational features
that will be used by the K-means clustering algorithm.
Following the extraction of representational features, K-means Clustering was run with
300 irritations. K-means was run with 15 clusters. For every cluster, a silhouette score was
computed. To asses for the homogeneity of each cluster. Using the Elbow methods, K=13
clusters was selected as the number optimum number of clusters with a satisfactory silhouette
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index. For extracting the different snow zones, high-level knowledge of the study area was used
and reclassification was carried out to extract the specific areas of interest. Reclassification of the
13 classes into 4 classes was followed. This highlighted dry ice, the percolation zone or melt
areas, water areas, and the Ocean.
The last step in the clustering step was to extract the areas that experienced melt. Again,
reclassification of the 4 classes into 3 classes was carried out. This removes the water pixels so
that only melt, dry ice, and ocean pixels remain.

4.3.9. Material & Equipment
Deep learning models are often computationally intense, therefore necessitate powerful
hardware. This can be explained by the fact that deep learning algorithms have two main
operations. The forward pass and the backward pass or also termed backpropagation. During the
forward pass, the inputs are fed to the neural network algorithm which in the end produces an
output. Whereas in the back-forward pass, the algorithm tries to update the weights of the neural
network by trying to minimize the error. This forth and back forth process involves many
operations, therefore, impose the algorithm to run a powerful fast convergence.
All the experiments carried out in this research were run on the google Colaboratory
platform (Colab). It is a product from Google Research and allows us to write and execute
python code through the navigator. It is especially well suited to deep learning models. The
simple version of Google Colab can be accessed by any subscribed user through google services
with limited resources. For this work, the professional version of Google Colab was used. The
model was trained on Nvidia Telsa T14 GPU with 12 GB of RAM.
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CHAPTER 5. RESULTS AND CONCLUSION

4.4. Results and Discussion
In this section, the different outputs obtained from each step of the experiment are
presented.

Figure 16. A plot of the model loss after 50 epochs training

The model reached an accuracy of 99% after only 50 epochs of training. As it can be
observed in Figure 16, there is a perfect fit between the training loss and the validation loss by
the 50th epoch. This suggests the absence of overfitting or underfitting. Thus, it can be assumed
that the model was efficient in encoding each time series to 16 most useful features.
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`
Figure 17. Sample of reconstructed time series
after reconstruction by the LSTM-AE algorithm

The model was validated on the entire dataset. The goal was to visually evaluate how
well the LSTM-AE model was able to reconstruct each time series from the encoded vector of 16
values. Figure 17 shows a comparison between the original sequences and the reconstructed
sequences. A sample of two time-series is provided. It can be noticed that there is a good match
between the two curves. This demonstrates that the 16 features encoded by the model are very
representative of the original 366 features.
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Figure 18. Silhouette scores of 15k runs
As discussed in sections 3.3.4 and 3.3.5, the use of the Elbow method helps in
determining the optimum number of K clusters to be used in K-means clustering by examining
the silhouette scores of different K clusters. Here, it can be seen, 2,10 and 13 clusters have the
highest silhouette scores, which ranges between 51 and 52. Therefore, K-means with 13 clusters
were used. The results of the clustering can be seen in Figure 20.
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Figure 19. Extracted features by the LSTM-AE

Figure 19 shows 16 images representing the 16 learned features by the model. It can be
observed that each image represents a specific set of information extracted by the LSTM-AE
model. Hence, instead of running K-means clustering on the original 366 images, these 16
features can be used instead.
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Figure 20. K-means output
In Figure 20, it can be noticed how most of the classes are clustered in the center, while
some clusters run around the coastal areas of the continent. No significant meaning is attached to
each of the colors in Figure 20. A visual inspection of the time series curve and knowledge of the
study area helped in defining those classes. Using the threshold developed by (J. A. Y. Zwally,
1994), the median of the entire dataset plus 30 and a threshold of 180 was used. This threshold is
then used to decide on the labels to assign to each class.
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Figure 21. Time series curve of detected dry ice pixel
In Figure 21, it can be seen that all values are below the threshold signifying that not melt
occurred for these pixels, therefore they were defined as Dry ice.

Figure 22. Time series curve of detected melting pixels
In Figure 22, it can be noticed two categories of pixels experiencing melt. While most of
the values in both curves are below the threshold, it can be noticed that not the same number of
pixels were beyond the threshold. Therefore, these pixels were grouped into two classes. One
being the Partial melting class and the other short melting.
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Figure 23. Time series curve of detected water pixel

Pixels the majority of the Tb values that were above the threshold were defined as water
pixels. Moreover, it can be seen that these pixels are the most outer. The classification map with
each detected class can be seen in

Figure 24.
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Figure 24. Snow zone subclasses
Figure 25 shows the final melt extent map extracted after reclassifying the
snow subclasses reported in

Figure 24. The accuracy of the extracted melt extent was

assessed by visual comparison between the LSTM-AE and k-means clustering extracted melt
zones and the melt extent map produced by the American Meteorological Society (AMS) for the
state of climate 2013. It can be seen that, although similar to most regions, the LSTM extracted
more areas than the state-of-the-art method used in the AMS yearly journal. While the map on
the left shows the location of the total melting region, the map produced by the AMS the location
of melt based on the melt duration. This can explain the appearance of more areas in the map
produced by the LSTM model, which takes into account every pixel that experienced melt
regardless of the duration of the melt.
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Figure 25. Melt extent map

Figure 26. Final melt extent.

Figure 27. Reference map reproduced
based on the Bulletin of the American
Meteorological Society (BAMS) 2013
report.
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4.5. Conclusion
This research aimed to automatically detect snowmelt in Antarctica using deep learning.
In particular, LSTM, which is a version of the recurrent neural network was used in an
unsupervised approach. Based on the quality of the results, it can be concluded that despite the
low spatial resolution of remote sensing microwave data, which often represent a fall short in
accurately detecting snowmelt occurrences in Antarctica, deep learning is a very promising and
feasible means for detecting changes over time in Antarctica. By using a stack of LSTM layers in
an autoencoder architecture, the model was able to compress time series data into the most
important features that can be further clustered into different snow zones using a k-means
clustering algorithm. In past research, the detection of snowmelt was made with the help of highresolution images. However, these data are not often available. Hence, the results of the
experiment run in this project demonstrates that the application of deep learning can overcome
this limitation and set forth conditions for exploring very long time-series of microwave satellite
images.
A possible development on top of the present study would be the exploration of a
synergic combination of spatial information using a convolutional neural network (CNN) and
LSTM. Also, it is possible to map the duration of melt in the detected zones using LSTM alone,
For that, one could explore anomaly detection method using LSTM, in which the model would
detect brightness temperature values that are anomalous, therefore melting, since, the most of
Antarctica is cover with dry ice. By training the model only on dry ice data, one can detect when
the brightness temperature deviates from its normal state, then compute the number et duration
of the melt state with each time series. Therefore, using LSTM alone or in combination with
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CNN, it would be possible to come up with an end to end deep learning model capable of
mapping both the extent and duration of snowmelt over a very long time series of data.
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