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a b s t r a c t
A contextual net is a Petri net extendedwith read arcs, which allows transitions to check for
tokens without consuming them. Contextual nets allow for better modelling of concurrent
read access than Petri nets, and their unfoldings can be exponentially more compact than
those of a corresponding Petri net. A constructive but abstract procedure for generating
those unfoldings was proposed in previous work. However, it remained unclear whether
the approach was useful in practice and which data structures and algorithms would be
appropriate to implement it. Here, we address this question. We provide two concrete
methods for computing contextual unfoldings, with a view to efficiency. We report on
experiments carried out on a number of benchmarks. These show that not only are
contextual unfoldings more compact than Petri net unfoldings, but they can be computed
with the same or better efficiency, in particular with respect to alternative approaches
based on encodings of contextual nets into Petri nets.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Petri nets are a means for reasoning about concurrent, distributed systems. They explicitly express notions such as
concurrency, causality, and independence.
The unfolding of a Petri net is, essentially, an acyclic version of the net in which loops have been unrolled. The unfolding
is infinite in general, but for bounded Petri nets one can construct a finite complete prefix of it that completely represents
the behaviour of the system, and whose acyclic structure permits efficient analyses. This prefix is typically much smaller
than the reachability graph because an unfolding exploits the inherently concurrent nature of the underlying system; loosely
speaking, themore concurrency there is in the net, themore advantages unfoldings have over reachability-graph techniques.
Petri net unfoldings may serve as a basis for further analyses. There is a large body of work describing their construction,
their properties, and their use in various fields; see [1] for an extensive survey. For bounded Petri nets, a finite complete
prefix of an unfolding can be understood as the compact description of the set of reachable markings of the underlying
net. Moreover, while the reachability problem is PSPACE-complete for bounded nets, it is only NP-complete for complete
prefixes. Notwithstanding the fact that the size of such a prefix is typically rather larger than the net itself, this opens avenues
for efficient reachability checking [2].
However, Petri nets are not well-suited to model concurrent read accesses, that is, multiple actions requiring non-
exclusive access to one common resource. The typical way of representing such a situation using a standard net is with
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‘‘consume–produce loops’’: each action can consume the common resource when needed, regenerating it immediately
after. Unfortunately, this can make the unfolding technique inefficient. In fact, actions reading the common resource are
sequentialised so that all their possible interleavings have to be generated, at least in principle. It is possible to mitigate this
problem with a place-replication (PR) encoding [3]. Here, a resource with n readers is duplicated n times, and each reader
obtains a ‘‘private’’ copy which is accessed with a consume–produce loop. However, the resulting unfolding may still be
exponential in n.
Contextual nets explicitly model concurrent read accesses and address this problem. They extend Petri nets with read
arcs, allowing an action to check for the presence of a resource without consuming it. They have been used, e.g., to model
concurrent database access [4], concurrent constraint programs [5], priorities [6], and asynchronous circuits [3]. Their
accurate representation of concurrencymakes contextual unfoldings up to exponentially smaller in the presence ofmultiple
readers, which promises to yield more efficient analysis procedures.
While the properties and construction of ordinary Petri net unfoldings arewell-understood, research on how to construct
and exploit the properties of contextual unfoldings has been lacking so far. Contextual unfoldings are introduced in [3,7],
and a first unfolding procedure for a restricted subclass can be found in [3]. A general but non-constructive procedure is
proposed in [8].
A constructive, general solution was finally given in [9], at the price of making the underlying theory notably more
complicated. In particular, computing a complete prefix required to annotate every event e with a subset of its histories;
roughly speaking, a history of e is a set of events that must precede e in a possible execution. However, it remained unclear
whether the approach could be implemented with reasonable efficiency, and how. For safe nets, the interest of computing a
complete contextual prefixwas not evident froma practical point of view:while the prefix can be exponentially smaller than
the complete prefix of the corresponding PR-encoding, the intermediate structure used to produce it has asymptotically the
same size. More precisely, the number of histories in the contextual prefix matches the number of events in the prefix of
the PR-encoding (for general bounded nets, this is not the case).
The purpose of this paper is to address these open issues and to resolve the algorithmic problems related to contextual-
net unfolding. In particular, we make the following contributions:
• We provide key elements to implement contextual-net unfoldings efficiently, including data structures and algorithms
such as for computing the events of an unfolding (called possible extensions) and maintaining a concurrency relation. For
the latter, we provide multiple approaches and compare them.
• We generalise the results in [9] in order to deal with (a slight generalisation of) the adequate orders from [10]. Although
not very surprising, this extension is quite relevant in practice as it drastically reduces the size of the resulting prefixes.
• We implemented both approaches, aiming for efficiency. The resulting tool, called Cunf [11], matches dedicated Petri
net unfolders like Mole [12] on pure Petri nets and additionally handles contextual unfoldings. The new unfolder is not
a simple extension of an existing one because the presence of histories influences the data structures at every level.
• We ran the tool on a set of benchmarks and report on the experiments, for both approaches. In particular, it turns out
that, even for safe nets, our construction of contextual unfoldings is faster than that for PR-unfoldings.
Apart from details of the prefix computation, our main message is that efficient contextual unfolding is possible and
performs better than the PR-encoding, even for safe nets. Contextual nets and their unfoldings therefore have a rightful
place in research on concurrency, also from an efficiency point of view.
The paper is structured as follows. Section 2 introduces Petri and contextual nets, and discusses how to encode a
contextual net into a Petri net. Sections 3 and 4 recall fundamental notions of contextual unfoldings. Section 5 containsmost
of the technical results, including two approaches to the unfolding construction. Section 6discusses data structures andother
elements related to the efficient construction of a complete prefix. Section 7 reports on experiments, and Section 8 sketches
applications in verification. We conclude in Section 9. Preliminary versions of the contents in this paper have appeared
in [13–15].
2. Basic notions
A contextual net (c-net) is a tuple N = ⟨P, T , F , C,m0⟩, where P and T are disjoint sets of places and transitions,
F ⊆ (P × T ) ∪ (T × P) is the flow relation, C ⊆ P × T is the context relation and m0 ⊆ P is the initial marking. A pair
(p, t) ∈ C is called read arc. The net N is called finitewhen the sets of places and transitions are finite. In general, amarking
of N is any function m : P → N. The set m0 is seen as a marking in the obvious way, by letting m0(p) = 1 if p ∈ m0 and
m0(p) = 0, otherwise. A Petri net is a c-net without read arcs.
For x ∈ P ∪ T , we call •x := { y ∈ P ∪ T | (y, x) ∈ F} the preset of x and x• := { y ∈ P ∪ T | (x, y) ∈ F} the postset of x. The
context of a place p is defined as p := {t ∈ T | (p, t) ∈ C}, and the context of a transition t as t := {p ∈ P | (p, t) ∈ C}. These
notions are extended to sets in the usual fashion. For the sake of simplicity, we assume for any transition t that its context
is disjoint from its preset and its postset, i.e. •t ∩ t = ∅ and t• ∩ t = ∅.
A set A ⊆ T of transitions is enabled at markingm if for all p ∈ P ,
m(p) ≥ |p• ∩ A| +

1 if p ∩ A ≠ ∅
0 otherwise.
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Fig. 1. (a) A safe c-net and (b) an unfolding prefix.
Fig. 2. A net with a contextual cycle.
Such A can occur or be executed, leading to a new marking m′, where m′(p) = m(p) − |p• ∩ A| + |•p ∩ A| for all p ∈ P . We
call ⟨m, A,m′⟩ a step of N .1
Note that in order to enable concurrently a set of transitions, a marking must include the presets of all transitions and an
additional token for each place used as context, i.e., a token cannot be read and consumed at the same time. This is needed to
ensure that transitionswhich are concurrently enabled can also fire sequentially in any order. As a consequence concurrency
represents event independency, a fact that is at the heart of unfolding approaches. For instance, in the net in Fig. 2, transitions
t1 and t2 are not concurrently enabled by the initial marking. Indeed, the firing of t1 disables t2 as it consumes a token in p2,
which t2 must read to fire; similarly, the firing of t2 disables t1. Hence t1 and t2 cannot occur in the same computation and
t3 is not firable. This dependency is later explained in terms of an asymmetric form of conflict, see Section 4.1. It is worth
reminding that different notions of enabling are conceivable (see e.g., [16]) where the simultaneous parallel executions of
transitions in contextual cycle, like t1 and t2, is allowed.
A finite sequence of transitions σ = t1 . . . tn ∈ T ∗ is a run if there exist markingsm1, . . . ,mn such that ⟨mi−1, {ti},mi⟩ is
a step for 1 ≤ i ≤ n, andm0 is the initial marking of N; if such a run exists,mn is said to be reachable.
A markingm is n-safe ifm(p) ≤ n for all p ∈ P . A c-net N is said to be n-safe if every reachable marking of N is n-safe. It
is called bounded if there exists an n such that N is n-safe. A 1-safe net is simply called safe. As done for the initial marking,
we will occasionally treat 1-safe markings as sets of places. Fig. 1(a) depicts a safe c-net. Read arcs are drawn as undirected
lines. For t2, we have {p1} = •t2, {p3} = t2 and {p4} = t•2 .
Remarks. The class of c-nets used in this paper constrains the initial marking to be a set and does not allow for weights on
the flow relation. This restrictions allow for a simplified presentation, in particular because they ensure that conditions and
events in the unfolding are identified uniquely by their causal history.
2.1. Encodings of contextual nets
A c-net N can be encoded into a Petri net whose reachable markings are in one-to-one correspondence with those of N .
We discuss two such encodings, and illustrate them by the c-net N in Fig. 3(a). Place p has two transitions b, c in its context,
modelling a situationwhere, e.g., two processes are accessing in a read-only way a common resource represented by p. Note
that the step {b, c} can occur in N after executing a.
Plain encoding. Given a c-netN , the plain encoding ofN is the netN ′ obtained by replacing every read arc (p, t) in the context
relation by a consume/produce loop (p, t), (t, p) in the flow relation. The net N ′ has the same reachable markings as N; it
1 One could define enabledness for multisets of transitions, but this is irrelevant for our purposes. The set-wise definition will be sufficient to illustrate
the advantage of c-nets over Petri nets in Section 2.1.
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Fig. 3. C-net N , its plain encoding N ′ and its Place-Replication encoding N ′′ .
Fig. 4. Unfoldings of N , N ′ , and N ′′ from Fig. 3.
also has the same runs but not the same steps as N . The plain encoding of the net N in Fig. 3(a) is the net N ′ in Fig. 3(b).
Observe that in N ′ the firings of {b} and {c} are sequentialised, hence, after executing a, the step {b, c} can no longer occur.
PR-encoding. The place-replication (PR-) encoding [3] of a c-net N is a Petri net N ′′ in which we substitute every place p
in the context of n ≥ 1 transitions t1, . . . , tn by places p1, . . . , pn and update the flow relation of N ′′ as follows. For all
i ∈ {1, . . . , n},
1. transition ti consumes and produces place pi, i.e., pi ∈ •ti and pi ∈ t•i ;
2. any transition t producing p in N produces pi in N ′′, i.e., pi ∈ t•;
3. any transition t consuming p in N consumes pi in N ′′, i.e., pi ∈ •t .
The PR-encoding of the net N in Fig. 3(a) is the net N ′′ depicted in Fig. 3(c). Reachable markings, runs, and steps of N ′′ are
in one-to-one correspondence to those of N .
3. Contextual unfoldings and their prefixes
In this section,wemostly recall basic definitions from [9] concerning unfoldings.We fix a finite c-netN = ⟨P, T , F , C,m0⟩
for the rest of the section. Intuitively, the unfolding of N is a safe acyclic c-net where loops of N are ‘‘unrolled’’; in general,
the unfolding is infinite.
Definition 1 (Unfolding). The unfolding of N , denoted byUN , is a c-net (B, E,G,D,m0) equipped with a mapping f : (B ∪
E) → (P ∪ T ). We call the elements of B conditions, and those of E events; f maps conditions to places and events to
transitions. We extend f to sets, multisets, and sequences in the usual way; f applied to a marking ofUN (a set) will yield a
marking of N (a multiset).
Conditions will take the form ⟨p, e′⟩, where p ∈ P and e′ ∈ E∪{⊥}, and events will take the form ⟨t,M⟩, where t ∈ T and
M ⊆ B. We shall assume f (⟨p, e′⟩) = p and f (⟨t,M⟩) = t , respectively. A set M of conditions is called concurrent, written
conc(M), whenUN has a reachable markingM ′ s.t.M ′ ⊇ M .
ThenUN is the smallest net containing the following elements:
• if p ∈ m0, then ⟨p,⊥⟩ ∈ B and ⟨p,⊥⟩ ∈ m0;• for any t ∈ T and disjoint pair of sets M1,M2 ⊆ B such that conc(M1 ∪M2), f (M1) = •t , f (M2) = t , we have e :=
⟨t,M1 ∪ M2⟩ ∈ E, and for all p ∈ t•, we have ⟨p, e⟩ ∈ B. Moreover, G and D are such that •e = M1, e = M2, and
e• = {⟨p, e⟩ | p ∈ t•}.
Note that in somepreviousworks onunfoldings the initialmarking is omitted from the unfolding because it is determined
as theirminimal set of places. Herewe include the initialmarking explicitly to be consistentwith the definition of unfoldings
as special c-nets.
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Fig. 4 shows the unfoldings of the nets from Fig. 3, where f is implicitly indicated by the labels of conditions and events.
Note that in this case, the c-net N is isomorphic to its unfolding; crucially, it is smaller than the unfoldings of its two
encodings. Call events labelled by b and c ‘‘readers’’, and events labelled by d ‘‘consumers’’. Suppose that we were to replace
b and c in Fig. 3 with n transitions reading from p. Then there would be n readers and one consumer in the contextual
unfolding; O(n!) readers and consumers in the plain unfolding; and n readers but 2n consumers in the PR-unfolding.
The net UN represents all possible behaviours of N , and in particular a marking m is reachable in N iff some m with
f (m) = m is reachable in UN . Intuitively, the plain unfolding explodes because it represents the step {b, c} of the c-net
by two runs (in general, by its possible sequentialisations). Instead, in the PR-encoding the consume/produce loops lead to
more consuming events in the unfolding.
Definition 2 (Causality). The causality relation onUN , denoted<, is the transitive closure ofG∪{(e, e′) ∈ E×E | e•∩e′ ≠ ∅}.
For x ∈ B ∪ E, we write [x] for the set of causes of x, defined as {e ∈ E | e ≤ x}, where ≤ is the reflexive closure of<. A set
X ⊆ E is called causally closed if [e] ⊆ X for all e ∈ X .
In Fig. 1(b), we have, e.g., c2 < e1, e1 < e2, and c2 < e2. The causality relation between a pair of events e < e′ captures
the intuition that emust occur before e′ in any run that fires e′.
Definition 3 (Prefix). A prefix ofUN is a netP = ⟨B′, E ′,G′,D′,m0⟩ such that E ′ ⊆ E is causally closed, B′ = m0∪ (E ′)•, and
G′,D′ are the restrictions of G,D to (B′ ∪ E ′).
In other words, a prefix is a causally closed subnet ofUN . Surely, if P is a prefix and m a marking reachable in it, then
f (m) is reachable in N . We are interested in computing a prefix for which the inverse also holds.
Definition 4 (Finite, Complete Prefix). A prefix P is called finite if it contains finitely many events. It is called complete if for
all markingsm of N ,m is reachable in N iff there exists a markingm reachable in P such that f (m) = m.
A finite complete prefix thus preserves all behavioural information about N , while being typically smaller than its
reachability graph; its acyclic structure makes the reachability problem easier than for N itself [17]. Moreover, as we saw
in Fig. 4, a contextual unfolding is more succinct than its corresponding Petri net unfolding. (In fact, readers familiar with
unfoldings may note that in Fig. 4 there exists a complete prefix of the plain unfolding with 2n rather than O(n!) reading
and consuming events; but this still makes them the largest of the three unfolding types.)
Other papers consider different notions of completeness, requiring e.g. that not only reachable markings, but also the
fireability of transitions is preserved (see, e.g., [18]). Roughly, this means that if a cut-off free configuration of the prefix
enables a transition, then a representative of that transition should be included in the prefix. This is useful for certain
deadlock checking algorithms, and it can be ensured by inserting cut-off events into the prefix. The results presented in
the following could be easily adapted accordingly. See our experimental data in Section 7 for another discussion of this
issue.
4. Constructing finite complete prefixes
In this section, we study the construction of a finite and complete prefix for a c-net. In Section 4.1, which mostly recalls
elements from [9] with minor modifications, we develop a generic algorithm for constructing prefixes. In Section 4.2, we
then turn to the question of ensuring that the resulting prefix is complete.
For the rest of the section, we fix a finite c-net N and its unfoldingUN as in Section 3.
4.1. On finite prefixes
Consider events e2 and e3 in Fig. 1(b). Clearly, e2 < e3 does not hold. However, any run that fires both e2 and e3 will fire
e2 before e3 (since e3 consumes c3). This situation arises due to read arcs and motivates the next definition.
Definition 5 (Asymmetric Conflict). Two events e, e′ ∈ E are in asymmetric conflict, written e ↗ e′, iff (i) e < e′, or (ii)
e ∩ •e′ ≠ ∅, or (iii) e ≠ e′ and •e ∩ •e′ ≠ ∅. For a set of events X ⊆ E, we write↗X to denote the relation↗∩ (X × X).
Note that the asymmetric-conflict relation↗ gives rise to a digraph (E,↗), which we henceforth identify with↗ itself.
An asymmetric conflict can be thought of as a scheduling constraint: if both e, e′ occur in a run, then emust occur first.
Note that in case (iii) this is vacuously true, as e, e′ cannot both occur. Thus, by condition (iii)↗ subsumes the symmetric
conflicts known from Petri net unfoldings as cycles of length two.
Definition 6 (Configuration). A configuration of the unfoldingUN is a finite, causally closed set of events C such that↗C is
acyclic. Conf (UN) denotes the set of all such configurations.
Thus a set of events is a configuration iff all its events can be ordered to forma run that respects the scheduling constraints
given by↗.
Definition 7 (Order and Conflict on Configurations). Wesay that configurationC evolves to configurationC ′, writtenC ⊑ C ′,
iff C ⊆ C ′ and ¬(e′ ↗ e) for all e ∈ C and e′ ∈ C ′ \ C. By C @ C ′ we denote C ⊑ C ′ and C ≠ C ′.
Configurations C, C ′ are said to be in conflict, written C # C ′, when there is no configuration C ′′ satisfying C ⊑ C ′′ and
C ′ ⊑ C ′′.
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Note that⊑ is notmerely the subset relation between configurations. Intuitively,C ⊑ C ′when a run ofC can be extended
into a run of C ′. Instead, C # C ′ when they cannot evolve to a common future configuration. For instance, in Fig. 1(b) we
have {e1, e3} ⋢ {e1, e2, e3} (and actually {e1, e3} # {e1, e2, e3}) because e2 would have to fire before e3. However, if two
configurations are not in conflict, then their union is a configuration.
Remark 1 ([9]). For two configurations C1,C2, we have C1 # C2 iff there exists e1 ∈ C1 and e2 ∈ C2 \C1 such that e2 ↗ e1,
or the symmetric condition holds.
The cut of a configurationC is themarking reached inUN by a run ofC. We define Cut(C) := (m0∪C•)\ •C. Themarking
of C is its image through f :Mark(C) := f (Cut(C)).
Definition 8 (History). Let e be an event and C a configuration with e ∈ C. We call the configuration C[[e]] := {e′ ∈ C |
e′(↗C)∗e} the history of e in C. Moreover, Hist(e) := {C[[e]] | C ∈ Conf (UN) ∧ e ∈ C} is the set of histories of e.
Remark 2. Let C be a configuration, and e ∈ C. Then C[[e]] ⊑ C.
While in Petri net unfoldings each event has exactly onehistory, a contextual unfoldingmayhavemultiple (even infinitely
many) histories per event. For instance, in Fig. 1(b) Hist(e3) = {{e1, e3}, {e1, e2, e3}}. To compute a complete prefix, one
annotates events with a finite subset of their histories.
Definition 9 (Enriched Prefix). An enriched event is a pair ⟨e,H⟩where e ∈ E andH ∈ Hist(e). An enriched prefix (EP) ofUN is
a pair E = ⟨P , χ⟩ such thatP = ⟨B′, E ′,G′,D′,m0⟩ is a prefix andχ : E ′ → 22E satisfies for all e ∈ E ′ (i) ∅ ≠ χ(e) ⊆ Hist(e),
and (ii) H ∈ χ(e) and e′ ∈ H imply H[[e′]] ∈ χ(e′). For an enriched event ⟨e,H⟩, we write ⟨e,H⟩ ∈ E if e ∈ E ′ and H ∈ χ(e).
In [9], a complete prefix ofUN is constructed by a saturation procedure that adds one enriched event at a time until there
remains no addition that would ‘‘contribute’’ new markings. We make this idea concrete in the following:
Definition 10 (Possible Extension). An enriched event ⟨e,H⟩ is a possible extension of an EP E if ⟨e′,H[[e′]]⟩ ∈ E for all
e′ ∈ H \ {e} and ⟨e,H⟩ /∈ E .
The algorithmwill take into account possible extensions in some suitable order. Let≺ be an order on configurations. If≺
satisfies thatC ≺ C ′ for anyC,C ′ such thatC @ C ′, thenwe call≺ basic.We extend≺ to enriched events by ⟨e,H⟩ ≺ ⟨e′,H ′⟩
ifH ≺ H ′. For a fixed≺, a tuple ⟨e,H⟩ is called cutoff iff there exists an enriched event ⟨e′,H ′⟩ such thatMark(H ′) = Mark(H)
and ⟨e′,H ′⟩ ≺ ⟨e,H⟩. Any basic order≺ parametrises the following informal algorithm for constructing an EP ofUN .
Algorithm 1.
• Start with the EP that contains justm0;
• Then, in each iteration, add a non-cutoff≺-minimal possible extension.
• If no non-cutoff possible extensions remain, terminate.
Remark 3. Notice that Algorithm 1 maintains condition (ii) of Definition 9, due to the choice of possible extensions in
Definition 10: condition (ii) is clearly satisfied initially, where there are no events; and every addition of a possible extension
maintains this invariant. The EP is thus closed in the sense of [9], Definition 13.
Algorithm 1 terminates if N is bounded. The size and shape of the produced prefix depends on the choice of ≺. In
particular, the resulting prefix may be complete or not. In Section 4.2, we discuss how to choose ≺ so that the prefix is
guaranteed to be both complete and not larger than the size of the reachability graph. Later, in Section 5 and Section 6 we
will discuss how to implement Algorithm 1 efficiently.
4.2. On complete prefixes
Algorithm 1 was first introduced in [9], where it was shown that the resulting prefix is complete when ≺ is following
partial order:
C ≺ C ′ iff |C| < |C ′|. (1)
This conditionwas originally introduced byMcMillan [17] in his seminal paper on Petri net unfoldings. However, it is known
that McMillan’s ordermay create complete prefixes that are up to exponentially larger than the reachability graph [10]. This
is because≺ is a partial order:multiple enriched eventsmay lead to the samemarking, but if they are incomparable (because
their histories have the same size), then none of them is a cutoff. It is therefore preferable to replace McMillan’s order by
a suitable finer order, ideally a total order, in which case the resulting prefix will have at most as many events as there are
reachable markings in the net (and usually far fewer).
For Petri nets, this problem was resolved in [10], which introduces adequate orders. Any adequate order will yield a
complete prefix, and [10] exhibits an adequate order that is total for safe nets. Below, in Definition 11, we present a slight
generalisation of the adequate orders from [10] that is more suitable for c-nets. We then show that these orders also yield
complete prefixes.
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Fig. 5. A net showing that concurrency is not a binary relation for c-net unfoldings.
We first adapt the notion of extension for a configuration. Given a configurationC, one calls a set of eventsX an extension
of C if C ∩ X = ∅ and C ∪ X is a configuration such that C ⊑ C ∪ X. We call two extensions X1,X2 (of different
configurations) isomorphic if the subnets labelled by f and consisting of the events X1, conditions •X1 ∪ X•1 ∪ X1 (resp.
X2) and G,D restricted to these events and conditions are isomorphic. It is evident that two configurations with the same
associated markings have the same extensions, modulo isomorphism.
Definition 11 (Adequate Order). Given a partial order ≺ on configurations, we call it adequate iff it satisfies the following
properties:
1. ≺ is well founded;
2. C1 @ C2 implies C1 ≺ C2;
3. ≺ is preserved by finite extensions, that is, if C1 ≺ C2, andMark(C1) = Mark(C2), for any extensionX of C1 there exists
some extensionX′ of C2 isomorphic toX such that C1 ∪X ≺ C2 ∪X′.
The above notion of adequate order differs from the one in [10] for condition 2, which is C1 ⊂ C2 there. Note that for
Petri net unfoldings C1 ⊂ C2 implies C1 @ C2, hence the two notions coincide. However, for contextual unfoldings this is
not the case; for instance, in Fig. 1 {e1, e3} @̸ {e1, e2, e3}. For c-nets therefore, Definition 11 is a slight generalisation of [10].
Proposition 1 (Completeness of the Prefix). Let N be a finite bounded c-net. If≺ is adequate, then Algorithm 1 terminates with
an EP E = ⟨P , χ⟩ such that P is a complete prefix ofUN .
Proof. The proof consists of two parts: first one shows that the algorithm terminates, then one shows that the result is
complete. The structure of the proof mimics the proof from [10], except that it has to be lifted to enriched events.
To prove that the algorithm terminates, one exploits that N is bounded, therefore the number of reachable markings is
bounded; this ensures that along any infinite chain C1 @ C2 @ · · · there are two configurations C1,C2 with Mark(C1) =
Mark(C2) and hence a cutoff.
To show that the resulting prefix is complete, let us say that E contains a configuration C of UN if all events of C are
in E and ⟨e,C[[e]]⟩ ∈ E for all e ∈ C. Let m be a reachable marking in N . Then there exists a configuration C of UN such
that Mark(C) = m. Either C is contained in E (and we are done), or C contains an enriched cutoff event ⟨e,C[[e]]⟩. In the
latter case, there exists a ≺-smaller enriched event ⟨e′,C ′⟩ ∈ UN with Mark(⟨e′,C ′⟩) = Mark(⟨e,C[[e]]⟩). We can then
construct isomorphic extensionsX,X′ of C[[e]] and C ′ and thus obtain (thanks to condition 3 of Definition 11) a≺-smaller
configurationwithmarkingm. Since≺ iswell-founded, this argument canbe iterated only finitelymany times, thus resulting
eventually in a configuration contained in E . 
5. Two approaches to possible extensions and concurrency
We now turn to the question of how to implement Algorithm 1 efficiently, for constructing unfoldings in practice. Notice
that Algorithm 1 is parametrised by an ordering ≺ on enriched events. While that order needs to be adequate to obtain
complete prefixes (see Section 4.2), the results in this section require only that≺ be basic.
Let N andUN be, as in the previous sections, a fixed finite c-net and its unfolding. The main computational problem of
Algorithm 1 is to identify the possible extensions in each iteration. For Petri net unfolders (which do not deal with histories)
this involves identifying sets M of conditions such that conc(M) and f (M) = •t for some t ∈ T (compare Definition 1).
For Petri nets, it is known that conc(M) holds iff conc({c1, c2}) for all pairs c1, c2 ∈ M . Possible extensions can therefore be
identified by repeatedly consulting a binary relation on conditions.Moreover, this binary relation canbe computed efficiently
and incrementally during prefix construction. This idea is exploited by existing tools such as Mole [12] or Punf [19].
The above statement about conc(·) is invalid for contextual unfoldings. Consider the net in Fig. 5, which is identical to
its unfolding, and the set M = {d1, d2, d3}. Clearly, the elements of M are pairwise concurrent, for instance d1, d2 may be
covered by firing e1, then e2. However, conc(M) does not hold. In fact, [{d1, d2, d3}] = {e1, e2, e3} cannot be fired in the same
run as e1 ↗ e2 ↗ e3 ↗ e1, i.e., it includes an asymmetric-conflict cycle and thus it is not a configuration.
In the following, we introduce a binary relation for c-net unfoldings in which pairwise concurrency does imply
reachability of the whole set. This relation is defined on conditions enriched with histories.
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Definition 12 (Histories for Conditions). Let c be a condition. A generating history of c is ∅ if c ∈ m0, or H ∈ Hist(e), where
{e} = •c. A reading history of c is any H ∈ Hist(e) such that e ∈ c. A history of c is any of its generating or reading histories
or H1 ∪ H2, where H1 and H2 are histories of c verifying¬(H1 # H2). In the latter case, the history is called compound.
In words, for a condition c , not belonging to the initial marking, a generating history is any history of the unique event
producing of c . When c is in the initial marking it has only an empty generating history. A reading history is any history of
the events reading c . Compound histories are combinations of generating and (possibly multiple) reading histories.
If H is a history of c , we call ⟨c,H⟩ an enriched condition, referred to as generating, reading, or compound condition,
according to H . For an EP E = ⟨P , χ⟩, we say ⟨c,H⟩ ∈ E if for all e ∈ •c ∪ c it holds C[[e]] ∈ χ(e), i.e., H is built from
histories in χ . The mapping f is extended to enriched events and conditions by f (⟨e,H⟩) = f (e) and f (⟨c,H⟩) = f (c).
Definition 13 (Concurrency for Enriched Conditions). Two enriched conditions ⟨c,H⟩, ⟨c ′,H ′⟩ are called concurrent, written
⟨c,H⟩ ∥ ⟨c ′,H ′⟩, iff ¬(H # H ′) and c, c ′ ∈ Cut(H ∪ H ′).
To illustrate the definition, we give some examples from Fig. 5.
• ⟨c1,∅⟩ ̸ ∥ ⟨d1, {e1}⟩ because c1 /∈ Cut({e1});
• ⟨d1, {e1}⟩ ̸ ∥ ⟨d2, {e2}⟩ because {e1} # {e2};
• ⟨c1,∅⟩ ∥ ⟨d3, {e3}⟩;
• ⟨d1, {e1}⟩ ∥ ⟨d2, {e1, e2}⟩.
Remark 4. Given enriched conditions ρ = ⟨c,H⟩ and ρ ′ = ⟨c ′,H ′⟩ the statement ρ ∥ ρ ′ is equivalent to the conjunction of
the next four statements:
1. ¬(∃e1 ∈ H, ∃e2 ∈ H ′ \ H, e2 ↗ e1)
2. ¬(∃e1 ∈ H ′, ∃e2 ∈ H \ H ′, e2 ↗ e1)
3. ¬(∃e ∈ H, c ′ ∈ •e)
4. ¬(∃e ∈ H ′, c ∈ •e)
The following facts will be useful in the subsequent proofs.
Remark 5. Let H,H ′ be two histories of the same event e. Then¬(H # H ′) if and only if H = H ′. In fact,¬(H # H ′) iff there
exists a configuration C such that H,H ′ ⊑ C iff H = C[[e]] = H ′.
Similarly, if ρ = ⟨c,H⟩ and ρ ′ = ⟨c,H ′⟩ are two generating conditions for the same c , then ρ ∥ ρ ′ if and only if H = H ′.
In fact, ¬(H # H ′) if and only if H = H ′. To see this, note that either c ∈ m0, then H = H ′ = ∅. Or •c = {e}, in which case
the result follows from the above observation.
We introduce another notion, that of an ancestor:
Definition 14 (Ancestor). Let ρ = ⟨c,H⟩ be a reading history. The ancestor of ρ, denoted ρ↑, is the unique generating
condition ⟨c,H ′⟩ such that H ′ ⊑ H .
Note that indeed H ′ is uniquely determined due to Remark 5.
In Section 5.1,we discuss how relation ∥helps to compute possible extensions. For this purpose,we propose twomethods
that we call lazy and eager. In Section 5.2 we then discuss how to update ∥ during the unfolding construction. In Section 5.3
we show how to obtain a unique decomposition for each possible extension, and in Section 5.4 we compare the lazy and the
eager approaches from a theoretical point of view.
5.1. Computing possible extensions
Wediscuss twoways of computing possible extensions. The first, called ‘‘lazy’’, avoids constructing compound conditions
(see Definition 12), reducing the number of enriched conditions considered. The second, ‘‘eager’’ approach does use
compound conditions, saving work when computing possible extensions instead.
Lazy approach. The lazy approach is based on the observation that the history associated with an event can be constructed
by taking generating and reading histories for places in the preset and generating histories for places in the context. This is
stated by the following proposition:
Proposition 2 (Possible Extensions — Lazy). The pair ⟨e,H⟩ with f (e) = t is an enriched event iff there exist sets Xp, Xc of
enriched conditions such that
1. f (Xp) = •t and f (Xc) = t;
2. Xp contains generating or reading conditions, Xc generating conditions;
3. Xp ∪ Xc contains exactly one generating condition for every c ∈ (•e ∪ e);
4. for all ρ, ρ ′ ∈ Xp ∪ Xc we have ρ ∥ ρ ′;
5. finally, H = {e} ∪⟨c,H ′⟩∈Xp∪Xc H ′.
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Fig. 6. Predecessors w.r.t. asymmetric conflict of an event e.
Proposition 2 allows to identify new possible extensions whenever a prefix is extended with new enriched conditions.
Compound conditions are avoided at the price of allowing Xp to contain, for every c ∈ •e, an arbitrary number of reading
conditions.
To illustrate the meaning of Xp and Xc in Proposition 2, consider Fig. 6. To create a history for event e, Xp must contain
generating histories for c2 and c3, i.e. histories of events e3 and e4. Optionally, Xp may contain a reading history of c3 coming
from e5. As for Xc , it must contain a generating history of c1 (coming from e2) but it must not contain a reading history of c1.
In fact, note that e1 is not an asymmetric-conflict predecessor of e, hence it is not included in any history of e.
Proof. Left-to-right.
Assume that ⟨e,H⟩ is an enriched event.We define Xp := X1∪X2, where X1 (resp. X2) are sets of generating (resp. reading)
conditions obtained from the generating (resp. reading) histories of •e that extend to H:
X1 = {⟨c,∅⟩ | c ∈ •e ∩ m0} ∪ {⟨c,H[[e′]]⟩ | c ∈ •e \ m0 ∧ {e′} = •c}
X2 = {⟨c,H[[e′]]⟩ | c ∈ •e ∧ e′ ∈ c ∩ H}.
For Xc , we take the generating histories of conditions in e:
Xc = {⟨c,∅⟩ | c ∈ e ∩ m0} ∪ {⟨c,H[[e′]]⟩ | c ∈ e \ m0 ∧ {e′} = •c}.
This choice of Xp and Xc evidently satisfies properties 1, 2, and 3 of Proposition 2. As for the rest:
Property 4. Let ⟨c1,H1⟩, ⟨c2,H2⟩ ∈ Xp ∪ Xc . Then H1 ⊑ H and H2 ⊑ H , so ¬(H1 # H2). Moreover, c1 ∈ Cut(H1) and
c2 ∈ Cut(H2). Assume w.l.o.g. that c1 /∈ Cut(H1 ∪ H2). Then there exists e′ ∈ H2 such that c1 ∈ •e′. Since c1 ∈ •e ∪ e, we
have e ↗ e′. Moreover, e′ ∈ H2 ⊑ H , where the configuration H is a history of e, therefore by definition e′ ↗∗H e. This is
a contradiction because H may not contain asymmetric conflict cycles.
Property 5. Recall that any e′ ∈ H satisfies e′ ↗∗H e. So either e′ = e or there exists e′′ ∈ H such that e′ ↗∗H e′′ and e′′ ↗ e.
From all such e′′, pick one that is maximal w.r.t. <. According to Definition 2 and Definition 5, this leaves three cases:
there is c such that either (i) c ∈ •e and e′′ ∈ •c , or (ii) c ∈ •e and e′′ ∈ c , or (iii) c ∈ e and e′′ ∈ •c . Moreover, since
e′′ ∈ H , we conclude that H ′′ := H[[e′′]] is a history such that H ′′ ⊑ H . Thus, in cases (i) and (ii), ⟨c,H ′′⟩ ∈ Xp, and in case
(iii), ⟨c,H ′′⟩ ∈ Xc . Finally, e′ ∈ H ′′ because e′ ∈ H and e′ ↗∗H e′′.
Right-to-left.
Suppose that there exist Xp, Xc , and H fulfilling properties 1–5. We have to show that H is a history of e. To see this, it
suffices to see that H is a configuration and that H[[e]] equals H .
H is causally closed. AnyH ′ such that ⟨e′,H ′⟩ ∈ Xp∪Xc is causally closed. Moreover, the choice of Xp ensures that all causal
predecessors of e are contained in H .
↗H is acyclic. By contradiction, assume that there exists a simple cycle e1 ↗H e2 ↗H · · · ↗H en ↗H e1, for some n ≥ 2.
Either e appears in the cycle, then w.l.o.g. e1 = e and e2 ∈ H2, for some ⟨c2,H2⟩ ∈ Xp ∪ Xc . Now, e ↗ e2 implies (see
Definition 5) either e < e2, e ∩ •e2 ≠ ∅, or •e ∩ •e2 ≠ ∅. In all cases, H2 consumes a token from some c1 ∈ •e ∪ e. Due to
property 3, Xp ∪ Xc contains some tuple ⟨c1,H1⟩, but ⟨c1,H1⟩ ̸ ∥ ⟨c2,H2⟩, violating property 4.
Or e does not appear in the cycle, then w.l.o.g. e2 ∈ H2 and e1 ∈ H1 \ H2 for some ⟨c1,H1⟩, ⟨c2,H2⟩ ∈ Xp ∪ Xc , where
H1 ≠ H2. Thus, H1 # H2, violating property 4.
H[[e]] = H.We need to show that e′ ↗∗H e holds for each e′ ∈ H . Recall that the elements ⟨c ′,H ′⟩ ∈ Xp ∪ Xc are chosen
such that H ′ is either empty or a history of some e′′ such that e′′ ↗ e. Thus, if e′ ≠ e, we have e′ ↗∗H e′′ ↗ e for some
suitable e′′, and for e′ = e the condition holds trivially. 
Eager approach. The eager approach, instead of attempting to combine generating and reading histories when computing a
possible extension, explicitly produces all types of enriched conditions, including compoundones. Thismeansmore enriched
conditions, but on the other hand less work when computing possible extensions.
Proposition 3 (Possible Extensions — Eager). The pair ⟨e,H⟩ with f (e) = t is an enriched event iff there exist sets Xp, Xc of
enriched conditions such that
1. f (Xp) = •t and f (Xc) = t;
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2. Xp contains arbitrary enriched conditions, Xc generating conditions;
3. Xp ∪ Xc contains exactly one enriched condition for every c ∈ (•e ∪ e);
4. for all ρ, ρ ′ ∈ Xp ∪ Xc we have ρ ∥ ρ ′;
5. finally, H = {e} ∪⟨c,H ′⟩∈Xp∪Xc H ′.
Before we proceed with the proof, let us make some remarks. First, notice that |Xp| = |•t| by properties 1 and 3 in
Proposition 3 whereas no such bound exists in Proposition 2. Like the latter, Proposition 3 allows to identify new possible
extensions upon addition of new enriched conditions.
As an example, consider again Fig. 6. The set Xp must contain an arbitrary history for c2 and c3. Concretely, for c2 we can
take only a generating history (coming from e3), while for c3 we can use a generating history (coming from e4) or a compound
history (combining histories of e4 and e5). Instead, Xc is still restricted to include generating histories only, in this case of c1.
Second, one can establish a relation between possible extensions according to Propositions 2 and 3. Let Xp be a set as in
Proposition 2. We define
Eager(Xp) :=


c,

⟨c,H⟩∈Xp
H

| c ∈ •e
 .
On the other hand, if Xp is a set as in Proposition 3, let
Lazy(Xp) := {⟨c,H[[e′]]⟩ | ⟨c,H⟩ ∈ Xp ∧ e′ ∈ (•c ∪ c) ∩ H} ∪ {⟨c,∅⟩ | c ∈ •e ∩ m0}.
We are now ready to state the proof of Proposition 3.
Proof (of Proposition 3). We shall prove that a collection of enriched conditions satisfying properties 1–5 in Proposition 2
exists if and only if such a collection exists for properties 1–5 in Proposition 3.
Left-to-right.
Let Xp, Xc be a pair of sets as per Proposition 2. We define X ′p := Eager(Xp) and prove that X ′p, Xc satisfy properties 1–5 of
Proposition 3.
Properties 1 and 5 are immediate. For properties 2 and 3 it suffices to realise that the elements of Xp are concurrent,
therefore their union forms a valid compound history according to Definition 12.
For property 4, let ρ = ⟨c,H1 ∪ · · · ∪ Hm⟩, ρ ′ = ⟨c ′,Hm+1,∪ · · · ∪ Hn⟩ ∈ X ′p ∪ Xc such that ⟨c,Hi⟩, ⟨c ′,Hj⟩ ∈ Xp ∪ Xc
for 1 ≤ i ≤ m and m < j ≤ n. The elements of Xp ∪ Xc are concurrent, so c, c ′ ∈ Cut(H1 ∪ · · · ∪ Hn). Moreover, if
(H1 ∪ · · · ∪ Hm) # (Hm+1 ∪ · · · ∪ Hn), then Hi # Hj for some 1 ≤ i ≤ m < j ≤ n, which contradicts the assumption that
Xp ∪ Xc are pairwise concurrent. Thus, ρ ∥ ρ ′ holds.
Right-to-left.
Let Xp, Xc be a pair of sets as per Proposition 3.We define X ′p := Lazy(Xp). Nowwe show that X ′p, Xc satisfy properties 1–5
of Proposition 2.
Properties 1, 2, and 3 are immediate from the definition of X ′p, Xc . Property 4 follows from pairwise concurrency in Xp, Xc .
For property 5, we need to show that every event e′ ∈ H is included in one of the elements of X ′p ∪ Xc . For e′ = e, this is
immediate. Otherwise there exists a chain e′ ↗H · · · ↗H e′′ ↗H e such that e′′ ∈ •(•e) ∪ •e ∪ •(e). The definition of X ′p and
Xc implies that their union contains at least one tuple ⟨c,H[[e′′]]⟩, where e′ ∈ H[[e′′]]. 
5.2. Updating the concurrency relation
Propositions 2 and 3 tell us how to identify possible extensions: it suffices to identify a set of concurrent enriched
conditions satisfying suitable side conditions. We thus need a technique for efficiently computing the binary concurrency
relation ∥ on enriched conditions. In the following, we discussmethods that allow to do this incrementally, i.e., by extending
∥whenever the unfolding grows by the insertion of new enriched events.
Again, it shall be useful to contrast our approachwith that for Petri nets. There,when an event e is createdwith concurrent
presetM , a condition c in e• is concurrent with other conditions in e•, non-concurrent with the elements ofM , and for any
other condition c ′ we have conc({c, c ′}) iff conc({ci, c ′}) for all ci ∈ M .
This principle is not correct for c-nets, even when lifted to enriched conditions. Consider Fig. 1(b). Let us consider
the enriched conditions ρ1 = ⟨c3, {e1}⟩, ρ = ⟨c ′2, {e1, e3}⟩, and ρ ′ = ⟨c4, {e1, e2}⟩. Now, ρ1 is used to create the possible
extension ⟨e3, {e1, e3}⟩, which gives rise to the enriched condition ρ. Observe that ρ1 ∥ ρ ′ holds but ρ ∥ ρ ′ does not.
Intuitively, this is because ρ ′ contains an event (e2) that reads, without consuming, a condition (c3) in •e3, and such event is
not included in ρ1. For computing the concurrency relation ∥, wemust therefore introduce an additional condition ensuring
that such events are taken into account correctly.
The following two results show how to achieve this. Proposition 4 deals with generating and reading conditions, and
Proposition 5 with compound conditions.
Proposition 4 (Updating Concurrency). In Algorithm 1, let E be the current EP, where ⟨e,H⟩ is the last addition thanks to sets
Xp, Xc as per Proposition 2 or Proposition 3. We denote by Yp = e•×{H} and Yc = e×{H} the generating and reading conditions
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created by the addition of ⟨e,H⟩. Let ρ = ⟨c,H⟩ ∈ Yp ∪ Yc , and let ρ ′ = ⟨c ′,H ′⟩ ∈ E be any other enriched condition. Then
ρ ∥ ρ ′ iff
ρ ′ ∈ Yp ∪ Yc ∨

c ′ /∈ •e ∧ •e ∩ H ′ ⊆ H ∧ ∀ρi ∈ Xp ∪ Xc : (ρi ∥ ρ ′)

.
Proof. Left-to-right.
Assume ρ ∥ ρ ′ and ρ ′ /∈ Yp ∪ Yc . Since ¬(H # H ′), there exists a configuration C such that H ⊑ C and H ′ ⊑ C.
1. Clearly, c ′ /∈ •e is implied by c ′ ∈ Cut(H ∪ H ′).
2. Let e′ be an event in •e ∩ H ′. Then e′ ↗ e. Since ¬(H # H ′), and due to Remark 1, e′ cannot be in H ′ \ H , so e′ ∈ H .
3. Let ρi = ⟨ci,Hi⟩ ∈ Xp ∪ Xc . Then Hi ⊑ H ⊑ C, therefore¬(Hi # H ′). Moreover c ′ ∈ Cut(Hi ∪ H ′). In fact, otherwise there
would exist e1 ∈ Hi that consumes c ′ and this would contradict c ′ ∈ Cut(H ∪ H ′).
It remains to show that ci ∈ Cut(Hi ∪ H ′). Assume that there is e′′ ∈ H ′ such that ci ∈ •e′′. Since e ↗ e′′ ↗∗ e′ and
¬(H # H ′), necessarily e ∈ H ′, e ≠ e′, and H = H ′[[e]] ⊑ H ′. Due to condition (ii) of Definition 9 (cf. also Remark 3)
⟨e′,H ′⟩ ∈ E implies ⟨e,H⟩ ∈ E . But then, ⟨e,H⟩ cannot be a possible extension.
Right-to-left.
We shall show that if the right-hand side of Proposition 4 holds, then ρ ∥ ρ ′.
Suppose ρ ′ ∈ Yp ∪ Yc . Then H ′ = H , so ¬(H # H ′). Moreover, since c, c ′ ∈ e ∪ •e, and H is a history for e, we have
c, c ′ ∈ Cut(H). Therefore, ρ ∥ ρ ′ as desired.
Let us now assume that the right-hand part of the disjunction holds, and assume by contradiction that ¬(ρ ∥ ρ ′). Then
either H # H ′ or c, c ′ /∈ Cut(H ∪ H ′).
1. If H # H ′, then (i) either there exists e1 ∈ H , e2 ∈ H ′ \ H with e2 ↗ e1 or (ii) e1 ∈ H \ H ′, e2 ∈ H ′ with e1 ↗ e2. In either
case, e1 = emust hold; in fact, if e1 were in H \ {e}, then ρi ̸ ∥ ρ ′ for some ρi ∈ Xp ∪ Xc .
(i) There are three cases for e2 ↗ e.
• If e2 < e, then e2 ∈ H because H is causally closed, which contradicts e2 ∈ H ′ \ H .
• If e2 ∩ •e ≠ ∅, then again e2 ∈ H because •e ∩ H ′ ⊆ H .
• If •e2 ∩ •e ≠ ∅, then clearly ρ ′ ̸ ∥ ρi for some ρi ∈ Xp.
(ii) There are three cases for e ↗ e2.
• If e < e2, then H ′ consumes all tokens from •e, so ρ ′ is not concurrent with any element of Xp.
• If e ∩ •e2 ≠ ∅, then ρ ′ is not concurrent with some element of Xc .
• If •e ∩ •e2 ≠ ∅, see (i).
2. If c ′ /∈ Cut(H ∪ H ′), then there exists e1 ∈ H with c ′ ∈ •e1. If e1 ≠ e, we would get ρi ̸ ∥ ρ ′ for some ρi ∈ Xp ∪ Xc . But if
e1 = e, then c ′ ∈ •e, contradicting our assumption.
3. If c /∈ Cut(H ∪ H ′), then there exists e1 ∈ H ′ with c ∈ •e1. If ρ ∈ Yp, then H ′ consumes all of •e; if ρ ∈ Yc , then H ′
consumes some element of e. In either case, we get non-concurrency between ρ ′ and some element of Xp ∪ Xc . 
As a complement to Proposition 4, the following result allows to compute the concurrency relation for compound
conditions.
Proposition 5 (Updating Concurrency – Compound). Let ρ = ⟨c,H1 ∪ H2⟩ be a compound condition of E , where ρ1 = ⟨c,H1⟩,
ρ2 = ⟨c,H2⟩ are enriched conditions verifying¬(H1 # H2). Let ρ ′ = ⟨c ′,H ′⟩ ∈ E be any enriched condition. Then
ρ ∥ ρ ′ ⇐⇒ ρ1 ∥ ρ ′ ∧ ρ2 ∥ ρ ′.
Proof. Let H = H1 ∪ H2.
Left-to-right.
By contradiction, assume ρ ∥ ρ ′ and w.l.o.g. ρ1 ̸ ∥ ρ ′. Then one of the four statements in Remark 4 must be false:
1. There exist e1 ∈ H ′ and e2 ∈ H1 \ H ′ verifying e2 ↗ e1. As e2 ∈ H \ H ′, we have H # H ′, a contradiction to ρ ∥ ρ ′.
2. There exist e1 ∈ H1 and e2 ∈ H ′ \ H1 verifying e2 ↗ e1. As H1 ⊆ H , we have e1 ∈ H . Regarding e2, we have two
cases: either e2 /∈ H or e2 ∈ H . Assuming the former immediately leads us to the contradiction H # H ′. Assuming
e2 ∈ H = H1 ∪ H2 leads to e2 ∈ H2 \ H1. In turn, this implies H1 # H2, a contradiction to our hypothesis.
3. There exists e ∈ H1 such that c ′ ∈ •e. Then e ∈ H and H also consumes c ′, a contradiction to ρ ∥ ρ ′.
4. There exists e ∈ H ′ such that c ∈ •e. This is a contradiction to ρ ∥ ρ ′.
Right-to-left. Assume ρ1 ∥ ρ ′, ρ2 ∥ ρ ′, and by contradiction ρ ̸ ∥ ρ ′. We consider the four cases of Remark 4:
1. There exist e1 ∈ H and e2 ∈ H ′ \ H verifying e2 ↗ e1. Then either e1 ∈ H1, and H1 # H ′ holds, or e1 ∈ H2 and H2 # H ′
holds. In any case we reach a contradiction to our hypothesis.
2. There exist e1 ∈ H ′ and e2 ∈ H \ H ′ verifying e2 ↗ e1. Same argument as before, regarding e2 instead of e1.
3. There exists e ∈ H such that c ′ ∈ •e. Either e ∈ H1 and ¬(ρ1 ∥ ρ ′) or e ∈ H2 and ¬(ρ2 ∥ ρ ′). In any case we reach a
contradiction to our hypothesis.
4. There exists e ∈ H ′ such that c ∈ •e. This is a contradiction to ρ1 ∥ ρ ′. 
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Fig. 7. Propositions 2 and 3 allow multiple constructions of ⟨e, {e1, . . . , en, e}⟩.
5.3. Unique possible extensions
Propositions 2 and 3 show how possible extensions are constructed, in both lazy and eager fashions. Essentially, a
history H for an event is constructed by taking generating histories for the conditions in e, while for the conditions in •e
one takes a generating history and optionally some reading histories. In the eager case, the latter are combined to one single
compound history.
The optionality of the reading histories means that, in some cases, the same history H may be constructed in different
ways, by combining different sets of enriched conditions. Consider the unfolding in Fig. 7. Condition c has n + 1 different
reading histories: H0 := ∅, H1 := {e1}, . . . ,Hn := {e1, . . . , en}, while c ′ has one single history H := Hn. Notice that we
have ⟨c,Hi⟩ ∥ ⟨c ′,H⟩ for all i = 0, . . . , n. Thus, there exists a multitude of possibilities to construct the enriched event
⟨e,H ∪ {e}⟩: there are 2n+1 collections satisfying Proposition 2 and n+ 1 collections for Proposition 3.
In the following, we discuss how to remove this ambiguity, i.e. how additional constraints can be inserted into
Propositions 2 and 3 so that every tuple ⟨e,H⟩ can be obtained from a unique collection of enriched conditions. Roughly, the
idea is simple: if one element of Xp ∪ Xc contains an event e′ that reads from c ∈ •e, then that event must be contained in a
reading (resp. compound) condition for c included in Xp.
In both lazy and eager mode, this requires to compute an additional relationship between enriched conditions, and we
propose how this can be computed.
5.3.1. Lazy approach: subsumption
For the lazy approach, which deals exclusively with generating and reading histories, we use the notion of subsumption:
Definition 15 (Subsumption). Let ρ = ⟨c,H⟩ be a generating or reading condition and ρ ′ = ⟨c ′,H ′⟩ be a reading condition,
where H ′ is the history of some e ∈ c ′. If e ∈ H , c ′ ∈ Cut(H), and H ′ = H[[e]], we say that ρ subsumes ρ ′, written ρ ∝ ρ ′.
In other words, the subsuming condition ρ includes H ′ and reads but never consumes c ′. For instance, in Fig. 7, ⟨c ′,H⟩ ∝
⟨c,Hi⟩, for all i = 1, . . . , n.
Definition 16 (Subsumption Closure). Let Xp, Xc be sets of enriched conditions enjoying the properties in Proposition 2. We
call Xp, Xc subsumption-closed if additionally for any ρ ∈ Xp ∪ Xc , if ρ ∝ ρ ′ for some reading condition ρ ′ such that ρ ′↑ ∈ Xp,
then ρ ′ ∈ Xp.
For instance, the collection ⟨c,∅⟩, ⟨c ′,H⟩ satisfies the conditions of Proposition 2 but is not subsumption-closed since
⟨c ′,H⟩ ∝ ⟨c,H1⟩, ⟨c,H1⟩↑ = ⟨c,∅⟩ ∈ Xp but ⟨c,H1⟩ /∈ Xp. The only subsumption-closed collection to produce ⟨e,H ∪ {e}⟩
is {⟨c,Hi⟩ | i = 0, . . . , n} ∪ {⟨c ′,H⟩}.
We now show how, for subsumption-closed collections Xp, Xc , knowledge of the relation ∝ can be used for computing
concurrency.
Proposition 6 (Concurrency vs. Subsumption). In Algorithm 1, let E be the current EP, where ⟨e,H⟩ is the last addition thanks
to sets Xp, Xc as per Proposition 2 and assume Xp, Xc subsumption-closed. We denote by Yp = e• × {H} and Yc = e × {H}
the generating and reading conditions created by the addition of ⟨e,H⟩. Let ρ ′ = ⟨c ′,H ′⟩ be any enriched condition such that
ρ ′ /∈ Yp ∪ Yc , c ′ /∈ •e, and ∀ρ1 ∈ Xp ∪ Xc : (ρ1 ∥ ρ ′). Then the following are equivalent:
1. for all ρ ′′ such that ρ ′ ∝ ρ ′′ and ρ ′′↑ ∈ Xp we have ρ ′′ ∈ Xp;
2. •e ∩ H ′ ⊆ H.
Proof. Left-to-right
Let e′′ be in •e ∩ H ′, i.e. e′′ ∈ H ′ and there is c1 ∈ •e ∩ e′′. Let ρ ′′ = ⟨c1,H ′[[e′′]]⟩ and note that ρ ′ does not consume c1, so
by definition ρ ′ ∝ ρ ′′. Let ρ1 = ⟨c1,H1⟩ ∈ Xp be the generating condition associated with c1 in Xp. Denote ρ ′′↑ = ⟨c1,H ′′1 ⟩.
Recall that ρ1 ∥ ρ ′ implies the existence of a configuration C such that H1 ⊑ C and H ′′1 ⊑ H ′[[e′′]] ⊑ H ′ ⊑ C. Therefore
¬(H ′′1 # H1), and thus, by Remark 5, H ′′1 = H1. Therefore, ρ1 = ρ ′′↑ and thus, by 1. we have ρ ′′ ∈ Xp and hence e′′ ∈ H .
Right-to-left
Suppose that ρ ′ ∝ ρ ′′ = ⟨c1,H ′′1 ⟩, where H ′′1 = H ′[[e′′]] for some e′′ ∈ H ′, and suppose ρ ′′↑ = ρ1 = ⟨c1,H1⟩ ∈ Xp. Now
c1 ∈ •e∩ e′′, and since, by construction of the unfolding, •e∩ e = ∅ (see Definition 1), we have e′′ ≠ e. But e′′ ∈ •e∩ H ′ and
by 2. we get e′′ ∈ H , so there must be some ρ2 = ⟨c2,H2⟩ ∈ Xp ∪ Xc with e′′ ∈ H2. By assumption, ρ2 ∥ ρ ′, so there exists
some configuration C such that H2[[e′′]] ⊑ H2 ⊑ C and H ′′1 = H ′[[e′′]] ⊑ H ′ ⊑ C. This implies ¬(H2[[e′′]] # H ′′1 ), hence by
Remark 5 they are equal, so by definition ρ2 ∝ ρ ′′. If Xp, Xc is subsumption-closed, then we have ρ ′′ ∈ Xp, as desired. 
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Proposition 6 shows how knowledge of the subsumption relation can be useful for updating the concurrency relation;
condition 1 of Proposition 6 can be used to implement or replace the condition •e ∩ H ′ ⊆ H of Proposition 4. This, on the
other hand, begs for a way to incrementally compute∝, too, which is done by Proposition 7.
Proposition 7 (Updating Subsumption). In Algorithm 1, let E be the current EP, where ⟨e,H⟩ is the last addition thanks to sets
Xp, Xc as per Proposition 2. We denote by Yp = e• × {H} and Yc = e× {H} the generating and reading conditions created by the
addition of ⟨e,H⟩. Let ρ = ⟨c,H⟩ ∈ Yp ∪ Yc , and let ρ ′ = ⟨c ′,H ′⟩ ∈ E be any other enriched condition. Then ρ ∝ ρ ′ if and only
if
ρ ′ ∈ Yc ∨ (∃ρ ′′ ∈ Xp ∪ Xc : ρ ′′ ∝ ρ ′ ∧ ρ ∥ ρ ′).
Proof. Left-to-right.
If ρ ∝ ρ ′, then by Definition 15 there is some e′ ∈ H ∩ c ′ such that H ′ = H[[e′]] and c ′ ∈ Cut(H).
1. Either e′ = e, then H ′ = H and ρ ′ ∈ Yc .
2. Otherwise e′ is contained in someH ′′ such that ρ ′′ = ⟨c ′′,H ′′⟩ ∈ Xp∪Xc . Since c ′ ∈ e′, c ′must be either initial or produced
by H ′′, and H ′′ does not consume c ′ (since H does not), so c ′ ∈ Cut(H ′′).
We have H ′ = H[[e′]] ⊑ H and H ′′[[e′]] ⊑ H ′′ ⊑ H . Therefore,¬(H ′ # H ′′[[e′]]) and by Remark 5 we have H ′ = H ′′[[e′]]
and hence ρ ′′ ∝ ρ ′.
Finally, ρ ∥ ρ ′ follows from ρ ∝ ρ ′: we have H ′ ⊑ H , so clearly ¬(H # H ′), and c, c ′ ∈ Cut(H).
Right-to-left.
1. If ρ ′ ∈ Yc , then c ′ ∈ e and H ′ = H = H[[e]], so clearly ρ ∝ ρ ′ (and vice versa).
2. Let ρ ′′ = ⟨c ′′,H ′′⟩ ∈ Xp ∪ Xc such that ρ ′′ ∝ ρ ′ and assume ρ ∥ ρ ′. From the former we get c ′ ∈ Cut(H ′′) and from
the latter c ′ ∈ Cut(H ∪ H ′). So c ′ is initial or produced by H ′′ ⊑ H and not consumed by H , thus c ′ ∈ Cut(H). Now,
ρ ′′ ∝ ρ ′ implies some e′ ∈ H ′′ such that H ′ = H ′′[[e′]]. It remains to show that H[[e′]] = H ′′[[e′]], which again follows from
Remark 5. 
The results of this section lead us to the following characterisation of unique possible extensions.
Corollary 1 (Unique Lazy Extensions). The pair ⟨e,H⟩ with f (e) = t is an enriched event iff there exist sets Xp, Xc of enriched
conditions such that
1. f (Xp) = •t and f (Xc) = t;
2. Xp contains generating or reading conditions, Xc generating conditions;
3. Xp ∪ Xc contains exactly one generating condition for every c ∈ (•e ∪ e);
4. for all ρ, ρ ′ ∈ Xp ∪ Xc we have ρ ∥ ρ ′;
5. Xp, Xc are subsumption closed;
6. finally, H = {e} ∪⟨c,H ′⟩∈Xp∪Xc H ′.
Moreover, for any enriched event ⟨e,H⟩ there exists exactly one pair of sets Xp, Xc satisfying properties 1–6.
Proof. The ‘‘iff’’ part follows almost directly from Proposition 2. We just need to observe that any collection that does not
satisfy property 5 can be made subsumption-closed by adding all the ρ ′ according to the rule given in Definition 16.
It remains to show theuniqueness of the pairXp, Xc w.r.t. ⟨e,H⟩.We start by observing that for anyρ1 = ⟨c1,H1⟩ ∈ Xp∪Xc ,
it holds H1 ⊑ H . In fact, let e′ ∈ H1 and e′′ ∈ H , such that e′′ ↗ e′. Then e′′ ≠ e, otherwise e′ ↗∗ e ↗ e′ would be a cycle of
asymmetric conflict inH . Hence there is some ρ2 = ⟨c2,H2⟩ ∈ Xp∪Xc such that e′′ ∈ H2. Since ρ1 ∥ ρ2 and thus¬(H1 # H2),
we deduce e′′ ∈ H1, as desired.
Now, let X ′p, X ′c be another pair of sets of enriched conditions satisfying properties 1–6 above for ⟨e,H⟩. For any condition
ρ1 = ⟨c1,H1⟩ ∈ Xp ∪ Xc , we distinguish two cases. First, if ρ1 is a generating condition, then by property 3 there exists
ρ ′1 = ⟨c1,H ′1⟩ ∈ X ′p ∪ X ′c . By the observation above, H1,H ′1 ⊑ H , hence ρ1 ∥ ρ ′1 and thus, by Remark 5, ρ1 = ρ ′1 ∈ X ′p ∪ X ′c .
The second possibility is that ρ1 is a reading condition, i.e., H1 is the history of some e1 ∈ •e. Since e1 ∈ H , there exists
ρ ′2 = ⟨c2,H ′2⟩ ∈ X ′p ∪ X ′c such that e1 ∈ H ′2. Clearly c1 ∈ Cut(H ′2) and thus ρ ′2 ∝ ⟨c1,H ′2[[e1]]⟩ =: ρ ′1. Moreover, it is easy
to see that ρ ′1
↑ ∈ X ′p and thus subsumption closure of X ′p, X ′c leads us to conclude that ρ ′1 ∈ X ′p. To conclude, observe that
H ′2[[e1]] ⊑ H ′2 ⊑ H and H ′1 ⊑ H , and thus, by Remark 5, H ′2[[e1]] = H1, since they are both histories of event e1. Therefore
ρ1 = ρ ′1 ∈ X ′p ∪ X ′c .
Therefore Xp ∪ Xc ⊆ X ′p ∪ X ′c . By symmetry we conclude that they must coincide. 
5.3.2. Eager approach: asymmetric concurrency
We now show how possible extensions can be made unique in the eager approach. In the lazy case, we used the concept
of subsumption to achieve this. Recall its intuition: if one element of Xp∪Xc contains an event e′ that reads from some c ∈ •e,
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then that event must be contained in a reading condition for c included in Xp. For the eager case, this idea must be adapted
to compound conditions, where the history of c may be a union of several of its readers. In this case, we demand that at least
those readers of c contained elsewhere in Xp ∪ Xc are included in the (compound) history chosen for c in Xp.
We introduce a new relation between enriched conditions that captures this intuition. It is a refinement of ∥ that we call
asymmetric concurrency (//). It turns out that unique possible extensions can be characterised using only this relation.
Definition 17 (Asymmetric Concurrency). Let ρ = ⟨c,H⟩ and ρ ′ = ⟨c ′,H ′⟩ be two enriched conditions. We say that ρ is
asymmetrically concurrent to ρ ′, written ρ // ρ ′ iff ρ ∥ ρ ′ and c ∩ H ′ ⊆ H .
Notice that // is an asymmetric relation.
The following proposition relates ∥ and // for generating conditions:
Proposition 8 (Concurrency vs Asymmetric Concurrency). Suppose that ρ = ⟨c,H⟩ is a generating enriched condition and
ρ ′ = ⟨c ′,H ′⟩ is an arbitrary enriched condition. Then ρ ∥ ρ ′ iff ρ // ρ ′ or ρ ′ // ρ .
Proof. We only need to prove the direction from left to right, the other trivially follows from Definition 17. So suppose by
contradiction that ρ ∥ ρ ′ and neither ρ // ρ ′ nor ρ ′ // ρ. Thus, there exist e1 ∈ (c ∩ H ′) \ H and e2 ∈ (c ′ ∩ H) \ H ′. So H is
not empty, and it is in fact the history of some event e ∈ •c. So e < e1, therefore emust be in H ′. Moreover, e2 ∈ H \ H ′, so
e2 ≠ e and e2 ↗+ e. This means H # H ′, contradicting ρ ∥ ρ ′. 
As for the computation of //, notice that ⟨c,H⟩ // ⟨c ′,H ′⟩ implies ⟨c,H⟩ ∥ ⟨c ′,H ′⟩. We can thus reuse Propositions 4 and
5 to obtain ∥ and check c ∩ H ′ ⊆ H and c ′ ∩ H ⊆ H ′ at the same time. More details are discussed in Section 6.
The following Corollary 2 summarises the results of this section, showing how unique possible extensions can be
characterised using only //.
Corollary 2 (Unique Eager Extensions). The pair ⟨e,H⟩ with f (e) = t is an enriched event iff there exist sets Xp, Xc of enriched
conditions such that
1. f (Xp) = •t and f (Xc) = t;
2. Xp contains arbitrary enriched conditions, Xc generating conditions;
3. Xp ∪ Xc contains exactly one enriched condition for every c ∈ (•e ∪ e);
4. ρ // ρ ′ for ρ ∈ Xp and ρ ′ ∈ Xp ∪ Xc ;
5. ρ // ρ ′ or ρ ′ // ρ for all ρ, ρ ′ ∈ Xc ;
6. finally, H = {e} ∪⟨c,H ′⟩∈Xp∪Xc H ′.
Moreover, for any enriched event ⟨e,H⟩ there exists exactly one pair of sets Xp, Xc satisfying properties 1–6.
Proof. The ‘‘iff’’ follows almost directly from Proposition 3 and Proposition 8. In particular, properties 4 and 5 imply that
ρ ∥ ρ ′ holds for all ρ, ρ ′ ∈ Xp ∪ Xc . Moreover, let Xp, Xc be some collection satisfying the conditions of Proposition 3 but not
Corollary 2. Then there are ρ1 = ⟨c1,H1⟩ ∈ Xp and ρ ′ = ⟨c2,H2⟩ ∈ Xp∪Xc with ρ1 ∥ ρ2 and some e′ ∈ (c1∩H2)\H1. We have
H2[[e′]] ⊑ H and therefore ¬(H1 # H2[[e′]]). Thus ρ1 can be replaced with the compound condition ρ ′1 = ⟨c1,H1 ∪ H2[[e′]]⟩
in Xp. This process can be repeated until property 4 is satisfied.
It remains to show uniqueness. Suppose there exists another collection X ′p, X ′c for the same enriched event ⟨e,H⟩. There
must be some ρ1 = ⟨c,H1⟩ ∈ Xp ∪Xc and ρ2 = ⟨c,H2⟩ ∈ X ′p ∪X ′c with H1 ≠ H2 and w.l.o.g. some e1 ∈ H1 \H2. Since e1 ∈ H ,
there must be some ρ3 = ⟨c ′,H3⟩ ∈ X ′p ∪ X ′c such that e1 ∈ H3.
If c ∈ •e and e1 ∈ c , then ρ2 ∈ Xp. but ρ2 // ρ3 would be violated.
So let c ∈ e∪ •e. If e1 ∈ •c , then H2 would not be a history of c. The final possibility is that e1 ↗+ e′ for some e′ ∈ •c ∪ c)
and e′ ∈ H2. But then H2 # H3. 
5.4. Discussion: lazy vs eager approach
In order to discover possible extensions of the form ⟨e,H⟩, both approaches consider combinations of generating and
reading histories for conditions c ∈ •e.
Consider Proposition 2. For every possible extension, the lazy approach takes one generating and possibly several reading
histories for c , all of which must be concurrent. If the events in c have many different histories, or c is large, then many
different combinations need to be checked for concurrency.
The eager approach (Proposition 3) takes exactly one enriched condition of arbitrary type, including compound, for
c. A compound history is a set of concurrent reading histories (Definition 12); thus a compound condition represents
precomputed information needed to identify possible extensions. In this sense, the eager and the lazy approach can be
thought of as different time/space tradeoffs.
We consider two examples in which eager beats lazy and vice versa. In Fig. 8(a), condition c has a sequence of n readers
and hence n + 1 histories {e1, . . . , ei}, for i = 0, . . . , n. For each history H of c ′, eager simply combines H with the n + 1
histories for c , while lazy checks all 2n subsets of e1, . . . , en to find these n+ 1 compound histories. If c ′ has many histories,
eager becomes largely superior. Of course, an intelligent strategy may help lazy to avoid exploring all 2n subsets one by
one. However, even with a good strategy, lazy still has to enumerate at least the same combinations as eager; and since the
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Fig. 8. Good examples for the eager (a) and the lazy (b) approaches.
problem of identifying the useful subsets is NP-complete [20], therewill always be instanceswhere lazy becomes inefficient,
whatever strategy is employed.
On the other hand, consider Fig. 8(b). Again, c has n readers, this time yielding 2n histories. Suppose that f (c) is an input
place of some transition t . Now, if t also has f (a) and f (b) in its preset, then no t-labelled event e will ever be generated in
the unfolding, and all histories of c are effectively useless. Since those compound conditions also appear in the computation
of the concurrency relation, they become a liability in terms of both memory and execution time. The lazy approach does
not suffer from this problem here.
Both approaches therefore have their merits, and we implemented them both. We shall report on experiments in
Section 7.
5.5. Memory usage
We shall briefly discuss thememory usage arising from themethods proposed in this section. There are twomajor factors
determining memory consumption:
• As some of our examples show, notably Fig. 3(a) and Fig. 8(b), a condition in the unfoldingmay have a number of histories
exponential in the number of events reading from it. Thus, the memory usage for creating a finite unfolding prefix may
be exponentially larger than the unfolding prefix that is eventually produced.
• Moreover, thememory needed to store the binary relations between enriched conditions such as ∥,∝, and // is quadratic
w.r.t. the number of these enriched conditions in the worst case.
One could ask whether these memory blowups are really necessary. Let us first discuss this question with regard to
the second point: in a concrete implementation, the binary relations ∥, ∝, and // could either be stored explicitly (at the
cost of quadratic memory overhead) or decided individually for each pair whenever necessary, by directly checking the
respective definitions, at the cost of higher computation time.We initially implemented the second approach [21]; however,
the running times were such that only small unfoldings with a few hundred events could be produced in reasonable time.
We therefore chose to store the binary relations explicitly.
Histories, on the other hand, allow to easily identify new possible extensions (as per Propositions 2 and 3). In principle,
one could imagine an additional time/space tradeoff in which not only the concurrency relation but even the histories
themselves are constructed on demand whenever one tries to instantiate the above-mentioned propositions, leading to
an algorithmwhich consumes only linear space w.r.t. the size of the unfolding prefix. Due to the unsatisfactory results with
the concurrency relation, we did not consider this approach.
In any case, the memory usage is asymptotically the same as for the PR-encoding. Section 6 contains some hints on how
to store histories efficiently, and Section 7 provides data on actual memory usage on several examples.
6. Efficient prefix construction
We implemented the procedure from Algorithm 1, using the methods proposed in Section 5. The resulting tool, called
Cunf, is publicly available [11]. Cunf expects as input a c-net and produces as output a complete unfolding prefix. The current
implementation of Cunf is restricted to safe c-nets because our examples of interest are in this domain.Moreover, this choice
simplifies certain data structures and algorithms in the implementation.
Notice that there exist efficient tools for the unfolding of Petri nets, such as Mole [12] or Punf [19]. While we profited
much from the experiences gained fromdevelopingMole, Cunf is not an extension of it. The issues of asymmetric conflict and
histories permeate every aspect of the construction so that we went for a completely new implementation in C, comprising
some 4000 lines of code.
Here,we review some features such as data structures and implementation details relevant to handling the complications
imposed by contextual unfoldings, that helped to produce an efficient tool. Experiments are reported in Section 7.
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6.1. The history graph
Cunf needs to maintain enriched events and conditions, i.e. tuples ⟨e,H⟩ or ⟨c,H⟩, where H is a history. We store them
in a graph structure, that grows whenever the enriched prefix E is extended. Formally, the history graph associated with E is
a directed graphHE whose nodes are the enriched events of E , and with edges ⟨e,H⟩ → ⟨e′,H ′⟩ iff e′ ∈ H and H ′ = H[[e′]]
and either (i) (e′• ∪ e′) ∩ •e ≠ ∅ or (ii) e′• ∩ e ≠ ∅. Each node ⟨e,H⟩ is labelled by e.
Intuitively,HE has an edge between two enriched events ⟨e,H⟩ and ⟨e′,H ′⟩ iff some enriched condition ⟨c,H ′⟩was used
to construct ⟨e,H⟩ (in the sense of Proposition 2 or Proposition 3).
This structure allows Cunf to perform many operations efficiently: every additional enriched event enlarges the graph
by just one node plus some edges; common parts of histories are shared. We can easily enumerate the events in H ∈ χ(e)
by following the edges from node ⟨e,H⟩, andHE implicitly represents the relation @. Given an event e, we can enumerate
the histories in χ(e) by keeping the list of nodes in HE that are labelled by e. Given a condition c , we can enumerate its
generating and reading histories similarly.
Compound conditions are stored in a shared-tree-like structure, where leaves represent reading histories and internal
nodes compound histories. An internal node has two children, one of which is a leaf, the other either internal or a leaf. One
easily sees that a compound history of c corresponds, w.l.o.g., to a union H1 ∪ · · · ∪ Hn of reading histories. Every internal
node represents such a union, and the structure allows sharing if one compound history contains another.
6.2. Possible extensions
Cunf behaves similar to Mole or other unfolders in its flow of logic, but its actions are on enriched events and conditions.
We start with a prefix containing justm0 and identify the initial possible extensions. As long as the set of possible extensions
is non-empty, we choose a ‘‘minimal’’ extension and add it unless it is a cutoff. For ‘‘minimal’’, we use the adequate order≺F
from [10]. Adding ⟨e,H⟩means adding H to χ(e), creating e first if necessary. The addition of ⟨e,H⟩will give rise to various
types of enriched conditions for whom we compute the concurrency relation (see below). Whenever we add an enriched
condition ρ, we attempt to find possible extensions, i.e. sets Xp, Xc matching the conditions in Propositions 2 and 3 such
that Xp ∪ Xc includes ρ, where, in order to implement condition 4, we use the precomputed binary concurrency relation.
Upon identifying a possible extension ⟨e,H⟩, we immediately compute its marking, information relevant to deciding ≺F ,
and certain lists r(H), s(H) during two linear traversals of H . Details on r(H) and s(H) are given below.
6.3. Concurrency relation
The relation ∥ on the enriched conditions ofE can be stored andupdatedwhenever newpossible extensions are appended
to E . We detail now how Propositions 4 and 5 are used to efficiently compute this update.
Let c(ρ) denote the set of enriched conditions ρ ′ verifying ρ ∥ ρ ′. The relation ∥ is generally sparse, and Cunf stores c(ρ)
as a list. However, for the purpose of the following, c(ρ) could also be a row in a matrix representing ∥.
For reading and generating conditions ρ (Proposition 4), Cunf initially sets c(ρ) to Yp ∪ Yc . Next, it computes the
intersection of c(ρ ′) for all ρ ′ ∈ Xp ∪ Xc , and filters out those ⟨c ′,H ′⟩ for which •e ∩ H ′ ⊈ H holds. In order to compute
this condition without actually traversing H and H ′, we use the sets r(H) and s(H) computed earlier (see above). These are
defined as r(H) :={e′ ∈ H | e′∩Cut(H) ≠ ∅} and s(H) :={e′ ∈ H | e′ ∈ •e}. Then •e∩H ′ ⊈ H holds iff •e\ s(H)∩ r(H ′) ≠ ∅,
which can be computed traversing •e and s(H) one time, and checking r(H ′) for everyρ ′. Note that,while the other steps have
their counterparts in Petri net unfoldings, this step is new and specific to c-nets. However, we find that this implementation
keeps the overhead very small. The checks to test c ∩ H ′ ⊆ H required to compute // are done similarly and can in fact be
combined with the aforementioned test. We store // inside the lists c(ρ) that represent ∥: the lowest two bits of a pointer
are ‘‘abused’’ to store whether ρ // ρ ′ holds and vice versa.
As for compound conditions ρ built using ρ1 and ρ2 (Proposition 5), Cunf computes c(ρ) as the intersection of c(ρ1) and
c(ρ2).
Certain enriched conditions ρ = ⟨c,H⟩ need not to be included in the concurrency relation. It is safe, for instance, to
leave c(ρ) empty if ρ is generating and f (c)• ∪ f (c) = ∅, or if H is a cutoff. We can also avoid computing c(ρ) if ρ is reading
or compound and f (c)• = ∅, even if f (c) ≠ ∅.
6.4. Splitting the concurrency relation
Let ρ = ⟨c,H⟩ be an enriched condition. As mentioned in the previous paragraph, Cunf manages the set c(ρ) containing
the enriched conditions ρ ′ such that ρ ∥ ρ ′. We found that the performance of the tool benefits greatly in some cases by
splitting c(ρ) into two sets: c1(ρ) = {⟨c,H ′⟩ | ρ ∥ ⟨c,H ′⟩} and c2(ρ) = c(ρ) \ c1(ρ). In other words, c1(ρ) contains the
concurrent pairs for the same condition c and c2(ρ) the others.
This simple split helps in several places. Suppose, for instance, that ρ is a new enriched condition that we have just added
to the prefix.
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Fig. 9. Pairs of independent readers.
• If ρ is reading or generating (whereH is a history for an event e), we apply Proposition 4 to compute c(ρ) (cf. Section 6.3).
For ρ ′ ∈ Xp, any ⟨c ′,H ′⟩ ∈ c1(ρ ′) verifies c ′ ∈ •e, so c1(ρ ′) can be excluded from consideration.• Next, in the eager approach,wemay useρ to generate compound conditions. For this, we now simply take allρ ′ = ⟨c,H ′⟩
from c1(ρ) and create a new compound condition ρ ′′ = ⟨c,H ∪ H ′⟩. Moreover, c1(ρ ′′) = c1(ρ) ∩ c1(ρ ′) and c2(ρ ′′) =
c2(ρ) ∩ c2(ρ ′).• Finally, we may use any new ρ to search for possible extensions according to Propositions 2 and 3 (cf. Section 6.2). In
order to find the sets Xp, Xc , we may in certain cases restrict our search to c2(ρ) rather than c(ρ).
7. Experiments
In order to experimentally evaluate our tool, we performed a series of experiments. We were interested in the following
questions:
• Is the contextual unfolding procedure efficient?
• What is the size of the unfoldings, compared to Petri net unfoldings?
• How do the various approaches (lazy, eager, PR, plain encoding) compare?
Concerning the second and third point, it is worth noting that we could contrive examples to show arbitrarily large
differences between various approaches. As far as the size of the final unfolding is concerned, Fig. 3 already shows that
contextual unfoldings may be up to exponentially more succinct than Petri net unfoldings. As far as running time is
concerned, Section 5.4 contains examples that would distinguish the eager and the lazy approach in both senses.
To see how the running time of the contextual approaches can be superior to the plain encoding, consider the net in Fig. 9,
where transition t reads from two places p1 and p2. Both places have an additional reading transition, so they each have one
(empty) generating history, two reading histories, and one compound history. The contextual unfolding is isomorphic to
the net itself. If one expands the context of transition t to k places like p1 and p2, then the contextual approaches produce
the prefix in time linear to k. The plain encoding, on the other hand, will create an exponential number of events for t , each
corresponding to some set of transitions that have previously read from t .
In order to abstract from such artefacts and get numbers from more realistic examples, we took a set of safe nets that
have previously served as benchmarks in the literature on Petri net unfoldings, e.g. [22,18,23]. These nets are not specifically
geared towards using contextual approaches, though read arcs occur naturally here as part of larger nets. These nets have
various characteristics that allowed to test many aspects of our implementation.
For each net N in the set, we first obtained the c-net N ′ by substituting pairs of arcs (p, t) and (t, p) in N by read arcs.
Evidently, the plain encoding of N ′ is N . Secondly, we obtained the PR-encoding N ′′ of N ′.
We first compared Mole [12] and Cunf on the nets N and N ′′, which are ordinary Petri nets without read arcs. The object
of this exercise was to establish whether Cunf was working reasonably efficient on known examples. Indeed, its running
times were always within 70% and 140% of those of Mole, the differences due to minor implementation choices. To abstract
from these details, we used Cunf for all further comparisons.
We then used Cunf to produce complete unfoldings of the plain net N , the PR-encoding N ′′, and of N ′ using both lazy and
eager methods and the order≺F from [10]. Table 1 summarises the results.2
The columns in the table are subdivided into three parts, corresponding to the contextual net, its PR-encoding, and its
plain encoding. For contextual nets, we first give the number of events and conditions contained in the complete finite prefix
(columns |E| and |B|, in thousands). The number for |E| is actually somewhat larger thanwhat is strictly necessary according
to Definition 4 because it also includes events that are enabled by cutoff-free configurations even if those events are not part
of any non-cutoff enriched event (see also the discussion at the end of Section 3).
The columnmarked |Ecut | provides the percentage of such events; this percentage could be subtracted from |E| to obtain
the strictly necessary prefix w.r.t. Definition 4. Our tool does in fact detect those events anyway, so their inclusion hardly
affects the running time.
The column |•e| gives the average preset size of an event. The four columns mentioned so far are identical for the
eager and the lazy approach. For the eager approach, we then list the number of compound conditions (causing additional
memory overhead of the eager approach w.r.t. lazy) and the running time3 in seconds (tE) as well as (maximum virtual)
2 Experiments performed using revision 55 of the Cunf tool, compiled with gcc 4.4.5. Our machine has twelve 64bit Intel Xeon CPUs, running at 2.67
GHz, 50 GB RAM and executes Linux 2.6.32-5.
3 Actually, the CPU time.
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Fig. 10. (a) Encoding of a logical AND-gate and (b) grid of AND-gates.
memory consumption in megabytes (mE). For lazy, we list running times (tL) and memory consumption (mL) relative to the
eager approach, i.e. a factor less than 1 means a faster/less memory-consuming computation, and a factor larger than 1 a
slower/more memory-consuming one.
For the PR-encoding and the plain encoding, the data for number of events and conditions, running times, memory
consumption, and average preset size (only PR) is also given relative to the eager approach. We additionally provide the
percentage of cutoff events (|Ecut |). Notice that the number of enriched events in lazy and eager equals the number of events
in PR (compare the discussion in the introduction). The ratio between number of events in contextual and number of events
in PR is thus the average number of histories per event in the contextual approach. We make the following observations:
• We first look at the comparison between lazy and eager. It turns out that in this set of benchmarks, many examples
did not exhibit any compound conditions (despite the presence of many read arcs), e.g., because reading actions took
place sequentially, or multiple potential readers happened to be in conflict with one another. In those examples, the
differences between the two versions are due to the different implementations of the possible extensions (Section 5.1)
and the various relations that must be maintained (Section 5.3), sometimes slightly favouring one approach, sometimes
the other.
Significant differences arise where (like in key_4) there aremany compound conditions; here lazy has somememory
savings but performs very badly. An effect to the contrary like in Fig. 8(b), while in principle possible, did not manifest
itself in our benchmarks.
• Comparedwith PR, the eager approach is consistentlymore efficient. In several cases (such aselevator_4 orrw_2w1r),
PR is orders of magnitudes slower. This clear tendency is slightly surprising given that the enriched contextual prefix
has essentially the same size as the prefix of the PR-encoding. We experimentally traced the difference to the enlarged
presets of certain transitions in the PR-encoding (see Fig. 3), causing combinatorial overhead and increasing the number
of conditions in the concurrency relation. Indeed, high running times for PR seem to coincide with high numbers in the
|•e| column for PR (recall that this number is relative to the one for contextual).
• Both the eager approach and the plain unfolding handle all examples gracefully. The factors of the running times are
between 0.7 and 4.2, meaning eager is between 40% slower and 4 times faster w.r.t. plain. The prefixes produced by the
contextual unfoldingmethods are smaller than in the plain approach in half the cases. Interestingly, these are not always
the same as those on which they run faster: for elevator_4 and rw_12.sync, the same number of events is produced
more quickly. Here, the read arcs are arranged in such a way that each event still has only one history; the time saving
comes from the fact that the contextual approach produces fewer conditions and hence a smaller concurrency relation.
For key_4 and rw_1w3r, the contextual methods produce smaller unfoldings but take longer to run, due some overhead
in the computation of the // relation.
To summarise, this set of benchmarks contained examples where lazy and PR performed badly, whereas eager and plain
handled all cases gracefully. The eager approach was the fastest overall, and for all examples its running time was within
factor 2 of the fastest approach for that example. The prefixes produced by the contextual methods can be significantly
smaller than for their Petri net encodings, which make them suitable candidates for subsequent analysis methods (see
Section 8 for a brief discussion).
Moreover, we note that read arcs occur naturally when encoding networks of logic gates as Petri nets, one of the
motivations mentioned by McMillan in his seminal paper on the unfolding technique [17]. In this encoding, the signals,
i.e. the inputs and outputs of each gate, are modelled with two places for indicating whether the signal is high (1) or low
(0). The outputs change as a function of reading the inputs. Fig. 10(a) shows an example of an AND-gate and its encoding as
a c-net fragment.
Various experiments that we conducted indicate that contextual unfoldings perform well on such c-nets. To illustrate
the benefits, we present one simple experiment on a particular family of examples, a grid of n := k × k AND-gates, shown
in Fig. 10(b) for k = 4. The inputs for the AND-gates are at the left and top of the figure, and outputs propagate to the right
and towards the bottom. Our experiment simulates what happens when the inputs are switched from low to high. Observe
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Fig. 11. Unfolding times for the plain, PR, and contextual net encodings of the AND-gate networks of size n := k× k.
that the signal changes required tomake the output (at the bottom right) high can occur inmany different orders, which are
not distinguished by c-net unfoldings. We observed that the plain unfolding of these nets is approximately of sizeO(2.2
√
n),
while the size of both the contextual and PR prefixes is O(n). Furthermore, Cunf builds the latter two in O(n3), while it
requires approximately O(5
√
n) time to produce the plain unfolding, see Fig. 11.
8. SAT-based property checking of c-nets
While the focus of this article is on the construction of prefixes rather than on their use in verification, we shall briefly
sketch how complete prefixes allow to encode properties of c-nets in propositional logic. For this, we adapt the SAT-based
reductions of [1], which were presented for Petri nets, to c-nets.
We start by recalling that the reachability problem for bounded nets is PSPACE-complete, whereas the following problem
is NP-complete, see e.g. [1]:
Given a complete prefix ofUN , where N is a bounded Petri net, and a markingm of N , ism reachable in N?
It is straightforward to see that the result extends to the case where N is a general c-net (with read arcs).
This result suggests that the reachability problem can be encoded as a satisfiability problem in propositional logic, using
a formula whose size is polynomial in that ofUN . Here, we shall only sketch the basics of how this can be done; future work
will study the precise details needed to obtain practical model-checking algorithms.
The key idea is to first construct a formula φN that characterises the configurations and markings ofUN . Thus, for every
condition c and event e ofUN , φN will contain a variable c and e, respectively; themodels of φN will be those assignments in
which the event variables with value true correspond to some configuration C and the true condition variables toMark(C).
We let φN := φC ∧c∈B φc , where φC ensures the absence of asymmetric-conflict cycles in C, and the formulae φc for
c ∈ B ensure causal closure of C and correct treatment of c, i.e. variable c will be true iff condition c is produced but not
consumed by C.
A simple way to prohibit all cycles would be to list them explicitly, i.e.
φC :=

e1,...,en∈Cycles(UN )
¬(e1 ∧ · · · ∧ en),
where Cycles(UN) := {e1, . . . , en | e1 ↗ · · · ↗ en ↗ e1}. Notice that this encoding is not polynomial as there may be
exponentiallymany such cycles; however, better encodings exist with sizeO(n · log n), where n is the number of events [24].
Moreover, suppose that condition c ∈ B has •c = {e}, c• = {f1, . . . , fm}, and c = {g1, . . . , gk}. Then we define
φc :=
 m
i=1
fi ∨
k
i=1
gi

→ e ∧ c↔

e ∧
m
i=1
¬fi

.
Themain difference between φN and the corresponding construction for Petri nets in [1] is the treatment of asymmetric-
conflict cycles. In Petri nets, all conflicts are symmetric and between pairs of events e, e′ with •e ∩ •e′ ≠ ∅. In contrast,
conflict cycles in c-nets can be of arbitrary length as exemplified by Fig. 5, where e1, e2, e3 form an asymmetric-conflict
cycle of length 3.
Using φN , and following the example of [1], one can encode many questions about the set of reachable markings of N in
terms of propositional logic, for instance:
• Is there any reachable marking in N that contains both places p and q?
Let f is the mapping from Definition 1, and suppose that c1, . . . , cm ∈ B are those conditions with f (ci) = p, for
i = 1, . . . ,m, and d1, . . . , dk ∈ B those with f (di) = q, for i = 1, . . . , k. Let φp = c1 ∨ · · · ∨ cm and φq = d1 ∨ · · · ∨ dk.
Then, a marking that contains both p and q exists in N iff
φN ∧ φp ∧ φq
is satisfiable.
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• Is {p, q} a P-invariant of N?
Thismeans that every reachablemarking puts exactly one token into either p or q. Under the same assumptions as above,
this is the case iff
φN → (φp ⊕ φq)
is valid, i.e., its negation is unsatisfiable.
• Does N contain a deadlock?
Suppose that t is a transition ofN with •t = {p, q}, and otherwisemake the same assumptions as above. Let φt = φp∧φq,
then any model of φN ∧φt corresponds to a marking enabling t . Assuming that we construct corresponding formulae for
all other transitions of N , then a deadlock exists iff
φN ∧

t∈T
¬φt
is satisfiable.
9. Conclusions
We have made theoretical and practical contributions to the computation of unfoldings of contextual nets. To our
knowledge, Cunf is the first tool that efficiently produces these objects. The availability of a tool that produces contextual
unfoldingsmay trigger new interest in applications of c-nets and the algorithmics of asymmetric event structures in general.
It will be interesting to further explore the applications in verification, of which we have given a taste in Section 8.
Unfolding-based techniques need two ingredients: an efficient method for generating them, and efficient methods for
analysing the prefixes. We have provided the first ingredient in this quest. We believe that traditional unfolding-based
verification techniques [25] can be extended to work with contextual unfoldings and that their succinctness may help to
speed up these analyses. We find this topic to be an interesting avenue for future research.
Moreover, it would also be interesting to investigate a mix between eager and lazy that tries to get the best of the two
worlds. For instance, one could start with the eager approach and switch (selectively for some conditions) to lazy as soon
the number of compound conditions exceeds a certain bound. This, and other ideas, remain to be tested.
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