The main mechanisms that control the organization of multicellular tissues are still largely open. A commonly used tool to study basic control mechanisms are in-vitro experiments in which the growth conditions can be widely varied. However, even in-vitro experiments are not free from unknown or uncontrolled influences. One reason why mathematical models become more and more a popular complementary tool to experiments is that they permit to study hypotheses free from unknown or uncontrolled influences that occur in experiments. Many model types have been considered so far to model multicellular organization ranging from detailed individual-cell based models with explicit representations of the cell shape to cellular automata models with no representation of cell shape, and continuum models, that consider a local density averaged over many individual cells. However, how the different model description may be linked, and, how a description on a coarser level may be constructed based on the knowledge of the finer, microscopic level, is still largely unknown. Here we consider the example of monolayer growth in-vitro to illustrate how in a multi-step process starting from a single-cell based off-lattice-model that subsumes the information on the sub-cellular scale by characteristic cell-biophysical and cell-kinetic properties a cellular automaton may be constructed whose rules have been chosen based on the findings in the off-lattice model. Finally we use the cellular automaton model as a starting point to construct a multivariate master equation from a compartment approach from which a continuum model can be derived by a systematic coarse-graining procedure. We find that the resulting continuum equation largely captures the growth behavior of the CA model. The development of our models is guided by experimental observations on growing monolayers.
Introduction
Despite spectacular progress in molecular biology, biochemistry and biophysics, qualitative and quantitative information on developmental processes, and processes on the maintenance and dysfunction of tissue is still sparse. One reason for this is that multicellular organization involves complex processes on time scales ranging from ∼ 10 −9 s for molecular processes to ∼ 10 7 s for the development of an organism and length scales from 10 −9 m for a single molecule up to ∼ 1m for an organism. It is neither possible nor desirable to take into account all details on all scales but rather to permit a distinction between relevant and less relevant processes on different scales. This concept is also pursued in medicine. For instance, melanoma which are essentially two-dimensional objects consisting of 10 7 − 10 8 cells are historically characterized by their degree of asymmetry, their border irregularity, their color and their diameter (the ABCD's of melanoma). For a first diagnosis this macroscopic information is believed to reflect the most essential informations on the cellular and sub-cellular scales. In other sciences, as for instance material science [20] a distinction between relevant and less relevant scales is achieved by theoretical multiscale techniques and careful coarse graining methods which insure that only those microscopic properties are kept, which are relevant for the phenomenon on larger scales. Although the enormous complexity of biological system makes the direct application of such techniques difficult, for selected situations rigorous techniques have been successfully applied. An example is the gliding and aggregation of bacteria in a chemoattractant field [70] , [69] for which limiting partial differential equations were rigorously derived from a stochastic equation of motion for each individual bacterium in a chemoattractant field generated by the bacterium. A similar link between microscopic and macroscopic equations has been suggested for interactive movement, aggregation and swarm dynamics of autonomous agents as for example birds by Alt et. al. [1] . The type of macroscopic equations obtained in the latter case in which the autonomous agents attempt to find a balance between individual and collective behavior is reminiscent of the mechanisms that determine the macroscopic behavior of vehicles in traffic flow (e.g. [40] , and refs. therein, [42] , [41] ), or of pedestrians on trail systems [75] . Rigorous derivations of limiting PDE's for predator-prey systems have been given by Durrett and Levine [31] and, in a generalization of this method, by Cantrell and Cosner [13] . A rigorous ansatz to derive limiting PDEs for competing populations of cells has been pursued by Luckhaus and Triolo [54] and De Masi et. al. [21] . They studied a birth-death model of two competing cell types, tumor and normal cells. In their approach division of the tumor cells is not contact-inhibited while the normal cells can only divide if sufficient space is available. Both, tumor cells and normal cells are assumed to diffuse, the malignant ones faster than the healthy ones, the healthy ones moreover can hop only onto unoccupied lattice sites. In ref. [54] they assumed stirring in order to obtain a continuum limit in a rigorous way while in ref. [21] this technically motivated assumption could be dropped. However, in case diffusion (or stirring) that is able to smooth out local spatial inhomogeneities in the cell density does not exist (and a time scale separation is not possible), a rigorous coarse graining technique is still lacking. This is often the situation in in-vitro growing cell populations. In-vitro cell cultures are important experimental tools in understanding and analyzing the mechanisms involved in the growth of cell populations. As opposed to in-vivo systems they can easily be manipulated (e.g. [58] , [73] ) and hence permit systematic studies of the growth dynamics in growing cell populations, as in tumors. A commonly used experimental technique is the monolayer culture where cells grow on a petri dish coated with specific proteins as extracellular matrix com-ponents, and with liquid media of specific compositions of e.g. nutrients and growth factors ( [34] , [5] ). Most tissue cells are not adapted to living in suspension and require anchorage to a solid surface to grow and divide (e.g. [48] , [4] ). Consequently most tissue cells stop proliferation when they have grown to a confluent monolayer ( [53] , [76] , [48] ). This is phenomenon is called "contact inhibition of growth", or, "density limitation of growth". Besides growth factors and cell-substrate adhesion, cell-cell adhesion [3] , [76] , [53] , and apoptosis [72] , selective programmed cell death triggered by a loss of cell-substrate contact, were found to be important factors of growth control. Some cancer cell-lines lack control mechanisms such as contact inhibition, anchorage-dependent proliferation and apoptosis, which enable them to grow to spheroidal aggregates (multicellular tumor spheroids) in suspension without any substrate contact [50] , [65] . Treatment strategies for a number of diseases are often tested in-vitro with respect to their efficiency and their toxicity before being applied to in-vivo systems. This in particular includes testing drug, radiation and chemotherapy strategies against cancer. However, even in-vitro experiments are rarely free of unknown or uncontrolled influences. One reason why mathematical models are a useful tool in this field is that they do allow to test hypotheses free from unknown or uncontrolled influences. A number of mathematical models to growing tumor spheroids have been extensively studied so far. They may roughly be classified into (1) single-cell-based models and (2) continuum models. Single-cell-based models may be separated into three classes: (i.) Cellular automata models (CA) where each cell is represented by a single lattice site (e.g. [32] , [47] , [24] , for a review, see [57] ). (ii.) Cellular automaton models where each cell is represented by many lattice sites ( [37] , [43] , [71] ). This model type allows to model complex cell shapes and to include physical mechanisms as cell-cell and cell-surface adhesion, and volume conservation, but it is difficult to directly relate experimental quantities on the cellular and sub-cellular scale to the model parameters. (iii.) Off-lattice models (for a review, see [25] ) where cells are either modeled as Voronoi polygons, (e.g. [44] , [55] ), quasi-spherical particles that deform during cell division, (e.g. [28] , [35] , [26] ), or deform-able ellipsoids [61] . Among continuum models either kinetic approaches [16] , [77] , [7] or bio-mechanical approaches [17] , [46] , [12] have been studied so far. The former are based on reactiondiffusion type equations and free boundary problems in which each term is usually phenomenologically motivated. They do not include bio-mechanical effects as e.g. the effect of stress on the tumor growth and shape but allow to easily include the detachment of cells. Bio-mechanical models so far decompose into two classes: Firstly models in which the outer proliferating layer of tumors is modeled as an elastic shell [38] , [16] , secondly approaches that model tumors as a two-phase fluids, one phase representing the tumor, the other phase the water around the tumor [18] . A systematic direct continuum approach that reflects the viscoelastic nature of the tumor in which the parameters on the macroscopic scale are extracted from the microscopic picture in a systematic way is still missing. Furthermore, some models are hybrids combining a single cell-based description with a continuum description of molecules as glucose, oxygen or angiogenesis factors (e.g., [24] , [26] ). Major advantages of CAs are that they are usually more easily to implement and due to their simplicity run faster on the computer which is why they permit to simulate large system sizes. Since CAs keep the individual-based picture they are able to cover spatio-temporal fluctuations that may be important in case of heterogeneous cell populations [2] or if cell death processes occur during treatment [30] . Major disadvantages are that CAs are not primarily based on a direct physical representation of individual cells, which facilitates to overlook certain physical effects. For example, apart from excluded volume considerations, bio-mechanical effects such as compressions or relaxations of cells and cell aggregates are hard to include. Off-lattice models naturally allow to include smaller length scales and may be viewed analogous to molecular simulations in statistical physics. However, their computing time requirement limit their usage to system sizes of at most ∼ 10 5 −10 6 cells which corresponds to a compact 3d-aggregates of ≈ 1 − 2mm in diameter. This is also much smaller than the typical size of a tumor at its clinical manifestation.
Continuous models can easily model significantly larger systems but how the equations and parameters have to be chosen in order to include the relevant information on the scale of individual cells is still largely unknown. A major advantage could result if one could combine the advantages of an off-lattice model to choose appropriate rules for a lattice model in such a way that the CA-approach represents all relevant features of the system behavior of the off-lattice approach and still keeps the individual-cell-based level. In this way, one could proceed to much larger system sizes and perform sensitivity analysis over large parameter spaces which are largely valid for the off-lattice model as well. Both, the off-lattice model and the cellular automaton can serve as starting points to derive a continuum theory. In this way, one obtains a hierarchy of description levels ranging from models that represent details on the subcellular scale up to models that subsume the subcellular and cellular scale in effective parameters. In this paper we illustrate how knowledge on the level of off-lattice models can be used to construct a CA which then is used as a starting point for deriving a continuous equation. Bru et. al. [10] have performed experiments on in-vitro cell cultures of different cell lines. These authors observed a linear expansion of the radius in monolayer cultures with cell-line dependent velocities of v = dR/dt = 1 − 11µm/h. Schifferer et. al. [66] studied NIH3T3 cells which in culture initially form a sparsely distributed cell population (Hengstler, priv. communication). We use these results as a guide in this paper.
Model

Off-lattice-model
One way to set up a single cell-based model is to parameterize a cell and the interaction with other cells and the substrate by effective parameters or functions on the mesoscopic length scale that subsume the relevant microscopic (molecular) information. For example, although cells have a complex cytoskeleton network they essentially behave as a viscoelastic, or on short time scales, as an isotropic elastic body [3] . Their bio-mechanical properties therefore may be characterized by a very small number of material parameters, as e.g. the modulus of elasticity and the Poisson number. These parameters are functions of characteristic quantities on the molecular scale and may be actively regulated by the cell [4] . The spatio-temporal averaged effect of the molecular processes that are involved in both, the formation and the release of bonds between cell adhesion molecules anchored in the cell membrane (macroscopically manifested as adhesive cell-cell contacts) and the reorganization of the cytoskeleton that accompanies the deformation of an originally spherical cell during the formation of a cell-cell or a cell-substrate contact, may be represented by an appropriate functional form of an interaction energy between cells. While isolated cells in cultures or suspensions often have a spherical shape, in dense monolayers they often adopt a polygonal (or cuboid-like) shape. In the cell cycle cells often deform before they divide. The model assumes that each cell is spherical directly after cell division and deforms into a dumb-bell during the cell cycle i.e. actively changes its "equilibrium shape" (Fig. 1 a) . A cell, however, can grow only, if it is not compressed or deformed largely. We assume that a cell stops growing at a certain degree of deformation or compression. We varied the deformation threshold at which this growth stop occurs between 10 − 25% of the cell diameter immediately after cell division (Fig. 1 a) . We assume that if the deformation falls below the threshold again, the cell can re-enter the cell cycle and continue growing. Often in cell cultures apoptosis of cells is observed. In monolayers this occurs in particular in the interior. However, as shown elsewhere [26] , apoptosis in the monolayer interior has not effect on the growth kinetics of monolayers which is why we do not consider apoptosis in this paper. The combination of attractive and repulsive interactions between cells i and j may be approximated by the interaction energy
where V attr ij = − A ij V smol is the adhesion energy. is the surface density of adhesion molecules, A ij the contact area between cells i and j and V smol the energy of a single bond between adhesive cell receptor molecules. The repulsive contribution V rep ij has been calculated by the the Hertz-model of two homogeneous elastic spheres [51] , [35] :
HereR is the cell radius (see Fig. 1 ),
DD˙ACS2004-55˙2005 [26] .) The radius of the circles that belong to a dumb-bell is R (a cell immediately after division is spherical with radiusR). The lighter the color, the larger the proliferative activity. At N ≥ 1000 cell proliferation is confined to a boundary layer.
with σ being the Poisson ratio, E the modulus of elasticity. Then the interaction area A ij = π(2R − d ij )R/2 results immediately from the Hertz model [51] . The results of the simulations are very robust against the precise shape of the interaction potential. For an equivalent choice of parameters the results on expanding monolayers are even quantitatively very similar and depend only slightly on whether one uses a harmonic-like interaction energy (linear, reversible springs), an interaction energy according to the Hertz model [51] , [35] or according to the JKR-model [26] . All energies approach cells by isotropic elastic bodies, the harmonic-like interaction energy assumes cuboid-shaped cells, the Hertz model spherical cells in a limit where cell adhesion is a consequence of deformation, the JKR-model spherical cells in a limit where the cell-cell-adhesion causes cell deformation. However, the JKR-model also takes into account the stretching of adhering cells if they are pulled apart which leads to a hysteresis effect. Beysens et. al. [8] have illustrated experimentally that cells may be considered similar to particles in a fluid. For example, cells in culture medium and embryonic cells in cell aggregates have been observed to perform a random diffusion-like motion. Although the motion is mainly the consequence of an active migration process, it may be approximated on the mesoscopic scale by an effective diffusions-like process. 2.1.1. Monte-Carlo method Fig. 1 shows a Monte-Carlo simulation based on the Metropolis algorithm using the Hertz-model (model simulations using the JKR model can be found in [26] ). Such a simulation corresponds to solving a master equation for the temporal development of the multivariate probability distribution function p((x 1 , a 1 ), (x 2 , a 1 ), ...; t; N ) where x i is the position, a i the orientation of the dumb-bell axis of cell i = 1, 2, ..., N (Fig. 1) . t denotes time, N the population size. The idea is to change a configuration of cells by moves (translations, rotations, growth steps, division) and assess the moves using the Metropolis algorithm. A move is accepted with probability p = min[1, exp(−∆V /F T )] where V = i<j V ij is the total interaction energy of the multicellular configuration, ∆V the energy change that would result from the move. F T is a parameter which measures the activity of a cell and may be interpreted as a formal equivalent to k B T in fluid systems (k B : Boltzmann constant, T : temperature). Note that F T reflects the ability of cells to actively explore their environment and is not a consequence of collisions of cells with smaller fluid particles. I.e., the Monte-Carlo dynamics models the development of cell populations in configuration space, t is time and N the population size. As already pointed out above the dynamics modeled in this way corresponds to a master equation, which is a linear integro-differential equation.
Langevin equations
By expanding the master equation for small step sizes (migration steps, orientation angles and growth steps) one can obtain the equivalent Fokker-Planck-equation which is a partial differential equation for the probability density of the cell configuration. The Fokker-Planck equation can generally be shown to correspond to systems of stochastic differential equations. The stochastic differential equations are the equations of motion for the individual cells [35] . The numerical integration of the equations of motion corresponds to tracking single realizations of the stochastic process of cell migration, orientation changes and growth. We here circumvent this lengthy procedure and instead directly write down the model formulation in terms of stochastic differential equations. The approach based on equations of motion often permits an interpretation on a more intuitive basis since the effect of forces on the cells, of friction or fluctuation can be seen more directly which is why we use it here to interpret the simulation results. Note, however, that the approaches are statistically equivalent. The equation of motion for the translation of an individual cell i can be approximated by a Langevin-equation of the general type
.
Here, v i = depends on whether the substrate is homogeneous or inhomogeneous as well as on the cell geometry and polarity. If, for example, the cell is dividing and has a dumb-bell shape, and the environment is homogeneous and isotropic,
The unit vectorb points into the direction of the cell axis.Î is a unit tensor.bb is a tensor product.bbv i is the velocity parallel, Î −bb v i the velocity perpendicular to the axis of the cell. γ cs and γ cs ⊥ are friction coefficients that quantify the friction parallel and perpendicular to the axis. If the cell is spherical and the environment is homogeneous and isotropic, Γ f cs = γÎ. (0) denotes the inertia term and can be neglected in cell movement where friction dominates inertia due to large cell-environmental friction (limit of small Reynold numbers [60] ). (1) denotes the friction-term of a cell with its surrounding medium (substrate, suspension), (2) the friction term of a cell i with its neighbor cells j, (3) a memory term that accounts for the persistence that is often observed during cell motion. K m (t − t ) is a memory kernel. (4) denotes the forces on cell i exerted by its neighbor cells j, (5) the (active) random movement of cells. We assume that all memory affects are absorbed in term (3) and the noise f i (t) is uncorrelated such that for the autocorrelation function
holds. Rescaling the noise by f i (t) = 2γ 2 Dη i yields
where η i m (t)η j n (t ) = δ ij δ mn δ(t − t ) (in case of large forces the noise term may be omitted [29] ). m, n = 1, 2, 3 denote the components of the vector η, i, j cells i and j. In this form of the equation the parameter dependencies become directly obvious. Friction reduces the effect of the forces on cell i while an increase of the diffusion rate D increases the effect of the random migration. Beysens et. al. [8] suggested to link the diffusion constant D and the friction coefficient γ by an effective Einstein-relation D = F T /γ where F T replaces k B T in the equivalent equation for fluid particles. Thereby, F T can be calculated from the friction coefficient and the diffusion constant which links the Monte-Carlo method to the Langevin method. We use the cell diameter l as a reference length scale, the intrinsic cell cycle time τ as a reference time scale and F T as a reference energy scale. As in the MC-simulation, growth is modeled by a deformation of the cell into a dumb-bell by small stochastic increments of size R (Fig. 1a) . In this case cells adopt a dumb-bell shape hence orientation changes have to be taken into account which are partly driven by active orientation changes and partly by a torque. In the overdamped case and in the absence of memory effects the eqn. for the angular momentum can be written as (Appendix A):
Here it is assumed that the mass of the cells is concentrated in the spheres of the dumb-bell. The term on the lhs denotes the friction of cell i with the substrate, the first term on the rhs the cell-cell friction and the second time an external torque. τ 
in case correlations are neglected. G r here is a matrix and mimics the amplitude of the random component of the cell orientation changes. For colloidal particles G r is related to the friction matrix [22] while for cells it is controlled by the cell itself. In summary the cell shape has been parameterized by its diameter and the degree of its deformation (during cell division), the cell material properties by the (Young) modulus of elasticity, the cell kinetics by the cycle time, the cell migration behavior by a stochastic equation of motion (where the noise autocorrelation amplitude is determined by the cell diffusion constant), and the cell-cell interaction by an interaction potential energy. Since all model parameters can be expressed in terms of measurable quantities they can all in principle be determined by experiments. Fig. 1 shows a typical simulation scenario, Fig. 2 the temporal development of the monolayer radius for different friction coefficients γ and diffusion constants D. For all parameter choices the qualitative growth kinetics is the same: the tumor initially grows exponentially fast (N = e t/τe , τ e is the effective cycle time and defined in Fig.  2 ) then crossing over to a linear expansion of the monolayer radius. The crossover time depends on the model parameters. Note that the expansion velocities v lie within the range observed by Bru [10] . Varying D for a given F T corresponds to varying γ since both can be linked by D = F T /γ. A smaller γ results in a larger expansion velocity. The linear expansion is a consequence of a confinement of cell proliferation to a small surface layer. Interior cells experience a too large deformation to be capable of further growth and division which is why they do not contribute to the expansion of the monolayer. The expansion velocity is determined by the size of the proliferating layer. A decrease of γ, or an increase of D in combination with a decrease of γ relaxes stress at the monolayer boundary and therefore increases v. Also other properties on the cellular scale such as the biomechanical properties of a cell or the trigger for growth stop may be able to influence the expansion velocity v. Hence v = v(γ, D, ...) becomes a function of properties of cells and their environment on a sub-cellular level. A major limitation of the off-lattice model is its large computing time requirement. Simulations up to a cell population size of N ∼ 10 5 cells take up to 2 weeks on a Pentium IV-3GHz processor. Some cell lines such as NIH3T3 cells initially form a sparse distribution (Fig. 3) . As we will show below this can be explained by assuming no adhesion between the cells ≈ 0) and D is large, then alternative model approaches are needed for a systematic study of the system behavior. Hence for a systematic study sparsely distributed systems and generally for large systems alternative approaches are needed. If the advantages of single-cell-based models should still be maintained simpler models of individual cells have to be used which, however, should capture the system behavior found by the off-lattice model. A potential approach along this line is to establish a cellular automaton model with a proper choice of rules.
Cellular automaton
Eden [32] suggested a model to avascular tumor growth on a square lattice where each lattice point can at most be occupied by a single cell. This assumption takes into account the excluded volume effect: each cell occupies a particular volume in space which cannot be occupied by another cell at the same time. Different versions of the Eden model have been suggested, distinguished by the way cells are selected for division (see e.g. [49] and refs. therein). In each of these versions a cell division can only take place onto an unoccupied lattice site adjacent to an occupied lattice site. In the William-Bjerkness model [78] for tumor growth a pair of neighbor sites, one being occupied and one being free has a probability of α to become both occupied and of β to become both unoccupied in the next instant of time. For α/β > 1 an existing cluster grows. In the Richardson model [64] each free site adjacent to an occupied site becomes occupied with probability p (independent for each free site). For p = 1 the growth process is completely deterministic, for p → 0 combined with an appropriate rescaling of time the Eden model is recovered. Large Eden clusters contain growth sites only in a thin surface layer which occupies a negligible fraction of the cluster volume in the limit N → ∞. This implies that the clusters attain a compact shape as they become larger (e.g. [64] , [49] ). Richardson argued that the standard Eden model in this limit approaches a perfect sphere. Bramson and Griffeath [9] have shown that the William-Bjerkness model approaches asymptotically a ball of linearly in time expanding radius. Batchelor and Henry [6] have looked at the cluster symmetry in the Eden model and a noise-reduced variant. This corresponds to the F-family models by Richardson [64] . They assigned a counter M to each cell and increased it by one each time the cell was selected. After having selected a cell m times it was divided according to the rules of the standard Eden model. The case m = 1 then is the original Eden model. Bachlor and Henry found in computer simulations in d = 2 that (1) the border of the Eden cluster becomes much smoother as m → ∞, (2) the Eden cluster approaches a diamond shape the more quickly the larger is m (Fig. 4) . However, all of these models assumed that only cells at the tumor border were able to divide. The expansion velocity of the monolayer in this case is v ≈ l/τ e where l is the cell diameter and τ e the effective cycle time which is defined in Fig. 2 . Typical diameters range from ∼ 8 − 18µm, typical cycle times from ∼ 12h−36h, so v < 1.5µm/s which is incompatible with the experimental observations of monolayers and tumors [10] . However, the proliferating layer in the off-lattice model was larger than one cell diameter (Figs. 1, 2 ). This suggests to introduce the number of cells k that a dividing cell is able to push aside or to stimulate to actively migrate away as an additional parameter. Thereby parameter k expresses the effect of the forces (or stimuli) in the off-lattice model. Our model algorithm can be subsumed by the following rules (all length units are expressed in multiples of the cell size l, all time units are expressed in multiples of the intrinsic cycle time τ ): R1 Each lattice site can be occupied by at most one single cell. This takes into account that a lattice site can be occupied by only one cell at the same time. R2 A dividing cell is able to push aside at most k neighbor cells. We pursue this by assuming that a cell can divide if and only if there is at least one free neighbor site within a circle of radius ∆R = k + 1 around the dividing cell. The pushing process should not be performed only along the axes of the lattice since this enforces artifacts by the square lattice symmetry. R3 When a cell divides, one of its daughter cells is placed at the original position of the mother cell, the other daughter cell is placed next to it and the local cell configuration is shifted and re-arranged along the line that connects the mother cell with the closed free lattice site within a circle of radius ∆R in such a way that this closest free lattice site is now occupied by a cell. This algorithm mimics a realistic re-arrangement process that may occur as a consequence of mechanical stress exerted by a growing cell on its neighbor cells as it is observed in the off-lattice model. (The second daughter cell could also directly be place on the closest free lattice site within a circle of radius ∆R. This, however, leads to the same spatial pattern only as long as all cells have identical properties as it is the case in this article.) R4 The (intrinsic) cell cycle time τ is distributed due to a Erlang-distribution, the discrete analog to the Γ−distribution. I.e.,
with λ m = m such that
For m → ∞, f (τ ) approaches a δ-distribution, peaked at τ = τ . R5(a) A cell hops with rate φ to a free neighbor site irrespective of the number of neighbor cells before and after its hop. This rule corresponds to the limit of no cell-cell adhesion. (b) A cell hops with rate φ to a free neighbor site. If a neighbor site is available that has at least one neighbor site occupied by a cell then it chooses this neighbor site. We compared two hopping rules: (i) hopping to one of the four possible neighbor sites in horizontal and vertical direction, (ii) hopping to one of the eight possible neighbor sites in horizontal, vertical, and diagonal direction. This rule corresponds to the limit of strong cell-cell adhesion. The rule insures that de-attachment of cells from the expanding cluster does not occur and generate cell movement along the monolayer surface if φ > 0. At the same time it accounts for the random movement of isolated cells, for example, the precursor cell of a monoclone, or isolated cells that would emerge if as a consequence of a death process (e.g. the effect of a therapy) the neighbor cells of a cell would be eliminated. The waiting time τ φ between two hops is distributed due to a Poissonian.
Note, that different from the rules R5(b)(i),(ii) the probability of a cell to move in the off-lattice model depends on the potential energy change. The total change of the potential energy depends on the change of the number of neighbor cells of a cell. The rule used here neglects this influence. It could be taken into account by choosing the transition rates in the CA model as ∝ e −∆Vij /FT with V ij ∝ #(N N s). However, this assumption slows down the simulations considerably and would, for strong cell-cell adhesion forces, only slightly modify the cell migration along the monolayer surface (it favors configurations in which each cell has a maximum number of neighbors).
Limit of no free hopping
We in this subsection consider a regular square lattice and a Dirichlet lattice. In the next subsection where we study the case of freely hopping cells we consider a regular lattice only. shows that the proliferating layer (black area) for a given value of k is larger for the Poissonian distributed cycle times than for the sharp cycle time distribution obtained for large m. This is also reflected in the growth kinetics where one roughly finds v ≈ ∆R/τ for Poissonian-distributed cycle times, and v ≈ ln(2)∆R/τ for δ-distributed cycle times (Fig. 7) . In (a) and (b), N = 100000.
the roughness, growth, and dynamic exponent (see for example [49] , [39] , [25] ) that have recently been used to characterized the surface growth dynamics of expanding tumors [10] . In particular, φ = 0 is believed to correspond to the so called KPZuniversality class that has been found for the Eden model (e.g. [49] , [39] ) while φ λ may generate a "MBE-like" behavior at least within a transient regime. However, here we focus on the expansion kinetics which from our simulations does not show detectable differences for realistic ranges of φ which justifies the setting of φ = 0.
We perform simulations for m = 1 (Poissonian distributed (intrinsic) cycle time) and m = 60 (as an example of a sharply peaked cycle time distribution at τ ). Fig.  4 shows the monolayer geometry in the CA-simulation for m = 60, k = 0, 22, Fig.  5 shows the monolayer geometry for m = 1 and k = 3, 22. The result for k = 0 and m = 60 shows lattice anisotropies which are known as noise-reduction effects (Fig. 4) . At large k 0, these lattice anisotropies, however, almost disappear. The figures suggest that in both limits, k → ∞ as well as m → 1 the cluster-geometry adopts a circular shape. (The latter result has been proved by Richardson [64] .) Fig. 6 shows that as in the off-lattice simulations, the population size N (t) initially increases exponentially fast (Fig. 6a) , crossing over to a linear expansion of the monolayer radius at large times Fig. 6(b) . However, for the same intrinsic cycle time τ , the population grows faster for small m than for large m. I.e., if the cycle time distribution f (τ ) is broad, the population grows faster. The reason is that if the cycle time distribution is broad, those cells with the shortest cycle time divide the fastest. Among their daughter cells again those cells with the shortest cycle time divide the fastest such that the observed (effective) cycle time is determined by the fastest dividing cells and hence smaller than τ . In case the cycle time distribution is sharply peaked such a cascade-like division cannot occur and all cells divide with almost the same cycle time (at m → ∞ cell division becomes synchronized). Fig. 6(b) shows a comparison between the growth curves for the monolayer diameter L obtained in the CA-model with m = 60, and those obtained in the off-lattice model. The results of the off-lattice approach can be modeled by tuning the parameter k = ∆R−1. The biophysical and kinetic small scale parameters in the off-lattice model control v by controlling the size of the proliferating rim. I.e., ∆R = ∆R(E, D, τ, l, ...). Hence the essential information which allows to model the range of growth velocities observed in the experiment can be subsumed in the simple parameter k = ∆R − 1. The parameters k, m and φ can be obtained as follows:
• Cycle time distribution (parameter m):
Assume the intrinsic cycle time τ is known. Then m results from a fit of N ∝ e t/τe to the initial exponential growth regime in the off-lattice simulation. Here τ e is the observed cycle time in the experiment. In case m = 1, τ e = τ while for m → ∞, τ e → τ /ln (2) . m controls dispersion of the cycle time distribution which affects the growth of the total cell populations size. As shown below (section 4.1) τ
. This permits to conclude m. In our offlattice simulations, the cycle time distribution was sharply peaked at τ which is why we have chosen a large m in our CA simulations for Fig. 6(b) .
The crossover from exponential to linear monolayer expansion occurs if the the size of the expanding monolayer exerts twice the size of the proliferating rim, i.e. at L cr = 2∆R with L cr = 2R cr . For R ≤ R cr all cells are able to divide hence the growth is exponentially fast. As shown in Fig. 7 (a) , the growth velocity in the linear expansion regime is v ≈ ∆R/τ e (in un-scaled units). Note that k = ∆R − 1 does not only control the expansion velocity v in the linear regime but also the length of the initial exponential growth regime (Fig. 6a) . In order to determine ∆R one can thus run the off-lattice simulation until this crossover point and determine ∆R from L cr = 2∆R.
• Hopping rate φ:
The hopping rate φ can be obtained from the random movement of an isolated cell, for example, from D = φ/(2dτ ) for rule R5(b)(i) or rule R5(a) where d spatial dimension (here d = 2). Note that k may be the same for different parameter combinations of E, D, γ, .... For example, the effect of a larger Young modulus can be balanced by the effect of a larger friction hence resulting in the same k. There is an alternative to the upper procedure to determine k. This is to perform many calculations to determine v(E, D, ...) in the off-lattice model and use the relation v ≈ ∆R/τ e in order to determine k = ∆R − 1 from v (and τ e ).
The information on the initial exponential growth and the large-scale linear expansion can be used to collapse the growth curves for different k onto a single curve. By rescaling the y-axis in Fig. 6 (b) according to R → R/∆R and shifting the time axis by the crossover time as t → (t − t cr )/τ where t cr results from 2∆R = L cr = 0.5lexp(t cr /(τ e 2)), the growth curves for different k collapse on a single curve. The range of velocities then is v > 0.25µm/h (for e.g. l = 8µm, τ = 12h). The data collapse in Fig. 7 (b) can be used to simulate larger systems sizes or speed up the simulations for a given system size. This may be important if either experiments should be analyzed by computer simulations or if the effect of therapy on expanding monolayers should be studied [27] . If, for example, the experimental growth velocity suggests ∆R = vτ e = k + 1 with k 0, one may instead of simulating a growing monolayer using k, simulate a growing monolayer using k = 1 k (∆R = 2) and later upscale the the growth curve obtained for k = 1 according to R → (∆R)R/(∆R ), t → t + t cr in order to obtain the growth curve for k = k. I.e., a patch of cells of edge length k+1 is represented by a small patch of "effective cells" of edge length k + 1. Hence while the original patch contained (k + 1) × (k + 1) cells, the coarse grained patch contains (k +1)×(k +1) effective cells where each effective cell represents (k + 1) 2 /(k + 1) 2 true cells. Since the simulation time is O(N ) and N ∝ R 2 , this leads to a speed up of the simulation by a factor of (k + 1)
2 (e.g. 25 for k = 9, k = 1). However, since for small k lattice anisotropies appear in the monolayer geometry (Fig. 4(a) ), k should not be chosen too small (usually k > 0 is sufficient).
Delauney Triangulation
The problem of lattice anisotropies may be circumvented by using a random lattice instead of a regular square lattice (Fig. 8) . Here, in a first step a regular square lattice is generated. Then, points are randomly placed into the squares of the lattice such, that each lattice compartment contains precisely one point. These points are used to construct a Delauney Triangulation. Note that this choice of the construction points is important to insure translation invariance of the average cell size and homogeneity, and to avoid cell shapes to deviate largely from a compact shape that otherwise are likely to be observed if the construction points would be randomly placed into the space. The Delauney Triangulation is the dual graph to the Voronoi Diagram that has been used by Kansal et. al. [47] to model brain tumor growth; unfortunately, their approach violates translation invariance. The monolayer growth process is then modeled on the Delauney Triangulation using the rules of the CAmodel above. In this case, the lattice anisotropies disappear even for large m and k = 0 (compare Fig. 4 to Fig. 8) . From the construction rules of the Delauney Triangulation the average number of neighbors of a cell in two spatial dimensions is six, and the diagram is space filling. Alternatively one could operate on a lattice in which the cell size is confined by an upper bound (e.g. by drawing a circle of radius R around the Dirichlet construction point and considering the space outside this circle as not being part of the cell, compare [28] , [25] ). 
CA in the presence of free diffusion
In the presence of free diffusion the surface of the monolayer is not sharp anymore. In this case a robust measure for the spatial spread is the radius of gyration
where R cm = N i=1 r i is the position of the center of mass. For a compact circular cell aggregate, R gyr is related to the radius R of the aggregate by
In the presence of free diffusion the initial population growth is again exponentially fast (Fig. 9a) while, however, the expansion is R gyr ≈ (λ + φ)t with λ = 1/τ e (Fig.  9) . I.e., in the limit of negligible cell-cell interaction, cell division behaves as cell hopping. This view is supported by the observation, that in case cell-cell interaction is completely suppressed (by allowing that each lattice site is occupied by more than one cell) the spread is R gyr = √ λt. Note that the initial shoulder observed in Fig. 9  disappears for N (t = 0) 1. On large time scales the expansion of the monolayer is again linear. This can be explained as follows: In the exponential growth regime free space is depleted exponentially fast while the spread of the monolayer is only ∝ √ t. Hence the cells do not move sufficiently fast to permit exponential growth forever. The case φ > 0 and free hopping behaves as the off-lattice model in the absence (Note, that all quantities are expressed in multiples of τ and l.) In the case φ = 0 this is
(In the last eqn. we have put τ although it is equal to one in scaled units.) For φ λ∆R 2 ,
Continuum model
As reported in the introduction for some biological situations rigorous coarse graining techniques starting from the microscopic scale of individual cells (or particles) and ending up with descriptions for the average cell (or particle) density have been successfully applied. In ref. [70] cells move stochastically with chemotactic drift on average into directions of an increasing cAMP molecule concentration. cAMP molecules move randomly, are released by cells and decay due to a death process. Both, cells and molecules are modeled by Langevin equations. In limit of large cell (and molecule) numbers N the stochastic contribution becomes irrelevant: as shown by mathematically rigorous error estimate even at moderate N deterministic equations for local densities of the cells and the molecules give an excellent description of the process. The limiting equations are of the Keller-Segel type. The limiting procedure here is successful since the interaction is not completely local but "moderate" i.e., the cell-cell interactions decay sufficiently fast in space and the interaction range (given e.g. by the width of an interaction weight function) scales in an appropriate way with the particle number [70] . Another example for competing cell populations introduced by Luckhaus and Triolo [54] and De Masi et. al. [21] has already been briefly discussed in the introduction. In their approach a rigorous limit is possible since the fast diffusion locally smooth the cell density.
Here we are faced with the problem of no (or almost no) diffusion and contactinhibited cell division. We approach this problem by a formal ansatz which is motivated by a coarse graining procedure used for chemical equations [63] , [15] . Formally this approach assumes local homogeneity and isotropy as well. However, we here also explore in how far this approach captures the qualitative behavior of the expanding monolayer in case φ = 0. In this approach the rules of the cellular automaton are expressed as a set of "chemical reactions" which then are the starting point for a procedure from which approximate stochastic continuum equations can be derived [33] , [15] . The approach does not consider the position of each individual cell anymore but focuses on spatial compartments which are large compared to an individual cell but small compared to the final population size of ∼ 10 5 − 10 6 cells, and hence may contain many cells. Consequently multicellular configurations on spatial scales smaller than the compartment size cannot be distinguished anymore which, as shown below, is reflected by the resulting continuum equations. We firstly consider one space dimension and then generalize to d dimensions. On a spatial scale which is large compared to the size of single cells but small compared to the system size the stochastic spatio-temporal dynamics of the growing multicellular system can be modeled by a compartment master equation for the multivariate probability p(x 1 , x 2 , ....; t) of finding x 1 cells in the spatial compartment 1, x 2 cells in the spatial compartment 2, etc. at time t. The master equation is a first order linear equation for the probability density and can be written as a linear operator equation. The linear operator can be expressed in the language of second quantization, and the linear operator equation can be formally solved. The solution can be expressed as a path integral that describes the time development of the probability of particle configurations. In the continuum limit an observable with respect to the probability density p (expressed in terms of an operator Φ, see below) is given to leading order by the solution of a stochastic partial differential equation for the local cell density.
The system of "chemical reaction equations" has to represent cell migration and division. Motivated by the observation in the lattice model (see previous section) that the division of a cell to a neighbor site may be subdivided into two separate steps, a division within the same compartment (in the following denoted as "site") followed by an immediate hopping step of the cell onto a neighbor site, we split the cell division into two reaction from which one is written as an effective hopping step. The reactions reads:
A denotes the reaction number, X i the number of cells at lattice site i. A = 1 denotes cell division on the same lattice site. A = 2 denotes the situation that one of the daughter cells immediately moves from site i to site j such that A = 1, A = 2 together model cell division on a site, and to a neighbor site. A = 3 denotes a hopping process to a neighboring compartment. We here included hopping (A = 3) since the technique formally requires homogeneity and isotropy within each spatial compartment and hopping smooth out the tumor-environment interface. A = 4 denotes a cell death process (e.g. as a consequence of drug treatment). The spatial dependency has been taken into account by dividing the space into square compartments of equal size with a lattice spacing b l where l is the cell size. Accordingly,Ñ = b d /l d is the total number of cells that would fit into a spatial compartment (site) (∀i). For simplicity, we set in the following l = 1. In order to account for the fact that no cell division or hopping can occur anymore if the compartment into which the division or hopping should take place is full (i.e. has N cells), we set λ
Hence on a first glance the above system of "reactions" seems to give a reasonable description of the growth process. In addition since the reaction A = 2 models the physical situation that a cell division can only take place if sufficient free space is available, reactions A = 1, 2 are inherently linked. Hence the reaction rate ω ij is a function of λ. We assume d ij = 0 and ω ij = 0 only, if i, j are neighbor compartments (NNs). Further we assume that d ij = φ/(2db 2 ) for i, j NNs, where φ is the jump rate. This choice insures that a choice of a larger compartment size is related with a reduction of the jump rate such, that the true diffusion length does not depend on the choice of the compartment size. The relation between ω ij and λ can be constructed either aposteriori or, apriori. We here construct it apriori and assess it aposteriori. We assume that a particle generated with rate λ jumps with a rate ω ij = λ/(2db d ) = 0 if i, j are neighboring lattice sites. The similarity to the relation for d ij reflects that cell division of a cell at lattice site i to a neighbor site can be interpreted as a division from a cell at site i onto the (same) site i followed by a hop to a neighbor site j = i as explained above (see Fig. 11 ). The full master equation (for simplicity in d = 1) reads (using the method in ref. [36] )
The master equation is linear in the probability and can formally be written as a linear operator equation
with the state vector
. The a + k are creation operators, |0 is the vacuum state (no cell) of the multi-particle system with
We further define the annihilation operator a k by
and require that the (bosonic)-like operators obey the commutation relations
This ansatz can be used to derive a continuum equation for the cell density. The line of reasoning is as follows. (Details on the calculation steps can be found in Appendix B.) The "Hamiltonian" H can be expressed in combinations of the creation and annihilation operators where the annihilation operators have to be on the right side of the creation operators ("normal order"). The operator equation then can formally be solved for any observable. The solution can be expressed as a path integral that describes the time development of the probability of particle configurations. For this purpose the path integral is formulated in terms of coherent states and their complex conjugates. Coherent states are eigenstates of the annihilation operator. The eigenvalues of the annihilation operators are later related to the density of the cells n, the eigenvalues of the creation operators later to an auxiliary-fieldñ. On large spatial scales the coupling constants (pre-factors) of the higher-order nonlinearities ∼ n pñ+ p > 3 that appear in the continuous action may be neglected [45] . Collecting only terms up to second order in the auxiliary field, one obtains after integration over the auxiliary field a stochastic differential equation (in d dimensions):
η(r, t) models white noise with η(r, t) = 0 and η(r, t)η(r , t ) = δ(t − t )δ(r − r ). Here b is the lattice spacing. Now, we re-insert our original parameter choice
and obtain ∂n(r, t) ∂t
Small cell density: If the cell density is small (n 1) the non-linearities can be neglected and the equation becomes
b d is the lattice spacing referred to the cell diameter. Note that the corresponding mean-field equation can be solved exactly by Fourier transformation which yields in case d = 2 which is considered here n(r, t) = n(0, 0)
The initial population size is given by integration over the position variables, N (t) = Ω n(r, t)d 2 r from which N (t) = N (t = 0)e (λ−ζ)t is obtained, i.e. precisely the initial growth behavior found for the CA in the presence of free diffusion (where ζ = 0). Note, however, that for λ ≈ ζ, the effect of the noise cannot be neglected and in particular for small population sizes can lead to extinction [56] . The spatial spread is
as found in the CA-simulations. Note also that the parameter k (= ∆R − 1) does not play a role in the interactionfree case. As shown below, the effect of non-Poissonian cycle times on the initial growth kinetics can be calculated analytically based on the same simple kinetic approach that we use here.
Large cell density: In the zero-noise limit (neglecting the last term in eqn. (30)) one obtains the classical Fisher-KPP-equation that has been extensively used in tumor modeling (see e.g. ref.
[74]). In this limit for the minimum wave velocity one obtains v 2 min ≥ 4λ λ+φ 2d , i.e., for e.g. φ = 0 and d = 2, v min ≥ λ = 1/τ as in the CAsimulations (Fig. 7a for m = 1) . I.e., the Fisher-KPP-equation models the process with Poissonian cycle times which becomes immediately apparent if one recalls that the above system of "chemical equations" (17) (18) (19) represents a Poisson process for each individual reaction. However, by the transformation λ = 1/τ → λ = 1/τ e with the choice τ e = τ /ln(2) a reasonable approximation also for the system with δ-correlated noise can be obtained. The case where a cell can push k cells aside may be compared to an "effective" cell that pushes one cell aside on a lattice with spacing (k + 1)b = ∆Rb (compare the description to Fig. 7b in the last section) . Since this rescaling would effectively increase diffusion as well, the diffusion constant has to be rescaled according to D → D/∆R 2 in order to insure that the "true" diffusion is not affected. Doing so, the minimum wave speed increases by a factor of k+1 which is the behavior observed in the computer simulations with a single-cell based model, i.e., v 2 min ≥ 4λ
. Note, that for φ = 0 (no diffusion) one obtains v min ≥ λ∆R = ∆R/τ as in our CA-simulations. That is, the large scale linear increase of the monolayer radius in the deterministic PDE shows the same behavior as in the CA simulations. At the same time, the stochastics is covered to lowest order. However, the minimal growth velocity for φ = 0 differs quantitatively from the value found in the cellular automaton simulations although the qualitative dependence (v 2 ∝ φ, v ∝ ∆R) is the same. This may have different reasons. Firstly, it should be noted that the asymptotic wave speed in cellular automaton simulations depends on the microscopic rules for hopping and cell division. This is not reflected by our "chemical reaction" equations for the cell dynamics. For illustration consider a cell has been chosen for a hopping move. Be rule A that the cell is moved with . If a cell moves with probability one once if it has at least one free neighbor site (directed moves) then the spreading velocity of the expanding cluster is larger than if a cell tries to move with equal probability on one of its neighbor sites in which case a move is successful only, if the chosen neighbor site is not occupied by another cell (random moves).
probability one in case it has at least one free neighboring lattice site. Be rule B that one of the neighbor sites is chosen at random and the migration move is performed only if this lattice site is free. Hence for rule A the asymptotic growth velocity is larger than for rule B (Fig. 13) . Rule B is closer to the off-lattice model where we performed migration steps into a random direction independent on the local cell environment. However, also for this rule we did not find the precise wave velocity of the Fisher-KPP-equation (the observed expansion velocity is slightly below √ λ + ϕ). Secondly, the noise term modifies the shape of the traveling wave front in particular at the front tip and is known to affect the expansion velocity (e.g. [11] , [23] ). In a next step, that is beyond the scope of this article, the numerical solutions of the equation (30) should be directly compared to the simulation results of the lattice model using different rules. An alternative description of the dynamics on the lattice could be based on a master equation for the division and hopping process in the lattice model following
where W ({Z } → {Z}) denotes the transition rate from configuration {Z } to configuration {Z}. Different from the master equation in this section, {Z} denotes a configuration of the original cellular automaton (of section 3) and obeys the exclusion principle (i.e., maximal one cell at each lattice site). The configuration changes include hopping with rate φ, division with rate λ, and, in case of an Erlangdistributed cycle time intermediate transitions between the m states of an internal counter (see also next subsection). Alternatively to the algorithm we use in section 3 the event time can in this case be determined by the Gillespie algorithm by
where ξ ∈ [0, 1) is a random number. Here W Z = Z W {Z}→{Z } denotes the transition rate from the global state {Z} into any state {Z } of the system, and W {Z} the rate with which the state {Z} can be left [67] . Note, that this implies that a particle that has more free neighbor sites on which it could hop to, has a larger probability to move (than if it would have less free neighbor sites to hop onto). According to our above line of argument (see Fig. 13 ), this cannot be apriori expected for cells. Here, the rule may have to be modified such, that the number of cells that can move, and not the number of potential target states, determines the event time (Block, Drasdo, Schöll, in prep.). We have also studied other systems of "chemical reactions" and always obtained on large scales with the procedure explained in Appendix B the same form of continuum equation hence the approximate equation is robust against details in the description of the cell hopping and division. The stochastic effects become for instance important also in case death processes occur with a rate ζ ≈ λ for which the dynamics below the critical dimension of 4 is completely determined by the noise [14] . The deterministic Fisher equation has often been used as a phenomenological continuum approach to growing multicellular systems. Its solution for long times correctly agrees with the numerical simulation results of both, the cellular automaton and the off-lattice model. However, in the absence of a sufficient fast cell diffusion for small times the Fisher equation fails to give a correct description of the system behavior of the individual based systems for small times. Here it predicts the radius grows as
controlled by the quasi-diffusion term due to the division into neighbor compartments. On the other hand, the exponential growth of the population size N is correctly obtained. The deviation at small times is a consequence of the violation of homogeneity and isotropy within the individual compartments that occurs for φ = 0. In case of φ λ the cell distribution is homogeneous and isotropic and the corresponding CA-simulations also show R ∝ √ t. One may consider R ∝ N 1/d as a measure for the initial monolayer radius which on one hand would insure exponential growth of R but on the other hand would fail in case of "true" diffusion. A method which is capable to reflect the short time behavior could be based on a continuum mechanical approach e.g. by approaching the tumor as a viscoelastic medium. As already argued above the cell movement in expanding cell populations may have two origins: (1) passive pushing as a consequence of the proliferation pressure exerted by the proliferating cells, (2) active migration that occurs if the cell movement is a consequence of a stimulating signal by a growing neighbor cell. In the case (1) it is the pressure gradient that guides the shift of cell mass. In the case (2) it is more active movement of cells initiated by the signal of a neighbor cell that may be triggered such that the cell attempts to maintain a certain migration speed similar to the movement of autonomous agents (e.g. vehicles) in traffic flow (see, for example, Helbing [40] and refs. therein, [41] and refs. therein). Consequently, similar limiting procedures starting from a Boltzmann-like approach may apply in this case. Note, however, that the Boltzmann equation (or Boltzmann-like equation as those used in traffic flow [40] ) is based on a single particle distribution function for the velocity and the position of a single agent while the approach we have used here is based on the multivariate probability distribution that tracks the whole particle (here: cell) configuration and hence includes all correlations and fluctuations. Since it is usually difficult to consider higher-order correlations than pair correlations in Boltzmannlike equations, a systematic derivation of macroscopic (fluid-like) equation for the cell density from Boltzmann-like equations that include fluctuations and correlations remains a challenge. However, steps into the direction of linking the macro to the micro picture in this case have been performed for example by Stevens [70] and by Alt et. al. [1] . In conclusion equation (31) is a useful approximation to monolayer growth (i) in the presence of true diffusion (φ > 0) which insures local mixing, (ii) in the linear expansion regime. The equation fails to give a proper qualitative description of the initial exponential growth regime of compact monolayers.
Erlang cycle time distribution
As indicated by the computer simulations an Erlang-distributed cell-cycle time distribution results in a slower growth of the population size in the exponential growth regime. Following the same line of reasoning as above and taking into account that an Erlang-distributed cycle time can be obtained from a sum of Poissoniandistributed cycle times, i.e. τ = m i=1 τ m with τ m = τ /m (where ... denotes an average over many realizations of choosing the cycle time), the "chemical reaction equations" in the exponential regime read:
...
The spatial index was dropped since in the exponential regime the cells do not interact such that the spatial coordinate can be integrated out. The corresponding set of first order differential equations dX (i) /dt = . . .for the total number of cells in a cycle time compartment i can be formally solved with an ansatz of the form
λit yielding a matrix equation for the eigenvalues λ i . For λ i = mλ = m/τ ∀i, the largest eigenvalue, which dominates the growth behavior, is readily calculated to
For m = 1, λ max = 1/τ , hence the population grows as N ∝ e t/τ in the exponential regime. For m → ∞, e 
Discussion
We here have sketched how growing monolayers can be modeled on different levels of detail and used the experimental findings of Bru et. al. [10] to guide our model development. As in the experiments we find an initially exponentially fast growing population size crossing over to a linear expansion of the populations spatial spread at large times, which is triggered by contact inhibition, in our simulations induced by mechanical stress. We started by an approach where each cell was modeled by an elastic, sticky colloid-like particle of limited compressibility and deformability capable of active migration, growth and division. A cell is parameterized by characteristic geometrical, cell-biological, biophysical and cell-kinetic properties. We observed, that this model that subsumes intracellular properties such as the cytoskeleton, adhesion molecules, the cell cycle, etc. in effective parameters, is capable of giving a quantitative description to growing monolayer cultures. However, the limitation of this approach is that it is computationally too demanding to permit a systematic exploration of the parameter space up to large systems sizes with a reasonable effort, and to model system sizes that correspond to typical in-vivo systems as for instance tumors. This, however, can be achieved by cellular automata model. The challenge of cellular automata model is to choose the rules properly in order to represent the correct physics and biology. We have chosen the CA rules being guided by our findings in the off-lattice model, that represents a more direct approach to a multicellular system and hence is believed to be closer to reality. We proposed to introduce an additional parameter that controls the size of the proliferating rim to account for the experimentally observed velocity variations. The velocity of spatial spread is the larger, the larger the proliferating rim is and, for a given intrinsic cell cycle time, the broader the cycle time distribution is. Since at a small proliferating rim size for sharply peaked cycle times (as typically found in experiments) the monolayer geometry reflects lattice artifacts from the underlying rectangular lattice symmetry we propose to use in this case a Dirichlet Tesselation which does not show any spatial artifacts. In a next step we have analyzed the situation in which the mobility of the cell is large and cell-cell adhesion is negligible. In this case, the initial spread of the cell population is ∝ √ t while for long times the expansion is again linear in t as for compact monolayers. In a last step we looked at a even larger scale where cells were not considered as individual particles anymore, but instead by a locally averaged cell density. To maintain the inherent stochasticity of the growth process we used a procedure that has been considered for chemical reactions to obtain a large scale descriptions of stochastic many particle systems. Strictly applied, this technique assumes a homogeneous distribution of cells within compartments with are large compared to cells but interestingly, we found a remarkable similarity between the large-scale properties of the equation that resulted from this procedure from the stochastic process even in the absence of diffusion. However, to tie this link more closely in a next step, simulation results with the cellular automaton model should be compared quantitatively to the numerical solutions of the continuum equation. This should imply to extend the continuum approach presented in order to capture the initial exponential expansion of the monolayer diameter for compact monolayers. The procedure outlined in this paper may open the possibility to calibrate largescale simulations in small systems an then upscale to system sizes of interest. The same line of reasoning as shown in this paper for monolayers can be followed in case of tumor spheroids. In this case, the tumor cell population size is partly controlled by the supply of nutrients or growth factors which have to be considered in a separate reaction-diffusion equation. However, the expansion of the tumor diameter can again be explained by the same biomechanical form of contact inhibition as used in this paper to explain the expansion of compact monolayers [26] . Even in-vivo growing tumor Xenografts may follow the same growth scenario that is presented here (unpubl. results). The ultimate goal could be the computer-based optimization of cancer therapy. We believe individual-based models will also be needed for large multicellular systems, since therapy effects may introduce large spatial-temporal fluctuations in a tumor such that locally a resolution on the cellular level may be required. 
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Here,τ ξ i is the fluctuating torque on cell i.
[I]
the inertia tensor for cell i.τ G r here is a matrix and quantifies the amplitude of the autocorrelation function of the random orientation fluctuations. In the case of friction-dominated dynamics, the term dJ dt can be neglected. f i is the force density on cell i. For simplicity we make a number of simplifying assumptions.
We approximate the cells in the mitosis phase by a dumb-bell as in Fig. 1 and assume the mass is concentrated in the spheres of the dumb-bell. Then the torque on cell i becomesτ
Here, a is the axis length of the dumb-bell, F can be very complex (see for example ref. [22] for rotating rods in a homogeneous medium). For a dumbbell the rotation along the long axis may not need to be considered. However, the rotation around the axis perpendicular to the long axis needs to be taken into account (the axis should intersect the dumb-bell axis at the center of mass). The friction coefficient with respect to this axis may be approximated as follows. 
Appendix B. From a population master equation to the continuum
Here we give the detailed derivation of the stochastic differential equation from the multivariate master equation (20) for the local cell number.
The master equation is linear in the probability can formally be written as a linear operator equation
3)
is the vacuum state (no cell) of the multi-particle system with
We further define the annihilation operator a k by 5) and require that the (bosonic-like) operators obey the commutation relations
This ansatz can be used to derive a continuum equation for the cell density. The line of reasoning is as follows. The scalar product is defined as [19] :
The δ xix i i = 1, ..., N result from the orthogonality of the states. From the operator equation (23), (B.3) one can obtain the original master equation by multiplying with the left eigenvector due to
In the last step, eqn. (B.7) has been used. Now we are able to express the master equation as a combination of bosonic-like creation and annihilation operators acting on the ground state of the multi-particle system. This representation then allows us to use the formalism of quantum many particle systems. We choose an initial condition for the master equation to be a multivariate Poissonian [52] p({x i }; 0) = e −NX (0) Π i x xi i0 12) with N X = i x i0 (the index "0" denotes t = 0). The representation of the "Hamiltonian" H for the system of reaction equations (17)- (19) in terms of creation/annihilation operators is
}. The introduction of a projection stateΦ 0 is necessary since Φ (t)|H|Φ(t) (which is used in quantum mechanics whereΦ denotes the solution of Schroediger's wave equation and the probabilities are bilinear inΦ i.e. ∼ Φ |Φ ) would be bilinear inΦ and hence also bilinear in the probability p(n; t). The projection operator is Φ 0 | = 0|e 
whereĤ denotes the Hamiltonian for lattice site i such that H = iĤ . In order to obtain a path integral representation from this relation, we need to insert a complete set of states at each time slice. A usual choice motivated by quantum harmonic oscillators are coherent states which are a continuous set of eigenstates of the annihilation operator. I.e.,
Coherent states serve as generating functionals for the energy eigenstates [68] . There are different ways to define the coherent state. The choice of the definition affects the relation for the unity operator and thereby the boundary terms of the path integral. However, eventually they all result in the same stochastic differential equation equation. The definition that is chosen here follows ref. [63] and is motivated by the observations that after an appropriate operator shift, the boundary terms drop. We define the coherent state according to
The completeness relation now reads
where dz
Any operator average is given by eqn. (B.19). Using the Trotter formula, the operator e −Ht can be subdivided into M time slices of length ∆t, i.e., t = ∆tM :
A functional integral representation for the many-body evolution operator may be obtained by inserting the unity operator M -times using the coherent states |z [59] .
The calculation can best be demonstrated by looking at a single lattice site, and then generalizing to N lattice sites. For a single lattice site (for which the index i can be dropped) one obtains where we have used |Φ(0) = |z 0 . We have further replaced H(z * i,k , z i,k−1 ) by H(z * i,k , z i,k ) since in the limit ∆t → 0 that we perform below, the difference between these terms only generates terms of higher order in ∆t that can be neglected. With the shift z * i,k → z i,k + 1, The other non-linearities are of higher order and may on large scales be omitted. In fact, the leading order nonlinearities are those of the action known from directed percolation. We here neglect the higher order-terms and only consider terms up to Gaussian terms ∝n 2 . A more systematic analysis would require to study the effect of the higher order (non-Gaussian) non-linearities by renormalization group theory. The integration over the z i (t) can now be performed and the path integral is
Dz i Dη i π Oe For the last step we assume sufficiently large compartments andÑ 1 (note that the corresponding terms in mean field equation calculated directly from the "reaction-equations" is also ∝Ñ ). −η i / √ dt = dW i is the Wiener increment with dW i (t) = 0 and dW i (t)dW j (t ) = δ(t − t )δ ij dt. Note, that the mean-field term is the same that would also be expected from other methods as e.g. the Poissonrepresentation of the master equation (for this method, see ref. [36] ), or a direct calculation of the expectation values x i followed by a continuum-limit. The stochastic differential equation reflects that the division into neighbor compartments can to lowest order be decomposed into a division within the same department followed by a hopping into an adjacent department. We now define z i (t) = b d n(r, t) ∆ → b 2 ∆, where b is the lattice spacing. We further set η(r, t) = −ηb Here, η(r, t) = 0, η(r, t)η(r , t ) = δ(r −r )δ(t−t ). Now, we re-insert our original parameter choice ω = λ 2db 2 (B.54) 55) and obtain ∂n(r, t) ∂t = λ + φ 2d ∆n(r, t) + (λ(1 − n) − ζ)n(r, t) + 2λn(r, t)η.
(B.56)
A different reaction scheme, in which, different from the reaction scheme in eqns. (17) (18) (19) , λ = λ, d ij = d ij , w ij = 0 and the reaction X i → κ 2X i is added in order to account for the density limitation yields to an exact stochastic differential equation since for these settings the dynamic action adopts exactly the form in eqn. (B.44). Such a model has been used in ref. [62] to model chemical reactions.
Comparing this with our model gives a further justification of our approximations. With an appropriate choice of κ the mean-field part of the resulting stochastic partial differential equation becomes the same as in our approach while the noise term is 2λn(1 − n)η. However, this approach is less intuitive than the one we used here since it requires to put in the space limitation artificially.
