Abstract-Given a centralized controller associated with a linear time-invariant (LTI) interconnected system, this paper is concerned with designing a parameterized decentralized controller in such a way that the state and input of the system under the obtained decentralized controller can become arbitrarily close to those of the system under the given centralized controller, by tuning the controller's parameters. To this end, a two-level decentralized controller is designed, where the upper level captures the dynamics of the centralized closed-loop system, and the lower level is an observed-based subcontroller designed based on the new notion of structural initial value observability. The proposed method can decentralize every generic centralized controller, provided the interconnected system satisfies very mild conditions.
I. INTRODUCTION
Many real-world systems such as communication networks, largespace structures, power systems, and chemical processes can be modeled as interconnected systems with homogeneous or heterogeneous interacting subsystems [1] - [3] . The classical control techniques often fail to control such systems, in light of some well-known computation or communication constraints. This has given rise to the emergence of the decentralized control area that aims to design non-classical structurally constrained controllers. A decentralized controller comprises a set of non-interacting local controllers corresponding to disparate subsystems. Although there has been a plethora of research on finding the best achievable decentralized performance, several related problems are still open or partially solved [4] , [5] . The main reason is that while many control problems, such as H2 or H1 optimal controller design, have explicit solutions in the centralized case, they become cumbersome in the decentralized case.
The work [6] provides a lower bound on the achievable decentralized H 2 performance for discrete-time systems. The problem of designing a decentralized controller achieving certain H 1 requirements on all subsystems is tackled in [7] , leading to some sufficient conditions. The papers [8] and [9] obtain sufficient nonlinear conditions for the existence of a stabilizing decentralized controller with a guaranteed H 1 performance. To find the best achievable decentralized H 1 performance, an infinite-dimensional optimization problem is proposed in [10] , and it is then truncated to a nonconvex finite-dimensional optimization problem. The existence of a decentralized controller providing certain closed-loop properties for a stable system is studied in [11] . A closely related decentralized control problem is also tackled in [12] The above-mentioned decentralized control problems can be asked in a broader, unified context as follows: given a centralized controller corresponding to some system, what is the best decentralized controller that can generate state and input trajectories for the system that are sufficiently close to those generated by the underlying centralized controller? This question is partially answered in the literature. The paper [13] proposes a technique to design a static decentralized controller in terms of a prescribed centralized one, but the centralized and decentralized closed-loop performances can be very different. The work [14] aims to design a decentralized controller based on a given centralized controller such that the associated sensitivity functions are close to each other; however, it minimizes an undesirable performance measure whose weighting factor depends on the parameters of the unknown decentralized controller. The paper [15] derives nonlinear conditions for the approximation of a static centralized controller by a decentralized controller. The primary objective of the present paper is to address the aforementioned decentralization question for strongly connected LTI systems, i.e. those systems whose subsystems cannot be renumbered in such a way that the corresponding transfer function matrix becomes upper block triangular.
Given a centralized controller for a strongly connected LTI system, the objective of this paper is to study the existence of a decentralized controller under which the input and state trajectories of the system become arbitrarily close to those of the system under the given centralized controller. To this end, it is shown that under mild conditions, there exists such a decentralized controller composed of high-level and low-level decentralized subcontrollers. The control law of the highlevel subcontroller is given explicitly, and then the low-level subcontroller is designed based on a new notion of structural initial value observability.
II. PROBLEM FORMULATION
Consider an interconnected system S composed of interacting LTI subsystems S 1 ;S 2 ; . . . ;S , which is governed by the differential
B i u i (t); y j (t) = C j x(t); 8j 2 := f1; 2; . . . ;g where x(t) 2 R n represents the state of the system S, and uj(t) 2 R m , and yj(t) 2 R r are the input and output of the subsystem Sj, respectively, for every j 2 . Let the initial state x(0) be a random variable denoted by x0. Note that although the matrices B and C are block-diagonal for many applications especially when each subsystem has its own substate (such as in flight formation), these matrices are considered to be general and unconstrained in the present work. Consider a given stabilizing central- • Let xc(t), uc(t) and yc(t) denote the state, input, and output of the system S, respectively.
• Let zc(t) denote the state of the controller Kc.
• Let uc (t) and yc (t) denote the input and output of the subsystem Si, respectively (i 2
). The goal is to investigate whether there exists a decentralized controller K d such that the system S under K d generates state and input trajectories sufficiently close to the centralized trajectories xc(t) and u c (t), respectively. To this end, a new notion will be introduced in the sequel. 
holds, where x d (t) and u d (t) denote the state and the input of the system S under the controller K d (0), respectively, and k 1 k represents an arbitrary vector norm. Regarding the parameterized controller K d () in Definition 1, a switching-type nonlinear controller K d () can be designed using the technique proposed in [16] to make the inequality (1) hold; however, this definition requires K d () to be linear due to the linearity of the original controller Kc. It is noteworthy that the notion of decentralized implementation is instrumental in understating the gap between the achievable centralized and decentralized performances. The objective of this paper is twofold. First, it is desired to prove that the given controller Kc is decentrally implementable under mild conditions. Second, it is aimed to construct a parameterized controller K d () associated with Kc. Note that the proofs of the theorems presented here are omitted due to space restrictions and can be found in [17] and [18] .
III. MAIN RESULTS
Denote the modes of the system S as 1 ; 2 ; . . . ; n . Define the structural graph of the system S as a directed graph with vertices such that for every i, j 2 , i 6 = j, vertex i is connected to vertex j by a directed edge if the transfer function Cj (sI 0 A) 01 Bi is nonzero.
The system S is said to be strongly connected if its associated structural graph is strongly connected, meaning that there exist directed paths from every vertex to all remaining vertices of the graph [19] . A few mild assumptions are required for the development of this paper, as provided below. 
8t 0, for every arbitrary low-level linear subcontroller K Augment the system S with the high-level decentralized subcon-
to obtain an interconnected systemS with subsystems, where the input and output of its i th subsystem are u d (t) and y d (t), respectively, for every i 2
[this augmentation may be observed in Fig. 1(a) i) The systemS is strongly connected.
ii) The modes of the systemS are . . . ; n g (the multiplicities of i and j in the above set are 1 and , respectively, for every i 2 n and j 2 f1; 2; . . . ;n + nog).
iii) The systemS is controllable. iv) The systemS is unobservable with the unobservable subspace 8 corresponding to the n+n0 unobservable modes 1; . . . ; n+n (each of these repeated modes is only one time unobservable).
v) The mode j is not a DFM of the systemS , for every j 2 n.
vi) The repeated mode j with multiplicity is a single DFM of the systemS, for every j 2 f1; 2; . . . ;n + n o g.
The proof of Theorem 2 is very long and the details are provided in [17] , [18] . Finding the polynomial F explicitly is hard and unnecessary. Instead, it follows from Theorem 2 that almost all (generic) finite-dimensional LTI controllers K c satisfy the property F(A o ;B o ;C o ;D o ) 6 = 0 (the reason is that the set of real zeros of a nonzero polynomial is a real algebraic variety with a positive codimension). Henceforth, assume that the controller K c is generic so that all properties listed in Theorem 2 are satisfied for the systemS. As is commonly known in the literature of pole-placement for multi-input systems, arbitrary (generic) static controllers can be applied to all but one of the inputs of a controllable system so that the resulting system becomes controllable through the remaining single input. A similar idea will be exploited here. To design the low-level decentralized T such that the state of the closed-loop system is regulated arbitrarily fast. To address the latter problem, note that although the system S(G 1 ; . . . ; G 01 ) is not observable (due to Theorem 3), the unobservable modes of the system are all stable. This implies that one can design an observer-based controller K 2 d for the system S(G 1 ; . . . ; G 01 ) to make its state attenuate to zero. However, the question of interest is to design an arbitrarily fast regulating controller for this unobservable system. This question is addressed in the sequel through a new notion.
A. Structural Initial Value Observer
Consider an LTI continuous-time system S with the state-space representation _ x(t) = Ax(t) + Bu(t); y(t) = Cx(t); where x(t) 2 R n , u(t) 2 R m and y(t) 2 R r . Assume that 0 is an arbitrary subspace of R n .
Definition 2:
An initial state x 0 2 0 is said to be structural initial value observable with respect to 0 (SIV observable w.r.t. 0) if there does not exist another initial state x 0 0 in the space 0 such that the system S results in the same output by starting from each of the initial states x 0 and x 0 0 . Furthermore, the system S is called SIV observable w.r.t. 0 if every initial state x 0 in 0 is SIV observable w.r.t. 0.
The system S is SIV observable w.r.t. 0 iff the intersection of 0 and the unobservable subspace of S is only the origin. Assume that S is controllable, unobservable with an unobservable subspace of dimension 2 N, and SIV observable w.r.t. 0. A question of interest is how to design an arbitrarily fast observer for this system if it is known a priori that the initial state of the system belongs to 0. To address this, we realize the system in the Kalman observable form as
where A22 2 R 2 , the pair (A11; C1) is observable, and the relations z1(t) = T1x(t) and z2(t) = T2x(t) hold for some ap- r < , due to the presence of an unobservable subspace of dimension . Moreover, it may not be possible to simply design an observer to recover z1(t) from the observed output y(t) and then design a compensator to retrieve z2(t) from z1(t). The reason is that a fast observer for z1(t) often leads to a large overshoot in the estimation of z1(t) and since z2(t) must be retrieved from z1(t) using an open-loop compensator (based on the linear map ), there is no way to diminish the effect of overshoot quickly in the estimation of z 2 (t). To this end, a more complex observer will be introduced in the sequel. Select a positive real and define 5 := e A e 0A + 0 e A (0t) A 21 e 0A (0t) dt:
Consider the transfer function (sI 0 A22) 01 (A21 + 5(sI 0 A11)).
Since this is a proper function, it can be realized in the space-state form. Let a realization of this transfer function be given by the state-space matrices (M1; M2; M3; M4). Due to the stability of the matrix A22, the matrix M1 must be Hurwitz.
Theorem 4: Assume that the system S starts from an unknown initial state x0 2 0. Given a matrix L1 such that A11 + L1C1 is Hurwitz, consider the compensator 2 (ẑ 1 (t)0z 11 (t)) u s (t 0 ) (5d) y p (t)=M 3 z p (t)+M 4 (ẑ 1 (t)0z 11 (t)) u s (t 0 ) (5e) z 2 (t)=z 21 (t)+y p (t) (5f) where us(1) is the step function, andẑ1(0), z11(0), z21(0), zp(0) are all zero. This is an SIV observer for the system S (whereẑi estimates zi for i = 1, 2), which satisfies the following properties.
i) It is internally stable.
ii) The state estimation error converges to zero.
iii) The state estimation error is independent of the input of the system. In addition, the observation process can be made arbitrarily fast by letting go to zero and pushing the eigenvalues of A11+L1C1 towards
01.
Corollary 1: Assume that the system S starts from an unknown initial state x 0 2 0. Given matrix gains L 1 and Q (with appropriate dimensions) such that A 11 + L 1 C 1 and A + BQ are both Hurwitz, consider the system S under an observer-based controller composed of the SIV observer (5) and the static controller u(t) = QT 01 [ẑ1(t) Tẑ 2(t) T ] T . The closed-loop system is stable and, more precisely, the state of the closed-loop system can be pushed towards zero arbitrarily fast by making the eigenvalues of A11 +L1C1
and A + BQ go to 01 and letting the parameter go to zero. 
B. Decentralization of Centralized Controllers

IV. NUMERICAL EXAMPLE
Consider the mass-spring system S given in Fig. 1(b) . Regard this system as a two-channel interconnected system with the input u i (t) and the output y i (t) for its control channel i 2 f1; 2g. Define the state of the system as x(t) := [yM (t) _ yM(t) y1(t) _ y1(t) y2(t) _ y2(t)]
