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Abstract
Adaptive gradient approaches that automatically adjust the learning rate on a per-
feature basis have been very popular for training deep networks. This rich class
of algorithms includes ADAGRAD, RMSPROP, ADAM, and recent extensions. All
these algorithms have adopted diagonal matrix adaptation, due to the prohibitive
computational burden of manipulating full matrices in high-dimensions. In this pa-
per, we show that block-diagonal matrix adaptation can be a practical and powerful
solution that can effectively utilize structural characteristics of deep learning archi-
tectures, and significantly improve convergence and out-of-sample generalization.
We present a general framework with block-diagonal matrix updates via coordinate
grouping, which includes counterparts of the aforementioned algorithms, prove
their convergence in non-convex optimization, highlighting benefits compared to di-
agonal versions. In addition, we propose an efficient spectrum-clipping scheme that
benefits from superior generalization performance of SGD. Extensive experiments
reveal that block-diagonal approaches achieve state-of-the-art results on several
deep learning tasks, and can outperform adaptive diagonal methods, vanilla SGD,
as well as a modified version of full-matrix adaptation proposed very recently.
1 Introduction
Stochastic gradient descent (SGD) [1] is a dominant approach for training large-scale machine learning
models such as deep networks. At each iteration of this iterative method, the model parameters are
updated in the opposite direction of the gradient of the objective function typically evaluated on a
mini-batch, with step size controlled by a learning rate. While vanilla SGD uses a common learning
rate across coordinates (possibly varying across time), several adaptive learning rate algorithms have
been developed that scale the gradient coordinates by square roots of some form of average of the
squared values of past gradients coordinates. The first key approach in this class, ADAGRAD [2, 3],
uses a per-coordinate learning rate based on squared past gradients, and has been found to outperform
vanilla SGD on sparse data. However, in non-convex dense settings where gradients are dense,
performance is degraded, since the learning rate shrinks too rapidly due to the accumulation of all
past squared gradient in its denominator. To address this issue, variants of ADAGRAD have been
proposed that use the exponential moving average (EMA) of past squared gradients to essentially
restrict the window of accumulated gradients to only few recent ones. Examples of such methods
include ADADELTA [4], RMSPROP [5], ADAM [6], and NADAM [7].
Despite their popularity and great success in some applications, the above EMA-based adaptive
approaches have raised several concerns. [8] studied their out-of-sample generalization and observed
that on several popular deep learning models their generalization is worse than vanilla SGD. Recently
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[9] showed that they may not converge to the optimum (or critical point) even in simple convex
settings with constant minibatch size, and noted that the effective learning rate of EMA methods can
increase fairly quickly while for convergence it should decrease or at least have a controlled increase
over iterations. AMSGRAD, proposed in [9] to fix this issue, did not yield conclusive improvements
in terms of generalization ability. To simultaneously benefit from the generalization ability of
vanilla SGD and the fast training of adaptive approaches, [10] recently proposed ADABOUND and
AMSBOUND as variants of ADAM and AMSGRAD, which employ dynamic bounds on learning
rates to guard against extreme learning rates. [11] introduced ADAFOM that only add momentum to
the first moment estimate while using the same second moment estimate as ADAGRAD. [12] showed
that increasing minibatch sizes enables convergence of ADAM, and proposed YOGI which employs
additive adaptive updates to prevent informative gradients from being forgotten too quickly.
We note that all the aforementioned adaptive algorithms deal with adaptation in a limited way,
namely they only employ diagonal information of Gradient of Outer-Product (gtgTt where gt is the
stochastic gradient at time t, a.k.a. GOP). Though initially discussed in [2], full matrix adaptation
has been mostly ignored due to its prohibitive computational overhead in high-dimensions. The
only exception is the GGT algorithm [13]; it uses a modified version of full-matrix ADAGRAD with
exponentially attenuated gradient history as in ADAM, but truncated to a small window parameter so
the preconditioning matrix becomes low rank thereby computing its inverse square root effectively.
Contributions. In this paper, we revisit open questions on ADAGRAD in [2] and propose an extended
form of SGD learning with block-diagonal matrix adaptation that can better utilize the structural
characteristics of deep learning architectures. We also show that it can be a practical and powerful
solution, which can actually outperform vanilla SGD and achieve state-of-the-art results on several
deep learning tasks. More specifically, the main contributions of this paper are as follows:
• We provide an EMA-based SGD framework with block diagonal matrix adaptation via
coordinate grouping. This framework takes advantage of richer information on interactions
across different gradient coordinates, while significantly relaxing the expensive compu-
tational cost of full matrix adaptation in large-scale problems. In addition, we introduce
several grouping strategies that are practically useful for deep learning problems.
• We provide the first convergence analysis of our framework in the non-convex setting, and
highlight difference and benefits compared with diagonal versions.
• In addition, we introduce spectrum-clipping, a non-trivial extension of [10] for our block-
diagonal adaptation framework. Spectrum-clipping allows the block diagonal matrix to
become a constant multiple of the identity matrix in the latter part of training, similarly to
vanilla SGD.
• We evaluate the training and generalization ability of our approaches on popular deep
learning tasks. Our experiments reveal that block diagonal methods perform better than
diagonal approaches, even for small grouping sizes, and can also outperform vanilla SGD
and the modified version of full-matrix adaptation GGT. Interestingly, our empirical studies
also show that block diagonal matrix updates alleviate an oscillatory behavior present in
diagonal versions.
Notation. For any vectors x, y ∈ Rd, we assume that all the operations are element-wise, such as xy,
x/y, and
√
x. We denote [x]i to be the i-th coordinate of vector x. For a vector x, ‖x‖p denotes the
vector p-norm, and ‖x‖ is ‖x‖2 if not specified. For a matrix A, |||A|||p indicates the matrix p-norm
for matrix A, λ(A) returns a eigenvalue list of A. λmin(A) and λmax(A) denote the minimum and
maximum eigenvalue ofA respectively, and κ(A) represents the condition number ofA. The function
Clip(x, a, b) represents clipping x element-wise with the interval I = [a, b].
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(a) input-neuron (b) output-neuron (c) partially group (d) filter-wise group
Figure 1: Possible examples of grouping for fully-connected layers and convolutional layers.
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Figure 2: Top: Loss landscape for different grouping
methods; Bottom: optimization trajectories on the
loss landscape (a).
Algorithm 1 Adaptive Gradient Methods with Block
Diagonal Matrix Adaptation
Input: Stepsize αt, initial point x1 ∈ Rd, β1 ∈
[0, 1). The function Ht designs V̂t with r blocks.
Initialize: m0 = 0, V̂0 = 0. Assume β1 ≥ β1,t.
for t = 1, 2, . . . , T do
Draw a minibatch sample ξt from P
i (offset)← 0, Gt ← 0
gt←∇f(xt), mt ← β1,tmt−1+(1−β1,t)gt
for each group index j = 1, 2, . . . , r do
g
(j)
t ← gt[i : i+ nj ]
Gt[i : i+ nj , i : i+ nj ]← g(j)t
(
g
(j)
t
)T
i← i+ nj
end for
V̂t←Ht(G1, · · · , Gt)
xt+1← xt − αt(V̂ 1/2t + δI)−1mt
end for
2 Adaptive Gradient Methods with Block Diagonal Matrix Adaptations via
Coordinate Partitioning
In the context of stochastic optimization, [2] proposed a full-matrix variant of ADAGRAD. This
version employs a preconditioner which exploits first-order information only, via the sum of outer
products of past gradients:
gt = ∇f(xt), Gt = Gt−1 + gtgTt , xt+1 = xt − αt(G1/2t + δI)−1gt (1)
where gt is a stochastic gradient at time t, αt is a step-size, and δ is a small constant for numerical
stability. [2] presented theoretical regret bounds for (1) in the convex setting. However, this approach
is quite expensive due to G1/2t term, so they proposed to only use the diagonal entries of Gt. Popular
adaptive SGD methods for training deep models such as RMSPROP/ADAM are based on such diagonal
adaptation. Their general form and designs of the second-order momentum are given in the appendix.
[2] also discussed the case where full-matrix adaptation can converge faster than its popular diagonal
counterpart. Motivated by this, we first check through a toy MLP experiment whether preconditioning
with exact GOP (1) can be more effective even in the deep learning context. Our experiment shows
that one can achieve faster convergence and better objective values by considering the interaction
between gradient coordinates (1). Details are provided in appendix due to space constraint. The caveat
here is that using full GOP adaptation in real deep learning optimization problems is computationally
intractable due to the square root operator in (1). Nevertheless, is the best choice to simply use
diagonal approximation given the available computation budget? What if we can afford to pay a little
bit more for our computations?
Main Algorithm: Adaptive SGD with Block Diagonal Adaptation. We address the above
question and provide a family of adaptive SGD bridging exact GOP adaptation and its diago-
3
nal approximation, via coordinate partitioning. Given a coordinate partition, we simply ignore
the interactions of coordinates between different groups. For instance, given a gradient g in a 6-
dimensional space, one example of constructing block diagonal matrices via coordinate partitioning is
g = (g1, g2︸ ︷︷ ︸
G1
, g3, g4, g5︸ ︷︷ ︸
G2
, g6︸︷︷︸
G3
)→ [gG1 gTG1 | 0 | 0 ; 0 | gG2 gTG2 | 0 ; 0 | 0 | gG3 gTG3 ] where Gi represents
each group and gGi denotes the collection of entries corresponding to group Gi. Both exact GOP
and diagonal approximation are special cases of our family. Exploring the use of block-diagonal
matrices was suggested as future work in [2], and our work therefore provides an in-depth study of
this proposal. Our main algorithm, Algorithm 1, formalizes our approach for a total r groups where
each group Gi has a size of ni for i ∈ [r]. The Algorithm 1 can handle arbitrary coordinate grouping
with appropriate reordering of entries, and groups of unequal sizes.
Effect of grouping on optimization. Figure 1 shows some grouping examples in the context of deep
learning models: grouping the weights with the same color in a neural network can approximate the
exact GOP matrix with a block diagonal matrix of several small full matrices. To see which grouping
could be more effective in terms of optimization, we revisit our MLP toy example. Figure 2-(a,b)
show the loss landscape for different grouping strategies (weights other than shown are fixed as true
model values). It can be seen that the loss landscape when grouping weights in the same layer has a
much more dynamic curvature than when grouping weights in different layers. In this context, we
expect that a preconditioner based on block-diagonal matrices is effective in terms of optimization
and illustrate this empirically by comparing the grouping version for the loss landscape with dynamic
curvature (Figure 2-(a)), and its diagonal counterpart. To figure out the effect of the block-diagonal
based matrix preconditioner only, we compare both approaches using RMSPROP which does not
consider the first-order momentum. Figure 2-(c,d) illustrate the optimization trajectories. The block
diagonal version of RMSPROP converges to a stationary point in fewer steps than the diagonal
approximation and shows a more stable trajectory.
Computations and memory considerations compared to full matrix adaptation as well as its modified
version GGT are discussed in the appendix.
3 Convergence Analysis
In this section, we provide a theoretical analysis of the convergence of Algorithm 1. We consider the
following non-convex optimization problem, min f(x) := Eξ∼P
[
f(x; ξ)
]
where x is an optimization
variable and ξ is a random variable representing randomly selected data sample from D. While f is
assumed to be continuously differentiable with Lipschitz continuous gradient, it can be non-convex.
In non-convex optimization, we study convergence to “stationarity” and hence derive upper bounds
for ‖∇f(x)‖2 as in [14, 15]. We assume V̂t in Algorithm 1 has r blocks, {B̂t,[j]}rj=1. Our analysis
covers two settings: when the minibatch size M is fixed and when M is increasing during training.
Convergence for Fixed Minibatch size. First, we provide sufficient conditions for our algorithms
to converge and difference with diagonal counterpart, for fixed minibatch size. We make the following
assumptions.
Assumption 1. (a) f is differentiable and has L-Lipschitz gradients. f is also lower bounded. (b)
At time t, the algorithm can access a bounded noisy gradient. We assume the true gradient and noisy
gradient are both bounded, i.e. ‖∇f(xt)‖∞, ‖gt‖∞ ≤ G∞ for all t. (c) The noisy gradient gt is
unbiased and the noise is independent, i.e. gt = ∇f(xt) + ζt where E[ζt] = 0 and ζi is independent
of ζj for i 6= j. (d) β1 ≥ β1,t, β1,t ∈ [0, 1) is non-increasing. (e) For some constant D∞ > 0,
‖αtV̂ −1/2t mt‖ ≤ D∞.
Here, we assume δI is absorbed in V̂t. Assumption 1 are also needed for the diagonal case [11].
Condition (a) is a key assumption in general non-convex optimization analysis, and (b)-(d) are
standard ones in this line of work. The last condition (e) states that the final step vector αtV̂
−1/2
t mt
should be finite, which is a mild condition. We are now ready to state our first theorem.
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Figure 3: Dynamics of Term A and Term B for block diagonal version with group size of 10 and
diagonal version. Both approaches have similar scale of Term A, but there are big differences in Term
B for both layers. For fair comparisons, we set δ =  = 10−4.
Theorem 1. For the Algorithm 1, define the quantity Qt := |||αtV̂ −1/2t − αt−1V̂ −1/2t−1 |||2 =
maxj∈[r]{|||αtB̂−1/2t,[j] − αt−1B̂−1/2t−1,[j]|||2} which measures the maximum difference in effective spec-
trums over all blocks B̂t,[j]. Under the Assumption 1, the Algorithm 1 yields
E
[
T∑
t=1
αt
〈
∇f(xt), V̂ −
1
2
t ∇f(xt)
〉]
≤ E
[
C1
T∑
t=1
‖αtV̂ −
1
2
t gt‖2︸ ︷︷ ︸
Term A
+ C2
T∑
t=2
Qt︸︷︷︸
Term B
+ C3
T−1∑
t=2
Q2t
]
+ C4
(2)
where C1, C2, and C3 are constants independent of d and T , C4 is a constant independent of T . The
expectation is taken with respect to all the randomness corresponding to {gt}Tt=1.
Further, we let γt := min{gt}Tt=1 λmin(αtV̂
−1/2
t ) denote the possible minimum effective spectrum
over all past gradients. Then, we have mint∈[T ] E
[‖∇f(xt)‖2] = O( s1(T )s2(T )) where s1(T ) is defined
as the upper bound in (2), namely, O(s1(T )), and∑Tt=1 γt = Ω(s2(T )).
Remarks. Our first theorem provides sufficient conditions, s1(T ) = o
(
s2(T )
)
, for convergence as
in the diagonal case [11]. The convergence of block-diagonal and diagonal versions depend on the
dynamics of Term A and Term B as noted in [11] and in our theorem. The Term A for block diagonal
version is ‖αtV̂ −1/2t gt‖2 and for diagonal version is ‖αtgt/
√
v̂t‖2. The Term B for block diagonal
version is |||αtV̂ −1/2t − αt−1V̂ −1/2t−1 |||2 and for diagonal version is ‖αt/
√
v̂t − αt−1/
√
v̂t−1‖1. We
can see that the main difference is in Term B.
If we assume grouping size of 1 in our Algorithm 1, i.e. r = d, V̂t becomes a diagonal matrix. In this
case, Term B for the block diagonal version represents the maximum difference of effective learning
rate while Term B for the diagonal version means the sum of differences of effective learning rate
over all coordinates. Therefore, our bound improves upon prior results even for the diagonal case.
The difference comes from the proofs. The proofs of prior analysis for diagonal case depends on the
coordinate-wise effective stepsize, but this term is absent in our case. Our proofs rely on the matrix
norm which allows smaller bound. To investigate the difference for general group size, we perform an
empirical evaluation through MNIST classification task using 784-100-10 MLP with fixed minibatch
size 128, and group size of 10. Figure 3 illustrates the dynamics of Term A and Term B, supporting
our observations by showing a big difference for Term B. As we observe significant improvement in
Term B, we expect that block diagonal matrix approximation can alleviate the oscillatory behavior of
diagonal version, and we corroborate this by empirical studies on more architectures in Section 5.
We instantiate our theorem to ADAGRAD/ADAFOM[16, 17] satisfying the sufficient conditions.
Corollary 1. (ADAGRAD/ADAFOM) If we set αt = 1/
√
t and β1,t ≤ β1 ∈ [0, 1) and β1,t is non-
increasing (β1 = 0 for ADAGRAD), ADAGRAD/ADAFOM with block diagonal matrix adaptations
achieve mint∈[T ] E
[‖∇f(xt)‖2] = O(log T/√T ).
This is the same convergence rate as diagonal versions [16, 17]. As discussed in remarks, we expect
that it is possible to remove the log T term since block diagonal matrix adaptation can have smaller
bound, but this is an open question.
5
Convergence of Block-diagonal RMSPROP and ADAM with Increasing Minibatch Size. Mov-
ing on to the case of increasing minibatch size, we show that algorithms based on EMA such as
RMSPROP/ADAM with block diagonal matrix adaptation converge to a stationary point. This is
the case of our Algorithm 1 with Ht = β2V̂t−1 + (1 − β2)gtgTt . We assume bounded variance of
stochastic gradients, E
[‖∇f(x; ξ)−∇f(x)‖2] ≤ σ2, a standard assumption in analyses of stochastic
gradient methods [14, 15]. We are ready to state our second theorem.
Theorem 2. (RMSPROP/ADAM) For the Algorithm 1, define the quantity κt := κ(β
1/2
2 V̂
1/2
t + δI).
Under the Assumption 1 (without (e)) and bounded variance of gradients, we suppose that κt is
bounded above by κmax and αt = α for all t. Furthermore, we assume that all blocks {B̂t,[j]}rj=1 are
full-rank when t ≥ t0 for some t0 ∈ N and β1,t = β1λt−1 for some λ ∈ (0, 1). If the parameters α,
β2, and δ are chosen such that 1− β2 ≤ δ29G2∞κ2max , and α ≤
2δ
3Lκmax
. Then, the iterates xt generated
by the Algorithm 1 satisfies
min
t∈[T ]
E
[‖∇f(xt)‖2] ≤ 3(√β2G∞ + δ)
1− β1
[
f(xt0)− f(x∗)
αT
+
σ2
M
(G∞√1− β2
δ2
+
αL
2δ2
)
+
C
T
]
which is O(1/T + σ2/M), where C is a constant independent of T and x∗ is an optimal solution.
Additionally, we can obtain the bound for RMSPROP if we set β1 = 0.
Remarks. If we consider exact GOP, i.e. r = 1, V̂t is an exact full GOP and the condition that V̂t
becomes full-rank within finite time t0 may not be satisfied. For instance, consider the least-square
problem with y = Xβ +  where (X, y) is a given data, θ is a parameter we should optimize, and 
is a noise. For this case, the GOP matrix contains XTXXTX , so it is always rank-deficient in the
high-dimensional setting. In contrast, we emphasize that Theorem 2 can be applied to block diagonal
matrix adaptations, because we only require the full-rankness of each small sub-matrix B̂t,[j].
The condition on κmax states that κmax should be bounded above by some constant. Therefore, the
condition number of (β1/22 V̂
1/2
t + δI) at time t should not be “too” large (i.e. not too ill-conditioned),
so we choose δ not too small. On the other hand, we cannot unconditionally increase δ since the
first term 3(
√
β2G∞+δ)
(1−β1) ×
f(xt0 )−f(xT )
αT tends to diverge as δ increases. Balancing these two, we use
δ = 10−4 for our experiments, instead of δ = 10−8 which is recommended for diagonal case.
Lastly, we need M = O(T ) to guarantee convergence. However, this condition is not stringent. As
a concrete example, consider a problem with sample size N and minibatch size M with maximum
200 epochs. Since the minibatch size is M , T should be O( 200NM ) resulting in M = O(10
√
2N) =
O(√N), which is practical in real cases.
4 Interpolation with SGD via Spectrum-Clipping
It has been shown in [8] that adaptive methods are better than vanilla SGD in the early stage but get
worse as the learning process matures. To address this, [18] suggests training networks with ADAM
at the beginning and switching to SGD later. [10] proposes methods ADABOUND/AMSBOUND
which clip the effective learning rate αt/(
√
v̂t + ) of ADAM by decreasing sequence of intervals
It = [ηl(t), ηu(t)] every iteration which converges to some point, thereby resembling SGD in
the end. However, this type of extension is not obvious in our framework due to the absence
of effective learning rate in our case. Instead, we observe that the spectral property is important
in our convergence analysis (In Theorem 1: convergence heavily depends on Term B, maximum
changes in effective spectrum, |||αtV̂ −1/2t − αt−1V̂ −1/2t−1 |||2. In Theorem 2, we need conditions on
κ(β
1/2
2 V̂
1/2
t + δI)). Motivated on them, we propose a spectrum-clipping scheme which clips the
spectrum of αt(V̂
1/2
t + δI)
−1 by decreasing sequence of intervals. For spectrum-clipping, we use the
following modified update rule in Algorithm 1 after constructing V̂t: (i) Ût, Σ̂
1/2
t , _← SVD(V̂ 1/2t ),
(ii) Σ˜−1/2t ← Clip(λ(αt(Σ̂1/2t + δI)−1), λl(t), λu(t)
)
, and (iii) xt+1 ← xt − ÛTt Σ˜−1/2t Ûtmt. We
schedule the sizes of clipping intervals converging to a single point uniformly over all coordinates
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Figure 4: Training loss and test accuracy for MLP/LeNet-5-Caffe on MNIST dataset.
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Figure 5: Results on (a) CIFAR classification, (b) language models, (c) generative models.
so that αt(V̂
1/2
t + δI)
−1 can be easily computed in the form of constant times identity matrix and
effectively behaves like vanilla SGD. In all our experiments, we use λl(t) = (1 − 1γt+1 )α∗ and
λu(t) = (1 +
1
γt )α
∗ where γ reflects the clipping speed and α∗ represents the final learning rate of
vanilla SGD, as in [10]. We specify how to choose γ and α∗ in Section 5.
5 Experiments
We consider two sets of experiments. The first shows the differences between block-diagonal and
diagonal versions. The second investigates whether block diagonal matrix adaptation can achieve
state-of-the-art performance on benchmark architecture/dataset for various important deep learning
problems. For the first set, we do not consider the spectrum-clipping of Section 4, to clearly assess the
effect of coordinate partitioning. In our Algorithm 1, coordinate grouping can be done in a number of
ways. Given our insight that grouping weights in the same layer could be more effective, we consider
Figure 1-(c) with grouping 10 or 25 weight parameters connected to input-neuron for fully-connected
layer, and we consider filter-wise grouping for convolutional layers as in Figure 1-(d). We add a suffix
BLOCK for our optimizer such as BLOCK-ADAM, representing the ADAM with block diagonal matrix
adaptations. Details on hyperparameter choices for each experiment are provided in the appendix.
Investigating Grouping Effect. We investigate the effect of coordinate partitioning on MNIST
classification and generative models.
MNIST Classification. We consider a fully connected model, LeNet-300-100 [19], and a simple con-
volutional network, LeNet-5-Caffe1. We use 128 mini-batch size and train networks with maximum
1https://github.com/BVLC/caffe/tree/master/examples/mnist
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100 epochs. To see the effect of coordinate grouping, we compare RMSPROP/ADAM with block
diagonal matrix version and diagonal counterpart. Figure 4 illustrates the results for ADAM, and
the results for RMSPROP are in the appendix. The learning curve looks similar in the early stage of
training, but our methods converge without oscillatory behavior in the latter part of training, which
corroborates our observations on Theorem 1. The generalization of block-diagonal approaches also
becomes more stable than diagonal variant and GGT, and overall superior across epochs.
Generative Models. We conduct experiments on very recent variant of VAE called β-TCVAE [20].
The goal of this model is to make the encoder q(z|x) give disentangled representation z of input
images x by additionally forcing q(z) =
∫
q(z|x)p(x)dx to be factorized, which can be achieved by
giving heavier penalty on total correlation. We evaluate our optimizer with the Mutual Information
Gap (MIG) score they proposed, to measure disentanglement of the latent code. Following imple-
mentation in [20], we use convolutional encoder-decoder for β-TCVAE on 3D faces dataset [21].
Figure 5-(c) illustrates the results over 5 random simulations with 95% confidence region. The
block diagonal version outperforms diagonal version except at β = 8, and we can achieve the best
performance at β = 6, which is a recommended value for β-TCVAE [20].
Improving Performance with Spectrum-Clipping. We demonstrate the superiority of our algo-
rithms using more complex benchmark architecture/dataset for two popular tasks in deep learning:
image classification and language modeling. For both tasks, vanilla SGD with proper learning rate
scheduling has enjoyed state-of-the-art performance. Therefore, we compare algorithms using our
spectrum-clipping methods that can exploit higher generalization ability of vanilla SGD.
Table 1: Test error (%) for CIFAR dataset.
SGD ADAM
ADA-
BOUND
AMS-
BOUND
GGT
BLOCK-
ADAM
CIFAR-10 4.51 6.07 4.78 4.77 6.33 4.34
CIFAR-100 22.27 26.51 22.5 22.52 22.17 21.7
CIFAR Classification. We conduct
experiments using DenseNet archi-
tecture [22]. Figure 5-(a) illustrates
our results on CIFAR-100 datasets,
and the figure for CIFAR-10 is in ap-
pendix. In both cases, the training
speed of our algorithm at the early
stage is similar or slightly slower, but
we can arrive at the state-of-the-art generalization performance in the end among all comparison
algorithms. Specifically, we can achieve great improvement in generalization about 0.5% for CIFAR-
100 dataset as in Table 1. Note that, our spectrum-clipping method consistently achieves higher
performance.
Language Models. We use recurrent networks [23], base architectures still frequently used today for
language modeling. While [23] uses only two layers maximum, we add one more layer to consider
more complex and deeper networks. To consider similar model capacity as [23], we use 500 hidden
units on each layer. Based on this architecture, we build a word-level language model using 3-layer
LSTM [24] on Penn TreeBank (PTB) dataset [25]. Figure 5-(b) shows the experimental results: the
optimizer with spectrum-clipping of ADAM outperforms all the other algorithms w.r.t. learning curve.
It achieves similar perplexity as GGT and outperforms the other methods.
6 Concluding Remarks
We proposed a general adaptive gradient framework that approximates exact GOP with block diagonal
matrices via coordinate grouping, and showed that it can be a practical and powerful solution that can
effectively utilize structural characteristics of deep learning architectures. We analyzed convergence
for our approach, showed that they can lead to a smaller upper bound than its popular diagonal
counterpart, and confirmed our findings empirically. We also proposed a spectrum-clipping algorithm
which achieved state-of-the-art generalization performance on popular deep learning tasks. As future
work, we plan to explore additional strategies for setting the clipping parameters in our approach
to strike the best balance between training speed and generalization ability, and to develop novel
computationally efficient methods that generalize well.
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Supplementary Materials
A Toy MLP example: Full GOP adaptation vs. Diagonal approximation
We consider a structured MLP (two nodes in two hidden layers followed by single output). For hidden units, we
use ReLU activation [26] and the sigmoid unit for the binary output. We generate n = 10 i.i.d. observations:
xi ∼ N (0, I2) and yi from this two layered MLP given xi. The results of our toy experiment are depicted in
Figure 6.
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Figure 6: Comparison of ADAGRAD diagonal version and full matrix version varying the minibatch
size M .
B Computations and memory considerations
Compared with full matrix adaptation, working with a block diagonal matrix is computationally more efficient as
it allows for decoupling computations with respect to each small full sub-matrix. In Algorithm 1, the procedures
for constructing the block diagonal matrix and for updating parameters for each block by computing the “inverse”
square root of each sub-matrix can be done in a parallel manner. As the group size increases, the block diagonal
matrix becomes closer to the full matrix, resulting in greater computational cost. Therefore, we consider small
group size for our numerical experiments. Although the wall clock time of BLOCK-ADAM for experiments
on CIFAR dataset is about two times more than the diagonal counterpart, our results show great improvement
in generalization. In terms of memory, our method is more efficient than GGT [13] (the modified version of
full-matrix ADAGRAD). For example, consider models with a total of d parameters. For Algorithm 1, assume
that V̂t is a block diagonal matrix with r sub-matrices, and each block has size m ×m (so, rm = d). Also,
assume that the truncated window size for GGT is w. GGT needs a memory size of O(wd), and our algorithm
requires O(rm2) = O(md). We consider small group size m = 10 or 25 for our experiments while the
recommended window size of GGT is 200 [13]. Therefore, our algorithm is more memory-efficient and the
benefit is more pronounced as the number of model parameters d is large, which is the case in popular deep
learning models/architectures.
C Hyperparameters and Additional Experimental Results
We use the recommended step size or tune it in the range [10−4, 102] for all comparison algorithms. For ADAM
based algorithms, we use default decay parameters (β1, β2) = (0.9, 0.999). For a diagonal version of ADAM
variant algorithm, we choose numerical stability parameter  = 10−4 (to match our choice of δ = 10−4) for
fair comparison since the larger value of  can improve the generalization performance as discussed in [12].
For γ and α∗ in clipping bound functions, we consider γ ∈ {10−3, 10−4} and choose α∗ ∈ {αSGD, 10αSGD}
where αSGD is the best-performing initial learning rate for vanilla SGD (These hyperparameter candidates are
based on the empirical studies in [10]). As in [10], our results are also not sensitive to choice of γ and α∗. With
these hyperparameters, we consider maximum 300 epochs training time, and mini-batch size or learning rate
scheduling are introduced in each experiment description. Our Algorithm 2 requires SVD procedures to compute
the square root of a block diagonal matrix. We apply SVD efficiently to all small sub-matrices simultaneously
through batch mode of SVD.
Generative Models. For experiments on generative models β-TCVAE, we use the author’s implementation
only replacing the ADAM optimizer with our BLOCK-ADAM. We use convolutional networks for encoder-
decoder and mini-batch size 2048.
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CIFAR classification. According to experiment settings in [22], we use mini-batch size 64 and consider
maximum 300 epochs. Also, we use a step-decay learning rate scheduling in which the learning rate is divided
by 10 at 50% and 75% of the total number of training epochs. With this setting, vanilla SGD with a momentum
factor 0.9 performs best with initial learning rate α∗ = 0.1, so we use this value for our bound functions of
spectrum-clipping, λl(t) and λu(t).
Language Models. In this experiment, we use a dev-decay learning rate scheduling [8] where we reduce
learning rate by a constant factor if the model does not attain a new best validation performance at each epoch as
in [23]. Under this setting, vanilla SGD performs best when the initial learning rate α∗ = 5.
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Figure 7: Training curve and test accuracy for MLP/LeNet-5-Caffe with RMSPROP.
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Figure 8: Training curve and test accuracy for DenseNet-BC-100-12 on CIFAR-10 dataset.
D General Frameworks
We provide the general frameworks of adaptive gradient methods with exact full matrix adaptations. The
Algorithm 3 and 4 represent the general framework for each case. We can identify algorithms according to the
functions ht (Table 2) and Ht (Table 3) which determine the dynamics of v̂t and V̂t respectively. Also, the
Algorithm 2 is a detail version of the Algorithm 1.
Table 2: Variants of diagonal matrix adaptations
v̂t
β1,t β1,t = 0 β1,t = β1
1 SGD -
(1/t)
∑T
t=1 g
2
t ADAGRAD ADAFOM
β2v̂t−1 + (1− β2)g2t RMSPROP ADAM
vt = β2vt−1 + (1− β2)g2t ,
v̂t = max{v̂t−1, vt} - AMSGRAD
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Algorithm 2 Adaptive Gradient Methods with Block Diagonal Matrix Adaptations via Grouping
Input: Stepsize αt, initial point x1 ∈ Rd, β1 ∈ [0, 1), and the function Ht which designs V̂t.
Initialize: m0 = 0, V̂0 = 0, and t = 0.
Assumption: We have r blocks with each size ni × ni and n1 + · · ·+ nr = d, and β1,t ≥ β1,t+1
for t = 1, 2, . . . , T do
Draw a minibatch sample ξt from P
offset← 0
Gt← 0
gt←∇f(xt)
mt← β1,tmt−1 + (1− β1,t)gt
for each group index j = 1, 2, . . . , r do
g
(j)
t ← gt[offset : offset + nj ]
Gt[offset : offset + nj , offset : offset + nj ]← g(j)t
(
g
(j)
t
)T
offset← offset + nj
end for
V̂t ← Ht(G1, · · · , Gt)
xt+1← xt − αt(V̂ 1/2t + δI)−1mt
end for
Algorithm 3 General Adaptive Gradient Methods
approximating gtgTt via DIAGONAL Matrix
Input: Initial point x1 ∈ Rd, stepsize {αt}Tt=1,
decay parameters β1,t, β2 ∈ [0, 1], and  > 0.
Initialize: m0 = 0, v̂0 = 0.
for t = 1, 2, . . . , T do
Draw a minibatch sample ξt from P
gt←∇f(xt; ξt)
Gt← diag(gtgTt )
mt← β1,tmt−1 + (1− β1,t)gt
v̂t← ht(G1, G2, . . . , Gt)
xt+1← xt − αtmt/(
√
v̂t + )
end for
Output: x̂.
Algorithm 4 General Adaptive Gradient Methods
with the exact gtgTt (FULL Matrix)
Input: Initial point x1 ∈ Rd, stepsize {αt}Tt=1,
decay parameters β1,t, β2 ∈ [0, 1], and δ > 0.
Initialize: m0 = 0, V̂0 = 0.
for t = 1, 2, . . . , T do
Draw a minibatch sample ξt from P
gt ←∇f(xt; ξt)
Gt← gtgTt
mt← β1,tmt−1 + (1− β1,t)gt
V̂t← Ht(G1, G2, . . . , Gt)
xt+1← xt − αt(V̂ 1/2t + δI)−1mt
end for
Output: x̂.
Table 3: Variants of full matrix adaptations
V̂t
β1,t
β1,t = 0 β1,t = β1
V̂t = I SGD -
V̂t =
1
T
∑T
t=1 gtg
T
t ADAGRAD ADAFOM
V̂t = β2V̂t−1 + (1− β2)gtgTt RMSPROP ADAM
Vt = UtΣtU
T
t ,
V̂t = Ut max{Σ̂t−1,Σt}UTt - AMSGRAD
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E Proofs of Main Theorems
We study the following minimization problem,
min f(x) := Eξ[f(x; ξ)]
under the assumption 1. The parameter x is an optimization variable, and ξ is a random variable representing
randomly selected data sample from D. We study the convergence analysis of the algorithm 2. For analysis in
stochastic convex optimization, one can refer to [2]. For analysis in non-convex optimization with full matrix
adaptations, we follow the arguments in the paper [11]. As we will show, the convergence of the adaptive full
matrix adaptations depends on the changes of effective spectrum while the diagonal counterpart depends on the
changes of effective stepsize. We assume that δI is absorbed into V̂ −1/2 for convenience of notations. Note that,
our proof can be applied to exact full matrix adaptations, algorithm 4.
E.1 Technical Lemmas for Theorem 1
Lemma 1. Consider the sequence
zt = xt +
β1,t
1− β1,t (xt − xt−1)
Then, the following holds true
zt+1 − zt = −
(
β1,t+1
1− β1,t+1 −
β1,t
1− β1,t
)
αtV̂
−1/2
t mt −
β1,t
1− β1,t
(
αtV̂
−1/2
t − αt−1V̂ −1/2t−1
)
mt−1 − αtV̂ −1/2t gt
Proof. By our update rule, we can derive
xt+1 − xt = − αtV̂ −1/2t mt
(i)
= − αtV̂ −1/2t (β1,tmt−1 + (1− β1,t)gt)
= − αtβ1,tV̂ −1/2t mt−1 − αt(1− β1,t)V̂ −1/2t gt
(ii)
= − αtβ1,tV̂ −1/2t
(
− 1
αt−1
V̂
1/2
t−1 (xt − xt−1)
)
− αt(1− β1,t)V̂ −1/2t gt
=
αt
αt−1
β1,t(V̂
−1
t V̂t−1)
1/2(xt − xt−1)− αt(1− β1,t)V̂ −1/2t gt
= β1,t(xt − xt−1) + β1,t
(
αt
αt−1
(V̂ −1t V̂t−1)
1/2 − Id
)
(xt − xt−1)− αt(1− β1,t)V̂ −1/2t gt
(iii)
= β1,t(xt − xt−1)− β1,t
(
αtV̂
−1/2
t − αt−1V̂ −1/2t−1
)
mt−1 − αt(1− β1,t)V̂ −1/2t gt
The reasoning follows
(i) By definition of mt.
(ii) Since xt = xt−1 − αt−1V̂ −1/2t−1 mt−1, we can solve as mt−1 = − 1αt−1 V̂
1/2
t−1 (xt − xt−1).
(iii) Similarly to (ii), we can have V̂ 1/2t−1 (xt − xt−1)/αt−1 = −mt−1.
Since xt+1 − xt = (1− β1,t)xt+1 + β1,t(xt+1 − xt)− (1− β1,t)xt, we can further derive by combining the
above,
(1− β1,t)xt+1 + β1,t(xt+1 − xt)
= (1− β1,t)xt + β1,t(xt − xt−1)− β1,t
(
αtV̂
−1/2
t − αt−1V̂ −1/2t−1
)
mt−1 − αt(1− β1,t)V̂ −1/2t gt
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By dividing both sides by 1− β1,t,
xt+1 +
β1,t
1− β1,t (xt+1 − xt)
= xt +
β1,t
1− β1,t (xt − xt−1)−
β1,t
1− β1,t
(
αtV̂
−1/2
t − αt−1V̂ −1/2t−1
)
mt−1 − αtV̂ −1/2t gt
Define the sequence
zt = xt +
β1,t
1− β1,t (xt − xt−1)
Then, we obtain
zt+1 = zt +
(
β1,t+1
1− β1,t+1 −
β1,t
1− β1,t
)
(xt+1 − xt)
− β1,t
1− β1,t
(
αtV̂
−1/2
t − αt−1V̂ −1/2t−1
)
mt−1 − αtV̂ −1/2t gt
= zt −
(
β1,t+1
1− β1,t+1 −
β1,t
1− β1,t
)
αtV̂
−1/2
t mt
− β1,t
1− β1,t
(
αtV̂
−1/2
t − αt−1V̂ −1/2t−1
)
mt−1 − αtV̂ −1/2t gt
By putting zt to the left hand side, we can get desired relations.
Lemma 2. Suppose that the assumptions in Theorem 1 hold, then
E[f(zt+1)− f(z1)] ≤
6∑
i=1
Ti
where
T1 = −E
[
t∑
i=1
〈
∇f(zi), β1,i
1− β1,i
(
αiV̂
−1/2
i − αi−1V̂ −1/2i−1
)
mi−1
〉]
T2 = −E
[
t∑
i=1
αi
〈
∇f(zi), V̂ −1/2i gi
〉]
T3 = −E
[
t∑
i=1
〈
∇f(zi),
(
β1,i+1
1− β1,i+1 −
β1,i
1− β1,i
)
αiV̂
−1/2
i mi
〉]
T4 = E
[
t∑
i=1
3
2
L
∥∥∥∥∥
(
β1,i+1
1− β1,i+1 −
β1,i
1− β1,i
)
αtV̂
−1/2
i mi
∥∥∥∥∥
2]
T5 = E
[
t∑
i=1
3
2
L
∥∥∥∥∥ β1,i1− β1,i
(
αiV̂
−1/2
i − αi−1V̂ −1/2i−1
)
mi−1
∥∥∥∥∥
2]
T6 = E
[
t∑
i=1
3
2
L
∥∥∥∥∥αiV̂ −1/2i gi
∥∥∥∥∥
2]
Proof. By L-Lipschitz continuous gradients, we get the following quadratic upper bound,
f(zt+1) ≤ f(zt) + 〈∇f(zt), zt+1 − zt〉+ L
2
‖zt+1 − zt‖2
Let dt = zt+1 − zt. The lemma 1 yields
dt = −
(
β1,t+1
1− β1,t+1 −
β1,t
1− β1,t
)
αtV
−1/2
t mt −
β1,t
1− β1,t
(
αtV
−1/2
t − αt−1V −1/2t−1
)
mt−1 − αtV −1/2t gt
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Combining with Lipschitz continuous gradients, we have
E[f(zt+1)− f(z1)] = E
[
t∑
i=1
f(zi+1)− f(zi)
]
≤ E
[
t∑
i=1
〈∇f(zi), di〉+ L
2
‖di‖2
]
= −E
[
t∑
i=1
〈
∇f(zi), β1,i
1− β1,i
(
αiV
−1/2
i − αi−1V −1/2i−1
)
mi−1
〉]
− E
[
t∑
i=1
αi
〈
∇f(zi), V −1/2i gi
〉]
− E
[
t∑
i=1
〈
∇f(zi),
(
β1,i+1
1− β1,i+1 −
β1,i
1− β1,i
)
αiV
−1/2
i mi
〉]
+ E
[
t∑
i=1
L
2
‖di‖2
]
= T1 + T2 + T3 + E
[
t∑
i=1
L
2
‖di‖2
]
With ‖a+ b+ c‖2 ≤ 3(‖a‖2 + ‖b‖2 + ‖c‖2), we can finally bound by
E[f(zt+1)− f(z1)] ≤
6∑
i=1
Ti
Lemma 3. Suppose that the assumptions in Theorem 1 hold, T1 can be bound as
T1 ≤ G2∞ β1
1− β1E
[
t∑
i=1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
Proof. From the definition of quantity T1,
T1 = − E
[
t∑
i=1
〈
∇f(zi), β1,i
1− β1,i
(
αiV
−1/2
i − αi−1V −1/2i−1
)
mi−1
〉]
(i)
≤ E
[
t∑
i=1
‖∇f(zi)‖2
∥∥∥∥∥ β1,i1− β1,i
(
αiV
−1/2
i − αi−1V −1/2i−1
)
mi−1
∥∥∥∥∥
2
]
(ii)
≤ β1
1− β1E
[
t∑
i=1
‖∇f(zi)‖2
∣∣∣∣∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1 ∣∣∣∣∣∣∣∣∣
2
‖mt−1‖2
]
(iii)
≤ G2∞ β1
1− β1E
[
t∑
i=1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
The reasoning follows
(i) By Cauchy-Schwarz inequality.
(ii) For a matrix norm, we have ‖Ax‖2 ≤ |||A|||2‖x‖2. Also, β1,i1−β1,i =
1
1−β1,i − 1 ≤
1
1−β1 − 1 =
β1
1−β1 .
(iii) By definition of mt, we have mt = β1,tmt−1 + (1− β1,t)gt. Therefore, we use a triangle inequality
by ‖mt‖2 ≤ β1,t‖mt−1‖2 + (1− β1)‖gt‖2 ≤ (β1,t + 1− β1,t)max{‖mt−1‖2, ‖gt‖2}. Since we
have m0 = 0 and ‖gt‖ ≤ G∞, we also have ‖mt‖ ≤ G∞ by the mathematical induction.
Lemma 4. Suppose that the assumptions in Theorem 1 hold, then T3 can be bound as
T3 ≤
(
β1
1− β1 −
β1,t+1
1− β1,t+1
)
(G2∞ +D
2
∞)
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Proof. By the definition of T3,
T3 = − E
[
t∑
i=1
〈
∇f(zi),
(
β1,i+1
1− β1,i+1 −
β1,i
1− β1,i
)
αiV
−1/2
i mi
〉]
(i)
≤ E
[
t∑
i=1
∣∣∣∣∣ β1,i+11− β1,i+1 − β1,i1− β1,i
∣∣∣∣∣12(‖∇f(zi)‖2 + ‖αiV −1/2i mi‖2)
]
(ii)
≤ E
[
t∑
i=1
∣∣∣∣∣ β1,i+11− β1,i+1 − β1,i1− β1,i
∣∣∣∣∣12(G2∞ +D2∞)
]
=
t∑
i=1
(
β1,i
1− β1,i −
β1,i+1
1− β1,i+1
)
1
2
(
G2∞ +D
2
∞
)
(iii)
≤
(
β1
1− β1 −
β1,t+1
1− β1,t+1
)
(G2∞ +D
2
∞)
The reasoning follows
(i) Use Cauchy-Schwarz inequality and ab ≤ 1
2
(a2 + b2) for a, b ≥ 0.
(ii) By our assumptions on bounded gradients and bounded final step vectors.
(iii) The sum over i = 1 to T can be done by telescoping.
Lemma 5. Suppose that the assumptions in Theorem 1 hold, T4 can be bound as
T4 ≤
( β1
1− β1 −
β1,t+1
1− β1,t+1
)2
D2∞
Proof. By the definition of T4,
2
3L
T4 = E
[
t∑
i=1
∥∥∥∥∥
(
β1,i+1
1− β1,i+1 −
β1,i
1− β1,i
)
αiV
−1/2
i mi
∥∥∥∥∥
2]
(i)
≤ E
[
t∑
i=1
( β1,i+1
1− β1,i+1 −
β1,i
1− β1,i
)2
D2∞
]
(ii)
≤
( β1
1− β1 −
β1,t+1
1− β1,t+1
) t∑
i=1
( β1,i+1
1− β1,i+1 −
β1,i
1− β1,i
)
D2∞
(iii)
≤
( β1
1− β1 −
β1,t+1
1− β1,t+1
)2
D2∞
The reasoning follows
(i) From our assumptions on final step vector ‖αiV̂ −1/2i mi‖2 ≤ D∞.
(ii) We use the relation β1 ≥ β1,t ≤ β1,t+1.
(iii) By telescoping sum, we can get the final result.
Lemma 6. Suppose that the assumptions in Theorem 1 hold, T5 can be bound as
2
3L
T5 ≤
( β1
1− β1
)2
G2∞E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
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Proof. By the definition of T5,
2
3L
T5 = E
[
t∑
i=2
∥∥∥∥∥ β1,i1− β1,i
(
αiV
−1/2
i − αi−1V −1/2i−1
)
mi−1
∥∥∥∥∥
2]
(i)
≤ E
[
t∑
i=2
β1,i
1− β1,i
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
‖mi−1‖22
]
(ii)
≤
( β1
1− β1
)2
G2∞E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
The reasoning follows
(i) By the matrix norm inequality, we use ‖Ax‖2 ≤ |||A|||2‖x‖2.
(ii) We can obtain the result using β1 ≥ β1,t ≥ β1,t+1.
Lemma 7. Suppose that the assumptions in Theorem 1 hold, The quantity T2 can be bound as
T2 ≤ L2
( β1
1− β1
)2
T8 + L
2
( β1
1− β1
)2
T9 +
1
2
E
[
t∑
i=1
‖αiV̂ −1/2i gi‖2
]
+ 2G2∞E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
+ 2G2∞E
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣α1V −1/21
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
− E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i ∇f(xi)
〉]
Proof. First, note that,
zi − xi = β1,i
1− β1,i (xi − xi−1) = −
β1,i
1− β1,iαi−1V̂
−1/2
i−1 mi−1
By the definition of T2 and z1 = x1, we have
T2 = −E
[
t∑
i=1
αi
〈
∇f(zi), V̂ −1/2i gi
〉]
= −E
[
t∑
i=1
αi
〈
∇f(xi), V̂ −1/2i gi
〉]
− E
[
t∑
i=1
αi
〈
∇f(zi)−∇f(xi), V̂ −1/2i gi
〉]
The second term can be bounded as
− E
[
t∑
i=1
αi
〈
∇f(zi)−∇f(xi), V̂ −1/2i gi
〉]
(i)
≤ E
[
t∑
i=1
1
2
‖∇f(zi)−∇f(xi)‖2 + 1
2
‖αiV̂ −1/2i gi‖2
]
(ii)
≤ L
2
2
T7 +
1
2
E
[
t∑
i=1
‖αiV̂ −1/2i gi‖2
]
(i) is due to Cauchy-Schwarz inequality and ab ≤ 1
2
a2 + 1
2
b2 for a, b ≥ 0. (ii) is as follows:
By L-Lipschitz continuous gradients, we have
‖∇f(zi)−∇f(xi)‖ ≤ L‖zi − xi‖ = L
∥∥∥ β1,t
1− β1,tαi−1V
−1/2
i−1 mi−1
∥∥∥
Let T7 be
T7 = E
[
t∑
i=1
∥∥∥ β1,i
1− β1,iαi−1V
−1/2
i−1 mi−1
∥∥∥2]
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We should bound the quantity T7, by the definition of mt, we have
mi =
i∑
k=1
[( i∏
l=k+1
β1,l
)
(1− β1,k)gk
]
Plugging mi−1 into T7 yields
T7 = E
[
t∑
i=1
∥∥∥ β1,i
1− β1,iαi−1V
−1/2
i−1 mi−1
∥∥∥2]
(i)
≤
( β1
1− β1
)2
E
[
t∑
i=2
∥∥∥∥∥αi−1V −1/2i−1
i−1∑
k=1
[( i−1∏
l=k+1
β1,l
)
(1− β1,k)gk
]∥∥∥∥∥
2]
=
( β1
1− β1
)2
E
[
t∑
i=2
∥∥∥∥∥
i−1∑
k=1
αi−1V
−1/2
i−1
[( i−1∏
l=k+1
β1,l
)
(1− β1,k)gk
]∥∥∥∥∥
2]
(ii)
≤ 2
( β1
1− β1
)2
E
[
t∑
i=2
∥∥∥∥∥
i−1∑
k=1
αkV
−1/2
k
[( i−1∏
l=k+1
β1,l
)
(1− β1,k)gk
]∥∥∥∥∥
2]
︸ ︷︷ ︸
T8
+ 2
( β1
1− β1
)2
E
[
t∑
i=2
∥∥∥∥∥
i−1∑
k=1
(
αiV
−1/2
i − αkV −1/2k
)[( i−1∏
l=k+1
β1,l
)
(1− β1,k)gk
]∥∥∥∥∥
2]
︸ ︷︷ ︸
T9
(i) is by β1 ≥ β1,t and (ii) is by We use the fact (a+ b) ≤ 2(‖a‖2 + ‖b‖2) in (i). We first bound T8 as below
T8 = E
[
t∑
i=2
∥∥∥∥∥
i−1∑
k=1
αkV
−1/2
k
[( i−1∏
l=k+1
β1,l
)
(1− β1,k)gk
]∥∥∥∥∥
2]
= E
[
t∑
i=2
d∑
j=1
(
i−1∑
k=1
αkV
−1/2
k
[( i−1∏
l=k+1
β1,l
)
(1− β1,k)gk
])2
j
]
= E
[
t∑
i=2
d∑
j=1
(
i−1∑
k=1
i−1∑
p=1
(
αkV
−1/2
k gk
)
j
( i−1∏
l=k+1
β1,l
)
(1− β1,k)
(
αpV
−1/2
p gp
)
j
( i−1∏
q=p+1
β1,q
)
(1− β1,p)
)]
≤ E
[
t∑
i=2
d∑
j=1
(
i−1∑
k=1
i−1∑
p=1
(βi−1−k1 )(β
i−1−p
1 )
1
2
{(
αkV
−1/2
k gk
)2
j
+
(
αpV
−1/2
p gp
)2
j
})]
= E
[
t∑
i=2
d∑
j=1
(
i−1∑
k=1
(βi−1−k1 )
(
αkV
−1/2
k gk
)2
j
i−1∑
p=1
(βi−1−p1 )
)]
≤ 1
1− β1E
[
t∑
i=2
d∑
j=1
i−1∑
k=1
(βi−1−k1 )
(
αkV
−1/2
k gk
)2
j
]
=
1
1− β1E
[
t−1∑
k=1
d∑
j=1
t∑
i=k+1
(βi−1−k1 )
(
αkV
−1/2
k gk
)2
j
]
=
( 1
1− β1
)2
E
[
t−1∑
k=1
d∑
j=1
(
αkV
−1/2
k gk
)2
j
]
=
( 1
1− β1
)2
E
[
t−1∑
i=1
∥∥∥αiV −1/2i gi∥∥∥2
]
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For the T9 bound, we have
T9 = E
[
t∑
i=2
∥∥∥∥∥
i−1∑
k=1
[( i−1∏
l=k+1
β1,l
)
(1− β1,k)
](
αiV
−1/2
i − αkV −1/2k
)
gk
∥∥∥∥∥
2]
≤ E
[
t∑
i=2
(
i−1∑
k=1
[( i−1∏
l=k+1
β1,l
)
(1− β1,k)
]∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αkV −1/2k
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
‖gk‖2
)2]
≤ E
[
t−1∑
i=1
(
i∑
k=1
[( i∏
l=k+1
β1,l
)]∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αkV −1/2k
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
‖gk‖2
)2]
≤ G2∞E
[
t−1∑
i=1
(
i∑
k=1
βi−k1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αkV −1/2k
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
)2]
≤ G2∞E
[
t−1∑
i=1
(
i∑
k=1
βi−k1
i∑
l=k+1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αlV −1/2l − αl−1V −1/2l−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
)2]
≤ G2∞
( 1
1− β1
)2( β1
1− β1
)2
E
[
t−1∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
Then, the remaining term is
E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i gi
〉]
To find the upper bound for this term, we reparameterize gt = ∇f(xt) + δt with E[δt] = 0, and we have
E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i gi
〉]
= E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i (∇f(xi) + δi)
〉]
= E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i ∇f(xi)
〉]
+
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i δi
〉]
For the second term of last equation,
E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i δi
〉]
= E
[
t∑
i=2
〈
∇f(xi),
(
αiV
−1/2
i − αi−1V −1/2i−1
)
δi
〉]
+ E
[
t∑
i=2
αi−1
〈
∇f(xi), V −1/2i−1 δi
〉]
+ E
[
α1
〈
∇f(x1), V −1/21 δ1
〉]
= E
[
t∑
i=2
〈
∇f(xi),
(
αiV
−1/2
i − αi−1V −1/2i−1
)
δi
〉]
+ E
[
α1∇f(x1)TV −1/21 δ1
]
(i)
≥ E
[
t∑
i=2
〈
∇f(xi),
(
αiV
−1/2
i − αi−1V −1/2i−1
)
δi
〉]
− 2G2∞E
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣α1V −1/21
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
The reasoning is as follows:
(i) The conditional expectation E
[
V
−1/2
i−1 δi
∣∣∣xi, V̂i−1] = 0 since the V̂i−1 only depends on the noise
variables ξ1, · · · , ξi−1 and δi depends on ξi with E[ξk] = 0 for all k ∈ {1, 2, ..., i}. Therefore, they
are independent.
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Further, we have
E
[
t∑
i=2
〈
∇f(xi),
(
αiV
−1/2
i − αi−1V −1/2i−1
)
δi
〉]
≥− E
[
t∑
i=2
∣∣∣∣∣
〈
∇f(xi),
(
αiV
−1/2
i − αi−1V −1/2i−1
)
δi
〉∣∣∣∣∣
]
(ii)
≥ − E
[
t∑
i=2
∥∥∥∇f(xi)∥∥∥
2
∥∥∥(αiV −1/2i − α−1/2i−1 )δi∥∥∥
2
]
(iii)
≥ − 2G2∞E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
Therefore, we can bound the first term
− E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i gi
〉]
≤ 2G2∞E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
+ 2G2∞E
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣α1V −1/21
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
− E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i ∇f(xi)
〉]
Lemma 8. (Lemma 6.8 in [11]) For ai ≤ 0, β ∈ [0, 1), and bi =∑ik=1 βi−k∑il=k+1 al, we have
t∑
i=1
b2i ≤
( 1
1− β
)2( β
1− β
)2 t∑
i=2
a2i
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E.2 Proof of Theorem 1
Proof. We combine the above lemmas to bound
E[f(zt+1)− f(z1)] ≤
6∑
i=1
Ti
≤ G2∞ β1
1− β1E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
︸ ︷︷ ︸
T1
+
(
β1
1− β1 −
β1,t+1
1− β1,t+1
)
(G2∞ +D
2
∞)︸ ︷︷ ︸
T3
+
( β1
1− β1 −
β1,t+1
1− β1,t+1
)2
D2∞︸ ︷︷ ︸
T4
+
( β1
1− β1
)2
G2∞E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
︸ ︷︷ ︸
T5
+ E
[
t∑
i=1
3
2
L
∥∥∥∥∥αiV −1/2i gi
∥∥∥∥∥
2]
︸ ︷︷ ︸
T6
+ 2G2∞E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
+ 2G2∞E
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣α1V −1/21
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
︸ ︷︷ ︸
T2
−E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i ∇f(xi)
〉]
︸ ︷︷ ︸
T2
+ L2
( β1
1− β1
)2(( 1
1− β1
)2
E
[
t−1∑
i=1
∥∥∥αiV −1/2i gi∥∥∥2
]
︸ ︷︷ ︸
T2
+G2∞
( 1
1− β1
)2( β1
1− β1
)2
E
[
t−1∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV −1/2i − αi−1V −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
])
︸ ︷︷ ︸
T2
+E
[
1
2
t∑
i=1
‖αiV −1/2i gi‖2
]
︸ ︷︷ ︸
T2
22
By merging similar terms, we can have
E[f(zt+1)− f(z1)] ≤
(
G2∞
β1
1− β1 + 2G
2
∞
)
E
[
t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
+
(
3
2
L+
1
2
+ L2
( β1
1− β1
)2( 1
1− β1
)2)E[ t∑
i=1
∥∥∥αiV̂ −1/2i gi∥∥∥2
]
+
(
1 + L2
( 1
1− β1
)2( β1
1− β1
)2)( β1
1− β1
)2
G2∞E
[
t−1∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
+
(
β1
1− β1 −
β1,t+1
1− β1,t+1
)
(G2∞ +D
2
∞) +
( β1
1− β1 −
β1,t+1
1− β1,t+1
)2
D2∞ + 2G
2
∞E
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣α1V −1/21
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
− E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i ∇f(xi)
〉]
We define constants C1, C2, and C3 as
C1 =
3
2
L+
1
2
+ L2
( β1
1− β1
)2( 1
1− β1
)2
C2 = G
2
∞
β1
1− β1 + 2G
2
∞
C3 =
(
1 + L2
( 1
1− β1
)2( β1
1− β1
)2)( β1
1− β1
)2
G2∞
By rearranging terms, we obtain
E
[
t∑
i=1
αi
〈
∇f(xi), V −1/2i ∇f(xi)
〉]
≤ E
[
t∑
i=1
C1
∥∥∥αiV̂ −1/2i gi∥∥∥2 + C2 t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
+ C3
t−1∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
+
(
β1
1− β1 −
β1,t+1
1− β1,t+1
)
(G2∞ +D
2
∞) +
( β1
1− β1 −
β1,t+1
1− β1,t+1
)2
D2∞
+ 2G2∞E
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣α1V −1/21
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
≤ E
[
t∑
i=1
C1
∥∥∥αiV̂ −1/2i gi∥∥∥2 + C2 t∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
+ C3
t−1∑
i=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
+
(
β1
1− β1
)
(G2∞ +D
2
∞) +
( β1
1− β1
)2
D2∞ + 2G
2
∞E
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣α1V −1/21
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
Finally, we can get
E
[
T∑
t=1
αi
〈
∇f(xi), V̂ −1/2i ∇f(xi)
〉]
≤ E
[
C1
T∑
t=1
∥∥∥∥∥αiV̂ −1/2i gi
∥∥∥∥∥
2
︸ ︷︷ ︸
Term A
+ C2
T∑
t=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2︸ ︷︷ ︸
Term B
+ C3
T−1∑
t=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αiV̂ −1/2i − αi−1V̂ −1/2i−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
+ C4
with constants
C4 =
(
β1
1− β1
)
(G2∞ +D
2
∞) +
( β1
1− β1
)2
D2∞ + 2G
2
∞E
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣α1V −1/21
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
with almost same constant for the diagonal version.
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E.3 Proofs of Corollary 1
From theorem 1, we first bound the RHS. Since V̂t = (1/t)
∑t
τ=1 gtg
T
t and αt = 1/
√
t, the Term A in the
theorem 1 is
E
[
T∑
t=1
∥∥∥∥∥αtV̂ −1/2t gt
∥∥∥∥∥
2]
= E
[
T∑
t=1
∥∥∥∥∥(
t∑
τ=1
gτg
T
τ
)−1/2
gt
∥∥∥∥∥
2]
≤ E
[
T∑
t=1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(
t∑
τ=1
gτg
T
τ
)−1/2∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
‖gt‖22
]
= E
[
T∑
t=1
1
λmin
( t∑
τ=1
gτgTτ
)‖gt‖22
]
By Weyl’s theorem on eigenvalues, we can obtain λmin(A+B) ≥ λmin(A)+λmin(B) for any two Hermitian
matrices. Therefore,
E
[
T∑
t=1
1
λmin
( t∑
τ=1
gτgTτ
)‖gt‖22
]
≤ E
[
T∑
t=1
1
t∑
τ=1
λmin
(
gτgTτ
)‖gt‖22
]
= E
[
T∑
t=1
1
t∑
τ=1
‖gτ‖22
‖gt‖22
]
≤ E
[
1− log(‖g1‖22) + log
T∑
t=1
‖gτ‖22
]
≤ 1− 2 log ‖g1‖+ 2 logG∞ + log T
For the Term B, we can bound
E
[
T∑
t=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αtV̂ −1/2t − αt−1V̂ −1/2t−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
= E
[
T∑
t=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(
t∑
τ=1
gτg
T
τ
)−1/2
−
( t−1∑
τ=1
gτg
T
τ
)−1/2∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
≤ E
[
T∑
t=2
tr
(( t−1∑
τ=1
gτg
T
τ
)−1/2
−
( t∑
τ=1
gτg
T
τ
)−1/2)]
= E
[
1
‖g1‖2 − tr
(( T∑
τ=1
gτg
T
τ
)−1/2)]
≤ 1‖g1‖
The last term involving the constant C3 can be bound similarly
E
[
T∑
t=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣αtV̂ −1/2t − αt−1V̂ −1/2t−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
= E
[
T∑
t=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(
t∑
τ=1
gτg
T
τ
)−1/2
−
( t−1∑
τ=1
gτg
T
τ
)−1/2∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
]
= E
[
T−1∑
t=2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
(( t−1∑
τ=1
gτg
T
τ
)−1/2
−
( t∑
τ=1
gτg
T
τ
)−1/2)2∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
]
≤ E
[
T−1∑
t=2
tr
(( t−1∑
τ=1
gτg
T
τ
)−1
−
( t∑
τ=1
gτg
T
τ
)−1)]
≤ E
[
1
‖g1‖22
− tr
(( T−1∑
τ=1
gτg
T
τ
)−1)]
≤ 1‖g1‖2
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To bound the LHS term in the theorem 1,
E
[
T∑
t=1
αt
〈
∇f(xt), V̂ −1/2t ∇f(xt)
〉]
= E
[
T∑
t=1
〈
∇f(xt),
( t∑
τ=1
gτg
T
τ
)−1/2
∇f(xt)
〉]
≥ E
[
T∑
t=1
λmin
( t∑
τ=1
gτg
T
τ
)−1/2
‖∇f(xt)‖2
]
= E
[
T∑
t=1
1
λmax
( t∑
τ=1
gτgTτ
)1/2 ‖∇f(xt)‖2
]
Again, we use Weyl’s theorem to bound the maximum eigenvalues as follows
λmax
( t∑
τ=1
gτg
T
τ
)
≤
t∑
τ=1
λmax
(
gτg
T
τ
)
≤
T∑
τ=1
λmax
(
gτg
T
τ
)
=
T∑
τ=1
‖gτ‖2
≤ TG2∞
Therefore, the LHS term can be bound as
E
[
T∑
t=1
αt
〈
∇f(xt), V̂ −1/2t ∇f(xt)
〉]
≥ E
[
1√
TG∞
T∑
t=1
‖∇f(xt)‖2
]
=
√
T
G∞
min
t∈[T ]
E
[‖∇f(xt)‖2]
Combining all the terms yields
min
t∈[T ]
E
[‖∇f(xt)‖2] ≤ G∞√
T
(
C1(1− 2 log ‖g1‖+ 2 logG∞ + log T ) + C2( 1‖g1‖ ) + C3(
1
‖g1‖2 ) + C4
)
= O
( log T√
T
)
E.4 Technical Lemmas for Theorem 2
Lemma 9. Let A  B  0 be symmetric d× d PSD matrices. Then, A1/2  B1/2.
Lemma 10. Let A and B be positive semidefinite matrices. Then, the eigenvalues for the product AB is real
and non-negative.
Proof. Since A is PSD, we can compute the square root of the matrix A, which we call A1/2. Consider the
matrix C = A1/2BA1/2 which is positive semidefinite. Then, the eigenvalues of C is equal to the eigenvalues
of AB = A1/2(A1/2B). Therefore, all the eigenvalues of AB is non-negative.
Lemma 11. For a PSD matrix A, λmin(A1/2) = λmin(A)1/2.
Lemma 12. (From Auxiliary Lemma 1 in [12]) For the iterates xt where t ∈ [T ] in Algorithm 4, the following
inequality holds:
Et
[‖gt‖22] = Et[ d∑
i=1
g2t,i
] ≤ d∑
i=1
[σ2i
M
+ [∇f(xt)]2i
]
=
σ2
M
+ ‖∇f(xt)‖22
Lemma 13. For gt and mt, we have
Et
[‖gt‖2‖mt‖2] ≤ β1,tG2∞ + (1− β1,t)(σ2
M
+ ‖∇f(xt)‖22
)
Et
[‖mt‖22] ≤ β21,tG2∞ + (1− β1,t)2(σ2
M
+ ‖∇f(xt)‖22
)
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Proof.
Et
[‖gt‖2‖mt‖2] = Et[‖gt‖2‖β1,tmt−1 + (1− β1,t)gt‖2]
≤ Et
[
β1,t‖gt‖2‖mt−1‖2
]
+ Et
[
(1− β1,t)‖gt‖22
]
≤ β1,tG2∞ + (1− β1,t)Et
[‖gt‖22]
≤ β1,tG2∞ + (1− β1,t)
(σ2
M
+ ‖∇f(xt)‖22
)
and
Et
[‖mt‖22] = Et[‖β1,tmt−1 + (1− β1,t)gt‖22]
≤ Et
[‖β1,tmt−1‖22]+ Et[‖(1− β1,t)gt‖22]
≤ β21,tG2∞ + (1− β1,t)2Et
[‖gt‖22]
≤ β21,tG2∞ + (1− β1,t)2
(σ2
M
+ ‖∇f(xt)‖22
)
Lemma 14. The term∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
mt can be bound as
∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
mt ≥ (1− β1,t)∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
gt − β1,tG
2
∞
δ
Proof.
∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
mt = ∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1(
β1,tmt−1 + (1− β1,t)gt
)
= β1,t∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
mt−1 + (1− β1,t)∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
gt
(i)
≥ (1− β1,t)∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
gt − β1,t
∣∣∣∇f(xt)T(β1/22 V̂ 1/2t−1 + δI)−1mt−1∣∣∣
(ii)
≥ (1− β1,t)∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
gt − β1,tG2∞
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(iii)
≥ (1− β1,t)∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
gt − β1,tG
2
∞
δ
The reasoning follows
(i) For a scalar a, the relation −|a| ≤ a ≤ |a|.
(ii) By Cauchy-Schwarz inequality and matrix norm inequality,
∣∣∣∇f(xt)T(β1/22 V̂ 1/2t−1 + δI)−1mt−1∣∣∣ ≤
‖∇f(xt)‖
∥∥∥(β1/22 V̂ 1/2t−1 + δI)−1mt−1∥∥∥ ≤ ‖∇f(xt)‖‖mt−1‖∣∣∣∣∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1∣∣∣∣∣∣∣∣∣
2
≤
G2∞
∣∣∣∣∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1∣∣∣∣∣∣∣∣∣
2
holds by our bounded gradient assumptions.
(iii) We use the relation
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
 (δI)−1.
E.5 Proofs of Theorem 2
The update rule for ADAM with full matrix adaptations is
xt+1 = xt − αt(V̂ 1/2t + δI)−1mt
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We assume that V̂t is full-rank after t ≥ t0 steps. For notational convenience, we let m˜t = (V̂ 1/2t + δI)−1mt.
Since f is L-smooth, we have the following:
f(xt+1) ≤ f(xt) + 〈∇f(xt), xt+1 − xt〉+ L
2
‖xt+1 − xt‖2
= f(xt)− 〈∇f(xt), αt(V̂ 1/2t + δI)−1mt〉+
L
2
‖αt(V̂ 1/2t + δI)−1mt‖2
= f(xt)− αt
d∑
i=1
(
∇[f(xt)]i × m˜t,i
)
+
α2tL
2
d∑
i=1
m˜2t,i
We take the expectation of f(xt+1) in the above inequality,
Et[f(xt+1)] ≤ f(xt)− αt
d∑
i=1
(
[∇f(xt)]i × Et
[[
(V̂
1/2
t + δI)
−1mt
]
i
])
+
α2tL
2
d∑
i=1
E
[
m˜2t,i
]
= f(xt)− αt
d∑
i=1
(
[∇f(xt)]i × Et
[[
(V̂
1/2
t + δI)
−1mt
]
i
− [(β1/22 V̂ 1/2t−1 + δI)−1mt]i + [(β1/22 V̂ 1/2t−1 + δI)−1mt]i])
+
α2tL
2
d∑
i=1
E
[
m˜2t,i
]
= f(xt)− αtEt
[
∇f(xt)T (β1/22 V̂ 1/2t−1 + δI)−1mt
]
− αt
d∑
i=1
(
[∇f(xt)]i × Et
[[
(V̂
1/2
t + δI)
−1mt
]
i
− [(β1/22 V̂ 1/2t−1 + δI)−1mt]i])+ α2tL2
d∑
i=1
E
[
m˜2t,i
]
(i)
≤ f(xt)− αtEt
[
(1− β1,t)∇f(xt)T
(
β
1/2
2 V̂
1/2
t−1 + δI
)−1
gt
]
+
αtβ1,tG
2
δ
− αt
d∑
i=1
(
[∇f(xt)]i × Et
[[
(V̂
1/2
t + δI)
−1mt
]
i
− [(β1/22 V̂ 1/2t−1 + δI)−1mt]i])+ α2tL2
d∑
i=1
E
[
m˜2t,i
]
= f(xt)− αt(1− β1,t)‖∇f(xt)‖2
(β
1/2
2 V̂
1/2
t−1+δI)−1
− αt∇f(xt)TEt
[[
(V̂
1/2
t + δI)
−1 − (β1/22 V̂ 1/2t−1 + δI)−1
]
mt
]
+
α2tL
2
d∑
i=1
E
[
m˜2t,i
]
+
αtβ1,tG
2
δ
(ii)
≤ f(xt)− αt(1− β1,t)‖∇f(xt)‖2
(β
1/2
2 V̂
1/2
t−1+δI)−1
+ αt‖∇f(xt)‖2Et
∥∥∥[(V̂ 1/2t + δI)−1 − (β1/22 V̂ 1/2t−1 + δI)−1]mt∥∥∥
2︸ ︷︷ ︸
T1
+
α2tL
2
d∑
i=1
E
[
m˜2t,i
]
+
αtβ1,tG
2
δ
The reasoning follows
(i) We use the lemma 14.
(ii) For any scalar a, we have −|a| ≤ a ≤ |a|.
Bounding the term T1 using a matrix norm inequality,
T1 =
∥∥∥[(V̂ 1/2t + δI)−1 − (β1/22 V̂ 1/2t−1 + δI)−1]mt∥∥∥
2
≤
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1 − (β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2︸ ︷︷ ︸
T2
‖mt‖2
By definition of V̂t = β2V̂t−1 + (1 − β2)gtgTt , we have V̂t  β2V̂t−1. Therefore, by the lemma 1, we have
V̂
1/2
t  β1/22 V̂ 1/2t−1 , and moreover we can obtain V̂ 1/2t + δI  β1/22 V̂ 1/2t−1 + δI . Finally, we arrive at(
β
1/2
2 V̂
1/2
t−1 + δI
)−1  (V̂ 1/2t + δI)−1
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Therefore, we can bound T2 as
T2 =
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1 − (β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
((
β
1/2
2 V̂
1/2
t−1 + δI
)− (V̂ 1/2t−1 + δI)
)(
β
1/2
2 V̂
1/2
t−1 + δI
)−1∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(i)
≤
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
((
β
1/2
2 V̂
1/2
t−1 + δI
)− (V̂ 1/2t−1 + δI)
)∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣V̂ 1/2t − β1/22 V̂ 1/2t−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(ii)
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t − β1/22 V̂ 1/2t−1)(V̂ 1/2t + β1/22 V̂ 1/2t−1)(V̂ 1/2t + β1/22 V̂ 1/2t−1)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(iii)
≤
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + β1/22 V̂ 1/2t−1)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t − β1/22 V̂ 1/2t−1)(V̂ 1/2t + β1/22 V̂ 1/2t−1)
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(iv)
≤
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + β1/22 V̂ 1/2t−1)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
tr
((
V̂
1/2
t − β1/22 V̂ 1/2t−1
)(
V̂
1/2
t + β
1/2
2 V̂
1/2
t−1
))
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + β1/22 V̂ 1/2t−1)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
tr
(
V̂t − β2V̂t−1
)
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + β1/22 V̂ 1/2t−1)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(1− β2)‖gt‖22
The reasoning follows
(i) We use the subordinate property of matrix norms, |||AB|||2 ≤ |||A|||2|||B|||2.
(ii) Here is the point we need an assumption V̂t should be full-rank after finite time t0 ∈ N.
(iii) The same reason as (i).
(iv) Since the eigenvalues of the matrix
(
V̂
1/2
t − β1/22 V̂ 1/2t−1
)(
V̂
1/2
t + β
1/2
2 V̂
1/2
t−1
)
are all non-negative
by the lemma 10, we can use the inequality |||A|||2 ≤ tr(A).
Then, we can bound T1 as
T1 ≤
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + β1/22 V̂ 1/2t−1)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(1− β2)‖gt‖22‖mt‖2
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣((β2V̂t−1 + (1− β2)gtgTt )1/2 + β1/22 V̂ 1/2t−1)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(1− β2)‖gt‖22‖mt‖2
(i)
≤ 1
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣((β2V̂t−1 + (1− β2)gtgTt )1/2)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(1− β2)‖gt‖22‖mt‖2
=
1
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
1
λmin
(
(β2V̂t−1 + (1− β2)gtgTt )1/2
) (1− β2)‖gt‖22‖mt‖2
=
1
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
1
λmin
(
β2V̂t−1 + (1− β2)gtgTt
)1/2 (1− β2)‖gt‖22‖mt‖2
(ii)
≤ 1
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
1[
λmin
(
β2V̂t−1
)
+ λmin
(
(1− β2)gtgTt
)]1/2 (1− β2)‖gt‖22‖mt‖2
(iii)
≤ 1
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
√
1− β2‖gt‖2‖mt‖2
The reasoning follows
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(i) We use the fact (V̂ 1/2t + δI)
−1  (δI)−1 and
(
(β2V̂t−1 + (1 − β2)gtgTt )1/2 + β1/22 V̂ 1/2t−1
)−1
(
(β2V̂t−1 + (1− β2)gtgTt )1/2
)−1
.
(ii) By Weyl’s theorem [27] on eigenvalues, we have λmin(A+B) ≥ λmin(A) + λmin(B).
(iii) We use the fact, λmin
(
β2V̂t−1
)
+ λmin
(
(1− β2)gtgTt
)
≥ λmin
(
(1− β2)gtgTt
)
= (1− β2)‖gt‖2.
Therefore, we can bound
Et
[
f(xt+1)
] ≤ f(xt)− αt(1− β1,t)‖∇f(xt)‖2
(β
1/2
2 V̂
1/2
t−1+δI)−1
+ αt‖∇f(xt)‖2Et
∥∥∥[(V̂ 1/2t + δI)−1 − (β1/22 V̂ 1/2t−1 + δI)−1]mt∥∥∥
2︸ ︷︷ ︸
T1
+
α2tL
2
d∑
i=1
E
[
m˜2t,i
]
+
αtβ1,tG
2
∞
δ
(i)
≤ f(xt)− αt(1− β1,t)‖∇f(xt)‖2
(β
1/2
2 V̂
1/2
t−1+δI)−1
+
αtG
√
1− β2
δ
Et
[∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
‖gt‖2‖mt‖2
]
+
α2tL
2
d∑
i=1
E
[
m˜2t,i
]
+
αtβ1,tG
2
∞
δ
(ii)
≤ f(xt)− λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)
−1
)
αt(1− β1,t)‖∇f(xt)‖2
+
αtG∞
√
1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
Et
[‖gt‖2‖mt‖2]
+
α2tL
2
d∑
i=1
E
[
m˜2t,i
]
+
αtβ1,tG
2
∞
δ
The reasoning follows
(i) We use our bound derivation of T1.
(ii) For any vector x and positive definite matrix A, we have xTAx ≥ λmin(A)‖x‖2.
Lastly, we bound
α2tL
2
d∑
i=1
E
[
m˜2t,i
]
=
α2tL
2
E
[‖(V̂ 1/2t + δI)−1mt‖2]
≤ α
2
tL
2
E
[ ∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2︸ ︷︷ ︸
T3
‖mt‖22
]
The T3 can be bound
T3 =
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(V̂ 1/2t + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣((β2V̂t−1 + (1− β2)gtgTt )1/2 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤ 1
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
Therefore, we can obtain
α2tL
2
d∑
i=1
E
[
g˜2t,i
] ≤ α2tL
2δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
Et
[‖mt‖22] (3)
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By putting altogether, we have
Et
[
f(xt+1)
] ≤ f(xt)− λmin((β1/22 V̂ 1/2t−1 + δI)−1)αt(1− β1,t)‖∇f(xt)‖2
+
αtG∞
√
1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
Et
[‖gt‖2‖mt‖2]+ α2tL
2
d∑
i=1
E
[
m˜2t,i
]
+
αtβ1,tG
2
∞
δ
(i)
≤ f(xt)− λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)
−1
)
αt(1− β1,t)‖∇f(xt)‖2
+
αtG∞
√
1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
Et
[‖gt‖2‖mt‖2]+ α2tL
2δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
Et
[‖mt‖22]
+
αtβ1,tG
2
∞
δ
(ii)
≤ f(xt)− λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)
−1
)
αt(1− β1,t)‖∇f(xt)‖2
+
αtG∞
√
1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(
β1,tG
2
∞ + (1− β1,t)
(σ2
M
+ ‖∇f(xt)‖22
))
+
α2tL
2δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(
β21,tG
2
∞ + (1− β1,t)2
(σ2
M
+ ‖∇f(xt)‖22
))
+
αtβ1,tG
2
∞
δ
= f(xt)−
(
αt(1− β1,t)λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)
−1
)
− αtG∞(1− β1,t)
√
1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
− α
2
t (1− β1,t)2L
2δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
)
‖∇f(xt)‖2
+
σ2
M
(
αt(1− β1,t)G∞√1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
+
α2t (1− β1,t)2L
2δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
)
+
αtβ1,tG
2
∞
δ
+
αtβ1,tG
3
∞
√
1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
+
α2tβ
2
1,tG
2
∞L
2δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(iii)
≤ f(xt)− αt(1− β1,t)
(
1− G∞
√
1− β2
δ
κmax − αt(1− β1,t)L
2δ
κmax
)
λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)
−1
)
‖∇f(xt)‖2
+
σ2
M
(
αt(1− β1,t)G∞√1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
+
α2t (1− β1,t)2L
2δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
)
+
αtβ1,tG
2
δ
+
αtβ1,tG
3
∞
√
1− β2
δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
+
α2tβ
2
1,tG
2
∞L
2δ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
(iv)
≤ f(xt)− αt(1− β1,t)
(
1− G∞
√
1− β2
δ
κmax − αt(1− β1,t)L
2δ
κmax
)
λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)
−1
)
‖∇f(xt)‖2
+
σ2
M
(
αt(1− β1,t)G∞√1− β2
δ2
+
α2t (1− β1,t)2L
2δ2
)
+
αtβ1,tG
2
∞
δ
+
αtβ1,tG
3
∞
√
1− β2
δ2
+
α2tβ
2
1,tG
2
∞L
2δ2
(i) We use the derived bound for 3.
(ii) We use the Lemma 12 and 13.
(iii) This is the key part. By our assumption on the κ(β1/22 V̂
1/2
t−1 + δI) ≤ κmax, we have∣∣∣∣∣∣∣∣∣(β1/22 V̂ 1/2t−1 + δI)−1∣∣∣∣∣∣∣∣∣
2
λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)−1
) ≤ κmax
(iv) We use (β1/22 V̂
1/2
t−1 + δI)
−1  (δI)−1.
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By our assumptions on κmax, we have
G∞
√
1− β2
δ
κmax ≤ 1
3
(4)
αtL
2δ
κmax ≤ 1
3
(5)
Then, we have
Et
[
f(xt+1)
] ≤ f(xt)− αt(1− β1,t)(1− G∞√1− β2
δ
κmax − αt(1− β1,t)L
2δ
κmax
)
λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)
−1
)
‖∇f(xt)‖2
+
σ2
M
(
αt(1− β1,t)G∞√1− β2
δ2
+
α2t (1− β1,t)2L
2δ2
)
+
αtβ1,tG
2
∞
δ
+
αtβ1,tG
3
∞
√
1− β2
δ2
+
α2tβ
2
1,tG
2
∞L
2δ2
(i)
≤ f(xt)− αt(1− β1,t)
3
λmin
(
(β
1/2
2 V̂
1/2
t−1 + δI)
−1
)
‖∇f(xt)‖2
+
σ2
M
(
αtG∞
√
1− β2
δ2
+
α2tL
2δ2
)
+
αtβ1,tG
2
∞
δ
+
αtβ1,tG
3√1− β2
δ2
+
α2tβ
2
1,tG
2
∞L
2δ2
= f(xt)− αt(1− β1,t)
3
1
λmax
(
β
1/2
2 V̂
1/2
t−1 + δI
)‖∇f(xt)‖2
+
σ2
M
(
αtG∞
√
1− β2
δ2
+
α2tL
2δ2
)
+
αtβ1,tG
2
∞
δ
+
αtβ1,tG
3
∞
√
1− β2
δ2
+
α2tβ
2
1,tG
2
∞L
2δ2
(ii)
≤ f(xt)− αt(1− β1,t)
3(
√
β2G+ δ)
‖∇f(xt)‖2 + σ
2
M
(
αtG
√
1− β2
δ2
+
α2tL
2δ2
)
+
αtβ1,tG
2
δ
+
αtβ1,tG
3√1− β2
δ2
+
α2tβ
2
1,tG
2L
2δ2
The reasoning follows
(i) From our assumptions 4 on κmax, we can get the desired inequality.
(ii) By Weyl’s theorem on eigenvalues, we have λmax(A+B) ≤ λmax(A) + λmax(B).
For the constant stepsize αt = α, we telescope from t = 1 to t0,
α(1− β1)
3(
√
β2G+ δ)
T∑
t=1
‖∇f(xt)‖2 ≤ α
3(
√
β2G+ δ)
T∑
t=1
(1− β1,t)‖∇f(xt)‖2
≤ f(xt0)− E
[
f(xT+1)
]
+
Tσ2
M
(
αG
√
1− β2
δ2
+
α2L
2δ2
)
+
T∑
t=1
[
αβ1,tG
2
δ
+
αβ1,tG
3√1− β2
δ2
+
αβ21,tG
2L
2δ2
]
+
t0−1∑
t=1
‖∇f(xt)‖2
≤ f(xt0)− f(x∗) +
Tσ2
M
(
αG
√
1− β2
δ2
+
α2L
2δ2
)
+ C
where C is defined as
C =
αβ1G
2
∞
δ(1− λ)
(
1 +
G2∞
√
1− β2
δ
+
β1G∞L
δ(1 + λ)
)
+
t0−1∑
t=1
‖∇f(xt)‖2
which is independent of T . Dividing both sides by α(1−β1)
3(
√
β2G∞+δ)
yields
1
T
T∑
t=1
‖∇f(xt)‖2 ≤ 3(
√
β2G∞ + δ)
1− β1
[
f(x1)− f(x∗)
αT
+
σ2
M
(G√1− β2
δ2
+
αL
2δ2
)
+
C
T
]
= O
(f(xt0)− f(x∗)
αT
+
σ2
M
)
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