The modular behavior of the human brain is commonly investigated using independent component analysis (ICA) to identify spatially or temporally distinct functional networks. Investigators are commonly interested not only in the networks themselves, but in how the networks differ in the presence of clinical or demographic covariates. To date, group ICA methods do not directly incorporate these effects during the ICA decomposition. Instead, two-stage approaches are used to attempt to identify covariate effects (Calhoun et al. (2001); Beckmann et al. (2009)). Recently, Shi and Guo (2016) proposed a novel hierarchical covariateadjusted ICA (hc-ICA) approach, which directly incorporates covariate information in the ICA decomposition, providing a statistical framework for estimating covariate effects and testing them for significance. In this work we introduce the Hierarchical Independent Component Analysis Toolbox, HINT, to implement hc-ICA and other hierarchical ICA techniques.
Introduction
In recent years, there has been a growing interest in network based approachs to describing brain function. Under a network approach, observed brain signals represent a combination of signals generated from distinct brain functional networks. For example, in functional magnetic resonance imaging (fMRI), the observed blood-oxygen-level-dependent (BOLD) signal can be viewed as a combination of contributions from different brain networks. These brain functional networks can potentially aid in understanding the large scale functional structure of the brain as they have been shown to be present across a wide variety of subjects and across a range of different experimental conditions (Smith et al., 2013) . Consequently, studying these brain functional networks has become a topic of great interest. The most popular brain network estimation tool is independent component analysis (ICA), which identifies brain functional networks as latent source signals that are close to statistically independent.
Some of the earliest applications of ICA to the study of brain networks were to single subject fMRI data. Spatial ICA (McKeown et al., 1997) , which separates the observed data into independent spatial maps and corresponding time courses is the most popular technique. For fMRI data with a large number of measurements, it is also possible to perform temporal ICA (Smith et al., 2012) , which separates the observed data into temporally cohert maps.
While methods for single subject ICA are quite well established, the application of ICA to multiple subjects or groups is still an area of active development. Existing techniques for group level ICA are frequently based on temporal-concatenation group ICA (tc-gICA), which assumes that brain functional networks have the same spatial pattern across different subjects. Under a tc-gICA approach, the timepoints of the subject level data are stacked and the spatial source signals (ICs) are extracted. The subject level ICs are then recovered using techniques such as back-reconstruction (Calhoun et al., 2001) or dual-regression (Beckmann et al., 2009) . Inference on covariate effects under these frameworks requires secondary hypothesis testing, which fails to take into account the random variation from the reconstruction of the subject level data.
Recently, Shi and Guo (2016) proposed a hierarchical covariate adjusted independent component analysis (hc-ICA) technique for estimating independent components in brain imaging data in the presence of covariates. This novel technique is fundamentally different from other methods allowing comparison of groups within an ICA framework, as it directly accounts for covariate patterns in the estimation stage. Additionally, it has the desirable properties of providing model based interpretation of sub-population results and a statistical framework for testing covariate effects. For example, in their work, Shi and Guo (2016) showed that hc-ICA could find significant differences in a task network between women with and without post traumatic stress disorder even after FDR correction, whereas dual regression could not.
In this work we introduce the Hierarchical INdependent component analysis Toolbox (HINT), a Matlab toolbox that serves as a platform for hierarchical ICA techniques. At this time, the toolbox implements the hc-ICA technique of Shi and Guo (2016) , with further extensions of this approach, including a longitudinal ICA method, in active development. The intent of this toolbox is to provide neuroimaging researchers with an easy-to-use tool for utilizing hierarchical ICA techniques on fMRI data, allowing them to estimate the brain networks of interest and to test hypothesis about covariate effects.
The HINT allows the user to input their data, perform the preprocessing required by the hc-ICA approach, obtain initial guesses for the model parameters, and remove noise ICs or ICs that are not of interest from the analysis. Estimation within the HINT is carried out via an Expectation Maximization (EM) algorithm as described in Section 2.3. After obtaining parameter estimates, the toolbox provides the user with the ability to visualize the estimated ICs and perform model-based hypothesis testing of the covariate effects and linear combinations of the covariate effects.
In what is to follow, we review the hc-ICA model in Section 2. We also describe our EM algorithm and introduce our model-based variance-covariance estimator for the covariate effects. Then, in Section 3, we provide a walkthrough of the toolbox features, explaining how they interface with the statistical model. Finally, in Section 4 we discuss future directions for HINT and provide some concluding remarks.
2 The hc-ICA Model
Preprocessing
Before the hc-ICA model parameters can be estimated, the subject level data must first be preprocessed as described in Shi and Guo (2016) . For number of time points T and number of voxels V , each subject's T × V data are prewhitened to be q × V as:
where q is the number of independent components, Λ i,q contains the first q eigenvalues and U i,q contains the first q eigenvectors as obtained by a singular value decomposition of the original datã Y i . The residual variance, σ 2 i,q , is taken to be the average of the T − q smallest eigenvalues. To perform this preprocessing, the user must input the number of principal components and the number of independent components, which can be determined using the Laplace approximation method (Minka, 2001 ).
Modeling
The hc-ICA model consists of two levels: a subject level and a group level. At the first level, each subject's preprocessed data is decomposed into a linear mixture of subject-level independent components (ICs) as
where
T is a q × 1 vector, and each s il (v) contains the spatial source signal of the lth IC at the vth voxel for subject i. A i is the q × q orthogonal mixing matrix for subject i, which mixes with the spatial source signals to generate the observed data. We assume that the q × 1 noise vector e i (v) ∼ N (0, E v ). We can assume that this term is independent across voxels, as the spatial source signals will model any spatial correlation that is present among the voxels (Hyvärinen and Oja, 2000; Guo and Pagnoni, 2008) . Moreover, by prewhitening the data as described in Section 2.1, we remove the temporal autocorrelation, therefore we can assume that the noise covariance is identical across voxels and is isotropic (Beckmann et al., 2005; Guo, 2011) 
The subject level ICs are modeled as a combination of population-level spatial source signals, covariate effects, and subject-specific random variabilities according to:
T contains population level source signals for each of the q ICs. The covariate information is encoded in
T , a p × 1 vector with the covariate settings for subject i. The q ×1 error vector γ i (v) reflects the random variability between subjects that is leftover after controlling for the covariate effects. Thus, each subject level IC can be viewed as a baseline component common across the entire population that is modified by covariate effects. We assume that
. We allow the variances to be IC-specific to allow for different levels of between-subject random variability.
The population level spatial source signals, s 0 (v), are modeled under a mixtures of Gaussians (MoG) approach (Guo, 2011; Guo and Tang, 2013) . That is, for IC l, l = 1, . . . , q, we have:
T denotes the vector of probabilities of belonging to each component. The number of components, m, is taken to be 3. Under this setup, one component is reserved for background fluctuation, one for positive BOLD effects, and one for negative BOLD effects (Beckmann and Smith, 2004) .
We use latent state variables to track the contribution of each IC to the signal at a voxel (McLachlan and Peel, 2004) . We define
T as the latent state variable. Each element of z(v) corresponds to the MoG contribution from IC l, l = 1, . . . , q. That is, for a given element l of z(v) and for m = 3, P (z l (v)) = j = π l . Thus there are m q possible unique vectors z(v).
EM Algorithms
Under the hierarchical framework implemented in HINT, parameter estimates are obtained using an EM algorithm to maximize the complete data log-likelihood. As derived in Shi and Guo (2016) , the expectation of the complete data log-likelihood can be written:
The primary driver of computation time for the hc-ICA algorithm is the cardinality of z(v), the latent state variables. An exact EM algorithm would have to consider all m q possible z(v), a number of combinations which will quickly spiral out of control as the number of ICs increases. This leads us to implement an approximate EM algorithm which considers only a sub-space of the latent state vector. More specifically, the approximate EM algorithm considers only the z(v) in which at most one element does not correspond to background fluctuation. Thus this approximate EM algorithm only grows linearally in the number of ICs.
This approximation is motivated by the fMRI literature, which holds that spatial signals in the brain are sparse (Daubechies et al., 2009) . That is, in a given brain functional network, most of the voxels are exhibiting only background flucuation, and only a small proportion of voxels will be activated by the network (Biswal and Ulmer, 1999) . This implies that there should not be much overlap of independent spatial components; if a voxel is a member of one IC it is likely not a member of any other ICs. Thus it is reasonable to consider latent state vectors z(v) in which at most one component does not belong to background noise. That is, vectors in which only one element of z(v) = 1. Shi and Guo (2016) present a proof that this subspace approximation is valid. The procedure for the Approximate EM algorithm is presented in Algorithm 1.
Algorithm 1: The approximate EM algorithm, which is based on the subspaceZ Initial Values: Starting values ofΘ (0) andβ 0 obtained using estimates from the GIFT while iteration < max iterations and
and the corresponding marginal probabilities as:
Step: end Even using the subspace-based approximation these methods can be quite time consuming, as there are a very large number of parameters to update with each EM iteration. We have taken steps to ensure that the computation time is as fast as possible. Importantly, we have used vectorization within the Matlab environment in order to reduce computation time. One Matlab library, MTIMESX (Tursa, 2011) , has featured prominently here, as well as in-built Matlab functions for handling vector operations such as bsxfun.
Inference for covariate effects
In this section, we propose a statistical inference procedure for testing covariate effects in the HINT framework. Typically maximum likelihood inference is based on asymptotic properties of the estimator, and the inverse of the information matrix is used as the asymptotic variancecovariance matrix. However, under the hc-ICA model the dimension of the parameter space is ultra-high and the information matrix is not sparse. Therefore, we cannot estimate the invert of information matrix. To address this issue, following Shi and Guo (2016) we propose an estimator of the empirical variance-covariance matrix of the covariate effects at each voxel by connecting the hc-ICA model to standard multivariate linear models.
We first rewrite the hc-ICA model in the following form:
This model (6) can be further re-expressed as
is the multivariate zero-mean Gaussian noise term where
Because the mixing matrix A i is orthogonal, the first level residual has identical and isotropic variance term E v = σ 2 0 I, and we have the same variance covariance term
0 I q for all subjects at a given voxel. Conditioned on the latent state variable z(v), (7) can be viewed as a general multivariate linear model at each voxel. The major distinction of (7) from the standard linear model is that the dependent variable y * (v) not only depends on the observed data y(v) but also involves unknown parameters A i . This leads us to propose the following variance estimator forb * (v):
Calculation ofb * (v) requires an estimate of W (v). We propose two estimators of W (v): a theoretical estimator based on the hc-ICA model and EM outputs and an empirical estimator based on linear regression theory. For the theoretical estimator, we note that based on the EM algorithm, the unknown parameters in W (v) can be estimated simultaneously. Therefore, we plug-in the estimated parameters into W and have:
where z mode (v) is the latent states with highest posterior probability p(z(v)|y(v),Θ). On the other hand, the empirical estimator is set to be:
which can be more robust to violation of the model assumptions.
Plugging in the estimates of W (v) into (8), the variance estimator forb
. Based on these results, hypothesis testing on any linear combination of the covariate effects can be conducted by estimating the corresponding z-statistics and the p-values. Specifically, we would like to test on some sub-population level map. For this case, hypothesis testing can be conducted by defining an appropriate contrast, c, such that c T β gives the test of interest. For example, if β 1 corresponds to race and β 2 corresponds to sex, the hypothesis that the effect of race and sex are equal could be testing with the contrast matrix c = [1 − 1]
T . This hypothesis testing functionality is incorporated into the beta covariate display window as described in Section 3.3.
Functionality
An hc-ICA analysis via the HINT consists of the following steps: Data loading, preprocessing, obtaining an initial guess, estimation via EM algorithm, and testing hypothesis about covariate effects. The HINT partitions these steps into three panels:
1. The preprocessing panel, where the user inputs the data, selects the number of principal components and independent components, and obtains initial guesses for the EM algorithm.
2. The estimation panel, which allows the user to select the maximum number of iterations, and the convergence criteria. The user can then run the algorithm and monitor its progress using two change plots. 
Preprocessing Panel

The runinfo file
The hc-ICA analysis in the HINT is controlled using a file titled the "runinfo" file containing the objects listed in Table 1 . It is automatically created when the user selects the "Save setup and continue" option displayed in Figure 1 . This file can be referenced during subsequent uses of the toolbox to avoid repeating previous work. The runinfo file is a single file, and thus can be easily moved across different computers or networks. The filepaths within the runinfo file can easily be updated using the "prepare a script analysis" option provided in the "Tools" menu.
Data Input
The user has two options when inputting data for the analysis. They can start a new analysis by selecting "Import Nifti files" and inputting the required files. Alternatively, if the user wishes to continue an analysis that they have already started, they can load the runinfo file corresponding to that analysis using the "Load saved .mat data" option, allowing them to avoid re-performing preprocessing and initial guess estimation. When starting a new analysis, the user is instructed to provide three elements: the nifti files containing the subject-level data, a mask file, and the covariate file. The covariate file must be a .csv file conforming to a specific structure. First, the top row of the file should contain column information. For the first column, this is the label "subject" and for subsequent columns this is the variable name. Then, each following row of the file should start with the filename for the subject The number of time points for each subject voxSize
The dimension of the mask Figure 2: The covariate display window. Here the user can verify that covariates were coded correctly and add interaction effects.
file followed by each of the covariate settings for that subject. An example covariate file layout is provided in Table 2 . After reading in the data, the user has the option to "View covariates" to confirm that the data was coded correctly. By default, the HINT will treat string variables (e.g. group) as categorical variables and perform reference cell coding using the level in the first data row as the baseline. On the other hand, numeric variables will be treated as continuous covariates (e.g. age). If the user wishes to use integer codings for categorical covariates (e.g. race), they can specify this using the "View covariates" window shown in Figure 2 . Additionally, this window can be used to specify any interactions of interest.
Initial Parameter Guesses
Under the HINT framework, an EM algorithm is used to obtain parameter estimates for the hierarchical models. These algorithms require a set of initial guesses to work. While it is possible to use a random start, it is much more accurate and efficient to select an initial guess that is as close to the true parameter values as possible. Thus, we use a standard group ICA method to obtain initial guesses for the EM algorithm and then use our algorithm to refine the parameter estimates for the hierarchical models.
The HINT obtains initial parameter estimates for the EM algorithm using the Group ICA Of fMRI Toolbox (GIFT) described in Calhoun et al. (2001) . The GIFT estimation process consists of two stages of dimensionality reduction. First, each subject's data is reduced to c principal components. Then, the PCA-reduced subject data is stacked to create a single N c × V data set. Spatial ICA is then performed on this data set to obtain the q × V independent components and the corresponding mixing matrix. Back reconstruction can then be performed as described in Calhoun et al. (2001) to obtain subject-specific ICs. Once the final set of ICs has been selected, initial guesses for the EM algorithm are obtained as follows:
Subject Level ICs The back-reconstructed subject level ICs from GIFT are used as the initial guess for the subject level ICs, s i .
Covariate effects and baseline ICs
We use dual regression to obtain initial estimates for the β and s 0 terms.
Random subject-level variability The initial guess for the subject level error variance is the variance of the residuals, γ i (v), from the above dual regression procedure.
Subject level mixing matrices The inital guess for the subject level temporal mixing matrices, A i , is the parameter estimates for the regression of the subject level ICs onto the preprocessed data Y i . Symmetric orthogonalization is then performed, as the preprocessed subject level data are prewhitened and thus the temporal mixing matrices should be orthogonal.
Subject level error
The initial guess for the subject level error variance is the variance of the residuals from the above regression procedure for the mixing matrices.
Mixture Model Terms
We fit a Gaussian mixture model to each of the s 0 estimates. The gaussian component with the largest mean (in absolute magnitude) is taken to be the IC source signal, and it's variance is taken as the estimate of σ 2 l . The initial π guess is the probability of belonging to that component and the probability of the observed signal being noise is 1 − π.
IC Selection
After obtaining initial guesses, the HINT provides the user with the opportunity to review the inital group level ICs via the "choose ICs" button before initiating the analysis. It is often desirable to remove one or more ICs from the analysis , Griffanti et al. (2014) ) If the user determines that some ICs are not of interest, they can be removed from the data. We then obtain an updated initial guess using the GIFT. Removing ICs has the advantage of speeding up the computation time of the EM algorithm. Figure 4 displays the analysis panel. Here, the user selects the maximum number of iterations and the convergence requirements for the estimation procedure. The options are:
Analysis Panel
Max Iterations The maximum number of EM algorithm iterations. Note that the results are saved at the end of each iteration, thus there is no risk in setting this to a high value (eg. 100) as the algorithm can be terminated at any time without loss of the most up-to-date estimates.
Epsilon 1
The L 2 distance termination criteria between all parameters (covariate effects excluded) at the end of the current iteration and the previous iteration, normalized by the magnitude of the estimates at the previous iteration.
Epsilon 2 The L 2 distance termination criteria between the covariate effects at the end of the current iteration and the previous iteration, normalized by the magnitude of the parameter estimates at the previous iteration. This value tends to be less stable, and thus there is more change from iteration to iteration.
After selecting "Run", the user can track the algorithm's progress using the two plots on the right hand side of the panel. If at some point the user is satisfied with the progress, but the termination criteria have not yet been met, the user can manually terminate the algorithm using the "Stop" button. In this case, the algorithm will terminate at the end of the current iteration. Figure 5 displays the visualization panel in the HINT. Here the user can view the results of the performed analysis or load a previous runinfo file to view the results of that analysis. If multiple runinfo files exist in the same folder, the user will be asked to select a file based on the prefix.
Visualization Panel
While each of the display viewers is different in terms of what is displayed, there are some commonalities between windows. Specifically, there is a "Location and Crosshair Information" panel in each viewer that provides the user with spatial information obtain their selection. From this window the user can view the location of their crosshair, the corresponding Broddman area, and the value at that crosshair, which will either be the raw intensity score or the Z-score, depending on the user's selction.
For this paper, we demonstrate the viewers using the results from two sub-populations, one consisting of meditators and the other of controls. The user can select between the four display window types described in the following four sub-sections. While all four panels can be accessed from the visualization panel, they can also be accessed from the "File" dropdown menu within each viewer.
Whole Group-Level Display
The first display window, the group level display, allows the user to view the population-level average maps. These correspond to the average s i for subjects i = 1, . . . , N . An example of the group level display window is provided in Figure 6 . This panel allows for a general view of the spatial form of each IC, regardless of covariate pattern. It also provides some additional functionality. For example, from this window, the user can threshold the images either manually using the threshold box, or via a slider. Thresholded masks can then be created based on these images, which can then be applied in other display windows such as the single-subject window.
Sub-population Display
This window allows the user to specify and view IC maps for different sub-populations. For a sub-population described by a user-defined combination of covariate values x, the window will display the estimated sub-population map:
When running hc-ICA on multiple groups of interest, an investigator will likely be interested in how specific sub-populations differ. Through this window, the investigtor can specific covariate patterns for sub-populations of interest and compare them using the comparision window ( Figure  7 ). This window allows side-by-side viewing and thresholding of sub-population maps.
Sub-Subject Display
The single-subject viewer allows an investigator to view the estimated spatial maps for each subject in the study. These maps can be viewed much in the same was as group maps. It is also possible to apply the user-created masks from the group-viewer to these images, allowing the investigator to see how well the individual subjects conform to the group level results. See Figure  8 for an example of this window.
Beta Coefficient Display
It is likely that one of the primary questions of interest for any investigator is how the covariate patterns affect the spatial maps. In the HINT framework, this effect is captured by the betacoefficient maps, which reflect the change from baseline captured by the covariate (β in Model 3). This final display window allows the user to view these maps overlaid on the brain.
The user can use this window to view the specific beta maps for a single covariate or specify linear combinations of the covariates. Inference can then be performed using the procedure described in Section 2.4.
Summary
In this paper we introduced the HINT framework implementing hierarchical ICA. While this paper focused on the implementation of the hc-ICA model in the toolbox, other methods such as a longitudinal hc-ICA are being developed. Future work will implement add techniques to the toolbox. The HINT group-level display window. Here the user can view the population average maps, as well as create masks using the "create mask" button in the lower right-hand panel. These masks can be applied in other windows such as the single subject viewer. Figure 7 : Demonstration of the sub-population comparison window. Sub-populations based on user-defined covariate patterns can be generated and viewed using this display window. The subpopulation control box in the upper-right hand corner allows the user to view the corresponding covariate values. Figure 8 : The HINT single-subject viewer. The user can select the estimated maps for each individual subject as well as apply masks generated using the whole-group viewer.
