The suprachiasmatic nuclei (SCN) of the hypothalamus are the locus of an endogenous self-sustaining circadian pacemaker (Moore and Eichler, 1972; Stephan and Zucker, 1972 ; for reviews, see Rusak and Zucker, 1979; Meijer and Rietveld, 1989; Klein et al., 1991) regulating circadian rhythms of a variety of physiological variables including plasma melatonin (Moore and Klein, 1974) , plasma corticosterone (Moore and Eichler, 1972 ) and core body temperature (Eastman et al., 1984; Edgar, 1986) . The SCN are also involved in the timing of sleep and wakefulness, as has been demonstrated by lesion studies in both rodents (Mistlberger et al., 1983; Tobler et al., 1983; Eastman et al., 1984; Trachsel et al., 1992) and the squirrel monkey (Edgar, 1986; Edgar et al., 1993) . In humans, lesions near or in an area homologous to the SCN cause severe disruptions of the sleepwake cycle (Cohen and Albers, 1991) , consistent with the suggestion more than a half-century ago that this region of the brain governs the timing of sleep (Fulton and Bailey, 1929) .
Despite the progress that has since been made in the understanding of the pacemaker properties of the SCN, the identification of the pathways by which this pacemaker is entrained to the daily lightdark cycle, and the demonstration that light is also the principal synchronizer of this pacemaker in humans (for review, see Czeisler, 1994) it has remained unclear how the outputs of the pacemaker regulate the timing of human behavior, including sleep (Watts, 1991) . The role of the circadian pacemaker in the regulation of human sleep has been investigated in long-term temporal isolation studies, short sleep-wake cycle designs, sleep displacement paradigms, and studies in which the circadian pacemaker was shifted by scheduled exposure to bright light. The classical temporal isolation studies, including those in which the sleep-wake cycle spontaneously desynchronized from the body temperature rhythm, have highlighted the circadian regulation of spontaneous sleep initiation, and sleep duration, and the influence of circadian phase on REM sleep (Aschoff, 1965; Aschoff et al., 1967; Czeisler, 1978; Wever, 1979; Zulley, 1979 Zulley, , 1980 Czeisler et al., 1980a,b; Zulley et al., 1981; Strogatz et al., 1986 ). Short sleep-wake cycle designs in which subject were scheduled to sleep for one-third of imposed 20, 90, 180, or 240 min rest-activity cycles that were then maintained for one to ten 24 hr days, focused primarily on the circadian variation in sleep propensity (Weitzman et al., 1974; Carskadon and Dement, 1975; Webb and Agnew, 1975; Czeisler, 1978; Lavie, 1986; Zulley, 1990 ). Sleep displacement studies in which sleep was scheduled to daytime hours by varying the duration of wakefulness have emphasized the relation between prior wakefulness and sleep propensity and the internal structure of sleep (Webb and Agnew, I97 I ; Carskadon and Dement, 1979; Gillberg, 1981, 1986; Borbely et al., 1981; Dinges, 1986; Dijk et al., 1987a Dijk et al., , 1990a . Light exposure studies have investigated the effects of moderate phase shifts of the circadian pacemaker on the timing of awakening, the internal structure of sleep, and the EEG in non-REM sleep (Dijk et al., l987b, 1989; Drennan et al., 1989; Campbell et al., 1993) . Consistent findings across these different protocols are that sleep propensity and REM sleep peak at or shortly after the trough of the endogenous component of the core body temperature rhythm, and that slow wave sleep, that is, stages 3+4 of non-REM sleep, and EEG power density in non-REM sleep are largely independent from endogenous circadian phase and are primarily determined by the duration of prior wakefulness and sleep. The data summarized above support the concept that the timing of sleep and wakefulness and sleep structure results from the interaction of a circadian and a sleep-wake dependent process (Borbely, 1982; Daan et al., 1984; Beersma et al., 1987; Edgar et al., 1993) . However, the strength of the circadian and the homeostatic, that is, the sleep-wake dependent, components modulating sleep propensity and sleep structure and their interaction could not be quantified by any of these protocols. This is because in most of these protocols the phase at which sleep occurred and the duration of prior sleep or wakefulness were confounded (spontaneous desynchrony and displacement of sleep) or the duration of sleep was too short to quantify the sleep dependent component (short sleep-wake cycles). Furthermore, in many of these experiments quantitative EEG analysis was not applied and therefore the influence of the circadian pacemaker on the hallmarks of EEG synchronization during non-REM sleep, that is, electroencephalographic slow waves and activity in the frequency range of sleep spindles (see Steriade et al., 1993a) , remains to be quantified.
As we reported (Dijk and Czeisler, 1994) circadian and sleepdependent components of sleep regulation can be separated by scheduled uncoupling of the rest-activity cycle from the output of the circadian pacemaker in the forced desynchrony protocol, pioneered by Nathaniel Kleitman (1939) . Here we present an analysis of the contribution of the circadian pacemaker and the sleep homeostat and of their interaction, in the regulation of the internal structure of sleep, including REM sleep, EEG slow waves, and sleep spindle activity.
Materials and Methods

Suhjecrx.
Eight male subjects (age 21-28 years) were paid to participate in the study to which they each gave their informed consent. to sleep for 9 hr:20 min. Next the subjects were scheduled to a 28 hr day of which 9 hr:20 min were spent in bed in total darkness each cycle. During their scheduled waking day light intensity was kept at low levels (-10-15 lux in seven subjects and -40-60 lux in one subject). Theoretically this light intensity does not appreciably alter the period of the circadian pacemaker (Kronauer, 1990; Klerman et al., 1992) . Technicians who were in contact with the subjects were trained not to convey time of day information and subjects were without access to clocks, nor other knowledge of the timeof day. Subjects were given three meals and could read, study, or play games. At the end of the protocol a final CR was carried out followed by a final sleep episode in the laboratory. To this end we first estimated for each subject separately, circadian phase for every minute of the forced desynchrony part of the protocol. Circadian period and phase were assessed in three ways. In the first approach the endogenous circadian minimum of the core body temperature rhythm during the initial and final constant routine was assessed by a dual harmonic regression model developed by Brown and Czeisler (1992) . For this assessment, the first 5 hr of the constant routine data were excluded from the analysis because these data are still affected by the masking effects of sleep. The difference in the phase of the endogenous circadian temperature minimum from the first to the final constant routine was used to estimate the endogenous circadian period. The second and third method utilized the entire data train of core body temperature, starting at the end of the first sleep episode after the initial constant routine and ending at the end of the last sleep episode prior to the tinal constant routine. In the second method, the body temperature data were subjected to a periodogram analysis called the minimum variance technique (Czeisler, 1978) . This method, which does not make any assumptions on the waveform of the rhythm and therefore can be considered a form of nonparametric spectral analysis, determines the residual variance after the data have been averaged at a certain period. By varying the period at which the data are "folded" in 1 min increments, these periods which explain most of the variance can be identified. In the forced desynchrony protocol, there will always be a 28 hr component due to the masking effects of the imposed activity and sleep schedule on body temperature, but in addition an endogenous component, which lies close to 24 hr, can be identified. In the third method, two sinusoids are fitted to the data simultaneously. The period of one of the sinusoids is set to 28 hr, which is the period of the imposed sleep-wake cycle. The period of the other sinusoid and the amplitude and phase of both sinusoids are varied based on a least squares error criterion. This method, developed by Kronauer (Lee et al., 1992) , has been called a nonorthogonal spectral analysis.
The underlying assumption in all three methods is that the period of the endogenous circadian pacemaker is constant throughout the protocol. This has been validated by simultaneous assessment of period and phase of other variables including plasma melatonin (Shanahan and Czeisler, 1991a ) and cortisol at regular intervals throughout the protocol.
The estimates of the endogenous circadian period obtained by all three methods were very similar and the largest difference observed between any of the methods was 9 min. We decided to use the estimate obtained by the nonparametric spectral analysis for the assignment of circadian phase because (1) it does not make any assumptions regarding the waveform of the endogenous component of the body temperature rhythm and (2) the estimate is based on a large portion of the available data and is therefore likely to be quite robust.
For the analysis of the sleep data only the sleep episodes during the forced desynchrony part of the protocol were used. The sleep episodes after the constant routine were excluded from the analyses because of the potential confounding effects of the sleep deprivation inherent to the CR protocol. To separate the circadian and sleepwake dependent components of sleep propensity and sleep structure, the data were either folded at the endogenous circadian period or at 28 hr. This was achieved by computing for all 30 set EEG epochs circadian phase and the time elapsed since the start of the sleep episode. The circadian component was computed by averaging the data with respect to circadian phase, irrespective of the time elapsed since the start of the sleep episode. The sleep dependent component was computed by averaging the data with respect to the time elapsed since start of sleep episode, irrespective of circadian phase. The implicit assumption of this method is that the number of sleep episodes (n = 174) is large enough and the distribution of these sleep episodes over the circadian cycle is sufficiently uniform that folding the data at the endogenous circadian period will, on average, extract the circadian component and minimize the effect of sleep dependent changes on the educed wave-form; similarly, folding the data at 28 hr will, on average, extract the sleep-wake dependent components and minimize the circadian influences on the educed wave-form.
The interaction between circadian and sleep dependent components was analyzed by computing the circadian modulation as a function of time elapsed since the start of the sleep episode and by computing the sleep dependent changes as a function of circadian phase.
Stutistics. Data were first averaged within subjects, so that all subjects would contribute with equal weight to the estimates of the circadian and sleep dependent influences on the various variables. Next the data were averaged over subjects. Statistical significance was assessed with repeated measures ANOVAs. Statistical significance was based on Huynh-Feldt adjusted degrees of freedom, but the original degrees of freedom are reported. When missing data were present in some of the cells, a general ANOVA was applied, since a repeated ANOVA would require omitting all the data for those subjects for whom missing data were present in one or more cells. For some variables (e.g., sleep latency) data were log transformed in order to meet the requirements of a normal distribution. are indicated for subject 1136. An intrinsic circadian temperature cycle with a period of 24. I hr is estimated by a non-parametric spectral analysis of the core body temperature data during the forced desynchrony part of the protocol. The time of the minimum of the circadian temperature rhythm as estimated by the nonparametric spectral analysis, is indicated by the dashed line. The minimum of the endogenous circadian rhythm of core body temperature as assessed in the initial and final constant routine is indicated by an encircled X. The data are plotted with respect to clock time.
Results
Circadian variation in sleep parameters
the core body temperature rhythm was different from both 24 and 28 hr in all subjects. A typical example of the progression of the estimate of the phase of the minimum of the CBT rhythm during the experiment is given in Figure 1 . In this subject the initial phase of the endogenous minimum of the core body temperature rhythm was located at 451 A.M. whereas 27 d later during the final constant routine it occurred at IO:38 hr. From this phase shift a period of 24.2 hr can be derived. The estimate of period as assessed from the nonparametric spectral analysis of core body temperature data was 24.1 hr which was close to the estimate derived from nonorthogonal spectral analysis (24.1 hr). Figure 2 . A, Distribution of the start of sleep episodes (i.e., lights out; n = 174) over the circadian cycle for individual subjects. B, Circadian distribution of Number of Sleep Episodes begun. C, Circadian distribution of sleep-onset REM sleep episodes (interval between sleep latency and first occurrence of REM sleep < 10 min). D, Total sleep time as a function of circadian phase at mid-sleep. Data were first for each bin averaged per subject and next averaged over subjects. E, Sleep latency as a function of circadian phase at lights out. Data were first log transformed then for each subject averaged per 30" bin. Next the retransformed data were averaged per 30" bin (i.e., 2 circadian hours) over subjects. f; Educed circadian wave form of core body temperature. The mid-trough of the core body temperature curve was assigned a circadian phase of 0". Data are double plotted at the midpoints of the bins in all panels.
spectral analysis is indicated by the dashed line in Figure I . In this subject scheduled sleep episodes occurred at various circadian phases (Figs. I, 2A ). Calculated over all subjects, the distribution of the beginning (lights out) of the sleep episodes over the circadian cycle of the core body temperature was quite uniform (Fig. 2B) , although in individual subjects some clustering occurred ( Fig. 2A) .
Sleep iniriurion.
The interval between the time of lights out
The Journal of Neuroscience, May 1995, 15 (5) 3529 and the first occurrence of any sleep stage (stage one included) was defined as sleep latency. Although sleep could be initiated rapidly at all circadian phases (mean = 6.2; minimum = 0.5; maximum = 49.0 min), sleep latencies varied significantly with circadian phase (F,,,X2 = 6.18; p < 0.0001) (Fig. 2E ). Minimum sleep latencies were observed at the minimum of the endogenous component of the temperature rhythm (Fig. 2E) . Thereafter, latencies increased gradually. A transitory, statistically nonsignificant (p > 0.05, t test) decrease was observed at l65"-195". This decrease was followed by a sudden increase in sleep latency values. In the interval of 195"-285", sleep latencies were significantly 0, < 0.05 in all cases) longer than in the interval 285"-105".
After this phase of long sleep latencies, values dropped sharply. The circadian variation of sleep latency was asymmetrical. The rising limb was approximately I6 circadian hours long and coincided with the rising and plateau part of the educed wave form of core body temperature, which in the entrained state would correspond to the interval from 6:00 to 22:00 hr. The falling limb was approximately 8 circadian hours long and coincided with the falling limb of the core body temperature rhythm, which in the entrained state would correspond to the interval from 22:00 to 06:OO hr. The circadian variation of the latency to stage 2 (data not shown) was also significant (F I ,.x2 = 5.54; p < 0.0001) and very similar to sleep latency. The interval between lights out and the first occurrence of stages 3 or 4 (SWS) varied significant over the circadian cycle (F, ,,x2 = 2.66 p < 0.01) but the circadian variation in the duration of the interval between sleep onset and the first occurrence of SWS was not significant (F,,,X2 = I .I6 NS; data not shown).
Sleep onset REM sleep episodes (i.e., interval of sleep onset to the first occurrence of REM sleep < 10 min) primarily occurred when sleep started at or shortly after the minimum of the core body temperature rhythm (Fig. 2C) TST and sleep efficiency were highest when the midpoint of the scheduled sleep episodes were located on the falling limb of the core body temperature curve with a maximum sleep efficiency of 94.0% (SEM = I .5) at 0". TST and sleep efficiency gradually decreased as the midpoint of the scheduled sleep episodes approached the maximum and plateau phase of the curve body temperature rhythm with a minimum sleep efficiency of 72.2% (SEM = 3.2) at 210". Note that the falling limb of the TST rhythm was longer than the rising limb.
Separation and interaction of circadian and sleep dependent components
First, we estimated the strength and waveform of the circadian and sleep-dependent components by folding the data at either the endogenous circadian period or at the period of the restactivity cycle (Fig. 3) . Next, we analyzed how these two processes interact in the regulation of the various variables. First the time course of these variables within sleep episodes starting at different circadian phases was analyzed. This analysis highlights the dependency of the sleep dependent component on circadian phase (Fig. 5) . Next the circadian waveform of the different variables was investigated for various sections of the sleep episodes. This analysis emphasizes the dependency of the circadian modulation of sleep variables on sleep pressure (Fig. 6) .
Wukejiilness within scheduled sleep episodes. E, Slow wave activity (0.75-4.5 Hz) in non-REM sleep. Data were for each subject expressed as a deviation of its mean value and then averaged over subjects. F, Core body temperature. The first point in the sleep dependent graph represents the average value during the last 30 min before lights out. modulation of wakefulness within scheduled sleep episodes was significant (F, ,,,, = 16.94; p < 0.0001; rANOVA). Wakefulness was lowest around the nadir of the core body temperature rhythm (Fig. 3A, left) . It increased on the rising limb and was maximal 15-17 circadian hours after the minimum of the core body temperature rhythm, whereafter wakefulness dropped sharply.
After an initial drop associated with the latency to sleep onset, wakefulness within the scheduled sleep episode increased as time since start of sleep episodes progressed (Fg,h3 = 28.10; p < 0.0001; rANOVA; Fig. 3A, right) . The amplitude of the circadian and sleep-dependent component were approximately similar.
In sleep episodes which were initiated at the minimum of the core body temperature rhythm, wakefulness was at low levels in the first two 112 min intervals but rose rapidly thereafter (Fig.  5 ). This rise became steeper when sleep was initiated on the rising limb of the endogenous core body temperature rhythm. When sleep was initiated at 180", wakefulness was already at high levels in the 3rd 112 min interval (at approximately 240") but decreased in the fourth interval, which was located on the falling limb of the core body temperature rhythm. When sleep was initiated at 210", wakefulness was at approximately 10% in the first interval remained low throughout the sleep episode. In the sleep episodes initiated between 255" and 285", which would correspond to the clock-time interval from 23:00 to 01:OO hr, wakefulness was below 10% in all intervals throughout the entire sleep episode.
The wave-form of the circadian modulation of wakefulness within scheduled sleep changed as a function of prior sleep (Fig.  6 ). During the first 112 min interval very little wakefulness was observed, independent of circadian phase except at 240" where wakefulness was approximately 20%. As sleep progressed wakefulness gradually increased and the circadian modulation became more pronounced. In the interval 336-448 min after the start of sleep episodes, wakefulness gradually increased on the rising limb of the body temperature rhythm until a maximum was reached at 240", that is, 15-17 circadian hours after the minimum of the body temperature rhythm. After this phase wakefulness within the sleep episode dropped sharply. In the last interval (448-560 minutes) the circadian waveform was different: wakefulness started to increase 4 hr after the minimum of CBT and reached high values on the rising and plateau phase of the core body temperature rhythm. When sleep coincided with the endogenous minimum of the core body temperature rhythm wakefulness remained at very low levels. A repeated measures ANOVA with factors "time elapsed since start of sleep episode" and "circadian phase" yielded a significant effect for both factors (time: F4,*# = 23.33; p < 0.0001; phase: F ,,,,, = 15.16; p < 0.0001) and a significant interaction between these two factors (F44,3,jx = 4.92 p < 0.0001).
In all subjects the circadian drive for wakefulness was low around the minimum of the core body temperature rhythm and in none of the subjects was there a pronounced increase of wakefulness before 4-6 hr after the minimum of the core body temperature rhythm (Table 1) .
Individual differences in both amplitude and waveform were present. Whereas in four subjects the strongest drive for wakefulness was located at approximately 240", in others the crest was located at 180"-200". Evidence for a bimodal waveform of the circadian drive for wakefulness rhythm was present in some subjects although in none of the subjects could a strong drive for sleep be detected around the maximum of the core body temperature rhythm.
REM sleep. A pronounced circadian modulation of REMS was observed (F,,,,, = ANOVA). REMS gradually increased over the five consecutive 112 min intervals of sleep (Fig. 3B, right) . The time course of REM sleep within scheduled sleep episodes was strongly dependent on circadian phase (Fig. 5B) . REM sleep increased in the course of sleep episodes, especially in sleep episodes initiated between 157.5" and 337.5". In sleep episodes initiated at and after the minimum of the core body temperature rhythm REM sleep decreased in the course of sleep. In sleep episodes starting between 157.5" and 292.5" REM sleep values in the initial part of sleep episodes were lower compared to values in the later part of sleep episodes at approximately the same circadian phase (see also Fig. 6 ).
A repeated measures ANOVA on the data presented in Figure  6B confirmed that REM sleep was both determined by circadian phase (6 , .,, = 24.66; p < 0.0001) and time elapsed since sleep onset (F4,zx = 3.74;~ < 0.02). Furthermore, a significant interaction between these two factors was present (F,,,,,, = 1.85; p < 0.01).
Non-REM sleep. Non-REMS (Stage 2+3+4) expressed as a percentage of TST exhibited a significant circadian modulation (F I, .77 = 14.68; p < 0.0001; rANOVA) . Highest values were observed at approximately 240", that is, shortly after the plateau phase of the endogenous core body temperature rhythm, with a maximum value close to 80% of TST. Non-REMS decreased on the falling limb of the core body temperature rhythm and lowest values were located immediately after the minimum of the core body temperature rhythm (Fig. 3C) . The sleep dependent decrease of non-REMS was significant (F4,zx = 26.07; p < 0.0001; r-ANOVA; Fig. 3C, right) . Figure 5 . Sleep-dependent changes as a function of circadian phase. In A sleep episodes were assigned to 12 30" bins based on the circadian phase at lights out. In B-E sleep episode were assigned to eight 45" bins. Legend for symbols in B-E: 0, -22.5" to 22.5"; 0, 22.5"-67.5"; v, 76.5"-I 12.5"; V, 1 12.50-157.5"; 0, 157.5"-202.5"; n , 202.5"247.5"; A, 247.5"292.5"; A, 292.5"337.5". A, Wakefulness in schedules sleep episodes, expressed as a percentage of recording time. 0, Sleep episodes initiated between 255" and 285" (23-01 hr), which corresponds to the habitual timing of sleep onset during entrained conditions. Numbers in graph identify bin number: I, -15"-15"; 2, 3, 4, 5, 6, 135"165"; 7, 165"195"; 8, 195"225"; 9, 225"255"; IO, II, 285"315"; 12, 315"345 Figure 4A for subject 1136. In baseline sleep (Fig. 4 , sleep episode 3) sigma activity exhibits its typical time course: in the first non-REM sleep episodes high values can be observed at the beginning and end of the non-REM sleep episodes, whereas in later non-REM sleep episodes sigma activity remains high throughout the episodes. When averaged over all subjects and sleep episodes (n = 147), the sleep dependent increase was statistically significant (F4,24 = 22.61; p < 0.001; rANOVA) (Fig.  30, right) . Sigma activity exhibited a pronounced and significant (F I I .hh = 3.65; p < 0.01; rANOVA) circadian rhythm with its crest at around 240-300 degrees, that is, coincident with the initial part of the habitual sleep episode (Fig. 30, left) . Sigma activity increased in all sleep episodes (Fig. SC) and the largest increase was observed when sleep was initiated on the rising limb of the core body temperature rhythm. The interaction between the circadian and sleep dependent component was complex (F44,35j = 1.32; p < 0.1) as is illustrated in Figure 6C . In the initial part of sleep the circadian maximum of sigma activity was located at approximately 240". As sleep progresses high values were located also around the minimum of the core body temperature rhythm. Slow-wave activity in non-REM sleep. The time course of slow-wave activity (SWA; power density in the frequency range of 0.754.5 Hz) in all sleep episodes was plotted with a one minute time resolution for subject 1136 (Fig. 4B) . SWA exhibited ultradian oscillations, with high values during non-REM sleep and low values during REM sleep and wakefulness. Despite the observed variations in non-REM sleep and REM sleep Dijk et SWA data were assigned to bins according to circadian phase of start of sl eep episode. Data i n the row l abel ed Phase 0 represent SWA i n non-REM sl eep i n the first 56 min of sl eep of sl eep epi sodes which started between -22.5" and 22.5". n = 7 for all cells.
episode duration (see Fig. I ), SWA showed a global declining trend in the course of all sleep episodes. Some variation in the initial values of SWA could be observed. Averaged over all sleep episodes SWA in non-REM sleep exhibited a small but statistically significant variation with circadian phase (F, ,,6h = 6.16; p < 0.0001; rANOVA, Fig. 3E ). Lowest values were observed around the minimum of the core body temperature rhythm and highest values were present at 150". Note that since SWA is a density measure the observed variation cannot directly be related to variation in the duration of non-REM sleep which exhibited circadian variation (Fig. 3C) . SWA in non-REM sleep, exhibited a pronounced decline over consecutive 112 min intervals (F4.24 = 91.86; p < 0.0001; rANOVA; Fig. 3E ). Fitting the data to an exponential function (SWA, = SWA,,*e(-rh) + SWAm; with t = time in minutes) yielded a time constant (T) of 185.9 (95% confidence interval: 123.2-248.8). SWA decreased in all sleep episodes independent of circadian phase, but the initial values were somewhat higher when sleep was initiated on the rising limb of the core body temperature rhythm as compared to sleep episodes initiated on the falling limb of this rhythm ( Fig. 5D ; see also Fig. 60 ). An ANOVA with factors "time elapsed since sleep onset" and "circadian phase" revealed a significant effect of the factor "time" (F,,1,3 = 301.65; p < 0.0001) and a significant effect for the factor "circadian phase" (F, ,,15J = 3.08 p < 0.001) but the interaction between the two factors was not significant (F, , , , , , = 0.73; NS) . For all sleep episodes in which SWA was assessed the duration of sleep (TST) in the preceding episode was calculated. The curve for TST in preceding sleep episodes mirrored the observed circadian modulation of SWA in the initial interval of sleep episodes (Table 2) . Calculated over all sleep episodes, a small but statistically significant negative correlation between TST in the preceding sleep episode and SWA (rank ordered within each subject) in the initial 112 min of the subsequent sleep episode was observed (Pearson's correlation coefficient = ~0.27715; p < 0.001; n = 140).
Core-body temperuture. The circadian waveform of core body temperature was characterized by a narrow trough and a broader maximum (Fig. 3F) . The sleep dependent change of core body temperature (F,,,, ,4 = 22.60; p < 0.0001; rANOVA) was characterized by a initial rapid drop and a subsequent slow and statistically significant (p < 0.01; Helmet? contrast) increase starting approximately 4 hr after the beginning of the sleep episode.
The time course of body temperature during scheduled sleep episodes was strongly dependent on circadian phase (Fig. 5E ). When sleep was initiated at or shortly after the endogenous the minimum of the CBT rhythm, CBT exhibited an initial small decline which was followed by a subsequent rise. As a result of the initial drop associated with the start of the sleep episode, the observed minimum of CBT was located up to 60 degrees after the endogenous minimum. When sleep was initiated at approximately 240", CBT decreased steeply throughout the entire sleep episode. Note that when sleep was initiated at approximately 180" the drop of temperature from lights out to the first 30 min interval was very small.
ANOVA of the data presented in Figure 6E demonstrated a significant effect of both circadian phase (F,,,,,, = 76.28 ; p < 0.0001) and time since start of sleep episode (F+,,x = 9.85; p < 0.0001). Most noticeable is the smaller amplitude of the observed circadian rhythm of temperature in the middle of the sleep episode. The circadian waveform of core body temperature during sleep also appeared to change as a function of time since start of sleep episode, but the interaction between the factors circadian phase and time since start of sleep episode did not reach statistical significance (F44,4,x = 1.16; NS).
Discussion
The present data confirm the pivotal role of the endogenous circadian pacemaker in the regulation of sleep in humans and show that sleep propensity and sleep structure result from interactions, which in part are nonadditive, of circadian and sleepwake dependent oscillatory processes. The data further demonstrate that sleep spindle activity in non-REM sleep is affected by endogenous circadian phase and that the endogenous circadian rhythm in the propensity to initiate sleep does not vary in parallel with slow-wave activity in the initial part of sleep.
Sleep initiation, consolidation, und sleep duration The data underscore the close relation between the endogenous circadian rhythm of core body temperature and sleep regulation (Glotzbach and Heller, 1994) . Our estimate of the circadian rhythm of sleep propensity, with its crest located at the minimum of the core body temperature rhythm (that is, close to habitual wake time) and its trough located close to habitual bed time, confirms results obtained in recent experiments in which the confound of prior wakefulness was minimized (Klein et al., 1993; Dantz et al., 1994) and previous estimates (Weitzman et al., 1974; Carskadon and Dement, 1975; Webb and Agnew, 1975; Czeisler, 1978; Lavie, 1986; Zulley, 1990) . The analysis of wakefulness within scheduled sleep episodes unequivocally demonstrates that the probability to wake up from sleep results from an interaction between a circadian and a sleep dependent process, which is not simply additive since the shape and amplitude of the circadian wave-form of sleep efficiency depends on prior sleep duration. The data suggest that the signal which promotes wakefulness, gradually becomes stronger on the rising limb of the endogenous rhythm of core body temperature, with a maximum at approximately 240", which corresponds to the evening wake-maintenance zone (Strogatz et al., 1987) and the so-called "forbidden zone" for sleep (Lavie et al., 1986) .
Since the circadian drive for wakefulness does not rise steeply until 4-8 hr after the minimum of the core-body temperature rhythm, spontaneous awakening at the habitual wake-time under entrained conditions must occur primarily because of prior sleep (Dijk and Czeisler, 1994) and is unlikely to be related to a strong circadian wake-up signal or morning wake maintenance zone (Strogatz et al., 1987) .
REM sleep, EEG slow-wave, und sleep spindle activity REM sleep was strongly modulated by circadian phase, with a remarkably narrow peak in circadian REM sleep propensity located shortly after the minimum of the body temperature rhythm (cf. Hume and Mills, 1977; Carskadon and Dement, 1980; Czeisler et al., 1980b; Zulley and Wever, 1982) . This circadian modulation of REM sleep was of approximately equal strength throughout sleep, which contrasts McCarley's (1990) interpretation of previous data (Zulley, 1980) . The sleep-dependent disinhibition of REM sleep interacting with the circadian rhythm of REM sleep results in very high amounts of REM sleep when the end of the sleep episode is located close to the minimum of the body temperature rhythm as occurs under entrained conditions. This may facilitate the rearousal of the sleeping brain, providing a gate from sleep to waking at our habitual wake-time (Snyder, 1966; Lavie et al., 1979; Wehr, 1992) .
The sleep-dependent disinhibition of REM sleep and the sleep dependent decline in sleep propensity could be related to the decline of SWA in the course of sleep (Borbely et al., 1982) , which, as the present data demonstrate, occurs independent of circadian phase (see also Weitzman et al., 1980; Akerstedt and Gillberg, 1981; Gillberg and Akerstedt, 1982) . However, efforts to slow down the sleep dependent decline of sleep propensity by experimental manipulations of SWA have provided equivocal results .
The variation of SWA in the initial part of sleep, with higher values on the rising limb of the CBT rhythm (see also Campbell and Zulley, 1989; Zulley, 1990 ) may either represent a circadian modulation of SWA, possibly related to REM sleep or variations in the non-REM-REM cycle (Beersma et al., 1990; Brunner et al., 1990; Dijk et al., 1991) . Alternatively, this variation in SWA may be associated with the circadian variation in sleep time in the preceding sleep episodes (Table 2) . Although the data are not at variance with the hypothesis that slow-wave activity is an electrophysiological correlate of a sleep-wake dependent oscillatory process serving sleep homeostasis (Borbely, 1982; Daan et al., 1984 , Achermann et al., 1993 , they also demonstrate that the observed variation in SWA in the initial part of sleep does not vary in parallel with sleep propensity. Actually, only REM sleep peaked close to the crest of the sleep propensity rhythm (see also Broughton and Aguirre, 1987) .
The sleep-dependent increase in sigma activity, which was present at all circadian phases, demonstrates that the previously reported inverse relationship between spindle activity and SWA during nocturnal sleep (Uchida et al., 199 1; Aeschbach and Borbely, 1993; Dijk et al., 1993) is indeed primarily related to the progression of sleep and not to circadian phase. A new tinding was the circadian modulation of sigma activity. Its average wave form was somewhat surprising in that the maximum of sigma activity (associated with the highest density of sleep spindles within non-REM sleep; Dijk et al., 1993) was located shortly after the peak of the wake propensity rhythm, coincident with habitual bed time. The analysis of the interaction between circadian and sleep dependent influence, however, showed that high values of spindle activity are present at the minimum of the core body temperature rhythm when it coincides with the end of scheduled sleep. A more detailed analysis of spindle activity is needed to resolve whether some of the present results are related to putative circadian and sleep dependent changes in the frequency of sleep spindles. Likewise, other EEG frequencies including the recently described slow oscillations with a frequency lower than 1 Hz (Steriade et al., 1993b) remain to be investigated.
Relution to the physiology of sleep and circadiun rhythms
In the present analyses, circadian phase has been derived from core body temperature data. Recent evidence indicates that SCN lesions histologically verified as complete, result in a loss of the CBT rhythm; this indicates contrary to previous conclusions (Fuller et al., 198 I, Satinoff and Prosser, 1988) , that the SCN does indeed drive the body temperature rhythm (Edgar et al., 1993) . In the present protocol, the period of the rhythms of plasma melatonin (Shanahan and Czeisler, 1991 a) and cortisol (Czeisler et al., unpublished observations) , which are known to be driven by the SCN (Moore and Eichler, 1974; Shanahan and Czeisler, 1991 b; Buijs et al., 1993 ) is identical to the period of the body temperature rhythm. It therefore seems reasonable to assume that the circadian variation of sleep propensity and sleep structure are related to variations in the output of the SCN or hormonal rhythms, for example, melatonin, which are driven by the SCN.
The circadian modulation of REM sleep propensity is likely to be mediated by the indirect projections from the SCN to mesopontine nuclei such as the pedunculopontine tegmental nucleus (PPT) and the laterodorsal tegmental nucleus (LDT) (see McCarley and Massaquoi, 1992) which are involved in the generation of REM sleep. ACh originating in the aforementioned mesopontine nuclei and the nucleus basalis of the forebrain has been implicated in neocortical activation during REM sleep and wakefulness (Buzsaki et al., 1988; Steriade et al., 1990 Steriade et al., , 1991 McCormick, 1992; Metherate et al., 1992; McCarley and Massaquoi, 1992; Rainnie et al., 1994) . Direct projections from the SCN to the nucleus basalis have not been described, although it has been suggested that indirect connections to this nucleus could be made via the paraventricular nucleus of the hypothalamus, a major target of SCN efferents (Watts, 1991) . Interestingly, the SCN receive cholinergic input from the nucleus basalis and from the PPT and LDT (Bina et al., 1993) , which together with the serotonergic projection from the raphe dorsalis may constitute potential pathways for a feedback of arousal state onto the circadian pacemaker.
Although important differences in the neurophysiological mechanism underlying slow wave and sleep spindle genesis exist (Steriade et al., 1991 ; for review, see Steriade et al., 1993a) , the appearance of both types of activity in the macroscopic EEG are dependent on hyperpolarization of thalamocortical neurons. Steriade has hypothesized that as sleep deepens, the transition from spindle-dominated EEG patterns to slow wave-dominated EEG is accompanied by a progressive hyperpolarization of thalamocortical neurons. Conversely, the reduction in SWA and the increase in spindle frequency activity during the course of sleep is likely to be associated with reduced tonic hyperpolarization of thalamocortical neurons.
The decrease in SWA and the increase of sleep spindle activity in the course of sleep which was observed at all circadian phases indicates that the predicted and observed inverse time course is related to the progression of sleep rather than endogenous circadian phase. This time course may constitute an essential component of the sleep process (Steriade et al., 1993a ).
The differential magnitude of circadian and sleep dependent contribution to slow waves and sleep spindles further supports the notion of the existence of multiple systems involved in components of EEG synchronization (Steriade et al., 1994) and may indicate that the SCN directly influences thalamic nuclei such as the nucleus reticularis, involved in spindle genesis.
During entrainment the phase relation between the endogenous circadian rhythm of sleep propensity and the sleep-wake cycle is such that wakefulness coincides with the falling limb of the circadian sleep propensity rhythm Dijk and Czeisler, 1994) . Previously, a nap study demonstrated that when wakefulness preceding sleep is varied from 2 to 20 hr, slow wave activity in non-REM sleep increases progressively (Dijk et al., 1987a) . Thus, under entrained conditions, a wakefulness-related increase in slow-wave propensity coincides with the circadian reduction in the propensity to initiate sleep. In accordance with model simulations (BorbCly et al., 1989 ) and a hypothesis derived from observations in the SCN-lesioned squirrel monkey (Edgar et al., 1993) we suggest that in humans this paradoxical increase in the circadian drive for wakefulness during the course of the habitual waking day opposes the wakedependent increase in sleep propensity, deterioration of alertness Johnson et al., 1992) and slow-wave propensity. Thus, the suprachiasmatic nuclei seem to provide a signal which allows for a consolidated bout of wakefulness (Dijk and Czeisler, 1994) and EEG desynchronization, which is a sine qua non for optimal cognitive functioning, despite the increase in sleep propensity and EEG slow-wave propensity associated with wakefulness.
