Frequency-discrimination thresholds, for a wide range of stimulus frequencies and stimulus levels, were obtained from three normal-hearing listeners. Linear regression analyses of the present data, and of data from two previous studies, indicate that an SL-1 transformation of stimulus level and a x/F transformation of stimulus frequency yield linear dimensions that allow accurate predictions of frequency-discrimination thresholds from normal-hearing listeners over a wide range of stimulus frequencies (125-8000 Hz) and stimulus levels (5-80 dB SL) with • single prediction equation.
less than or equal to the standard frequency, i.e., the task involved frequency-decrement detection. A 200-msec silent period followed each tone burst. Standard frequencies were at 0.3, 0.6, 1.2, 2.0, 4.0, and 8.0 kHz. Visual feedback of the correct interval followed each response.
An adaptive procedure was used to estimate 71% correct performance (Levitt, 1971) . It utilized a two-up, onedown decision rule and final step sizes that were 0.12% of the standard frequencies (rounded to the nearest 0.1 Hz). Determination of each frequency-difference threshold began with an initial frequency difference that was 3 % of the standard frequency and an initial step size that was 0.6% of the standard frequency. After three reversals, the step size was reduced to 0.12% of the standard frequency. Thresholds were calculated as the average of the frequency differences that existed on the last 8 out of 12 threshold-tracking reversals. On the trials used to estimate frequency-difference thresholds, one incorrect response resulted in the choice of a larger frequency difference for the next trial, and two correct responses resulted in the choice of a smaller frequency difference for the next trial.
Three normal-hearing listeners participated. None were musicians. Two had extensive experience with frequency-discrimination tasks at 1200 Hz prior to this experiment (MS and AT), one did not (BI). Before frequency-discrimination testing began, sensitivity thresholds were obtained in quiet from each listener using a 4AFC adaptive procedure that employed 2-dB step sizes and a two-up, one-down stepping rule. Those thresholds are given in Table I During each test session, frequency-discrimination thresholds were obtained for one of six test frequencies at signal levels that ranged from 80 dB SPL to 10 dB SPL in decreasing steps of 10 dB. Four threshold determinations were made at each intensity and frequency for listeners AT and MS. Listener BI was tested five times in every condition, but only the last four measures were used in the data analyses. Since one of the goals of this investigation was to attempt a general description of DLFs over a broad range of frequencies and intensities, the data in Fig. 2 were subjected to various least-squares fitting procedures, looking for a simple equation that would minimize the error between predicted and actual DLFs. After exploring several different transforms of signal level, which would "linearize" the DLF intensity functions sufficiently to achieve a good leastsquares fit to the individual as well as to the group data, we settled on the transform given by Eq. (1), where SL is the sensation level of the test signal in decibels. Least-squares fits to mean DLFs with Eq. (1) are shown by the solid curves in Fig. 2 . Coefficients of correlation for those fits are given in Table II . Equation (1) 
log DLF = k + m(SL-•).
(1) The results of the least-squares analysis of the DLF intensity functions in the Harris (1952) study are also shown in Table II . Again, the mean DLF intensity functions are well fit by Eq. (1), as evidenced by the coefficients of correlation that ranged between 0.90 and 0.99 for different frequencies. With the exception of listener CK at 4000 Hz, the coefficient of correlation in Table II 
More objective evidence of goodness of fit for Eq. (2} is given in Table III , which shows the least-squares estimates of the parameters in Eq. (2) for each of the three studies. All the coefficients of correlation (r 2) in Table III Table III that t a was generally larger when x/F rather than log{F) transformations of frequency were made. This also applies to Wier's data and to Harris' data {with the one exception in Harris' data at 5 dB SL).
C. General prediction equation
An examination of the least-squares parameters in Ta Table III with R 2 {p.f.} in Table IV provides Having demonstrated that the data could be well described by Eq. (2} with a common slope assumption, the next step was to arrive at a satisfactory description of the intercepts (b '} that were derived with the parallel fit model. Those intercepts are given in Table IV, Table V The more objective assessment of predictive accuracy, given by the coefficients of correlation in Table IV, Table IV shows that 80% to 98% of the variance was accounted for by Eq. (4} at different SLs. The total variance accounted for was 93%. Considering the amount of variability in the data, we consider Eq. (4} to provide an adequate approximation of these frequency discimination data. Figure 5 shows the least-square fits of data obtained by Harris (1952) . Table IV shows that 95% to 98% of the variance was accounted for by Eq. (4} at different SLs. The total variance accounted for over all SLs and frequencies was 96%. Finally, it should be noted that the prediction equation does not include any terms for describing changes in frequency discrimination that occur with stimulus duration. Although some previous evidence suggests that DLFs might change with the square root of duration (Liang and Chistovich, 1961 ), preliminary evidence in our laboratory suggests that the duration effect is dependent upon SL. We believe further investigation of this dependent relationship is warranted before attempting to include duration effects in a general prediction equation.
2The object of the parallel fitting procedure was to obtain a linear regression equation to fit log DLF versus square-root frequency using one common slope term for all SLs. Seber's (1977) 
