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Capítulo 1
Introducción
El objetivo de la Teoría de Control es determinar el comportamiento de un
sistema dinámico por medio de acciones externas de forma que se cumplan ciertas
condiciones prefijadas como, por ejemplo, que haya un extremo fijo, los dos, que
ciertas variables no alcancen algunos valores u otro tipo de situaciones más o
menos complicadas. En este trabajo, por concreción, nos vamos a centrar en el
caso en el que los dos estados extremos, el estado inicial y el final, son fijos, aunque
otras situaciones más generales tienen un tratamiento similar. La ecuación que
describe la evolución de los estados para un problema de este tipo es un sistema
de ecuaciones diferenciales:
x˙i(t) = f i(x(t), u(t)), i = 1, . . . , n, (1.1)
donde xi representa las variables que describen el estado del sistema y ua las
variables que describen las acciones externas o controles. En la Teoría de Control
Óptimo, además, queremos que el sistema verifique una condición adicional, que
consiste habitualmente en minimizar (o maximizar) un cierto funcional, es decir,
querríamos encontrar trayectorias γ(t) = (x(t), u(t)) suficientemente regulares,
por ejemplo, C1 a trozos, con extremos fijos en el espacio de estados, x(0) = x0 y
x(T ) = xT , que satisfagan la ecuación de control (1.1) y que además minimicen
el siguiente funcional, llamado también funcional objetivo o de coste, sobre un
cierto espacio de trayectorias admisibles:
S(γ) =
∫ T
0
L(x(t), u(t)) dt. (1.2)
Las trayectorias γ(t) que verifican todas estas condiciones se dirán optimales.
Para resolver este problema y otros asociados naturalmente a él, tales como
la estabilidad de las soluciones obtenidas, se han desarrollado un amplio abanico
de ideas, técnicas y resultados matemáticos. Además de herramientas analíticas
y numéricas, que han gozado de un gran predicamento, cada vez resulta más
importante el punto de vista geométrico en la Teoría de Control. La introducción
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de un punto de vista geométrico en la Teoría de Control fue iniciada seguramente
por el propio L. Pontryagin y sus seguidores [90, 3, 4] y definitivamente por
R. Brockett en el estudio de problemas de control en esferas y grupos de Lie
[11, 12, 13, 14, 15].
Así, la Teoría de Control se puede formular en términos geométricos y obtener
resultados intrínsecos. Éste será el objetivo del capítulo 2, aplicar los métodos de
la geometría para describir intrínsecamente la Teoría de Control Óptimo. Para ello
estableceremos un marco axiomático suficientemente general y, argumentando por
analogía con la Mecánica Lagrangiana, mostraremos la formulación presimpléctica
de la Teoría de Control Óptimo. Esta formulación está inspirada en la formulación
de Skinner y Rusk de la Mecánica Clásica [96] y ha sido utilizada ya entre otros
por E. Martínez y C. López [78, 77], M. C. Muñoz–Lecanda y N. Román–Roy
[87], Guerra [54], S. Martínez [85] y M. Delgado y A. Ibort [33, 34].
La solución del problema de control óptimo enunciado antes fue obtenida de
manera muy general por L. Pontryagin y sus colaboradores [90] y está dada por
el conocido como principio del máximo de Pontryagin, enunciado en el siguiente
teorema.
Teorema 1.0.1 (Principio del máximo de Pontryagin) [90] La curva
γ(t) = (x(t), u(t)), t ∈ [0, T ], absolutamente continua, es una trayectoria optimal
si existe un levantamiento de x(t) al espacio de coestados, (x(t), p(t)), tal que se
satisfagan las ecuaciones de Hamilton,
x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
, (1.3)
y tal que se cumpla:
H(x(t), p(t), u(t)) = ma´x
v
H(x(t), p(t), v), a.e. t ∈ [0, T ],
donde H denota la función hamiltoniana
H(x, p, u) = pif
i(x, u)− L(x, u). (1.4)
El principio de máximo de Pontryagin ha sido aplicado con éxito en gran varie-
dad de problemas. Un ejemplo significativo de su uso lo constituyen las llamadas
soluciones “bang–bang” al problema de control óptimo y ocurre, generalmente, si
los controles están “limitados”. Por razones físicas, tecnológicas o aún económi-
cas, se imponen restricciones a priori sobre los controles del tipo ‖u‖ < cma´x. Si
la ecuación de estados es lineal en los controles, esto es:
x˙i = f i0(x) + f
i
a(x)u
a
3y el funcional a minimizar es, por ejemplo, alguna de las variables de estado o
una función de ellas, pero no de los controles ua:
S =
∫ T
0
L(x) dt,
el hamiltoniano de Pontryagin será H(x, p, u) = pif i0(x) + pif
i
a(x)u
a − L(x), por
lo que para (x, p) fijos el máximo de H se alcanza solamente en el borde del
dominio de definición de los controles. Si tenemos únicamente un control u, el
máximo de H se alcanza cuando u(t) = uma´x si pif i(x) > 0 y cuando u(t) = umı´n
si pif i(x) < 0. Así, podemos desarrollar una estrategia optimal dependiendo del
valor del signo de la función φ = pif i(x), llamada en la literatura por este motivo
función de “switching”, y que consiste en este ejemplo concreto en la elección de
los valores de u como:
u(t) =
{
uma´x si φ(x, p) > 0
umı´n si φ(x, p) < 0
(1.5)
Si partimos de un punto (x0, p0) en t = 0 tal que φ(x0, p0) > 0, la estrategia
optimal consiste en resolver las ecuaciones de Hamilton:
x˙i = f i0(x) + f
i(x) uma´x (1.6)
p˙i = −pj ∂f
j
0
∂xi
− pj ∂f
j
∂xi
uma´x − ∂L
∂xi
(x). (1.7)
Seguimos la trayectoria (x(t), p(t)) resultante hasta que x(T ) = xT ó φ(x(t), p(t))
cambie de signo. Si ocurre lo segundo, a partir de ese momento seguimos la
trayectoria (x˜(t), p˜(t)) solución de las ecuaciones de Hamilton:
x˙i = f i0(x) + f
i(x) umı´n
p˙i = −pj ∂f
j
0
∂xi
− pj ∂f
j
∂xi
umı´n − ∂L
∂xi
(x).
Si eventualmente x˜(T ) = xT , hemos resuelto el problema, pero si φ(t) vuelve a
cambiar de signo volveremos a las ecuaciones (1.6)-(1.7) y así sucesivamente.
Puede ocurrir que siguiendo esta estrategia x˜(T ) 6= xT y, entonces, el proble-
ma de control óptimo no tenga solución para ningún valor inicial (x0, p0). Podría
modificarse esta estrategia permitiendo que (x(t), p(t)) esté contenido en el con-
junto φ = 0 durante un cierto intervalo de tiempo, definiendo lo que se denomina
un arco singular.
Ahora bien, ¿qué ecuaciones debe verificar la curva (x(t), p(t)) ∈ {φ = 0} para
que la trayectoria sea optimal? El principio de máximo de Pontryagin no nos da
la respuesta a esta cuestión. Dedicaremos el capítulo 3 de esta memoria al estudio
de la dinámica singular, esto es, de la dinámica inducida por las ecuaciones de
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Hamilton (1.3) en el subconjunto {φ = 0 }. Discutiremos un ejemplo no trivial
de dinámica singular no lineal en el capítulo 4; el problema de frenado óptimo de
un vehículo y veremos que este análisis es relevante.
Otra circunstancia natural donde se debe imponer la condición φ = 0 a
priori consiste en el estudio de sistemas de control óptimo donde los controles
no están acotados (u ∈ Rm) y la dependencia de H en ua es suficientemente
regular para que la condición de máximo implique que ∂H(x(t), p(t))/∂ua = 0
(y posiblemente alguna derivada más en el caso de máximos degenerados). En
este caso las trayectorias optimales siempre estarán contenidas en el subconjunto
M1 = {(x, p, u)| φa = ∂H/∂ua = 0}. También se dará esta circunstancia si la fun-
ción H(x, p, u) tiene máximos locales en u en el interior del dominio de definición
de los controles. La restricción de las ecuaciones de Hamilton al subespacio M1
define, en general, una ecuación diferencial ordinaria implícita. Los puntos en los
que dicha ecuación puede escribirse en forma normal diremos que son regulares y
singulares en caso contrario. Así, el estudio de la dinámica en el subespacio M1 se
ve enormemente dificultado por la aparición de ecuaciones diferenciales implícitas
con puntos singulares.
Una familia de sistemas particularmente interesantes por su simplicidad con-
ceptual e innumerables aplicaciones son los sistemas LQ1 o Lineal-Cuadráticos.
Son aquellos en los que tanto el espacio de estados como el de controles son es-
pacios lineales, x = (x1, . . . , xn) ∈ Rn, u = (u1, . . . , um) ∈ Rm. La función
f i(x(t), u(t)) es lineal en las variables y en los controles,
f i(x(t), u(t)) = Aijx
j +Biau
a
y la densidad L(x(t), u(t)) es cuadrática respecto de sus argumentos
L(x(t), u(t)) =
1
2
Pijx
ixj +Qiax
iua +
1
2
Rabu
aub.
Por lo tanto, las ecuaciones (1.1)-(1.2) tendrán la siguiente forma:
x˙i(t) = Aijx
j +Biau
a (1.8)
y
S(γ) =
∫ T
0
(
1
2
Pijx
ixj +Qiax
iua +
1
2
Rabu
aub
)
dt, (1.9)
donde A = (Aij) ∈ R(n,n), B = (Bia) ∈ R(n,m), P = (Pij) ∈ R(n,n),
Q = (Qia) ∈ R(n,m) y R = (Rab) ∈ R(m,m). El problema general incluiría un
término adicional de frontera en el funcional de coste, de la forma: x′(T )Fx(T ),
y las matrices A, B, P y Q dependientes del tiempo.
1Abreviatura del inglés: “Linear-Quadratic”.
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al conjunto de ecuaciones
x˙i = Aijx
j +Biau
a
p˙i = −pjAji + Pijxj +Qiaua
φa = piB
i
a −Qiaxi − Rabub = 0,
donde vemos inmediatamente que si la matriz R es invertible podemos despejar
los controles u en función de las variables x y p a través de la ecuación
ub = (Rab)
(
piB
i
a −Qiaxi
)
, donde RabRbc = δ
a
c, (1.10)
denominada relación de retroalimentación optimal (“optimal feedback”), que ma-
tricialmente se escribiría:
u = R−1(−QTx+BTp).
Entonces, las ecuaciones para la dinámica quedan escritas en forma normal como
x˙ = Ax+Bu = (A− BR−1QT ) x+ (BR−1BT ) p, (1.11)
p˙ = Px− ATp+Qu = (P −QR−1QT ) x+ (−AT +QR−1BT ) p, (1.12)
por lo que todos los puntos del problema son regulares y su solución nos determina
la estrategia optimal (x(t), u(t)), única para datos iniciales dados. Nótese que
los extremos de p(t) pueden fijarse arbitrariamente y así lograr soluciones que
terminen en xT . Sin embargo, si R no es invertible la resolución del sistema
anterior no es obvia. Tales sistemas, más generalmente los sistemas de ecuaciones
cuasilineales implícitos de la forma
A · x˙ = B · x,
han recibido gran atención en la literatura por su sencillez y aplicaciones. El
problema de fijar las condiciones iniciales de tal manera que exista una solución
que pase por ella ha sido llamado el problema de la inicialización. Típicamente este
problema ha sido atacado a través de la reducción a formas normales que pueden
analizarse fácilmente y distintas variaciones sobre este esquema conceptual. Ver,
por ejemplo, el uso de este punto de vista en Teoría de Control en Clements y
Anderson [28], Dai [32], Bell y Jacobson [8] y Willems, Kitapçi y Silverman [105].
También en la Teoría General de Ecuaciones Implícitas, comúnmente llamadas
DAEs2 en la literatura especializada, ver por ejemplo Campbell [16, 17], Kunkel
y Mehrmann [68], etc.
En esta tesis abordaremos el estudio de la dinámica singular desde un punto
de vista diferente, que tiene la ventaja de no estar sometido a condiciones de
2Acrónimo del inglés: “Differential-Algebraic Equations”.
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linealidad, y es perfectamente aplicable a problemas no lineales. La aproximación
que proponemos proviene directamente de la formulación presimpléctica del pro-
blema de control óptimo y que, en la literatura Físico–Matemática, se denomina
“método de las ligaduras de Dirac” o “algoritmo presimpléctico de ligaduras” en su
formulación más moderna. El origen histórico del procedimiento se encuentra en
el problema de la cuantización de sistemas lagrangianos singulares, como aquellos
que aparecen en teorías físicas con invariancia gauge tales como el electromag-
netismo o la gravitación. P. A. M. Dirac lo resolvió, al menos formalmente, a
través de la formulación de un procedimiento para extraer un subespacio, del es-
pacio de fases de la teoría, equipado con un corchete de Poisson susceptible de ser
cuantizado canónicamente utilizando un adecuado principio de correspondencia
[37, 38]. La idea de Dirac fue sometida a un intenso escrutinio y a un proceso de
depuración y estilización matemática que, en cierto modo, termina con el trabajo
de Gotay y Nester [45, 46, 47] cuando en 1978 establecen una formulación intrínse-
ca y matemáticamente sólida del procedimiento de Dirac y que es comúnmente
conocida como el algoritmo PCA 3. Ver, por ejemplo, [84], [23] y las referencias
contenidas en ellos para tener una versión panorámica de este problema. A partir
de este momento, además de explorar las aplicaciones de estas ideas se producen
diversos intentos de extender la teoría a situaciones más complejas o con un origen
diverso, así, se desarrollan técnicas de proyectores [59, 73, 74, 75, 76], se extiende
la teoría a ecuaciones cuasilineales [49, 50, 51, 53, 87] e incluso a ecuaciones im-
plícitas con toda generalidad a través de la formulación más depurada desde un
punto de vista geométrico realizada por Marmo, Mendella y Tulczyjew [84].
Simultáneamente, en el contexto de la Teoría de Sistemas y sus aplicaciones
a la ingeniería, se estaban estudiando desde puntos de vista diversos ecuaciones
diferencial-algebraicas [102, 103], esto es, ecuaciones diferenciales sometidas a
ligaduras o condiciones algebraicas. El fracaso de los métodos numéricos con-
vencionales en el estudio de las DAEs determinó que se iniciara un estudio más
profundo de su estructura y ya en 1984 Rheinboldt propone avanzar en su estudio
geométrico [93]. Luego siguen muchos otros investigadores, Reich [92], etc., y en-
tre los diferentes procedimientos analizados para su estudio destaca la propuesta
desarrollada finalmente por Rabier y Reinbholt en 1994 [91], que consiste en un
procedimiento algorítmico básicamente equivalente a la formulación general de
Marmo, Mendella y Tulczyjew del algoritmo de ligaduras de Dirac.
La posibilidad de usar este enfoque conceptual y el algoritmo de ligaduras
para el estudio de problemas de control óptimo singular resultaba muy natural
y así se menciona por primera vez en la literatura especializada de pasada en el
libro de Jurdjevic [61], página 299, aunque es presentado por primera vez por
E. Martínez y C. López-Lacasta [77, 78]. Posteriormente, este algoritmo fue uti-
lizado por Guerra en su tesis doctoral para el estudio de sistemas LQ singulares
[54]. Resulta en cierto modo chocante que, a pesar de lo natural de las ideas
3Acrónimo del inglés: “Presymplectic Contraint Algorithm”.
7involucradas y de su larga historia, esta aproximación al problema de control sin-
gular no haya tenido lugar antes. El punto de vista dominante en el estudio de
problemas de control óptimo singulares hasta hoy mismo lo constituye la Teoría
de Perturbaciones Singulares (ver por ejemplo: [64, 65, 79] y sus referencias).
Desgraciadamente, para problemas con singularidades no triviales, como las que
veremos más adelante, la Teoría de Perturbaciones Singulares no proporciona res-
puestas satisfactorias. Efectivamente, si partimos de un problema singular para
poder tratarlo a través de la Teoría de Perturbaciones Singulares debemos con-
vertirlo en un problema regular ε–próximo al problema singular. En algunos casos
simples tal regularización del problema se puede introducir a mano, ya que resul-
ta evidente como hacerlo, pero en problemas complejos tal procedimiento no se
conoce todavía. En el caso de lagrangianos singulares una respuesta a este pro-
blema bajo ciertas condiciones fue dada en [57]. Por otro lado, si partimos de un
problema que se encuentra muy próximo a ser singular y decidimos tratarlo como
una perturbación singular, tendremos que decidir cuál es el problema singular
al que se encuentra próximo y una vez establecido éste, para poder determinar
la dinámica lenta, deberemos estudiar la consistencia de la dinámica reducida,
esto es, deberemos aplicar el algoritmo de ligaduras de una u otra forma. En
este sentido la teoría del algoritmo de ligaduras que describiremos aquí se puede
considerar también como un ingrediente necesario en una futura Teoría de Per-
turbaciones Singulares Global que extendiese el trabajo de N. Fenichel [41] y que
ya fue iniciado por [33].
En este trabajo, por tanto, revisamos el algoritmo de ligaduras desde sus
fundamentos deteniéndonos en las distintas formulaciones que adopta éste para
ecuaciones cuasilineales, presimplécticas y lineales, ya que, dependiendo de las
circunstancias, aprovecharemos la formulación más adecuada para su aplicación
y desarrollo especializado. Así, por ejemplo, para sistemas LQ se elabora una
nueva versión lineal del algoritmo que está adaptada a su uso computacional,
proporcionando una familia de algoritmos y programas que resuelven el proble-
ma completamente con unas características numéricas heurísticamente estables.
Desarrollamos también un algoritmo derivado del algoritmo general que está par-
ticularmente bien adaptado para el tratamiento de sistemas singulares genéricos
y que denominaremos algoritmo subregular. Por otro lado, utilizamos una formu-
lación apropiada del algoritmo para mostrar la relación existente entre el índice
de Kronecker de la Teoría Ordinaria de DAEs y el número de pasos que necesita
el algoritmo de ligaduras para estabilizarse. El capítulo 3 de la memoria se dedica
a establecer los resultados e ideas básicas necesarias sobre la Teoría de Ecua-
ciones Implícitas desde un punto de vista geométrico y a desarrollar las distintas
adaptaciones del algoritmo general de ligaduras. Se presenta un algoritmo lineal
de ligaduras apropiado para el estudio de sistemas LQ singulares y se exponen
distintos experimentos numéricos que muestran la estabilidad del algoritmo.
En el capítulo 4 se aborda el estudio de diversos problemas de control óptimo
singular para los que no se verifican las condiciones técnicas de aplicabilidad del
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algoritmo de ligaduras general, bien porque los distintos subconjuntos que se ob-
tienen al aplicar el algoritmo tienen a su vez singularidades, como es el caso de
los sistemas genéricos “catastróficos” de los que se analiza con detalle el frunce, o
bien porque la dinámica no es singular per se, sino que se debe considerar como
tal al implementar una cierta estrategia optimal. Este es el caso de los proble-
mas de frenado óptimo para los que además puede darse que los subconjuntos
obtenidos no sean de nuevo variedades diferenciables y aparezcan singularidades.
Describiremos brevemente uno de tales sistemas y mostraremos, además, simu-
laciones numéricas que refrendan la bondad de las ideas utilizadas. Finalmente,
consideramos un tipo de sistemas de control óptimo generalizados para los cuáles
no es posible aplicar el principio de máximo de Pontryagin. En estos sistemas
la ecuación de estado es implícita y, por ejemplo, en el caso cuasilineal tiene la
forma:
A(x) · x˙ = B(x).
El punto de vista de Pontryagin [90] para la solución de los problemas de con-
trol óptimo consiste en sustituir el problema original (1.1)-(1.2) por un problema
equivalente de la forma:
x˙i = f i(x(t), u(t)), i = 0, 1, . . . , n,
donde la ecuación para i = 0 está dada por
x˙0 = L(x(t), u(t)).
Así, el problema de minimizar S se convierte en determinar las trayectorias inte-
grales de nuestro sistema tales que, en el conjunto de valores alcanzados en tiempo
T en Rn+1, proyecten sobre el valor mínimo en el eje x0. La existencia de tales
trayectorias se prueba mostrando la convexidad del conjunto de valores alcanza-
dos a tiempo T y relacionándolo con el máximo de la constante del movimiento
para dicha dinámica HP =
∑n
0 pif
i(x, u). Esta idea ha sido recientemente anali-
zada cuidadosamente desde un punto de vista geométrico por
B. Langerock [69, 70, 71].
Resulta evidente que tal estrategia no puede usarse si queremos obtener un
principio que generalice el principio de máximo de Pontryagin para un problema
de control óptimo cuya ecuación de estado es implícita. En este punto, el úni-
co camino practicable es utilizar un teorema tipo multiplicadores de Lagrange
y tratar la ecuación de estado como una condición del problema en el espacio
de trayectorias e incorporarla al funcional objetivo vía los “multiplicadores” ade-
cuados. Esta idea, usada con tan gran perspicacia por Lagrange, Euler y todos
los practicantes de la Mecánica, adolece de una dificultad técnica para hacerla
matemáticamente rigurosa. Efectivamente, su extensión a espacios funcionales
se hace particularmente delicada (en dimensión finita es trivial), ya que requiere
que los espacios, funciones, etc. involucrados verifiquen las adecuadas propiedades
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variedades a las que restringimos la función a minimizar estén definidas como
ceros de funciones C1 entre variedades de Hilbert. En el capítulo 2 mostramos
cómo puede lograrse un resultado semejante al principio de máximo utilizando
una formulación débil del teorema de los multiplicadores de Lagrange, que no
requiere tantos artificios técnicos, aunque resulta imprescindible la construcción
del espacio de curvas de clase de Sobolev k en una variedad riemanniana para
poder utilizar el teorema. Con esta formulación del teorema de los multiplicadores
probamos que la condición de extremalidad para curvas de clase de Sobolev H1
es equivalente a las ecuaciones del principio de máximo de Pontryagin para solu-
ciones normales para una clase de puntos críticos que denominaremos ordinarios.
Gracias a esta aproximación somos capaces de derivar en el capítulo 4 un princi-
pio de máximo, esto es, un conjunto de ecuaciones diferenciales presimplécticas
hamiltonianas a satisfacer por las curvas optimales, para los sistemas de control
óptimo implícitos, además de caracterizar el caso regular y singular y proponer
una extensión del algoritmo de ligaduras para los problemas singulares. Añadi-
mos, por compleción, la formulación completa del teorema de los multiplicadores
de Lagrange que sería necesaria para estudiar estos problemas desde ese punto
de vista.

Capítulo 2
Teoría Geométrica de Control
Óptimo y teorema de Pontryagin
En este capítulo establecemos los fundamentos de una Teoría Geométrica de
Control Óptimo en forma axiomática. Posteriormente, establecemos por analogía
con la formulación de Skinner y Rusk de la Mecánica Lagrangiana un nuevo
marco presimpléctico para dicha teoría. Estudiamos la caracterización de los ex-
tremos del funcional objetivo sometido a las ligaduras impuestas por la ecuación
de control y probamos las generalizaciones del teorema de los multiplicadores de
Lagrange adecuados. Mostramos, finalmente, que una clase de extremales repro-
ducen exactamente las condiciones de las curvas optimales normales del principio
de máximo de Pontryagin.
2.1. Axiomas para una Teoría Geométrica de Con-
trol Óptimo
2.1.1. El espacio de estados y de controles
El espacio de estados es el objeto geométrico que describe las variables que
caracterizan los distintos estados del sistema.
Axioma 2.1.1 El espacio de estados o de configuración de un sistema de control
es una variedad diferenciable de dimensión finita, con o sin borde, y los controles
constituyen las fibras de un fibrado afín sobre ella.
A la variedad diferenciable de los estados la denotamos como P y sus coor-
denadas locales las denotamos como xi, i = 1 . . . n, donde n es la dimensión de
P . Al espacio total de estados y controles lo denotamos por C y sus coordena-
das (xi, ua), a = 1, . . . , m. Denotaremos como pi : C // P la proyección de la
fibración de C sobre P .
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No todos los sistemas de control óptimo se pueden describir de esta forma.
Otra situación más general que podríamos tener en cuenta es, por ejemplo, va-
riedades diferenciables a trozos (por ejemplo, en forma de zig-zag). Sin embargo,
para nuestros propósitos tiene sentido asumir el axioma 2.1.1, ya que perseguimos
una comprensión geométrica, esto es, global, de ciertos problemas en Teoría de
Control Singular. Considerar situaciones más generales, donde las complicaciones
analíticas fueran mayores, no haría, quizás, sino oscurecer el análisis.
Como generalmente los controles van a ser fuerzas externas aplicadas depen-
diendo del estado, las variables de control las podemos modelar utilizando la idea
geométrica de fibrado; generalmente, este fibrado va a ser un fibrado vectorial o
afín, es decir, la fibra sobre un punto arbitrario va a ser un espacio vectorial o
afín. Por lo tanto, tendremos un fibrado con espacio total que denotamos como C
sobre el espacio base P y una aplicación de proyección pi : C // P . Las variables
de control, es decir, las coordenadas locales a lo largo de las fibras pi−1(x) de pi, las
denotamos como ua, a = 1, . . . , m. La fibra Cx = pi−1(x) constituye el conjunto
de controles que actúan en el punto x del espacio de estados.
La suposición que hemos hecho en este trabajo sobre la estructura de fibrado
afín del espacio de estados y controles, permite simplificar el problema y cen-
trar el estudio en sus aspectos geométricos más importantes. En general, no es
cierto que tengamos un conjunto no acotado de controles sino que, en muchas
situaciones prácticas, vamos a tener unos límites para los controles y el conjunto
de controles en cada punto va a estar acotado. Estas condiciones complican el
problema; hay que estudiar extremos no locales, ya que estos también pueden
maximizar el hamiltoniano, tal y como ya indicamos en la introducción, pero con
la simplificación propuesta centramos el estudio en los puntos del interior.
2.1.2. Ecuación de estado
La dinámica del sistema es descrita a través de las relaciones físico/mecánicas
entre las variables que describen el fibrado de control y sus derivadas. Dichas
ecuaciones típicamente son ecuaciones diferenciables de primer o segundo orden
y dependen de los controles como parámetros. La formulación geométrica de estas
ideas es debida a E. Martínez [83] y se apoya en la noción de cálculo diferencial
a lo largo de aplicaciones, ampliamente desarrollada en el ámbito de la Mecánica
[81, 82, 22, 24].
Axioma 2.1.2 La ecuación dinámica de un sistema de control, también llamada
ecuación de estado o de control, está descrita por un campo vectorial en el fibrado
de los estados y controles a lo largo de la proyección pi, i.e., el campo vectorial es
una aplicación Γ: C // TP tal que τp ◦ Γ = pi y que en coordenadas tiene la
expresión Γ = f i(x, u)∂/∂xi.
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Cuando tratemos de extender la dinámica al espacio total de estados y contro-
les (§ 2.2) veremos que la dinámica del sistema va a estar definida por un campo
vectorial presimpléctico hamiltoniano.
No hemos tenido en cuenta la situación en que las variables puedan ser estocás-
ticas. Físicamente es más realista el considerarlas de esta forma, pero introducen
dificultades analíticas considerables cuya geometría no estamos en condiciones de
dilucidar en este momento. Ver también, por ejemplo, a este respecto los trabajos
de Brockett [15].
2.1.3. Funcional Objetivo
El funcional objetivo en un problema de control óptimo es la función a mini-
mizar y, en general, es un funcional local definido en un cierto espacio de curvas.
Axioma 2.1.3 El funcional objetivo S de un problema de control óptimo está
definido mediante una densidad lagrangiana L : C // R, es decir,
S =
∫ T
0
L(x, u) dt,
y es una función diferenciable en un cierto espacio de curvas admisibles en C.
La función lagrangiana puede depender explícitamente del tiempo, L = L(x, u, t),
aunque no vamos a considerar explícitamente ese caso de nuevo para mantener
la sencillez de la exposición.
El funcional objetivo va a estar definido en un espacio de curvas, subconjunto de
Ω(0, T ; x0,Σ) = {γ : [0, T ] // C| γ(0) = x0, γ(T ) ∈ Σ},
donde Σ es una subvariedad de P . Dependiendo de cómo sea Σ tendremos dis-
tintas situaciones interesantes, entre éstas cabe destacar las siguientes:
Problema de extremos fijos: Σ = {xT}, aquí ambos extremos vienen fijados.
Problema de extremo final libre Σ = P .
El espacio de curvas se escoge en cada problema tanto para adecuarse a las
características propias como para garantizar las propiedades de diferenciabilidad
que exigimos en el axioma 2.1.3. Veremos ejemplos de estas elecciones en § 2.4.
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2.2. El marco presimpléctico para la Teoría Geo-
métrica de Control Óptimo
2.2.1. Marco geométrico lagrangiano a la Skinner y Rusk
Una vez establecidos los axiomas para una Teoría Geométrica de Control Ópti-
mo, vamos a desarrollar una formulación donde las soluciones al problema adquie-
ran una descripción geométrica particularmente simple en términos de geometría
presimpléctica. Para ello nos vamos a inspirar en el formalismo a la Skinner y
Rusk de la Mecánica que describimos a continuación, véanse los trabajos [77],
[96] y [85]. Utilizamos los resultados conocidos de la Mecánica Lagrangiana para
introducir la geometría básica que vamos a utilizar posteriormente.
Consideremos un sistema lagrangiano cuyo espacio de configuración sea una
variedad diferenciable P . La función lagrangiana de este sistema autónomo va a
ser una función C∞, L : TP // R, donde TP denota el espacio de velocidades
del sistema, es decir, el espacio de configuraciones y velocidades generalizadas,
con coordenadas locales (xa, va), a = 1, . . . , n. Las trayectorias clásicas de este
sistema, dadas por el principio de mínima acción de Hamilton, van a ser aquellas
curvas que, dados dos puntos fijos x0, xT y tiempos 0, T , hacen extremal el
funcional de acción:
S(γ) =
∫ T
0
L(γ(t), v(t)) dt,
que está definido, por ejemplo, en el espacio de curvas diferenciables a trozos
γ : [0, T ] // P , tales que γ(0) = x0, γ(T ) = xT y γ˙(t) = v(t). La solución, si
existe, viene dada por las ecuaciones de Euler-Lagrange de L. Si L es regular,
es decir, si la matriz Wab = ∂2L/∂va∂vb es invertible, entonces las ecuaciones de
Euler-Lagrange:
d
dt
(
∂L
∂va
)
=
∂L
∂xa
, a = 1, . . . , n, (2.1)
definen un sistema de ecuaciones diferenciales de primer orden, ya que podemos
invertir la matriz W y obtener:
dxa
dt
= va,
dva
dt
= F a(x, v), a = 1, . . . , n, (2.2)
donde
F a(x, v) =W ab
(
∂L
∂xb
− vc ∂
2L
∂xc∂vb
)
; W abWbc = δ
a
c.
La dinámica asociada al lagrangiano L viene definida, así, por el campo vectorial
Γ en TP que en coordenadas locales xa, va resulta ser:
Γ = va
∂
∂xa
+ F a(x, v)
∂
∂va
.
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Tratemos este problema como un problema de control óptimo. La primera
ecuación del sistema (2.2), x˙a = va, va a jugar el papel de una ecuación de
control o de estado en el espacio de estados P , donde los controles van a ser
las velocidades generalizadas va. Como además se tiene que cumplir el principio
de mínima acción, el funcional de acción va a ser aquí el funcional objetivo a
minimizar. Por lo tanto, encontrar la dinámica asociada a este lagrangiano L es
equivalente a encontrar las trayectorias extremales del problema de control con
el funcional objetivo S, tiempo fijo y extremos fijos x0, xT .
Consideramos el espacio de velocidades y de momentos simultáneamente. El
espacio de momentos o de “coestados” es el fibrado cotangente T ∗P de P ; este
espacio tiene una 2–forma simpléctica canónica ωP , que en las coordenadas locales
xa, pa es ωP = dxa ∧ dpa. Por lo tanto, el espacio total que nos interesa es
la suma de Whitney del espacio tangente y el cotangente, M = TP ⊕ T ∗P ,
con coordenadas locales (xa, va, pa). Este espacio M tiene varias proyecciones
naturales. pi : TP ⊕ T ∗P // P es la fibración natural sobre P definida por
pi(x, v, p) = x. Las aplicaciones pr1 : TP ⊕ T ∗P // TP y
pr2 : TP ⊕T ∗P // T ∗P definidas por pr1(x, v, p) = (x, v) y pr2(x, v, p) = (x, p),
respectivamente, proyectan TP ⊕T ∗P en el espacio de velocidades y en el espacio
de momentos respectivamente.
La forma simpléctica ωP induce mediante el pull-back a lo largo de pr2 una
forma presimpléctica en M , Ω = pr∗2ωP . La representación matricial de Ω en la
base dxa, dva y dpa es la siguiente:
(Ω) =
 0 0 −I0 0 0
I 0 0
 .
La distribución característica, ker Ω, de esta forma presimpléctica Ω, es decir, el
conjunto de vectores Z tal que iZΩ = 0, está formada por los campos vectoriales
“verticales”1 ∂/∂va.
En M hay una función bien definida, el hamiltoniano,
H(x, v, p) = 〈p, v〉 − L(x, v),
definido de la misma forma que el hamiltoniano de Pontryagin en la presentación
estándar de la Teoría de Control Óptimo. Nótese que el hamiltoniano H está
definido incluso si L no es regular y la transformada de Legendre no es un difeo-
morfismo local.
Tenemos, por tanto, un sistema hamiltoniano presimpléctico, es decir, una
variedad presimpléctica (M,Ω) con una función hamiltoniana H enM . Queremos
resolver la ecuación
iXΩ = dH (2.3)
1Los vectores de la distribución característica de Ω son verticales en el sentido de que están
en el núcleo de (pr2)∗, es decir, que son tangentes a las fibras de la fibración pr2 : M // T
∗P .
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para obtener los llamados campos vectoriales “dinámicos” determinados por el
sistema y cuyas curvas integrales son las soluciones de la dinámica definida por
H . Está claro que la ecuación anterior (2.3) tendrá solución si se cumple que
iZdH = 0 para todo Z ∈ ker Ω. Por lo tanto, debemos restringir el espacio total
M al subespacio M1 definido por las siguientes funciones:
φ(1)a = i∂/∂vadH =
∂H
∂va
= 0, a = 1, . . . , n,
lo que es equivalente a
pa =
∂L
∂va
,
es decir, M1 es el grafo de la transformada de Legendre FL : TP // T ∗P ,
FL(q, v) = (q, ∂L/∂v).
Restringidos a este subespacio M1, la ecuación (2.3) tendrá soluciones de la
forma
X = va
∂
∂xa
+ Ca
∂
∂va
+
∂L
∂xa
∂
∂pa
,
con el vector Ca satisfaciendo,
WabC
b = Ba,
donde
Wab =
∂2L
∂va∂vb
y Ba =
∂L
∂xa
+ vb
∂2L
∂vb∂xa
.
Por lo tanto, la solución a la ecuación dinámica (2.3) será única en M1 si W es
invertible, es decir, si el lagrangiano L es regular. En cuyo caso recuperamos las
ecuaciones (2.2). Nótese finalmente que, en este caso, las ecuaciones del movimien-
to escritas en función de x, p y u resultan:
x˙a =
∂H
∂pa
, p˙a = −∂H
∂xa
, φ(1)a =
∂H
∂ua
= 0, a = 1, . . . , n,
coincidentes con las condiciones expresadas en el principio del máximo de
Pontryagin (1.3).
Hay que destacar que hay algunas diferencias conceptuales importantes entre
la Teoría de Control Óptimo y la Mecánica Lagrangiana. En ésta, el espacio de
estados es un fibrado tangente TP en todos los casos; en la Teoría de Control,
sin embargo, va a ser una variedad diferenciable P que no tiene por qué ser el
tangente de otra variedad, esto es, la Teoría de Control Óptimo es más general.
Por tanto, el concepto de estado es distinto en ambas teorías.
En la Mecánica Lagrangiana la dinámica viene definida no sólo por la ecuación
(1.1), (x˙ = v), sino por ambas ecuaciones: (1.1)-(1.2), la de control y la ecuación
del funcional objetivo. Además, en la Mecánica Lagrangiana no hay control, ya
que el sistema se mueve siempre con el principio de mínima acción (más precisa-
mente las soluciones han de ser extremales del funcional objetivo) dictado por
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la naturaleza, luego en este sentido no es un problema de control, puesto que
en la Teoría de Control se pretende “controlar” un sistema para que realice lo
que queremos. En el caso general de control óptimo, la dinámica viene definida
únicamente por la ecuación x˙ = f(x, u). La otra ecuación (1.2) es independiente,
ya que está impuesta externamente.
Por tanto, la Mecánica Lagrangiana, aunque formalmente puede ser tratada
como un problema de control, no la podemos considerar realmente como un pro-
blema de control, ya que en éstos lo que se busca es poder controlar el sistema
desde fuera. Aquí el sistema ha de cumplir el principio físico de mínima acción.
Partiendo de un estado inicial el estado final está completamente determinado
y, por lo tanto, no hay nada que controlar. Estamos utilizando las ecuaciones de
control para resolver el problema de forma distinta a la usual, ya que, tomando
un sistema de control equivalente, es decir, un problema donde f(x, v) = v, y
L, el lagrangiano de la Mecánica, con las mismas ecuaciones y condiciones de
contorno, el resultado obtenido sería matemáticamente el mismo.
2.2.2. El espacio de fases total y sus proyecciones naturales.
La distribución vertical
Tal y como sugiere la anterior discusión sobre la descripción geométrica de
la Mecánica Lagrangiana como un problema de control óptimo, el espacio de
fases de control, que denotaremos de nuevo por M , lo construimos como el pull-
back del fibrado C a lo largo de piP , la proyección natural del fibrado cotangente
piP : T
∗P // P , así M = pi∗(T ∗P ), o, equivalentemente como el pull-back del
fibrado cotangente a P , también llamado espacio de coestados T ∗P , a lo largo de
pi,M = pi∗P (C). En ambos casos, el espacioM se puede describir como el conjunto
de puntos (ξ, α), ξ ∈ C, α ∈ T ∗P que verifican pi(ξ) = piP (α). El espacio M no
es más que la suma de Whitney de la variedad C y la variedad cotangente de P ,
M = C ⊕ T ∗P . Las coordenadas canónicas en la variedad (2n+m)–dimensional
M las denotamos como (xi, pi, ua). Tenemos, además, dos proyecciones naturales
pr1 : M // C, pr1(xi, pi, ua) = (xi, ua) y
pr2 : M // T
∗P , pr2(xi, pi, ua) = (xi, pi), y la relación entre todas estas aplica-
ciones se recoge en el siguiente diagrama conmutativo:
M = C ⊕ T ∗P
pr1
xxppp
pp
pp
pp
pp
p
pr2
''OO
OO
OO
OO
OO
O
C
pi
''NN
NN
NN
NN
NN
NN
N T ∗P
pip
wwooo
oo
oo
oo
oo
oo
P
Con respecto a pr2, M es un fibrado sobre T ∗P cuyas fibras son los espacios
de controles mientras que, con respecto a pr1, M es un fibrado sobre C con fibras
los espacios de coestados.
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El espacio M está equipado de forma natural con una 1–forma canónica, la
1–forma de Liouville θ, que en coordenadas locales (xi, pi, ua) tiene la expresión
θ = pidx
i y que de manera intrínseca está definida por:
θ(ξ, αx)(U) = 〈αx, (pi ◦ pr1)∗(U)〉 = 〈αx, (piP ◦ pr2)∗(U)〉, ∀U ∈ T(ξ,αx)M. (2.4)
Donde, en la parte derecha de la ecuación (2.4), 〈·, ·〉 denota la dualidad natural
entre TP y T ∗P . Asociada a esta 1–forma tenemos la 2–forma presimpléctica
canónica Ω en M ,
Ω = −dθ, (2.5)
que en coordenadas locales es:
Ω = dxi ∧ dpi.
Esta estructura coincide con la estructura presimpléctica Ω en M inducida me-
diante el pull-back a lo largo de pr2 de ωP , es decir,
Ω = pr∗2ωP . (2.6)
La expresión en coordenadas locales de Ω es exactamente la misma que la de
ωP , Ω = dxi ∧ dpi, y tiene rango constante igual a 2n. Esta 2–forma cerrada Ω
es degenerada. Su distribución característica ker Ω, que denotamos por K, está
generada por los “campos vectoriales de control”, ∂/∂ua, a = 1, . . . , m,
K = Lin
{
∂
∂ua
, a = 1, . . . , m
}
.
2.2.3. El espacio de coestados y el levantamiento hamilto-
niano
De acuerdo con el axioma 2.1.2, la ecuación de estado es un campo vectorial
en C a lo largo de la proyección pi : C // P . Podemos extender de manera
natural dicha ecuación a M .
Hay dos maneras equivalentes de definir el levantamiento cotangente de un
campo vectorial X en una variedad diferenciable P , con coordenadas locales xi,
X = f i∂/∂xi, a un campo vectorial hamiltoniano en el espacio cotangente T ∗P ,
con coordenadas locales (xi, pi).
Por un lado, podemos definir una función hamiltoniana, lineal en las coorde-
nadas pi, del modo siguiente [1]:
PX(x, p) = pif
i(x) = 〈p,X(x)〉,
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de tal forma que el campo vectorial hamiltoniano XPXdefinido por este hamilto-
niano:
XPX = f
i ∂
∂xi
− pj ∂f
j
∂xi
∂
∂pi
,
tiene la expresión local:
dxi
dt
=
∂Px
∂pi
= f i(x) (2.7)
dpi
dt
= −∂Px
∂xi
= −pj ∂f
j
∂xi
, (2.8)
siendo esta última ecuación (2.8) denominada habitualmente la ecuación adjunta
de la primera (2.7).
Por otro lado, podemos considerar el flujo ϕt de X, esto es, dϕt/dt = X ◦ ϕt,
y extenderlo a T ∗P como Tϕ∗t : T
∗P // T ∗P , donde Tϕt : TP // TP es la
aplicación tangente a ϕt : P // P y, finalmente, definir
Φt := Tϕ
∗
−t : T
∗P // T ∗P, que nos proporciona un flujo en el espacio cotan-
gente. El flujo Φt verifica claramente que:
d
dt
Φt = XPX ◦ Φt
y, por tanto, las curvas integrales de XPX se obtienen a partir de Φt. Esto es, si
(x(t), p(t)) es el punto en T ∗P solución de las ecuaciones (2.7)-(2.8) con valores
iniciales (x0, p0) a tiempo t, entonces (x(t), p(t)) = Φt(x0, p0).
Si tenemos además un potencial V (x) podemos definir un hamiltoniano del si-
guiente modo:
H(x, p) = Px(x, p) + V (x) = pif
i(x) + V (x)
y podemos considerar el campo vectorial asociado a este hamiltoniano,
XPx+V = XH .
En el caso de control óptimo tanto la ecuación de control, x˙i = f i(x, u), como
el potencial, V = V (x, u) = −L(x, u), dependen de unos parámetros (los controles
u) y podemos definir el hamiltoniano H en M como
H = H(x, p, u) = pif
i(x, u)− L(x, u) que dependería a su vez de los controles u.
Si no hubiera dependencia en los controles, tendríamos que el campo vectorial
hamiltoniano XH correspondiente a la función hamiltoniana H sería el levan-
tamiento hamiltoniano del campo vectorial X = f i∂/∂xi. Si ωP es la 2–forma
canónica en T ∗P , se tendría
iXHωP = −dH
y, por lo tanto, el sistema de ecuaciones diferenciales ordinarias correspondientes
al hamiltoniano H tendría la forma:
x˙i =
∂H
∂pi
= f i(x, u), p˙i = −∂H
∂xi
= −pj ∂f
j
∂xi
− ∂V
∂xi
,
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y concluiríamos que la curva γ(t) = (x(t), u(t)) es una “trayectoria optimal” si
existe un levantamiento de x(t) al espacio de coestados T ∗P que satisfaga las
ecuaciones de Hamilton:
x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
.
Sin embargo, la dependencia en los controles complica ligeramente esta pre-
sentación.
2.2.4. El formalismo presimpléctico. La ecuación Dinámica
En el espacio de fases total M de un problema de control óptimo tenemos,
por tanto, la función canónica hamiltoniana H definida como
H(x, p, u) = 〈θ(x,p,u),Γ(x, u)〉 − L(x, u) = pif i(x, u)− L(x, u), (2.9)
donde θ denota la 1–forma canónica de Liouville en M . Este hamiltoniano coin-
cide con el definido por Pontryagin en la presentación estándar de la Teoría de
Control Óptimo (1.4). La tripleta (M,Ω, H) define un sistema hamiltoniano pre-
simpléctico cuya dinámica viene dada por todos los campos vectoriales ΓC en M
que satisfacen la ecuación dinámica:
iΓCΩ = dH. (2.10)
2.2.5. Condiciones necesarias y suficientes para la existen-
cia de dinámica. La subvariedad de las ligaduras pri-
marias
Como hemos visto en el apartado anterior Ω es degenerada y tiene núcleo
distinto de cero; existirán soluciones ΓC a la ecuación (2.10) si y sólo si
iZ(dH) = 0, ∀Z ∈ ker Ω = K.
Con la base Za = {∂/∂ua} para el núcleo K, la condición previa se convierte en:
φ(1)a := iZa(dH) = Za(dH) =
∂H
∂ua
= 0, a = 1, . . . , m,
y, por lo tanto, sólo habrá soluciones a la ecuación iΓCΩ = dH en el subconjunto
M1 de M definido por:
M1 =
{
(x, u, p) ∈M
∣∣∣∣ φ(1)a = ∂H∂ua = pi ∂f i∂ua − ∂L∂ua = 0
}
. (2.11)
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A las funciones φ(1)a las vamos a denominar ligaduras de primer orden o primarias
de acuerdo con la terminología usual.
Puede ocurrir que este subconjunto M1 no sea una subvariedad diferenciable.
Sin embargo, tenemos que:
Lema 2.2.1 M1 es una subvariedad diferenciable ⇐⇒ 0 es un valor regular
de la aplicación Φ: M // Rm, Φ = {φ(1)a }, a = 1, . . . , m ⇐⇒ TΦξ es una
aplicación sobreyectiva ∀ξ ∈ Φ(−1)(0), es decir, la matriz
TΦ =
[
∂Φ
∂x
,
∂Φ
∂p
,
∂Φ
∂u
]
tiene rango máximo ∀ξ ∈ M1.
Por otro lado, tenemos el conocido resultado sobre los valores críticos (no regu-
lares) de una aplicación.
Lema 2.2.2 (Lema de Sard) El conjunto de valores críticos de una aplicación
diferenciable entre dos variedades diferenciables es un conjunto de medida nula.
Gracias al lema de Sard sabemos que si tenemos un valor crítico c0 de una apli-
cación diferenciable, ∀ε > 0 ∃ c tal que |c− c0| < ε y c es un valor regular de Φ,
es decir, que tan cerca como queramos del valor crítico tenemos un valor regular
de la aplicación.
Podemos construir la siguiente forma cuadrática a lo largo de la fibración
vertical de pr2|M1 definida localmente como
W =Wabdu
a ⊗ dub, (2.12)
siendo Wab = ∂2H/∂ua∂ub. La forma cuadrática W es un objeto intrínseco, es
decir, que no depende de las coordenadas, puesto que es la derivada fibrada o
vertical segunda de una función [7].
Con esta forma cuadrática establecemos ya la definición de regularidad desde
el punto de vista de control óptimo.
Definición 2.2.1 El problema de control óptimo definido por las ecuaciones (1.1)
y (1.2) se dice regular en el punto ξ0 = (x0, p0, u0) si la forma cuadrática W es
regular en dicho punto. Diremos que el problema (P,C,Γ, L) es regular si W es
regular en todo punto de la subvariedad M1, en otro caso diremos que el problema
es singular en el sentido de control óptimo.
Entonces, tenemos que si 0 es un valor crítico de Φ =⇒ W es no invertible y,
por tanto, hay puntos en M1 singulares en el sentido de control óptimo. Por otro
lado, si los puntos de M1 no son singulares en el sentido de control óptimo =⇒ 0
es un valor regular para Φ.
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Entonces, la pregunta es la siguiente: ¿Existe un sistema de control óptimo
próximo al original de manera que 0 sea un valor regular y no altere la naturaleza
de la singularidad como problema de control óptimo? La respuesta es que sí. Si
tenemos el problema de control óptimo siguiente:
x˙ = f(x, u)
S =
∫ T
0
L(x, u) dt,
el hamiltoniano de Pontryagin es, como hemos definido previamente,
H = pf(x, u)− L(x, u)
y, por lo tanto, las ligaduras primarias quedan
Φ =
∂H
∂u
= p
∂f
∂u
− ∂L
∂u
.
La derivada de esta aplicación es la siguiente:
TΦ =
[
p
∂2f
∂x∂u
− ∂
2L
∂x∂u
,
∂f
∂u
, p
∂2f
∂u2
− ∂
2L
∂u2
]
.
Si esta aplicación no tiene rango máximo en un punto dado, podemos perturbar
el problema de partida de la siguiente forma:
x˙ = fε(x, u) = f(x, u) + ερ(u)Bu, (2.13)
donde B es una matriz de rango máximo de tal forma que rank(∂fε/∂u) sea
máximo en un punto dado (y, por tanto, en un entorno de él), además, el funcional
objetivo no se modifica y ρ(u) es una función “bump” con dominio en un disco de
radio 1 en torno al punto crítico. Es importante señalar que no estamos cambiando
la caracterización del problema como problema de control óptimo singular, puesto
que la nueva matriz Wε cumple que Wε =W, ∀ε, ya que hemos introducido una
perturbación lineal en los controles. Hemos probado por tanto el siguiente lema:
Lema 2.2.3 Dado un problema de control óptimo (P,C,Γ, L) tal que
ξ0 = (x0, p0, u0) es un punto crítico para Φ y dado ε > 0 existe un problema de
control óptimo (P,C,Γε, L) tal que ξ0 es un punto regular para Φε y ‖Γε−Γ‖∞ < ε.
Además, la naturaleza de ξ0 como punto singular del problema de control óptimo
no cambia.
Por ejemplo, en los problemas LQ las ligaduras primarias son
Φ = φ(1) = −xTQ+ pTB − uTR, y la matriz TΦ queda de la forma siguiente:
TΦ =
[−Q, BT ,−RT ],
por lo tanto, tenemos:
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Si la matriz TΦ no tiene rango máximo y, por tanto, ninguna de las matrices
Q, B y R tiene rango máximo, entonces estamos ante un problema singular
para la aplicación Φ. Nótese que puede ocurrir que Q, B y R no tengan
rango máximo y TΦ sí. Por ejemplo:
TΦ =
[−Q, BT ,−RT ] = [ 0 0 1 0 −1 0
0 1 0 0 0 0
]
y, por tanto, sería un problema regular.
Si TΦ es de rango máximo pero W no, entonces estamos ante un problema
regular con respecto a la aplicación Φ, pero es singular en el sentido de
control óptimo.
Podríamos modificar el problema de otra manera para regularizarlo pertur-
bando el lagrangiano como sigue:
Lε = L(x, u) +
1
2
εuTu.
Claramente, cuando ε → 0 se tiene que Lε → L, pero en este caso estamos
eliminando también la singularidad de control óptimo, porque la matrizWε ahora
es regular. Esta es básicamente la propuesta contenida en el análisis a través de
perturbaciones singulares de problemas de control óptimo singulares, ver
[64, 65, 66, 79], pero que presentan importantes dificultades como ya vimos en la
introducción.
Hemos visto en el apartado anterior la condición necesaria para la existencia de
dinámica. Sólo va a ocurrir en la subvariedad M1. Vamos a ver ahora cómo tienen
que ser los campos vectoriales ΓC para que sus curvas integrales permanezcan en
M1. Si el campo vectorial lo escribimos de la manera siguiente:
ΓC = x˙
i ∂
∂xi
+ p˙i
∂
∂pi
+ Ca
∂
∂ua
, (2.14)
al imponer que se cumpla la ecuación dinámica (2.10), se obtiene que
x˙idpi − p˙idxi = ∂H
∂xi
dxi +
∂H
∂pi
dpi +
∂H
∂ua
dua,
de donde deducimos que las curvas integrales de ΓC verifican las ecuaciones del
principio del máximo de Pontryagin (1.3) como ya señalamos anteriormente:
x˙i =
∂H
∂pi
= f i (2.15)
p˙i = −∂H
∂xi
=
∂L
∂xi
− pj ∂f
j
∂xi
(2.16)
∂H
∂ua
= pj
∂f j
∂ua
− ∂L
∂ua
= 0. (2.17)
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Las soluciones de estas ecuaciones las llamaremos curvas optimales críticas. El
campo vectorial ΓC queda indeterminado al no aparecer las derivadas de los con-
troles y su expresión es:
ΓC = f
i ∂
∂xi
+
(
∂L
∂xi
− pj ∂f
j
∂xi
)
∂
∂pi
+ Ca
∂
∂ua
. (2.18)
Entonces, en M1 hay solución de la ecuación de la dinámica (2.10), pero no
sabemos si los campos vectoriales ΓC son paralelos a esta subvariedad, donde
paralelo significa que cualquier trayectoria que parta de M1 va a permanecer
todo el tiempo posterior en la subvariedad M1. Veremos más adelante que esta
condición es necesaria para la consistencia de las ecuaciones (ver § 3.1.3). Para
que esto se cumpla, tenemos que imponer que el campo deje invariante a la
subvariedad, es decir, que aplicado a las ecuaciones que definen la subvariedad
M1 se anule:
ΓC(φ
(1)
a ) = 0 en M1, (2.19)
por lo tanto, en M1 :
0 = ΓC(φ
(1)
a ) = f
i ∂
2H
∂xi∂ua
+
(
∂L
∂xi
− pj ∂f
j
∂xi
)
∂2H
∂pi∂ua
+ Cb
∂2H
∂ub∂ua
=
= f i
(
pj
∂2f j
∂xi∂ua
− ∂
2L
∂xi∂ua
)
+
(
∂L
∂xi
− pj ∂f
j
∂xi
)
∂f i
∂ua
+
+ Cb
(
pi
∂2f i
∂ub∂ua
− ∂
2L
∂ub∂ua
)
.
Como ya indicamos previamente, diremos que el problema es regular si la siguiente
matriz es invertible en cada punto de M1:
Wab =
(
pi
∂2f i
∂ub∂ua
− ∂
2L
∂ub∂ua
)
=
∂2H
∂ua∂ub
=
∂φ
(1)
a
∂ub
. (2.20)
Si W es invertible podemos obtener Cb como:
Cb = −W ab
{
f i
(
pj
∂2f j
∂xi∂ua
− ∂
2L
∂xi∂ua
)
+
(
∂L
∂xi
− pj ∂f
j
∂xi
)
∂f i
∂ua
}
=
= W abBa,
donde W abWbc = δac. En cuyo caso se tiene solución única y va a existir un campo
vectorial dinámico ΓC , único y bien definido en M1, cuyas curvas integrales van a
ser trayectorias extremales de S y tangente en todo punto a la subvariedad M1.
Podemos, además, despejar los controles de las ecuaciones φ(1)a = 0, (2.11), que
nos definen la subvariedad M1 en función de las variables (x, p) ∈ T ∗P , y así
obtenemos un “feedback” optimal:
ua = ua(x, p), (2.21)
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con esta definición local de los controles, la introducimos en las ecuaciones del
problema (1.1) y (1.2) y nos queda localmente un sistema en el fibrado cotangente
a P , T ∗P . Si la matriz Wab no fuera invertible, podrían ocurrir dos cosas:
rank(W ) constante.
rank(W ) no constante.
La literatura sobre sistemas presimplécticos trata casi exclusivamente el primer
caso o situaciones donde se suponen condiciones de regularidad que permiten
avanzar en su análisis [86, 87, 45, 46, 47]. En esta memoria realizaremos suposi-
ciones equivalentes, como se explicará en el siguiente capítulo donde se analizarán
varios algoritmos de ligaduras que permiten determinar eventualmente una sub-
variedad final donde existe solución al problema propuesto. No habrá una solución
optimal cuando el punto inicial o final no pertenezcan a la subvariedad final, pero
en estos casos se pueden buscar soluciones “cuasioptimales”, que son soluciones
que en la parte de la subvariedad final siguen una trayectoria optimal y fuera de
ésta siguen un camino de bajo coste. Veremos en el capítulo 4, § 4.3, un ejemplo
de esta situación.
El segundo caso es más difícil de abordar, aunque se puede tratar con la
Teoría General de Singularidades de Aplicaciones. Este problema es realmente el
problema general y veremos algunos ejemplos e ideas para su tratamiento en el
capítulo 4, § 4.1 y § 4.2.
2.2.6. Problemas de control óptimo regulares. El sistema
hamiltoniano equivalente (M1,Ω1, H1)
Hay una interpretación muy interesante de la noción de la regularidad de un
sistema de control óptimo basada en la noción de singularidades de aplicaciones.
La variedad M proyecta sobre T ∗P mediante la aplicación de proyección
pr2 : M // T
∗P . La subvariedadM1, definida mediante las funciones de ligadura
φ
(1)
a , proyecta sobre T ∗P al restringir la aplicación de proyección pr2 a ésta. Vamos
a denotar la restricción de pr2 aM1 como p1, es decir, p1 = pr2|M1 , y la inmersión
de ésta en M como i1 : M1 // M , por tanto, p1 = pr2 ◦ i1. La subvariedad M1
hereda, por tanto, una 2–forma cerrada Ω1 = i∗1Ω. Finalmente, si denotamos por
W1 la restricción de W a M1, tenemos:
Lema 2.2.4
ker Ω1 = ker p1∗ = TM1 ∩K = kerW1.
Demostración. Demostramos la primera igualdad, ker Ω1 = ker p1∗:
Ω1 = i
∗
1Ω = i
∗
1pr
∗
2ωP = (pr2 ◦ i1)∗ωP = p∗1ωP luego
U ∈ ker Ω1 ⇐⇒ iU(p∗1ωP ) = 0 ⇐⇒ i(p1∗U)ωP = 0 ⇐⇒ p1∗U = 0 ⇐⇒
⇐⇒ U ∈ ker p1∗.
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Demostramos ahora la segunda igualdad. El núcleo de Ω1 en un punto ξ viene
dado por TξM1 ∩Kξ, porque
Ω1(ξ)(v, .) = i
∗
1Ω(ξ)(v, .) = Ω(i1(ξ))(i1∗(v), .) = 0,
ker p1∗ = {U ∈ TξM1| p1∗(U) = 0 } = TξM1 ∩ ker (pr2∗) = TξM1 ∩Kξ.
Finalmente, calculamos esa intersección{
U ∈ TξM1 ⇐⇒ dφ(1)a (U) = 0, ∀ a = 1, . . . , m,
U ∈ K ⇐⇒ U = Ca ∂
∂ua
,
,
y, por tanto,
dφ(1)a (U) = C
b∂φ
(1)
a
∂ub
= Cb
∂2H
∂uaub
= 0 ⇐⇒ U ∈ ker W1.
2
Por lo tanto, hemos demostrado el siguiente teorema.
Teorema 2.2.1 Las siguientes afirmaciones son equivalentes:
1. El punto ξ = (x, p, u) ∈M1 es regular.
2. det Wab(ξ) 6= 0.
3. TξM1 ∩Kξ = 0.
4. p1 es un difeomorfismo local en ξ.
5. pr2 es transversal a M1 en ξ.
6. Ω1 es de rango máximo en ξ.
7. p1 define un simplectomorfismo local entre (M1,Ω1) y (T
∗P,wp) en ξ.
8. Existe una solución única maximal de la ecuación iΓΩ1 = dH1 que pasa por
ξ.
9. Existe una única curva optimal crítica a través de ξ.
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2.3. Formulación lagrangiana del problema de Con-
trol Óptimo regular
Los apartados 6 y 7 del Teorema 2.2.1 nos dicen que al proyectar localmente
M1 sobre T ∗P en torno a un punto regular tenemos de nuevo la 2–forma ωP y
un hamiltoniano h1 = H(x, u(x, p), p) ≡ h1(x, p). Por tanto, tenemos localmente
un sistema hamiltoniano en (T ∗P, ω, h1). Si p1 fuera un difeomorfismo global, en
cuyo caso podríamos llamar a tales sistemas de control óptimo hiperregulares
en semejanza de nuevo a la Mecánica Lagrangiana, entonces la transformada de
Legendre inversa en T ∗P definida por H llevaría el sistema hamiltoniano global
antes definido a un sistema lagrangiano equivalente (T ∗P, ωP , h1) −→ (TP, ωL˜, L˜).
Veamos ahora la relación que existe entre la regularidad de la matriz W, la
matriz de segundas derivadas del hamiltoniano respecto de p, ∂2h1/∂p2, y la
matriz de segundas derivadas del lagrangiano respecto de x˙. Primero, calculamos
la matriz de segundas derivadas de h1 respecto de p en M1:
∂h1
∂pi
= f i +
(
pk
∂fk
∂ua
− ∂L
∂ua
)
∂ua
∂pi
,
∂2h1
∂pj∂pi
=
∂f i
∂ua
∂ua
∂pj
+
[
∂f j
∂ua
+
(
pk
∂2fk
∂ub∂ua
− ∂
2L
∂ub∂ua
)
∂ub
∂pj
]
∂ua
∂pi
+
+ φ(1)a
∂2ua
∂pi∂pj
= 2
∂f i
∂ua
∂ua
∂pj
+Wab
∂ub
∂pj
∂ua
∂pi
. (2.22)
Como se tiene que verificar en M1 que
∂φ
(1)
a
∂pi
+
∂φ
(1)
a
∂ub
∂ub
∂pi
= 0,
tendremos que
Wab
∂ub
∂pi
= −∂φ
(1)
a
∂pi
= −∂f
i
∂ua
.
Como la matrizW es invertible, podemos despejar ∂ub/∂pi de la ecuación anterior
∂ub
∂pi
= −W ab ∂f
i
∂ua
,
y obtener la expresión siguiente sustituyendo en (2.22):
∂2h1
∂pj∂pi
= −∂f
i
∂ua
W ab
∂f j
∂ub
.
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Matricialmente esta ecuación quedaría de la forma siguiente:
∂2h1
∂pT∂pT
= −∂f
∂u
W−1
∂fT
∂u
,
por lo tanto, observamos que para que ∂2h1/∂pT∂pT sea regular es condición
necesaria que lo sea W .
Ahora vamos a calcular la matriz de segundas derivadas del lagrangiano res-
pecto de x˙. Partimos de las ecuaciones siguientes:
x˙i =
∂H
∂pi
,
∂H
∂ua
= 0.
Tenemos que, debido a la relación de “feedback” optimal:
L˜ = pi(x, x˙)x˙
i − h1(x, u(x, p(x, x˙)), p(x, x˙))
y podemos escribir el lagrangiano en función de las coordenadas (x, x˙). Procede-
mos a derivar respecto de x˙ obteniéndose:
∂L˜
∂x˙i
= pi(x, x˙) + x˙
j ∂pi
∂x˙j
− ∂h1
∂pj
∂pj
∂x˙i
= pi(x, x˙),
como debía ocurrir. Derivando de nuevo
∂2L˜
∂x˙j∂x˙i
=
∂pi
∂x˙j
,
pero como tenemos que,
x˙i =
∂h1
∂pi
= f i +
(
pj
∂f j
∂ua
− ∂L
∂ua
)
∂ua
∂pi
1 =
∂x˙i
∂x˙i
=
∂
∂x˙i
(
∂h1
∂pi
)
=
∂2h1
∂pi∂pj
∂pj
∂x˙i
,
y podremos despejar ∂pj/∂x˙i de esta última fórmula si la matriz ∂2h1/∂pT
2
es
invertible
∂pT
∂x˙
=
(
∂2h1
∂pT∂pT
)−1
.
Finalmente, la ecuación que buscábamos es la siguiente:
∂2L˜
∂x˙∂x˙
=
∂pT
∂x˙
=
(
∂2h1
∂pT∂pT
)−1
= −
(
∂fT
∂u
)−1
W
(
∂f
∂u
)−1
.
Vemos de nuevo cómo nos aparece la matriz W. Si ésta es singular no podremos
pasar al sistema lagrangiano equivalente, aunque también será necesario que la
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matriz ∂f/∂u sea invertible para poder llegar hasta este punto, lo cual se puede
lograr con una pequeña perturbación del sistema como hicimos en § 2.2.5 en
la ecuación (2.13). Por tanto, las ecuaciones de Euler-Lagrange para el sistema
lagrangiano equivalente son
x¨ =
∂f
∂x
x˙+
(
∂f
∂u
W−1
∂fT
∂u
)[
pT
∂f
∂x
− ∂L
∂x
]
. (2.23)
Dos ejemplos sencillos
Veamos cómo quedan las matrices anteriores en algunos ejemplos sencillos.
En el primer ejemplo sí podemos construir el sistema lagrangiano equivalente. La
ecuaciones son las siguientes:[
x˙1
x˙2
]
=
[
1 0
0 1
] [
u1
u2
]
L =
1
2
ε2(u21 + u
2
2),
por tanto, el hamiltoniano es
H = p1u1 + p2u2 − 1
2
ε2(u21 + u
2
2).
Claramente, es un problema de control óptimo regular donde la matriz
W = −ε2I2, como ∂f/∂u = I2 la matriz
∂2h1
∂pT∂pT
=
1
ε2
[
1 0
0 1
]
es invertible y comprobamos que se verifican los cálculos previos. Finalmente,
comprobamos que podemos hallar la matriz
∂2L˜
∂x˙2
= ε2
[
1 0
0 1
]
que es de nuevo invertible. Si ε se anula, entonces estas matrices son singulares y
la última matriz no la podemos obtener.
Por último, mostramos un ejemplo donde la matriz W es regular, pero no
podemos pasar de una formulación a otra porque la matriz ∂f/∂u es singular. La
ecuaciones son las siguientes:[
x˙1
x˙2
]
=
[
0 0
0 1
] [
x1
x2
]
+
[
2
1
]
u
L =
1
2
(x21 + x
2
2 + ε
2u),
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el hamiltoniano es
H = p2x2 + (2p1 + p2)u− 1
2
(x21 + x
2
2 + ε
2u),
la matriz W = −ε2 es de nuevo invertible y, por tanto, se obtiene un “feedback”
optimal u = (2p1 + p2)/ε2, pero no podemos pasar a la formulación lagrangiana
equivalente porque la matriz
∂2h1
∂pT∂pT
= −∂f
∂u
W−1
∂f
∂u
T
=
1
ε2
[
4 2
2 1
]
no es invertible y no podemos obtener, por tanto, la matriz ∂2L˜/∂x˙∂x˙.
2.4. El marco analítico de la Teoría Geométrica
de Control Óptimo. El principio de máximo
de Pontryagin
2.4.1. El principio de máximo de Pontryagin y el cálculo
de variaciones
La formulación geométrica presentada anteriormente, § 2.2 y § 2.3, fue obteni-
da por mera analogía con la formulación presimpléctica de la Mecánica Lagran-
giana tras realizar los cambios obvios. Sin embargo, la formulación geométrica de
la Mecánica Lagrangiana se deriva directamente de un principio variacional, el
principio de mínima acción de Hamilton. Podemos hacer algo semejante a partir
de la formulación del problema de control óptimo con extremos fijos x0, xT .
Consideremos en el espacio P el conjunto de curvas C∞, γ : I // P ;
I = [0, T ], con extremos fijos x0, xT ; γ(0) = x0, γ(T ) = xT . Denotemos tal con-
junto como Ωx0,xT (P ). Si estamos en un problema de control óptimo deberíamos
considerar el espacio total de controles C que proyecta sobre P . En este espacio
consideramos las curvas C∞, γ˜ : I // C tales que
pi ◦ γ˜ = γ ∈ Ωx0,xT (P ). De nuevo, denotaremos tal espacio de curvas como
Ωx0,xT (C). Dada una curva γ˜ = (x(t), u(t)) ∈ C, llamaremos una variación de
γ˜ a una familia de curvas σ alrededor de γ˜ definidas como
σ : (−ε, ε)× I // C, σ(s, t) ∈ C, σ ∈ C2,
y tal que σ(0, t) = γ˜(t) y pi(σ(s, 0)) = x0; pi(σ(s, T )) = xT .
El vector tangente a lo largo de la curva γ˜(t) definido por σ es:
δγ˜(t) :=
∂
∂s
σ(s, t)
∣∣∣∣
s=0
.
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Nótese que si escribimos δγ˜ = (δx, δu), entonces δx(0) = 0; δx(T ) = 0, mientras
que las variaciones de los controles δu en los extremos son libres. Llamaremos
al campo de vectores a lo largo de la curva γ˜, un campo de variaciones de γ˜ o
una variación infinitesimal de γ˜ (ver X. Gràcia, J. Marín–Solano, M. C. Muñoz–
Lecanda [52] para una descripción más detallada de estas nociones).
Diremos que un funcional S : Ωx0,xT (C) // R es diferenciable en γ˜ si para
toda variación δγ˜ existe una aplicación dSγ˜ lineal en δγ˜ tal que para toda variación
σ se tiene:
d
ds
S(σ(s, t))
∣∣∣∣
s=0
= dSγ˜(δγ˜)
y, además,
S(σ(s, t))− S(γ˜) = dSγ˜(δγ˜) +R(γ˜, δγ˜),
con R(γ˜, δγ˜) = O(δγ˜2) en el sentido de que si |δγ˜(t)| < ε y |dγ˜(t)/dt| < ε,
entonces R < Cε2. Como veremos más adelante el funcional objetivo es diferen-
ciable en este sentido y en el sentido un poco más riguroso del cálculo diferencial
en variedades de Hilbert.
Podemos debilitar la condición de control óptimo requiriendo sólo que las
curvas buscadas sean extremales del funcional y no mínimos estrictos, esto es,
tales que dSγ˜ = 0.
Calculando dSγ˜ para una variación cualquiera σ tenemos:
dSγ˜(δγ˜) =
d
ds
S(σ(s, t))
∣∣∣∣
s=0
=
d
ds
∫ T
0
L(σ(s, t)) dt
∣∣∣∣
s=0
=
=
∫ T
0
d
ds
L(σ(s, t))
∣∣∣∣
s=0
dt =
∫ T
0
[
∂L
∂xi
δxi(t) +
∂L
∂ua
δua(t)
]
dt.
Si las variaciones δx y δu fueran realmente arbitrarias la conclusión seguiría in-
mediatamente del lema básico del cálculo de variaciones.
Lema 2.4.1 Si la función continua f definida en [0, T ] verifica que∫ T
0
f(t)ϕ(t) dt = 0
para toda función ϕ, C∞ en [0, T ], entonces f = 0.
Ahora bien, las curvas γ˜ sobre las que deseamos hallar el mínimo de S verifican
una condición adicional: la ecuación de estado x˙ = f(x, u). Por tanto, si σ(s, t) es
una variación de la curva y verifica para todo s la ecuación de estado tendremos:
d
dt
pi ◦ σ(s, t) = f(σ(s, t)), ∀(s, t) ∈ (−ε, ε)× I.
32 Teoría Geométrica de Control Óptimo y teorema de Pontryagin
Derivando respecto a s e intercambiando las derivadas por el lema de Schwarz
tendremos:
d
dt
δxi(t) =
∂f i
∂xj
δxj(t) +
∂f i
∂ua
δua(t), (2.24)
que es la ecuación lineal satisfecha por las variaciones (δxi, δua) a lo largo de la
curva γ˜. Podremos escribir esta ecuación de otra manera más apropiada como
sigue: (
d
dt
δij −
∂f i
∂xj
)
δxj(t)− ∂f
i
∂ua
δua(t) = 0. (2.25)
Ahora bien, por razones que veremos de inmediato, podemos considerar d/dt
como un operador que actúa en las variaciones infinitesimales δxi y escribir
d
dt
δxi =
(
d
dt
δxi + δxi
d
dt
)
− δxi d
dt
=
[
d
dt
δij , δx
j
]
+
− δxi d
dt
,
y la ecuación anterior (2.25) resulta:
δxi
d
dt
+ δxj
∂f i
∂xj
+ δua
∂f i
∂ua
=
[
d
dt
δij, δx
j
]
+
. (2.26)
Podemos interpretar tanto esta ecuación (2.26) como las anteriores en el siguiente
sentido. Si multiplicamos la ecuación (2.25) por una función pi(t) arbitraria, la
ecuación sigue siendo cierta
pi(t)
(
d
dt
δij −
∂f i
∂xj
)
δxj − pi(t) ∂f
i
∂ua
δua = 0
y lo mismo ocurrirá en (2.26), donde tendremos
δxi
d
dt
pi + δx
j ∂f
i
∂xj
pi + δu
a ∂f
i
∂ua
pi =
[
d
dt
δij , δx
j
]
+
pi =
d
dt
(pi δx
i). (2.27)
Por tanto, hemos de buscar qué condiciones deben verificar ∂L/∂xi y ∂L/∂ua
para que ∫ T
0
(
∂L
∂xi
δxi +
∂L
∂ua
δua
)
dt = 0 (2.28)
siempre que δxi, δua verifiquen la ecuación variacional (2.25) escrita anterior-
mente.
Obviamente, si se verifica que
∂L
∂xi
=
dpi
dt
+ pj
∂f j
∂xi
,
∂L
∂ua
= pj
∂f j
∂ua
(2.29)
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para alguna función p, entonces:∫ T
0
(
∂L
∂xi
δxi +
∂L
∂ua
δua
)
dt =
∫ T
0
[(
dpi
dt
+ pj
∂f j
∂xi
)
δxi + pj
∂f j
∂ua
δua
]
dt =
=
∫ T
0
d
dt
(piδx
i) dt = 0.
Por tanto, las ecuaciones (2.29) constituyen una condición suficiente para que
la curva γ˜(t) sea un extremal. Nótese que estas ecuaciones junto con la ecuación
de estado son precisamente las ecuaciones del principio de máximo (1.3).
Sin embargo, el problema surge al tratar de probar si estas condiciones son
necesarias y reproducir, así, el lema fundamental del cálculo de variaciones para
esta situación y tener una demostración “directa” del teorema de Pontryagin.
Tal lema no es trivial y su deducción y prueba nos va a ocupar en los próximos
párrafos.
El primer paso para conseguir este objetivo consiste en escribir la ecuación
(2.28) de manera más geométrica. Para ello observamos que podemos escribir
(2.28) como:
0 =
∫ T
0
(
∂L
∂xi
δxi +
∂L
∂ua
δua
)
dt =
〈
∂L
∂xi
, δxi
〉
L2
+
〈
∂L
∂ua
, δua
〉
L2
, (2.30)
donde 〈·, ·〉L2 denota el producto L2 en el espacio de funciones ϕ : [0, T ] // Rn,
〈ϕ, ψ〉L2 =
∫ T
0
ϕi(t)ψ
i(t) dt.
Por otro lado, la ecuación (2.25) puede escribirse como
L(δxi, δua) = 0,
donde L es el operador lineal
L =
(
d
dt
δji −
∂f j
∂xi
,−∂f
j
∂ua
)
actuando en el espacio de variaciones (δxi, δua). Si consideramos la ecuación (2.30)
definida en dicho espacio la podemos escribir también como:〈
(a, b), (δxi, δua)
〉
= 0,
donde 〈·, ·〉 denota ahora la suma directa de los productos internos en cada uno
de los factores 〈
(a, b), (δxi, δua)
〉
:=
〈
a, δxi
〉
+ 〈b, δua〉 .
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En dimensión finita el problema es trivial. Dado un espacio vectorial E con
producto interno 〈·, ·〉, los vectores α ∈ E tales que 〈α, v〉 = 0 siempre que Lv = 0,
donde L : E // F es una aplicación lineal, son aquellos tales que α ∈ (kerL)⊥.
Alternativamente, dichos vectores pueden caracterizarse como sigue:
v ∈ kerL ⇐⇒ 〈p,Lv〉 = 0, ∀p ∈ F,
esto es,
〈L+p, v〉 = 0, ∀p ∈ F.
Por tanto,
v ∈ kerL ⇐⇒ v ∈ (Ran(L+))⊥.
Tenemos, así, que la solución del problema anterior está dada por los vectores
α ∈ E tales que
α ∈ (Ran(L+))⊥⊥ = Ran(L+),
esto es, tales que ∃ f ∈ F con α = L+f .
Por tanto, nuestro problema para determinar (∂L/∂xi, ∂L/∂ua) es el mismo
con respecto a la variación (δxi, δua). Si llamamos H al espacio de las variaciones
(δxi, δua) y L : H // K al operador
L(δxi, δua) =
d
dt
δjiδx
i − ∂f
j
∂xi
δxi − ∂f
j
∂ua
δua,
queremos hallar α = (∂L/∂xi, ∂L/∂ua) tal que 〈α, (δxi, δua)〉 = 0 para todo
(δxi, δua) tal que L(δxi, δua) = 0. La solución formal de acuerdo con el argumento
anterior la constituyen los vectores α tales que existe p ∈ K con
α = L+(p).
Si de momento suponemos que K = L2([0, t];Rn), un sencillo cálculo muestra
que α = L+(p) es equivalente a
∂L
∂xi
=
dpi
dt
+ pj
∂f i
∂xi
;
∂L
∂ua
= pj
∂f j
∂ua
(2.31)
y, así, habríamos probado la necesidad de dichas ecuaciones.
Obviamente, la extensión a dimensión infinita del sencillo argumento anterior
requiere precisar el marco geométrico y construir cuidadosamente sus ingredi-
entes. Así, tendremos en primer lugar:
Lema 2.4.2 Sean H, K espacios de Hilbert y sea L : H // K un operador
lineal densamente definido. Entonces un vector α ∈ H verifica 〈α, v〉 = 0 para
todo v tal que Lv = 0 si y sólo si
α ∈ (RanL+).
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Demostración. Como L está densamente definido en H, existe el operador
adjunto L+ : // H que satisface
〈p,Lv〉 = 〈L+p, v〉, ∀v ∈ D(L), ∀p ∈ D(L+).
Por tanto, 〈α, v〉 = 0, ∀v ∈ kerL ⇐⇒ α ∈ (kerL)⊥. Por otro lado,
v ∈ kerL ⇐⇒ v ∈ (RanL+)⊥ y, por tanto, 〈α, v〉 = 0, ∀v ∈ kerL ⇐⇒
α ∈ (kerL)⊥ = (RanL+)⊥⊥ = (RanL+). 2
Terminamos esta discusión fijando los espacios H y K que aparecen en la dis-
cusión anterior. Recordemos que las variaciones δx y δu son vectores tangentes a
C a lo largo de la curva γ(t). Por tanto, δx : I // TP es una aplicación tal que
δx(t) ∈ Tγ(t)P . Esto es, δx ∈ γ∗(TP ) donde γ∗(TP ) // I es el pull–back del
fibrado TP a lo largo de γ. Ahora bien, como I es contractible, el fibrado
γ∗(TP ) // I es trivial. Escogiendo una trivialización cualquiera podemos iden-
tificar dicho fibrado con el producto cartesiano I×Rn. Así, con estas convenciones,
podemos pensar que δx es simplemente una aplicación δx : I // Rn. Análoga-
mente, para δu que se puede pensar como δu : I // Rm.
Podemos tomar como espacios, por tanto, H = L2(I;Rn × Rm) y
K = L2(I;Rn). El operador L está definido en el dominio denso
D(L) = { δx : I → Rn, δu : I → Rm| δx es a. c., δx(0) = δx(T ) = 0, δu ∈ L2 }.
Nótese que el operador L no es continuo, aunque es cerrado. En este espacio, por
tanto, la condición para que la curva γ˜(t) sea un extremal óptimo es que el vector
(∂L/∂x, ∂L/∂u) ◦ γ˜ ∈ (RanL+).
Definición 2.4.1 Diremos que el extremal optimal γ˜ es ordinario si(
∂L
∂x
(γ˜(t)),
∂L
∂u
(γ˜(t))
)
∈ RanL+,
y anómalo en caso contrario.
Si γ˜(t) es un extremal ordinario, entonces existe p(t) ∈ L2([0, T ],Rn) tal que
(∂L/∂x(γ(t)), ∂L/∂u(γ(t))) = L+(p) y, por lo tanto, se verifican las ecuaciones
(2.31), que constituyen las ecuaciones habituales para los extremales normales
en la teoría de Pontryagin clásica. Una pregunta que dejamos sin contestar con-
siste en establecer una caracterización de los extremales optimales anómalos y su
relación, si es que existe, con los extremales anormales de la teoría de Pontryagin
clásica.
Nótese que para establecer los resultados anteriores no hemos necesitado rea-
lizar ninguna suposición estricta sobre el espacio de curvas γ(t), sino sobre las
variaciones que podemos considerar. Si queremos interpretar las variaciones como
auténticos vectores tangentes a una variedad de curvas, entonces debemos traba-
jar un poco más y equipar a un espacio de curvas adecuado con una estructura
de variedad diferenciable de dimensión infinita.
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Si hacemos esto, los resultados que acabamos de establecer se convierten en
la teoría geométrica que describe la teoría de los multiplicadores de Lagrange.
Dedicaremos los siguientes apartados a discutir estos extremos.
2.4.2. Variedades de Hilbert de curvas en variedades rie-
mannianas
Comenzaremos esta discusión introduciendo las nociones básicas de la teoría
de espacios de Sobolev y de Hilbert que vamos a necesitar a continuación. Ver S.
L. Sobolev [98].
Definición 2.4.2 Se define el espacio de curvas de Sobolev Lp de clase k en Rr
como:
Lpk(I;R
r) =
{
γ : I // Rr| γ ∈ Lp(I;R) y ∃ dγ
dt
, . . . ,
dkγ
dtk
∈ Lp(I;Rr)
}
.
La notación dγ/dt en la definición anterior representa la derivada débil de γ,
es decir, que ∀ϕ ∈ C∞0 ([0, T ],Rr), se tiene∫ T
0
〈
dγ
dt
, ϕ
〉
dt = −
∫ T
0
〈
γ,
dϕ
dt
〉
dt,
donde C∞0 ([0, T ],R
r) denota el conjunto de funciones C∞ de soporte compacto
contenido en (0, T ).
El espacio de Sobolev es un espacio de Banach con la norma ‖ · ‖k,p definida
de la forma siguiente:
‖γ‖pk,p =
k∑
l=0
∫ T
0
∥∥∥∥dlγdtl (t)
∥∥∥∥p dt.
En el caso particular p = 2, tenemos el espacio L2k(I;R
r) que también se denota
como Hk(I;Rr), ó W 2,k(I,Rr), es decir,
Hk(I;Rr) =
{
γ : I // Rr| γ ∈ L2(I;R) y ∃ dγ
dt
, . . . ,
dkγ
dtk
∈ L2(I;Rr)
}
.
Este espacio, Hk(I;Rr), es un espacio de Hilbert real, con respecto al producto
interno
〈γ, γ˜〉k =
k∑
l=0
∫ T
0
〈
dlγ
dtl
(t),
dlγ˜
dtl
(t)
〉
dt.
En particular los casos k = 0, 1 van a ser los de mayor interés a lo largo de todo
este trabajo. El espacio correspondiente a k = 1 es H1(I;Rr), que es el espacio
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de funciones absolutamente continuas γ : I // R tales que dγ/dt ∈ L2(I;Rr),
con el producto interno
〈γ, γ˜〉1 =
∫ T
0
〈γ(t), γ˜(t)〉 dt+
∫ T
0
〈
dγ
dt
(t),
dγ˜
dt
(t)
〉
dt.
Esta aplicación no sólo es continua sino compacta. Además, los teoremas de em-
bedding de Sobolev muestran que hay un embedding natural continuo
i : H1(I;Rr) ↪→ C0(I;Rr). El espacio correspondiente a k = 0 es
H0(I;Rr) = L2(I;Rr).
Otra forma de definir los espacios de curvas de Sovolev es como la compleción
del espacio C∞(I;Rr) con respecto a la norma ‖ · ‖k,p:
C∞(I;Rr)
‖·‖k,p
= Lpk(I;R
r).
Si consideramos ahora el espacio anterior, pero con soporte compacto, C∞0 (I;R
r),
es decir, formado por funciones diferenciables con soporte compacto, para p = 2
tenemos que
Hk0 (I;R
r) = C∞0 (I;R
r)
‖·‖k,2
,
que es el espacio de Hilbert de curvas de Sovolev de clase k que se anulan en los
extremos de I = [0, T ].
Espacios de Sobolev de curvas en variedades riemannianas
Definamos ahora los espacios de Sobolev de curvas en variedades riemannia-
nas. Sea (Q, g) una variedad diferenciable riemanniana sin borde. Definimos el
espacio de curvas de Sobolev de clase Lpk en Q como el espacio de aplicaciones
γ : I // Q tales que
ψ ◦ γ ∈ Lpk(γ−1(γ(I) ∩ U),Rr) para toda carta diferenciable (U, ψ) en Q,
ψ : U ⊂ Q // Rr.
Este espacio se denotaría por Lpk(I;Q). Estamos interesados en particular en el
espacio de curvas de clase de Sobolev H1, es decir:
H1(I;Q) ≡ L21(I;Q),
que ha sido estudiado, por ejemplo, por W. Klingerberg [63]. Si γ ∈ H1(I;Q),
entonces existe d(ψ ◦ γ(t))/dt a.e. en [0, T ], por lo que podemos definir dγ/dt|t
a.e. en [0,T] como el vector tangente a γ(t) en t:
dγ
dt
∣∣∣∣
t
= Dψ−1(ψ ◦ γ(t)) d(ψ ◦ γ)
dt
∣∣∣∣
t
∈ Tγ(t)Q.
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Por lo tanto, dado γ ∈ H1(I;Q), tenemos la aplicación siguiente:
dγ
dt
: I // TQ a.e. en [0, T ],
con la propiedad de que
τQ ◦ dγ
dt
∣∣∣∣
t
= γ(t).
Esta aplicación dγ/dt pertenece claramente a L2(I;TQ) ≡ H0(I;TQ).
Sea E // Q un fibrado vectorial sobre Q, donde Q está dotada de una
métrica, entonces podemos definir un espacio de secciones de Sobolev de E de
clase Lpk como la compleción de las secciones C
∞ de E, es decir, si denotamos por:
Γ∞(E) = {σ : Q // E| pi ◦ σ = idQ, σ ∈ C∞}
las secciones C∞ de E, tendremos:
Lpk(E) = Γ
∞(E)
‖·‖k,p
,
donde definimos la norma usual como:
‖σ‖pk,p =
k∑
l=0
∫
Q
‖Olσ‖p dnx,
donde dnx =
√
g dx1∧. . .∧dxn es el volumen Riemanniano y∇ denota la derivada
corriente definida por la conexión de Levi-Civita en Q. Como estamos interesados
en la clase H1, en este caso tenemos
‖σ‖21,2 =
∫
Q
‖σ‖2 dnx+
∫
Q
‖Oσ‖2 dnx.
Estudiemos ahora los candidatos a fibrado tangente de H1(I;Q). Sea una curva
γ ∈ H1(I;Q), como posee derivada clásica a.e. podemos considerar el pull-back
γ∗(TQ) del fibrado tangente TQ, es decir,
γ∗(TQ) = {(t, v) ∈ I × TQ| v ∈ Tγ(t)Q}.
Tenemos una aplicación natural p1 : γ∗(TQ) // I que es C∞ a.e. En cualquier
caso, la aplicación p1 es absolutamente continua y el fibrado es trivial. Si identi-
ficamos los siguientes espacios γ∗(TQ) ∼= I ×Rn, entonces tenemos que
Lpk(γ
∗(TQ)) ∼= Lpk(I;Rn).
En particular, vamos a estar interesados en los espacios de HilbertH1(γ∗(TQ))
y H0(γ∗(TQ)) que vamos a denotar en lo que sigue como H1γ y H
0
γ respectiva-
mente. La unión de todos los espacios H1γ es el espacio tangente de H
1(I;Q).
Veámoslo: dada una curva γ : I // H1(I;Q), esto es, una familia de funcio-
nes σ : (−ε, ε) × I // Q tal que σ(s, t) es diferenciable en s, σ(0, t) = γ(t) y
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∀s ∈ (−ε, ε), σ(s, ·) ∈ H1(I;Q). Fijado t ∈ [0, T ], la curva σ(·, t) : (−ε, ε) // Q
define un vector tangente ∂σ(0, t)/∂s ∈ Tγ(t)Q y también define una curva H1 en
TQ, es decir, ∂σ(0, t)/∂s ∈ H1γ y, por lo tanto, H1 es el candidato natural como
espacio tangente en γ.
Teorema 2.4.1 Al espacio Lpk(I;Q) se le puede dotar con la estructura de una
variedad diferenciable de Banach separable paracompacta modelada en Lpk(I;R
n).
Al espacio H1(I;Q) se le puede dotar con la estructura de una variedad diferencia-
ble de Hilbert separable paracompacta modelada en el espacio de Hilbert H1(I;Rn)
con espacio tangente en γ dado por H1γ . La variedad de Hilbert H
1(I;Q) se va a
denotar como P(Q) o simplemente como P.
El atlas diferenciable de P viene dado por la siguiente familia de cartas. Co-
mo C∞(I;Q) ↪→ H1(I;Q) ↪→ C0(I;Q) y como C∞(I;Q) es denso en C0(I;Q),
entonces C∞(I;Q) va a ser denso en H1(I;Q). Con esto se definen cartas como
entornos de curvas en C∞(I;Q).
Sea γ ∈ C∞(I;Q) y ε > 0, definimos (Oγ,ε,Φγ,ε) de la forma siguiente: sea
H1γ = H
1(γ∗(TQ)) y el entorno tubular de la sección cero, es decir,
γ∗ε (TQ) = {v(t) ∈ Tγ(t)Q| ‖v(t)‖ < ε}. Entonces
Oγ,ε = {v(t) = (expX)(t)| ‖X(t)‖ < ε ∀t ∈ [0, T ]},
es decir,
Oγ,ε = exp
(H1(γ∗ε (TQ)))
Φγ,ε : Oγ,ε // H
1(I;Rn)
v(t) // X(t)
donde v(t) = expX(t).
2.4.3. Teorema de los multiplicadores de Lagrange
Sea M una variedad de Hilbert modelada en un espacio de Hilbert H y sea
S : M // R una función C1 cuya diferencial es dS, es decir:
dS : M // T ∗M, dS(x) ∈ T ∗xM
y ∀V ∈ TxM
dS(x)(V ) =
d
dt
S(γt(x))
∣∣∣∣
t=0
,
donde dγt(x)/dt|t=0 = V y γ0 = x.
El espacio tangente TxM ∼= H está dotado con un producto interno 〈·, ·〉x y,
por lo tanto, debido al teorema de Riesz (H ∼= H′), tenemos que ∃ ∇S(x) tal que
〈∇S(x), V 〉x = dS(x)(V ) ∀V ∈ TxM.
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El vector ∇S(x) ≡ ∇xS se denomina el gradiente de S en x.
Una subvariedad de M es una variedad de Hilbert N y una inmersión
i : N //M tal que la aplicación Txi : TxN // Ti(x)M es una aplicación lineal
inyectiva y continua. Por tanto, i(TxN) es un subespacio cerrado de TxM . Iden-
tificamos i(x) = x, y denotaremos como TxN⊥ al subespacio ortogonal de TxN
dentro de TxM , es decir, al conjunto:
TxN
⊥ = {V ∈ TxM | 〈U, V 〉x = 0 ∀U ∈ TxN}.
Teorema 2.4.2 (Teorema de los multiplicadores de Lagrange) Sea S una
función C1 sobre M y N ↪→ M una subvariedad de M. Sea SN la restricción de
S a N . Entonces x ∈ N es un punto crítico de SN ⇐⇒ ∇S(x) ∈ TxN⊥.
Demostración. x es un punto crítico de SN ⇐⇒ dSN(x) = 0 ⇐⇒
dSN(x)(U) = 0 ∀U ∈ TxN ⇐⇒ 〈∇S(x), U〉 = 0 ∀U ∈ TxN ⇐⇒
∇S(x) ∈ TxN⊥. 2
Algunas subvariedades importantes
Veamos algunas subvariedades en P(Q) que aparecerán a lo largo del texto.
Sea x0 ∈ Q, entonces definimos el conjunto de curvas que tienen como punto
inicial x0 de la forma siguiente:
Px0(Q) = {γ : I → Q| γ(0) = x0, γ ∈ H1(I;Q)}. (2.32)
Se ve que Px0(Q) es una subvariedad de P(Q) cuyo espacio tangente es el siguiente:
TγPx0(Q) = {δγ : I → TQ| τQ(δγ(0)) = x0, δγ ∈ H1(γ∗(TQ)),
τQ(δγ(t)) = γ(t), δγ(0) = 0}.
Por lo tanto, la inmersión i : Px0(Q) ⊂ P(Q), que envía a la curva γ en ella
misma, es una aplicación C∞ cuya derivada es i∗γ : TγPx0 // TγP, que no es
otra que la identidad y siendo la codimensión de TγPx0 igual a la dimensión de Q.
De la misma forma, definimos la variedad Px0,xT (Q) como la variedad de curvas
cuyos extremos son x0 y xT respectivamente, es decir:
Px0,xT (Q) = {γ : I → Q| γ(0) = x0, γ(T ) = xT , γ ∈ H1(I;Q)}, (2.33)
cuyo espacio tangente, se construye de manera similar al caso anterior:
TγPx0,xT (Q) =
= {δγ : I → TQ| τQ ◦ δγ = γ, δγ(0) = δγ(T ) = 0, δγ ∈ H1(γ∗(TQ))}.
Se ve, claramente, que Px0,xT tiene codimensión 2n en P(Q).
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Finalmente, definimos la subvariedad de curvas cerradas o periódicas como
sigue:
L(Q) = {γ : I → Q| γ(0) = γ(T ), γ ∈ H1(I;Q)}
= {γ : S1 → Q| γ ∈ H1(S1;Q)}, (2.34)
cuya codimensión es n en P(Q), y como espacio tangente la siguiente variedad:
TγL(Q) = {δγ : I → TQ| τQ ◦ δγ = γ, δγ(0) = δγ(T ), δγ ∈ H1(γ∗(TQ))}.
La variedad de curvas solución de una ecuación diferencial
Sea Q una variedad diferenciable y sea Γt ∈ X(Q) un campo vectorial en Q
dependiente del tiempo, que en coordenadas locales xi en Q se escribe
Γt = f
i(x, t)∂/∂xi, y cuyas curvas integrales satisfacen las ecuaciones diferenciales
dependientes del tiempo:
dxi
dt
= f i(x, t), i = 1, . . . , n.
Vamos a considerar ahora la subvariedad de P formada por las curvas que
verifican las ecuaciones anteriores, es decir, consideramos aquellas curvas
γ : I // Q de clase H1 tal que
dγ
dt
= Γ(γ(t), t) a.e. [0, T ].
Nota. Si Q es compacta, estas curvas existen porque el flujo de Γt es completo.
Si no es compacta para cada x0 existe un T = T (x0) y γ : [0, T ] // Q tal que
γ(0) = x0 y que satisface la ecuación anterior.
Tenemos la siguiente aplicación A : P // H0(I;TQ) definida como:
A(γ) =
dγ
dt
− Γ(γ(t), t). (2.35)
Recordemos que sobre P(I;Q) hay dos fibrados vectoriales “tangentes”, H1(I;TQ)
y H0(I;TQ). El primero modelado sobre H1(I;Rn) y el segundo sobre
H0(I;Rn) = L2(I;Rn). El espacio H0(I;TQ) es un fibrado de Hilbert sobre P con
una aplicación de proyección τ0 : H0(I;TQ) // P dada por τ0(δγ) = τQ ◦ δγ.
La aplicación A es una sección del fibrado H0(I;TQ), A ∈ Γ(H0(I;TQ)), porque
(τo(A))γ = τQ◦(dγ/dt− Γ(γ(t), t)) = γ(t), por lo tanto, el conjunto de soluciones
de la ecuación diferencial antes mencionada va a estar formada por la sección cero
de la aplicación anterior, esto es, A−1(0), donde 0 representa la sección cero de
H0(I;TQ), que es una subvariedad y que se define de la siguiente forma.
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Definición 2.4.3 La “subvariedad dinámica o de las soluciones de Γ” se define
como:
W = A−1(0) =
{
γ ∈ P
∣∣∣∣ dγdt − Γ(γ(t), t) = 0
}
.
Tenemos que ver que es una subvariedad, para ello hay que demostrar que A es
transversa a la sección cero de τ0, es decir, que A∗γ+Tγ0 = TγH0(I;TQ), o lo que
es lo mismo, que la aplicación tangente a A que denotamos de la siguiente forma:
L := A∗ es sobreyectiva, así, tendremos que W es una subvariedad embebida. Si
la aplicación es sobreyectiva, ha de cumplirse que
TγW = kerLγ .
Para ello estudiamos el espacio tangente Lγ ≡ Lγ : TγP // TA(γ)H0(TQ), donde
hemos denotado como Lγ a la aplicación tangente de A en γ, por definición
tenemos que:
(Lγ)(δγ) =
∂
∂s
A(σ(s, t))
∣∣∣∣
s=0
=
=
∂
∂s
(
d
dt
σ(s, t)− Γ(σ(s, t), t)
)∣∣∣∣
s=0
=
=
∂
∂s
(
d
dt
σ(s, t)
)∣∣∣∣
s=0
− ∂
∂s
(Γ(σ(s, t), t))
∣∣∣∣
s=0
.
Para un t fijo dσ(s, t)/dt es una curva U(s) de vectores tangentes cuya derivada
en s define un vector vertical en Tδγ(t)TQ.
De la misma manera ∂Γ(σ(s, t), t)/∂s|s=0 = TΓγ(t)(δγ(t)) y donde
τQ ◦ Γ(γ) = γ implica que TτQ ◦ TΓ = 0 = es decir ∂Γ(γ(s, t), t)/∂s|s=0 es
vertical respecto a TτQ, por lo que tenemos que el rango Lγ(δγ) está en el espacio
H0(I;V (TTQ))γ ∼= H0(I;TQ)γ.
Lema 2.4.3 Sea τ0 : H0(I;TQ) // P el fibrado H0-tangente de P, entonces
TH0(I;TQ) ∼= V (τ0)⊕τ ∗0H0(I;TQ), donde V (τ0) es el subfibrado vertical respecto
a la proyección τ0, es decir, V (τ0) = ker τ0∗. Más aún, V (τ0) = H
0(I;V (TTQ)) y
se puede identificar V (TTQ) con TQ; por lo que existe una identificación natural
entre V (τ0) y H
0(I;TQ).
Utilizando la identificación anterior, podemos considerar la aplicación Lγ como
una aplicación de TγP a H0(I;TQ) y, por tanto, tenemos el siguiente lema.
Lema 2.4.4 La aplicación Lγ : TγP // TA(γ)H0(I;TQ) se define como la apli-
cación
Lγ : H
1(γ∗TQ) // H0(γ∗TQ) = L2(γ∗TQ)
δγ ; Lγ(δγ) =
d
dt
δγ −DΓ (γ(t), t) δγ
donde DΓ es la diferencial de Γ en (γ(t), t).
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Lema 2.4.5 El operador Lγ es un operador elíptico Fredholm cuyo rango es denso
en H0(γ∗TQ) y, por lo tanto, su núcleo tiene dimensión finita y TγW = kerLγ .
Los resultados previos nos muestran queW es una variedad finita dimensional,
lo que es obvio, debido a que para una condición inicial dada, hay una única curva
γ(t) que es solución de la ecuación diferencial dada, por lo tanto, el espacio W
tiene la misma dimensión que Q, es decir, n, y la dimensión de kerLγ es de nuevo
n porque la solución de la ecuación lineal
d
dt
δγ = DΓ(γ(t), t)δγ
es un espacio vectorial n dimensional.
Debemos aplicar ahora el teorema de multiplicadores de Lagrange al problema
que tenemos aquí.
Sea S : P // R una función C1 y consideremos la subvariedad W antes
mencionada, sea SW = S|W la restricción de S a W. Queremos caracterizar los
puntos críticos de SW; debido al teorema de los multiplicadores de Lagrange,
Teorema 2.4.2, sabemos que γ es un punto crítico si y sólo si
∇γS ∈ TγW⊥,
como se tiene que TγW = kerLγ , entonces debemos calcular (kerLγ)⊥ = RanL+γ .
Por lo tanto, tenemos que γ ∈W va a ser un punto crítico si y sólo si
∇γS ∈ Ran (Lγ)+.
Diremos, como en la sección anterior, que γ es un extremal ordinario si
∇γS ∈ Ran (Lγ)+,
lo que significa que ∃λ ∈ H0(γ∗(TQ)) tal que
〈∇γS, δγ〉1 = 〈L+γ (λ), δγ〉1, ∀δγ ∈ H1(γ∗(TQ)).
Como se tiene que
〈L+γ (λ), δγ〉1 = 〈λ,Lγ(δγ)〉0 =
∫ T
0
〈
λ(t),
d
dt
δγ −DΓ(γ(t), t)δγ
〉
dt,
identificando TQ con T ∗Q mediante la métrica riemanniana g escribimos el re-
sultado previo como sigue.
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Teorema 2.4.3 (Teorema de los multiplicadores de Lagrange B) Con la
notación previa, γ ∈W es un punto crítico ordinario de
SW ⇐⇒ ∃p ∈ H0(γ∗(T ∗Q)) tal que
〈∇γS, δγ〉1 −
∫ T
0
p(t)
(
d
dt
δγ(t)−DΓ(γ(t), t)δγ(t)
)
dt = 0, ∀δγ ∈ H1(γ∗(TQ)).
Existe otra formulación de este teorema más conocida. Sea piQ : T ∗Q // Q el
fibrado cotangente a Q. Entonces el fibrado cotangente a P se construye de forma
similar al fibrado tangente de P y en γ vendrá dado por T ∗γP = H
1(γ∗(T ∗Q)).
También tenemos el fibrado H0–cotangente a P definido en γ como H0(γ∗(T ∗Q)),
que denotaremos como H0(I;T ∗Q), dual del fibrado tangente H0. La proyección
natural la denotamos como pi0 : H0(I;T ∗Q) // P. Una curva en H0(I;T ∗Q) se
va a denotar por el par (γ(t), p(t)), donde p(t) ∈ T ∗γ(t)Q es un campo covectorial
a lo largo de γ(t). Entonces definimos la función
S(γ, p) = S(γ) +
∫ T
0
p(t)
(
dγ
dt
− Γ(γ(t), t)
)
dt
= S(γ) + 〈p, A(γ)〉0
y, por lo tanto, para cualquier par (δγ, δp) ∈ T(γ,p)H0(I;T ∗Q) tenemos que:
〈∇(γ,p)S, (δγ, δp)〉 = 〈∇γS, δγ〉+ 〈δp, A(γ)〉0 + 〈p,Lγ(δγ)〉0.
Teorema 2.4.4 Sea (γ, p) ∈ H0(I;T ∗Q) una curva cotangente a P. Entonces
(γ, p) es un punto crítico de S ⇐⇒ γ es un punto crítico ordinario de SW.
Demostración. Si (γ, p) ∈ H0(I;T ∗Q) es un punto crítico de S, entonces
〈∇(γ,p)S, (δγ, δp)〉 = 0 ∀δγ, δp =⇒ 〈δp, A(γ)〉0 = 0 ∀δp =⇒ A(γ) = 0 =⇒ γ ∈W.
Y, por otra parte, se ha de cumplir que
〈∇γS, δγ〉+ 〈p,Lγ(δγ)〉0 = 0 ∀δγ =⇒ ∇γS ∈ RanL+γ = TγW⊥
=⇒ γ es un punto crítico de SW.
La demostración recíproca es trivial. 2
La diferenciabilidad del funcional objetivo
Lema 2.4.6 Sea Q una variedad riemanniana y sea L : Q // R una función
diferenciable en Q. Entonces el funcional S : P(Q) // R, definido como sigue
S(γ) =
∫ T
0
L(γ(t)) dt
es diferenciable.
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Demostración. Es suficiente probar que existen todas las derivadas direccionales
en todas las direcciones y que éstas son continuas.
La derivada direccional de S en γ en la dirección de δγ viene dada por la
siguiente expresión:
S ′γ(δγ) = l´ım
s→0
S(σ(s, t))− S(γ(t))
s
= l´ım
s→0
∫ T
0
L(σ(s, t))− L(γ(t))
s
dt =
=
∫ T
0
d
ds
L(σ(s, t))
∣∣∣∣
s=0
dt =
∫ T
0
〈dL(γ(t)), δγ(t)〉 dt,
donde de nuevo δγ(t) = ∂/∂sσ(s, t)|s=0 . Por lo tanto,
|S ′γ(δγ)| ≤
∫ T
0
|〈dL(γ(t)), δγ(t)〉| dt ≤ K‖dL‖1,2‖δγ‖1,2.
Debido al embbeding de Sobolev tenemos que la aplicación H1 ↪→ L2 es continua
y, por lo tanto, S ′γ está en H
1(γ∗(TQ))′ ∼= H1(γ∗(TQ)) y la diferencial
dSγ(δγ) = S
′
γ(δγ) existe. 2
2.4.4. La variedad de Hilbert de curvas en el espacio de
estados y de controles
Nos situamos ahora en el contexto del problema de control óptimo. Ahora
tenemos un fibrado afín pi : C // P y denotamos el conjunto de curvas H1 en
C como P(C).
El fibrado tangente de clase H1 lo denotaremos por P o bien por H1(TC) y
el fibrado tangente de clase H0 se denotará por H0(TC).
La ecuación de control Γ es un campo vectorial a lo largo de la aplicación pi.
Tenemos los siguientes espacios:
Px0,xT (C) = { γ : I // C| piγ(0) = x0, piγ(T ) = xT , γ ∈ H1(I;C) }.
TγPx0,xT (C) = { δγ ∈ H1(u∗(TC))| τCδγ(t) = γ(t), pi∗δγ(0) = pi∗δγ(t) = 0 }.
Donde las proyecciones y los espacios vienen representados en los siguientes dia-
gramas:
TP
τP

TC
τC

pi∗ // TP
τP

C
Γ
<<
z
zz
zzz
zz
pi
// P C pi
// P
Definimos la subvariedad dinámica como el conjunto de curvas γ que verifican
la ecuación de control, es decir,
W =
{
γ ∈ P
∣∣∣∣ pi∗dγdt = Γ(γ(t), t)
}
. (2.36)
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Al igual que en las secciones previas tenemos que
TγW =
{
δγ ∈ TγP
∣∣∣∣ pi∗ ddtδγ = DΓ(γ(t), t)δγ
}
. (2.37)
De nuevo, tenemos que W = A−1(0), donde A : P // H0(TC) definido como
A(γ) = pi∗
dγ
dt
− Γ(γ(t), t).
Nótese que con la proyección pi : C // P tenemos una aplicación inducida
pi : P(C) // P(P ), pi(γ) = pi ◦ γ y podemos tomar el pull–back del fibrado
H0(TP ) a P(C), es decir, pi∗(H0(TP )) // P(C). Por lo tanto, podemos decir
que A es una sección de fibrado sobre P(C). Entonces W es el conjunto de nivel
cero de la sección A. Y se tiene que
TγW = ker Lγ.
Como hemos visto previamente se tiene que este núcleo es
ker Lγ = RanL+γ .
Por lo tanto, un punto γ ∈ P(C) será un punto crítico ordinario de
S : P(C) // R restringido a W si y sólo si ∇Sγ ∈ RanL+γ , esto es, si
∃p ∈ H0(γ∗(TP )) tal que
〈∇Sγ , δγ〉1 =
〈
L
+
γ p, δγ
〉
1
= 〈p,Lγδγ〉0 . (2.38)
Por lo tanto, γ ∈ W es un punto crítico ordinario de S|W si y sólo si γ es un
punto crítico de S : P(pi∗T ∗P ) // R definido como sigue:
S(γ, p) = S(γ)− 〈p, A(γ)〉0 .
La demostración es la siguiente:〈∇(γ,p)S, (δγ, δp)〉 = 〈∇γS, δγ〉1 − 〈δp, A(γ)〉0 − 〈p,Lγδγ〉0 = 0 ⇐⇒
A(γ) = 0 y 〈∇γS, δγ〉1 − 〈p,Lγδγ〉0 = 0.
Véase que el operador Lγ ya no es elíptico, porque
Lγ(δγ) = pi∗
d
dt
δγ −DΓ(γ(t), t)δγ
y el símbolo del operador tiene núcleo. Pero sigue siendo cierto que TγW = ker Lγ .
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2.4.5. Equivalencia del problema de control óptimo regular
con la formulación presimpléctica de la teoría
En esta sección probamos que las curvas integrales de los campos vectoriales
que satisfacen la ecuación dinámica (2.10) son las trayectorias extremales del pro-
blema de control óptimo definido por las ecuaciones (1.1-1.2). Para esto debemos
hallar los puntos críticos de S restringido a la subvariedad de las soluciones del
campo vectorial, es decir, restringido aW. En la sección anterior hemos demostra-
do que los puntos críticos de S|W son los mismos que los de S. Si γ es un punto
crítico de S, entonces
S ∈ C1, dS(γ) = 0 ⇐⇒ ∂S
∂ξ
= 0, ∀ξ = δγ = (δx, δp, δu).
Por lo tanto, tenemos que calcular los puntos que anulan la derivada direccional
del funcional objetivo en la dirección ξ(t) = δγ(t) = (δx(t), δp(t), δu(t)).
La definición de derivada direccional en Rn de una función en un punto x y
en la dirección del vector v es la siguiente:
∂f
∂v
= l´ım
s→0
f(x+ sv)− f(x)
s
.
En una variedad diferenciable la noción de x + sv la extendemos por la noción
de flujo: φs(v). Se tiene un campo vectorial V tal que V (x) = v, es decir, el
campo vectorial en el punto x es el vector v, la dirección en la cual tomamos la
derivada direccional. Así, en una variedad diferenciable la derivada direccional de
una función f en un punto x y en la dirección del vector v es:
∂f
∂v
= l´ım
s→0
f(φs(v))− f(x)
s
.
Por lo tanto, la derivada direccional del funcional objetivo S en un punto de la
curva γ(t) en la dirección del vector ξ = δγ(t) es la siguiente:
∂S(γ(t))
∂ξ
= l´ım
s→0
S (φs(γ(t)))− S(γ(t))
s
,
donde para todo t, γ(t) ∈ M, ξ(t) ∈ Tγ(t)M, ξγ(t) = ξ(t), cuyo flujo es φs. Si
denotamos por L = L+ pi(x˙i − f i) con las definiciones del hamiltoniano y de la
1–forma siguientes: H = L− pif i y θ = pidxi, como
γ˙ = x˙i∂/∂xi + p˙i∂/∂pi + u˙
a∂/∂ua, nos queda que θ(γ˙) = pix˙i, por lo que el
lagrangiano extendido se puede escribir como L = θγ(γ˙)−Hγ, entonces tenemos
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que
∂S(γ(t))
∂ξ
= l´ım
s→0
(
1
s
∫ T
0
[L(φs(γ))− L(γ)] dt
)
=
=
∫ T
0
l´ım
s→0
1
s
[L(φs(γ))− L(γ)] dt =
=
∫ T
0
l´ım
s→0
[
1
s
(
θφs(γ)(
˙
φs(γ))−H(φs(γ))− θγ(γ˙) +H(γ)
)]
dt =
=
∫ T
0
l´ım
s→0
[
1
s
(
θφs(γ)(
˙
φs(γ))− θγ(γ˙)
)]
dt−
−
∫ T
0
l´ım
s→0
[
1
s
(
H(φs(γ))−H(γ)
)]
dt.
Veamos qué son cada una de las partes del integrando. Como H es una función
diferenciable se tiene que
l´ım
s→0
H(φs(γ))−H(γ)
s
= dH(γ)(ξ).
Con la definición de la derivada de Lie, tenemos que
(Lξθ)(γ˙) =
d
ds
(φ∗sθ)γ(γ˙)
∣∣∣∣
s=0
=
d
ds
[
θφs(γ)(φs∗(γ˙))
]∣∣∣∣
s=0
=
=
d
ds
[
θφs(γ)(
˙
φs(γ))
]∣∣∣∣
s=0
= l´ım
s→0
θφs(γ)(
˙
φs(γ))− θγ(γ˙)
s
.
Por lo tanto, la derivada direccional de S queda de la siguiente manera:
∂S(γ(t))
∂ξ
=
∫ T
0
[(Lξθ)(γ˙)− dH(γ)(ξ)] dt =
=
∫ T
0
[(iξdθγ)(γ˙) + d(iξθγ)(γ˙)− dH(γ)(ξ)] dt,
donde hemos utilizado la siguiente relación de la derivada de Lie de una 1–forma:
(Lξθ) = iξdθγ + diξθγ .
Con la siguiente expresión: iξdθ(γ˙) = dθ(ξ, γ˙) = −dθ(γ˙, ξ) = Ω(γ˙, ξ) y denotando
dH(γ)(ξ) = dHγ(ξ) la integral anterior queda de la siguiente forma:
∂S(γ(t))
∂ξ
=
∫ T
0
[−dθ(γ˙, ξ)− dHγ(ξ)] dt+
∫ T
0
d(iξθ)(γ˙) dt =
=
∫ T
0
[(iγ˙Ω)|γ − dHγ] (ξ) dt+
∫ T
0
d(iξθ)(γ˙) dt.
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Por último, utilizando el teorema de Stokes la segunda integral se convierte en∫ T
0
d(iξθ)γ(t)(γ˙) dt =
∫
γ
d(iξθ) dt =
∫
δγ
iξθ = (iξθ)γ(1)− (iξθ)γ(0).
Por lo que hemos demostrado el siguiente teorema.
Teorema 2.4.5 Las soluciones extremales del problema de control óptimo
(1.1-1.2), que son C∞ a trozos, son curvas integrales de los campos vectoriales Γ
que satisfacen la ecuación dinámica:
iΓΩ = dH. (2.39)

Capítulo 3
Teoría Geométrica de Control
Óptimo Singular
En este capítulo analizaremos los problemas de control óptimo singulares des-
de el punto de vista de la Teoría de Ecuaciones Diferenciales Implícitas. Analizare-
mos el problema de la existencia de soluciones, esto es, de arcos singulares, uti-
lizando el algoritmo recursivo de ligaduras. Presentaremos este algoritmo desde su
formulación geométrica más general, hasta su adaptación y especialización para
sistemas LQ singulares. Probaremos el teorema de estabilidad del algoritmo en
el sentido de su finitud para ecuaciones que verifiquen unas condiciones de regu-
laridad fuertes. Presentaremos, además, una formulación hamiltoniana extendida
que resulta crucial para la clasificación de las ligaduras en primera y segunda
clase. Los algoritmos de ligaduras en el caso lineal se describen ab initio y se pro-
ponen códigos para su implementación numérica presentando, además, evidencia
experimental sobre su estabilidad.
3.1. La geometría de las ecuaciones diferenciales
implícitas
Las ecuaciones diferenciales implícitas, también denominadas ecuaciones dife-
renciales algebraicas o DAEs en la literatura, se pueden describir de forma general
como una ecuación:
F (t, x, x˙, . . . , x(r)) = 0
que involucra a una variable independiente t, una variable dependiente x(t) y sus
derivadas hasta orden r. Vamos a trabajar con ecuaciones de primer orden, ya
que cualquier sistema de orden r puede transformarse en uno de primer orden
añadiendo variables. Así pues, consideramos ecuaciones de la forma
F (t, x, x˙) = 0
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e iremos estudiando casos particulares de éstas hasta llegar al problema concreto
que queremos analizar. Nos limitaremos al caso autónomo donde las ecuaciones
no dependen de la variable de evolución t. Este tipo de ecuaciones son del tipo:
F (x, x˙) = 0.
En aquellos casos en los que se puede despejar la derivada de la variable inde-
pendiente la ecuación se transforma en otra del tipo x˙ = f(x). Entonces se dice
que la ecuación está escrita en forma normal y dadas unas condiciones iniciales
la solución queda determinada de manera única.
En esta tesis vamos a tratar las ecuaciones diferenciales singulares, puesto
que son las que aparecen en el contexto del problema de control óptimo, sea
éste singular o no. Después analizaremos el caso en el que la dependencia en
las derivadas sea lineal, es decir, cuando la ecuación diferencial sea del tipo que
mostramos a continuación:
A(x) x˙ = f(x),
estas ecuaciones se llaman cuasilineales o ecuaciones diferenciales singulares linea-
les. Para terminar este análisis de ecuaciones implícitas singulares, encontraremos
los sistemas hamiltonianos presimplécticos, que son aquellos en los que A(x) re-
presenta una 2–forma y la parte derecha de la ecuación, la diferencial de un
hamiltoniano, f(x) = dH(x). Las curvas solución de la ecuación diferencial es-
tán contenidas en una variedad diferenciable M en la que tenemos definido un
hamiltoniano H : M // R y una 2–forma cerrada Ω aunque posiblemente de-
generada.
Después de este análisis de las ecuaciones diferenciales implícitas, haremos
la descripción del problema de control óptimo como un problema de ecuaciones
implícitas cuasilineal presimpléctico. Finalmente, extenderemos la variedad pres-
impléctica M a una variedad simpléctica M˜ gracias al teorema del embedding
coisótropo, debido a M. Gotay, donde estudiaremos el algoritmo de ligaduras,
comparándolo con el algoritmo presimpléctico y las ligaduras que van aparecien-
do, que restringen el problema a la subvariedad final de las ligaduras M∞ ⊂ M
donde el campo vectorial es consistente.
En el sistema implícito de partida descrito previamente como F (t, x, x˙) = 0,
el primer problema que nos aparece es la posible existencia de puntos del espacio
de fases del sistema por el que no puedan pasar soluciones de la ecuación dife-
rencial. Denotando como M al espacio de fases y como M1 ⊂ M al subconjunto
resultante de eliminar estos puntos, el siguiente problema es asegurar que no sólo
las condiciones iniciales pertenecezcan a este subconjuntoM1 ⊂M , sino que tam-
bién lo haga la evolución de éstas. Con esto se comienza un proceso algorítmico
que conduce a la obtención de un subconjunto final, donde la ecuación diferencial
tiene solución y es consistente. A este subconjunto final M∞ ⊂M lo llamaremos
subvariedad final de las ligaduras.
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El contexto geométrico natural para estas ideas es aquel en el que el espacio
de estados M sea una variedad diferenciable y la ecuación diferencial E esté
representada por una subvariedad del espacio R × TM , es decir, E ⊂ R × TM.
El espacio R × TM es isomorfo al espacio de 1-jets de R en M , por lo que
vamos a introducir brevemente los espacios de jets y a definir geométricamente
las ecuaciones diferenciales implícitas con la ayuda de estos espacios.
3.1.1. Espacios de jets y ecuaciones diferenciales
Introducimos aquí los conceptos básicos de los espacios de jets para describir
las ecuaciones implícitas. Los espacios de r-jets se definen a partir de la siguiente
relación de equivalencia, véanse V. I. Arnol’d [7] y M. de León y P. Rodríguez
[72].
Definición 3.1.1 Sea M una variedad diferenciable con coordenadas locales xi,
i = 1, . . . , m, donde toman sus imágenes las curvas de clase Cr,
γ : (t0−ε, t0+ε) //M tal que γ(t0) = x0, con t0 y x0 fijos. Se define la siguiente
relación de equivalencia, denominada de contacto de orden r, entre las curvas γ
y γ′ en el punto t0, como
γ ∼
r, t=t0
γ′ ⇐⇒ d
k
dtk
(φ ◦ γ)(t)
∣∣∣∣
t=t0
=
dk
dtk
(φ ◦ γ′)(t)
∣∣∣∣
t=t0
, k = 0, 1, 2, . . . , r.
Definimos ahora el espacio de r-jets.
Definición 3.1.2 Dados t0 y x0, el conjunto de las clases de equivalencia definidas
de la manera anterior forman el conjunto de r-jets en el punto (t0, x0). El conjun-
to de todos los r-jets en M se denota como Jr(R,M) y es difeomorfa a T rM ×R.
El conjunto Jr(R,M) tiene una estructura natural de variedad diferenciable con
coordenadas locales {t, xi, x˙i, . . . , x(r)i}. Su dimensión es dim(Jr(R,M)) = mr+1,
siendo m la dimensión de la variedad M.
Dados r ≥ s, se tienen las proyecciones canónicas:
pirs : J
r(R,M) // Js(R,M), r ≥ s
{t, xi, x˙i, . . . , x(r)i} ; {t, xi, x˙i, . . . , x(s)i}
que verifican pist ◦ pirs = pirt. Tenemos la siguiente sucesión de aplicaciones:
Jr(R,M)
pirr−1
// Jr−1(R,M) // . . . // J1(R,M)
pi1
0 // J0(R,M) =M ×R.
Ver M. Crampin, W. Sarlet y F. Cantrijn [30] para más detalles sobre la geometría
del espacio de jets y sus usos en la Teoría de Ecuaciones Diferenciales.
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Definición 3.1.3 Una ecuación diferencial implícita en M se define como una
subvariedad diferenciable E de Jr(R,M).
Dado un punto ξ = (t, x, x˙, . . . , x(r)) ∈ E existen funciones F a, a = 1, . . . , r,
localmente definidas en un entorno de ξ tales que la ecuación queda descrita en
dicho entorno como:
F a(t, x, x˙, . . . , x(r)) = 0, a = 1, . . . , r. (3.1)
Dada una ecuación E de orden r en M , podemos considerar como nuevo
espacio M˜ el espacio T r−1M y la aplicación natural
Φ: Jr(R,M) // J1(R, M˜)
definida por: Φ(t, x, x˙, . . . , x(r)) = (t, u1, u2, . . . , ur, u˙1, u˙2, . . . , u˙r) con
u1 = x, u2 = x˙, . . . , ur = x
(r−1)
u˙1 = u2, u˙2 = u3, . . . , u˙r = x
(r),
la aplicación Φ es un embedding natural que nos transforma la ecuación E en
otra ecuación E˜ = Φ(E) dentro de J1(R, M˜) y, por tanto, es una ecuación de
primer orden. Obsérvese que la ecuación E˜ en J1(R, M˜) está descrita localmente
por las ecuaciones
u˙1 = u2, u˙2 = u3, . . . , u˙r−1 = ur; F (t, u1, . . . , ur−1, ur) = 0.
Por tanto, a partir de ahora nos concentraremos en el estudio de ecuaciones de
primer orden, E ⊂ J1(R,M) ∼= TM ×R, y la aplicación de proyección canónica:
pi10 : J
1(R,M) //M × R, pi10(t, x, x˙) = (x, t).
Particularizando la ecuación (3.1) observamos que, localmente, en un entorno
de cada punto ξ = (t, x, x˙) ∈ E podremos definir una ecuación diferencial im-
plícita a través de un conjunto de ecuaciones independientes:
F a(t, x, x˙) = 0; a = 1, . . . , r, (3.2)
donde r es la codimensión de la variedad E en J1(R,M). La condición de inde-
pendencia significa que
dF 1 ∧ · · · ∧ dF r 6= 0
en el punto ξ (y, por tanto, en un entorno de él).
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Definición 3.1.4 Dada una curva γ : I // M, existe una extensión canónica
de ésta al espacio J1(R,M) denominada extensión 1-jet de γ, denotada por j1γ
y definida como j1γ(t) = (t, γ(t), γ˙(t)), ∀t ∈ I.
Definición 3.1.5 Dada la ecuación diferencial implícita
E ⊂ J1(R,M) ∼= TM × R, una solución de E se define como una curva C1,
γ : I ⊂ R //M tal que su extensión 1-jet está contenida en E, es decir,
j1γ(I) ⊂ E. (3.3)
Diremos también que γ es una curva integral de E.
Tenemos el siguiente diagrama que representa estas nociones:
E ⊂ TM × R
pi1
0

I
j1γ
::vvvvvvvvvvvvvvvvvvvv
γ×i
//M ×R
donde i : I // R es la inclusión canónica.
Si consideramos ecuaciones diferenciales implícitas autónomas, el diagrama es
similar aunque ahora la ecuación E es simplemente una subvariedad del espacio
tangente a M , TM , es decir, que podemos encontrar localmente funciones dife-
renciales independientes F a en un abierto de TM tal que E está definido en un
entorno por las expresiones siguientes:
F a (x, x˙) = 0; a = 1, . . . , r (3.4)
y el diagrama resultante:
E ⊂ TM
τM

I
γ˙
::uuuuuuuuuu
γ
//M
3.1.2. Puntos integrables, regulares, subregulares y singu-
lares de ecuaciones diferenciales
Dada una ecuación diferencial, E ⊂ TM × R, modelada localmente por las
ecuaciones (3.1), queremos estudiar por qué puntos (t, xi) ∈ R ×M va a pasar
una curva γ solución de la ecuación diferencial E, es decir, buscamos qué puntos
pueden ser datos iniciales del problema y cuáles no. Este problema se conoce
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en la literatura de DAEs como el problema de la inicialización. En realidad,
estamos planteando el problema de la existencia de soluciones, primera parte
del problema general sobre la existencia y unicidad de soluciones de ecuaciones
diferenciales. Más adelante abordaremos el problema de la unicidad. Para ello
vamos a introducir las siguientes definiciones.
Definición 3.1.6 Se dice que un punto ξ = (t, x, x˙) ∈ E es integrable si existe
una curva integral γ que pasa por el, es decir, que cumple j1γ = ξ. El conjunto
de puntos integrables de E forman la parte integrable de E, que denotamos como
Einteg.
Nuestro objetivo será pues, en primer lugar, describir los puntos integrables,
que son los puntos por los cuales pasa al menos una curva solución de la ecuación
diferencial y, habiendo resuelto el problema de la existencia, en segundo lugar,
caracterizar el conjunto de soluciones que pasan por el.
Definición 3.1.7 Un punto ξ ∈ E se dice regular si la aplicación de proyección
pi10 de J
1(R,M) sobre R ×M es transversa a E en ξ, es decir, si la aplicación
tangente de la restricción de pi10 a E es sobreyectiva en ξ. Analíticamente, si
pi10∗(ξ)(TξE) = Tpi10(ξ)M . Denotamos como Ereg al conjunto de puntos regulares de
E.
Proposición 3.1.1 Sea ξ ∈ E un punto regular, entonces ξ es integrable.
Demostración. Los puntos regulares se caracterizan localmente por una condi-
ción de rango máximo de la matriz ∂F a/∂vi, veámoslo. La ecuación diferencial
E ⊂ TM ×R, descrita localmente por la ecuación (3.2), tiene codimensión igual
a r y su dimensión es 2n + 1 − r, siendo n = dimM . Si un punto ξ = (t, x, v)
es regular quiere decir que la aplicación tangente de la restricción de pi10 a E es
sobreyectiva en ξ, esto es, pi10∗(ξ)(TξE) = Tpi10(ξ)M . La aplicación pi
1
0∗ verifica
pi10∗
(
∂
∂xi
)
=
∂
∂xi
; pi10∗
(
∂
∂vi
)
= 0; pi10∗
(
∂
∂t
)
=
∂
∂t
;
y ker pi10∗ =
{
Z ∈ TξE| Z = V i ∂
∂vi
}
.
Por otro lado, si Z = X i∂/∂xi + V i∂/∂vi + T∂/∂t es un vector tangente a E,
Z ∈ TξE, se tiene
Z(F a) = X i
∂F a
∂xi
+ V i
∂F a
∂vi
+ T
∂F a
∂t
= 0.
Además, al ser pi10∗|E una aplicación lineal se ha de cumplir
dim TξE = 2n+ 1− r = dim
(
Im pi10∗
∣∣
E
)
+ dim
(
ker pi10∗
∣∣
E
)
.
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Si pi10∗|E es sobreyectiva, dim (Im pi10∗|E) = n+ 1, entonces
dim (ker pi10∗|E) = n − r. Tendremos, por tanto, que la dimensión del subespa-
cio de soluciones de la ecuación V i∂F a/∂vi = 0 es n − r lo que implica que
rank(∂F a/∂vi) = r. Debido al teorema de la función implícita hay r coordenadas
del vector v que pueden ser despejadas, si denotamos las coordenadas de este
vector como va = (vj, v˜k), j = 1, . . . , r, k = 1, . . . , n− r, entonces
dx1
dt
= v1 = f 1(t, x, v˜)
dx2
dt
= v2 = f 2(t, x, v˜)
. . .
dxr
dt
= vr = f r(t, x, v˜),
lo que implica que al menos existe una curva γ = (t, x(t)) solución de la ecuación
diferencial E cuyo levantamiento pasa por el punto ξ ∈ E y, por lo tanto, es
integrable.
En el caso particular de que la codimensión de E sea igual a n, se tiene que
cumplir que rank(∂F a/∂vi) = n y, entonces, se pueden despejar todas las coor-
denadas vi, i = 1, . . . , n. Por el teorema de existencia y unicidad de ecuaciones
diferenciales ordinarias en forma normal habrá solución única. 2
Definición 3.1.8 Un punto se dice singular si no es regular. El conjunto de
puntos singulares de la ecuación diferencial E lo denotamos como C(E).
Por lo tanto, la ecuación diferencial E es una subvariedad de TM × R y
está formada por la unión de los conjuntos Ereg y C(E), formados por los puntos
regulares y por los puntos singulares respectivamente: E = Ereg∪C(E). Como los
puntos regulares no son todos los puntos integrables, sino que son un subconjunto,
Ereg ⊂ Einteg, el problema es estudiar los puntos que no son regulares pero sí son
integrables, es decir, C(E) ∩ Einteg y su proyección bajo pi10. Si denotamos por
Σ(E) la proyección de C(E) bajo pi10, llamaremos a Σ(E) el locus singular de E
y a Σ(E) ∩ pi10(Einteg) el locus integrable singular de E.
Para estudiar el conjunto de puntos integrables singulares de la ecuación E,
introducimos la noción de puntos subregulares.
Definición 3.1.9 Dada una ecuación diferencial implícita E, una subecuación
es una tripleta (i, E ′,M ′) formada por una ecuación diferencial implícita E ′ en
M ′ y una inmersión i : M ′ // M tal que T i(E ′) ⊂ E. Se define un punto
subregular de E como un punto ξ ∈ E para el cual existe una subecuación E ′
de E, tal que ξ ∈ E ′ y ξ es regular para E ′, i.e., la aplicación pi10 es transversal a
E ′ en ξ. Vamos a denotar los puntos en E que son subregulares pero no regulares
como Esubreg y los denominaremos puntos subregulares propios.
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Proposición 3.1.2 Sea ξ ∈ E un punto integrable, entonces ξ es subregular.
Demostración. Sea γ : (−, ) // R ×M una solución de E que pasa por ξ,
entonces el par [(−, ), { (γ(t), γ˙(t))| t ∈ (−, ) }] es una subecuación tal que en
ella ξ es regular (siempre que γ˙(0) 6= 0 ). 2
Corolario 3.1.1 El conjunto de puntos integrables está formado por la unión
disjunta de los puntos regulares y los subregulares propios,
Einteg = Ereg ∪ Esubreg,
siendo Esubreg ⊂ C(E).
A la hora de hallar los puntos integrables, como los puntos regulares se carac-
terizan por una condición algebraica en el rango de la aplicación de proyección
pi10 restringida a E, el problema que resta es cómo caracterizar entre los puntos
singulares para cuáles de ellos existe una subecuación en la que estos puntos sean
regulares. Este problema lo analizaremos en la próxima sección y nos conduce al
conocido algoritmo de ligaduras.
3.1.3. El algoritmo de ligaduras recursivo clásico
Consideremos una ecuación diferencial E ⊂ J1(R,M). Si ξ = (t, x, v) fuera un
punto integrable de la ecuación E querría decir que existiría una curva γ solución
de E que pasara por él, i.e., tendríamos que γ˙(0) = ξ y γ(0) = pi10(ξ) = (t, x).
Como (γ(t), γ˙(t)) ∈ E para t en un entorno del 0, entonces (γ(t), t) ∈ pi10(E). Por
tanto, (γ(t), γ˙(t)) ∈ Tγ(t)pi10(E) y ξ tendría que pertenecer a E y al mismo tiempo
a Tγ(t)pi10(E)×R. Este es el primer paso del algoritmo clásico introducido de forma
casi simultanea en [91] y en [84]. Este algoritmo fue generalizado posteriormente
para incluir a los sistemas no holónomos en [58].
Así que procederemos como sigue. Si denotamos como R ×M0 la variedad
total R×M y como E0 la ecuación original en R×M . Definimos la subecuación
(R×Mk, Ek), k > 1 recursivamente como,
R×Mk = pi10(Ek−1), Ek = J1(R,Mk) ∩ Ek−1, (3.5)
por lo que el algoritmo nos proporciona una doble familia de conjuntos
R×M0 ⊇ · · · ⊇ R×Mk · · ·
y
E0 ⊇ · · · ⊇ Ek · · · .
Estas secuencias eventualmente se estabilizarán en el sentido de que En = En+r
para todo r ≥ 0. Denotaremos el espacio resultante como E∞ y lo llamaremos
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subecuación constreñida final. Este espacio viene dado, entonces, por
⋂
k≥0Ek y
debe ser idénticamente igual a Einteg. Para poder aplicar el algoritmo es nece-
sario que podamos definir en cada paso J1(R,Mk). Para ello es necesario poder
introducir una relación de equivalencia entre curvas semejante a la descrita con
anterioridad en la definición 3.1.1. Si Mk no es una variedad diferenciable se po-
dría, a pesar de todo, introducir una relación de equivalencia de contacto que en
el caso diferenciable coincide con la utilizada previamente.
Sean γ1, γ2 : I // M dos curvas en un espacio métrico (M, g). Diremos
que las curvas γ1, γ2 tienen un contacto de orden k en el punto x ∈ M , si
γ1(0) = γ2(0) = x y, además,
g(γ1(t), γ2(t)) = o(| t |k).
En particular, si M es una variedad diferenciable con una métrica y g es la
distancia asociada a ella, dos curvas diferenciables de clase Ck tienen un contacto
de orden k en un punto en el sentido anterior si y sólo si definen el mismo k–jet
jkγ1(0) = j
kγ2(0).
Evitaremos introducir complicaciones derivadas de la no regularidad en las di-
versas etapas del algoritmo para concentrarnos en su simplicidad geométrica. Así,
supondremos que todos los objetos que aparecen son suficientemente regulares.
Más precisamente, tenemos la siguiente definición.
Definición 3.1.10 [33] Diremos que una ecuación E ⊂ J1(R,M) es completa-
mente reducible si los subconjuntos R × Mk resultantes al aplicar el algoritmo
anterior (3.5) son subvariedades diferenciables de R×M para todo k ≥ 1.
Esta definición es muy semejante, aunque ligeramente más general que la
noción presentada en [91]. Por otro lado, tratamientos más generales, tanto en la
dirección indicada anteriormente como en un contexto más algebraico, se están
desarrollando en [26].
Teorema 3.1.1 Sea E una ecuación diferencial ordinaria, que a su vez es una
subvariedad del espacio de 1-jets J1(R,M) ∼= TM × R, entonces construimos de
forma recursiva la familia de ecuaciones (R×Mk, Ek) de la forma:
R×Mk = pi10(Ek−1), Ek = J1(R,Mk) ∩ Ek−1,
suponiendo que J1(R,Mk) está definido ∀ k. Si el algoritmo se estabiliza en un
cierto paso r finito, entonces Er ⊂ Einteg.
Demostración. Sea ξ ∈ Er = Er+1. Veamos que ξ ∈ Einteg. Para ello basta
ver que ξ es regular para la subecuación (Er+1,Mr+1) ya que, entonces, por la
Proposición 3.1.1 existe una solución que pasa por él y, por tanto, sería integrable.
Pero ξ es regular, ya que Mr+1 es justamente la proyección de Er = Er+1 y,
por tanto, su diferencial proyecta suprayectivamente el espacio tangente a Er en
el espacio tangente a Mr+1. 2
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Teorema 3.1.2 [91] Sea E una ecuación completamente reducible de
J1(R,M) ∼= TM × R con dim(E) = m. Entonces para cada componente conexa
no vacía Sk+1 de Ek+1 definimos Sk de manera recursiva como la componente
conexa de Ek que contiene a Sk+1. Entonces existe un entero mínimo r,
0 < r ≤ dim(S0) ≤ m, tal que Sk+1 = Sk para todo k ≥ r. Entonces la ecuación
resultante, E∞, es o vacía o es una subvariedad cerrada de E y es una ecuación
completamente reducible igual a su reducción.
Hemos descrito anteriormente el algoritmo de ligaduras en la situación más
general. Los problemas que vamos a analizar en lo que sigue van a ser indepen-
dientes del parámetro de evolución, por tanto, presentamos ahora el algoritmo en
el caso autónomo que es similar, aunque los espacios donde tenemos definidas las
ecuaciones ahora van a ser distintos. La ecuación E es simplemente una subva-
riedad diferenciable de TM , E ⊂ TM . Denotamos como M0 la variedad total M
y como E0 la ecuación original en M . Definimos la subecuación (Mk, Ek), k > 1,
recursivamente como
Mk = τM(Ek−1), Ek = TMk ∩ Ek−1, (3.6)
el algoritmo nos proporciona de nuevo una doble familia de conjuntos
M0 ⊃ · · · ⊃Mk · · ·
y
E0 ⊃ · · · ⊃ Ek · · · .
Estas secuencias, igual que antes, se estabilizarán eventualmente y En = En+r
para todo r ≥ 0. Denotaremos el espacio resultante como E∞ y la llamaremos
subecuación constreñida final. Este espacio viene dado, entonces, por
⋂
k≥0Ek y
debe ser idénticamente igual a Einteg. Presentamos el teorema anterior, Teorema
3.1.1, adaptado a esta situación.
Teorema 3.1.3 Sea E una ecuación diferencial ordinaria, que es a su vez una
subvariedad del espacio tangente a otra variedad diferenciable M , E ⊂ TM ,
entonces construimos de forma recursiva la familia de ecuaciones (Mk, Ek) de la
forma:
Mk = τM (Ek−1), Ek = TMk ∩Ek−1,
suponiendo que TMk está definido ∀ k. Si el algoritmo se estabiliza en un cierto
paso r finito, entonces Er ⊂ Einteg.
3.1.4. Ecuaciones cuasilineales: Índice de Kronecker y es-
tabilidad del algoritmo de ligaduras
Un caso particularmente interesante de ecuaciones diferenciales implícitas son
las ecuaciones cuasilineales. Además, nos interesan porque éstas son las que nos
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aparecen en los problemas de control óptimo. Estas ecuaciones tienen la forma
siguiente:
A(x) x˙ = B(x).
Este tipo de ecuaciones podemos describirlas geométricamente con los siguien-
tes objetos: un fibrado vectorial ρ : F //M sobre una variedad diferenciable M
y A : TM // F un morfismo de fibrados sobre la identidad, es decir, ρ◦A = τM .
Esta aplicación fibrada define una ecuación diferencial implícita cuasilineal de la
forma siguiente:
A(γ)γ˙ = B(γ), γ ∈M, γ˙ ∈ TγM (3.7)
donde el término inhomogeneo B viene dado por una sección del fibrado
ρ : F //M .
TM
τM

A // F
ρ
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La ecuación diferencial E en el sentido anterior está dada por:
E = {(x, x˙) ∈ TM | A(x)x˙ = B(x)}. (3.8)
Si la aplicación A no es invertible estamos de nuevo ante un problema singular y,
por tanto, no podemos escribir la ecuación (3.8) en forma normal y los resultados
estándar de existencia y unicidad no son válidos.
Asumimos que ker A ⊆ TM e ImA ⊆ F son subfibrados vectoriales, lo que
es equivalente a decir que A tiene rango constante localmente.
Ahora aplicamos el algoritmo clásico recursivo descrito previamente, donde la
ecuación E0 y la variedad de partida M0 son:
M0 =M, E0 = E = {(x, x˙) ∈ TM | A(x)x˙ = B(x)}, (3.9)
Está claro que la condición de partida del algoritmo de ligaduras, es decir, la
condición de compatibilidad de la ecuación que elimina los puntos incompatibles
es que
B(x) ∈ ImA(x). (3.10)
Lema 3.1.1
x ∈M1 ⇐⇒ ImA(x) 3 B(x).
Demostración. Efectivamente, si x ∈ M1 =⇒ x = τM (ξ), ξ = (x, x˙) ∈ E =⇒
∃ x˙ ∈ TxM tal que x = τM(x, x˙), pero (x, x˙) ∈ E =⇒ A(x)x˙ = B(x).
Recíprocamente ocurre lo mismo. 2
62 Teoría Geométrica de Control Óptimo Singular
Por tanto, M1 = τM (E0) = {x ∈M0| B(x) ∈ ImA(x)} . Ahora
E1 = TM1 ∩E0 = {(x, x˙) ∈ TM1| A(x)x˙ = B(x)}.
Si denotamos por A1(x) ≡ A|TM1(x) la restricción de A a TM1 tendremos que
E1 = {(x, x˙) ∈ TM1| A1(x)x˙ = B(x)}. (3.11)
Aplicando el lema anterior 3.1.1 de nuevo, obtenemos:
M2 = {x ∈M1| B(x) ∈ ImA1(x)} .
Denotando por Ak la restricción de A a TMk, tras iterar el argumento anterior
tenemos, por tanto, [49, 50]:
M0 =M, Mk = {x ∈Mk−1| B(x) ∈ ImAk−1(x)}, k ≥ 1 (3.12)
y
E0 = E, Ek = Ek−1 ∩ TMk = {(x, x˙) ∈ TMk| Ak(x)x˙ = B(x)}. (3.13)
Bajo las condiciones apropiadas de regularidad, como las dadas en el Teorema
3.1.2, este algoritmo nos conduce a una ecuación diferencial E∞ consistente defini-
da en una subvariedad M∞, que llamaremos variedad final de las ligaduras. En
esta subvariedad se verifica que B(x) ∈ ImA∞(x) y las soluciones corresponden
a las curvas integrales de la familia de campos vectoriales X∞ + ker A∞, donde
X∞ es una solución particular de la ecuación A∞(X∞) = B.
Veamos otra forma de caracterizar el algoritmo de ligaduras para este tipo de
problemas. Si x ∈M1, B(x) ∈ ImA(x), por tanto ∀µ ∈ ker A∗ ⊂ F ∗ se tiene que
cumplir 〈µ,B(x)〉 = 0 y, recíprocamente la aplicación, A∗ : F ∗ // T ∗M denota
la aplicación dual de A. En general,
Mk+1 = {x ∈Mk| Bk(x) ∈ ImAk(x)}, (3.14)
donde Bk = B|Mk ; Ak = A|TMk . De nuevo tenemos
Mk+1 = {x ∈Mk| 〈µ,Bk(x)〉 = 0, ∀µ ∈ ker A∗k}. (3.15)
En el caso particular de los sistemas lineales, la ecuación resultante es:
A · x˙ = B · x, (3.16)
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donde x, x˙ ∈ Rn; A, B ∈ Rn×n. En este caso tenemos que la subvariedad M1
viene definida por
M1 = {x ∈ Rn| B · x ∈ ImA},
pero esto es equivalente a decir que para todo z que cumple zT ·A = 0, entonces
zT · B · x = 0, porque
0 = zT · A · x˙ = zT · B · x.
Si za, a = 1, . . . , m, es una base del ker AT , entonces podemos construir la familia
de ligaduras primarias como
φ(1) a(x) = z
T
a ·B · x.
Agrupando los vectores za podemos construir la matriz C(1) = [z1| · · · |zm] y,
entonces, la familia de ligaduras lineales {φ(1) a}ma=1 es equivalente a la ecuación
matricial
C(1)T · B · x = 0. (3.17)
Por lo tanto, la condición x ∈ M1 es equivalente a C(1)T · B · x = 0, donde C(1)
genera el núcleo de A.
Continuando el argumento y definiendo Ak como la restricción de A a Mk,
obtenemos que la variedad lineal Mk+1 viene definida recursivamente como el
conjunto de puntos x ∈Mk tal que:
C(k+1)T ·B · x = 0, (3.18)
donde C(k+1) genera el núcleo de la matriz Ak.
Relación entre el índice de Kronecker y la estabilidad del algoritmo de
ligaduras
Definición 3.1.11 Sea A·x˙ = B ·x una ecuación diferencial implícita constante.
Diremos que el sistema es regular en el sentido de Kronecker si el haz de matrices
Aλ − B, λ ∈ C, es regular, i.e., si el conjunto de soluciones de la ecuación
característica p(λ) = det(Aλ− B) = 0 es finito.
Por ejemplo, si A es invertible, entonces el sistema es regular. Si A y B son
proporcionales y A es singular, entonces el sistema no es regular en el sentido de
Kronecker. Tenemos el siguiente teorema estructural para haces regulares, [43].
Teorema 3.1.4 Sea A · x˙ = B · x una ecuación diferencial implícita constante
regular en el sentido de Kronecker; entonces existen dos matrices regulares E y
F tales que
EAF =
[
I 0
0 N
]
; EBF =
[
W 0
0 I
]
, (3.19)
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donde la matriz N es una matriz nilpotente de índice ν (i.e. Nν 6= 0, Nν+1 = 0).
Por tanto, el sistema A · x˙ = B · x es equivalente a los sistemas desacoplados de
ecuaciones diferenciales implícitas:
y˙1 = Wy1 (3.20)
Ny˙2 = y2. (3.21)
Demostración. Es bien sabido que existen las matrices E, F , véase [43], que
satisfacen las propiedades requeridas para un haz regular. Premultiplicando el
sistema por E obtenemos:
EAx˙ = EBx
y definiendo la nueva variable y como x = Fy, entonces[
I 0
0 N
]
y˙ =
[
W 0
0 I
]
y,
por último, reescribiendo el vector y como y =
[
y1
y2
]
obtenemos las ecuaciones
anteriores. 2
Nota. Los resultados se extienden sin dificultad al caso inhomogeneo.
Nota. Un teorema de estructura similar fue demostrado por Campbell para el
caso no constante, A(t)x˙ = B(t)x, en [17].
Probaremos el siguiente resultado relacionado con el índice ν del sistema y el
número de pasos, k, del algoritmo de ligaduras.
Teorema 3.1.5 El índice ν de una ecuación diferencial implícita del tipo
Ax˙ = Bx regular en el sentido de Kronecker es el mismo que el número de pasos
del algoritmo de ligaduras recursivo menos uno, es decir,
nu´mero de pasos = k = ν + 1. (3.22)
Demostración. Debido al teorema de estructura, Teorema 3.1.4, sólo es nece-
sario considerar la parte nilpotente de la ecuación
Ny2 = y2.
Al aplicar el algoritmo de ligaduras se obtiene que la subvariedad primaria M1
de ligaduras viene dada por las ligaduras primarias
φ(1) = C(1)T y2
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(en esta ecuación B = I) donde C(1) genera el núcleo de N. Más aún, la ecuación
previa Ny˙2 = y2 implica que y2 ∈ M1 si y sólo si ∃z ∈ M tal que y2 = Nz, i.e.,
y2 ∈ ImN , por lo que si y2(t) es una curva solución de la ecuación, esto quiere
decir que
y2(t) = Nz(t) =⇒ y˙2 = Nz˙ =⇒ y˙2 ∈ ImN.
Por lo que tenemos que y2 = Ny˙2 = NNz˙ = N2z. Entonces
y2 ∈ M2 ⇐⇒ y2 ∈ ImN2, pero esto último, y2 ∈ ImN2, tiene lugar si y sólo si
φ(2) = C(2)T y2 = 0,
donde C(2) genera el núcleo de N2.
M2 =
{
y2 ∈M1| C(2)T y2 = 0
}
, Lin{C(2)} = kerN2.
Si procedemos recursivamente, observamos que y2 ∈Mk+1 ⇐⇒ yk ∈ ImNk ⇐⇒
φ(k) = C(k)Ty2 = 0, donde Ck genera el núcleo de la matriz Nk. Como la matriz
N es nilpotente de índice ν tenemos que
ker N $ ker N2 $ ker N3 $ · · · $ ker Nν $ ker Nν+1 = Rm.
Por eso, en cada paso la matriz C(k) es cada vez mayor y se puede escoger de tal
forma que contenga a la anterior C(k−1) como submatriz,
C(k) = [C(k−1)| ∗ ].
Véase que en el paso ν se tiene que
y2 ∈ ImNν =⇒ y2 = Nνz,
por lo que el siguiente paso es y2 = Ny˙2 = NNν z˙ = 0 y la subvariedad final de las
ligaduras es M∞ = {y2 = 0}, formada simplemente por las ligaduras y2 = 0. 2
Nota. Este resultado puede obtenerse directamente (como se hace usualmente)
a partir del sistema original escribiendo la ecuación como;(
N
d
dt
− I
)
y2 = b2 (b2 6= 0, caso inhomogeneo).
Por lo tanto, la solución es
y2 =
(
N
d
dt
− I
)−1
b2 =
∞∑
k=0
(−1)k+1
(
N
d
dt
)k
b2,
como la matriz N es nilpotente, de índice ν, y constante, entonces:
∞∑
k=0
(−1)k+1
(
N
d
dt
)k
=
ν∑
k=0
(−1)k+1Nk
(
d
dt
)k
y si b2 = 0 se obtiene el resultado previo, y2 = 0. Véanse las referencias: [10], [43]
y [94].
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3.1.5. Ecuaciones cuasilineales presimplécticas
Si el fibrado auxiliar F es un subfibrado de T ∗M , entonces la condición recur-
siva (3.15) se convierte en
Mk+1 = {x ∈Mk| B(x) ∈ (ker A∗k(x))0}, (3.23)
donde (·)0 denota el aniquilador del subespacio correspondiente.
Particularizando aún más, si Ω es una forma bilineal en M y definimos
A : TM // T ∗M como
A(x)x˙ = Ωx(x˙, ·), (3.24)
dada H : M // R una función cualquiera podemos definir la ecuación cuasili-
neal:
Ωx(x˙) = dH(x).
Si esta 2–forma Ω es cerrada pero degenerada, es decir, tiene núcleo no nulo,
estamos ante un problema cuasilineal presimpléctico. El algoritmo de ligaduras
en este caso se convierte en el bien conocido algoritmo de ligaduras presimpléctico
o abreviadamente PCA, véase [46].
En este caso, la condición recursiva (3.23) se convierte en:
Mk = {x ∈Mk−1| 〈B(x), Z〉 = 0, ∀Z ∈ ker Ω(x)|TMk−1}.
Si la sección B : M // T ∗M viene dada por la diferencial de una función
hamiltoniana H , B = dH , al ser la 2–forma Ω cerrada y degenerada, su núcleo o
distribución característica, es integrable, y la condición de recursión se transforma
en el hecho de que el hamiltoniano H ha de ser constante a lo largo de las
componentes conexas de las hojas de la distribución generalizada definida por la
distribución característica ker Ω. Iterando el argumento, definimos la subvariedad
reducida k + 1 como sigue:
Mk+1 = {x ∈Mk| Zk(Hk) = 0, ∀Zk ∈ ker Ωk}, (3.25)
donde Ωk = i∗kΩ0 e ik : Mk // M0 es la inclusión canónica. De nuevo, bajo
condiciones apropiadas de regularidad, como las dadas en el Teorema 3.1.2, este
algoritmo nos conduce a una ecuación diferencial E∞ consistente definida en una
subvariedad M∞, que llamaremos variedad final de las ligaduras.
Una descripción de la geometría de esta dinámica y de la aplicación del algo-
ritmo de ligaduras para sistemas vakónomos se encuentra en [85].
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3.2. Teoría de Control Óptimo Singular como una
teoría de ecuaciones implícitas
Ahora vamos a aplicar todo lo estudiado en las secciones anteriores al problema
de control óptimo, para ello nos situamos en el contexto adecuado.
3.2.1. Aplicación del algoritmo recursivo clásico a las ecua-
ciones del principio del máximo de Pontryagin
Gracias a los resultados del capítulo 2 podemos formular la búsqueda de curvas
extremales como un problema presimpléctico, donde dichas curvas son curvas
integrales de los campos vectoriales solución de la ecuación (2.10). En efecto,
como vimos en § 2.4.5, el Teorema 2.4.5 nos garantiza que el problema de control
óptimo:
x˙i = f i(x, u); mı´n
∫ T
0
L(x, u) dt
es equivalente para sus curvas optimales ordinarias al sistema presimpléctico ha-
miltoniano (2.39)
iΓΩ = dH,
donde Ω es la 2–forma presimpléctica canónica en el espacio totalM del problema
definido en § 2.2.2 y H es el hamiltoniano (2.9) de Pontryagin.
Matricialmente podemos escribir esto anterior de la forma descrita en § 3.1.5,
como un sistema cuasilineal presimpléctico A(x) x˙ = f(x): 0 −I 0I 0 0
0 0 0
 x˙p˙
u˙
 =
 HxHp
Hu
 ,
donde la matriz de este sistema A = (aij) es antisimétrica y representa la 2–forma
Ω antes mencionada.
Podemos aplicar el algoritmo de ligaduras para sistemas cuasilineales presim-
plécticos discutido en § 3.1.5 (ver, por ejemplo, X. Gràcia y J. M. Pons [49] para
más detalles).
De esta manera, la subvariedad de las ligaduras primarias M1 queda definida,
como ya hicimos en § 2.2.5, a través de la condición:
M1 = { ξ ∈M | Z(H) = 0, ∀Z ∈ ker Ω } =
=
{
ξ ∈ M | φa = ∂H
∂ua
= 0, a = 1, . . . , m
}
.
68 Teoría Geométrica de Control Óptimo Singular
A continuación podemos iterar el algoritmo como hicimos en la sección 3.1.5
o bien retomar un análisis más directo de la condición de compatibilidad en cada
paso. La razón de ello es que en la aproximación habitual, la variedad iterada en
el paso k + 1 está determinada por la anulación de las funciones φ(k) = Zk(Hk),
donde Zk es una base de ker Ωk y Ωk es la restricción de Ω a Mk. Puede resultar
difícil determinar en cada subvariedad el núcleo de la restricción a Mk, ya que
no dispondremos de coordenadas simples como las que teníamos en el primer
paso para construir la base de vectores en ker Ω. Por todo ello, resultará más
práctico replantear el algoritmo de ligaduras como condición de existencia de
alguna dinámica en cada punto tangente a la subvariedad. Es decir, tal y como
explicamos en § 2.2.5, debemos probar si existe para cada punto ξ ∈ M1 algún
campo vectorial ΓC , ecuación (2.18), tal que ΓC sea paralelo a M1, esto es, se
verifique la ecuación (2.19):
Γ(φ(1)a ) = 0 en M1, ∀a = 1, . . . , m.
Dado ξ ∈M1 existe C tal que se verifica (2.19) si y sólo si el punto es regular,
esto es, si Wab, ecuación (2.20), es invertible en ξ. Si el punto ξ es singular, Wab
no es invertible y, en general, no existe C tal que la ecuación (2.19) se satisface
en ξ. El algoritmo de ligaduras se aplicaría como sigue. Denotaríamos por M2
el subconjunto de M1 construido de tal forma que para cada uno de sus puntos
existe, al menos, un vector C tal que Γ(φ(1)a )(ξ) = 0, ∀a = 1, . . . , m. Si este
subconjunto es una subvariedad diferenciable de M1, podrá definirse localmente
por nuevas ligaduras que denotamos genéricamente por φ(2). En ocasiones se
denota por φ(2) las funciones
φ(2)a = Γ(φ
(1)
a ),
no porque realmente las ligaduras secundarias se obtengan directamente como
Γ(φ
(1)
a ), sino porque del análisis de la ecuación Γ(φ
(1)
a ) = 0 se obtienen las funcio-
nes φ(2). Veremos esta situación con todo detalle para sistemas LQ. Así,
M2 = { (x, p, u) ∈M1| φ(2)b = 0, b = 1, . . . , m2 }.
Si denotamos por p2 la restricción de la proyección pr2 a M2, se cumple,
análogamente, que ker p2∗ = ker Ω|M2 y que p2∗ será inyectiva si la matriz que
multiplica a Cb es invertible. Si no lo fuera, continuamos y vamos obteniendo así
un algoritmo de recurrencia y una familia de subvariedades definidas como sigue:
Mk = {(x, u, p) ∈Mk−1| ∃C t. q. ΓC(φ(k−1)) = 0}, k > 1. (3.26)
Si este algoritmo se estabiliza, es decir, existe cierto r finito para el cual ya no
aparecen nuevas ligaduras, Mr = Mr+1 = Mr+2 = . . ., decimos que el sistema
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es noetheriano o que se estabiliza en un número finito de pasos, y obtenemos
una subvariedad estable M∞ = ∩k>0Mk en la cual se puede resolver la ecuación
dinámica y las curvas integrales correspondientes de los campos vectoriales per-
manecerán en esta subvariedad.
M ⊇M1 ⊇M2 ⊇M3 ⊇ . . . ⊇M∞.
La variedadM∞ se denomina subvariedad final de las ligaduras. En ella las curvas
integrales de los campos vectoriales solución de la ecuación iΓΩ = dH permanecen
en M∞, pero pueden ocurrir dos cosas:
que exista un “feedback” optimal de todos los controles, ua = ψ(x, p),
a = 1, . . . , m, en la subvariedad final de las ligaduras. Esto tendrá lugar
cuando en el último paso quede completamente determinado el campo vec-
torial y, por lo tanto, el valor de las constantes Ca = u˙a.
que no exista un “feedback” optimal de todos los controles. Esto se dará
cuando lleguemos a ligaduras que sean combinación lineal de las anteriores
y, por lo tanto, se pare el algoritmo sin determinar el valor de todas las
constantes Ca. En este caso habrá algunos controles cuya velocidad podrá
tomar cualquier valor, por lo que diremos que hay una libertad “gauge” en
la solución del problema.
La discriminación entre los dos casos anteriores está asociada a la naturaleza de
primera o segunda clase de las ligaduras que definen M∞, como veremos más
adelante.
Tenemos una serie de inclusiones naturales
M∞
i∞ // . . . i4 //M3
i3 //M2
i2 //M1
i1 //M.
La subvariedad Mk, definida mediante las funciones de ligadura φ
(k)
a , proyec-
ta sobre T ∗P al restringir la aplicación de proyección pr2 a ésta. Denotando la
restricción de pr2 a Mk como pk, es decir, p1 = pr2|Mk , y la inclusión canóni-
ca como ik : Mk // Mk−1. La subvariedad Mk hereda una 2–forma cerrada
Ωk = i
∗
kΩk−1 = i
∗
ki
∗
k−1Ωk−2 = · · · = i∗ki∗k−1 · · · i∗1Ω. Denotando el resto de obje-
tos como Wk = W |Mk y Kk = K|TMk, podemos establecer un lema similar al
enunciado en el capítulo anterior, Lema 2.2.4, que se prueba de la misma manera.
Lema 3.2.1
ker Ωk = ker pk∗ = TMk ∩Kk−1 = kerWk.
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Un ejemplo simple
Veamos un ejemplo sencillo donde aplicamos estas ideas. Consideramos las
ecuaciones de control en R2 con variables de estado (x, y),
dx
dt
= u
L =
1
2
v2 − xu+ xy,
donde los controles son en este caso (u, v), el estado inicial (x0, y0) y el final
(xT , yT ). El espacio total es M = M0 = R6, con coordenadas (x, y; px, py; u, v).
El hamiltoniano es H = pxu − 12v2 + xu − xy y el campo vectorial, utilizando
las ecuaciones que se obtienen a partir del principio de máximo de Pontryagin,
x˙ = Hpx , y˙ = Hpy , p˙x = −Hx, y˙ = −Hpy , Hu = 0, Hv = 0, sería
Γ = u
∂
∂x
+ (y − u) ∂
∂px
+ x
∂
∂py
+ c
∂
∂u
+ d
∂
∂v
.
Las ligaduras de primer orden quedan como sigue:
φ(1)u =
∂H
∂u
= px + x, φ
(1)
v =
∂H
∂v
= −v.
Estas ligaduras nos definen la subvariedad
M1 = {(x, y; px, py; u, v) ∈ R6| v = px + x = 0} y aplicando el algoritmo de
ligaduras recursivo obtenemos
φ(2) = Γ(px + x) = y
y, por tanto, la variedad final de ligaduras es
M2 =M∞ = {(x, y; px, py; u, v) ∈ R6| v = px + x = y = 0}, puesto que
Γ(y) = y˙ = 0. En esta subvariedad M∞ ⊂ M la dinámica viene definida por el
siguiente campo vectorial
Γ∞ = u
∂
∂x
− u ∂
∂px
+ x
∂
∂py
+ c
∂
∂u
.
Además, el valor del funcional es
S =
∫ T
0
−xu dt = −
∫ T
0
xx˙ dt = −1
2
∫ T
0
d
dt
(x2) dt = −1
2
(x2(T )− x2(0)).
Como u˙ = c puede ser cualquier función podemos escoger, por ejemplo, c = 0,
ya que no va a cambiar el valor del funcional, que sólo depende de los valores en
los extremos de x. Para este valor de c se tiene que u = u0 y x(t) = x0 + u0t.
Elegimos el valor de u0 de forma que se cumpla el valor en el extremo de x,
x(T ) = xT = x0 + u0T , que queda u0 = (xT − x0)/T . Vemos entonces que el
sistema es controlable en la variable x, mientras que en la otra variable de estado
y = 0 es la única solución.
3.2. Teoría de Control Óptimo Singular como una teoría de ecuaciones . . . 71
3.2.2. Teorema del embedding coisótropo y el algoritmo de
ligaduras
Un importante teorema debido a M. Gotay y J. Sniatycki [48] (ver más de-
talles en [55]) establece que toda variedad presimpléctica puede sumergirse como
una variedad coisótropa en una variedad simpléctica ambiente de manera esen-
cialmente única. Veamos el teorema.
Teorema 3.2.1 Sea (M,Ω) una variedad presimpléctica, i.e., Ω es una 2–forma
cerrada y su distribución característica K = ker Ω tiene rango constante. En-
tonces existe una variedad simpléctica (M˜, Ω˜) y un embedding i : M // M˜ tal
que i∗Ω˜ = Ω y el embedding es coisótropo, esto es, TM⊥Ω˜ ⊆ TM. Además, si
(M˜a, Ω˜a), ja : M // M˜a, a = 1, 2, son dos embeddings coisótropos minimales,
existen dos abiertos Ua conteniendo a ja(M), a = 1, 2, y un difeomorfismo
φ : U1 // U2 tal que φ
∗Ω˜2 = Ω˜1 en U1.
La construcción del embedding coisótropo minimal es sencilla. La variedad M˜
se construye como un entorno tubular de la sección cero del fibrado K∗ // M,
dual del fibrado característico de K = ker Ω.
Si el entorno es suficientemente pequeño, el fibrado tangente a M˜ puede iden-
tificarse con el fibrado tangente a K∗ restringido a M :
TM˜ ∼= TMK∗ ∼= TM ⊕K∗.
Por otro lado, si escogemos un suplementario simpléctico F aK en TM tendremos
TM˜ ∼= F ⊕K ⊕K∗
y, así, los vectores tangentes a M˜ podrían identificarse con tripletes (v; a, α),
v ∈ F, a ∈ K,α ∈ K∗. Entonces definimos Ω˜ a través de la expresión
Ω˜
(
(v; a, α), (w; b, β)
)
= Ω(v, w) + 〈α, b〉 − 〈β, a〉.
Utilizando el teorema de extensión de Weinstein, se prueba que existe esen-
cialmente una única 2–forma cerrada que extiende a la 2–forma Ω así definida a
un entorno de la sección cero del fibrado K //M .
Hemos encontrado antes una formulación del algoritmo recursivo para ecua-
ciones implícitas adaptado a la estructura presimpléctica de la Teoría de Control
Óptimo. Podemos plantearnos ahora si existe una formulación genuinamente ha-
miltoniana de tal algoritmo, donde todos los objetos se encuentren definidos en un
marco simpléctico natural. Podemos lograr este objetivo utilizando el embedding
coisótropo de Gotay descrito con anterioridad.
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Consideremos el análisis realizado en la sección (3.1.5) de las ecuaciones cuasi-
lineales presimplécticas; donde A(x)x˙ = Ωx(x˙, ·); A : TM // T ∗M. Podemos
construir el embedding coisótropo de (M,Ω), que denotamos por (M˜, Ω˜), donde
la ecuación cuasilineal presimpléctica definida por Ω y f = dH se extiende de
manera esencialmente única a M˜ a través de Ω˜ y H˜ es una extensión cualquiera
de H a M˜.
Entonces, podemos considerar el campo hamiltoniano ΓH˜ definido por la
ecuación
iΓ
H˜
Ω˜ = dH˜,
que tiene solución única en todo punto de M˜ al ser Ω˜ simpléctica. Además,
consideramos las ligaduras definidas por la subvariedad j(M) ⊂ M˜ definidas por
el embedding coisótropo.
Así, si M˜0 ≡ M˜ y M˜1 = j(M) y aplicamos el algoritmo de ligaduras, definimos
M˜2 = {x ∈ M˜1| ΓH˜(x) ∈ TxM˜1}
o equivalentemente M˜2 es el conjunto de puntos en M˜1 tal que Im Ω˜
∣∣∣
TxM˜1
3 dH˜(x),
así, definimos recursivamente
M˜k = {x ∈ M˜k−1| Im Ω˜
∣∣∣
TxM˜k−1
3 dH˜(x)}
dando lugar a una familia encajada de variedades presimplécticas:
M˜ = M˜0 ⊃ M˜1 = j(M) ⊃ M˜2 ⊃ · · · ⊃ M˜r ⊃ · · · .
Teorema 3.2.2 Dada la ecuación cuasilineal presimpléctica (M,Ω, dH), el al-
goritmo recursivo presimpléctico, definido en la sección (3.1.5), y el algoritmo
de ligaduras asociado al sistema hamiltoniano (M˜, Ω˜, H˜), obtenido a partir del
embedding coisótropo de (M,Ω, H) y la subvariedad j(M), son equivalentes.
Demostración. Si consideramos la subvariedad j(M) de M˜ y la denominamos
M˜1 e imponemos que ΓH˜ sea tangente a ella, observamos que esto se verifica
solamente en los puntos ξ ∈ M˜1 tales que Z(H˜) = 0, donde Z ∈ K = ker Ω.
En efecto, notemos que ΓH˜ será tangente a M˜1 si ΓH˜(va) = 0, donde va son
coordenadas a lo largo de K∗, pero H˜ = H0 + λava y ΓH˜(va) = λ
a∂H0/∂u
a +
∂λb/∂uava y, por tanto, ΓH˜(va) = 0 en M˜1 si y sólo si ∂H0/∂u
a = 0. 2
3.2.3. Aplicación a la Teoría de Control Óptimo: la formu-
lación hamiltoniana del algoritmo de ligaduras
Ahora vamos a transformar la formulación presimpléctica de los problemas de
control óptimo en una formulación simpléctica donde podemos utilizar todas las
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herramientas de la Mecánica Hamiltoniana, incluidos los corchetes de Poisson.
Para ello extendemos la variedad presimpléctica M = T ∗P ×P C a una variedad
simpléctica M˜ gracias al teorema de embedding coisótropo de Gotay, haremos lo
mismo con el hamiltoniano y con todas las ligaduras.
El sistema que resulta lo resumimos en la tabla siguiente:
Presimpléctico Embedding coisotrópico
Espacio de fases M0 = T ∗P × C M˜ = T ∗C
Estructura
(pre) simpléctica Ω0 = dxi ∧ dpi Ω˜ = dxi ∧ dpi + dua ∧ dva
Hamiltoniano de
Pontryagin H0 H˜C = H + Cava
Ligaduras φ(k) = φ(k)(x, p, u) φ˜(k) = φ(k) +
∑k
l=1 λ
b
al φ˜
(k−l)
b,
(k ≥ 1)
φ˜(0) a = va
Ahora, el espacio total se obtiene añadiendo el espacio dual de la distribución
característica K a los grados de libertad de control, i.e.,
M˜ ∼= T ∗P × C × K∗ = T ∗C. Nótese que el fibrado cotangente T ∗C del espacio
total de estados y controles, C, tiene la estructura local en torno a la sección
cero de C, T ∗C ∼= T ∗P ⊕ K ⊕ K∗ y, de acuerdo con el teorema del embedding
coisótropo, proporciona el modelo adecuado. Finalmente, en este caso la extensión
es global, ya que T ∗C es una variedad simpléctica. Las coordenadas duales en K
a los controles las denotamos como va. Por lo tanto, la extensión simpléctica Ω˜
de la forma presimpléctica Ω la obtenemos con la dualidad simpléctica natural
de su núcleo, el subespacio vertical K, con su dual K∗.
La ecuación dinámica (2.10) también debe ser satisfecha, pero en el nuevo
espacio. Ahora esta ecuación se convierte en
iΓ˜C Ω˜ = d H˜C. (3.27)
Al imponer la ecuación anterior el campo vectorial Γ˜C queda como sigue:
Γ˜C =
∂H˜C
∂pi
∂
∂xi
− ∂H˜C
∂xi
∂
∂pi
+
∂H˜C
∂va
∂
∂ua
− ∂H˜C
∂ua
∂
∂va
=
=
∂H
∂pi
∂
∂xi
− ∂H
∂xi
∂
∂pi
+ Ca
∂
∂ua
− ∂H
∂ua
∂
∂va
. (3.28)
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Al haber extendido el espacio debemos imponer nuevas ligaduras para que
el problema se mantenga como el original. Estas ligaduras vienen dada por las
propias coordenadas coisótropas, va, i.e.,
M0 = {(x, p, u, v) ∈ M˜ | φ˜(0) a := −va = 0},
estas nuevas ligaduras φ˜(0) a, que llamaremos ligaduras de orden cero, nos restrin-
gen a la variedad M0 de partida.
El campo vectorial Γ˜C tiene la propiedad de que al actuar sobre las coordena-
das coisótropas va el resultado es la ligadura primaria que teníamos previamente,
Γ˜C (va) = −∂H/∂ua. Por lo tanto, Γ˜C será tangente aM0 si y sólo si ∂H/∂ua = 0
como ya establecimos anteriormente.
Ahora vamos a demostrar que el corchete de Poisson de las nuevas ligaduras
con el nuevo hamiltoniano, esto es, la derivada de φ˜(k) con respecto al tiempo a
lo largo del campo vectorial, ha de verificar:
Γ˜C (φ˜
(k)
a)
∣∣∣
Mk
= ΓC(φ
(k)
a) = {φ(k) a, H}+ ∂φ
(k)
a
∂ub
Cb,
donde {φ(k) a, H} es una notación abreviada para la expresión
(∂φ(k) a/∂x) x˙+(∂φ
(k)
a/∂p) p˙. Para probarlo, primero definimos las ligaduras ex-
tendidas como:
φ˜(k) a = Γ˜C(φ˜
(k−1)
a) + λ
b
ak φ˜
(0)
b.
Efectivamente, si las calculamos obtenemos:
φ˜(0) a = −va,
φ˜(1) a = Γ˜C(φ˜
(0)
a) + λ
b
a1 φ˜
(0)
b =
∂H
∂ua
+ λb a1 φ˜
(0)
b.
Así, para k = 1 se tiene que
Γ˜C(φ˜
(1)
a) = {φ(1) a, H}+ ∂
2H
∂ua∂ub
Cb + λb a1
∂H
∂ub
y, entonces,
Γ˜C (φ˜
(1)
a)
∣∣∣
M1
= ΓC(φ
(1)
a).
Para k general
φ˜(k) a = Γ˜C(φ˜
(k−1)
a) + λ
b
ak φ˜
(0)
b
= φ(k) a +
k∑
l=1
λb al φ˜
(k−l)
b
Γ˜C(φ˜
(k)
a) = ΓC(φ
(k)
a) +
k∑
l=1
λb al φ˜
(k+1−l)
b
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y, por tanto, se concluye que
Γ˜C(φ˜
(k)
a)
∣∣∣
Mk
= ΓC(φ
(k)
a) = {φ(k) a, H}+ ∂φ
(k)
a
∂ub
Cb.
Cualquier forma de extender las ligaduras, que consista en sumar una com-
binación lineal de las anteriores, va a ser válida, ya que nos va a conducir a la
misma subvariedad final de las ligaduras M∞ ⊂ M1 ⊂ M0 ⊂ M˜ . Hemos elegi-
do esta extensión para el desarrollo teórico, pero en el algoritmo numérico que
mostraremos más adelante las extenderemos de la manera más simple posible:
cogeremos las ligaduras de orden cero y el resto serán iguales a las obtenidas
mediante el algoritmo PCA. Haremos esto para simplificar los cálculos, pues nos
interesa que el proceso numérico para obtener M∞ tenga que realizar el menor
número posible de operaciones.
Análisis de las ecuaciones de movimiento
Una vez que hemos hallado la subvariedad final de ligaduras, M∞, el siguiente
paso es analizar el campo vectorial que se obtiene en esta subvariedad. Para
ello iremos clasificaremos las ligaduras en ligaduras de primera clase y ligaduras
de segunda clase de acuerdo con las características geométricas de los campos
hamiltonianos que definen.
Sea (M,ω) una variedad simpléctica. Consideramos una subvariedad
i : N ↪→ M . Si denotamos por ωN = i∗ω la restricción de ω a N , el espacio
tangente a N se podrá descomponer como sigue: TN = (TN ∩TN⊥)⊕F , donde
TN⊥ = { v ∈ TNM | ωN(v, u) = 0, ∀u ∈ TN } es el ortogonal simpléctico de TN
en TM y F es un subespacio simpléctico. Notemos que
kerωN = TN ∩ TN⊥ y ωN |F es una forma no degenerada.
Definición 3.2.1 [97] Diremos que una función φ tal que φ|N = 0 es de primera
clase si Xφ ∈ TN ∩ TN⊥, esto es, el campo hamiltoniano correspondiente a φ en
N es tangente a N . En caso contrario diremos que una ligadura es de segunda
clase.
Es posible probar que si Φ es un conjunto de ligaduras independientes, pode-
mos descomponer este conjunto en dos familias Φ = { νA, χa } donde νA son
ligaduras de primera clase y χa de segunda clase y verifican
{νA, νB} = CABC φ(C),
{νA, χa} = CAaB φ(B),
{χa, χb} = Cab
y Cab es no degenerada. Más detalles en [97] y en [55].
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Teorema 3.2.3 Si existen ligaduras de primera clase νA definiendo la variedad
final de las ligaduras M∞, el campo vectorial es de la forma
Γ∞ = ΓH0 + λAΓνA. (3.29)
Donde ΓνA es el campo hamiltoniano correspondiente a la ligadura ν
A.
Demostración. La forma más general del hamiltoniano en M∞ es
H = H0 + λAν
A + λaχ
a
y el campo vectorial asociado a este hamiltoniano es
Γ = ΓH0 + λAΓνA + λaΓχa + ν
AΓλA + χ
aΓλa ,
por lo tanto, restringido a M∞ este campo vectorial es de la forma:
Γ|M∞ = ΓH0 + λAΓνA + λaΓχa
como este campo tiene que dejar invariantes al conjunto de ligaduras, debemos
imponer que
Γ(νB) = Γ(χb) = 0,
lo que implica que, utilizando el hecho de que ΓH0 ya las deja invariante por
construcción, λa = 0. 2
Corolario 3.2.1 Si existen ligaduras de primera clase, la 2–forma Ω∞ es cerra-
da, pero degenerada y, por lo tanto, va a existir una libertad “gauge”. Además, las
direcciones ambiguas están generadas por los campos hamiltonianos correspondi-
entes a las ligaduras de primera clase.
Entonces, al final del proceso, la subvariedad final de las ligaduras,M∞, puede
ser:
una subvariedad simpléctica de M˜ , por lo que tenemos una 2–forma cerrada
y no degenerada Ω∞ y un hamiltoniano H∞, es decir, el siguiente sistema
(M∞, H∞,Ω∞) es simpléctico, o bien,
una subvariedad presimpléctica de M˜, en cuyo caso habrá una libertad
gauge.
Veamos dos ejemplos muy sencillos donde se plasman todas estas ideas y se
resuelve el problema completamente.
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Primer ejemplo: La subvariedad final de las ligaduras es simpléctica
Este ejemplo de control óptimo viene definido por las siguientes ecuaciones:
x˙1 = x1 + u1
x˙2 = x2 + u2
L =
1
2
x21 +
1
2
x22 + x1 u1 + x2 u2 +
1
2
u21,
a partir de las cuales construimos el hamiltoniano de la forma usual y con éste el
campo vectorial:
H = p1 (x1 + u1) + p2 (x2 + u2)− 1
2
x21 −
1
2
x22 − x1 u1 − x2 u2 −
1
2
u21
ΓC = (x1 + u1)
∂
∂x1
+ (x2 + u2)
∂
∂x2
+ (−p1 + x1 + u1) ∂
∂p1
+
+ (−p2 + x2 + u2) ∂
∂p2
+ c1
∂
∂u1
+ c2
∂
∂u2
.
El espacio extendido, añadiendo las variables coisótropas, queda como
M˜ = {(x1, p1, x2, p2, u1, v1, u2, v2) ∈ R8}. En estas coordenadas, la matriz que
representa a la 2–forma Ω es
(Ω˜) =

0 −1
1 0
0 −1
1 0
0 −1
1 0
0 −1
1 0

(3.30)
vemos que Ω es simpléctica y, además, está escrita en forma canónica.
Ahora imponemos que el problema sea el mismo que antes de extender el
espacio. Esto lo hacíamos creando unas nuevas ligaduras, que son las que anulan
a las variables coisótropas. Estas ligaduras, que nos llevan aM0, son las siguientes:
φ(0) 1 = −v1
φ(0) 2 = −v2.
Aplicando ahora el algoritmo de ligaduras obtenemos el resto de ligaduras:
φ(1) 1 = p1 − x1 − u1
φ(1) 2 = p2 − x2
φ(2) 2 = −x2
φ(3) 2 = u2,
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por lo tanto,
M∞ = {(x, p, u, v) ∈ R8| u1 = p1 − x1, x2 = p2 = u2 = v2 = v1 = 0}, que
es una subvariedad de R8 de dimensión 2, descrita por las coordenadas x1 y p1.
Aunque no son las únicas que podemos escoger, ya que si tomamos cualquier
combinación lineal de ellas, linealmente independiente, y le sumamos cualquiera
de las ligaduras, el resultado sería el mismo. Al haber quedado determinadas
todas las variables de control, no tendremos libertad gauge y no van a aparecer
ligaduras de primera clase. Lo comprobamos calculando los corchetes de todas las
ligaduras. Definimos las ligaduras de la siguiente forma, para abreviar la notación,
Φ = {φ1, φ2 , φ3, φ4, φ5, φ6} := {φ(0) 1, φ(0) 2, φ(1) 1, φ(1) 2, φ(2) 2, φ(3) 2}. La
matriz {Φ,Φ}i,j de los corchetes es la siguiente:
{Φ,Φ}i,j =

0 0 −1 0 0 0
0 0 0 0 0 1
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 −1 0 0
0 −1 0 0 0 0

que es invertible, lo que implica que todas las ligaduras son de segunda clase.
Podemos calcular la matriz de la 2–forma en las coordenadas que definen la
subvariedad final de las ligaduras y de las propias ligaduras,
{x1, p1, φ1, φ2 , φ3, φ4, φ5, φ6}, esto es simplemente un cambio de coordenadas
respecto de las coordenadas de partida con las que obtuvimos (3.30). Hacemos
esto para mostrar que la primera caja, denotada por (Ω∞), corresponde a una
2–forma simpléctica. Al calcular la 2–forma, después de haber hecho la extensión
al espacio simpléctico M˜ , siempre vamos a encontrar una 2–forma Ω˜ simpléctica,
pero sólo será simpléctica la 2–forma correspondiente a M∞ cuando todas las
ligaduras sean de segunda clase. Veámoslo:
(Ω˜) =

0 −1 0 0 −1 0 0 0
1 0 0 0 −1 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 −1
1 1 −1 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0

=

(Ω∞) ∗
∗ ∗
 .
Se ve que la subvariedad M∞ es simpléctica, pues la 2–forma definida allí es
cerrada y no degenerada, aunque ahora ya no aparece de manera canónica. Para
que esté escrita de forma canónica tenemos que hacer un cambio de variable,
reordenando las coordenadas y sumando a éstas o a las ligaduras una combinación
lineal del resto de ligaduras de forma adecuada, de manera que no se altere la
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subvariedad M∞; escogiendo las siguientes coordenadas para M∞:
X1 = x1 − p1
X2 = p1 − v1
y las ligaduras en el siguiente orden [x1 − p1, p1 − v1;φ3, φ1;φ4, φ5;φ2, φ6] para
que queden agrupadas en parejas conjugadas, la matriz de la 2–forma (Ω˜) queda
ahora
(Ω˜) =

0 −1
1 0
0 −1
1 0
0 −1
1 0
0 −1
1 0

.
Este proceso de escoger de manera adecuada las coordenadas y ligaduras no es
único. Realmente lo que sí queremos es averiguar si existen ligaduras de primera
clase, porque intervienen en la construcción de la dinámica final. El hecho de que
la 2–forma esté escrita en forma canónica o no, no afecta al cálculo de soluciones.
En este ejemplo como todas las ligaduras son de segunda clase no intervienen en
el campo vectorial, que queda de la forma:
Γ∞ = p1
∂
∂x1
− p1 ∂
∂u1
.
La solución es, entonces,
p1 = cte
x1 = x1,0 + p1 t
u1 = u1,0 − p1 t
y el resto de variables son todas nulas. Como
p1 = x1+u1 = x1,0+p1 t+u1,0−p1 t = x1,0+u1,0, queda determinada la condición
inicial para la variable de control en función del valor de p1, u1,0 = p1 − x1,0. Por
otro lado, el valor de p1 también queda determinado porque x1,T = x1,0 + p1 T,
por lo tanto, tenemos que p1 = (x1,T −x1,0)/T y la solución queda completamente
determinada a partir de los datos inicial y final de las variables de estado y del
valor de T :
p1 =
x1,T − x1,0
T
x1 = x1,0 +
x1,T − x1,0
T
t
u1 =
x1,T − (T + 1)x1,0
T
− x1,T − x1,0
T
t.
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El lagrangiano toma el siguiente valor a lo largo de las curvas extremales:
L =
1
2
x21 +
1
2
x22 + x1 u1 + x2 u2 +
1
2
u21 =
=
1
2
(x1,0 + p1t)
2 + (x1,0 + p1t)(u1,0 − p1t) + 1
2
(u1,0 − p1t)2 =
= (x1,0 + u1,0)
2 − 2x1,0p1t,
por lo que el funcional objetivo es:
S =
∫ T
0
L(x, u) dt =
∫ T
0
[
(x1,0 + u1,0)
2 − 2x1,0p1t
]
dt =
= (x1,0 + u1,0)
2T − x1,0p1T 2 = (x1,T − x1,0)
2
T
[x1,T − x1,0(1 + T 2)].
Segundo ejemplo: La subvariedad final de las ligaduras es presimpléc-
tica
Ahora mostramos otro ejemplo, similar al anterior, en el cual aparecen liga-
duras de primera clase. Las ecuaciones que gobiernan el sistema ahora son:
x˙1 = x1 + u1
x˙2 = x2
L =
1
2
x21 +
1
2
x22 + x1 u1 + x2 u2 +
1
2
u21.
El hamiltoniano y el campo vectorial son de la forma:
H = p1 (x1 + u1) + p2 x2 − 1
2
x21 −
1
2
x22 − x1 u1 − x2 u2 −
1
2
u21
ΓC = (x1 + u1)
∂
∂x1
+ x2
∂
∂x2
+ (−p1 + x1 + u1) ∂
∂p1
+ (−p2 + x2 + u2) ∂
∂p2
+ c1
∂
∂u1
+ c2
∂
∂u2
y el espacio extendido es igual que en el ejemplo anterior
M˜ = {(x1, p1, x2, p2, u1, v1, u2, v2) ∈ R8}. En estas coordenadas, la matriz que
representa a la 2–forma es la misma que en el ejemplo anterior:
(Ω˜) =

0 −1
1 0
0 −1
1 0
0 −1
1 0
0 −1
1 0

(3.31)
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que es de nuevo simpléctica y además está en forma canónica, por haber escogido
las coordenadas en ese orden. Las ligaduras que nos llevan a M0 son de nuevo:
φ(0) 1 = −v1
φ(0) 2 = −v2
y el resto de ligaduras las obtenemos a aplicando el algoritmo de ligaduras par-
tiendo de estas anteriores
φ(1) 1 = p1 − x1 − u1
φ(1) 2 = −x2.
Por lo tanto,
M∞ = {(x1, x2, p1, p2, u1, u2, v1, v2) ∈ R8| u1 = p1 − x1, x2 = v2 = v1 = 0}
es una subvariedad de dimensión 4 descrita, por ejemplo, por las coordenadas
x1, p1, u2 y p2, ya que no son las únicas posibles. En este problema apare-
cen unas variables que pueden tomar cualquier valor pero que no afectan a la
dinámica del resto, es decir, tenemos libertad gauge. Calculamos los corchetes de
las ligaduras para estudiar cuáles son las ligaduras de primera clase, que tene-
mos que añadir al campo vectorial. La matriz de los corchetes de las ligaduras
Φ = {φ1, φ2 , φ3, φ4} := {φ(0) 1, φ(0) 2, φ(1) 1, φ(1) 2} es la siguiente:
{Φ,Φ}i,j =

0 0 −1 0
0 0 0 0
1 0 0 0
0 0 0 0
 .
Vemos que la segunda ligadura y la última son de primera clase y el resto de
segunda clase. Estas dos son las que hay que añadir al campo vectorial. Veamos
en primer lugar que, efectivamente, la subvariedad final de las ligaduras no es
simpléctica, pero que podemos encontrar una subvariedad MS, simpléctica, que
contiene a la anterior, es decir,M∞ ⊂MS. Esta subvariedadMS está descrita por
las variables que definen a la subvariedad final y las ligaduras de primera clase:
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(Ω˜) =

0 −1 0 0 0 0 1 0
1 0 0 0 0 0 1 0
0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0
0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0
−1 −1 0 0 0 0 0 −1
0 0 0 0 0 0 1 0

=
=

(
Ω∞
) ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

=

(
ΩS
) ∗
∗ ∗

.
El campo vectorial, añadiendo la dinámica correspondiente a las ligaduras de
primera clase, queda entonces de la forma que sigue a continuación
Γ∞ = p1
∂
∂x1
− p1 ∂
∂u1
+ λ1
∂
∂p2
+ λ2
∂
∂u2
,
al integrarlo obtenemos la solución del problema que resulta ser:
x1 = x1,0 +
x1,T − x1,0
T
t
u1 =
x1,T − (T + 1)x1,0
T
− x1,T − x1,0
T
t
p1 =
x1,T − x1,0
T
p2 = λ1 t+ p2,0
u2 = λ2 t+ u2,0
y el resto de variables nulas. El coste vuelve a ser el mismo que en el ejemplo
anterior:
S =
∫ T
0
L(x, u) dt =
∫ T
0
[
(x1,0 + u1,0)
2 − 2x1,0p1t
]
dt =
= (x1,0 + u1,0)
2T − x1,0p1T 2 = (x1,T − x1,0)
2
T
[x1,T − x1,0(1 + T 2)].
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3.3. El algoritmo de ligaduras para el problema
de control óptimo LQ y su implementación
numérica
En esta sección proponemos un algoritmo numérico para calcular la variedad
final de las ligaduras del problema de control óptimo LQ singular y las ligaduras
de primera clase que afectan al campo vectorial. Aplicaremos este algoritmo a los
dos ejemplos anteriores sencillos y, posteriormente, diseñaremos algunos ejemplos
no triviales para estudiar de forma empírica la estabilidad del algoritmo.
Primero estudiaremos la parte del algoritmo que concierne únicamente a las
ligaduras. Escribimos las coordenadas como vectores columna:
(x, p) ∈ Rn × Rn y u ∈ Rm. Para el estudio de las ligaduras no añadimos las
coordenadas coisótropas, va, aunque las añadiremos posteriormente cuando pre-
sentemos el algoritmo completo que incluye el cálculo de corchetes y ligaduras de
primera y segunda clase.
3.3.1. El algoritmo de ligaduras lineal para problemas LQ
singulares
La ecuación de control y el lagrangiano tienen la forma que ya describimos en
el capítulo 1, ecuaciones (1.8) y (1.9), y que reproducimos aquí para comodidad
del lector:
x˙ = Ax+Bu (3.32)
L =
1
2
xTPx+ xTQu+
1
2
uTRu, (3.33)
donde las matrices pertenecen a los siguientes espacios vectoriales: A, P ∈ Rn×n,
B, Q ∈ Rn×m y R ∈ Rm×m. El hamiltoniano, escrito en notación matricial, queda
H(x, p, u) = pTAx+ pTBu− 1
2
xTPx− xTQu− 1
2
uTRu. (3.34)
En estas coordenadas podemos expresar el campo vectorial como
ΓC = x˙
∂
∂x
+ p˙
∂
∂p
+ C
∂
∂u
, (3.35)
donde las expresiones de las derivadas son las siguientes:
x˙ =
∂H
∂pT
= Ax+Bu (3.36)
p˙ = − ∂H
∂xT
= −ATp+ Px+Qu. (3.37)
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En lugar del vector de ligaduras primarias usual, ∂H/∂u, trabajaremos con su
traspuesto, el vector columna equivalente
φ(1) :=
∂H
∂uT
= −QTx+BTp− Ru. (3.38)
Lema 3.3.1 Todas las ligaduras introducidas por el algoritmo de ligaduras para
una ecuación diferencial implícita lineal son lineales.
Demostración. Observamos que si E es lineal, el conjunto E es realmente un
subespacio lineal de TR2n+m y su proyección también es un subespacio lineal M1
de R2n+m. La intersección TM1 ∩ E = E1 será de nuevo un subespacio lineal y
así sucesivamente. 2
Como todas las ligaduras del problema LQ son lineales, las vamos a representar
en cada paso de la forma siguiente:
φ(k) = σ(k)x+ β(k)p+ ρ(k)u,
donde las ecuaciones matriciales φ(1) = 0; . . . ;φ(k) = 0 definen los subespacios
linealesMk que vamos obteniendo al aplicar el algoritmo de ligaduras. Describire-
mos las ligaduras a través de las matrices σ(k), β(k) y ρ(k) que las caracterizan e
iremos almacenando las matrices [σ(k) β(k) ρ(k)]. Por lo tanto, la primera ligadura,
φ(1), vendrá caracterizada por las matrices siguientes:
[σ(1) β(1) ρ(1)] = [−QT BT − R].
Sabemos que si la matriz R es regular obtenemos un “feedback” optimal y el
problema termina aquí. Por lo tanto, trabajaremos siempre con matrices R sin-
gulares, de tal forma que haya que seguir aplicando el algoritmo de ligaduras. La
estabilidad de la ligadura impone que su derivada a lo largo del campo vectorial
se anule para algún C, esto es:
ΓC(φ
(1)) = σ(1)x˙+ β(1)p˙+ ρ(1)C = 0, (3.39)
donde C = u˙. Dado que ρ(1) es singular la ecuación (3.39) no tendrá solución
en general, sin embargo, dado que la parte inhomogenea de la ecuación depende
de x, p, u, podemos determinar para qué valores de ellos existe solución. Si en
esta segunda ecuación existen algunos valores del vector C ∈ Rm que se pueden
despejar, quiere decir que para estos valores existe un “feedback” optimal, el
resto constituye la ligadura secundaria. Esta separación la realizamos gracias a
la descomposición en valores singulares de la matriz ρ(1),
3.3. El algoritmo de ligaduras para el problema de control óptimo LQ . . . 85
ρ(1) = U (1) Σ(1) V (1) T = U (1)

s
(1)
1
. . . 0
s
(1)
r1
0 0
 V (1) T
siendo s(1)1 ≥ s(1)2 ≥ · · · ≥ s(1)r1 > 0 los valores singulares de ρ(1) y U (1), V (1) matri-
ces ortogonales. Ahora, haciendo el cambio de variable que vemos a continuación
u(1) = V (1) Tu =⇒ u˙(1) = V (1) T u˙ = V (1) TC = C(1)
y multiplicando la ecuación (3.39) por U (1) T ésta queda de la forma siguiente:
0 = U (1) T ΓC(φ
(1)) = U (1) T
(
σ(1)x˙+ β(1)p˙
)
+ Σ(1)C(1)
= U (1) T
(
σ(1)x˙+ β(1)p˙
)
+
[
Σ
(1)
r1 0
0 0
]
C(1) = 0, (3.40)
donde Σ(1)r1 denota la siguiente matriz:
Σ(1)r1 =
 s
(1)
1
. . .
s
(1)
r1
 .
La ecuación (3.40) se puede separar en dos partes, al escribir el vector C(1) como C(1)r1
C
(1)
m−r1
 ,
donde C(1)r1 son las componentes 1, . . . , r1 de C
(1) y C(1)m−r1 las componentes
r1+1, . . . , m. Tenemos una primera ecuación que consiste en las primeras r1 filas
de (3.40) y otra que corresponde a las restantes:
[ Ir1 | 0 ]U (1) T
(
σ(1)x˙+ β(1)p˙
)
+ Σ(1)r1 C
(1)
r1
= 0 (3.41)
[ 0 | Im−r1 ]U (1) T
(
σ(1)x˙+ β(1)p˙
)
= 0. (3.42)
De la primera de estas ecuaciones (3.41) obtenemos un “feedback” parcial para las
componentes C(1)r1 y podemos almacenarlo si nos interesa. La segunda ecuación
(3.42) corresponde a una nueva ligadura y es la condición en las variables x, p, u,
para que exista C solución de la ecuación (3.40):
φ(2) := [ 0 | Im−r1 ]U (1) T
[
σ(1)x˙+ β(1)p˙
]
= [ 0 | Im−r1 ]U (1) T
[
σ(1)(Ax+Bu) + β(1)(−AT p+ Px+Qu)]
= [ 0 | Im−r1 ]U (1) T
[
(σ(1)A+ β(1)P )x+ (−β(1)AT )p+ (σ(1)B + β(1)Q)u]
= σ(2)x+ β(2)p+ ρ(2)u = 0,
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de aquí obtenemos:
σ(2) = [ 0 | Im−r1 ]U (1) T
(
σ(1)A+ β(1)P
)
(3.43)
β(2) = [ 0 | Im−r1 ]U (1) T
(−β(1)AT ) (3.44)
ρ(2) = [ 0 | Im−r1 ]U (1) T
(
σ(1)B + β(1)Q
)
. (3.45)
Reiteramos el argumento para la ligadura φ(k). Primero imponemos que el campo
vectorial la deje invariante:
ΓC(φ
(k)) = σ(k)x˙+ β(k)p˙+ ρ(k)C = 0, (3.46)
luego calculamos la descomposición en valores singulares de la matriz ρ(k), obte-
niendo las matrices U (k) y V (k), y separamos la parte correspondiente al “feedback”
parcial de (3.46) de la nueva ligadura φ(k+1) que tendrá a su vez la forma:
φ(k+1) := σ(k+1)x+ β(k+1)p+ ρ(k+1)u. (3.47)
Las expresiones explícitas de σ, β, ρ se obtienen, al igual que antes:
σ(k+1) = [ 0 | Im−rk ]U (k)T
(
σ(k)A+ β(k)P
)
(3.48)
β(k+1) = [ 0 | Im−rk ]U (k)T
(−β(k)AT ) (3.49)
ρ(k+1) = [ 0 | Im−rk ]U (k)T
(
σ(k)B + β(k)Q
)
(3.50)
El algoritmo se detendrá si la ligadura que obtenemos en el paso k+1 cumple
que o bien ρ(k+1) tiene rango máximo y, por tanto, existe C ∀ (x, p, u) ∈ Mk o
bien φ(k+1) es combinación lineal de las anteriores y, por tanto, para todo punto
(x, p, u) ∈Mk, la ecuación (3.46) tiene solución en C. Esto último es equivalente
a decir que la matriz [σ(k+1) β(k+1) ρ(k+1)] no aumenta el rango de la matriz fk
que acumula las k primeras matrices de ligaduras:
fk =

σ(1) β(1) ρ(1)
σ(2) β(2) ρ(2)
· · · · · · · · ·
σ(k) β(k) ρ(k)
 .
El cálculo del rango de la matriz fk se hará utilizando la descomposición en
valores singulares de ésta. Esto es, si A es una matriz cualquiera existen U, V
matrices unitarias y Σ una matriz diagonal tal que:
A = U ∗ Σ ∗ V T ,
donde
Σ =

s1
. . . 0
sr
0 0

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y rank(A) = rank(Σ) = r. Sin embargo, en la implementación numérica del
algoritmo se debe utilizar la noción de rango numérico por motivos de estabilidad,
véanse los trabajos [44] y [62] .
Definición 3.3.1 Diremos que r es el ε-rango de una matriz A ∈ Rn×m si
r = ı´nf{rank(A+ E)| E ∈ Rn×m, ||E|| < ε}. (3.51)
También diremos que r es el rango numérico de A con tolerancia ε.
Otra forma equivalente de entender esta definición consiste en observar que al rea-
lizar la descomposición en valores singulares de A, obtenemos r valores singulares
mayores que ε, es decir, que si s1, s2, . . . , sr, sr+1, . . . son los valores singulares de
A, entonces s1 ≥ s2 ≥ · · · ≥ sr > ε y ε ≥ sr+1 ≥ sr+2 ≥ · · · .
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3.3.2. Implementación del algoritmo numérico
Describamos la implementación numérica del algoritmo de ligaduras para sis-
temas LQ. Primero mostramos un esquema del algoritmo y luego el pseudocódigo
del algoritmo.
Esquema del algoritmo de ligaduras para el cómputo de
la variedad final de ligaduras
para problemas de control óptimo singulares LQ.
input A, B, P, Q, R, tol.
Formar la matriz de las ligaduras f = [σ1 β1 ρ1].
while rank(ρ, tol) sea deficiente & rank(f, tol) se incremente
(U, ρ, V ) = svd(ρ) % descomposición en valores singulares de ρ(k).
Calcular las matrices iteradas σ(k+1), β(k+1), ρ(k+1).
Formar las nueva matriz de ligaduras: f =
[
f ; σ(k+1) β(k+1) ρ(k+1)
]
.
Eliminar las filas dependientes de f .
end while
output f, k.
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'
&
$
%
Pseudocódigo del algoritmo de ligaduras:
“variedad_final_de_ligaduras”
para problemas de control óptimo singular lineal cuadrático.
input A, B, P, Q, R, tol.
σ ← −QT ; β ← BT ; ρ← −R; % Iniciar las variables σ, β, ρ.
[l,m]←size(ρ); % Iniciar las dimensiones l ×m de la matriz ρ, l=máximo valor.
f ← [σ, β, ρ]; % Iniciar la matriz de las ligaduras f.
f ← filas_independientes(f, tol); % Eliminar las filas dependientes.
p← 0; % p=anterior.
k ← 1;
while rank(ρ, tol)< l & rank(f, tol) >p
p← rank(f); % Actualizar el rango de la matriz f .
k ← k + 1;
r ← rank(ρ, tol); % Actualizar el rango de la matriz ρ(k).
[l,m]←size(ρ); % Actualizar las dimensiones l ×m de la matriz ρ(k).
[U, ρ, V ]←svd(ρ); % Descomposición en valores singulares de ρ(k).
U ← UT ;
% Calcular las matrices iteradas σ(k+1), β(k+1), ρ(k+1) :
ρ← U(r + 1 : l, :) · [σB + β Q];
σ ← U(r + 1 : l, :) · [σ A+ β P ];
β ← U(r + 1 : l, :) · [−β AT ];
f ←
[
f
σ β ρ
]
; % Añadir las nuevas ligaduras.
f ← filas_independientes(f, tol); % Eliminar las filas dependientes de f .
end while
k ← k − 1;
output (f, k).
90 Teoría Geométrica de Control Óptimo Singular
'
&
$
%
Pseudocódigo de la función “filas_independientes”
llamada por el algoritmo “variedad_final_de_ligaduras”.
Procedure filas_independientes(f, tol)
[lf, cf ]← size(f) % Iniciar las dimensiones lf × cf de la matriz f .
if lf ≥ 1 & rank(f, tol) > 0 then
F ← f(1, :);
for i = 2 : lf
if rank (F, tol) < rank
([
F
f(i, :)
]
, tol
)
then
F ←
[
F
f(i, :)
]
; % Si la fila i es independiente la añadimos.
end if
end for
else if
F ← [ ]; % Si la matriz tiene rango nulo o es vacía
% nos devuelve una matriz vacía.
end if
f ← F
output f .
Veamos ahora los códigos en el lenguaje de programación MatLab.
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%
Código del algoritmo “variedad_final_de_ligaduras”
en el lenguaje de MatLab
para problemas de control óptimo singular lineal cuadrático.
% La función variedad_final_de_ligaduras.m calcula la matriz f de
% las ligaduras del problema de control óptimo singular definido por
% las matrices A, B, P, Q y R; tol es la tolerancia en la definición
% de rango numérico utilizado en el algoritmo. La variedad final de las
% ligaduras es el subespacio definido por f*[x|p|u]^T=0.
% La función devuelve el número de pasos, k, realizado por el algoritmo.
% La función variedad_final_de_ligaduras.m llama a la función
% filas_independientes.m.
function [f,k]=variedad_final_de_ligaduras(A,B,P,Q,R,tol)
sigma=-Q.’;beta=B.’;rho=-R;
[l,m]=size(rho);
f=[sigma,beta,rho];
f=filas_independientes(f,tol);
p=0;
k=1;
while rank(rho,tol)<l & rank(f,tol)>p
p=rank(f);
k=k+1;
r=rank(rho,tol);
[l,m]=size(rho);
[U,rho,V]=svd(rho);
U=U.’;
rho= U(r+1:l,:)*(sigma*B+beta*Q);
sigma=U(r+1:l,:)*(sigma*A+beta*P);
beta= U(r+1:l,:)*(-beta*A.’);
f=[f;sigma,beta,rho];
f=filas_independientes(f,tol);
end
k=k-1;
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%
Código en el lenguaje MatLab de la función “filas_independientes”
llamada por el algoritmo “variedad_final_de_ligaduras”.
% La función filas_independientes.m elimina
% las filas dependientes de la matriz f;
% tol es la tolerancia en la definición del rango numérico.
function F=filas_independientes(f,tol)
[lf,cf]=size(f);
if lf >= 1 & rank(f,tol) > 0
F=f(1,:);
for i=2:lf
if rank(F,tol) < rank([F;f(i,:)],tol)
F=[F;f(i,:)];
end
end
else
F=[ ];
end
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3.3.3. Algoritmo de ligaduras lineal para calcular las liga-
duras de primera y segunda clase
El algoritmo descrito anteriormente para obtener la variedad final de las liga-
duras de un problema de control óptimo lineal cuadrático, lo vamos a extender
ahora para generar otro algoritmo que, además, calcule las ligaduras de primera
y segunda clase que debemos utilizar en el campo vectorial. Para obtener las
ligaduras de primera clase demostramos que estas se pueden calcular a partir
del núcleo de la matriz de corchetes de Poisson. Primero añadimos las coorde-
nadas coisótropas, va, en forma de vectores columna, por lo que las coordenadas
totales de este problema extendido serán (x, p ; u, v) del espacio vectorial simpléc-
tico R2n×R2m. Al añadir estas coordenadas debemos incluir m ligaduras nuevas
que son las que anulan estas coordenadas coisótropas; escritas de forma matricial
como en la sección anterior éstas son:
f =
[
0m×n 0m×n 0m×m −Im
]
.
La extensión de las ligaduras para el algoritmo la vamos a realizar de la forma
más sencilla posible para no incrementar las operaciones numéricas. Lo que hare-
mos será añadir estas nuevas ligaduras mencionadas anteriormente y el resto de
ligaduras las construiremos igual que las ligaduras que teníamos en el algoritmo
anterior añadiendo ceros en la parte coisótropa. Previamente a la entrada en el
bucle separaremos las ligaduras de segunda clase de las de primera del conjunto
de ligaduras obtenidas
f =
 0m×n 0m×n 0m×m −Im
σ(1) β(1) ρ(1) 0m×m
 .
Para ello debemos calcular la matriz de los corchetes de Poisson, que denotamos
por COR, y su núcleo nos va a dar la clave para hacer esta separación. Veamos
cómo realizar esta separación de ligaduras con la siguiente proposición.
Proposición 3.3.1 Sean {φ(i)}, i = 1, . . . , p, un conjunto de funciones indepen-
dientes que definen una subvariedad N ⊂ M de una variedad simpléctica M y
sean estas ligaduras expresiones lineales en coordenadas canónicas locales de M .
Denotamos por (COR)ij = {φ(i), φ(j)}, i, j = 1, . . . , p, la matriz formada por los
corchetes de Poisson de las ligaduras entre sí. Sean v
(a)
j las coordenadas de una
base del núcleo de la matriz COR, a = 1, . . . , d, donde r = p− d es el rango de
esta matriz. Sean w(α), α = 1, . . . , r las coordenadas de los vectores que amplían
una base del núcleo. Entonces, las expresiones:
ψ
(a)
I = φ
(j)v
(a)
j , a = 1, . . . , d, (3.52)
y
ψ
(α)
II = φ
(j)w
(α)
j , α = 1, . . . , r, (3.53)
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forman sendas bases del conjunto de ligaduras de primera y segunda clase respec-
tivamente.
Demostración. Estas nuevas ligaduras así definidas son una combinación lineal
de las ligaduras de partida. Si calculamos los corchetes de Poisson obtenemos lo
siguiente:
{ψ(a)I , ψ(b)I } = {φ(j) v(a)j , φ(k) v(b)k }
= v
(a)
j
(
{φ(j), φ(k)}v(b)k
)
= v
(a)
j × 0 = 0
{ψ(α)II , ψ(a)I } = {φ(k)w(α)k , φ(j) v(a)j } = w(α)k
(
{φ(k), φ(j)}v(a)j
)
= 0,
de estas dos expresiones se concluye que las ligaduras ψ(a)I son de primera clase,
puesto que los corchetes de éstas con todas las ligaduras son nulos. Por último,
los corchetes de las ligaduras definidas en (3.53) consigo mismas quedan:
{ψ(α)II , ψ(β)II } = {φ(j)w(α)j , φ(k)w(β)k } = w(α)j {φ(j), φ(k)}w(β)k ,
como la matriz COR es invertible cuando la restringimos al subespacio
W = L[w1, . . . , wr] por construcción, la matriz {ψ(α)II , ψ(β)II } ha de ser invertible. 2
Con ayuda de esta proposición iremos separando las ligaduras de primera clase
de las de segunda clase en cada paso del algoritmo.
Si denotamos las ligaduras obtenidas en el paso k de la siguiente forma:
F1(k) : conjunto de ligaduras de primera clase obtenidas hasta el paso k
F2(k) : conjunto de ligaduras de segunda clase obtenidas hasta el paso k
COR(k) : matriz de los corchetes de {F1(k), F1(k)}
f1: nuevo conjunto de ligaduras.
Con las nuevas ligaduras, f1, y las de primera clase anteriores generamos una
nueva matriz:
F =
[
F1(k)
f1
]
y calculamos la matriz de corchetes de cada fila de F , obteniendo la matriz
COR(k + 1). No es necesario calcular todos los corchetes, puesto que algunos ya
los tenemos calculados en la matriz COR(k).
COR(k + 1) =
[
COR(k) {F1(k), f1}
{f1, F1(k)} {f1, f1}.
]
Por tanto, calculamos la parte que falta sabiendo, además, que esta matriz es
antisimétrica y no es necesario calcular todas las cajas.
Ahora calculamos una base del núcleo de esta matriz y lo almacenamos en
una matriz donde cada columna es un vector de esta base: v =
[
v(1) · · · v(d) ]
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y otra matriz cuyas columnas completan a una base del espacio al que pertenecen
estos vectores, w =
[
w(1) · · · w(r) ] . A partir de estas matrices, separamos las
ligaduras de primera y segunda clase. Las ligaduras de primera clase actualizadas,
utilizando la fórmula (3.52), son
F1(k + 1) = v
T ∗ F. (3.54)
Las ligaduras de segunda clase obtenidas en esta paso, gracias a la fórmula (3.53),
las podemos escribir como
F˜2 = w
T ∗ F, (3.55)
que debemos almacenar con las que teníamos de pasos anteriores para formar el
conjunto de ligaduras de segunda clase hasta este paso, es decir,
F2(k + 1) =
 F2(k)
F˜2
 . (3.56)
Finalmente, calculamos el corchete de las ligaduras de primera clase actualizadas
para ser utilizado en el siguiente paso
COR(k + 1) = {F1(k + 1), F1(k + 1)}.
Cálculo de las las matrices v y w
Para calcular el núcleo de una matriz A ∈ Rp, de rango r, cuya dimensión es,
por tanto, d = p−r, utilizamos de nuevo la descomposición en valores singulares.
Si la SVD de la matriz A está dada por:
A = U ΣV T = U

s1
. . . 0
sr
0 0
 V T ,
siendo s1 ≥ s2 ≥ · · · ≥ sr > 0 los valores singulares de A y U, V son matrices
ortogonales, podemos calcular el núcleo como:
0 = Ax = UΣV Tx = UΣy,
donde y = V Tx, por tanto, nos queda
0 = ΣV Tx = UΣy =
 Σr 0
0 0

 y1...
yp
 =

s1y1
...
sryr
0
 ,
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entonces el núcleo de Σ va a estar está generado por los vectores
{y ∈ Rp| y1 = · · · = yr = 0} y podemos escribirlo como las columnas de la matriz[
0r×d
Id
]
. A partir del núcleo de Σ, obtenemos el de A simplemente multiplican-
dolo por V :
v = V ×
[
0r×d
Id
]
. (3.57)
Claramente, la matriz v está formada por las d últimas columnas de la matriz V ,
por lo tanto, para formar la matriz w podemos coger las r primeras columnas de
V , por ser ésta invertible, de tal forma que
[
w v
]
= V y sus columnas formen
una base de Rp:
w = V ×
[
Ir
0d×r
]
. (3.58)
De nuevo, por razones de estabilidad numérica, a la hora de calcular los vec-
tores v y w utilizaremos la noción de rango numérico definida en (3.3.1), es decir,
que el rango r de las definiciones previas será calculado con una tolerancia y eso
afectará al cálculo de las matrices v y w.
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3.3.4. Implementación numérica del algoritmo
En este apartado vamos a desarrollar el algoritmo numérico utilizando todas
las técnicas previas como la separación de ligaduras de primera y segunda clase,
cálculo de rangos, etc. Primero explicamos en un esquema los pasos básicos que
hay que llevar a cabo, después expondremos el pseudocódigo de este algoritmo
para ayudar a su implementación en cualquier lenguaje de programación y, por
último, mostramos el código en el lenguaje MatLab.
Esquema del algoritmo de ligaduras
con separación de las ligaduras de primera clase
para problemas de control óptimo singular lineal cuadrático.
input A, B, P, Q, R, tol.
Iniciar las variables σ, β, ρ.
Iniciar la matriz de las ligaduras f añadiendo las variables coisótropas y las
ligaduras asociadas:
f =
 0m×n 0m×n 0m×m −Im
σ(1) β(1) ρ(1) 0m×m
 .
Eliminar las filas dependientes.
Construir la matriz COR de los corchetes de Poisson de las ligaduras.
COR =
( {f, f} ) .
Construir la matriz v cuyas columnas generan el núcleo de COR
y la matriz w cuyas columnas junto a las de v forman una base del espacio.
Separar las ligaduras de primera clase, F1, de las de segunda clase, F2:
F1 = v
T ∗ f ; F2 = wT ∗ f.
Construir la matriz COR de los corchetes de Poisson de las ligaduras de primera
clase:
COR =
( {F1, F1} ) .
Almacenar todas las ligaduras: f =
[
F1
F2
]
.
· · · / · · ·
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· · ·/ · · ·
while rank(ρ, tol)< máximo valor & rank(f, tol)> anterior
Descomposición en valores singulares de ρ(k) : (U (k), ρ(k), V (k)) = svd(ρ(k)).
Calcular las matrices iteradas σ(k+1), β(k+1), ρ(k+1) :
σ(k+1) = [ 0 | Im−rk ]U (k) T
(
σ(k)A+ β(k)P
)
β(k+1) = [ 0 | Im−rk ]U (k)T
(−β(k)AT )
ρ(k+1) = [ 0 | Im−rk ]U (k) T
(
σ(k)B + β(k)Q
)
.
Iniciar las nuevas ligaduras: f1 =
[
σ(k+1) β(k+1) ρ(k+1) 0m×m
]
.
Eliminar las filas dependientes de f1.
Construir la matriz COR de los corchetes de Poisson del conjunto de
ligaduras de primera clase anteriores, F1, y de las nuevas ligaduras f1:
COR(k + 1) =
[
COR(k) {F1(k), f1}
{f1, F1(k)} {f1, f1}
]
.
Construir la matriz v cuyas columnas generan el núcleo de COR
y la matriz w, tal que las columnas de [v, w] forman una base del espacio.
Separar las ligaduras de primera clase, F1, de las de segunda clase, FF2,
de la matriz F =
[
F1
f1
]
:
F1 = v
T ∗ F ; FF2 = wT ∗ F.
Eliminar las filas dependientes de las ligaduras de primera clase F1.
Construir la matriz COR de los corchetes de Poisson de las ligaduras
de primera clase F1: COR =
( {F1, F1} ) .
Añadir las ligaduras de segunda clase a las previas: F2 =
[
F2
FF2
]
y eliminar filas dependientes.
Almacenar todas las ligaduras: f =
[
F1
F2
]
.
end while
Construir la matriz COR de los corchetes de Poisson de todas las ligaduras
obtenidas: COR =
( {f, f} ) .
output f, k, F1, F2, COR.
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Ahora mostramos el pseudocódigo.
'
&
$
%
Pseudocódigo del algoritmo de ligaduras con separación de las
ligaduras de primera clase
para problemas de control óptimo singular lineal cuadrático:
“variedad_final_de_ligaduras_y_ligaduras_primera clase”.
input A, B, P, Q, R, tol.
σ ← −QT ; β ← BT ; ρ← −R; % Iniciar las variables σ, β, ρ.
[l,m]←size(ρ); % Iniciar las dimensiones l ×m de la matriz ρ, l=máximo valor.
[n, n]←size(A); % Iniciar dimensiones n× n de la matriz A.
f ←
 0m×n 0m×n 0m×m −Im
σ β ρ 0m×m
 ; % Iniciar la matriz de ligaduras f
% añadiendo las variables coisótropas y las ligaduras asociadas.
f ← filas_independientes(f, tol); % Eliminar las filas dependientes.
COR←corchete(f, f, n,m);
% Construir la matriz COR de los corchetes de Poisson de las ligaduras.
COR← (COR− CORT )/2; % Aseguramos que es antisimétrica.
[v,w]← kernumerico(COR, tol); % Construir la matriz v cuyas columnas
% generan el núcleo de COR y la matriz w cuyas columnas junto a las de v
% forman una base del espacio.
F1 ← vT ∗ f ; F2 ← wT ∗ f ; % Separar las ligaduras de primera clase, F1,
% de las de segunda clase, F2.
COR← corchete(F1 , F1, n,m); COR← (COR− CORT )/2;
% Construir la matriz de los corchetes de Poisson de las ligaduras
% de primera clase F1.
f ←
[
F1
F2
]
;
p← 0 % p=anterior.
k ← 1;
· · · / · · ·
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'
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%
· · · / · · ·
while rank(ρ, tol)< l & rank(f, tol) > p
p← rank(f); % Actualizar el rango de la matriz f .
k ← k + 1;
r ← rank(ρ, tol); % Actualizar el rango de la matriz ρ(k).
[l,m]←size(ρ); % Actualizar las dimensiones l ×m de la matriz ρ(k).
[U, ρ, V ]←svd(ρ); % Descomposición en valores singulares de ρ(k).
U ← UT ;
% Calcular las matrices iteradas σ(k+1), β(k+1), ρ(k+1) :
ρ← U(r + 1 : l, :) · [σ B + β Q];
σ ← U(r + 1 : l, :) · [σ A+ β P ];
β ← U(r + 1 : l, :) · [−β AT ];
f1 ←
[
σ β ρ 0m×m
]
; % Iniciar las nuevas ligaduras.
f1 ← filas_independientes(f1,tol); %Eliminar las filas dependientes de f1.
COR←
[
COR corchete(F1, f1, n,m)
corchete(f1, F1, n,m) corchete(f1, f1, n,m)
]
;
% Construir la matriz COR de los corchetes de Poisson del conjunto de
% ligaduras de primera clase anteriores, F1, y de las nuevas ligaduras f1.
[v,w]← kernumerico(COR, tol);
% Construir la matriz v cuyas columnas generan el núcleo de COR, y
% la matriz w, tal que las columnas de [v,w] forman una base del espacio.
F =
[
F1
f1
]
; F1 ← vT ∗ F ; FF2 ← wT ∗ F ;% Separar las ligaduras
% de primera clase, F1, de las de segunda clase, FF2, de la matriz F .
F1 ← filas_independientes(F1 ,tol); % Eliminar las filas dependientes de F1.
COR← corchete(F1, F1, n,m); COR← (COR−CORT )/2;
% Construir la matriz COR de los corchetes de Poisson
% de las ligaduras de primera clase F1 .
F2 ←
[
F2
FF2
]
; % Añadir las ligaduras de segunda clase a las previas.
F2 ← filas_independientes(F2 ,tol); % Eliminar las filas dependientes de F2.
f ←
[
F1
F2
]
; % Almacenar las ligaduras en la matriz f .
end while
COR← corchete(f, f, n,m), COR← (COR− CORT )/2;
% Construir la matriz COR de los corchetes de todas las ligaduras.
k ← k − 1;
output f, k, F1, F2, COR.
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Veamos ahora los pseudocódigos de todas las funciones implicadas en el al-
goritmo anterior: “filas_independientes,” “kernumerico,” “corchete” y “bracket”.
'
&
$
%
Pseudocódigo de la función “filas_independientes”
llamada por el algoritmo
“variedad_final_de_ligaduras_y_ligaduras_primera clase”.
Procedure filas_independientes(f, tol)
[lf, cf ]← size(f) % Iniciar las dimensiones lf × cf de la matriz f .
if lf ≥ 1 & rank(f, tol) > 0 then
F ← f(1, :);
for i = 2 : lf
if rank (F, tol) < rank
([
F
f(i, :)
]
, tol
)
then
F ←
[
F
f(i, :)
]
; % Si la fila i es independiente la añadimos.
end if
end for
else if
F ← [ ] % Si la matriz tiene rango nulo o es vacía
% nos devuelve una matriz vacía.
end if
f ← F
output f .
'
&
$
%
Pseudocódigo de la función “kernumerico” llamada por el algoritmo
“variedad_final_de_ligaduras_y_ligaduras_primera clase”.
procedure kernumerico(A,tol)
[m,n]← size(A); % Dimensiones m× n de la matriz A.
r ← rank(A, tol); % Rango numérico de la matriz A.
[U,S, V ]←svd(A); % Descomposición en valores singulares de la matriz A.
v ← V (: , r + 1 : n); % Matriz cuyas columnas generan el núcleo
% con tolerancia tol de A.
w ← V (: , 1 : r); % Matriz cuyas columnas son independientes a las de v,
% de forma que [v,w] generan Rn.
output v, w.
La siguiente función, “corchete”, genera una matriz A = (aij). Donde cada
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elemento de matriz aij es el corchete de Poisson de la fila i de la matriz F con la
fila j de la matriz G. Esta función llama a otra, “bracket”, que calcula el corchete
de Poisson entre dos vectores. Las dimensiones n y m de las variables de estado
(x) y de control (u), son necesarias para calcular el corchete de Poisson. Veamos
los pseudocódigos de ambas funciones.'
&
$
%
Pseudocódigo de la función “corchete” llamada por el algoritmo
“variedad_final_de_ligaduras_y_ligaduras_primera clase”.
procedure corchete(F, G, n, m)
[lf, cf ]← size(F ); % Dimensiones lf × cf de la matriz F .
[lg, cg] ← size(G); % Dimensiones lg × dg de la matriz G.
A← 0lf×lg;
for i = 1 : lf
for j = 1 : lg
A(i, j)← bracket(F (i, :), G(j, :), n, m);
end for
end for
output A
'
&
$
%
Pseudocódigo de la función “bracket” llamada por la función
“corchete”.
procedure bracket (f, g, n, m)
A← 0; % Inicializar el valor del corchete de Poisson.
for i = 1 : n
A = A+ f(i) ∗ g(i+ n)− f(i+ n) ∗ g(i);
end for
% Aportación al corchete de Poisson de las variables de estado y coestados (x, p).
for j = 1 : m
A = A+ f(j + 2 ∗ n) ∗ g(j + 2 ∗ n+m)− f(j + 2 ∗ n+m) ∗ g(j + 2 ∗ n);
end for
% Aportación al corchete de las variables de control y las variables coisótropas (u, v).
output A
Veamos ahora los códigos en el lenguaje de programación de MatLab.
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'
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%
Código del algoritmo
“variedad_final_de_ligaduras_y_ligaduras_primera clase” en el
lenguaje MatLab.
% La función vflig_y_ligaduras_primera_clase.m calcula la matriz f de
% las ligaduras del problema de control óptimo singular definido por
% las matrices A, B, P, Q, R;
% tol es la tolerancia en la definición del rango numérico usado
% en el algoritmo.
% La variedad final de las ligaduras es el subespacio definido por
% f*[x|p|u]^T=0.
% La función devuelve el número de pasos k realizado por el algoritmo.
% También separa la matriz de ligaduras en dos matrices F1 y F2
% conteniendo las ligaduras de primera y segunda clase respectivamente.
% La función llama a las siguientes funciones:
% filas_independientes.m, corchete.m y kernumerico.m.
· · · / · · ·
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'
&
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%
· · · / · · ·
function [f,k,F1,F2,COR]=vflig_y_ligad_primera_clase(A,B,P,Q,R,tol)
sigma=-Q.’;beta=B.’; rho=-R;
[l,m]=size(rho); [n,n]=size(A);
f=[sigma,beta,rho,zeros(size(rho))];
f=filas_independientes(f);
f=[zeros(size(sigma)),zeros(size(beta)),
zeros(size(rho)),eye(size(rho));f];
COR=corchete(f,f,n,m); COR=(COR-COR.’)/2;
[v,w]=kernumerico(COR,tol);
F1=v.’*f; F2=w.’*f; f=[F1;F2];
COR=corchete(F1,F1,n,m); COR=(COR-COR.’)/2;
p=0;k=1;
while rank(rho,tol)<l & rank(f,tol)>p
p=rank(f,tol); k=k+1;
r=rank(rho,tol); [l,m]=size(rho);
[U,rho,V]=svd(rho); U=U.’;
rho= U(r+1:l,:)*(sigma*B+beta*Q);
sigma=U(r+1:l,:)*(sigma*A+beta*P);
beta= U(r+1:l,:)*(-beta*A.’);
f1=[sigma,beta,rho,zeros(size(rho))];
f1=filas_independientes(f1,tol);
COR1=corchete(F1,f1,n,m);
COR2=corchete(f1,f1,n,m); COR2=(COR2-COR2.’)/2;
COR=[COR,COR1;-COR1.’,COR2];
[v,w]=kernumerico(COR,tol);
F=[F1;f1];
F1=v.’*F; FF2=w.’*F;
F1=filas_independientes(F1,tol)
COR=corchete(F1,F1,n,m); COR=(COR-COR.’)/2;
F2=[F2;FF2]; F2=filas_independientes(F2,tol)
f=[F1;F2];
end
COR=corchete(f,f,n,m); COR=(COR-COR.’)/2;
k=k-1;
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'
&
$
%
Código en el lenguaje MatLab de la función “filas_independientes”
llamada por el algoritmo
“variedad_final_de_ligaduras_y_ligaduras_primera clase”.
% La función filas_independientes.m elimina
% las filas dependientes de la matriz f;
% tol es la tolerancia en la definición del rango numérico.
function F=filas_independientes(f,tol)
[lf,cf]=size(f);
if lf >=1 & rank(f,tol) > 0
F=f(1,:);
for i=2:lf
if rank(F,tol)<rank([F;f(i,:)],tol)
F=[F;f(i,:)];
end
end
else
F=[ ];
end
'
&
$
%
Código en lenguaje MatLab de la función “kernumerico” llamada por
el algoritmo
“variedad_final_de_ligaduras_y_ligaduras_primera clase”.
% La función kernumerico.m obtiene la matriz v, cuyas columnas forman una
% base del núcleo de la matriz A calculado con una tolerancia tol en la
% definición de rango numérico. La otra matriz, w, que devuelve esta
% función forma junto a v una base del espacio vectorial en el que
% están contenidas las columnas de estos vectores.
function [v,w]=kernumerico(A,tol)
[m,n]=size(A);
r=rank(A,tol);
[U,S,V]=svd(A);
v= V(:,r+1:n);
w= V(:,1:r);
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'
&
$
%
Código en lenguaje MatLab de la función “corchete” llamada por el
algoritmo
“variedad_final_de_ligaduras_y_ligaduras_primera clase”.
% La función corchete.m calcula la matriz A formada por los corchetes de
% Poisson de las filas de las matrices F y G.
% Esta función llama a la función bracket.m que calcula los corchetes de
% Poisson entre dos vectores fila.
% La dimensión del espacio de estados es n y la de los controles m.
function A=corchete(F,G,n,m)
[lf,cf]=size(F);
[lg,cg]=size(G);
A=zeros(lf,lg);
for i=1:lf;
for j=1:lg;
A(i,j)=bracket(F(i,:),G(j,:),n,m);
end
end
'
&
$
%
Código en lenguaje MatLab de la función “bracket” llamada por la
función “corchete”.
% La función bracket.m calcula el corchete de Poisson entre dos
% vectores fila f y G.
% La dimensión del espacio de estados es n y la de los controles m.
function A=bracket(f,g,n,m)
A=0;
for i=1:n;
A=A+f(i)*g(i+n)-f(i+n)*g(i);
end
for j=1:m;
A=A+f(j+2*n)*g(j+2*n+m)-f(j+2*n+m)*g(j+2*n);
end
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3.3.5. Algunos ejemplos sencillos. Cálculo exacto de las li-
gaduras
Una vez expuesto el algoritmo numérico el siguiente paso es verificarlo en un
conjunto lo suficientemente amplio de problemas. Aquí mostraremos algunos de
ellos. Primero, lo que haremos será utilizar los problemas sencillos que resolvimos
anteriormente y, después, haremos un desarrollo de las ecuaciones recursivas del
problema lineal-cuadrático para ver la expresión exacta de las ligaduras, con el
propósito de diseñar algunos problemas complejos con un número significativo de
pasos para poder estudiar la estabilidad numérica del algoritmo.
Primer ejemplo: La subvariedad final de las ligaduras es simpléctica
Las ecuaciones de partida del problema eran
x˙1 = x1 + u1
x˙2 = x2 + u2
L =
1
2
x21 +
1
2
x22 + x1 u1 + x2 u2 +
1
2
u21,
por lo tanto, los datos del problema para el algoritmo numérico son
A =
[
1 0
0 1
]
; B = P = Q = A; R =
[
1 0
0 0
]
.
El espacio extendido es M˜ = {(x1, x2, p1, p2, u1, u2, v1, v2) ∈ R8} y el conjunto
de ligaduras obtenidas:
φ(0) 1 = −v1
φ(0) 2 = −v2
φ(1) 1 = p1 − x1 − u1
φ(1) 2 = p2 − x2
φ(2) 2 = −x2
φ(3) 2 = u2
M∞ = {(x, p, u, v) ∈ R8| u1 = p1 − x1, x2 = p2 = u2 = v2 = v1 = 0} es
una subvariedad de R8 de dimensión 2, descrita por las coordenadas x1 y p1.
Al resolver este problema vimos que todas las ligaduras eran de segunda clase,
por lo que la subvariedad final de las ligaduras es simpléctica. Escribiendo esta
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subvariedad en forma matricial, nos queda de la forma:

0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1
−1 0 1 0 −1 0 0 0
0 −1 0 1 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 1 0 0


x1
x2
p1
p2
u1
u2
v1
v2

=

0
0
0
0
0
0
 .
Aplicamos el algoritmo y los resultados son los siguientes, la matriz de ligaduras,
cuyo núcleo es la subvariedad final de las ligaduras anterior, queda
f =

0 0 0 0 0 0 −1 0
−1 0 1 0 −1 0 0 0
0 0 0 −1 0 0 0 0
0 1 0 −1 0 0 0 0
0 0 0 0 0 0 0 −1
0 −1 0 1 0 −1 0 0
 .
Las matrices de ligaduras de primera y segunda clase son, F1 una matriz vacía y
F2 = f respectivamente. El número de pasos que realiza el algoritmo es k = 2 y,
por último, la matriz de los corchetes de Poisson de las ligaduras es la siguiente
COR =

0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 −1
0 0 −1 0 0 0
0 0 0 0 0 −1
0 0 1 0 1 0

que es invertible, lo que implica que todas las ligaduras son de segunda clase.
Ahora, para calcular la solución correspondiente al problema de conducir la va-
riable de estado x(t) de x0 a xT en el tiempo T , tenemos que hallar las condiciones
iniciales de x(t), p(t) y u(t). Hemos visto que este problema era controlable en la
variable x1(t) y no en la segunda, ya que teníamos que x2(t) = 0. Para seleccio-
nar los valores posibles de condiciones iniciales lo hacemos con la matriz f de
ligaduras, su núcleo nos da los vectores que pertenecen a la subvariedad final de
las ligaduras. Entonces, lo que tenemos que hacer es seleccionar esas condiciones
iniciales. En este ejemplo, como el núcleo de la matriz de ligaduras tiene dimen-
sión 2, los vectores de la subvariedad final de las ligaduras serán de la forma:
(x1, x2, p1, p2, u1, u2, v1, v2) = α(1, 0, 1, 0, 0, 0, 0, 0) + β(−1, 0, 0, 0,−1, 0, 0, 0), en-
tre los cuales hay que seleccionar los valores de α y β de las condiciones iniciales,
que, en este ejemplo que sabemos resolver exactamente y es muy sencillo, se ob-
tiene α = (x1,0 − x1,T )/T y β = α − x1,0. Veamos el otro ejemplo, para mostrar
simplemente que los resultados coinciden.
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Segundo ejemplo: Ligaduras de primera clase
El segundo ejemplo tenía los siguientes datos:
A =
[
1 0
0 1
]
;P = Q = A; B = R =
[
1 0
0 0
]
.
Al aplicar el algoritmo la matriz de ligaduras, que lleva almacenada en sus dos
primeras filas las ligaduras de primera clase y en las últimas las de segunda clase,
resulta ser:
f =
[
F1
F2
]
=

0 0 0 0 0 0 0 1
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0
−1 0 1 0 −1 0 0 0

COR =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 .
Vemos que la parte correspondiente a los corchetes de las ligaduras de primera
clase con todas las demás es completamente nula, como demostramos en la
Proposición 3.3.1, y el número de pasos que realiza el algoritmo es k = 1.
Estos dos ejemplos, que son los mismos que hemos desarrollado con anteri-
oridad, los resuelve el algoritmo perfectamente, con la tolerancia tan pequeña
como queramos a la hora de calcular los rangos. Pero en problemas más com-
plejos, con matrices de mayor tamaño y con problemas que tenían que realizar
un cierto número de pasos, nos encontramos que, en algunas situaciones, el al-
goritmo paraba antes de lo debido, porque donde tenía que aparecer un cero
teóricamente, aparecían números muy pequeños, que paraban el algoritmo. Esto
lo solucionamos añadiendo el cálculo de los rangos de forma numérica que vimos
en la definición (3.3.1). El siguiente paso, entonces, es aplicar el algoritmo a pro-
blemas más complejos. Para diseñar estos problemas lo que hemos hecho es hallar
primero la solución explícita del problema, que mostramos a continuación.
Cálculo de la expresión exacta de las ligaduras en cada etapa
El objetivo de este apartado es obtener la solución explícita de las ligaduras
k–ésimas del problema de control óptimo lineal-cuadrático. Para ello debemos
desarrollar las expresiones recursivas de las ligaduras, que obtuvimos en las ecua-
ciones (3.48)-(3.50):
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Problema de partida que queremos resolver:
σ(k+1) = [ 0 | Im−rk ]U (k)T
(
σ(k)A + β(k)P
)
(3.59)
β(k+1) = [ 0 | Im−rk ]U (k)T
(−β(k)AT ) (3.60)
ρ(k+1) = [ 0 | Im−rk ]U (k)T
(
σ(k)B + β(k)Q
)
. (3.61)
Primero vamos a resolver un problema simplificado, que mostramos a conti-
nuación, y luego daremos la expresión de las soluciones del problema en función
de estos resultados. Lo que haremos será expresar los valores de σ(k+1), β(k+1) y
de ρ(k+1) en función de los valores de σ˜(k+1), β˜(k+1) y de ρ˜(k+1) cuyas ecuaciones
recursivas son muy similares a las anteriores, pero más sencillas:
Problema modificado más sencillo:
σ˜(k+1) = σ˜(k)A+ β˜(k)P (3.62)
β˜(k+1) = −β˜(k)AT (3.63)
ρ˜(k+1) = σ˜(k)B + β˜(k)Q. (3.64)
Estas ecuaciones anteriores son más sencillas de resolver. Antes de proceder al
cálculo de estas soluciones, veamos la relación entre las soluciones de ambos pro-
blemas. Para abreviar notación denotamos como Uk := [ 0 | Im−rk ]U (k)T . Desa-
rrollando cada paso, obtenemos las siguientes expresiones para las matrices β que
son las primeras que hay que resolver, ya que intervienen en el resto de ecuaciones:
β(1) = β˜(1)
β(2) = U1
(−β(1)AT ) = U1β˜(2)
β(3) = U2
(−β(2)AT ) = U2U1 (−β˜(2)AT) = U2U1β˜(3)
...
β(k) = Uk
(−β(k−1)AT ) = Uk−1 · · ·U2U1 (−β˜(k−1)AT) = Uk−1 · · ·U2U1β˜(k)
β(k+1) = Uk
(−β(k)AT ) = Uk · · ·U2U1 (−β˜(k)AT) = Uk · · ·U2U1β˜(k+1),
por lo tanto, la expresión general es
β(k+1) = Uk · · ·U2U1β˜(k+1). (3.65)
El mismo procedimiento nos lleva a la relación entre las matrices σ:
σ(k+1) = Uk · · ·U2U1σ˜(k+1). (3.66)
Y, finalmente, al calcular ρ(k+1) se obtiene un resultado similar y en cada paso va-
mos calculando los valores de las matrices U1, U2, · · · , Uk, con la descomposición
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en valores singulares de las matrices ρ de cada paso, es decir, ρ(k) = U (k)Σ(k)V T (k)
y a partir de la matriz U (k) construimos Uk = [ 0 | Im−rk ]U (k) T .
ρ(1) = ρ˜(1) → ρ(1) = U (1)Σ(1)V (1)T → U1 = [ 0 | Im−r1 ]U (1) T
...
ρ(k+1) = Uk
(
σ(k)B + β(k)Q
)
= Uk · · ·U2U1
(
σ˜(k)B + β˜(k)Q
)
= Uk · · ·U2U1σ˜(k+1)
ρ(k+1) = U (k+1)Σ(k+1)V (k+1)T → Uk+1 = [ 0 | Im−r(k+1) ]U (k+1) T
Ahora procedemos a resolver el problema recursivo planteado por las ecua-
ciones (3.62)-(3.64) que parten de los mismos datos iniciales que las ecuaciones
del problema de partida, que son las que definen la ligadura primaria:
σ˜(1) = −QT , β˜(1) = BT , ρ˜(1) = R. (3.67)
Vamos desarrollando las ecuaciones recursivas, partiendo de estos valores, y se
obtienen las expresiones siguientes:
β˜(1) = BT
β˜(2) = −BTAT
β˜(3) = BT (AT )2
...
β˜(k+1) = (−1)kBT (AT )k
σ˜(1) = −QT
σ˜(2) = σ˜(1)A + β˜(1)P = −QTA+BTP
σ˜(3) = −QTA2 + BT [PA− ATP ]
σ˜(4) = −QTA3 + BT [PA2 − ATPA+ (AT )2P ]
...
σ˜(k+1) = −QTAk +BT
[
k−1∑
i=0
(−1)i(AT )iPAk−1−i
]
ρ˜(1) = R
ρ˜(2) = −QTB +BTQ
...
ρ˜(k+1) = −QTAk−1B + (−1)k−1BT (AT )k−1Q+BT
[
k−2∑
i=0
(−1)i(AT )iPAk−2−i
]
B.
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Entonces, tenemos que la solución de este problema es la que sigue:
Solución del problema modificado:
β˜(k+1) = (−1)kBT (AT )k, k ≥ 1
σ˜(1) = −QT , σ˜(k+1) = −QTAk +BT
[
k−1∑
i=0
(−1)i(AT )iPAk−1−i
]
, k ≥ 2
ρ˜(1) = R, ρ˜(2) = −QTB +BTQ
ρ˜(k+1) = −QTAk−1B + (−1)k−1BT (AT )k−1Q+BT
[
k−2∑
i=0
(−1)i(AT )iPAk−2−i
]
B,
k ≥ 3.
Obtenemos a partir de estas expresiones las del problema inicial, que detallamos
en el siguiente teorema.
Teorema 3.3.1 La expresión de las ligaduras,
φ(k+1) = σ(k+1) x+ β(k+1) p+ ρ(k+1) u,
del problema de control óptimo lineal cuadrático singular definido por las siguien-
tes matrices A, P ∈ Rn×n; B, Q ∈ Rn×m; R ∈ Rm×m,
x˙ = Ax+Bu
L =
1
2
xTPx+ xTQu+
1
2
uTRu,
quedan como sigue:
β(k+1) = (−1)kUk · · ·U2U1BT (AT )k, k ≥ 1
σ(1) = −QT ,
σ(k+1) = Uk · · ·U2U1
(
−QTAk +BT
[
k−1∑
i=0
(−1)i(AT )iPAk−1−i
])
, k ≥ 2
ρ(1) = R, ρ(2) = U1
(−QTB +BTQ)
ρ(k+1) = Uk · · ·U2U1 (−QTAk−1B + (−1)k−1BT (AT )k−1Q +
+ BT
[
k−2∑
i=0
(−1)i(AT )iPAk−2−i
]
B
)
, k ≥ 3.
ρ(k+1) = U (k+1)Σ(k+1)V (k+1)T → Uk+1 = [ 0 | Im−r(k+1) ]U (k+1) T .
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3.3.6. Experimentos numéricos sobre la estabilidad del al-
goritmo de ligaduras
Primer experimento: El algoritmo realiza n pasos, se perturba la matriz
A
A partir de las soluciones del problema, halladas en el apartado anterior, ahora
procedemos a diseñar algunos ejemplos más complejos y mostramos los resultados
del algoritmo de ligaduras. Veamos el siguiente ejemplo, en el cual analizaremos
primero la solución teórica y luego veremos los resultados obtenidos al aplicar el
algoritmo. Los datos iniciales de partida son los siguientes:
A ∈ Rn×n, P = A + AT , B ∈ Rn×1, Q = B,R = 0. (3.68)
Veamos cuál es la forma de cada ligadura, primero el valor de las matrices
ρ(1), ρ(2), . . . , ρ(k) :
ρ(1) = R = 0
ρ(2) = BTQ−QTB = BTB −BTB = 0
ρ(3) = −QTAB −BTATQ+BTPB = BT [−A− AT + A+ AT ]B = 0
ρ(4) = BT [−AT + (−AT )2 + (A+ AT )A− AT (A+ AT )]B = 0
...
ρ(k+1) = BT [−Ak−1 + (−1)k−1(AT )k−1 +
k−2∑
i=0
(−1)i(AT )i(A+ AT )Ak−2−i]B
= BT [−Ak−1 + (−1)k−1(AT )k−1
+
k−1∑
j=1
−(−1)j(AT )jAk−1−j +
k−2∑
j=0
(−1)j(AT )jAk−1−j]B
= BT [−Ak−1 + (−1)k−1(AT )k−1 − (−1)k−1(AT )k−1 + Ak−1]B = 0.
Estas matrices son siempre nulas, por lo tanto, en este tipo de problema no va a
existir “feedback” optimal (sólo tenemos un único control). Esto quiere decir que
todas las ligaduras van a ser de primera clase y las matrices U1, U2, · · · son todas
la unidad, así que las omitiremos. Veamos qué ocurre con las otras matrices de
estas ligaduras:
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σ(1) = −BT
σ(2) = −BTA +BT (A+ AT ) = BTAT
σ(3) = BT [−A2 + (A+ AT )A−AT (A+ AT )] = −BT (AT )2
...
σ(k+1) = BT [−Ak +
k−1∑
i=0
(−1)i(AT )i(A+ AT )Ak−1−i] =
= BT [−Ak +
k−1∑
i=0
(−1)i(AT )i+1Ak−1−i +
k−1∑
i=0
(−1)i(AT )iAk−i] =
= BT [−Ak +
k∑
j=1
−(−1)j(AT )jAk−j +
k−1∑
j=0
(−1)j(AT )jAk−j] =
= BT [−Ak − (−1)k(AT )k + Ak = (−1)k−1BT (AT )k
β(1) = BT
β(2) = −BTAT
...
β(k+1) = (−1)kBT (AT )k.
Por lo tanto, tenemos que las ligaduras de este problema son de la forma
βk+1 = −σk+1 = (−1)kBT (AT )k, ρk+1 = 0 (3.69)
y la matriz de ligaduras quedará como sigue:
f =

−BT BT 0
BTAT −BTAT 0
−BT (AT )2 BT (AT )2 0
...
...
...
−(−1)kBT (AT )k (−1)kBT (AT )k 0
 =
= [BT , BT , · · · , BT ]

−I I 0
AT −AT 0
−(AT )2 (AT )2 0
...
...
...
−(−1)k(AT )k (−1)k(AT )k 0
 .
Claramente, el algoritmo parará sólo cuando lleguemos a un paso en el cual se
obtenga una combinación lineal de las filas anteriores. Tenemos para este proble-
ma dos posibilidades, si el polinomio mínimo de la matriz A es de grado q, el
algoritmo parará si:
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BT /∈ ker(Ak), k = 1, . . . , q, entonces la fila q + 1 es combinación lineal
de las anteriores.
BT ∈ ker(Ap), 0 < p ≤ q, entonces la fila p+ 1 es automáticamente nula
Vamos a aplicar el algoritmo numérico a este problema con las siguientes
matrices: A ∈ Rn×n nilpotente, de manera que An−1 6= 0 pero An = 0, y tal que
la matriz BT /∈ ker(Ak), k = 1, . . . , n − 1. El número de pasos que tiene que
realizar el algoritmo es k = n. Las matrices que hemos elegido son las siguientes,
en el caso de n = 5:
A =

0 1 0 0 1
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 ; B =

1
1
1
1
1
 P = A+ AT ; Q = B; R = 0.
Éstas son para n = 5, en otras dimensiones mantendremos esa misma estructura
por encima de la diagonal tendremos unos y en la esquina superior derecha tam-
bién un uno. Aplicamos el algoritmo numérico a una matriz de esta clase con
n = 20 y a una colección de matrices perturbadas a partir de ésta de la siguiente
forma:
A1 = A+ delta ∗ rand(20); P1 = A1 + AT1 ,
donde delta = 10e y e toma los valores e = 0 : 0,01 : 1. Analizamos los resultados
del algoritmo, tanto el número de pasos, la distancia entre la subvariedad final de
las ligaduras definida por el problema de partida y el perturbado como la norma
de la matriz COR, que tiene que ser menor que la tolerancia, puesto que todas
las ligaduras son de primera clase. Para el problema de partida y el perturbado la
variedad final de las ligaduras ha de ser la misma. Veamos las gráficas obtenidas
para n = 20. La primera de ellas nos informa sobre el número de pasos. Con una
tolerancia igual o superior a 10−12 el número de pasos obtenidos es k = 20 en
todo los casos, que es el resultado correcto, pero si ponemos una tolerancia menor
que la anterior, nos aparecen algunos valores de la perturbación para los cuales
el algoritmo termina en un número menor de pasos, porque el valor de ρ, aunque
es muy pequeño, obliga al algoritmo a detenerse.
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Exponente de la perturbacion, e
k
k=número de pasos;  n=20;  tol=10−12; 
perturb: A1=A+10erand(20).
Como la subvariedad final de las ligaduras tiene que ser la misma para el
problema de partida y para toda la colección de problemas perturbados, medimos
la distancia entre las subvariedades finales de las ligaduras obtenidas. Eso lo
hacemos con el comando de MatLab “subspace” que calcula el ángulo entre dos
subespacios. El resultado lo muestra la siguiente gráfica.
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Exponente de la perturbacion, e
D
D=distancia entre las var. fin. lig;  n=20;  tol=10−12; 
perturb: A1=A+10erand(20).
Ahora mostramos la figura que representa la distancia definida anteriormente
pero dividida por la norma de la matriz de partida, A, que denotamos como d.
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d=distancia relativa entre las var. fin. lig;  
n=20;  tol=10−12;  perturb: A1=A+10erand(20).
Por último, mostramos una figura que representa la norma de la matriz COR
donde se puede observar que es del orden de 10−13 y, por tanto, la función
kernumerico, que separa las ligaduras de primera de las de segunda clase, va a
tomar todas las ligaduras como ligaduras de primera clase.
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cor
cor=norm(COR);  n=20;  tol=10−12; 
perturb: A1=A+10erand(20).
Para terminar el estudio de este ejemplo mostramos, en la siguiente tabla, la
tolerancia necesaria para obtener resultados correctos para distintos valores de n.
Téngase en cuenta que para un n dado, el número de pasos a realizar es k = n y
las matrices son de tamaño n× n.
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n tolerancia
2-3 cualquiera
4-8 10−14
9-13 10−13
14-20 10−12
21-24 10−11
25-30 10−10
31-36 10−9
37-40 10−8
41-45 10−7
46-50 10−6
51-55 10−5
56-60 10−4
Segundo experimento: El algoritmo realiza 3 pasos, se perturban las
matrices A y Q. Se prueba con n = 1000
Este segundo ejemplo que vamos a analizar aquí, dentro de este apartado
de ejemplos complejos, es más simple, porque únicamente tiene que realizar un
pequeño número de pasos. Lo que vamos a estudiar es cómo se comportan las
matrices con n muy grande. Los resultados obtenidos son completamente satis-
factorios, veámoslo.
El problema es un problema lineal cuadrático donde la matriz A es propor-
cional a la matriz identidad, A = αI, hallamos primero la forma de las ligaduras
y después lo que haremos será implementar un subcaso más simple en el cual
el algoritmo sólo tiene 3 pasos. La forma explícita de las ligaduras, utilizando el
Teorema 3.3.1, es:
f =

−QT BT R
U1
[−αQT +BTP ] −U1 [αBT ] U1 [−QTB +BTQ]
−U2U1 [α2QT ] U2U1 [α2BT ] U2U1 [α(−QTB −BTQ) +BTPB]
U3U2U1α2
[
αQT +BTP
] −U3U2U1 [α3BT ] U3U2U1α2 [−QTB +BTQ]

.
Como la cuarta fila se relaciona con la segunda con la fórmula F4 = U3U2α2F2,
quiere decir que el algoritmo termina aquí (si no lo ha hecho antes), ya que son
linealmente independientes.
Escogemos las siguientes matrices P = A = In ∈ Rn×n,
BT = (1, . . . , 1) ∈ Rn×1, QT = (0, . . . , 0) ∈ Rn×1 y R = 0; entonces la matriz de
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ligaduras sólo tiene tres filas:
f =
 (0, . . . , 0) (1, . . . , 1) 0(1, . . . , 1) −(1, . . . , 1) 0
(0, . . . , 0) (1, . . . , 1) n
 ,
donde n es la dimensión de las matrices A y P . Por lo tanto, en la tercera fila
aparece un “feedback” optimal y la subvariedad final es simpléctica, que viene
dada por las ecuaciones x1 + · · ·+ xn = p1 + · · ·+ pn = u = 0.
Veamos los resultados del algoritmo numérico aplicados sobre una matriz
A = In con n = 1000, P = A, R = 0, B = ones(n, 1) , Q = B;
tol = 1e− 16; y las matrices perturbadas de la siguiente manera:
A1 = A+delta∗rand(size(A)); Q1 = Q+delta∗rand(size(Q)) donde delta = 10e
y e toma los valores e = 0 : 0,01 : 1. De nuevo, como la variedad final de las
ligaduras del problema de partida y el perturbado han de ser iguales, medimos
el ángulo entre estas, este va a ser el error, denotando como D. El error relativo,
denotado por errorrel, es el error dividido por la norma de la matriz A. En la
siguiente tabla mostramos algunos de los resultados.
n delta k exacto k codimension error
1000 1e-016 3 3 0.00000033052374 0.00000033052374
1000 1e-015 3 3 0.00000033085947 0.00000033085947
1000 1e-014 3 3 0.00000033152991 0.00000033152991
1000 1e-013 3 3 0.00000027837666 0.00000027837666
1000 1e-012 3 3 0.00000027232866 0.00000027232866
1000 1e-011 3 3 0.00000008161702 0.00000008161702
1000 1e-010 3 3 0.00000005771195 0.00000005771195
1000 1e-009 3 3 0.00000000000000 0.00000000000000
1000 1e-008 3 3 0.00000034012533 0.00000034012533
1000 1e-007 3 3 0.00000186324110 0.00000186324110
1000 1e-006 3 3 0.00001849894992 0.00001849894992
1000 1e-005 3 3 0.00017928945709 0.00017928945709
1000 1e-004 3 3 0.00170179566370 0.00170179566370
1000 1e-003 3 3 0.00921722522445 0.00921722522445
1000 1e-002 3 3 0.01653407568550 0.01653407568550
1000 1e-001 3 3 0.03302253079414 0.03302253079414
Las siguientes gráficas muestran los resultados obtenidos.
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k=número de pasos; n=1000; tol=10−16; 
perturb: A1=A+10erand(1000); 
Q1=Q+10−16rand(1000,1).
Exponente de la perturbacion, e
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D
D=distancia entre las var. fin. lig;  
n=1000; tol=10−16; 
perturb: A1=A+10erand(1000);
 Q1=Q+10−16rand(1000,1).
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Exponente  de la perturbacion, e
d
d=dist. rel. entre las var. fin. lig;  n=1000;  tol=10−16;
 perturb: A1=A+10erand(1000); 
Q1=Q+10−16rand(1000,1).
Tercer experimento: El algoritmo realiza 3 pasos, se perturba la matriz
R
Las matrices A, B, P y Q son la identidad n×n. La matriz R es degenerada
de rango 1, es una matriz de tamaño n× n cuyo elemento r11 = 1 y el resto son
todos nulos. Se perturba la matriz R con perturbaciones aleatorias de tamaño
del orden de tol. Se efectúa el cómputo para matrices de tamaños n = 2, . . . , 10.
Se representa el numero de pasos del algoritmo de ligaduras y el ángulo formado
entre los subespacios de ligaduras. La perturbación sobre la matriz R es
R + delta ∗ rand(size(R)).
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n delta k exacto k codimension error
2 1e-016 3 3 4 0.00000003332001
2 1e-015 3 3 4 0.00000002580957
2 1e-014 3 3 4 0.00000001490116
2 1e-013 3 3 4 0.00000002980232
2 1e-012 3 3 4 0.00000002107342
2 1e-011 3 3 4 0.00000001490116
2 1e-010 3 3 4 0.00000001490116
2 1e-009 3 3 4 0.00000003332001
2 1e-008 3 3 4 0.00000002580957
2 1e-007 3 3 4 0.00000004942156
2 1e-006 3 3 4 0.00000039537248
2 1e-005 3 1 2 0.00000487880493
2 1e-004 3 1 2 0.00001805804337
2 1e-003 3 1 2 0.00034372942995
2 1e-002 3 1 2 0.00526915574630
2 1e-001 3 1 2 0.05589451451255
n delta k exacto k codimension error
4 1e-016 3 3 10 0.00000003650024
4 1e-015 3 3 10 0.00000003942477
4 1e-014 3 3 10 0.00000002980232
4 1e-013 3 3 10 0.00000003650024
4 1e-012 3 3 10 0.00000002580957
4 1e-011 3 3 10 0.00000003332001
4 1e-010 3 3 10 0.00000002580957
4 1e-009 3 3 10 0.00000002580957
4 1e-008 3 3 10 0.00000002580957
4 1e-007 3 3 10 0.00000013160349
4 1e-006 3 3 8 0.00000064506712
4 1e-005 3 3 6 0.00000622677788
4 1e-004 3 1 4 0.00007143808146
4 1e-003 3 1 4 0.00068477146653
4 1e-002 3 1 4 0.00581794392304
4 1e-001 3 1 4 0.07538298627753
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n delta k exacto k codimension error
6 1e-016 3 3 16 0.00000002580957
6 1e-015 3 3 16 0.00000003650024
6 1e-014 3 3 16 0.00000002580957
6 1e-013 3 3 16 0.00000004214685
6 1e-012 3 3 16 0.00000003650024
6 1e-011 3 3 16 0.00000003942477
6 1e-010 3 3 16 0.00000002980232
6 1e-009 3 3 16 0.00000002580957
6 1e-008 3 3 16 0.00000003650024
6 1e-007 3 3 16 0.00000012555942
6 1e-006 3 3 14 0.00000105577645
6 1e-005 3 3 8 0.00000935019071
6 1e-004 3 3 8 0.00010755560816
6 1e-003 3 1 6 0.00082359077595
6 1e-002 3 1 6 0.00817169631273
6 1e-001 3 1 6 0.09843151527492
n delta k exacto k codimension error
8 1e-016 3 3 22 0.00000003332001
8 1e-015 3 3 22 0.00000003332001
8 1e-014 3 3 22 0.00000002580957
8 1e-013 3 3 22 0.00000004214685
8 1e-012 3 3 22 0.00000003942477
8 1e-011 3 3 22 0.00000004214685
8 1e-010 3 3 22 0.00000003332001
8 1e-009 3 3 22 0.00000002980232
8 1e-008 3 3 22 0.00000004214685
8 1e-007 3 3 22 0.00000015485741
8 1e-006 3 3 18 0.00000110931114
8 1e-005 3 3 10 0.00001074353055
8 1e-004 3 1 8 0.00009129082427
8 1e-003 3 1 8 0.00081806634576
8 1e-002 3 1 8 0.00633310246368
8 1e-001 3 1 8 0.07345585140539
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n delta k exacto k codimension error
10 1e-016 3 3 28 0.00000003650024
10 1e-015 3 3 28 0.00000003650024
10 1e-014 3 3 28 0.00000004470348
10 1e-013 3 3 28 0.00000003650024
10 1e-012 3 3 28 0.00000003650024
10 1e-011 3 3 28 0.00000005161914
10 1e-010 3 3 28 0.00000003942477
10 1e-009 3 3 28 0.00000004712161
10 1e-008 3 3 28 0.00000004214685
10 1e-007 3 3 28 0.00000020157917
10 1e-006 3 3 22 0.00000104616340
10 1e-005 3 3 12 0.00000835236338
10 1e-004 3 3 12 0.00009933359611
10 1e-003 3 1 10 0.00092695927571
10 1e-002 3 1 10 0.01007537759575
10 1e-001 3 1 10 0.07903000012148
Los resultados muestran que el algoritmo funciona bien hasta perturbaciones
del orden de tol. Además, muestran que el algoritmo es insensitivo al tamaño de
las matrices originales. En la siguiente figura se representan estos errores.
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error para n=2,4,6,8,10, tol = 10−6; 
Perturb: R1=R+10erand(n).
Cuarto experimento: El algoritmo realiza 3 pasos, se perturba la matriz
R con una única perturbación, se prueban varios valores de n
En este último experimento las matrices son de la misma forma que en el
caso anterior, pero se utiliza una perturbación fija, R1 = R+10−6 ∗ rand(n) y se
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estudia el error para distintos valores de n.
n delta k exacto k codimension error
2 1e-006 2 2 4 0.00000075732504
10 1e-006 2 2 20 0.00000104595113
18 1e-006 2 2 34 0.00000151596889
26 1e-006 2 2 48 0.00000200197530
34 1e-006 2 2 60 0.00000222721271
42 1e-006 2 2 68 0.00000194892150
50 1e-006 2 2 80 0.00000246779606
58 1e-006 2 2 92 0.00000284241359
66 1e-006 2 2 102 0.00000279955504
74 1e-006 2 2 110 0.00000315922189
82 1e-006 2 2 122 0.00000338980948
90 1e-006 2 2 132 0.00000344229725
98 1e-006 2 2 138 0.00000343710069
Estos datos vienen representados en las siguientes figuras.
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n=2:4:98;  tol = 10−6;  
Perturb: R1=R+10erand(n).
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pend=log(error/tol); 
 n=2:4:98;  tol = 10−6; 
Perturb: R1=R+10erand(n).
Capítulo 4
Problemas de control óptimo
singular generalizados
En el capítulo 3 estudiamos el algoritmo de ligaduras cuya validez se restringía
al caso de sistemas completamente reducibles, esto es, aquellos en los que se
garantiza la diferenciabilidad de los objetos que van apareciendo al aplicarlo. Sin
embargo, es necesario considerar problemas de control singulares donde no se
verifica esta propiedad (más adelante veremos dos ejemplos concretos). En este
capítulo mostramos un algoritmo eficiente para la obtención de puntos integrables
(aunque no necesariamente todos) para sistemas singulares genéricos. Discutire-
mos dos ejemplos de sistemas singulares, el frunce y el frenado óptimo, así como
las primeras nociones de una familia de sistemas de control óptimo implícitos.
4.1. El algoritmo recursivo subregular
La idea central de este algoritmo consiste en separar en cada paso la parte
regular de la ecuación de la parte singular y tratar la parte singular como una
ecuación aislada. Así, si E ⊂ TM es una ecuación implícita, con la notación
utilizada previamente en § 3.1.2, podemos descomponerla como:
E = Ereg ∪ C,
donde C es el conjunto singular. De acuerdo con la Proposición 3.1.1 los puntos de
C se caracterizan porque el rango de la matriz ∂F a/∂vb no es máximo o, equiva-
lentemente, porque la aplicación τM |E no es una submersión. Denotamos C como
C0 y supongamos que el rango de la matriz ∂F a/∂vb en C0 es constante (o que el
rango de la aplicación (τM |E)∗ en C0 es constante). De no ser así tomaríamos cada
uno de los subconjuntos donde el rango es constante y aplicaremos el algoritmo
a cada uno de ellos, es decir, si descomponemos:
C0 =
r0⋃
a=1
Ca0 ,
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donde Ca0 tiene rango constante, aplicaremos la siguiente construcción a cada
uno de ellos, que consiste en proyectarlos sobre M . Este proceso tiene sentido,
ya que, debido al teorema de transversalidad de Thom, es posible probar que
existen ecuaciones E ′ tan próximas a E como queramos en la topología C∞, tal
que tanto las componentes Ca0 de C0 como sus proyecciones en M son uniones de
subvariedades diferenciables, ver [7]. Denotaremos por Σ1 la proyección de C0 (o
de las correspondientes componentes de C0),
Σ1 = τM(C0)
y construimos
C1 = TΣ1 ∩ C0.
Si ξ ∈ C0 es un punto integrable, entonces existirá una curva γ(t), tal que
γ(0) = τM(ξ), γ˙(0) = ξ y (γ(t), γ˙(t)) ∈ E, ∀t ∈ (−ε, ε). Si suponemos que la
curva está contenida toda ella en la variedad singular (γ(t), γ˙(t)) ∈ C0,
∀t ∈ (−ε, ε), entonces ξ ∈ TΣ1 y, por tanto, ξ ∈ TΣ1 ∩ C0 = C1. Consideramos
ahora la ecuación diferencial C1 ⊂ TΣ1 sobre la variedad Σ1 y aplicamos de nuevo
el procedimiento anterior: descomponemos C1 en su parte regular y singular,
C1 = C1,reg ∪ C ′1 ,
donde C1,reg son los puntos regulares de C1 sobre Σ1 y C
′
1 son los puntos singulares
sobre Σ1, y definimos
Σ2 = τM (C
′
1), C2 = TΣ2 ∩ C1.
Procediendo recursivamente, definimos para todo k ≥ 1 (denotando C ′0 = C0):
Σk = τM(C
′
k−1), Ck = TΣk ∩ Ck−1, Ck = Ck,reg ∪ C
′
k .
Si el algoritmo se estabiliza, esto es, Cr+k = Cr, k ≥ 0, a partir de cierto
índice r, entonces, salvo quizás algún conjunto discreto, Cr = Cr,reg, lo que im-
plica que todos los puntos de Cr son subregulares y, por tanto, integrables. Así,
obtendríamos que el conjunto
Ereg ∪
⋃
k≥1
Ck,reg
está formado por puntos subregulares y regulares y, por tanto, integrables:
Ereg ∪
⋃
k≥1
Ck,reg ⊂ Eint. (4.1)
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Y, si denotamos Σ0,reg = τM (Ereg), Σ1,reg = τM(C1,reg),. . . , Σr,reg = τM(Cr,reg),
entonces la unión de estos subconjuntos estará contenido en la subvariedad final
de las ligaduras: ⋃
k≥0
Σk,reg ⊂M∞. (4.2)
Denominaremos a este algoritmo el algoritmo recursivo subregular. Ahora bien,
los contenidos en las ecuaciones (4.1) y (4.2) no son igualdades en general. El
algoritmo propuesto construye un subconjunto de puntos integrables, aunque no
necesariamente todos ellos, como muestra el siguiente ejemplo.
4.1.1. Ejemplos de ecuaciones singulares con puntos inte-
grables no resolubles a través del algoritmo recursivo
subregular
Consideremos en R2 con coordenadas (x, y) la ecuación diferencial ordinaria
de primer orden E definida por las ecuaciones:
F (x, y, x˙, y˙) = y(x˙− 1) = 0
G(x, y, x˙, y˙) = y˙ − 1 = 0.
La parte regular de la ecuación E = { (x, y, x˙, y˙)| y(x˙−1) = 0, y˙ = 1 } se obtiene
estudiando el rango de la matriz:[
∂F/∂x˙ ∂F/∂y˙
∂G/∂x˙ ∂G/∂y˙
]
=
[
y 0
0 1
]
,
la parte singular C0 de E consiste en los puntos con y = 0:
C0 = { (x, 0, x˙, y˙)| y˙ = 1 }.
La proyección de C0 sobre R2 es τM(C0) = Σ1 = { (x, 0)| x ∈ R } y, por tanto,
C1 = TΣ1 ∩ C0 = ∅.
El algoritmo se detiene y no encontramos puntos subregulares en C0.
Sin embargo, la curva γ(t) = (x(t), y(t)) = (t + x0, t + y0) es solución de
la ecuación E ∀(x0, y0) y, por tanto, por todos los puntos de Σ1 pasan curvas
integrales de la ecuación. De hecho, la parte integrable de C0 resulta ser
C0,int = { (x, 0, 1, 1)| x ∈ R }.
La siguiente sección estudia un ejemplo donde, al contrario que en el ejemplo
precedente, el algoritmo recursivo subregular describe correctamente todos los
puntos integrables de la ecuación, pero existen soluciones que atraviesan la parte
singular, quebrando la hipótesis básica utilizada en el enunciado del algoritmo
subregular.
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4.2. Un ejemplo de sistema singular genérico: el
frunce
La Teoría de Catástrofes estudia el comportamiento de sistemas singulares
bajo perturbaciones o equivalentemente, aunque de manera más precisa, la es-
tructura genérica universal de los puntos críticos de aplicaciones diferenciales.
Rhené Thom estableció una clasificación de las catástrofes elementales en un teo-
rema que describe los puntos críticos degenerados de funciones de codimensión
máxima cuatro. El teorema muestra que sólo existen siete tipos de puntos críticos
degenerados para este tipo de funciones, que son las llamadas siete catástrofes
elementales y que listamos en la tabla 4.1 [18] (ver por ejemplo [7] para la des-
cripción de la Teoría General de Singularidades y las referencias citadas).
Cuadro 4.1: Catástrofes elementales de Thom.
Germen Codim Desarrollo Universal Nombre
[u3] 1 u3 + xu Pliegue
±[u4] 2 u4 + xu2 + yu Frunce
[u5] 3 u5 + xu3 + yu2 + zu Cola de golondrina
[u3 − uv2] 3 u3 − uv2 + x(u2 + v2) + yu+ zv Umbílico elíptico
[u3 + v3] 3 u3 + v3 + xuv + yu+ zv Umbílico hiperbólico
±[u6] 4 u6 + xu4 + yu3 + zu2 + wu Mariposa
±[u2v + v4] 4 u2v + v4 + xu2 + yv2 + zu + wv Umbílico parabólico
Este ejemplo, que vamos a desarrollar ampliamente, representa una de las
catástrofes elementales de Thom, el frunce, en el contexto del control óptimo. Lo
más interesante de este ejemplo es que la matriz W , que mide la singularidad
del problema, no tiene rango constante. En este supuesto, los teoremas del algo-
ritmo de ligaduras presimpléctico no son aplicables estrictamente, aunque pode-
mos aplicar el algoritmo interpretándolo adecuadamente y probar que todavía
funciona. Además, se observa claramente la relación con el algoritmo recursivo
subregular discutido en la sección anterior (§ 4.1.1). Con ambos algoritmos: el
algoritmo de ligaduras general adecuadamente tratado y el algoritmo recursivo
subregular, se obtienen las mismas subvariedades, aunque, como veremos, existen
curvas solución que atraviesan la parte singular saliendo de la parte regular, solu-
ciones, que como ya observamos, no son detectables por el algoritmo subregular.
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El problema de control óptimo singular está dado por:
x˙ = u (4.3)
L = −u4 − xu2, (4.4)
donde x ∈ R es la variable de estado y u ∈ R es el control del problema. Cons-
truimos el hamiltoniano y el campo vectorial dinámico solución de iΓC = dH , que
son respectivamente:
H = u4 + xu2 + pu (4.5)
ΓC = u
∂
∂x
− u2 ∂
∂p
+ C
∂
∂u
. (4.6)
Como vemos, el hamiltoniano H es exactamente igual al desarrollo universal del
germen [u4], que corresponde a la catástrofe frunce en la tabla de las catástrofes
elementales de Thom. En este caso, las variables (x, p) del problema de control se
deben identificar con los parámetros de control (x, y) de la Teoría de Catástrofes.
La subvariedad M1 de las ligaduras primarias es la siguiente:
M1 =
{
(x, p, u) ∈ R3| φ(1) := ∂H
∂u
= 4u3 + 2xu+ p = 0
}
,
que es claramente una subvariedad regular del espacio de fases total
M = {(x, p, u) ∈ R3} ∼= R3. Representamos la subvariedad M1 en la figura 4.1.
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Figura 4.1: Subvariedad M1.
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La estabilidad de la ligadura φ(1) con respecto a la dinámica impone que su
derivada a lo largo del campo vectorial ΓC se anule para algún C, obteniéndose
la condición:
ΓC(φ
(1)) = p˙+ 2 x˙ u+ 2xu˙+ 12 u2 u˙ = u2 + (12 u2 + 2x)C = (4.7)
= u2 + CW = 0.
Pero podemos observar que la matriz W := 12u2 + 2x no es de rango constante.
Los puntos singulares, esto es, aquellos que anulanW , nos separan la subvariedad
M1 en dos partes:
W 6= 0. Se tiene entonces que C = −u2/W y constituyen la proyección de la
parte regular de la ecuación implícita, Σ0,reg. En estos puntos el problema de
control es regular y existe “feedback” optimal. Las ecuaciones de movimiento
que hay que integrar quedan de la forma que sigue:
x˙ = u
p˙ = −u2
u˙ = −u
2
W
.
W = 0. El conjunto Σ1 = {(x, p, u) ∈ M1| x = −6u2} constituye el locus
singular de la ecuación. Ahora bien, en la parte singular Σ1 habrá soluciones
para C donde se verifique la ecuación (4.7), es decir, cuando u2 = 0, dando
lugar a una segunda ligadura φ(2) dentro de la parte singular Σ1 de la
ecuación:
φ(2) = u2.
De nuevo, estudiamos la estabilidad de esta ligadura obteniendo
ΓC(φ
(2)) = 2u u˙ = 2uC = 0.
Por tanto, la subvariedad singular Σ1,reg, definida por
Σ1,reg = {(x, p, u) ∈ M0|W = 0, φ(1) = φ(2) = 0}
y que se reduce al punto { (0, 0, 0) }, es la variedad final singular de las
ligaduras. La dinámica en ella resulta ser, por tanto,
ΓC = C
∂
∂u
y si queremos estabilidad se debe tener C = 0, por lo que la solución de
las ecuaciones en Σ1,reg se reduce a la solución constante (0, 0, 0). Posterior-
mente, veremos que ésta no es la única posibilidad, ya que existen soluciones
que atraviesan el punto (0, 0, 0) y salen fuera de Σ1,reg.
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Figura 4.2: Subvariedad singular.
En la figura 4.2 mostramos la parte regular Σ1,reg dentro de Σ1.
Podemos representar mejor este proceso introduciendo unas variables más
apropiadas. Hagamos el siguiente cambio de variable F : R3 // R3,
F (x, p, u) = (x, u, φ), (4.8)
donde φ = φ(1) = p+2xu+4u3. Nótese que F es un difeomorfismo global ya que
dx ∧ du ∧ dφ = dx ∧ dp ∧ du 6= 0 en todo punto.
Este cambio de variable F no preserva la 2–forma presimpléctica, ya que:
Ω = dx ∧ dp = dx ∧ d(φ− 2xu− 4u3) =
= dx ∧ dφ− (2x+ 12u2)dx ∧ du = dx ∧ dφ−W dx ∧ du.
Observamos que si restringimos Ω a M1 tendremos Ω1 = Wdx ∧ du y aparece
de nuevo la singularidad definida por W = 0. Cuando W = 0, la 2–forma Ω1 se
vuelve degenerada. En los puntos en los que W 6= 0, Ω1 es simpléctica y el campo
vectorial
Γ1 = u
∂
∂x
− u
2
W
∂
∂u
es hamiltoniano, con hamiltoniano H1 = −u2(x+ 3u2).
La subvariedad M1 queda definida en las nuevas coordenadas como sigue:
M1 = {(x, u, φ) ∈M0| φ = 0}, (4.9)
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y las ecuaciones de movimiento quedan de la siguiente forma: (W 6= 0)
x˙ = u (4.10)
u˙ = −u
2
W
(4.11)
φ˙ = 0. (4.12)
Tenemos una cantidad conservada, el hamiltoniano:
H = p u+ xu2 + u4 = (φ− 2xu− 4u3) u+ xu2 + u4,
que restringido a la subvariedad M1 resulta ser:
H|M1 = −u2 (x+ 3u2).
Por tanto, sus conjuntos de nivel, H = cte = E, son las curvas algebraicas
E = −u2 (x+ 3u2)
compuestas de curvas integrales de las ecuaciones del movimiento. Las trayectorias
que pasan por el punto (0, 0, 0) están contenidas en H = 0, pero la curva H = 0
tiene dos componentes, el punto (0, 0, 0) citado y la curva W = 6u2. Por tanto,
las ecuaciones del movimiento (4.10), (4.11) sobre esta parábola resultan:
x˙ = u
u˙ = − u
2
6u2
= −1
6
,
es decir, por el punto (0, 0, 0) pasa una solución de la ecuación implícita del
problema optimal cuyo vector tangente es (0, 0,−1/6). En la figura 4.3 mostramos
una trayectoria atravesando la parte singular.
En la figura 4.4 hemos representado en el plano x−u las trayectorias solución
del problema. Podemos observar que la curva que pasa por el (0, 0), x = −3u2,
divide el plano en dos regiones: a la derecha quedan las curvas cuyo hamiltonia-
no es negativo y a la izquierda aquellas con hamiltoniano positivo. Las curvas
superiores de la región derecha se mueven en sentido positivo del eje x, por lo
tanto, contienen a la curva con x0 = 1 y xT = 8,75, que representaremos pos-
teriormente; en la región de abajo siguen el camino inverso. Sin embargo, en la
región que queda a la izquierda de la curva correspondiente a E = 0, en la parte
superior se acercan por las dos ramas a la curva singular, que tiene pendiente
infinita, y en la parte inferior se alejan de ella (esto se deduce gracias al estudio
de las isoclinas que realizamos posteriormente).
El problema de control óptimo singular (4.3), (4.4) es totalmente controlable.
Si tomamos unos extremos fijos, x(0) = x0 y x(T ) = xT , es posible probar que
siempre hay un valor de E para el cual existe una trayectoria que los conecta.
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Figura 4.3: Trayectoria en M1 que atraviesa la variedad Singular Σ1,reg.
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Figura 4.4: Trayectorias en el plano x− u.
Efectivamente, como x = −E/u2 − 3u2 y x˙ = u, entonces de x˙ = (2E/u3 − 6u)u˙
nos queda que
u˙ =
u4
2E − 6u4. (4.13)
Con esta ecuación podemos integrar la u, obtener el resultado exacto y dibu-
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jarlo. En la figura 4.5 se muestra la trayectoria que parte de los puntos iniciales
x0 = u0 = 1 con xT = 8,75 integrada numéricamente.
−5
0
5
−10
−5
0
5
10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
p
xT
x0
x
u
Σ1 
Figura 4.5: Trayectoria en la parte regular de M1.
En la figura 4.6 mostramos el valor del estado x frente a la variable de evolución
de la trayectoria que parte con x0 = 1 y u0 = 1 y termina en xT = 8,75.
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Figura 4.6: Proyección de la trayectoria con estado inicial x0 = 1 y estado final
xT = 8,75.
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Por último, mostramos en la figura 4.7 la trayectoria calculada numéricamente
y la trayectoria exacta, que coinciden.
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Figura 4.7: Trayectorias numérica y exacta.
Otro método alternativo para analizar las trayectorias consiste en estudiar las
curvas isoclinas. Eliminando el parámetro tiempo obtenemos:
du/dt
dx/dt
=
du
dx
=
−u2/(2x+ 12u2)
u
= − −u
2x+ 12u2
lo que nos permite dibujar fácilmente las curvas con pendiente constante:
du
dx
= − −u
2x+ 12u2
= K
Las isoclinas con pendiente K son parábolas de ecuación:
x = −6u2 − u
2K
.
Para K = 0 tenemos que u = 0, es decir, u = 0 son todos puntos estacionarios.
La tangente es infinita de nuevo en la curva singular W = 2x + 12u2 = 0 y las
parábolas se acercan a esta curva según K //∞. Podemos ver todo esto en la
figura 4.8
Hay otro cambio de variable muy natural, el dado por la aplicación
G : M //M :
G(x, u, φ) = (u,W, φ).
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Figura 4.8: Trayectorias e isoclinas en el plano x-u
En las nuevas coordenadas las ecuaciones del movimiento quedan como sigue:
φ˙ = 0
u˙ = −u
2
W
W˙ = 2u− 24u
3
W
y el hamiltoniano se transforma de la siguiente manera:
H = −1
2
u2(W − 6u2),
Las soluciones halladas antes para el valor de H = 0 se recuperan: u = 0 y
W = 6u2.
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Podemos reescribir las ecuaciones del movimiento como sigue:
φ˙ = 0
Wu˙ = −u2
WW˙ = 2uW − 24u3
y, entonces, tenemos las ecuaciones en el plano (u,W ) escritas de forma explíci-
ta como ecuaciones cuasilineales implícitas donde la matriz de coeficientes nos
muestra la singularidad W = 0.[
W 0
0 W
] [
u˙
W˙
]
=
[ −u2
2uW − 24u3
]
Es decir, aparece de nuevo la singularidad W = 0 que no nos permite despejar
de la ecuación las derivadas de orden superior.
4.3. Un ejemplo de dinámica singular: frenado óp-
timo
4.3.1. Un modelo simple para el frenado óptimo
Un modelo simple que describe el frenado óptimo de un vehículo modelado
como una única rueda viene gobernado por las siguientes ecuaciones de control
propuestas en [21]:
x˙1 = u (4.14)
x˙2 = f(x1, x2), (4.15)
donde la variable x1 es proporcional al momento angular de la rueda y x2 a la
velocidad del vehículo v. La magnitud que se pretende minimizar es la distancia
recorrida por el vehículo antes de frenar completamente, por tanto, la densidad
lagrangiana ha de ser proporcional a la velocidad lineal:
L(x1, x2, u) ∝ x2. (4.16)
El control u representa el par de fuerzas ejercido por el sistema de frenado sobre
la rueda y la función f(x1, x2) describe la fuerza de fricción debida al contacto del
neumático con la carretera. Esta función f se construye en base a varios modelos
y a distintas suposiciones sobre las características del neumático, estado de la
carretera, etc. y es una función fuertemente no lineal en las variables x1, x2. Un
ejemplo de esta función es la conocida como fórmula mágica de Pacejka [88] donde
f toma la forma:
f(s) = D sin
(
C arctan
(
Bs−A(Bs− arctan Bs))), (4.17)
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siendo s = rw/v − 1 = vr/v = x1/x2 − (1 + ρ); ρ = mr2/I, donde r es el radio
de la rueda, m su masa e I el momento de inercia.
Las condiciones iniciales del problema son x1(0) = x10, x2(0) = x20 y las
finales han de ser cero para que se pare el vehículo en un tiempo desconocido a
priori tf :
x1(tf ) = 0, x2(tf) = 0.
Algunos comentarios sobre el origen mecánico del modelo
Las ecuaciones de movimiento de una única rueda de acuerdo con los modelos
de fricción carretera/rueda rugosa1, son las siguientes [19], [20]:
mv˙ = Fr
Iw˙ = −rFr + uτ ,
donde v es la velocidad lineal de la rueda, w la angular, I es el momento de inercia
respecto del eje de rotación perpendicular a la rueda, r el radio de la rueda, Fr la
fuerza de fricción ejercida por la carretera sobre la rueda y uτ , el control, es el par
de fuerzas ejercidas por los frenos. La cuestión clave aquí es la elección adecuada
de la función que modela la fuerza de fricción Fr. Un modelo dinámico para esta
fuerza es la proporcionada por el modelo de fricción carretera/rueda rugosa que
viene descrito por las ecuaciones
Fr = (σ0z + σ1z˙ + σ2vr)Fn,
donde Fn es la fuerza normal, vr = rw − v es la velocidad de deslizamiento,
σ0, σ1, σ2 son parámetros y z es una variable auxiliar que cumple la ecuación
diferencial auxiliar siguiente:
z˙ = vr − σ0|vr|
g(vr)
z,
g(vr) = µc + (µs − µc) exp−|vr/vs|α .
En la tabla 4.2 se muestran los parámetros utilizados.
El valor de α = 1/2 reproduce bien la “fórmula mágica”:
f(s) = D sin
(
C arctan
(
Bs−A(Bs− arctan Bs))),
donde, al igual que antes,
s =
vr
v
=
x1
x2
− (1 + ρ), ρ = mr
2
I
.
1Del inglés “lumped tire/road”.
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Cuadro 4.2: Descripción de los parámetros del modelo.
σ0 : rigidez de rugosidad (“lumped stiffness”) longitudinal del caucho.
σ1 : empapamiento por rugosidad (“lumped damping”)
longitudinal del caucho.
σ2 : empapamiento relativo viscoso.
µc : fricción de Coulomb normalizada.
µs : fricción estática normalizada.
vs : velocidad relativa de Striebeck.
z : estado de fricción interna.
Si redefinimos las variables como: u = ruτ/I y f(s) = Fr(vr, v)/m, donde se
asume que la fuerza de fricción, Fr, sólo depende del coeficiente de deslizamiento
s,
s =
rw
v
− 1 = vr
v
,
esto es, suponemos un comportamiento “estático” para la fuerza de fricción, y si
definimos las nuevas variables de estado x1, x2 como:
x1 = vr + (1 + ρ)v, x2 = v,
se obtienen las ecuaciones anteriores (4.14) y (4.15):
x˙1 = u
x˙2 = f(s),
con s = (x1− (1+ρ)x2))/x2 = x1/x2− (1+ρ). Estas ecuaciones son las utilizadas
en el diseño de los controladores para el sistema de frenado ABS.
Una aproximación de f comúnmente utilizada es f(s) = a
√
s+ bs, que sigue
siendo una función no lineal.
4.3.2. Resolución del problema de frenado óptimo con el
algoritmo de ligaduras
El espacio de configuración es P = R2 con coordenadas (x1, x2). El espacio de
controles está acotado, puesto que habrá un valor máximo del par de fuerzas que
pueda ejercer el sistema sobre la rueda y, así, C = [0, uma´x]. Por tanto, el espacio
total será M = T ∗P × C ∼= R4 × [0, uma´x] con coordenadas (x1, x2, p1, p2, u). Las
ecuaciones del movimiento y el funcional de acción serán:
x˙1 = u (4.18)
x˙2 = f(x1, x2) (4.19)
S =
∫ tf
0
x2(t) dt. (4.20)
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El principio del máximo de Pontryagin establece que las trayectorias que mini-
mizan S vienen dadas por las curvas que resuelven las ecuaciones de Hamilton:
x˙1 =
∂H
∂p1
= u, x˙2 =
∂H
∂p2
= f(x1, x2),
p˙1 = −∂H
∂x1
= −p2 ∂f
∂x1
, p˙2 = −∂H
∂x2
= 1− p2 ∂f
∂x2
,
y, por la condición de máximo,
H(x, p, u∗) = ma´x
u∈C
H(x, p, u),
donde
H(x, p, u) = p1u+ p2f(x1, x2)− L(x1, x2, u) = p1u+ p2f(x1, x2)− x2. (4.21)
Como esta función es lineal en u y φ(1) := ∂H/∂u = p1, no van a existir puntos
críticos de H , por lo que el máximo se alcanza en los extremos del intervalo
[0, uma´x], en u = uma´x si p1 > 0 o en u = 0 si p1 < 0. La estrategia optimal de
frenado es la siguiente:
u =
{
uma´x si φ
(1) = p1 > 0
0 si φ(1) = p1 < 0
Cuando se anule la ligadura primaria, φ(1) = p1 = 0, entraremos en el contexto
geométrico de los problemas optimales singulares discutidos previamente. Ten-
dremos definida en este caso la subvariedad
M1 = {(x, p, u) ∈M | φ(1) = p1 = 0},
donde deben permanecer las trayectorias mientras dure la condición p1 = 0. Al
hacer los cálculos nos encontramos que este sistema es singular y es necesaria la
aplicación del algoritmo de ligaduras, ya que la matriz
W (1) :=
∂2H
∂u2
= 0
es idénticamente nula. Con la notación utilizada al definir el algoritmo subregular,
esta subvariedad M1 coincide con Σ1 = τM(C0), ya que E = C0, Ereg = ∅ y,
entonces, τM (Ereg) = Σ0,reg = ∅. El campo vectorial dinámico queda de la forma:
ΓC = u
∂
∂x1
+ f(x1, x2)
∂
∂x2
− ∂H
∂x1
∂
∂p1
− ∂H
∂x2
∂
∂p2
+ C
∂
∂u
=
= u
∂
∂x1
+ f(x1, x2)
∂
∂x2
− p2 ∂f
∂x1
∂
∂p1
+
(
1− p2 ∂f
∂x2
)
∂
∂p2
+ C
∂
∂u
.
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Por tanto, existirán arcos extremales singulares si y sólo si existe C tal que
ΓC(φ
(1)) = 0 en M1:
ΓC(φ
(1)) = p˙1 = −p2 ∂f
∂x1
(x1, x2) = 0,
lo nos define una ligadura secundaria
φ(2) := −p2 ∂f
∂x1
(x1, x2),
de la que se deduce que o bien ∂f/∂x1 = 0 o bien p2 = 0, pero esta última
condición no puede darse, ya que entonces tendríamos
0 = p2 = p˙2 = (1− p2∂f/∂x2) = 1. Por lo tanto, podemos reescribir esta segunda
ligadura como
φ(2)(x1, x2) :=
∂f
∂x1
(x1, x2),
y la subvariedad definida por ella
Σ2 = {(x, p, u) ∈M1| φ(1) = φ(2) = 0}.
Por tanto, cuando las trayectorias entren en la subvariedad M1 para que per-
manezcan en ella han de entrar directamente a los puntos contenidos en Σ2.
Imponemos de nuevo la estabilidad de esta subvariedad,
ΓC(φ
(2)) = ΓC
(
∂f
∂x1
(x1, x2)
)
=
∂
∂x1
(
∂f
∂x1
)
u+
∂
∂x2
(
∂f
∂x1
)
f,
esta ecuación podemos reescribirla como
ΓC(φ
(2)) =W (2)u+
∂φ(2)
∂x2
f, (4.22)
donde
W (2) :=
∂
∂x1
(
∂f
∂x1
)
=
∂φ(2)
∂x1
.
Claramente, en los puntos dondeW (2) sea invertible habrá “feedback” optimal que
vendrá dado por u = − (∂φ(2)/∂x2) f/W (2). Tenemos una primera subvariedad
donde el campo vectorial es consistente, que denotamos por
Σ2,reg =
{
(x, p, u) ∈ Σ2
∣∣∣∣ W (2) = ∂∂x1
(
∂f
∂x1
)
6= 0
}
.
Nótese que Σ2,reg corresponde al conjunto de puntos críticos no degenerados de f
con respecto a la variable x1.
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Dentro del conjunto de puntos que anulan W (2) habrá solución en aquellos
que anulen el resto de la ecuación (4.22), lo que nos define una nueva ligadura:
φ(3)(x1, x2) :=
∂φ(2)
∂x2
f =
[
∂
∂x2
(
∂f
∂x1
(x1, x2)
)]
f(x1, x2)
y ésta a su vez, una nueva subvariedad
Σ3 =
{
(x, p, u) ∈ Σ2
∣∣ W (2) = φ(3) = 0} .
La situación es similar al paso anterior, pero ahora dentro de esta subvariedad
Σ3. Imponemos de nuevo la estabilidad de la ligadura y obtenemos
ΓC(φ
(3)) =W (3)u+
∂φ(3)
∂x2
f,
siendo de nuevo la expresión de W (3) := ∂φ(3)/∂x1 y habrá “feedback” optimal si
podemos despejar el control u, es decir, en aquellos puntos en los que no se anule
W (3) que nos definen una subvariedad donde el campo vectorial es consistente:
Σ3,reg =
{
(x, p, u) ∈ Σ3
∣∣∣∣ W (3) = ∂φ(3)∂x1 6= 0
}
El resto de puntos de esta subvariedad que anulan W (3) y ΓC(φ(3)) nos definen
de nuevo otra subvariedad, Σ4, donde debemos seguir aplicando el algoritmo.
La subvariedad final de ligaduras vendrá dada por la unión de las siguientes
subvariedades:
M∞ = Σ2,reg ∪ Σ3,reg ∪ · · · ∪ Σk,reg ∪ · · · (4.23)
obtenidas de forma recursiva partiendo de φ(2) = ∂f/∂x1 y siendo Σ1 = M1,
definida anteriormente, para k > 1 con la siguiente familia de ecuaciones:
Σk :=
{
(x, p, u) ∈ Σk−1
∣∣ W (k−1) = φ(k) = 0} (4.24)
Σk,reg :=
{
(x, p, u) ∈ Σk
∣∣ W (k) 6= 0} (4.25)
W (k) :=
∂φ(k)
∂x1
(4.26)
φ(k+1)(x1, x2) :=
∂φ(k)
∂x2
f, (4.27)
y la condición de “feedback” optimal en la subvariedad Σk,reg, k > 1 es la siguiente
u =
−1
W (k)
(
∂φ(k)
∂x2
)
f.
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Es de reseñar que la expresión para el feedback optimal singular fue obtenido
por procedimientos ad hoc en [21] para k = 2 solamente.
Por otro lado, la condición singular de pertenencia a la subvariedad Σ2 en
el modelo de frenado estático corresponde a f ′(s) = 0 si f ′′(s) < 0, esto es, el
algoritmo se detiene en k = 2, de modo que el sistema se mueve de tal manera que
la fuerza de fricción es máxima en todo instante, lo que constituye el principio de
ingeniería del sistema ABS, “máxima fricción en todo instante”.
Ejemplo de frenado optimal con una función de aproximación de la
fórmula mágica
Una aproximación de la fórmula mágica, definida por la ecuación (4.17), es la
siguiente:
f(s) = a
√
s+ bs,
donde s = x1/x2 − (1 + ρ) y a, b y ρ son constantes. Las ligaduras primaria y
secundaria son, respectivamente:
φ(1) = p1,
φ(2) =
∂f
∂x1
=
(
1
2a
√
s
+ b
)
1
x2
,
por lo tanto, la subvariedad donde puede haber trayectorias solución es
Σ2 =
{
(x, p, u)| φ(1) = φ(2) = 0
}
=
{
(x, p, u)| p1 = 0,
√
s =
−1
2ab
}
.
Calculamos W (2)y se obtiene:
W (2) =
∂2f
∂x21
=
−1
4as3/2x22
=
−1
4a(x1 − x2(1 + ρ))3/2x1/22
,
esta función no se anula nunca, por lo que tenemos aquí “feedback” optimal,
u = −∂φ
(2)
∂x2
f
W (2)
=
(
x1 − 2sx2
4as3/2x32
)
f
W (2)
,
y la subvariedad donde el campo vectorial es consistente si p1 = 0 es, simplemente,
Σ2.
Más adelante veremos varias simulaciones numéricas donde se contrastan las
dos estrategias optimales: frenado “bang–bang” y frenado óptimo singular, ob-
servándose que esta segunda estrategia es más conveniente.
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4.3.3. Un modelo vectorial de frenado óptimo
El modelo anterior se puede refinar si consideramos un vehículo de cuatro
ruedas independientes con velocidades para cada rueda proporcionales a x1, x2,
x3, x4, respectivamente y actuadores de freno independientes:
x˙1 = u1, x˙2 = u2, x˙3 = u3, x˙4 = u4.
La velocidad del vehículo, x5, cuya derivada va a ser una función no lineal que
depende de las variables x1, x2, x3, x4, x5, tendrá la forma:
x˙5 = f(x1, x2, x3, x4, x5).
En este caso, no sólo queremos minimizar la distancia recorrida antes de parar,
sino también el giro del coche, es decir, el torque total producido por la fricción
en las cuatro ruedas sobre el coche. Supondremos que el valor sobre cada rueda
de éste va a ser proporcional a Rxi− x5 para i = 1, . . . , 4, por tanto, el momento
de las fuerzas va a ser proporcional a
Rx1 +Rx3− 2x5−Rx2−Rx4 +2x5 = R(x1 + x3− x2− x4), por lo que podemos
escribir el lagrangiano de la forma que mostramos a continuación:
L = αx5 + β(x1 + x3 − x2 − x4)
y el hamiltoniano queda entonces:
H = p1u1 + p2u2 + p3u3 + p4u4 + p5f − αx5 − β(x1 + x3 − x2 − x4).
Las ecuaciones del movimiento resultan ser:
x˙1 = u1, x˙2 = u2, x˙3 = u3, x˙4 = u4, x˙5 = f(x1, x2, x3, x4, x5)
p˙1 = −p5 ∂f
∂x1
+ β, p˙2 = −p5 ∂f
∂x2
− β, p˙3 = −p5 ∂f
∂x3
+ β
p˙4 = −p5 ∂f
∂x4
− β, p˙5 = −p5 ∂f
∂x5
+ α.
La resolución de problema es completamente similar al modelo de una rueda.
Primero, veamos que la variable p5 no puede ser nula, porque entonces p˙5 = α = 0
y, puesto que α es no nulo, ya que entonces se perdería el sentido mecánico que
hemos supuesto, ésta no puede anularse. Segundo, el máximo del hamiltoniano
vuelve a alcanzarse en los extremos, por lo que la estrategia de frenado es similar
al caso anterior. Finalmente, como
∂H
∂u1
= p1,
∂H
∂u2
= p2,
∂H
∂u3
= p3,
∂H
∂u4
= p4, (4.28)
en cuanto alguno de estos valores se anula entramos en el contexto de los proble-
mas de control óptimo singulares. Si, por ejemplo, se anulase p1 tendríamos que
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la solución ha de permanecer en la subvariedad M1 = {(x, p, u) ∈M | p1 = 0}, al
imponer la estabilidad aparece la ligadura secundaria, puesto que de la primaria
no puede obtenerse “feedback” optimal para u1,
φ(2) := p˙1 = β − p5 ∂f
∂x1
.
Si ahora dividimos el campo vectorial en una parte correspondiente a la variable
x1 y otra al resto, es decir, Γ = Γ1+Γresto, donde Γ1 = x˙1∂/∂x1 y Γresto = Γ−Γ1,
entonces la estabilidad de esta segunda ligadura queda como sigue:
Γ(φ(2)) = −p5 ∂
∂x1
(
∂f
∂x1
)
u1 + Γresto(φ
(2)) = 0
y habrá “feedback” optimal en Σ2 = {(x, p, u) ∈M1| φ(2) = 0} si
W (2) =
∂
∂x1
(
∂f
∂x1
)
6= 0.
En los puntos donde esta función se anule debemos seguir aplicando el algoritmo
como en el modelo anterior y, así, obtenemos, de manera completamente análoga,
la subvariedad final de las ligaduras como la unión de subvariedades
M∞ = Σ2,reg ∪ Σ3,reg ∪ · · · ∪ Σk,reg ∪ · · · (4.29)
definidas de forma similar al caso anterior.
Si se anulan simultáneamente dos de las ecuaciones de (4.28), entonces se pro-
cede de manera idéntica, pero ahora tenemos un sistema vectorial. Supongamos
que p1 = p2 = 0, entonces nos aparecen dos ligaduras secundarias:
φ
(2)
1 = p˙1 = −p5
∂f
∂x1
+ β,
φ
(2)
2 = p˙2 = −p5
∂f
∂x2
− β.
Dividiendo el campo vectorial como antes, en una parte correspondiente a las
dos variables donde no tenemos “feedback” óptimo y el resto, Γ = Γ12 + Γresto, la
estabilidad de las ligaduras queda:
Γ(φ
(2)
1 ) = −p5
∂
∂x1
(
∂f
∂x1
)
u1 − p5 ∂
∂x2
(
∂f
∂x1
)
u2 + Γresto(φ
(2)
1 ) = 0,
Γ(φ
(2)
2 ) = −p5
∂
∂x1
(
∂f
∂x2
)
u1 − p5 ∂
∂x2
(
∂f
∂x2
)
u2 + Γresto(φ
(2)
2 ) = 0,
entonces habrá “feedback” óptimo en los puntos donde la matriz
W (2) =
[
∂2f
∂x2
1
∂2f
∂x1x2
∂2f
∂x1x2
∂2f
∂x2
2
]
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sea invertible. En los puntos donde no lo sea, debemos imponer de nuevo la
estabilidad obteniéndose, de nuevo, la subvariedad final de las ligaduras como la
unión de las sucesivas subvariedades obtenidas al imponer la estabilidad de las
ligaduras que van apareciendo.
4.3.4. Simulaciones numéricas
En esta sección mostramos los resultados de dos simulaciones numéricas que
contraponen las dos estrategias de frenado óptimo distintas discutidas anterior-
mente: frenado bang-bang y frenado óptimo singular.
La primera se trata de un experimento de comparación de las estrategias de
frenado utilizando soluciones optimales “bang-bang” y de frenado óptimo singu-
lar, es decir, en el primero comenzamos fuera de la subvariedad M1 con p1 < 0;
el problema evoluciona hasta llegar a la subvariedad M1, como ésta es singular,
la trayectoria debe caer en la subvariedad Σ2, que son los puntos de M1 que,
además, verifican que ∂f/∂x1 = 0. Se comprueba fácilmente que para el pro-
blema analizado obtenemos un “feedback” optimal en Σ2. No hemos partido de
condiciones iniciales para que la trayectoria cuando llegue a M1 lo haga directa-
mente a Σ2. Suponemos que cuando llega a M1 desplazamos instantáneamente la
trayectoria a Σ2 y despreciamos el coste de este tramo. El otro problema, que de-
nominamos frenado óptimo singular, consiste en suponer que la trayectoria parte
directamente desde la subvariedad Σ2, que corresponde a un problema de control
óptimo singular.
Utilizamos el modelo de fricción estática con la fórmula mágica que hemos
visto anteriormente (4.17),
f(s) = D sin
(
C arctan
(
Bs−A(Bs− arctan Bs))),
con los siguientes valores de los parámetros A = 0, B = 7, D = 0,7 y el parámetro
de “mojado”, C = 1 : 0,1 : 2. Los datos iniciales son v0 = 15m/s, m = 250Kg,
r = 0,25m, J = 1Kg ·m2, uT = 1500Nm y ρ = 15,625 que corresponden a valores
iniciales de x1 y x2: v2 = 27,77 y v1 = 461,68.
En la siguiente tabla mostramos el parámetro de “mojado”, C, el tiempo en
segundos, t_sing, que tarda en detenerse el vehículo para la estrategia de frenado
óptimo singular y el espacio en metros, s_sing, recorrido y los mismos datos para
la estrategia de “bang–bang”. La integración de las ecuaciones del movimiento se
ha hecho en MatLab con un integrador “ode45”.
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C t_sing (s) s_sing (m) t_bang (s) s_bang (m)
1.1 3.94 53.3 4.01 56.84
1.2 3.94 53.3 4.05 58.21
1.3 3.94 53.3 4.21 60.57
1.4 3.94 53.3 4.32 64.03
1.5 3.94 53.3 4.57 68.61
1.6 3.94 53.3 4.83 74.49
1.7 3.94 53.3 5.07 81.64
1.8 3.94 53.3 5.34 90.32
1.9 3.94 53.3 5.61 100.50
2.0 3.94 53.3 6.02 112.43
2.1 3.94 53.3 6.43 125.91
2.2 3.94 53.3 6.86 141.16
Nótese que el tiempo de frenado y la distancia no depende de como esté de
mojada la carretera en el frenado óptimo singular, ya que en cada momento el
sistema se ajusta para frenar al “máximo” y, por tanto, la fuerza de frenado es
siempre máxima, fma´x, independientemente de las condiciones de la calzada, y
la estimación obtenida depende, entonces, del rango de aplicación de la fórmula
mágica.
El segundo experimento consiste en la comparación de las estrategias de frena-
do utilizando “bang-bang” o frenado singular en el modelo de fricción estática con
parámetros para la formula mágica A = 0, B = 7,D = 0,7. Los parámetros físicos
son, al igual que antes: m = 250Kg, r = 0,25m, J = 1Kg ·m2, uT = 1500Nm y
ρ = 15,625.
Se comparan las distancias de frenado para el parámetro de “mojado” C = 1,6
con distintas velocidades iniciales v0.
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v0 (Km/h) t_sing (s) s_sing (m) t_bang (s) s_bang (m)
54.00 2.19 15.35 2.66 24.14
57.60 2.27 17.40 2.89 27.44
61.20 2.43 19.59 3.11 30.91
64.80 2.56 21.98 3.21 34.62
68.40 2.69 24.58 3.43 38.54
72.00 2.81 27.31 3.65 42.66
75.60 2.97 30.07 3.75 46.97
79.20 3.19 33.11 3.97 51.50
82.80 3.31 36.28 4.19 56.23
86.40 3.44 39.59 4.41 61.17
90.00 3.56 43.05 4.49 66.33
93.60 3.69 46.64 4.69 71.70
97.20 3.81 50.37 4.89 77.21
100.80 3.97 54.13 5.09 82.99
4.4. El principio del máximo de Pontryagin para
sistemas cuasilineales implícitos
Finalmente, como una aplicación más teórica y general de las ideas expuestas
hasta el presente en esta memoria, vamos a estudiar una generalización de gran
interés en Teoría de Control Óptimo. Esta generalización consiste en suponer que
la ecuación de estado no es una ecuación diferencial ordinaria en forma normal,
sino que es una ecuación diferencial implícita (o DAE en la terminología propia
de las aplicaciones a la ingeniería).
Este tipo de problemas emergen en multitud de problemas donde, junto a
las ecuaciones dinámicas, habitualmente determinadas por leyes físicas funda-
mentales, se añaden condiciones o ligaduras introducidas al diseñar y concebir
los sistemas o dispositivos específicos. Así, en problemas mecánicos habremos
de considerar ligaduras holónomas o no, que convierten las ecuaciones de Euler–
Lagrange que rigen la dinámica del sistema en sistemas implícitos en determinadas
ocasiones. De la misma manera ocurre al tratar problemas de sistemas lineales,
redes eléctricas, etc.
En lugar de un tratamiento lo más general posible, nos vamos a concentrar en
ecuaciones de estado que sean cuasilineales y por ello utilizaremos la misma for-
mulación que introdujimos en el capítulo 3, § 3.1, y que reproducimos brevemente
de nuevo para comodidad del lector.
Denotaremos por P al espacio de estados o de configuraciones con coordenadas
locales xi, i = 1, . . . , n. La variedad C, un fibrado afín sobre P , va a denotar el
espacio total de controles con coordenadas locales (xi, uα), i = 1, . . . , n,
α = 1, . . . , m. Finalmente, ρ : F // P denotará un fibrado vectorial auxiliar
sobre P , cuyas coordenadas en las fibras denotaremos por ξa, a = 1, . . . , r, i.e.,
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las coordenadas en el espacio total F serán (xi, ξa), i = 1, . . . , n, a = 1, . . . , r.
También necesitamos introducir una aplicación de fibrados vectoriales
A : TP // F lineal a lo largo de las fibras del fibrado tangente
τP : TP // P , cuyas coordenadas locales denotaremos por (xi, x˙i). Esto es, la
aplicación A va a satisfacer ρ ◦ A = τP y, en coordenadas locales va a tomar la
forma siguiente: x˙a 7→ ξa = Aai (x)x˙i.
TP
τP

A // F
ρ
}}{{
{
{{
{{
{
I
ξ˙
>>
|
|
|
|
|
|
|
| ξ
// P
Podemos tomar el pull-back de los fibrados TP y F a C a lo largo de la
aplicación pi : C // P y obtendremos fibrados vectoriales p1 : pi∗(TP ) // C y
q1 : pi
∗(F ) // C. En lo que sigue, siempre que no haya riesgo de confusión, vamos
a denotar estos fibrados simplemente como TP y F de nuevo respectivamente.
pi∗(TP ) //
p1

TP
τP

pi∗(F ) //
q1

F
ρ

C pi
// P C pi
// P
La aplicación entre los fibrados vectoriales A : TP // F se puede interpretar
de esta forma como dependiente de los controles u, i.e., x˙a 7→Aai (x, u)x˙i.
La “fuerza” que controla el sistema se identifica con una sección f del fibrado
F , i.e., f : C // F tal que ρ ◦ f = idP , en otras palabras, localmente vamos a
tener (x, u) 7→ fa(x, u).
Un sistema implícito de control va a consistir en un sistema de ecuaciones
diferenciales implícitas de la forma descrita anteriormente y que, en el sistema
local de coordenadas (xi, ua), tiene la forma:
Aai (x, u)x˙
i = fa(x, u), a = 1, . . . , rankF.
Visto de una manera más intrínseca, si γ : I // C es una curva en C, vamos a
buscar curvas que satisfagan:
A(γ˙(t)) = f(γ(t)), ∀t ∈ I. (4.30)
Diremos que el problema de control (4.30) es optimal si, además, buscamos
soluciones γ que minimicen el funcional objetivo
S(x, u) =
∫ T
0
L(x, u) dt. (4.31)
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Estamos buscando, por tanto, aquellas soluciones γ del sistema implícito (4.30)
que minimizan S y satisfacen condiciones en los extremos, como las siguientes:
pr1 ◦ γ(0) = x0, pr1 ◦ γ(T ) = xT , (4.32)
aunque, igual que en el caso estándar, podríamos considerar otras condiciones en
los extremos sin mayores dificultades.
4.4.1. Principio de máximo de Pontryagin para sistemas de
control óptimo cuasilineales implícitos
Utilizando la intuición ganada a partir de las consideraciones establecidas en
el capítulo 2 en torno a las ecuaciones del principio de máximo de Pontryagin
y los multiplicadores de Lagrange, podemos utilizar de manera heurística esta
aproximación para obtener una primera aproximación a las ecuaciones dinámicas
solución del problema. Nótese que no es posible aplicar el principio de máximo de
Pontryagin a esta situación, ya que no tenemos una ecuación de control en forma
normal. Así, resolver el problema de control optimal implícito dado por (4.30)
con condiciones de contorno (4.32) y funcional objetivo (4.31) lleva a encontrar
los extremales de funcional modificado
S(x, u, ξ) =
∫ T
0
[
L(x, u) + ξaΦ
a(x, u)
]
dt, (4.33)
donde hemos introducido las ligaduras Φa(x, u) = Aai (x, u)x˙
i − fa(x, u) y los
multiplicadores de Lagrange ξa, que representan coordenadas a lo largo de las
fibras del fibrado F ∗ // C. Una simple manipulación en el funcional S nos
permite escribirlo en la forma equivalente:
S(x, u, ξ) =
∫ T
0
[
L(x, u) + ξa
(
Aai (x, u)x˙
i − fa(x, u))] dt =
=
∫ T
0
[
ξaA
a
i (x, u)x˙
i − (ξafa(x, u)− L(x, u))] dt =
=
∫ T
0
ξaA
a
i (x, u)dx
i −H(x, u, ξ) dt, (4.34)
de donde obtenemos el hamiltoniano H(x, u, ξ) de la teoría, que está dado por
H(x, u, ξ) = ξaf
a(x, u)− L(x, u),
en completa analogía con el hamiltoniano de Pontryagin de la teoría clásica.
Las variaciones de S se toman sobre todas las curvas diferenciables
γ(t) = (x(t), u(t), ξ(t)) en F ∗ con extremos fijos x0, xT y las variaciones δxi(t)
habrán, por tanto, de satisfacer que δxi(0) = 0 y δxi(T ) = 0. Entonces, los puntos
críticos de S satisfacen δS(γ) = 0.
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Tras los siguientes cálculos sencillos:
δS =
∫ T
0
[
∂L
∂xi
δxi +
∂L
∂uα
δuα +
(
Aai (x, u)x˙
i − fa(x, u)
)
δξa
]
dt+
+
∫ T
0
ξa
(
∂Aai
∂xj
x˙iδxj +
∂Aai
∂uα
x˙iδuα + Aai (x, u)δx˙
i − ∂f
a
∂xi
δxi − ∂f
a
∂uα
δuα
)
dt =
=
∫ T
0
[(
∂L
∂uα
+ ξa
∂Aai
∂uα
x˙i − ξa ∂f
a
∂uα
)
δuα +
(
Aαi (x, u)x˙
i − fa(x, u)
)
δξa
]
dt+
+
∫ T
0
[(
∂L
∂xi
+ ξa
∂Aaj
∂xi
x˙j − d
dt
(
ξaA
a
i (x, u)
)
− ∂f
a
∂xi
)
δxi +
d
dt
(
ξaA
a
i δx
i
)]
dt =
=
∫ T
0
[(
ξa
∂Aai
∂uα
x˙i − ∂H
∂uα
)
δuα +
(
Aai (x, u)x˙
i − fa(x, u)
)
δξa
]
dt+
+
∫ T
0
[(
∂L
∂xi
+ ξa
∂Aaj
∂xi
+ ξa
∂Aaj
∂xi
x˙j − ξ˙aAai (x, u)− ξa
∂Aai
∂xj
x˙j − ξa∂A
a
i
∂uα
u˙α −
− ξa∂f
a
∂xi
)
δxi
]
dt+ ξaA
a
i δx
i
∣∣∣∣T
0
=
=
∫ T
0
[(
ξa
∂Aai
∂uα
x˙i − ∂H
∂uα
)
δuα +
(
Aai (x, u)x˙
i − fa(x, u)
)
δξa
]
dt+
+
∫ T
0
(
− ξ˙aAai (x, u)− ξa(FA)aijx˙j −
∂H
∂xi
− ξa∂A
a
i
∂uα
u˙α
)
δxi dt = 0,
resultan las ecuaciones
Aai (x, u)x˙
i = fa(x, u) =
∂H
∂ξa
(4.35)
Aai (x, u)ξ˙a + FA(x, u)
a
ijx˙
jξa + ξau˙
α∂A
a
i
∂uα
= −∂H
∂xi
(4.36)
ξa
∂Aai
∂uα
x˙i =
∂H
∂uα
. (4.37)
Podemos resumir la discusión anterior diciendo que las ecuaciones anteriores
son las condiciones suficientes para que las curvas diferenciables en F ∗ sean ex-
tremales del funcional objetivo (4.31) y satisfagan la ecuación de control implícito
(4.30).
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Teorema 4.4.1 Dada la curva C∞, γ(t) = (x(t), u(t)), si existe un levantamien-
to γ˜ = (x(t), u(t), ξ(t)) de la curva γ en C al fibrado F ∗ satisfaciendo el conjunto
de ecuaciones diferenciales implícitas:
Aai (x, u)x˙
i =
∂H
∂ξa
(4.38)
Aai (x, u)ξ˙a + FA(x, u)
a
ijx˙
jξa + ξau˙
α∂A
a
i
∂uα
= −∂H
∂xi
(4.39)
ξa
∂Aai
∂uα
x˙i =
∂H
∂uα
, (4.40)
donde
H(x, u, ξ) = ξaf
a(x, u)− L(x, u)
es el hamiltoniano generalizado de Pontryagin y xi(0) = x0, x
i(T ) = xT , entonces
γ es una solución del sistema implícito
Aai (x, u)x˙
i = fa(x, u)
y un extremal del funcional objetivo
S(x, u) =
∫ T
0
L(x, u) dt.
Observamos ahora que, aunque Aai (x) dependiese sólo de x y ∂
2H/∂u2 fuese
invertible, no podríamos garantizar la existencia y/o unicidad de las soluciones de
dichas ecuaciones diferenciales implícitas. Pondremos el conjunto de estas ecua-
ciones implícitas de una forma que nos ayude a discutir estas cuestiones.
Tal como hicimos en el caso estándar donde recurrimos a una formulación
presimpléctica, haremos lo mismo.
4.4.2. Descripción presimpléctica del principio de máximo
de Pontryagin para problemas cuasilineales implíci-
tos
Si nos fijamos de nuevo en la expresión del funcional objetivo extendido S,
(4.33), como aparece en la ecuación (4.34), podemos observar que se puede es-
cribir, en analogía con § 2.4.5, de una manera más intrínseca como:
S(x, u, ξ) =
∫
θA −H dt.
Para ser más precisos, si γ(t) = (x(t), u(t), ξ(t)) es un curva C∞ en F ∗, entonces,
S(γ) =
∫
γ
θA −
∫ T
0
H
(
γ(t)
)
dt =
∫ T
0
(
γ∗θA −H(γ)
)
dt,
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puesto que θA = Aai (x, u)ξadx
i. Entonces, podemos computar dS de una forma
distinta a la manera en que lo hicimos en la sección anterior.
Si denotamos por Ω = Ω(x0;xT )(F
∗) el espacio de aplicaciones C∞,
γ˜ : [0, T ] // F ∗ tal que ρ(γ˜(0)) = x0 y ρ(γ˜(T )) = xT , un vector tangente al
espacio Ω en la curva γ˜ es una clase de equivalencia de curvas σ˜ : (−ε, ε) // Ω
que tienen un contacto de primer orden y pasan por γ˜, i.e., σ˜(0) = γ˜. En la
terminología del capítulo 2, § 2.4, σ˜ es una variación de la curva γ˜ y el vector
tangente es una variación infinitesimal de γ˜. Podemos pensar que la curva σ˜ define
una aplicación σ˜ : (−ε, ε)× [0, T ] // F ∗ definida como σ˜(s, t) = [σ˜(s)](t). Por lo
tanto, el vector tangente en γ˜ va a ser un campo vectorial a lo largo de la curva
γ˜ definido por la expresión
U(t) =
∂
∂s
σ˜(s, t)
∣∣∣∣
s=0
.
Por lo que podemos pensar en U como una aplicación,
U : [0, T ] // TF ∗
tal que
U(t) ∈ Tγ˜(t)F ∗
y
ρ∗(γ˜(0))U(0) = ρ∗(γ˜(T ))U(T ) = 0 (4.41)
que traslada las condiciones de contorno en propiedades de U .
El campo vectorial U a lo largo de γ˜ puede extenderse a un entorno tubular
de γ˜ y será denotado como U˜ . Denotaremos el flujo de U˜ por φs, i.e.,
d
dt
φs = U˜ ◦ φs.
Nótese que las curvas en γ˜(t) para un t fijo definidas por γ˜(s, t) y φs(t) tienen un
contacto de primer orden debido a que definen el mismo vector tangente U(t).
Ahora podemos calcular la diferencial de S como,
dS(γ˜)(U) =
d
ds
S(φs)
∣∣∣∣
s=0
, (4.42)
donde U es un vector tangente al espacio de caminos Ω en el espacio total
F ∗ // P con las condiciones de contorno (4.41).
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Entonces, obtenemos
dS(γ)(U) =
d
ds
S(φs)
∣∣∣∣
s=0
=
∫ T
0
d
ds
(
φ∗sθA −H(φs)
)∣∣∣∣
s=0
dt =
=
∫ T
0
γ˜∗(LUθA − LUH) dt =
=
∫ T
0
γ˜∗
(
iUdθA + d(iUθA)− iUdH
)
dt =
=
∫ T
0
iU (i ˙˜γΩA − dH)(γ˜(t)) dt+ iUθA
∣∣∣∣T
0
=
=
∫ T
0
[
ΩA(γ˜(t))( ˙˜γ(t), U(t))− dH(γ˜(t))(U(t))
]
dt+ (4.43)
+
〈
ξ, ρ∗(γ(T ))U(γ(T ))
〉
−
〈
ξ, ρ∗(γ(0))U(γ(0))
〉
. (4.44)
Pero 〈ξ, ρ∗(γ(T ))U(γ(T ))〉 = 〈ξ, ρ∗(γ(0))U(γ(0)〉 = 0 ∀ξ y, por lo tanto, la curva
γ˜(t) es un extremal de S en el espacio Ω si y sólo si satisface la ecuación:
i ˙˜γΩA = dH ◦ γ˜
o, de forma equivalente, γ˜ es una curva integral de un campo vectorial Γ en F ∗
que satisface la ecuación dinámica:
iΓΩA = dH. (4.45)
Por lo tanto, hemos probado lo siguiente:
Teorema 4.4.2 Las curvas integrales del sistema hamiltoniano presimpléctico,
definido por la 2–forma presimpléctica ΩA en el espacio total F
∗ y por la función
hamiltoniana generalizada de Pontryagin H, son trayectorias extremales C∞ para
un sistema de control óptimo implícito.
Nota. Las ecuaciones (4.38)-(4.40) se pueden derivar de nuevo simplemente ex-
pandiendo ΩA y dH y computando iΓΩA = dH en coordenadas locales.
Nota. El sistema iΓΩA = dH es un sistema cuasilineal en F ∗ de la forma:
A˜z(z˙) = f˜(z), (4.46)
donde z ∈ F ∗; la aplicación lineal entre fibrados vectoriales A˜(z) : TF ∗ // T ∗F ∗
está definida por A˜(z)(V ) = ΩA(z)(V, ·), ∀V ∈ TzF ∗ y f˜(z) = dH(z); i.e.,
f˜ : F ∗ // T ∗F ∗ es la sección definida por dH .
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4.4.3. Una generalización de los fibrados cotangentes
Como vimos en la presentación estándar de los problemas de control optimal,
los multiplicadores de Lagrange se identifican de manera natural con el momento
conjugado de las variables xi, entonces el problema se sitúa en el contexto de la
geometría del fibrado cotangente T ∗P acompañado de su estructura simpléctica
canónica ωP . En el caso del problema de control óptimo implícito (4.30) propuesto
anteriormente, las fuerzas toman valores en F , por lo tanto, los multiplicadores
de Lagrange que tenemos que introducir deben ser necesariamente elementos del
dual de F , el fibrado dual ρ∗ : F ∗ // P . El espacio total del fibrado dual F ∗ va
a jugar el papel del fibrado cotangente T ∗P en la teoría ordinaria. La similitud
va mucho más allá en el sentido de que existe una 2–forma natural cerrada en F ∗
que juega el papel de la forma simpléctica canónica ωP . La describimos primero.
La 1–forma canónica θA en F ∗
Vamos a denotar los puntos en ρ∗ : F ∗ // P como (x, u; ξ) y las coordenadas
lineales a lo largo de las fibras como ξa. Éstas se definen, por ejemplo, eligiendo
el dual ea del sistema de referencia local ea utilizado para definir ξa en F , i.e.,
ξ = ξae
a(x, u).
Tenemos la aplicación natural Tρ∗ : TF ∗ // TP . Como
Tρ∗(x, u; ξ) : T(x,u;ξ)F
∗ // TxP,
entonces si U ∈ T(x,u;ξ)F ∗,
Tρ∗(x, u; ξ)(U) ∈ TxP
y definimos θA por la fórmula:
θA(x, u; ξ)(U) =
〈
ξ, A(x,u)
(
Tρ∗(x, u; ξ)(U)
)〉
, ∀U ∈ T(x,u;ξ)F ∗. (4.47)
Donde 〈·, ·〉 en la parte derecha de la ecuación (4.47) denota la dualidad natural
entre F y F ∗. En coordenadas locales la 1–forma canónica θA resulta de nuevo:
θA = A
a
i (x, u)ξadx
i.
Definimos ahora la 2–forma canónica ΩA en F ∗ asociada a A como se hace en
el fibrado cotangente
ΩA = −dθA. (4.48)
Véase que ΩA es no degenerada y, por lo tanto, simpléctica, si y sólo si A es
un isomorfismo de fibrados vectoriales. Esto se ve claramente al escribir ΩA en
coordenadas locales:
ΩA = A
a
i (x, u)dx
i ∧ dξa + FA(x, u)aijξadxi ∧ dxj,
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donde
FA(x, u)
a
ij = ∂iA
a
j − ∂jAai
es la “curvatura” de A. Entonces, si la aplicación entre fibrados Aai es invertible
ΩA es no degenerada. Recíprocamente, si analizamos ker ΩA encontramos que se
anula sólo si kerA = 0 y la afirmación previa queda probada.
4.4.4. Algoritmo de las ligaduras para el problema de con-
trol óptimo implícito
Como sabemos bien, por la discusión de sistemas implícitos generales, reali-
zada en el capítulo 3, la ecuación del sistema presimpléctico (4.45) o en la forma
equivalente como una ecuación cuasilineal singular, A˜(z)z˙ = f˜(z), requiere un es-
tudio cuidadoso de su consistencia. Reproduciremos de forma breve el algoritmo
de ligaduras para sistemas cuasilineales realizado en las secciones 3.1.4 y 3.1.5.
Definiremos una familia de subvariedades Mk recursivamente como:
M0 = F
∗; Mk = {z ∈Mk−1| f˜k−1(z) ∈ Im A˜k−1(z)},
donde f˜k−1 = f˜ |Mk−1 es una sección del fibrado T ∗Mk−1F ∗ subfibrado de T ∗F ∗,
definido como la restricción de T ∗F ∗ a Mk−1. De forma similar
A˜k−1 : TMk−1 // T
∗F ∗ es la restricción de la aplicación A˜ : TF ∗ // T ∗F ∗ a
TMk−1 ⊂ TF ∗. La secuencia de subconjuntos
M0 ⊇M1 ⊇ · · · ⊇Mk ⊇Mk+1 ⊇ · · ·
se estabiliza si ∃ r ∈ N tal que Mr = Mr+n, ∀n ≥ 0. Bajo unas condiciones
de regularidad similares a las del Teorema 3.1.3 obtendremos una subvariedad
diferenciable. Tal subvariedad se llamará la subvariedad final de las ligaduras y
será denotada por M∞. En esta subvariedad existirá siempre al menos un campo
vectorial Γ∞ tal que
iΓ∞Ω∞ = dH∞,
donde Ω∞ = ΩA|M∞ y H∞ = H|M∞. Diremos que las condiciones de los extremos
(4.41) son consistentes (o compatibles) si x0, xT ∈ M∞. En tal caso, esto significa
que pueden existir soluciones al problema de control óptimo satisfaciendo las
condiciones de contorno. Si no es así, el problema no tendrá soluciones en sentido
estricto, aunque todavía tenemos la posibilidad de considerar curvas que estén
cercanas a las soluciones la mayor parte del tiempo y, aunque no minimizen
estrictamente el funcional objetivo, la desviación de ellas respecto al mínimo
local obtenido por soluciones contenidas en M∞ estará dentro de un rango de
tolerancia. Este tipo de soluciones se llaman controles baratos (cheap controls),
controles cuasioptimales o “turnpikes” en la literatura.
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Sistemas de control óptimo generalizados planos y sistemas LQ gene-
ralizados
Supongamos que nuestro sistema generalizado de control óptimo está descrito
por la ecuación
Aai (x)x˙ = f
a(x, u),
donde FA = 0, i.e.,
∂Aai
∂xj
− ∂A
a
j
∂xi
= 0.
Diremos en este caso que nuestro sistema es plano. En esta situación las ecuaciones
de la dinámica adquieren una forma sencilla, ya que
ΩA = −dθA = Aai (x)dξa ∧ dxi
y, entonces, la ecuación de evolución presimpléctica simplemente se convierte en:
Aai (x)x˙ = f
a(x, u),
Aai (x)ξ˙a = −ξa
∂fa
∂xi
+
∂L
∂xi
,
junto a la ligaduras primarias clásicas φ(1)a = ∂H/∂ua. Entonces, si ∂2H/∂ua∂ub
es invertible podremos obtener un “feedback” optimal y nuestras ecuaciones se
reducirán a las ecuaciones implícitas:
Aai (x)x˙
i = f˜a(x, ξ), Aai (x)ξ˙a = −ξa
∂f˜a
∂xi
+
∂L˜
∂xi
,
que a su vez habrá que analizar aplicando el algoritmo de ligaduras general para
ecuaciones cuasilineales implícitas.
En particular, podemos considerar los sistemas LQ generalizados, donde ahora
la matriz A es constante y las ecuaciones tienen la forma:
A · x˙ = B · x+ C · u
L =
1
2
xTPx+ xTQu+
1
2
uTRu.
En este tipo de problemas tendremos que la ecuación para los “coestados” será:
Aai ξ˙a = −ξaBai + Pijxj +Qiαuα
y si ∂2H/∂uα∂uβ = Rαβ es invertible, obtenemos el “feedback” optimal:
uβ = RαβCaαξa −RαβQiαxi,
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con RαβRβγ = δαγ . Las ecuaciones hamiltonianas presimplécticas resultan:
Aai x˙
i = B˜ai x
i + C˜abξb
Aai ξ˙a = Q˜ijx
j − B˜bi ξb,
donde
B˜ai = B
a
i − CaβRαβQiα
C˜aβ = C
a
βR
αβCbβ
Q˜ij = Pij −QiβRαβQjα,
exactamente como las ecuaciones (1.11) y (1.12) excepto por el prefactor A que
aparece ahora en las derivadas. El sistema hamiltoniano presimpléctico puede
escribirse en forma matricial como[
A 0
0 A
] [
x˙
ξ˙
]
=
[
B˜ C˜
Q˜ −B˜
] [
x
ξ
]
y podemos transformarlo en una ecuación de tipo Ricatti utilizando el “ansatz”
ξ = KAx. Tras las manipulaciones obvias, obtenemos la ecuación de Ricatti
implícita:
AK˙A = Q˜− AKB˜ − B˜KA−AKC˜AK. (4.49)
Nótese que las soluciones estacionarias, que en los sistemas LQ ordinarios
corresponden a la situación K˙ = 0, corresponden ahora simplemente a AK˙A = 0.
Capítulo 5
Conclusiones y problemas abiertos
5.1. Conclusiones
A lo largo de la tesis se han discutido los siguientes problemas de Teoría de
Control Óptimo:
1. Se ha realizado el análisis directo de las condiciones para que una curva en
el espacio de estados y controles sea un punto crítico del funcional objetivo
restringido por las condiciones diferenciales impuestas por las ecuaciones de
control. Este análisis se ha hecho en el marco analítico del análisis global
considerando variedades de Hilbert de curvas y las correspondientes gene-
ralizaciones del teorema de los multiplicadores de Lagrange. Los resultados
obtenidos reproducen las conocidas condiciones del teorema del máximo
de Pontryagin para extremales normales con condiciones de regularidad
apropiadas.
2. La derivación intrínseca de las condiciones de Euler-Lagrange para este
funcional ha permitido obtener directamente las ecuaciones diferenciales
que satisfacen las curvas extremales en forma intrínseca en la formulación
presimpléctica de la teoría.
3. Las condiciones de regularidad de los puntos del espacio total de la Teoría de
Control Óptimo, estados, momentos y controles, se han analizado desde un
punto de vista geométrico caracterizándose en términos de singularidades
de aplicaciones. Se ha estudiado en detalle el sistema de control óptimo de
tipo frunce demostrando su controlabilidad global.
4. Se ha estudiado el problema de los puntos singulares de los problemas de
control óptimo en el marco general de la Teoría de Ecuaciones Diferenciales
Implícitas. Se ha planteado el problema de la existencia y unicidad de solu-
ciones de las ecuaciones implícitas definidas por un problema de control óp-
timo a través de puntos singulares. Para el análisis de dicho problema se ha
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utilizado el algoritmo de ligaduras en su formulación global que, tras suce-
sivas particularizaciones, se ha adaptado finalmente al problema de control
óptimo singular. En este proceso se han obtenido sucesivamente las formu-
laciones del algoritmo de ligaduras de Marmo, Mendella y Tulzczjev [84],
de Rabier y Rheinbold [91], de Gràcia y Pons [49, 50], de Sniatycki [97] y,
eventualmente, de Ibort y Marín [57]. Se presenta finalmente un formalismo
hamiltoniano extendido del algoritmo de ligaduras muy conveniente para el
cálculo y manipulación de dichos sistemas.
5. Se ha analizado con detalle el problema de los sistemas singulares LQ. Se
ha adaptado el algoritmo de ligaduras a este caso y se ha formulado un
algoritmo numérico lineal que utiliza en su formulación recursos del álge-
bra lineal numérica, tales como la descomposición en valores singulares, el
rango numérico y el núcleo numérico. Este algoritmo realiza también la
clasificación de las ligaduras del problema en primera y segunda clase. Se
muestra evidencia empírica de las propiedades de estabilidad numérica del
algoritmo propuesto.
6. Se presentan diversos ejemplos que ilustran o sirven de aplicación de las
ideas y resultados descritos en la memoria. En particular se han estudiado
analíticamente sistemas singulares de rango no constante como el sistema
del frunce mencionado anteriormente y el sistema de frenado óptimo en
modelos estáticos de fricción, obteniéndose, en este último caso, las condi-
ciones suficientes de estabilidad y las ecuaciones que deben verificar los
arcos singulares que se corresponden con las estrategias de frenado de los
sistemas ABS.
7. La combinación de las técnicas analíticas conducentes a las ecuaciones del
principio de máximo de Pontryagin desarrolladas en el capítulo 2, junto al
algoritmo general de ligaduras analizado en el capítulo 3, permiten resolver
una formulación más general de los problemas de control óptimo consistente
en suponer que la ecuación de control es, a su vez, una ecuación diferencial
implícita cuasilineal. Se obtienen, en este caso, las ecuaciones diferenciales
implícitas que deben satisfacer las curvas extremales, mostrando de nuevo
su naturaleza presimpléctica. Se caracterizan analítica y geométricamente
los puntos regulares y se formula el algoritmo de ligaduras que determina la
existencia y unicidad de soluciones a través de puntos singulares para estos
sistemas.
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5.2. Algunos problemas abiertos
En el desarrollo de las investigaciones conducentes a esta tesis han surgido
diversos problemas, que o bien no han sido resueltos o sólo han sido resueltos
parcialmente y que se han englobado en la categoría de “problemas abiertos” y
su discusión no se ha incluido en la memoria . Enumeramos a continuación una
selección de aquellos que resultan más relevantes en el contexto de esta tesis y
que seguramente determinarán de manera importante la investigación futura que
se derivará de este trabajo.
1. Extensión, en el sentido ya apuntado en el texto, del algoritmo de ligaduras
para ecuaciones diferenciables implícitas no completamente reducibles.
2. En el contexto del problema anterior, habiéndose obtenido ya resultados
parciales, se puede enunciar la siguiente conjetura [Cendra 2004]: Es posible
extraer la parte integrable de una ecuación diferencial ordinaria implícita
real algebraica a través de una secuencia finita bien definida de pasos del
algoritmo de ligaduras general combinado con blow ups algebraicos.
3. Determinar la estabilidad numérica del algoritmo de ligaduras para sistemas
singulares LQ.
4. Extensión del algoritmo de ligaduras para sistemas singulares LQ a sistemas
LQ dependientes del tiempo.
5. Clasificar las singularidades genéricas estables de los problemas de control
óptimo.
6. Probar la conjetura: El algoritmo recursivo subregular determina la parte
integrable de los sistemas de control óptimo singulares estables genéricos.
7. Caracterización de los minimizadores anormales de la teoría de Pontryagin
en el contexto del análisis global establecido en la memoria y los correspon-
dientes minimizados singulares.
8. Adaptación y extensión de la Teoría de Perturbaciones Singulares al estudio
de sistemas de control óptimo singular.
Finalmente, hay todo un catálogo de problemas pendientes de un análisis
más detallado desde el punto de vista global presentado en esta memoria, como
son los problemas del análisis de las soluciones de la dinámica, su estabilidad,
propiedades asintóticas, etc.
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