Abstract-Urban sensing is emerging as a significant Wireless Sensor Networks (WSNs) application. In such a scenario, static sensors are sparsely deployed in an urban area to collect environmental information. Sensed data are opportunistically collected by Mobile Sinks (MSs), which can be other sensor nodes attached to cars or buses, or carried by people while they move around the city. Since the contacts between the MSs and the static sensors are infrequent and short, reliable and energy efficient data collection is a primary concern of such applications. To this end, we exploit a hybrid data delivery scheme based on both Erasure Coding (EC) and feedback by the MSs. We provide an optimized implementation, and show by extensive experiments in a real testbed that the proposed approach is feasible, despite the very limited storage and processing resources of commercially available sensor platforms.
I. INTRODUCTION
Sparse WSNs are particularly appealing for urban applications [1, 2] . In this case, a low number of static sensors can be placed in a few key points of a city to collect environmental data, e.g., the level of pollutants or allergens in the air. Data generated by sensors can be collected by Mobile Elements (MEs), which can be either vehicles (e.g., cars, buses or shuttles) or people carrying sensing devices or smartphones. As a result, the network lifetime can be significantly improved [3] . MEs can either use the collected information for their own purposes, or make them available to remote users through a high range Internet connection. Since in both cases they are the endpoints of data collection in the WSNs, they act as Mobile Sinks (MSs) [4] .
In such a scenario, data collection presents several issues. One of them is the limited contact time between the sensors and the MSs. This is especially true when MSs are represented by vehicles. A different aspect is related to the high and variable error probability of wireless communications. The wireless channel is known to be noisy, especially in urban scenarios where there might be several sources of interferences [5] . Since the sink is moving, the message loss rate is highly time-varying, and significantly affected by the physical distance between the sensors and the MSs [2] . As a consequence, communication protocols targeted to data delivery in sparse WSNs with MSs should be reliable, and should also have a limited overhead, in order to exploit the short and scarce contacts to the full extent. In this context, approaches based on Automatic Repeat reQuest (ARQ) schemes have several limitations, including a high overhead, and are not suitable for broadcast communications [6, 7] . On the contrary, approaches based on Erasure Coding (EC) have shown to be effective [8] .
To deal with all the issues above, in [9] we proposed an adaptive communication protocol for reliable data delivery in sparse sensor networks with multiple MSs, which efficiently combines EC with an ARQ scheme. The simulation analysis carried out in [9] has shown that the proposed hybrid communication protocol outperforms a pure ARQ scheme based on acknowledgements and selective retransmissions, especially when there are many MSs simultaneously in contact with the sensor. However, such analysis is based on simulations and does not consider the effect of resource limitations imposed by real sensor devices. For example, in [9] we considered the maximum stretch factor (i.e., ratio between the number of redundant and original messages) in order to investigate the potentials of EC, but this may be unfeasible in many real sensor platforms due to memory limitations. Thus, the major contribution of this paper is to analyze the real effectiveness of the proposed approach on a real sensor network platform with limited computation and storage resources. To this aim, in this work we focus our analysis on resource utilization. First, we investigate resource utilization in terms of used memory, as the amount of RAM represents the major limiting factor for the EC scheme. We also evaluate the computational burden for encoding and decoding data, since they are strictly connected with the specific EC parameters. Another major contribution is the evaluation of the additional energy consumption due to the encoding phase, which obviously depends on the specific sensor platform which is considered. Experiments in our real testbed show that our approach is feasible, despite the very limited storage and processing resources of commercially available sensor platforms, and suitable to urban scenarios where more than one MS can be in contact with a static sensor at once.
The rest of the paper is organized as follows. Section II introduces the relevant related work. Section III presents the motivation and the system model. Section IV describes the proposed reliable data delivery scheme. Section V presents the experimental evaluation of our protocol. Section VI provides the experimental results. Finally, Section VII concludes the paper.
II. RELATED WORK
Many papers in the literature addressed data collection in WSNs with mobile elements [4] . The original idea of exploiting the presence of mobile elements to save energy during the data collection process was proposed in [10] and refined later in [11] . The use of mobile nodes was applied to different scenarios and has proven to be effective for energy conservation also in the urban context. For example, in [1] shuttle buses were used for collecting data from several static nodes encountered along their path. In [2] , mobile nodes travelling with different speeds were used to collect useful information emitted by a static sensor node located in a parking area.
For improving the reliability of communications, different approaches have been adopted. On one hand, several proposed solutions relies on Automatic Repeat reQuest (ARQ) schemes [6, 7, 12] . However, approaches based on retransmissions have several limitations, including a high overhead, and are not suitable for broadcast communications.
On the other end, alternative solutions based their foundations on the use of EC for data transfer. For example, EC has been extensively exploited for increasing reliability in multi-hop sensor networks [8, [13] [14] [15] . Specifically, [8] compares EC and ARQ by means of experimental analysis which demonstrates a higher reliability reached by EC as it is able to better tolerate packet losses. Similar topics were also discussed in [15] , where authors investigated the packet delivery and the average energy consumption for the two approaches by means of an analytical model. In addition to the simple EC and ARQ schemes, authors of [16] investigated also the effect of a hybrid ARQ scheme and, by both an analytical and simulation analysis, showed the advantages of using EC-based schemes on error resiliency, end-to-end latency and energy consumption. Note that the aforementioned works refer to scenarios with multi-hop unicast communications and exploit data redundancy to increase the delivery probability of each single message to the final destination (which is not guaranteed due to intermittent connectivity between nodes). In this paper, we refer to bundle-oriented applications, where a number of messages have to be reliably delivered to the destination, and focus on single-hop communication. In addition, we consider both unicast (i.e., single MDC) and multicast (i.e., multiple MDCs) communications.
The idea of a hybrid communication protocol combining EC with an ARQ scheme was introduced in [9] . However, many important aspects related to effect of resource limitations imposed by real sensor devices were left open. In addition, very few works provide an EC evaluation on real sensor platforms and they are targeted at evaluating EC in isolation [8, 13] . On the contrary, this paper aims at analyzing the real effectiveness of the entire system on e.g., memory usage, encoding parameters, energy consumption for the encoding process) which are the focus of this paper.
III. MOTIVATION AND SYSTEM MODEL
In this paper we will limit our attention to a specific class of WSN applications, referred to as bundle-oriented applications. In this context, static sensors produce a limited amount of data. For instance, such data might consist in a detailed snapshot of some quantity of interest (e.g., the level of pollutants in the air) collected during a time-frame (e.g., the current day or the last few hours). The data stored at the sensors are opportunistically delivered to mobile users whenever they are in contact. Specifically, the data transfer is accomplished by streaming the messages in the bundle to the mobile users until all data have been successfully transferred. Mobile users consume data on their own, i.e., they are the final endpoint of the data transfer. Therefore, they behave as Mobile Sinks (MSs). While static sensors are resource-constrained, especially in terms of energy, MSs have higher computational resources and no major energy concerns (as their battery can be recharged). A realistic application scenario is represented by sensors located in an urban environment (e.g., along streets, at traffic lights, at bus stops) where MSs are represented by people walking or cars moving around the city.
In such a scenario, contacts occur infrequently and only for a short time. Hence, they should be exploited as much as possible by the communication protocol in order to efficiently deliver data. In detail, the duration of contacts (i.e., the contact time) is very limited, especially when the speed of the MSs is high, or the sensor nodes use a power management scheme -e.g., a duty-cycle mechanism [2] -to save energy. In addition, data transfer might be affected by a severe message loss, due to the distance and interferences. This is especially true for scenarios where a large number of elements (including MSs) are simultaneously present in the communication range of the sensors.
According to [17] , scenarios with short and unpredictable contacts benefit from communication protocols which do not require frequent feedback nor synchronization. In this context, communication protocols exploiting Erasure Coding (EC) [18, 19] are particularly appealing, especially for broadcast transmissions [20] . Essentially, EC schemes split source data into a number of blocks, which are then codified into a redundant set which still represent the original data. The advantage is that original data can be correctly reconstructed even though part of encoded data is lost. EC schemes specifically designed for communication protocols map data blocks to messages which are then transmitted over the radio. In detail, a source node willing to send m messages encodes the m messages into r redundant 
A. System model
The reference network model is illustrated in Figure 1 . We assume that the network is sparse enough so that static sensors cannot communicate with each other, but can only communicate with one or more MSs (i.e., more than one MS can be in the communication range of the static node at the same time). The contacts are unpredictable, and the MSs are independent, i.e., there is no coordination between them.
Communication between the sensor nodes and the MSs is possible only when they are in contact, i.e., in the same communication range. As the mobility pattern of the MSs is assumed to be random, the static sensor has to: i) discover the arrival of a MS in the contact area; ii) detect when a MS has left the contact area, i.e., it is not reachable any more. As for the first aspect, low-power discovery protocols can be used [3] , like those based on periodic listening [21] . The second aspect is related to the unknown duration of contacts. Specifically, once a contact has started, the sensor cannot derive if a MS is still reachable or not at a given time, unless the MS provides explicit feedback on its presence in the contact area. In the following we assume that MSs periodically signal their presence in the contact area by sending special control messages to the static sensors.
We exploit the feedback messages to complement a communication scheme based on EC with acknowledgements and retransmissions. The resulting approach is hybrid since it combines the different (proactive and reactive) schemes for reliable data delivery. As shown in [16] , hybrid schemes can increase the effective transmission range of a node, defined as the area where messages are delivered within a given error probability. This is especially useful for sparse WSNs where nodes have a short contact time with MSs. The details of the reliable data delivery scheme are given in the next section.
IV. RELIABLE DATA DELIVERY
In this section we will discuss the different phases of the proposed data delivery scheme -namely, encoding, communication, and decoding -with focus on the resource constraints typical of sensor nodes.
A. Encoding
The encoding phase is executed at the static sensor node, and consists in adding redundancy to the source bundle by applying some EC technique. There are two basic options for EC. The first consists in using conventional erasure codes, such as the Reed-Solomon (RS) codes [22] . The other case is given by rateless codes (also called fountain codes) [20] , that can be applied to a sequence of source data which is potentially unlimited. However, fountain codes are asymptotically optimal, i.e., they ensure that any m out of the r source elements are needed to recover the original message only when m is very large [23] [24] [25] . Actually, the size of the source bundle is rather limited in the considered scenario, also due to the limited memory resources of sensor nodes. On the other hand, RS codes are optimal for the considered scenario, even though they have a higher computational cost. Indeed, optimized versions have been proposed in the literature [26] , and it has been shown that implementations are feasible even in sensor node platforms [8] .
In the following we will use the RS codes as the EC scheme, and incorporate the main optimizations introduced in [27] to reduce the computational complexity: computations in finite fields, lookup tables, and systematic codes. Specifically, systematic codes are such that the coded data include a verbatim copy of the source elements. Therefore, m out of the r elements do not even need to be encoded; hence, systematic codes reduce the computational complexity, and can also help to reduce the memory usage as a side effect.
In order to keep m small and independent from the bundle size, the source data are split into B blocks (i. e., b 0 , b 1 , . . . , b B − 1) , each consisting of m data units, similarly to [27] . Each block is then encoded separately to produce r data units. The ratio between the number of redundant and original messages is named stretch factor (i.e., s f r/m). Encoding is performed by the sensor node in advance, whenever the source data are ready. Hence, the sensor node can initiate the communication with a MS as soon as its presence is detected, without having to encode data units on the fly. As a result, the utilization of the (limited) contact time is increased, since no additional encoding overhead occurs during communication. 
B. Communication
The communication phase starts when the sensor node has detected the presence of one or more MSs in the contact area. We assume that both the sensor nodes and the MSs are aware of the encoding parameters, i.e., the number of original messages (m) and blocks (B) within a bundle, as well as the encoding function.
Reliable communication is accomplished by means of the Hybrid Adaptive Interleaved Communication Protocol (HI) [9] . Figure 2 shows the communication procedure initiated at the sensor side upon discovering the presence of at least one MS. To transmit encoded data units, the sensor node uses an interleaved scheme which consists in scheduling encoded data units picked from distinct (consecutive) blocks rather than sequentially from the same block. This procedure guarantees more uniform message losses among all blocks, and is independent from the number of blocks and the bundle size. Then the sensor node encapsulates one encoded data unit into a message of size b msg bytes, and transmits a burst of messages to the MSs. The MS stores the encoded data units from messages correctly received into its local buffer. In addition, the MS uses the block identifier and the sequence number within the block 1 from the encoded message header to derive if a sufficient number of messages (i.e., at least m different messages for each block) has been received to decode the original bundle.
Every T ack time, the MS replies with an acknowledgement message 2 , which also provides a feedback of the MS presence in the contact area. More specifically, a MS is assumed to be out of contact when no acknowledgements are received within an end of contact time frame T eoc . Acknowledgements also carry a mask which notifies, for each block, how many encoded messages have been correctly received. The sensor node collects all the incoming acknowledgements from all MSs that are in contact, and stores, for each block, the lowest value of messages received correctly by all the MSs. From the quantities above, the sensor is able to derive whether additional data transmissions are required or not. Specifically, the sensor transmits additional encoded messages for all the blocks for which less than m messages have been received. In order to transmit always fresh and useful encoded messages, the sensor starts from the last message sent but skipping those blocks already completed by all MSs (if any). The process is repeated until the minimum set of encoded messages has been received by all the MSs (i.e., all the block values stored at the sensor node are equal to m), or all MSs are out of the contact area.
It is worthwhile noting that the protocol is able to dynamically adapt to different levels of message losses experienced by different MSs. In addition, the acknowledgements introduce a very limited overhead, as they are anyway needed as explicit feedback on the MS presence in the contact area.
C. Decoding
The decoding phase is performed at the receiver side (i.e., at the MS) when m distinct encoded messages have been received for each block. The MS decodes the messages and stores the resulting block in its local buffer. Once all B blocks have been correctly decoded, the MS obtains a copy of the original bundle which can be used by the application. On the contrary, if all the required encoded messages are not received by the MS, the decoding cannot be performed, and an error message is reported to the application. Note that, for data reconstruction, we adopt similar software optimizations to those used in the encoding process.
V. EXPERIMENTAL EVALUATION
Before presenting the experimental results, we will briefly describe the experimental testbed, the used methodology, and the performance metrics considered in the evaluation.
A. Experimental setup
We performed our experiments in a testbed of Tmote Sky sensors [28] , whose major components are: Transceiver, capable of a raw bitrate of 250 kbps over the unlicensed 2.4 GHz frequency band. The Tmote Sky is also supported by the TinyOS operating system [29] , which we used for implementing the reliable data delivery scheme.
Our experimental scenario is represented by a fixed sensor node and a variable number of MSs (from 1 to 5). In this scenario, the MSs approach the sensor by moving at In each experiment, a bundle of given size is first encoded and then sent by the static sensor to the MSs in the contact area. Each experiment is replicated 100 times, and the results are averaged over all replicas (the standard deviations are also provided as error bars). The parameters used in the evaluation are summarized in Table I .
B. Performance metrics
As for the resource utilization, we will consider the following metrics:
• Memory usage: the total amount of RAM, expressed as percentage with respect to the total available RAM (i.e., 10 KB), required by the reliable data delivery scheme both for the encoding and communication; • Encoding time: the amount of time needed to encode the bundle, measured at the sensor node; • Decoding time: the amount of time needed to decode the bundle 3 , measured at the MS side;
• Encoding energy: the average energy consumed by a sensor node per each useful byte. Specifically, the encoding energy is obtained as:
where s f r/m; T code is average time required to produce an encoded data unit; P e is the power consumed by the sensor during the encoding phase (i.e., the energy consumed 3 The decoding time is computed only for those MSs which have correctly received the entire bundle. For comparison purposes, we assume that the MS is using the same hardware platform and the software implementation of the reliable data delivery scheme as the static sensor.
without considering the communication costs); finally, b msg is the size (in bytes) of the message payload.
VI. EXPERIMENTAL RESULTS
In this section we will evaluate the performance of the data-delivery protocol described in Section IV.
We start our analysis by considering the resource utilization in terms of the used memory, since the amount of RAM represents the major limiting factor for both the bundle size and the encoding parameters. Then, we investigate the time needed to encode (decode) each bundle, as well as the energy consumed during the encoding process, since they strictly depend on the specific encoding parameters. All the quantities above are evaluated for different bundle sizes and for different levels of redundancy. Specifically, we consider m = 4 and m = 8 and s f in the range 4 [1, 4] . The percentages of memory utilization at the sensor node for m = 4 are illustrated in Figure 3a . As expected, the memory usage depends on the size of the bundle and of the level of redundancy introduced. The higher the bundle size and the stretch factor, the higher is the memory usage. For instance, encoding the smallest bundle (i.e., 356 bytes which represents about 3.5% of the RAM) with s f = 1 consumes half of the available RAM in the system. On the other side, encoding 1424 bytes (representing about 13.5% of the RAM) with s f = 3 almost uses all the memory. As a result, when using s f = 4 the maximum bundle size that can be encoded is approximately 1 KB. This large increase in the memory usage can be explained by taking into account how the available sensor node memory is used by the different components of the data delivery protocol. Figure 3b breaks down the memory usage according to four different factors. Specifically, the used RAM depends on the buffer size for storing the original bundle and the encoding structures (i.e., the encoding matrix, the lookup tables, and the encoded bundle). Additional data structures are used by the communication protocol. Finally, part of the RAM is used by the variables and the data structures required by the operating system (e.g., the queues used for data transmission and reception, timers). As highlighted by the figure, most of the available RAM (i.e., 10 KB) is used by the operating system structures (i.e., OS Struct. in the figure), which account for a 35% share of the RAM, irrespective of the encoding parameters and the bundle size. A different contribution, which is constant, is represented by data structures of the communication protocol (i.e., HI Struct. in the figure). However, this factor has a very small impact on memory usage (i.e., less than 3%). In contrast with the two factors already discussed, the encoding contribution is variable and strictly dependent on the bundle size and stretch factor. It is up to 20% of the total RAM size for the smallest bundle, while it exceeds 40% for the following (bundle size, stretch factor) pairs: (1780, 2), (1424, 3), (1068, 4) . In all the other cases, the encoding contribution falls in the range (20%, 35%). More specifically, for a given bundle size and stretch factor, the memory usage by the encoding process can be derived as:
where α is a constant value representing the total amount of bytes required for the encoding matrix, the lookup tables, and a set of variables. This confirms the linear growth of the encoding contribution. We also considered the case m = 8 (see Figure 3c ). The increase in the number of source data units results in a decrease for both the maximum bundle size and the stretch factor that can be used by the sensor. Figure 3c highlights that it is possible to increase the stretch factor up to 3 for bundle sizes smaller than 1.5 KB; for higher bundle sizes, the maximum stretch factor is limited to 1, as more than 60% of the RAM is used for all the data structures required by the reliable data delivery scheme. Figure 4a shows the encoding time for m = 4. As depicted by the figure, the encoding time increases linearly with the stretch factor. Note that the encoding process takes less time when the stretch factor is equal to 1, requiring less than 200 ms for the largest bundle. This is due to the use of systematic codes in the encoding process.
This means that the first m data units are just copied in memory, requiring about 6 ms each. On the contrary, the production of additional data units takes more time due to the encoding operations such as the matrix-by-vector multiplication. Specifically, we measured about 42 ms, on average, to generate each additional code (i.e., one order of magnitude higher than the simple memory copy). In addition it is worth pointing out that, since the time for generating encoded data units is higher than the total transmission time of a packet (17 ms), it is not possible to encode data units on the fly. This confirms the effectiveness of our choice, where the entire bundle is encoded in advance, without consuming the limited contact time. Figure 4b shows the decoding time for m = 4, which is linear for stretch factors up to 2, and almost constant later. Since systematic codes are used, the decoding time strongly depends on how many (copies of the) original messages have been received at the MS side. We have found that in the considered scenario, a significant percentage (i.e., 40% -50% ) of the received encoded messages consists in a copy of the original data unit. Overall, the decoding phase remains in the order of hundreds of milliseconds -about 100 ms for the smallest bundle, and about 700 ms for the largest one. Hence, the decoding delay is negligible if compared with the time needed to actually transfer the bundle (i.e., up to Figure 4c represents the average energy spent to encode the bundle. The trend of the curve is linear, according to Equation (1) . The curves are almost overlapped, with a slight difference only for values of s f higher than 3. What is important to highlight here is that the energy consumption for encoding bytes is very limited and low and requires only few micro Joules. This is fundamental in order to save energy at the sensor side.
Finally, Table II provides the encoding time, the decoding time, and the energy consumed for encoding the bundle when m = 8. As shown in the table, they are aligned with the results obtained for the case m = 4. The encoding time is limited to a few milliseconds in the case of small bundles, while it is of 2.7 s for the 1424 bytes bundle and s f = 3. The decoding time is approximately one half than the encoding time, and the energy spent to encode the bundle is still equal to a few micro Joules.
To conclude the analysis, we have also evaluated the reliability and the efficiency of the communication protocol. Results of such analysis, omitted here for sake of space, have demonstrated that our approach can achieve a high probability of correct data delivery, as well as a high energy efficiency, especially when multiple MSs are in contact with static sensors at the same time. Interested readers may refer to [30] for the details.
VII. CONCLUSIONS
In this paper we have evaluated a reliable data delivery scheme for sparse Wireless Sensor Networks (WSNs) with Mobile Sinks (MSs) in a real sensor platform. The proposed solution exploits a hybrid approach where both Erasure Coding (EC) and retransmissions are used. Since EC has some computational and storage requirements at the sensors, we focused on the resource utilization and the energy consumption at the sensors. We showed by experiments in a real testbed based on sensor nodes that the proposed approach is feasible and that the energy spent for encoding source data is limited to few micro Joules (i.e., less than 10μJ/B with the higher level of redundancy). In this paper we have used sensor nodes with very limited computational and memory resources. Note that the proposed scheme can be successfully used with more powerful sensor platforms (i.e., Jennic, Sun Spot), hence guaranteeing the transmission of larger bundle size. Moreover, we have considered Reed Solomon codes as EC technique because they are optimal for the scenario considered. We leave the evaluation of different EC schemes as a future work.
