The phenomenon of ocean wave-shoaling, and the associated reduction of ocean wave phase speed with decreased water depth, provides useful information for inferring water depth D (bathymetry) in coastal environments. One strategy for relating D to phase speed C and wave-vector K, of long wave length ocean waves, involves using the one-dimensional, linear (gravity wave) dispersion relationship C 2 =g*tanh(KD)/K. In principle, this approach has limitations because the approach is based on a WKB approximation, so it cannot be applied when D varies appreciably over the wavelength of a shoaling-wave.
INTRODUCTION
The utilization of ocean wave-shoaling photographic imagery, and the observed reduction of ocean wave phase speed with decreased water depth, was used as early as WW-II to provide useful estimates of bathymetry in coastal environments. The method depended upon using a ruler to estimate the direction of wave crest travel, and the horizontal displacement of the crests, to determine a phase velocity for the wave train. With knowledge of deep-water wavelengths from associated line-scan image sequence imagery, one could estimate the expected phase velocity in deep water, C, and estimate the depth using the shallow water dispersion relation.
Some of the first quantitative work using time sequential imagery to determine the change in the frequency-wave number dispersion relation was conducted using marine radar imagery to measure surface currents (Young, et al, 1985) . The linear dispersion relation in shallow water can be expressed by the Ω-K relationship in shallow water of depth, D, with surface current vector, V:
The departure from the deep water dispersion curve, in which the hyperbolic tangent term is one and V is zero, can be established using three dimensional FFT processing of time-sequential imagery of the ocean surface of any type to estimate the depth and current, but not independently of one another. This marine radar work continues (Senet, et al, 1997) , and it has also been applied to infrared imagery of near shore shoaling waves (Dugan, et al, 1996 (Dugan, et al, , 1997 , and more recently to video time sequential imagery (Stockdon & Holman, 2000) . In none of these works, however, has the issue of the breakdown of the linear dispersion relation for steep non-linear waves been addressed. Grilli (1998) addressed this issue using nonlinear models, but without data against which to compare. As this approach of monitoring coastal bathymetry and surface currents appears to be amenable to inexpensive and continuous radar or video
monitoring, it appears that the effects of wave steepness and the onset of non-linear effects needs to be addressed more quantitatively than it has been to date. It is the object of this work to begin such a study.
In this work we test this model using three dimensional Fourier Transform processing of sets of 32 image sequences, taken 1.85 s apart, of marine radar images of shoaling waves at the US Army Coastal Engineering
Research Center (USACE), Field Research Facility (FRF) experimental pier at Duck, NC. We demonstrate that the method begins to fail for increasingly high wave conditions, by comparing the measured position of the energy peak in the Ω-K cube with the expected position for the reported depths for four different locations offshore with increasing depth. We apply the analysis to a data set collected over a 36-hr time period during the passage of Hurricane Fran offshore of the USACE Field Research Facility at Duck, NC site.
EXPERIMENT DESCRIPTION
Data were collected during the Duck'96 experiment at the USACE FRF, every 30 minutes continuously.
At each collection 32 rotations of the antenna were recorded, 1.85-s apart. Figure 1 shows an example of a single radar image, with the shore normal direction facing downward. The range covered is 2400 m in radius, and the image of the pier is evident as a bright line perpendicular to shore. The brightest spot on the pier is a trailer near the end, and a second-time-around echo can be seen at twice the distance due to a reflection from the shore laboratory back out to the trailer and back again. A description of the stages of recording and analysis for such data has been given previously (Trizna & Carlson, 1996) . Data were sampled in radial coordinates, then transformed to Cartesian to produce such images. For light to moderate conditions, a 6-m range spatial resolution is typically used, but for virtually all of the data considered here 12-m resolution was used, allowing longer ranges to be samples for the same data storage requirements. The stronger radar scatter occurred due to the stronger winds and strong radar echoes from the passage of Hurricane Fran offshore during the period considered. This allowed waves to be imaged farther off shore than normally observed with the radar, due to the offshore extended region of wave breaking that occurred due to shoaling of these steep waves.
The marine radar is horizontally polarized, to minimize sea 'clutter' for radar target tracking applications compared to vertical polarization (See, for example, Trizna, 1991a Trizna, , 1991b Trizna, 1997) . Such a process forms effectively a filter on shorter gravity waves in the radar image spectrum, so that a modulation transformation function is not applicable for purposes of relating intensity to wave height directly. The radar response is highly non-linear for horizontal polarization, and virtually only the wave crests are tracked using this geometry.
However, the Fourier analysis does allow the phase velocity of these waves to be estimated accurately, through using zero padding beyond the 40 data pints. Analysis was done using 32 x 32 point windows also, using 32-point FFT's, but these resulted in noisier retrieved-depth values. There is a slight depth variation across the 40 point window, which can account for a spectra spread in the wavenumber domain, due to the wave becoming shorter as it shoals into shallower water. We assume that the center wavenumber value of the spectral peaks corresponds to the depth at the center of the data window. Slightly deeper and shallower water either side of center normal to shore would be expected to cause a spread of the spectrum either side of the center value in the K x -K y planes. Note that the propagation direction ambiguity is resolved compared to single image wavenumber FFT analysis.
RESULTS
For 32 image sequences spaced 1.85 s apart, 16 positive frequency K x -K y spectra result, as well as a symmetric set of 16 negative frequency spectra, so that only one or the other set need be considered. Radar image intensity wave number spectra are shown, and both the longest (Spectrum #1 -19-s) and intermediate waves (Spectrum #8 -6-s) are well represented in spectral energy by the integration that occurs over 32 time steps. The images are labeled in 2π/K, with corresponding ocean wavelengths at values of 24, 32, 48, and 96 m. Figure 3 shows a similar set of plots for a period of highest wave activity on Julian day 250. The peak of the spectrum now is seen to lie far from the expected shallow water value on the red circle, so that the this depth difference is interpreted as the error due to non-linear wave effects for the higher wave conditions. Figure 3 images show energy near the inner most 64-m circle, with energy overlap through the two spectra either side of the strongest spectrum at 0.068 Hz; i.e., spectral energy occurs in each of the adjacent spectra at the peak wavenumber of the center one, but with weaker amplitude. The inner white circle is the expected position of the spectral energy if the waves travel according to the deep water phase velocity, while the red circle is the location expected for the measured depth. For this case of light winds and waves, the linear dispersion relation is satisfied satisfactorily in the deeper water. (Tidal effects will be accounted for later). Since these three peak spectral frequencies represent wave periods of 19.6, 14.7, and 11.9 seconds, the frequency resolution is relatively poor. Thus, to improve frequency resolution, after the strongest peak was found for all frequency images, making use of the spectral overlap, a 3-point parabolic fit was made to the peak amplitude of this point and the corresponding points either side in frequency in the 3D spectral matrix. The peak amplitude of the fitted parabola was found, and its fitted peak frequency was determined from its location. Note that there is a lag in the error, relative to the peak wave height measured, that may be related to the fact that the swell continued to propagate onto shore, perhaps even growing in strength, as the RMS height receded. As we determined depth estimates by tracking the wave providing the strongest radar echo, typically the longest wave in the spectrum, the error in the method probably is related more to the swell amplitude and not the RMS wave amplitude, which was the only convenient wave height measure. This is in agreement with the fact that swell waves propagate according to a non-linear dispersion rule as they move into shallower water, becoming soliton like in behavior. for five different depths between 3.6 and 5.8 meters, as measured by the FRF staff. The expected locations of spectral energy for each of 8 wavenumber plots for 8 wave frequencies could be plotted using the linear ocean wave dispersion rule for shallow water. For RMS wave height less than 1 meter, the spectral peak typically fell where it should according to the linear dispersion rule for each depth considered. For higher waves, the spectral peak lay further off the expected position, and depths inferred by inverting the linear dispersion rule for gravity waves gave depth estimates that were in error.
Further work in this area is clearly warranted. A more thorough comparison with non-linear wave models is required, which is beyond the scope of the objectives stated here. The dependence on frequency resolution should be studied using longer time records than the 32 used here. However, this dependence is interleaved with the time period that a wave crest remains in the 32 x 32 pixel box used for analysis, and another set of wave crests entering it are not fully coherent with those exiting, so spectral broadening due to such effects is expected. Other methods discussed above for use in 3D Ω-K analysis are also beset by non-linear imaging mechanisms, so that there is no obvious choice as to a sensor for use in such analysis.
Clearly, a sufficiently dense wave gauge array would serve such a purpose, but the difficulty in maintaining such in-situ sensors is well known. Thus, a remote sensing solution is clearly more viable from a cost-effectiveness and reliability perspective, particularly under the high sea conditions under which the non-linear effects become apparent. Thus, a measure of mean sea conditions, such as RMS wave height, collected at a single point in the area is necessary to apply non-linear models for reliable bathymetric retrieval.
These results suggest the need for a better non-linear model for the propagation of ocean waves in shallow water. Such a model has been proposed and is being tested (Shen, 2000) . However, definition of a 
