Abstract. Recently in a series of papers it is observed that in many Banach spaces, which include classical spaces C(Ω) and Lp-spaces, 1 ≤ p < ∞, p = 2, any generalized bi-circular projection P is given by P = I+T 2
Introduction
Let X be a complex Banach space and T denote the unit circle in the complex plane. A projection P on X is said to be a generalized bi-circular projection (hence forth GBP) if there exists a λ ∈ T \ {1} such that P + λ(I − P ) is a surjective isometry on X. Here I denotes the identity operator on X.
It is easy to observe that any GBP is a bi-contractive projection. It was proved in [7] that any bi-contractive projection on CL-spaces (which includes C(Ω) -Ω compact Hausdorff) is given by P = I+T 2 where I is the identity operator of the space and T is a reflection, that is, T is a surjective isometry of the space with
We note that in the case of GBP, if P + λ(I − P ) is a surjective isometry and λ ∈ T \ {1} is of infinite order then P is a hermitian projection (see [8] ). Such projections were called trivial in [5, 8] .
Suppose X is a complex Banach space and T is a surjective isometry of X such that T n = I, n ≥ 2. Suppose P = I+T +T 2 +T n−1 n is a projection on X. Let
For n ≥ 3, we define Definition 1.1. Let X be a complex Banach space. A projection P 0 on X is said to be a generalized n-circular projection, n ≥ 3, if there exist λ 1 , λ 2 , · · · , λ n−1 ∈ T \ {1}, λ i , i = 1, 2, · · · , n − 1 are of finite order and projections
generalized n-circular projection was defined with an extra assumption that i = j, i, j = 1, 2, · · · , n − 1 then λ i = ±λ j . It turns out for the validity of results there and also in this paper, that assumption is not necessary.
The purpose of this note is to show that if in X every GBP is given by I+T 2 for reflection T , then for n ≥ 3, every generalized n-circular projection is given by I+T 2 where T is a reflection. Let P 0 be a generalized 3-circular projection on X. Then there exists an surjective isometry T on X such that (a) P 0 + ωP 1 + ω 2 P 2 = T where P 1 and P 2 are as in Definition 1.1 and ω is a cube root of identity, (b) T 3 = I.
The proof for the case n > 3 remains exactly same except for number of cases to be considered in Lemma 2.3 in the next section becomes larger. (b) In [4] , a GBP on ℓ ∞ was constructed which is not given by average of identity and a surjective isometry of order 2. For generalized 3-circular projections, a similar example can easily be constructed on ℓ ∞ .
Proof of Theorem 1.3
We start with the following lemma.
Lemma 2.1. Let X and P 0 be as in Theorem 1.3 and P 1 , P 2 as in Definition 1.1. Then λ 1 and λ 2 are of same order.
Proof. Let λ m 1 = λ n 2 = 1 and m = n. Without loss of generality we assume that m < n. Let P 0 + λ 1 P 1 + λ 2 P 2 = T where T is a surjective isometry of X. Then
Since T m is again a surjective isometry and P 2 = I − (P 0 + P 1 ), by the assumption on X, T is a reflection and hence we have λ m 2 = −1. Hence n divides 2m. Similarly we obtain λ n 1 = −1 and m divides 2n. Thus 2n = mk 1 , 2m = nk 2 . Thus, k 1 k 2 = 4. Since we have assumed
The proof of the following lemma is straightforward verification and hence we omit it. Lemma 2.2. Let X be a complex Banach space and P 0 a generalized 3-circular projection on X.
For convenience of notation we write T * = S and Q i = P * i for i = 0, 1, 2. Note that S is a surjective isometry of X * and Q i , i = 0, 1, 2 are projections on X * such 
Proof.
(a) Let x * = 0 and x * = Sx * . Then x * , Sx * , S 2 x * are all equal hence we have,
We choose x ∈ X such that x * (x) = 0. Let Q 0 x * (x) = α, Q 1 x * (x) = β, Q 2 x * (x) = γ. The above equations give
Solving which we get β = 0 and γ = 0 and α = 1. Thus x * = Q 0 x * and the assertion is proved.
(b) Suppose there exists x * such that x * = S 2 x * and x * = Sx * . In this case
and Sx * (x) = S 3 x * (x) = 0. From Lemma 2.2 we know (S − λ 2 I)(S − 
Also from Lemma 2.1 we have S n = I for some finite n and hence
Thus given a x * we can write
We claim if any of α, α ′ , β, β ′ equals 0 then x * ∈ R(Q i ) for one of i = 1, 2.
To see this, we first observe that if any of α ′ and β equals 0 then x * is a multiple of Sx * and if α or β ′ is zero then x * is a multiple of S 2 x * . Let
Now if Q 0 x * = 0 we get γ = 1 contradicting the assumption that x * = Sx * . Hence let Q 0 x * = 0. If both Q 1 x * and Q 2 x * are non zero then we get γλ 1 = γλ 2 = 1 and hence λ 1 = λ 2 a contradiction again. Thus either Q 1 x * = 0 or Q 2 x * = 0 and x * = Q i x * for one of i = 1, 2. Similarly if x * is a multiple of S 2 x * we proceed in the same way and use part (b) to show that x * = Q i x * for one of i = 1, 2.
To conclude the proof let α, α ′ , β, β ′ are all no zero. Since S is invertible from the second equality above we obtain S 2 x * = α ′ x * +β ′ Sx * . By the first part, if Sx * and S 2 x * are multiple of each other then we get x * ∈ R(Q i ) for one of i = 1, 2. Thus let us assume Sx * and S 2 x * are linearly independent.
Hence we get α = −ββ
Q 1 x * = 0 and Q 2 x * = 0 we get λ 1 = λ 2 which contradicts our assumption. Similarly, if Q 0 x * = 0 and one of Q 1 x * and Q 2 x * is zero we get β ′ = 1 = λ 1 or β ′ = 1 = λ 2 , a contradiction again. Hence we may assume Q i x * = 0 for i = 0, 1, 2. This gives
1−λ1−λ2 = 1 or λ 1 = λ 2 = 1 which contradicts the assumptions on λ 1 , λ 2 . This completes the proof of part
This completes the proof of the Lemma.
Completion of the proof of Theorem 1.3: By Lemma 2.3 we can conclude that there exists x * = 0 such that x * = S 3 x * and x * = Sx * = S 2 x * . If Q 1 x * = Q 2 x * = 0 then x * ∈ R(Q 0 ). Thus let us assume Q i x * = 0 for either i = 1, 2. But then
2 Q 2 x * will imply either λ 1 or λ 2 is a cube root of unity and hence by Lemma 2.1 we get same for the other.
Thus T = P 0 + ωP 1 + ω 2 P 2 where ω is a cube root of unity. This immediately gives P 0 = 
