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Abstract
We consider the equivalence problem for cosmological models in four-
dimensional gravity theories. A cosmological model is considered as a
triple (M,g,u) consisting of a spacetime (M,g) and a preferred normal-
ized time-like vector field u tangent to a congruence of fundamental ob-
servers. We introduce a modification of the Cartan-Karlhede algorithm by
restricting to frames adapted to u and including the covariant derivatives
of u along with the Riemann tensor and its covariant derivatives. To fix
the frame we make use of quantities relative to the fundamental observers,
such as the anisotropic pressure tensor, energy flux vector, electric and
magnetic parts of the Weyl tensor and the kinematical quantities of u.
This provides a simpler way to construct a list of invariants relative to
the fundamental observers that completely characterizes the model, inde-
pendent of coordinates. As an illustration of the algorithm, we consider
several well-known cosmological models from General Relativity.
1 Introduction
One of the most successful and useful applications of Einstein’s theory of Gen-
eral Relativity (GR) has been within the field of cosmology. The first model of
the universe arising from GR that matches current observations was the spa-
tial homogeneous and isotropic model, consisting of the so called Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) cosmologies. As observing the Universe
has become more sophisticated, cosmologists have continued to produce new
and interesting exact models. There are three necessary ingredients to appro-
priately model our Universe at a particular scale. We must choose a metric,
gab, which characterizes the spacetime geometry representing the universe on
some specific averaged scale [1]. The matter content of the universe must be
chosen next on the same averaged scale in terms of a stress-energy tensor Tab,
which also necessitates the existence of a preferred timelike vector field u as an
intrinsic property (see [1] and below). Finally, the interaction of the geometry
with the matter must be determined through some governing equation, such as
1
Einstein’s field equations for GR:
Rab − 1
2
Rgab = Tab − Λgab (1.1)
where Rab is the Ricci tensor of the geometry, R the Ricci scalar, and Λ the
cosmological constant. It is assumed that at large scales the dynamics of the
spacetime geometry is governed by GR but other gravitational theories are
permitted as well. We will call such a model of the universe a cosmological
model. Due to the variety of cosmological models and the approaches to generate
them (see [1] and below), it is of interest to determine when two cosmological
models are equivalent.
In this paper we will treat a cosmological model as a triple, (M,g,u), con-
sisting of a four-dimensional (4D) spacetime, (M,g), and a normalized timelike
vector field, u. This is motivated by the observation that for cosmological mod-
els, the existence of a unique locally defined timelike congruence with tangent
field u (which can, in principle, be extended to the whole manifold), repre-
senting a family of fundamental observers is guaranteed. This congruence is
usually associated with the 4-velocity of the averaged matter in the model; i.e.,
the matter admits a formulation in terms of an averaged matter content which
defines an average (macroscopic) timelike congruence [1]. As an example, for
an orthogonal Bianchi, single fluid model u is the normalized 4-velocity vector
field of the fluid, i.e., the normalized timelike eigenvector of the Ricci tensor
at each point. If there are additional matter sources providing further macro-
scopic timelike congruences, then we will seek out and identify a fundamental
macroscopic timelike congruence. For all cosmological models there is always
one timelike vector field which has a physical meaning.
The metric g of a cosmological model can be written as a line element
ds2 = gαβdx
αdxβ in a coordinate system (xα), where the metric components
gαβ contain some free functions which should be matched to obervational data.
The problem of equivalence now manifests itself due to the freedom of coordi-
nates. For instance, it is possible that one or more free functions can be ‘gauged
away’ (set to a normalized value, like 0 or 1) by making a simple coordinate
transformation such as a rescaling of coordinates or a translation of the origin
of the coordinate system; then such scalars do not have a physical meaning.
Also, a specific approach to generate a cosmological model comes with a ‘natu-
ral’ coordinate system for the line element; therefore, the metrics of two models
that are generated by different approaches can look completely different but
may yet be equivalent. In general, two metrics with components gαβ and g˜µν in
respective coordinate systems (xα) and (yµ) (where α, β, µ and ν run from 0
to 3) are equivalent if and only if a coordinate transformation yµ = yµ(xα) (in
shorthand, y = y(x)) exists such that
gαβ(x) = g˜µν(y(x))
∂yµ
∂xα
(x)
∂yν
∂xβ
(x). (1.2)
It may be extremely difficult to decide in a direct way whether such a coordinate
transformation exists or not. Note that even in the case where the 4-velocity
u = u˜ is fixed and a preferred timelike coordinate x0 ≡ t = t˜ ≡ y0 exists such
that two seemingly different metrics can be written as ds2 = −dt2 + gijdxidxj
and ds˜2 = −dt2+g˜mndymdyn (where i, j, m and n run from 1 to 3), a coordinate
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transformation (or diffeomorphism) ym = ym(xi) may exist mapping the former
to the latter; however, it remains hard to decide on existence in a direct way.
Hence one would like to utilize a more convenient method to decide on
equivalence. For this purpose it is crucial to note that if (1.2) holds then all
scalar invariants which can be calculated from the two metrics (and which,
unlike functions which appear in metric components but can possibly be gauged
away, determine the true physical content of the models) will be the same –
they will only be expressed in different coordinates. It is therefore natural to
ask whether a set of scalar invariants exists which completely characterizes a
given cosmological model and can be constructed by means of a systematic
procedure. Here a complete characterization means that if any other model is
to be compared to the given model, one can construct the set of scalar invariants
using the procedure for both metrics, in the respective coordinates xα and yµ,
and the two models are equivalent precisely when a coordinate transformation
y = y(x) exists which maps corresponding scalars to one another. Note that
this is considerably simpler than to decide whether a transformation y = y(x)
exists which realizes (1.2). Optimally, we would like the procedure to be fully
algorithmic and equally applicable to all cosmological models, such that it can
easily be implemented as a computer program.
Probably the most natural scalar invariants are the scalar polynomial cur-
vature invariants (SPIs), which are full contractions of the Riemann tensor and
its covariant derivatives (jointly called curvature tensors henceforth). However,
it is known that the set consisting of all SPIs,
I = {R,RabRab, CabcdCabcd, . . . , Rabcd;eRabcd;e, . . . , Rabcd;efRabcd;ef , . . .},
cannot be used to uniquely characterize all spacetimes. Consider a smooth one-
parameter deformation g˜τ , 0 ≤ τ ≤ ǫ of a Lorentzian metric g, where g˜0 = g
and g˜τ is not diffeomorphic to g for τ > 0 [2]. If for any such deformation the
set I for g˜ǫ differs from the original set I for g then the metric is called I-non-
degenerate and the metric is characterized uniquely by its SPIs. Conversely, if
some deformation leaves the set I unchanged then the spacetime is I-degenerate
and cannot be uniquely characterized by SPIs. It is known that in 4D the I-
degenerate spacetimes consist of degenerate Kundt spacetimes [2, 3]. However,
degenerate Kundt spacetimes are not viable as cosmological models.1 Hence we
will assume by definition that the spacetime geometry of a cosmological model
is I-non-degenerate.
While cosmological models can thus be characterized uniquely by their SPIs,
another problem arises. Computationally it is necessary to determine a mini-
mal basis for the SPIs constructed from the Riemann tensor and its covariant
derivatives up to some order. Although a basis of SPIs formed from the Riemann
tensor alone is known [6], no such basis is known for the higher order SPIs. In
addition, the actual calculation of SPIs can be computationally difficult, which
can further obstruct the use of SPIs for spacetime classification.
An alternative set of invariants which completely characterizes any spacetime
is provided by the Cartan-Karlhede algorithm. The invariants in question are
1There are I-degenerate spacetimes that are relevant to cosmology, such as the maximally
symmetric spacetimes (Minkowski and (anti) de Sitter spacetimes) or the homogeneous plane
wave solutions of Bianchi type IV, VIh, VIIh as some well-known examples. However, these
solutions describe the asymptotic properties of cosmological models [4, 5] and are not cosmo-
logical models themselves.
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simply the components of the curvature tensors relative to a preferred frame
of some particular type (e.g. of orthonormal or complex null type) and are
called Cartan invariants. To determine a preferred frame the Cartan-Karlhede
algorithm employs canonical forms of the curvature tensors. This is achieved
in the first instance by using the canonical form of the Weyl tensor or Ricci
tensor in accord with their algebraic structure; i.e., by using the Petrov type or
Segre type for the Weyl and Ricci tensors, respectively (see Chapters 4 and 5 of
[7], and section 3 and 4.4 below). The present implementation of the algorithm
puts the Weyl tensor in a canonical form first, and then uses the residual frame
freedom to normalize the Ricci tensor.
While this procedure is technically an algorithm, it sometimes requires input
from the user to choose which components of the higher order curvature tensors
to normalize, due to the absence of a canonical form for these tensors. However,
if a spacetime admits additional invariant structure, this can be exploited to
simplify the choice of frame. In the case of cosmological models, an orthonormal
frame can be constructed using the additionally given timelike vector field, u,
giving a covariant 1 + 3 split of spacetime, and consequently the set of permitted
Lorentz frame transformations to further fix the frame is considerably smaller:
Proposition 1. The proper Lorentz transformations that preserve u are the
spatial rotations in the 3-dimensional transverse space u⊥.
With this observation we will introduce an algorithm to uniquely charac-
terize (locally) a cosmological model (M,g,u). The proposed scheme will be
simpler to implement than the standard algorithm for at least two reasons.2
First, it works with observer-based quantities (relative Riemann quantities, in
the first instance; see section 2) which are defined in the transverse spaces of the
fundamental observers and can be represented by scalars and 3D vectors and
symmetric tensors; these are easier to deal with than the tensors used in the
4D algorithm and moreover have a more transparent interpretation. Second,
the higher derivatives of the curvature tensor will be supplemented by covariant
derivatives of u; in particular, the scheme also uses the kinematical quantities
of u (representing its first covariant derivative). By doing so one constructs a
list of extended Cartan invariants relative to the fundamental observers which
completely characterizes the model in a coordinate independent manner. In ad-
dition to classification, such an invariant characterization of cosmological models
contributes to their physical interpretation.
The present article is organized as follows. In section 2, we fix the nota-
tion and recall basic definitions needed for this work. In section 3, we review
the Cartan-Karlhede algorithm for spacetimes. In section 4, we introduce and
discuss our modified algorithm for cosmological models. In section 5, we apply
the modified algorithm to five cosmological models in GR as an illustration. In
section 6, we provide a summary and a brief final discussion.
2 Preliminary
General notation and conventions. (M,g) denotes a sufficiently regular space-
time; the metric g has signature sequence (−+++). For tensor fields (in short:
2However, we emphasize that our scheme is not a substitute for the standard algorithm,
since for geometries (M, g) a preferred timelike vector field u is not given.
4
tensors) on M we use either boldfaced, index-free notation, or abstract index
notation with small Latin letters a, b,. . . . The norm of a vector v is denoted
|v|. The (inverse) metric can be used to lower (raise) indices, leading to geo-
metrically equivalent tensors denoted by the same symbols; e.g., va = gabv
b. A
tensor with m indices is called an m-tensor. Round (square) brackets denote
(anti)symmetrization. The orthogonal complement {xa|xava = 0} of a vector
v is denoted v⊥. The Levi-Civita covariant derivative is denoted ∇; associated
are the totally antisymmetric tensor ηabcd = η[abcd], Riemann tensor Rabcd, Ricci
tensor Rab = R
c
acb, Ricci scalar R = R
a
a, and Weyl tensor Cabcd defined by
3
Rabcd = C
ab
cd + 2δ
[a
[cR
b]
d] −
1
3
R δa[cδ
b
d]. (2.1)
Unit timelike vectors. A unit timelike vector field ua (gabu
aub = −1) on (M,g)
results in a triple (M,g,u). One defines
hab = gab + uaub, ηabc = ηabcdu
d. (2.2)
The tensor hab projects vectors at a spacetime point onto the instantaneous rest
space (transverse space) u⊥ of an observer moving with 4-velocity ua, and ηabc
serves as a volume element on u⊥:
hach
c
b = h
a
b, h
a
a = 3, h
a
bu
b = 0, ηabc = η[abc], ηabcu
c = 0.
An orthonormal (ON) frame is denoted (ea0 , e
a
i ), where i labels the spacelike
vectors eai and runs from 1 to 3. An ON frame is called u-adapted when e
a
0 = u
a.
Angle brackets will denote the orthogonally projected part of vectors and
the orthogonally projected symmetric trace-free (PSTF) part of 2-tensors [8, 1]:
v〈a〉 = habv
b, S〈ab〉 =
(
hc(ah
d
b) − 13habhcd
)
Scd. (2.3)
Spatial vectors and PSTF 2-tensors. A vector v ∈ u⊥ (⇔ vaua = 0 ⇔ va =
v〈a〉) is called spatial (relative to u). Taking any ON triad (eai ) of u
⊥ we can
represent v by its 1× 3 vector of components relative to the triad.
A 2-tensor S = Sab is called PSTF (relative to u) if
Sab = S〈ab〉 ⇔ Saa = 0, Sab = S(ab), Sabub = 0.
Given any ON triad (eai ) of u
⊥, S can be represented by a 3 × 3 trace-free
symmetric matrix consisting of its spatial components. The associated endo-
morphism of u⊥ which transforms va to Sabvb will also be denoted S. It has
real eigenvalues λi summing to zero:
λ1 + λ2 + λ3 = 0. (2.4)
Moreover, it allows for an ON eigentriad (eai ) in which the representation matrix
of S takes a diagonal form: S ≡ diag(λ1, λ2, λ3). The eigenvalues solve the
characteristic equation x3 − 12ISx− 13JS = 0, where
IS = S
a
bS
b
a = λ
2
1 + λ
2
2 + λ
2
3, (2.5)
JS = S
a
bS
b
cS
c
a = λ
3
1 + λ
3
2 + λ
3
3 = 3λ1λ2λ3 (2.6)
are the quadratic and cubic trace invariants of S. The last equality of (2.6) is
due to (2.4), which also implies that there are only two possibilities:
3The Weyl tensor has the same symmetries as the Riemann tensor and is trace-free
(C(ab)cd = Cab(cd) = Ca[bcd] = 0, Cabcd = Ccdab, C
a
bac = 0).
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• I3S 6= 6J2S. Then S has distinct eigenvalues λ1 6= λ2 6= λ3 6= λ1.
• I3S = 6J
2
S 6= 0. In this case S has a double eigenvalue λ = −JS/IS with a
corresponding 2D eigenplane, and a single eigenvalue −2λ with a unique
eigendirection orthogonal to the eigenplane.
Derivatives. Related to u there are two types of covariant derivatives acting on
arbitrary tensors Ma1···b1··· [1]: the covariant ‘time’ derivative along u, denoted
M˙a···b··· = uc∇cMa···b···, (2.7)
and the fully orthogonally projected covariant derivative, denoted by
∇˜cMa···b··· = h fc had · · ·heb · · · ∇fT d···e···. (2.8)
Relative Riemann and kinematical quantities. Due to Einstein’s field equations
(1.1) the Ricci tensor is equivalent to the energy-momentum tensor:
Tab = Rab − 12Rgab + Λgab ⇔ Rab = Tab − 12Tgab + Λgab, (2.9)
where Λ is the cosmological constant and T = T aa = 4Λ − R. Relative to
u one defines the relativistic energy density µ, isotropic pressure p, tracefree
anisotropic pressure πab, and momentum density or energy flux q
a, by
µ = Tabu
aub = Gabu
aub − Λ, p = 1
3
Tabh
ab =
1
3
Gabh
ab + Λ, (2.10)
πab = T〈ab〉 = G〈ab〉, q
a = −T 〈a〉bub = −G〈a〉bub, (2.11)
with Gab = Rab − 12Rgab the Einstein tensor, and the electric and magnetic
Weyl tensors by
Eab = Cacbdu
cud, Hab =
1
2ηaefC
ef
bd u
d. (2.12)
We call (2.10)-(2.12) the relative Riemann quantities; they completely determine
Tab and Cabcd, and thus the Riemann tensor, according to
4
Tab = µuaub + phab + 2q(aub) + πab (2.13)
Cabcd = 4
(
u[au[c + h
[a
[c
)
Eb]d] + 2
(
ηabeu[cHd]e + ηcdeu
[aHb]e
)
. (2.14)
Regarding the covariant derivative ∇bua one defines the kinematical quan-
tities of u, that is, the rate of volume expansion scalar Θ, rate of shear tensor
σab, vorticity vector ω
a,5 and acceleration vector u˙a, by
Θ = ∇aua, σab = ∇〈aub〉, ωa = 12ηabc∇cub, u˙a = ub∇bua. (2.15)
These completely represent ∇bua according to
∇bua = −u˙aub + ∇˜bua, ∇˜bua = ηabcωc + 1
3
Θhab + σab. (2.16)
4The sum of the first two terms in (2.12), involving Eab, is the electric part of C
ab
cd; the
remaining part is the magnetic part of Cabcd [9].
5The Hubble scalar is Θ/3, while ωa and σab describe the rotation of the matter relative
to a Fermi-propagated frame [1] and the rate of distortion of the matter flow, respectively.
Isotropy group and LRS property of tensors. Consider a finite set or list S of ten-
sors and a point p ∈M . For simplicity we assume that the indices of each tensor
have been lowered. Given a basis B = (eaα) of TpM , an m-tensor S ∈ S can
be represented by an array VS of its components Sα1···αm = Sa1···ame
a1
α1 · · · eamαm
relative to B, where α1, . . . αm run from 1 to 4. Let G be the Lorentz group
acting on TpM (consisting of the linear transformations that preserve g-inner
products of vectors). If g ∈ G transforms B to the basis B′ = (Mβαeaβ), then
the components Mβ1α1 · · ·MβmαmSβ1···βm of S relative to B′ form a new array
V ′
S
. Doing this for all tensors in S we obtain arrays VS and V ′S . By definition,
g is said to belong to the isotropy group of S (or to ‘leave S invariant’) at p if
VS = V ′S . This definition makes sense since it is independent of the chosen basis
B, as is easily shown; moreover, in the case where S is a list it is independent of
the ordering of the elements. The tensors we will be working with (essentially,
the curvature tensors and the fundamental unit timelike vector field) are as-
sumed to be sufficiently regular so that the isotropy groups of S at each point p
of (any neighbourhood of) M are all conjugate, and thus have the same dimen-
sion; cf. [7]. This defines a section of the bundle M ×G→M to which we refer
as the isotropy group of S, denoted HS . If HS has a one-dimensional subgroup
which at each point consists of the rotations in some spacelike 2D plane, then
S is called locally rotationally symmetric (LRS) in this plane.
3 The Cartan-Karlhede method for determining
local equivalence of spacetimes
The Cartan-Karlhede method provides a unique local characterization of suf-
ficiently regular spacetime geometries (M,g). The method uses the Riemann
curvature tensor and its covariant derivatives where the consecutive steps in the
procedure correspond to successive orders of covariant derivation. The main
idea is to reduce the bundle of frames of some particular type (e.g., null or
orthonormal frames) as much as possible at each order by casting the curva-
ture tensors up to that order into a canonical form, and at the next order only
permitting those frame transformations which preserve this canonical form.
The computer implementation in four spacetime dimensions often works
with null frames (or tetrads), (ka, la,mam¯a) such that kaka = l
ala = m
ama =
m¯am¯a = 0 and −kala = 1 = mam¯a and where a bar denotes complex conju-
gation. In our context it will be more convenient to use orthonormal (ON)
frames (ea0 , e
a
i ), which can be bijectively related to null frames by
ka = 1√
2
(ea0 + e
a
1), l
a = 1√
2
(ea0 − ea1), ma = 1√2 (e
a
2 − iea3). (3.1)
In terms of the dual coframe (Ω0a,Ω
i
a) given by Ω
0
a = −(e0)a = −gabeb0 and
Ωia = (ei)a = gabe
b
i the line element is diagonal:
ds2 = −(Ω0)2 + (Ω1)2 + (Ω2)2 + (Ω3)2. (3.2)
Working with ON frames, the Cartan-Karlhede algorithm may be summa-
rized as follows [10]:
1. Let H−1 be the full Lorentz group G, s−1 = dim(H−1) = 6 and t−1 = 0,
and set the order of differentiation q to 0.
7
2. Calculate the curvature tensor of the qth order: ∇eq · · ·∇e1Rabcd.
3. Use the groupHq−1 to normalize this tensor, thus finding a canonical form
of the list of the curvature tensors up to the qth order,
Sq = (Rabcd; . . . ;∇eq · · · ∇e1Rabcd), (3.3)
and determine Hq = HSq and sq = dim(Hq), the dimension of the remain-
ing vertical part of the frame bundle.
4. Find the number tq of independent functions of spacetime position in the
components of the elements of Sq, in the canonical form; 4− tq gives the
remaining horizontal freedom.
5. If sq = sq−1 and tq = tq−1 then let p + 1 = q and stop the algorithm; if
this is not the case then increase q by 1 and go to step 2.
The numbers sq and tq do not depend on the canonical forms used [11, 12]. For
a certain choice of canonical forms the components of the curvature tensors (up
to order q) are referred to as (qth order) Cartan invariants. A statement of the
minimal set of Cartan invariants required, taking Bianchi and Ricci identities
into account, was given in [13]. We will refer to invariants constructed from, or
equal to, Cartan invariants of any order as extended invariants. Thus, for suffi-
ciently regular metrics, the test of equivalence produces sets of scalars providing
a unique local geometric characterization, as the spacetime is then character-
ized by the two discrete sequences 6 ≥ s0 ≥ s1 ≥ . . . ≥ sp = sp+1 ≥ 0 and
0 ≤ t0 ≤ t1 ≤ . . . tp = tp+1 ≤ 4, the canonical forms used, and the functional re-
lations between the corresponding Cartan invariants up to the final order p+1.
The ON frame which realizes the constructed canonical form of Sq, which we
call a qth order invariant frame, is fixed up to the action of Hq. A pth order in-
variant frame is just called an invariant frame, and also a maximally fixed frame;
the dimension sp = dim(Hp) indicates continuous residual frame freedom and
equals the dimension of the isotropy group of the spacetime. The dimension of
the orbits of the maximal isometry group is 4 − tp, and the dimension of the
group itself is 4− tp+ sp. From the perspective of computation, it is of interest
to identify the largest value for p in the cosmological context; we will discuss
this in section 4.5.
4 An adaptation to cosmological models
The Karlhede procedure for local characterization of geometries (M,g) relies on
imposing a canonical form on the curvature tensors to determine a (family of)
maximally fixed frame(s), in which the classifying Cartan invariants are com-
puted. In the absence of any given invariantly-defined directions, this is achieved
in the first instance (q = 0) by using the canonical form of the Weyl or Ricci
tensor. However, in some cases these tensors cannot be used to maximally fix
the frame (s0 6= sp), and higher-order curvature tensors need to be considered.
Since canonical forms at higher order may be difficult to find6, this hinders a
fully algorithmic implementation of the method (see section 9.3.2 of [7]).
6The alignment classification for the covariant derivatives of the curvature tensor could be
used [14, 15], although this can be difficult to use in practice as well.
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Here we study cosmological models, considered as triples (M,g,u). We
assume that the spacetime geometry (M,g) is I-non-degenerate, and that the
preferred timelike vector field u is invariantly-defined from the geometry, in the
sense that it can be determined as an eigenvector of some curvature operator,
either from the Riemann tensor itself or from a higher order curvature tensor
[16]. Contrary to the classification of geometries (M,g) such a field u is now
additionally given. We can use this extra piece of information to produce a novel
and simple Karlhede-like characterization scheme for cosmological models.
In section 4.1 we take a global perspective and describe the essence of the
adaptation of the Karlhede scheme to cosmological models. The main task in
a Karlhede-like scheme is to define a suitable maximally fixed frame; in our
scheme this will be accomplished by using sets consisting only of spatial vectors
and PSTF 2-tensors relative to u, and a general method for normalizing such
sets is provided in section 4.2. In section 4.3 we apply this method to the
relevant sets to obtain our classification algorithm. The use of Petrov and Segre
types and other classifying tools is provided in section 4.4, and we end this
section with a discussion of possible maximal values of p∗ in section 4.5.
4.1 Global perspective and adapted scheme
Essentially, the method boils down to replacing the successive covariant deriva-
tives of Rabcd in the scheme of section 3 by those of the couple (ua, Rabcd). Thus,
at order q we add the qth covariant derivative of ua and defineH∗q , s
∗
q = dim(H
∗
q )
and t∗q for the list
S∗q = (ua, Rabcd ; . . . ;∇eq · · · ∇e1ua, ∇eq · · · ∇e1Rabcd) , (4.1)
analogously to Hq, sq and tq for Sq. In their turn Rabcd and ∇bua can be
replaced by the relative Riemann and kinematical quantities (2.10)-(2.12) and
(2.15) without altering the definitions. Also, it suffices to apply the derivatives
(2.7) and (2.8) instead of the full covariant derivative. As for geometries a
canonical form is found at each order q, realized by a family of frames determined
up to the action of H∗q (see below), and use can be made of the generalized Ricci
and Bianchi identities to find a minimal set of extended classifying invariants
(cf. section 9.3.2 of [7]). As before, we have H∗q+1 ⊂ H∗q (and so s∗q+1 ≤ s∗q) and
t∗q+1 ≥ t∗q , and the new procedure stops at order p∗+1 where p∗ is the smallest
number q such that s∗q+1 = s
∗
q and t
∗
q+1 = t
∗
q .
From a theoretical perspective, our extended scheme is a Karlhede-like re-
alization of Cartan’s general method (see [11] and section 9.2 of [7]) applied to
triples (M,g,u). The components of the covariant derivatives of ua, just as
those of Rabcd, can be lifted to functions on the frame bundle; in particular,
an expression analogous to (2.87) in [7] holds for the exterior derivatives of the
component functions associated to u. At order q this gives a lifted map asso-
ciated to S∗q with rank t∗q + 6 − s∗q . We assume the triples to be regular in the
sense that both t∗q + 6− s∗q and s∗q , and thus t∗q , are constant [12].
Since ua is invariantly-defined from the geometry, the isotropy group Hp of
the geometry will leave ua and all its covariant derivatives invariant, and the
components of these tensors in an invariant frame will be functions of Cartan
invariants. Hence
Hp = H
∗
p∗ ⇒ sp = s∗p∗ , tp = t∗p∗ . (4.2)
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Since s∗q ≤ sq and t∗q ≥ tq for all q, this implies that p∗ ≤ p.
The reason why we add the covariant derivatives of ua, and not just ua itself
at zero order, is twofold. First, our definition of a cosmological model allows, in
principle, for cases where ua is invariantly-defined from a higher order curvature
tensor but not from the Riemann tensor itself, which occurs when s∗0 < s0 or
t∗0 > t0. For such cases, a method where only u
a would be added at zero order,
and not its covariant derivatives, may lead to an invalid classification scheme
and stop criterion; in particular, the kinematical quantities, equivalent to ∇bua,
then play an essential role, see appendix A for a hypothetical example with
s∗0 = s0 and t
∗
0 > t0.
7 Second, for common cosmological models known and
used so far, the fundamental time-like vector field ua can be defined from the
Riemann tensor, and s∗q = sq, t
∗
q = tq for all q ≥ 0 (important examples hereof
are perfect fluid models with ua along the timelike eigendirection of the Ricci
tensor; see (4.16)). In this case the addition of the covariant derivatives of ua
is not strictly needed. However, kinematical quantities in particular often have
more compact expressions than first order curvature tensor components, and
as directly available extended invariants in the new scheme (only implicit in
the standard one) may be easily incorporated in a minimal list of classifying
invariants; moreover, their use considerably simplifies the classification scheme
when s∗0 > 0 (see proposition 3 and Secs. 4.3 and 5).
4.2 Maximally fixing the frame
For cosmological models (M,g,u) we can use the additionally given timelike
vector field u to find a maximally fixed frame and thus to obtain a complete list
of extended invariants in a straightforward and transparent way.
At order q = 0 of the scheme we dispose of (ua, Rabcd). We work with ON
frames (ea0 , e
a
i ) which we make u-adapted from the start by setting e
a
0 = u
a.
The rotations and reflections in u⊥ constitute the group Gu of the residual
transformations acting on the so far unspecified ON triad (eai ); hence, compared
to the algorithm for geometries, the initial vertical dimension of the frame bundle
(before looking at the Riemann tensor) is reduced from 6 to 3. The isotropy
group at zero order, H∗0 , is a subgroup of Gu, whence so is H
∗
q for any q. The
subgroups of Gu are well-known and there are three possibilities at order q,
depending on the value of s∗q :
• s∗q = 0. The triad (e
a
i ) is fixed at order q up to a finite number of discrete
transformations, which constitute H∗q .
• s∗q = 1. At order q only one triad vector, say e
a
1 , can be fixed (possibly up
to reflection) and H∗q contains the group of spatial rotations about e
a
1.
• s∗q = 3. This is the case H
∗
q = Gu where no direction in u
⊥ is preferred at
order q.
7Cosmological models where the Riemann tensor itself, but not its first covariant derivative,
is boost-isotropic in some 2D plane would provide examples of s∗0 < s0, since u
a automatically
breaks down the boost isotropy. Note that the exterior Schwarschild region is an I-non-
degenerate geometry which has such boost isotropy property; however, it is not the geometry
of a cosmological model.
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In the last two cases S∗q is LRS, in the last case ‘maximally LRS’. When the final
value s∗p∗ = sp is 1 or 3 the cosmological model and the underlying spacetime
geometry are said to be LRS, resp. maximally LRS.
To maximally fix the spatial frame vectors eai in practice we will exploit the
relative Riemann quantities (at zero order) and kinematical quantities of u (at
first order, in case s∗0 > 0) defined in (2.10)-(2.12) and (2.15). In any u-adapted
frame the scalars µ = T00, p =
1
3Ti
i and Θ = ∇iui are extended invariants. On
the other hand, qa, u˙a, ωa are spatial vectors and πab, Eab, Hab, σab are PSTF
2-tensors. In an arbitrary ON triad these can be represented by 1 × 3 row
matrices and 3× 3 tracefree symmetric matrices, respectively. For an arbitrary
set of such tensors one has the following
Proposition 2. Consider a set S consisting of (invariantly-defined) spatial
vectors and PSTF 2-tensors relative to u. Let HS denote its isotropy group and
s = dim(HS). If S has a non-zero element then HS is discrete (s = 0) except
when there is a unit vector na (uniquely defined up to reflection) such that
Sa ∝ na and Sab ∝ hab − 3nanb (4.3)
for any vector, resp. 2-tensor, in S, in which case HS contains all rotations
about na and s = 1. If all elements of S are zero then HS = Gu (s = 3).
Note the geometric meaning of (4.3): all non-zero vectors in S are aligned
with na, and all non-zero 2-tensors in S are degenerate and have a common
eigenplane with unit normal na. In the remainder of this paragraph we show
how this proposition can easily be proved and put into practice by choosing an
ordering for the set S (i.e., turning S into a list). There are several cases:
(1) All elements of S are zero. Then S does not define any preferred di-
rections in u⊥ and the result is trivial. Henceforth we assume that S contains
non-zero elements, and let S be the first non-zero tensor in the list.
(2) S is a PSTF 2-tensor with I3S 6= 6J2S (recall (2.5)-(2.6)). Then S has
distinct eigenvalues λ1 6= λ2 6= λ3 6= λ1 (see section 2) and we use a Gu-rotation
to bring it to the diagonal canonical form
S ≡ diag(λ1, λ2, λ3) with e.g. λ1 > λ2 > λ3, (4.4)
such that (eai ) becomes an ON eigentriad of S. This triad is determined up to
the reflections eai 7→ −eai and so s = 0.
(3) S is a spatial vector or a PSTF 2-tensor with I3S = 6J
2
S 6= 0. In the vector
case we can normalize S to the preferred unit vector na = Sa/|S|, while in the
2-tensor case we take a unit vector na along the eigendirection corresponding
to the single eigenvalue −2JS/IS of S. Then (4.3) holds, and in any ON triad
(eai ) with e
a
1 = n
a S takes the canonical form
S ≡ σ[1 0 0] or S ≡ λdiag(−2, 1, 1). (4.5)
Now either all elements of S take the form (4.5) in such a triad, or not.
(3a) If this is the case then (ea2 , e
a
3) cannot be fixed and s = 1.
(3b) If this is not the case then we use the residual rotations about ea1 = n
a
to normalize the first tensor in the list that does not take the form (4.5), S′, to
S′ ≡ [σ′ τ 0], τ 6= 0 (4.6)
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when this is a spatial vector, and to
S′ ≡

−2λ′ µ 0µ λ′ + ρ ν
0 ν λ′ − ρ

 , (b1) µ = ν = 0 < ρ or (b2) µ 6= 0 (4.7)
when it is a PSTF 2-tensor and (b1) ea1 = n
a is an eigenvector or (b2) it is not.8
In any case (eai ) is fixed up to the reflections e
a
i 7→ −eai and so s = 0.
The procedure yields a normal form for S, which may depend on the chosen
ordering when s = 0 but not when s 6= 0, and a family of ON triads realizing
this form; exhausting reflection freedom leads to a canonical form for S; i.e., all
components of all elements of S are then extended invariants.
4.3 Algorithm
Returning to our adapted scheme we define, at order q = 0, the set
Sr0 = {qa, πab, Eab, Hab} (4.8)
of relative Riemann quantities. One has H∗0 = HS∗0 = HSr0 . We now provide our
classification algorithm, where we describe how for each value of s∗0 = dim(H
∗
0 )
the frame eventually gets maximally fixed if we start applying the above nor-
malization procedure to Sr0 , referring to the possible cases (1), (2), (3a) and
(3b) of section 4.2 for this set. For s∗0 > 0 we use the next result, which may be
inferred from the analysis in [17] (recall (2.3)-(2.8)):
Proposition 3. If a preferred unit vector na in u⊥ exists such that (4.3) holds
for each element of S = Sr0 ∪ Sr+ with9
Sr+ = {σab, ωa, u˙a, ∇˜a(µ− 3p), ∇˜〈anb〉, n˙〈a〉}, (4.9)
then Hp contains all rotations about n
a and the spacetime is LRS with sp = 1.
4.3.1 s∗0 = 0
This is the union of cases 2 and 3b. Choosing an ordering for Sr0 we construct
the canonical form of the corresponding list and thus fully fix the frame at zeroth
order, possibly up to reflections eai 7→ −eai . We have s∗q = 0, ∀q ≥ 0. In principle
there are 24 possible orderings for the four elements of Sr0 , but it is natural to
take either πab, q
a or Eab, Hab as the first two elements (in some order) to obtain
a Ricci-preferred, resp. Weyl-preferred, canonical form and frame relative to u.
Starting with q = 0 one consecutively computes the frame components of
the tensors in S∗q , and determines the number t∗q of functionally independent
ones (thereby one applies the derivatives (2.7) and (2.8) and simplifies by using
the generalized Ricci and Bianchi identities). If t∗q = t
∗
q−1 we let q = p
∗+1 ≥ 1,
exhaust remaining reflection freedom, and stop the algorithm.
8On defining Nab = hab − nanb the forms (4.6) and (4.7)(b) are obtained by aligning e
a
2
with NabS
′b and NabS′
bc
nc, respectively; the form (4.7)(a) is diagonal and thus (ea
i
) is an
eigentriad of S′ in this case.
9 By nana = 1 we have n˙ana = 0 such that n˙〈a〉 ∝ na ⇔ n˙〈a〉 = 0. Also, R = µ− 3p+4Λ
by (2.9) and (2.13), such that ∇˜a(µ− 3p) = ∇˜aR.
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4.3.2 s∗0 = 1
This is case 3a. All elements of Sr0 satisfy (4.3) for an up to reflection unique
vector na and take the form (4.5) in any ON triad (eai ) with e
a
1 = n
a, so
qa ≡ [a 0 0], πab ≡ (−2b, b, b), (4.10)
Eab ≡ diag(−2e, e, e), Hab ≡ diag(−2h, h, h) (4.11)
where not all of a, b, e, h vanish. Now, we verify whether all elements of Sr+ also
satisfy (4.3) (i.e., take the form (4.5) in such a triad).
(i) If yes, then the model is LRS with s∗p∗ = sp = 1 by proposition 3. The
frame is maximally fixed at zeroth order, with s∗q = 1, ∀q ≥ 0 and up to the
reflection ea1 7→ −ea1 when qa = 0. One computes the frame components
of the S∗q -tensors for q ≥ 0 until t∗q = t∗q−1; then we let p∗ + 1 = q ≥ 1,
exhaust the reflection freedom, and stop the algorithm.
(ii) If no, we turn Sr+ into a list, take the first element that does not satisfy
(4.3), and normalize it to (4.6) when it is a vector or to (4.7) when it
is a 2-tensor. This fully fixes the frame at first order, possibly up to
reflections of the form eai 7→ −eai . Hence s∗q = 0, ∀q ≥ 1. One computes
the frame components of the S∗q -tensors for q ≥ 1 until t∗q = t∗q−1; then we
let p∗+1 = q ≥ 2, exhaust the reflection freedom, and stop the algorithm.
Note that (4.10) is equivalent to the energy-momentum tensor (2.13) taking the
form
Tab ≡


µ a 0 0
a p− 2b 0 0
0 0 p+ b 0
0 0 0 p+ b

 (4.12)
in any u-adapted ON frame with ea1 = n
a, while (4.11) indicates that the com-
plex tensor
Qab = Eab + iHab (4.13)
used in the Petrov classification [7] takes the form
Qab ≡ diag(−2λ, λ, λ), λ = e+ ih (4.14)
in any ON triad (eai ) with e
a
1 = n
a (see section 4.4 for some further discussion).
4.3.3 s∗0 = 3 (H
∗
0 = Gu)
This is case 1 in which all elements of Sr0 are zero, which is the limit case
a = b = e = h = 0 of (4.10)-(4.11). The twice contracted Bianchi identities
reduce to
∇˜ap = −(µ+ p)u˙a, µ˙ = −(µ+ p)θ, ∇˜aµ = 0. (4.15)
If µ+ p is zero then the model would be a locally Minkowski or (anti-)de Sitter
universe (see (2.1), (2.9), (2.13) and (2.14)) but then ua cannot represent a
preferred congruence of observers determined from the geometry. Hence
πab = 0, q
a = 0 (Tab = µuaub + phab), µ+ p 6= 0, (4.16)
Eab = Hab = 0 (Cabcd = 0), (4.17)
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such that the models with s∗0 = 3 are the conformally flat perfect fluids where
ua is the up to reflection unique unit timelike eigenvector uaR of the Ricci tensor.
These models were exhaustively determined by Stephani [7] while their Karlhede
classification was discussed in [18, 19]. By the end of section 4.1 we have s∗q = sq
and t∗q = tq for any q. The Bianchi identities imply σab = 0 and ω
a = 0. This
leaves two cases:
1. u˙a = 0⇔ s∗1 = 3. Here the Ricci equation applied to ua implies
θ˙ = −1
3
θ2 − 1
2
(µ+ 3p) + Λ, ∇˜aθ = 0. (4.18)
By (4.15) we have t∗0 ≤ 1 and there are two subcases [18]:
• θ = 0⇔ µ constant. Then µ+ 3p = 2Λ, so p is constant as well and
t∗0 = t
∗
1 = 0. This precisely yields the Einstein static universe model.
• θ 6= 0 ⇔ µ non-constant. Then t∗0 = t∗1 = 1, and this precisely gives
the Robertson-Walker cosmologies.
For both subcases it follows that p∗ = 0 and the frame is maximally fixed
at zeroth order with s∗q = 3, ∀q ≥ 0 andH∗p∗ = Gu: no preferred directions
in u⊥ exist at all and the model is maximally LRS.
2. u˙a 6= 0 ⇔ s∗1 = 1. We take ea1 to be the unit vector na along u˙a. Then
(4.15) and the Ricci identity applied to ua implies that all elements of
Sr0 ∪ Sr+ satisfy (4.3) except possibly the spatial vector n˙〈a〉. Hence, by
proposition 3 and footnote 9 there are two subcases:
(i) If n˙〈a〉 = 0 the model is LRS with s∗p∗ = 1; i.e., the frame is maximally
fixed at first order and s∗q = 1, ∀q ≥ 1. We compute the S∗q -tensor
components in the maximally fixed frame for q ≥ 1 until t∗q = t∗q−1;
then we let p∗ + 1 = q ≥ 2 and stop the algorithm.
(ii) If n˙〈a〉 6= 0 then we take ea2 along it (i.e., normalize it to (4.6) with
σ′ = 0). This fully fixes the frame at second order; i.e., s∗q = 0, ∀q ≥
2. One computes the S∗q -tensor components in this frame for q ≥ 2
until t∗q = t
∗
q−1, in which case we let p
∗ + 1 = q ≥ 3 and stop the
algorithm.
At the end of the algorithm the set S∗p∗+1 is in a canonical form, and the
frame components of its elements produce a complete set of extended invariants,
fully characterizing the cosmological model.
4.4 Petrov and Segre types; additional characteristics
The Petrov and Segre types are discrete characteristics of a spacetime geometry,
referring to the algebraic structure of the Weyl and Ricci tensor, respectively.
In the Karlhede scheme for geometries one first calculates the Petrov type (I,
II, III, D, N or O). This can be done by means of the complex tensor Qab =
Eab + iHab relative to any unit timelike vector field u
a (cf. (2.12) and (4.13)).
This tensor is PSTF relative to u. The complex Weyl invariants I and J , which
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are commonly expressed in terms of contractions of copies of the Weyl spinor
[7], can be computed in terms of Qab, cf. (2.5)-(2.6):
I = IQ = Q
a
bQ
b
a, J = JQ = Q
a
bQ
b
cQ
c
a. (4.19)
The Petrov types can now be characterized as follows: [7, 20]
• Petrov type with I3 − 6J2 6= 0: I (algebraically general type);
• Petrov types with I3 = 6J2 6= 0: D if (Qac − λhac )(Qcb + 2λhcb) = 0 with
λ ≡ −J/I, else II;
• Petrov types with I = J = 0: O if Qab = 0, N if Q
a
cQ
c
b = 0 6= Qab, else
III (in which case QacQ
c
dQ
d
b = 0 6= QacQcb).
Next, the Weyl tensor is put into a canonical form in accord with the Petrov
type; see table 4.2 of [7]. In terms of ON frames (ea0 , e
a
i ) realizing this form and
for ‘diagonal’ types I and D, this implies that ea0 is a (timelike) Weyl principal
vector uaC ; such a vector is characterized by the fact that the relative electric
and magnetic Weyl operators Eab and H
a
b on u
⊥
C commute, and then (e
a
i ) is a
eigentriad for both, which thus diagonalizes Qab; u
a
C is unique up to reflection
in the type I case and is any unit timelike vector lying in the plane ΣC spanned
by the Weyl principal null directions in the type D case [7, 20]. For Petrov
type I Qab has distinct eigenvalues, such that the resulting ON frame (u
a
C , E
a
i )
is essentially unique (i.e., determined up to reflections) and called the Weyl
principal frame [7]. For Petrov types II and III the canonical frame is also
realized by an essentially unique frame. For types D and N and trivial type O
(conformally flat case Cabcd = 0) there is residual frame freedom, which is now
used to simplify the representation matrix of the Ricci tensor; the Segre type
of the Ricci tensor is then calculated as an additional characteristic. One can
also reverse the roles of the Weyl and Ricci tensors, looking first for a canonical
form of the latter.
In our scheme for cosmological models the approach is essentially different.
We immediately take the fundamental vector ua as ea0 , which is not necessarily a
vector that is geometrically ‘aligned’ with the Weyl (or Ricci) tensor, and start
to apply the normalization procedure to 3D relative Riemann quantities. Hence
both 4D Petrov and Segre types are additional characteristics.
In this context, let us discuss the compatibility of these types with (4.12)-
(4.14); i.e., with s∗0 > 0. This happens precisely when the Riemann tensor is
LRS in some 2D plane Π and ua ∈ Π⊥, and requires specific Petrov and Segre
types as well as further alignments between the Ricci and Weyl tensors and ua.
The case s∗0 = 3 precisely covers conformally flat perfect fluids (Petrov type O,
Segre type [(111), 1]) with ua = ±uaR (see section 4.3.3), where the Riemann
tensor is LRS in the full space u⊥. When s∗0 = 1 the plane Π is unique; this
happens precisely when the following two conditions hold:
• the Petrov type isO (case λ = 0 in (4.14)) orD with Π = Σ⊥C and u
a ∈ ΣC
a Weyl principal vector (case λ 6= 0 in (4.14), cf. above);
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• the Segre type is one of10
[(11), 2], [(11)1, 1], [(11)(1, 1)], [(11, 2)], [1(11, 1)], [(111), 1], (4.20)
where for the first three types a unique 2D plane ΠR is defined and u
a ∈
Π = ΠR, while for the last three types a unique null vector l
a
R, spacelike
vectormaR, timelike vector resp. u
a
R is defined and this vector must belong
to ΣC when the Petrov type is D (and spans Π together with u
a).
In all other cases one has s∗0 = 0. In particular, our method does not explicitly
distinguish between the Petrov types I, II, III, N, and D with ua /∈ ΣC , where
in the last two cases ua breaks down the null rotation, respectively, boost and
spatial rotation isotropy contained in the Weyl tensor.
However, the Petrov type may become apparent when the couple (Eab, Hab)
is normalized first. For instance, when Eab is diagonalized and Hab becomes
diagonal in the same u-adapted ON frame then this means that the Petrov type
is I or D and ua is a Weyl principal vector (cf. above); a subcase hereof is
that of a purely electric (magnetic) model where ua is a Weyl principal vector,
characterized by Eab 6= 0 = Hab (Hab 6= 0 = Eab); many purely electric models
are known which are of ‘aligned’ Petrov type D (uaR ∈ ΣC), such as the orthog-
onally spatially homogeneous Bianchi I models, and the Szekeres and the LRS
Lemaˆıtre-Tolman-Bondi and Kantowski-Sachs dust-filled universes (see section
5.1-5.3), while purely magnetic models are more elusive (yet see e.g. [21] for
an example and overview). More generally, (Weyl) purely electric or magnetic
spacetimes are characterized by the existence of some unit timelike vector field
relative to which Eab 6= 0 = Hab or Hab 6= 0 = Eab, respectively; a simple crite-
rion for this property is that the Weyl invariant M ≡ I3/J2 − 6 is real positive
or infinite (where M = 0 corresponds to Petrov type D and the infinite case to
Petrov type I with J = 0) and the Weyl invariant I is real and strictly positive
(electric case) or strictly negative (magnetic case) [22].
The Weyl-Petrov, Ricci-Segre, and ‘mixed’ types (defined by conditions on
certain contractions between the Weyl and Ricci tensors) can be addition-
ally computed and may provide useful geometric information. Segre or Ellis
types [23] (in terms of discriminants [24, 25]) and traces of powers or eigenval-
ues of rank 2 operators constructed at any order may also be worth computing.
4.5 Maximal value of p∗.
It is worthwhile to ask how many covariant derivatives are at most needed to
classify a cosmological model, as this is related to the computational aspects
of the algorithm. Hence we wish to determine theoretical maximal values of
p∗. Clearly, to obtain such a value requires s∗q = sq and t
∗
q = tq for all q ≥ 0,
such that p∗ = p; i.e., we can rely on known results for maximal bounds for
spacetime geometries where ua can be invariantly defined from the Riemann
tensor [7]. For s∗0 = 3 (i.e., conformally flat perfect fluid models with u
a = ±uaR)
one has p∗ ≤ 3 [18, 19]. For s∗0 = 0 and 1 theoretical bounds are p∗ ≤ 4
and p∗ ≤ 5, respectively, since the integers s∗q and t∗q form a descending, resp.
10Segre type [(11)ZZ] can be excluded since it even violates the weak energy condition [7].
We also did not list the ‘vacuum type’ [(111, 1)] (corresponding to Rab ∝ gab), which in any
case should be combined with Petrov typeD for ua to be invariantly defined (see section 4.3.3),
but this gives solutions related to and including the classical black hole metrics spacetimes [7].
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ascending, sequence ending with s∗p∗ ≥ 0 and t∗p∗ ≤ 4, and one could have
either s∗q+1 = s
∗
q − 1, t∗q+1 = t∗q or s∗q+1 = s∗q , t∗q+1 = t∗q + 1 at each step. The
theoretical bound can still be lowered for LRS models (s∗0 = s
∗
p∗ = 1): there
are at least three independent Killing vector fields, whence t∗p∗ ≤ 2 and p∗ ≤ 3.
The bound for s∗0 = 1 non-LRS models can also be lowered for conformally flat
spacetimes of Segre type either [(11, 2)] (p ≤ 4) or [1(11, 1)] or [(11)(1, 1)] (p ≤ 1)
by exhaustive analysis [7]. It would be beneficial to bring down the bounds in
other cases as well, and to study whether realistic cosmological models actually
allow p∗ ≥ 3.
5 Examples: Cosmological Models
In this section we discuss the application of our classification algorithm to several
exact cosmological models.11 In all cases we give the consecutive values s∗q and
t∗q and the stop value p
∗, and in particular sp = s∗p∗ and tp = t
∗
p∗ , as well
as the dimension r of the maximal isometry group. The first example can be
considered as an explicit demonstration of how the algorithm works.
5.1 Quasi-spherical Szekeres dust model
The quasi-spherical Szekeres metric is a solution to Einsteins field equations for
a perfect fluid representing dust (p = 0) [26]. It provides an anisotropic and non-
spatially homogeneous universe model with the fundamental observer’s (perfect
fluid) 4-velocity u given by ∂t. The line-element is given by
ds2 = −dt2 +
(
R,z − E,zRE
)2
1 + 2F
dz2 +
R2
E2
(
dx2 + dy2
)
, (5.1)
such that
E(x, y, z) = S
2
((
x− P
S
)2
+
(
y −Q
S
)2
+ 1
)
, (5.2)
where F, S, P,Q are functions of z and R = R(t, z) is a function satisfying
(R,t)
2
= 2F +
2M
R
, (5.3)
with M a function of z. We exclude the following subcases:
• R(t, z) = h(t)m(z), M(z) = m(z)3, F (z) = F0m(z)
2, (dhdt )
2 = 2 (F0 + 1/h),
which gives conformally flat, spatially homogeneous dust universes with a
G6 group of isometries;
• P, Q, S andM are all constant; this gives either the exterior Schwarschild
or the Minkowski metric.
11For an exact cosmological model the timelike vector field u is given explicitly as part of the
solution. Recall that there is the implicit assumption that the geometry is I-non-degenerate
and u is an invariantly-defined vector; this will be shown to be true in all examples. Also, the
energy-momentum tensor is specified, in the sense that the Ricci-Segre type is given.
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Note that if P or Q is constant it can be set to 0 by a translation of the x-
or y-coordinate, respectively. Likewise, if S is constant it can be set to 1 by a
simultaneous rescaling of the x- and y-coordinates.
A natural ON frame adapted to the coordinates is
e0 = ∂t, e1 =
( √
1 + 2F
R,z − E,zRE
)
∂z, e2 =
E
R
∂x, e3 =
E
R
∂y. (5.4)
We work in this frame and take u = e0 as the fundamental unit timelike vector
field. At each point this is the up to reflection unique unit timelike eigenvector
uR of the perfect fluid Ricci tensor. Hence we have s
∗
q = sq and t
∗
q = tq for all
q ≥ 0. Moreover, the Weyl tensor is purely electric with respect to u (Hab = 0)
and the eigenvalues for the e2 and e3 directions of the electric Weyl tensor are
equal (λ2 = λ3 = − 12λ1 ≡ e), such that the Petrov type is D and u is a Weyl
principal vector. Hence the elements of Sr0 take the form (4.10)-(4.11) with
a = b = h = 0; the vector n = e1 is invariantly defined at zeroth order and the
Riemann tensor is isotropic under the rotations in the plane spanned by e2 and
e3. The energy density µ and the eigenvalue e, given by
µ =
(R/E)2(R/E),z
2(M/E3),z , e =
1
6
µ− M
R3
, (5.5)
and it is straightforward to show that these Cartan scalars are functionally
independent. Hence at the zeroth order level of the algorithm we have
t∗0 = t0 = 2, s
∗
0 = s0 = 1. (5.6)
We are in the case of section 4.3.2 and proceed to the next step (order q = 1)
of the new algorithm, where we consider the set Sr+ defined in (4.9). We first
calculate the kinematic quantities of u in the ON triad (eai ) given by (5.4). The
acceleration and rotation vectors vanish: u˙a = ωa = 0. The expansion scalar
equals
Θ =
E(2R,tR,z +RR,tz)− 3R,tRE,z
R(R,zE −RE,z) = 2
R,t
R
+
(R,t/E),z
(R/E),z , (5.7)
while the shear tensor σab is diagonal, with components
−1
2
σ11 = σ22 = σ33 =
1
3
E(R,tR,z −RR,t,z)
R(R,zE −RE,z) =
1
3
(
R,t
R
− (R,t/E),z
(R/E),z
)
. (5.8)
Thus it takes form (4.5) and so satisfies (4.3) with n = e1; i.e., the shear tensor
is isotropic in the e2-e3 plane as well. We also find n˙
a = 0 and ∇˜aµ ∝ na.
Hence, we are in case (i) of the algorithm precisely when the last element N〈ab〉
of Sr+ is also of the form (4.5). The representation matrix of Nab = ∇˜bna in the
triad is
Nab ≡


0 0 0
ln(E),zx
(R/E),z
√
1+2F
R 0
ln(E),zy
(R/E),z 0
√
1+2F
R

 . (5.9)
It follows that we are in case (i) precisely when P, Q and S are all constant
(and then M is non-constant to exclude the Schwarzschild metric); in this case
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we have E = E(x, y) and may set P = Q = 0 and S = 1 (see above). This
gives the well-known Lemaˆıtre-Tolman-Bondi dust model [27]. According to
proposition 3 it is LRS in the e2-e3 plane. This requires isometry group orbits
of dimension 4− tp ≥ 2, such that tp ≤ 2. But tp ≥ t0 = 2 by (5.6), and so
tp = 2, sp = 1 ⇒ r = 3, p∗ = p = 0. (5.10)
Hence the algorithm stops at first order, as can be verified by direct calculation.
All Cartan scalars are functions of µ = µ(t, z) and e = e(t, z), see (5.5). The
models are LRS II in the Stewart-Ellis classification [28] and exhibit spherical,
hyperbolic or planar symmetry, having a maximal group G3 of isometries acting
on spacelike 2D orbits tangent to the (integrable) e2-e3 distribution.
Henceforth we assume that P, Q and S are not all constant, such that we
are in case (ii) of section 4.3.2. We can fully fix the frame at first order by
performing a rotation in the e2-e3 plane such that N〈ab〉 obtains the normalized
form (4.7), case (b1). There are two subcases.
• P and Q are constant, S is non-constant. In this case we may set P =
Q = 0. One calculates that all zeroth, first and second order extended
invariants are functions of t, z and x2 + y2, cf. (5.5), such that
p
∗ = p = 1, tp = 3, sp = 0 ⇒ r = 1 (5.11)
and so the maximal group of isometries is G1. It follows from the results
of [29, 30] that the models are axially symmetric.
• P and Q are not both constant. One finds that
t∗1 = t1 = 4, s
∗
1 = s1 = 0. (5.12)
where e.g. Θ and σ22 provide two more functionally independent, first
order extended invariants. (5.12) already gives the highest and lowest
possible values for tq and sq, respectively. To complete the algorithm we
must continue to the second order next covariant derivative, and we have
p
∗ = p = 1, tp = 4, sp = 0, r = 1 (5.13)
This is the generic case without symmetry [31].
In both subcases the algorithm terminates at second order, and the extended
invariants up to this order classify the model completely.
Let us briefly compare the above approach with the standard Cartan-Karlhede
algorithm applied to (5.1)-(5.3). In the latter it is more cumbersome to decide
whether the model is LRS (i.e., Lemaˆıtre-Tolman-Bondi) or not. If not, we can
introduce a rotation with a parameter, θ, in the plane spanned by e2 and e3
to see that there exists a unique θ such that the component of the covariant
derivative of the electric Weyl tensor (∇E)223 vanishes. In the generic case the
covariant derivative of the Riemann tensor provides two more functionally inde-
pendent components through (∇R)41433 (∇R)14122. However, the expressions
are more involved than in the new scheme.
In terms of a minimal set of Cartan invariants, it has been shown that all
quasi-spherical Szekeres dust models can be fully characterized by five real-
valued scalar curvature invariants arising from a 1 + 3 split [32].
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5.2 The Kantowski-Sachs-like model
The Kantowski-Sachs-likemetric describes a spacetime which is anisotropic. It is
the only spatially homogeneous model that does not have a transitive subgroup.
The spatial sections have topology R × S2 and admit a 4D symmetry group.
The metric can be written as:
ds2 − dt2 + a(t)2dx2 + b(t)2(dθ2 + sin2 θdφ2). (5.14)
For a function f = f(t) we will write f˙ ≡ df/dt. For the choice of metric
functions, a(t) = e
√
Λt and b(t) = Λ−
1
2 , we recover the well-known Kantowski-
Sachs dust model which descibes an anisotropic homogeneous universe [33].
We take a frame adapted to the unit normal to the maximal orbit of the
Killing vectors:
e0 = ∂t, e1 =
1
a
∂x, e2 =
1
b
∂θ, e3 =
1
sin θb
∂φ. (5.15)
For u = e0, the expansion scalar, Θ, is zero while the associated vectors for
rotation, ωa, and acceleration, u˙a, both vanish. The only non-vanishing quantity
is the shear tensor, σab, which has non-zero components
1
2
σ11 = σ22 = σ33 =
a˙b− b˙a
3ba
. (5.16)
Relative to u the magnetic Weyl tensor Hab vanishes, while the electric Weyl
tensor has non-zero components
1
2
E11 = E22 = E33 =
a¨b2 − b¨ba− a˙b˙b+ b˙2a+ a
18b2a
. (5.17)
Hence the Weyl tensor is purely electric and of Petrov type D, and u is a Weyl
principal vector. The Einstein tensor has the following non-zero components:
G00 = − b˙
2a+ 2a˙b˙b+ a
b2a
, G11 = − b˙
2 + 2b¨b+ 1
b2
, G22 = G33 = − a¨b+ a˙b˙+ b¨a
ba
.
(5.18)
Take a generic model, in the sense that a(t) and b(t) satisfy G11 6= −G00 6=
G22 6= G11, and thatG00, G11, G22 andE22 are not all constant. Then the frame
elements e0 = u and e1 are distinct eigenvectors of the Einstein tensor. Hence
they are geometrically defined, u can be taken as the fundamental timelike
vector field, and s∗q = sq and t
∗
q = tq for all q. Setting n = e1, we can use
proposition 2 to show that this spacetime is LRS: the only non-zero tensors in
the set Sr0 ∪Sr+ defined by (4.8)-(4.9) are Eab, πab and σab, and by (5.16)-(5.18)
and (2.11) these are proportional to hab + 3nanb. As the model is spatially
homogeneous we will have
tp = t0 = 1, sp = s0 = 1 ⇒ r = 4, p∗ = p = 0. (5.19)
Hence there is a maximal isometry group G4 acting on 3D spacelike orbits, the
model is LRS III in the Stewart-Ellis classification [28], and the classification
algorithm will conclude at first order.
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5.3 Bianchi I model
In this example we consider the Bianchi I cosmological model. Here the line-
element can be written as
ds2 = −dt2 + a(t)2dx2 + b(t)2dy2 + c(t)2dz2, (5.20)
where a, b, c are functions of time. Again we write f˙ = df/dt for f = f(t); we
work with the unit normal direction to the G3 isometry orbits, u = ∂t, and
adapt the following frame:
e0 = u = ∂t, e1 = a
−1∂x, e2 = b−1∂y, e3 = c−1∂z. (5.21)
As before, u has vanishing acceleration, u˙a, and rotation, ωa. The shear tensor,
σab, takes a diagonal form; its entries and the expansion scalar, Θ, are given by
σ11 =
1
3
c˙ab+ b˙ac− 2a˙bc
abc
, σ22 =
1
3
c˙ab− 2b˙ac+ a˙bc
abc
,
σ33 = −1
3
2c˙ab− b˙ac− a˙bc
abc
, Θ = − c˙ab+ b˙ac+ a˙bc
abc
.
(5.22)
Relative to u the magnetic Weyl tensor vanishes such that again u is a Weyl
principal vector. The Einstein and electric Weyl tensors also take a diagonal
form, with components:
G00 =
b˙c˙a+ a˙c˙b+ a˙b˙c
abc
,
G11 = − b¨c+ bc¨+ b˙c˙
bc
, G22 = − a¨c+ ac¨+ a˙c˙
ac
, G33 = − b¨a+ ba¨+ b˙a˙
ab
;
(5.23)
and
E11 =
1
6
a˙b˙c+ a˙c˙b− 2b˙c˙a+ c¨ab+ b¨ac− 2a¨bc
abc
,
E22 =
1
6
b˙a˙c− 2a˙c˙b+ b˙c˙a+ c¨ab− 2b¨ac+ a¨bc
abc
,
E33 = −1
6
2a˙b˙c− a˙c˙b− b˙c˙a+ 2c¨ab− b¨ac− a¨bc
abc
.
(5.24)
If Gii 6= −G00, i = 1, 2, 3 then u is the up to reflection unique unit timelike
eigenvector of the Einstein tensor and so is a geometrically defined vector at
zeroth order, such that s∗q = sq and t
∗
q = tq for all q. Moreover, if there are no
relations between the functions a, b and c that lead to two components Gii being
equal, the frame (5.21) is the essentially unique extension of u (up to reflections)
which diagonalizes the Einstein tensor, and so the frame is fully fixed by Gab
(or, equivalently, πab). Also, if the eigenvalues Eii of the electric Weyl tensor
are distinct12 then the Petrov type is I and u is the up to reflection unique Weyl
principal vector and the frame (5.21) is the essentially unique Weyl principal
frame. Assuming one of these cases we have s∗0 = s0 = 0. The components of
the curvature tensors will only depend on the coordinate t, and for a realistic
12This happens when (b˙c− c˙b)/a, (c˙a− a˙c)/b and (a˙b− b˙a)/c are all non-constant.
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model we also assume that some of the zeroth order components (5.23)-(5.24)
explicitly depend on t; i.e., t∗0 = t0 = 1. Hence the the algorithm stops at first
order (p∗ = p = 0), and
tp = 1, sp = 0, r = 3, (5.25)
where the maximal isometry group G3 acts transitively on 3D spacelike orbits.
5.3.1 Kasner Solution
As an explicit example of a Bianchi I metric, we study the Kasner metric [34]
ds2 = −dt2 + t2p1dx2 + t2p2dy2 + t2p3dz2, (5.26)
which is a vacuum solution if the Kasner exponents p1, p2 and p3 satisfy
p1 + p2 + p3 = 1 and p
2
1 + p
2
2 + p
2
3 = 1.
The choice of these exponents determines how the three orthogonal directions
contract and expand over the course of its evolution. We will parametrize the
Kasner exponents by [7]
p1(θ) =
1
3
− 1
3
cos(θ)− 1√
3
sin(θ),
p2(θ) =
1
3
− 1
3
cos(θ) +
1√
3
sin(θ)
p3(θ) =
1
3
+
2
3
cos(θ).
(5.27)
The metric is flat, with the Weyl tensor equal to zero, exactly for θ = 0, 2π3 ,
4π
3 .
Two of the Kasner exponents are equal when θ = π3 , π,
5π
3 . As the Kasner
metric is a vacuum spacetime, we cannot use the Einstein tensor to further fix
the frame. Relative to u = ∂t the magnetic Weyl tensor vanishes, and in the
ON frame (5.21) the electric Weyl tensor is diagonal, with components
E11 = −−2
√
3 cos(θ) sin(θ) + 2 cos2(θ) −√3 sin(θ) − cos(θ)− 1
9t2
,
E22 = −2
√
3 cos(θ) sin(θ) + 2 cos2(θ) +
√
3 sin(θ)− cos(θ)− 1
9t2
,
E33 =
2(2 cos2(θ)− cos(θ) − 1)
9t2
.
(5.28)
Hence we see that if θ /∈ {kπ3 : k ∈ Z} the frame is fixed completely by choosing
the frame elements to diagonalize the electric Weyl tensor. Using the general
observations about the Bianchi I metrics, the classification algorithm is then
concluded at first order, with relevant discrete invariants (5.25).
5.4 A tilted Bianchi II solution
In previous examples the fundamental timelike vector field u was defined at
zeroth order as the fluid 4-velocity; i.e., at each point it was the unique unit
timelike eigenvector of the Ricci or Einstein tensor. Also, the magnetic Weyl
22
tensor relative to u vanished, such that the spacetime was purely electric and u
a Weyl principal observer. To provide an example of a cosmological solution to
Einstein’s field equation where a preferred timelike direction exists that is not di-
rectly associated (geometrically aligned) with the curvature tensors we consider
the class of tilted anisotropic perfect fluid cosmologies. For such solutions, the
fluid 4-velocity uR is tilted with respect to the normals to the hypersurfaces of
spatial homogeneity; the coordinate system in which the model is constructed
(cf. the introduction) is adapted to these hypersurfaces and so not comoving
with the fluid. We will consider the following tilted Bianchi II tilted cosmology
where the anisotropic fluid is accelerating in one direction [35]:
ds2 = −dt2 + t−4q+2dx2 + t6qdy2 + t2q (dz + (kt2q + 2nx/γ) dy)2 , (5.29)
where the occuring parameters are restricted or related by 13
10
7
< γ < 2, q =
2− γ
2γ
, k =
4W
γp
,
W 2 =
(2 − γ)(11γ − 10)(7γ − 10)
64(17γ − 18) , n
2 =
(2− γ)(3γ − 4)(5γ − 4)
17γ − 18 ,
(5.30)
In [35] Hewitt showed that (5.29)-(5.30) gives the unique tilted Bianchi II perfect
fluid solution which is transitively self-similar and possesses an orthogonally-
transitive G2. The energy density µ takes a simple expression, and the pressure
p is related to µ by a γ-law equation of state:
µ =
2(2− γ)
γ2t2
, p = (γ − 1)µ (5.31)
(taking Λ = 0). One has I3 6= 6J2 and so the metric is of Petrov type I.
Hence s0 = 0 and there is an essentially unique Weyl principal vector uC 6= uR
(see below) and Weyl principal frame (uC ,Ei). We note that in the present
implementation of the standard Cartan-Karlhede algorithm this frame would be
employed; however, it is difficult to work with in practice (see below). Explicitly
the quadratic Weyl invariant is given by
I = (2− γ)(3γ − 2)(3γ − 4)(4− 2γ − 3i n)/(3γ4t4),
such that by the criterion in section 4.4 the spacetime is not purely electric nor
magnetic, i.e., no observer measuring Hab = 0 or Eab = 0 exists.
For the cosmological model with metric (5.29)-(5.30) the first choice for
the fundamental unit timelike vector field u arises from the observation that
the metric admits a maximal isometry group G3 generated by the three spatial
Killing vector fields γ∂x−2ny∂z, ∂y, ∂z. We can determine u as the unit normal
to the orbits of the G3. An orthonormal frame which is aligned both with the
orbit of the orthogonally transitively acting G2 and the normal to the orbits of
the G3 is given by [35]:
e0 = ∂t, e1 = t
2q−1∂x, e2 = t−q∂z, e3 = t−3q
[
∂y −
(
kt2q +
2n
γ
x
)
∂z
]
.(5.32)
13The numerical typo in the expression for W 2 in [35] has been corrected in [7].
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The vector field u = e0 has vanishing acceleration and rotation, u˙
a = 0 and
ωa = 0, while the expansion scalar, Θ, and the frame components of the shear
tensor, σab, are given
Θ = −2q + 1
t
, σ12 = σ13 = 0,
σ11 =
2
3
4q − 1
t
, σ22 = −1
3
q − 1
t
, σ23 = −qk
t
, σ33 = −1
3
7q − 1
t
.
(5.33)
Relative to the initial frame (5.32) we have the following (possibly) non-zero
components of the Ricci tensor, Weyl electric tensor and Weyl magnetic tensor:
R00 = − 2q(k
2q+7q−3)
t2 , R01 = − 2kqnγt2 , R11 = − 2(2γ
2q2−γ2q+n2)
γ2t2 , (5.34)
R22 = R33 =
(2−γ)2
γ2t2 , (5.35)
E11 =
2
3
k2γ2q2−3γ2q2+γ2q−n2
γ2t2 , (5.36)
E22 =
2
3
(
k2γ2q2+6γ2q2−2γ2q+2n2
γ2t2
)
, E23 = −kq(2q−1)t2 , (5.37)
E33 =
2
3
−2k2γ2q2−3γ2q2+γ2q−n2
γ2t2 , (5.38)
H11 = − 2qnγt2 , H22 = −n(q−1)γt2 , H23 = − 2kqnγt2 , H33 = n(3q−1)γt2 . (5.39)
Referring to the set Sr0 in the classification algorithm, these equations imply that
(a) the energy flux vector qa is aligned with ea1 , and π
a
b has two equal eigenvalues
and ea1 spans the single eigendirection, and (b) e
a
1 is a common eigendirection
of Eab and H
a
b. Moreover, both E
a
b and H
a
b have distinct eigenvalues and
cannot be diagonalized simultaneously since e0 6= uC (see below). Hence, for
any ordering for Sr0 where Eab comes before Hab the normalization procedure of
section 4.2 leads to the same canonical form for Sr0 , realized by the essentially
unique ON eigenframe of Eab; this frame is obtained by a specific rotation
e′2 = cos(S)e2 + sin(S)e3, e
′
3 = − sin(S)e2 + cos(S)e3 (5.40)
about e1, and relative to it Eab, but not Hab, takes a diagonal form while q
a and
πab take the form (4.10) with ab 6= 0. If Hab comes before Eab in an ordering
for Sr0 this gives the second possible (and similar) canonical form.
The timelike vector field e0 can be determined in a coordinate independent
manner since it is normal to the orbits of the G3. While it appears to be
unrelated to the curvature tensors we will show that it is a constant linear
combination of vectors that are invariantly defined from the Riemann tensor,
and thus invariantly defined itself. Here a key fact is that the above conditions
(a) and (b) are preserved under boosts
e′0 = cosh(θ)e0 + sinh(θ)e1, e
′
1 = sinh(θ)e0 + cosh(θ)e1. (5.41)
in the e0-e1 plane and rotations (5.40) in the e2-e3 plane.
The second natural choice for u is the perfect fluid 4-velocity uR. It is
obtained as the vector e′0 for the boost (5.41) with
tanh(θ) =
√
(3γ − 4)(7γ − 10)
(11γ − 10)(5γ − 4) , (5.42)
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where θ is the angle of tilt between uR and the previous choice e0 [35]. Since
θ 6= 0 we have e0 6= uR. Relative to e′0 = uR we now have q′a = π′ab = 0 and find
back (5.31), but as before the respective operators E′ab or H ′ab relative to uR
have distinct eigenvalues and cannot be diagonalized simultaneously since uR 6=
uC . Again this leads to two possible canonical forms for S ′r0 and corresponding
uniquely defined frames, and since condition (b) is preserved this implies that
e′1 defined by (5.41)-(5.42) is characterized as the up to reflection unique unit
common eigenvector of the electric and magnetic Weyl operators E′ab and H ′ab
relative to uR.
14 Hence, by inverting (5.41)-(5.42) we see that the first choice
e0 is indeed a constant linear combination of the vectors e
′
0 and e
′
1 which are
invariantly defined from the Riemann tensor, as claimed.
A third possible choice for u is the Weyl principal vector uC . This is the
unique unit vector for which the relative electric and magnetic Weyl tensors can
be simultaneously diagonalized, yielding the essentially unique Weyl principal
frame (uC ,Ei). This frame is found by performing a spin-boost (5.40)-(5.41)
with parameters θ and S which solve the complex-valued equation
e4(θ+iS) =
(r− + 2i− iγ)(r− − 6i+ 5iγ)
(r+ + 2i− iγ)(r+ − 6i+ 5iγ) where r± = 2(n± 4W ). (5.43)
Obviously θ 6= 0, and the value defined by (5.42) does not satisfy (5.43); hence
e0 6= uC 6= uR and so the Einstein operatorGab does not diagonalize in (uC ,Ei).
However, since conditions (a) and (b) are preserved under spin-boost, the quan-
tities q′a and π′ab relative to e
′
0 = uC still have the form (4.10); but one has
a 6= 0 such that 0 6= q′a ∝ e′1 and so uC is indeed not the timelike eigenvector uR
of Gab. Note that this singles out e
′
1 and thus, on inverting (5.41) with (5.43),
again proves that e0 is a constant linear combination of vectors invariantly-
defined from the Riemann tensor. It also follows that the choice u = uC leads
to a single canonical form for the relative set S ′r0 (realized only in (uC ,Ei)),
whatever ordering we take for its elements at the start of the normalization pro-
cedure in section 4.2. It can be shown that the relative operators E′ab and H
′a
b
both have distinct eigenvalues; however, solving (5.43) is involved and leads to
intricate expressions for these eigenvalues and other extended invariants. This
makes the choice u = uC unfavorable, apart from being physically less clear.
In each of the three approaches a fully fixed frame is obtained and so s∗0 = 0,
as we knew a priori since s0 = 0. Clearly, the number of functionally inde-
pendent invariants at zeroth order is t∗0 = t0 = 1. By computing the covariant
derivative of the zeroth order tensors we find that no new functionally indepen-
dent invariants appear. Of course this is a priori the case since the solution
admits a G3 and so:
s∗1 = s1 = 0, t
∗
1 = t1 = 1.
Thus, the algorithm concludes at the first iteration (p∗ = p = 0) and the relevant
discrete invariants are:
tp = 1, sp = 0, r = 3.
14As an alternative characterization, e′1 is aligned with the acceleration vector of the fluid.
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5.5 A G2 Solution
As a last example, we will consider a triple (M,g,u) related to the class of
non-diagonal separable G2 spacetimes found in [36] with metric given by
ds2 := T 2fF
2(−dt2 + dx2) + TgG
[
TpPdy
2 +
1
TpP
(dz + TwWdy)
2
]
, (5.44)
where Tf , Tg, Tp and Tw are non-zero functions of t (for which we write f˙ =
df/dt) and F,G, P and W are non-zero functions of x (for which we write
g′ = dg/dx).
A convenient ON co-frame for the general class of metrics is given by
w0 = TfFdt, w
1 = TfFdx,
w2 =
√
TgTp
√
GPdy, w3 =
√
TgG
TpP
(dz + TwWdy).
(5.45)
Kinematical frames. Previously, we started by putting the relative Riemann
quantities into some canonical form, in accord with the global perspective of
the new algorithm (see section 4.1). It is sometimes advantageous to instead
normalize the kinematical quantities σab, ω
a, u˙a first, in some order, by the
general procedure described after proposition 2. This comes down to switching
∇bua and Rabcd, and gives a (family of) kinematical frames. We shall use such
a choice of frame in the current example and note that this affects the value of
s∗0 but not of s
∗
1.
Let (e0, f1, f2, f3) be the dual ON vector frame. We will choose the preferred
unit timelike vector field to be u = e0 = (TfF )
−1∂t, which is associated with
separation of variables in comoving coordinates. This vector field is not neces-
sarily algebraically defined from the Riemann tensor or its covariant derivatives,
but could in principle be invariantly defined using the Cartan-Karlhede algo-
rithm in terms of extended Cartan invariants and an associated invariant frame.
However, we will show that under two simple ‘genericity’ conditions the frame
can be fully fixed by using the kinematical quantitites of u.
The rotation vector, ωa, is identically zero, while the acceleration vector is
u˙a := ub∇bua = 1
FTf
F ′
F
fa1 . (5.46)
and relative to (5.45) the non-zero components of the shear tensor are, respec-
tively:
σ11 =
1
FTf
(
2
3
T˙f
Tf
− 1
3
T˙g
Tg
)
, σ22 :=
1
FTf
(
−1
3
T˙f
Tf
+
1
6
T˙g
Tg
+
1
2
T˙p
Tp
)
,
σ33 =
1
FTf
(
−1
3
T˙f
Tf
+
1
6
T˙g
Tg
− 1
2
T˙p
Tp
)
, σ23 =
1
2
1
FTf
W
P
T˙w
Tp
.
(5.47)
We assume that F ′ vanishes nowhere in the considered neighbourhood of space-
time. Then, by (5.46), the acceleration vector is non-zero and aligned with fa1 .
Hence, if we order S to the list [ωa, u˙a, σab] then Sa = u˙a is the first non-zero
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element, and we take n = f1 as the new ON frame vector e1. The shear tensor
S′ab = σab is the final element of the list. From (5.47) we see that e
a
1 is an
eigenvector of σab acting on u
⊥. Hence σab acts as a self-adjoint operator on
the subspace {u, e1}⊥, with representation matrix[
σ22 σ23
σ23 σ33
]
in the basis (f2, f3). The eigenvalues of this matrix are given by
α± =
σ22 + σ33 ±
√
(σ22 − σ33)2 + 4σ223
2
= λ′ ± ρ.
Here λ′ is the trace of the operator and ρ the discriminant of its characteristic
function, the symbols referring to (4.7). Hence, if
4ρ2 = (σ22 − σ33)2 + 4σ223 =
(
1
FTf
T˙p
Tp
)2
+
(
1
FTf
W
P
T˙w
Tp
)2
(5.48)
is zero we are in case (3a) of the normalization procedure, where the operator
is a multiple of the identity and thus the frame cannot be fully fixed. By (5.48)
and W 6= 0 this is the case if and only if T˙p = T˙w = 0. However, if we assume
that Tp and Tw vanish nowhere simultaneously we have ρ 6= 0 and are in case
(3b1) at each point; the procedure now yields the ON eigenbasis (e2, e3) of
the operator, which is unique up to the reflections e2 7→ −e2 and e3 7→ −e3.
Explicitly, we have
e2 = cos(θ)f2 + sin(θ)f3, e3 = − sin(θ)f2 + cos(θ)f3
where θ = θ(t, x) is given by
θ = 0 if σ23 = 0 and tan θ =
α+ − σ22
σ23
if σ23 6= 0.
Summary : Under two genericity conditions, namely (a) F ′ does not vanish
and (b) T˙p and T˙w do not vanish simultaneously, the frame completion of u can
be fully fixed at each point by the acceleration vector and shear tensor of u, up
to two reflections.
Inspection of Rabcd in the coframe dual to (e0, e1, e2, e3) gives, e.g.,
R0110 =
F ′′FTf2 − F 2T¨fTf + F 2T˙ 2f − F ′2Tf2
Tf
4F 4
, (5.49)
R0123 =
1
2
TgG(P
′TpWT˙w −w′TwT˙pP )
Tf
2F 2Tp
2P 2TgG
. (5.50)
These components are generically functionally independent. Since the compo-
nent functions of the metric are functions of x and t alone, the maximal number
of functionally independent components of the curvature tensor is two.
While the frame was fixed using first order quantities in the modified algo-
rithm, in general the dimension of the isotropy group at zeroth order is zero;
i.e., s∗0 = s0 = 0 and the number of functionally independent invariants at zero
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order is: t∗0 = t0 = 2. By the above these are already the lowest, resp. highest,
possible values. Hence, when the algorithm continues to the next iteration, no
new functionally independent invariants appear, and so
s∗1 = s1 = 0, t
∗
1 = t1 = 2.
Thus, the algorithm concludes at the first iteration (p∗ = p = 0) and the relevant
discrete invariants are:
tp = 2, sp = 0, r = 2.
As we have noted above, the timelike direction u may not be geometrically
defined explicitly from the Riemann tensor or its covariant derivatives. However,
the representation of the Einstein tensor in the frame (e0, fi) or (e0, ei) has a
2+2 block structure; hence, depending on the concrete model it is possible to
choose a u that will be an eigenvector of the stress-energy tensor by either
applying a boost in the e0-e1 plane or by requiring that u = e0 is the velocity
for a perfect fluid field. For example, in [36] a subclass of non-diagonal separable
G2 perfect fluid solutions to Einsteins field equations were found by requiring
that the initial frame (5.45) consists of eigenvectors of the Einstein tensor for
a perfect fluid solution and solving the resulting differential equations. In this
subclass of metrics, the frame (5.45) will be uniquely defined by the Ricci tensor.
6 Summary and discussion
In this paper we have outlined a Cartan-Karlhede-like algorithm for cosmological
models. Such a model is formally defined as a triple (M,g,u) in terms of
a particular I-non-degenerate spacetime, (M,g) and a preferred unit timelike
vector field, u. This is due to the requirement that a unique locally defined
timelike congruence exists in a cosmological model which represents a family
of fundamental observers. Typically, this congruence is associated with the 4-
velocity of the averaged matter in the model; however, other choices for the
timelike vector fields may arise from the geometric structure of the spacetime.
In any cosmological model, the additional preferred structure u yields a
covariant 1 + 3 split of spacetime. The proposed algorithm works with or-
thonormal frames having u as the timelike frame vector. Hence the group of
permissible frame transformations is reduced from the six-dimensional Lorentz
group to the three-dimensional compact group of spatial rotations in the rest
space of u. The rotations are used to align the spatial frame vectors to two
simple types of invariantly-defined spatial tensors, namely spatial vectors and
spatial tracefree symmetric 2-tensors. By treating the covariant derivatives of
u on the same footing as the curvature tensors, we incorporate the kinematical
quantities in particular. Doing so we have shown that at most ten tensors of
these two types (namely the elements of Sr0 and Sr+) are needed to maximally
fix the orthonormal frame. This makes the algorithm very easy to implement.
We can now construct a list of extended invariants relative to the fundamental
observers with normalized 4-velocity u, simply by considering scalars and com-
ponents of tensors relative to a maximally fixed frame. This list of invariants
will characterize the model completely in a coordinate independent manner, and
provide insight into the physical description of the cosmological models.
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We emphasize that the choice of u is not arbitrary. The algorithm will
only provide permissible invariants for a cosmological model when the preferred
timelike vector field is employed. As the spacetimes involved in cosmological
models are I-non-degenerate, u can in principle be determined as an eigenvec-
tor of some curvature operator, either from the Riemann tensor itself or from
higher derivatives [16]. If the timelike vector field is defined as some operator
constructed from the Riemann tensor then the discrete invariants recording the
number of functionally independent invariants and dimension of the isotropy
group at each iteration of the algorithm match those of the Cartan-Karlhede
algorithm, i.e., s∗q∗ = sq and t
∗
q∗ = tq. If u arises from an operator involving
higher order curvature tensors then s∗q∗ ≤ sq and t∗q∗ ≥ tq for all q which implies
that p∗ ≤ p so that the modified algorithm could potentially conclude before
the Cartan-Karlhede algorithm.
There are several avenues for future work on cosmological triples. In four
dimensions the application of the resulting invariants to the physical interpre-
tation of cosmological models should be explored, for example by algebraically
classifying the Einstein tensor using observer based invariants. The concept
of a cosmological model can be extended to higher dimensions, and a higher-
dimensional algorithm relying on an invariantly defined unit timelike vector
field can be used to classify brane cosmologies [37, 38]. The concept of a gen-
eral triple (M,g,u), where (M,g) could be I-degenerate and the unit timelike
vector field u is imposed from some other mathematical considerations is more
appropriate for studying higher dimensional cosmological models. However, the
concept of a general triple should be investigated further as their classification
will differ from triples representing cosmological models. As an example, for a
general triple in four dimensions, (4.2) may no longer be valid and the stopping
conditions for a corresponding modified algorithm will differ from those of the
Cartan-Karlhede algorithm.
A Appendix A: The importance of computing
kinematical quantities
Referring to section 4.1 we show that a method where only ua is added at zeroth
order, and not its covariant derivatives at higher orders, may sometimes lead to
an incorrect classification scheme. We do this by constructing a class of hypo-
thetical models where, if the kinematical quantities (first covariant derivative of
ua) were not computed, such a method would lead to a false-stop.
We first restrict the spacetime geometry (M,g) of the models. We assume
they have s0 = 0, and hence sq = 0 for any q, and a tq-sequence of the form
(t0, t1, t2, . . .) = (0, 1,m, . . .) where m ≥ 2.
The condition s0 = 0 means that an ON invariant tetrad (E
a
α) = (E
a
0 , E
a
i ) can
be uniquely defined from the Riemann tensor, up to discrete transformations; for
instance, if the Petrov type is I, II or III, the Weyl principal tetrad can be taken
(see section 4.4). We emphasize that Ea0 6= ±ua (see below for the assumption
on ua). Next, t0 = 0 tells that, in such an invariant tetrad, the Riemann
tensor components are all constant; i.e., the geometry is curvature homogeneous
of order 0 [12]. Hence the components of the first covariant derivative of the
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Riemann tensor in the tetrad can be written as
∇ǫRαβγδ = 2Γζ [α|ǫRβ]ζγδ + 2Γζ [γ|ǫRαβ|δ]ζ (A.1)
where Γαβγ = (E
a
γ∇aEβ)α are the connection coefficients of the tetrad. Con-
sider (A.1) as a linear system in the connection coefficients. Given s0 = 0, the
argument given after Eq. (34) of [39] implies that all connection coefficients ap-
pear explicitly, and that the system can be solved to obtain expressions for all
connection coefficients, linear in the components ∇ǫRαβγδ and rational in the
constants Rαβγδ. The condition t1 = 1 implies that all components ∇ǫRαβγδ
depend on only one Cartan invariant, say x, and hence so do all connection
coefficients: Γαβγ = Γ
α
βγ(x). Now we look at the components of the second
covariant derivative of the Riemann tensor:
∇χ∇ǫRαβγδ = (∇ǫRαβγδ)′Eχ(x)
− Γζǫχ∇ζRαβγδ + 2Γζ [α|χ∇ǫR|β]ζγδ + 2Γζ [γ|χ∇ǫRαβ|δ]ζ ,
(A.2)
where we write f ′ for the derivative of a function f of x and Eχ(x) for the
action of the directional derivative Eχ on the scalar function x. The derivatives
(∇ǫRαβγδ)′ and the terms on the second line of (A.2) only depend on x. The
condition t2 ≤ 2 now tells that there is at least one component ∇χ˜∇ǫ˜Rα˜β˜γ˜δ˜
which is not a function of x only. Hence, we have that Eχ˜(x) is not a function
of x only.
Consider now a hypothetical model (M,g,u) with the following properties:
(a) the geometry (M,g) is as above; (b) the vector field ua of fundamental
observers can be defined from the first order covariant derivative of the Riemann
tensor, and not from the Riemann tensor itself, in the sense that the expansion
of ua in the basis (Eaα) has coefficients f
a which only depend on x,
ua = fαEaα, f
α = fα(x), (A.3)
and where fα is non-constant ((fα)′ 6= 0) for at least one α = α¯. Suppose now
that we had developed a classification procedure which only adds ua at order
zero; i.e., we would build extended invariants from the lists
S#0 = (ua, Rabcd), S#q = (ua, Rabcd ;∇eRabcd . . . ; , ∇eq · · · ∇e1Rabcd), ∀q ≥ 1.
Evidently the isotropy group of S#q has dimension s#q for any q ≥ 0. On writing
t#q for the number of functionally independent components in any canonical
form for S#q we would have
t#0 = t
#
1 = 1.
Hence, the procedure would erroneously stop at p′ + 1 = 1. To avoid such a
false-stop, general Cartan theory predicts that it is safe to consider our general
procedure based on the lists S∗q instead. Indeed, with (A.3) we have, for the
above values χ˜ and α¯, that
∇χ˜uα¯ = f α¯Eχ˜(x) + Γα¯βχ˜fβ
is not a function of x only, such that
t∗0 = 1, t
∗
2 ≥ 2
and our algorithm continues. This is essentially due to the fact that ∇bua takes
a relevant part of ∇f∇eRabcd into account when ua is defined from ∇eRabcd.
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