Abstract. In order to model photon attenuation and detector resolution variation as a depth-dependent convolution for efficient reconstruction of quantitative SPECT, a central-ray approximation is necessary. This work investigates the impact of the approximation upon reconstruction accuracy and computational efficiency. A patient chest CT image was acquired and converted into an object-specific attenuation map. From a segmentation of the map, an emission thorax phantom was constructed with a cardiac insert. To generate a system-specific resolution-variant kernel, a point source was measured at several depths from the surface of a low-energy, high-resolution, parallel-hole collimator of a SPECT system. Projections of parallelbeam geometry were simulated from the phantom, the map, and the kernel on an elliptical orbit. Reconstruction was performed by the ML-EM algorithm with and without the central-ray approximation. The approximation cuts down dramatically (more than 100 fold) the computing time with a negligible loss (less than 1%) of reconstruction accuracy.
Introduction
Compensation for photon attenuation and detector resolution variation is a major component in reconstruction of quantitative SPECT (single-photon emission computed tomography) (Jaszczak 1988) . While photon transportation within an attenuating body and photon detection by a collimator/detector SPECT system can be modelled by a projection equation (Liang 1992) , inversion of the equation is very difficult (Riauka and Gortel 1994) . Some assumptions and approximations are necessary for the inversion in order to implement quantitative SPECT for clinical use.
A central-ray approximation has been implicitly assumed when analytical inversion of the projection equation was attempted for uniform attenuating media and depth-dependent detector response (Appledorn 1989, van Elmbt and Walrand 1993) . We have applied the approximation for iterative inversion of the projection equation in the cases of non-uniform attenuating media (for example the chest) and variable detector response (Liang et al 1988 (Liang et al , 1989 . A very simple ray-tracing model was used to study the approximation. The model assumed a zero contribution to a detection bin if the centre of a voxel is out of the view of that bin, and otherwise a whole-voxel contribution to that bin. Although the central-ray approximation seems reasonable (less than 1% error by the simple model), it has been argued for a while whether the approximation has a significant impact on the reconstruction accuracy for a more realistic ray-tracing model. This work aims to use an accurate ray-tracing model for both the object-specific attenuation and the system-specific detector response to investigate the approximation on the reconstruction accuracy.
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Theory
The projection equation for SPECT with parallel-beam collimation is given, if scatter contribution is neglected, (see figure 1), by (Liang 1992) 
where o(ξ, z, η, θ), µ(ξ, z, η, θ) and h(ξ, z, η) represent the source distribution o(x, y, z), the attenuation map µ(x, y, z) and the detector-response kernel in the rotation coordinates (ξ -η-z), and p(ξ, z, θ) is the measurement at detection bin (ξ, z, θ) by projection angle θ . The integral for the attenuation factors is along line ζ , which covers both the central and off-centre rays within the resolution kernel (see figure 1) . The collected counts at bin (ξ, z, θ) are the contributions from those voxels covered by the resolution kernel (or inside the view of the bin). At a fixed depth η, since the kernel h(ξ, z, η) is shift invariant on the ξ -z plane, the contribution o(ξ , z , η, θ) of the voxel at (ξ , z , η) is weighted by h(ξ − ξ , z − z , η) and is attenuated by a factor, which is computed by the integral along line ζ from bin (ξ, z, θ) to the voxel through the attenuation map. The attenuation factor is a function of (ξ, ξ , z, z , η, θ). It can be seen that the computation for the attenuation factors by tracing all the rays from bin (ξ, z, θ) to those voxels (ξ , z , η) within the view of that bin is extremely intensive. A readily available solution is to approximate those attenuation factors by that of the central ray i (see figure 1 ). With this central-ray approximation, equation (1) becomes
where the integral for the attenuation factors is now parallel to the η-axis. At each projection angle θ, the attenuated source o(ξ , z , η, θ) exp(− η −∞ µ(ξ , z , η , θ) dη ) can be calculated for each voxel. Then the double integral (dξ dz ) on the ξ-z plane at a constant depth η is a convolution of the attenuated source with the resolution kernel. Efficient inversion of equation (2) for o(x, y, z) can be performed either analytically if activity is inside a uniform attenuating medium (Glick et al 1993 or iteratively if activity is within a non-uniform attenuating body (Ye et al 1994, Zeng and Gullberg 1992) .
Since the depth-dependent convolution of equation (2) is based on the central-ray approximation, validation of the approximation is necessary if the inversion of equation (2) is to be recommended for clinical use.
Method
In order to evaluate the impact of the central-ray approximation upon the accuracy of the reconstruction, the true source should be known. Phantom studies are customarily performed for this kind of evaluation. A validation based on phantom studies was, therefore, performed in both two-dimensional (2D) and 3D cases, as described below.
A patient chest image was acquired by a GE high-speed CT (computed tomography) scanner with a conventional protocol of 120 kVp and 280 mA. The image matrix was 512 2 on a field-of-view (FOV) of 48 cm diameter, a total of 64 slices with a thickness of 4 mm. The CT image was first converted into an attenuation-coefficient map for 140 keV photon energy (simulating a 99m Tc labelled sestamibi myocardial perfusion study). Then the map was resized to 128 2 × 64 on a FOV of 51.2 cm (for a conventional large-field whole-body SPECT detector system). The voxel size was 4 mm with 4 mm thickness. The attenuation coefficient was approximately 0.06/voxel for the soft tissues which corresponds to that of water at 140 keV energy (i.e. 0.15/cm). The dense bone had an attenuation coefficient of 0.1/voxel (or 0.25/cm for 140 keV energy). One slice of the map is shown on the left of figure 2. In 2D simulations, this slice was used as the object-specific attenuating medium. For 3D validation, the whole map of 64 slices was employed.
An emission phantom was generated from the attenuation map. First the voxels of the patient bed in the map were set to zero. Then the remaining voxels were segmented into regions of bone, soft tissues, lungs and air. A region of myocardium was synthesized for a cardiac insert. By assigning different activities to the segmented regions (5.0 for the myocardium, 1.0 for the soft tissues, 0.5 for the lung parenchyma and skin, and zero for the bone and air), the emission thorax phantom was then constructed. A slice of the object-specific emission phantom is shown on the right of figure 2. This slice was used for 2D simulations. In order to avoid truncation along the z-axis for 3D simulations when considering the resolution variation, two slices of the emission phantom at both ends were set to zero. The central 60 slices remained.
A system-specific resolution kernel was constructed by measurements of a point source at depths of 1, 5, 10, 15, 20, 25, 30 and 35 cm from the surface of a low-energy, high- resolution, parallel-hole collimator. The collimator was customarily used for chest SPECT studies in our Nuclear Medicine Division. The point-source images had an array size of 128 2 . Each pixel was 4 mm square (the same size as the phantom pixels). The size of the kernel was 128 2 × 160, where a total of 160 depths were interpolated with an increment of 4 mm from the measurements. At each depth, the kernel was normalized to 1. In 2D simulations, the central sagittal slice of 128 × 160 was used, where the normalization was performed for each depth.
Projections were simulated from the emission thorax phantom, the attenuation map, and the resolution kernel by 128 stops evenly spaced on an elliptical orbit. Each projection had 128 bins for 2D studies and 128 × 64 bins for 3D evaluation. The low-energy, highresolution, parallel-hole collimator geometry was assumed. In tracing the attenuation factors, the exact model of equation (1) was used. In order to study the effect of the central-ray approximation on the reconstruction accuracy only, the scatter and noise options were turned off in the projection simulations.
In reconstructing the projection data, we first implemented the exact model of equation (1) into the ML-EM (maximum-likelihood and expectation-maximization) algorithm. The reconstructed images were treated as a standard ruler to measure other images reconstructed when the exact model of equation (1) was not used. Then we employed the centralray approximation model of equation (2) to reconstruct the same projection data. The reconstructions were named as approximated images. The criterion employed to measure the difference of the approximated images from the standard ones is the root-mean-square
where {s j } and {o j } are the phantom and reconstructed source arrays respectively, ands is the mean activity of the phantom. For a uniform region, the error is defined as
where s is the mean activity of the phantom region.
Results
The computing time for simulating the 2D projections was approximately 20 min on an HP/730 desktop computer. The reconstruction by the ML-EM algorithm was run up to 1000 iterations to achieve a stable solution. The reconstructed images are shown in figure 3 . On the left is the standard image and on the right is the approximated one. The one-pixel-wide profiles were drawn for comparison purpose. Both profiles are almost identical and closely represent the phantom profile on the right of figure 2. The computing time for simulating the 3D projections was more than 15 h by the exact model of equation (1). The simulating time was reduced to less than 8 min by the approximated model of equation (2). In order to avoid the heavy computing burden by the exact model, we used the approximated model to reconstruct both the simulated 3D projection data. The reconstruction from the projections of approximated model was then treated as the standard image, since the reconstruction algorithm used the same model as the projection simulation did. The reconstruction from the projections of the exact model was assumed as the approximated image, because the reconstruction and the simulation used different models. The central slice of the reconstructed images is similar to that of figure 3. The RMSEs of these two images are listed in table 1. After 1000 iterations, the difference of the RMSEs between the standard and approximated images is 3% for the whole body, 5% for the soft tissues, 2% for the lungs and 1% for the heart. The mean activity of the myocardium for the approximated image, after 1000 iterations, is different by 0.2% from that of the standard image in 2D simulation, and in the 3D case the error is around 0.4%. The error for the lungs is approximately 0.4% in the 2D case, and 0.7% in 3D simulation. The error is a negligible bias for quantitative heart and lung SPECT studies, both of which are the most important studies in chest SPECT imaging.
When the resolution variation was neglected in the ML-EM reconstruction of the projections of the exact model equation (1), the RMSEs increased to 48% for the whole body, 34% for the soft tissues, 17% for the lungs and 72% for the heart, after 1000 iterations. The reconstruction did not converge to a stable solution. It seemed to diverge for further iterations. The subtracted image of the reconstruction from the phantom is significantly different from those two subtractions which compensated for the resolution variation and were very similar. The voxel values for the subtraction of the reconstruction (without resolution compensation) from the standard image vary in the range (−1.7, +2.4), while the subtraction of the approximated image (with resolution compensation) from the standard one has voxel values in the range (−0.4, +0.4). Compensation for the resolution variation is necessary for quantitative SPECT imaging. The central-ray approximation offers the opportunity to achieve the compensation in an efficient and accurate manner.
The reconstruction time could be more than a day per iteration for the exact model and was approximately 15 min for the approximated model. The reduction of computing time is dramatic. The program was coded by Fortran 77. Further reduction of computing time can be achieved by optimizing the code.
Conclusion
A validation study on the central-ray approximation for quantitative SPECT reconstruction was performed using accurately measured object-specific attenuation map and systemspecific resolution kernel. The approximation reduced the computing time dramatically with a negligible loss of reconstruction accuracy. The approximation is necessary for analytical inversion of the SPECT projection equation and is clinically useful for iterative reconstruction .
