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Abstract
In this paper we consider an extension of the beta regression model proposed by Ferrari and
Cribari-Neto (2004). We extend their model in two different ways, first, we let the regression
structure be nonlinear, second, we allow a regression structure for the precision parameter, moreover,
this regression structure may also be nonlinear. Generally, the beta regression is useful to situations
where the response is restricted to the standard unit interval and the regression structure involves
regressors and unknown parameters. We derive general formulae for second-order biases of the
maximum likelihood estimators and use them to define bias-corrected estimators. Our formulae
generalizes the results obtained by Ospina et al. (2006), and are easily implemented by means of
supplementary weighted linear regressions. We also compare these bias-corrected estimators with
three different estimators which are also bias-free to the second-order, one analytical and the other
two based on bootstrap methods. These estimators are compared by simulation. We present an
empirical application.
Keywords: Beta distribution; Beta regression; Dispersion Covariates; Nonlinear Models; Bias
Correction
1 Introduction
The beta distribution is a very flexible distribution and thus is commonly used to model data restricted
to some open interval on the line. The application turns to be more interesting when the interval which is
being used is the standard unit interval, (0, 1), since the data can be interpreted as rates or proportions.
To work with this distribution in a regression manner, several models were defined, see for instance,
Ferrari and Cribari-Neto (2004), Kieschnick and McCullough (2003), Paolino (2001), Vasconcellos and
Cribari-Neto (2005), among others. But the one we will use here is an extension of the one defined
by Ferrari and Cribari-Neto (2004), mainly because this model is similar to the well known class of
generalized linear models (McCullagh and Nelder, 1989). Our objective in this paper is to reduce the
bias of the maximum likelihood estimators (MLEs) for this extended class of beta regression models.
We extend the model defined by Ferrari and Cribari-Neto (2004) in two ways, namely: (i) We allow
the regression structure to be nonlinear, such as the exponential family nonlinear models (Cordeiro and
Paula, 1989) extend the generalized linear models. (ii) We allow a regression structure on the precision
parameter, this extension is similar to the way the generalized linear models with dispersion covariates
(e.g., Botter and Cordeiro, 1998) extend the generalized linear models. Further, we allow the regression
structure on the precision parameter to be nonlinear, an immediate consequence is that we are able to
model heteroscedasticity in a natural way, by means of this regression structure. Furthermore, we do
not place any restrictions about the dispersion covariates, in the sense that it can be, and usually is, a
subset of the covariates of the mean. Moreover, if we see the section on numerical results and the section
∗Corresponding author. E-mail: alesimas@impa.br
†E-mail: wagnerbs85@hotmail.com
‡E-mail: dearocha@yahoo.com
1
on application to real data of Ospina et al. (2006), we are able to see that the precision parameter,
usually has a large variance, thus is not sharply estimated, we then expect the dispersion covariates to
circumvent this problem.
The problem of modeling variances has been largely discussed in the statistical literature particularly
in the econometric area (see, for instance, Park, 1966; Harvey, 1976). Under normal errors, for instance,
Cook and Weisberg (1983) and Atkinson (1985) present some graphical methods to detect heteroscedas-
ticity, Carrol and Ruppert (1988) develop diagnostic procedures using local influence methods for the
variance parameter estimates in various nonlinear models for the mean, whereas Verbyla (1993) com-
pares full and residual maximum likelihood estimates based on case deletion and likelihood displacement.
Moving away from normal errors, Smyth (1989) describes a method which allows modeling the dispersion
parameter in some generalized linear models whereas Botter and Cordeiro (1997) present Bartlett correc-
tion expressions to improve likelihood ratio test in generalized linear models with dispersion covariates.
Barroso et al. (2002) present expressions to improve score tests in heteroscedastic Student-t models and
more recently Taylor and Verbyla (2004) propose a joint modeling of location ans scale parameters in
Student-t models. Finally, Cysneiros et al. (2007) consider heteroscedastic linear models with symmetric
errors and discusses the diagnostic aspects of these models.
It is known that MLEs in nonlinear regression models are generally biased. These bias become
problematic when the study is being done in small samples. Bias does not pose a serious problem when
the sample size n is large, since its order is typically O(n−1), whereas the asymptotic standard error has
order O(n−1/2). Several authors have explored bias in regression models. Pike et al. (1979) investigated
the magnitude of the bias in unconditional estimates from logistic linear models, when the number of
strata is large. Ratkwosky (1983) uses various examples of normal nonlinear models to relate bias to the
parameter effects curvature. Also for this class of models, Cook et al. (1986) show that the bias may be
due to the explanatory variables position in the sample space. Cordeiro and McCullagh (1991) gave a
general bias formulae in matrix notation for generalized linear models.
Bias corrected versions of the MLEs of the parameters that index the beta distribution were obtained
by Cordeiro et al. (1997) and Cribari-Neto and Vasconcellos (2002). However, such results do not hold
for models with regression structures. Ospina et al. (2006) obtained expressions for the O(n−1) bias of
the parameters of the beta regression models (Ferrari and Cribari-Neto, 2004).
The method used to obtain expressions of the O(n−1) bias of the parameters of this class of beta
regression models is the one given by Cox and Snell (1968). Further, an alternative approach was
proposed by Firth (1993). He suggested a preventive method of bias reduction by modifying the score
function prior to obtaining the parameter estimates. It is also possible to perform bias adjustment using
the estimated bias from a bootstrap resampling scheme, which requires no explicit derivation of the bias
function.
The chief goal of this paper is to obtain closed-form expressions for the second order biases of the
MLEs of the parameters, of the means of the responses, and of the precision parameters of the model.
The results are used to define bias corrected estimators to order O(n−1). We also consider bootstrap
bias adjustment and the bias adjustment given by Firth (1993).
The rest of this paper unfolds as follows. In Section 2, we introduce the general class of beta regression
of interest along with the score function and Fisher’s information matrix. In Section 3, we derive a matrix
expression for the second order biases of the MLEs of the parameters, and consider analytical (corrective
and preventive) and bootstrap bias correction schemes. We also show how the biases of the MLEs of the
parameters can be easily computed by means of auxiliary weighted linear regressions. In Section 4, we
obtain the second order biases of the MLEs of the means of the responses and precision parameters of
the model. In Section 5, we consider some special cases in detail. In Section 6, we present simulation
results that show that the proposed estimators have better performance in small samples, in terms of
bias, than the original MLEs. In Section 7, we consider an empirical example. Finally, the paper is
concluded in Section 8 with some final remarks.
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2 The model
We say that a random variable Y follows a beta distribution with parameters p, q > 0, denoted by
B(p, q), if the distribution of Y admits the following density with respect to the Lebesgue measure:
f(y; p, q) =
Γ(p+ q)
Γ(p)Γ(q)
yp−1(1 − y)q−1, y ∈ (0, 1), (1)
where, Γ(·) is the gamma function. The mean and variance of Y are, respectively
E(Y ) =
p
p+ q
and Var(Y ) =
pq
(p+ q)2(p+ q + 1)
.
Ferrari and Cribari-Neto (2004) defined a regression structure for beta distributed responses that
differs from (1). Let µ = p/(p + q) and φ = p + q, i.e., p = µφ and q = (1 − µ)φ. Under this new
parameterization, if Y ∼ B(p, q), then E(Y ) = µ and Var(Y ) = V (µ)/(1 + φ), where V (µ) = µ(1 − µ)
denotes a “variance function”, under this parameterization, we will use the notation Y ∼ B(µ, φ). We
also note that this parameterization was already known in the statistical literature (see, for instance,
Jørgensen, 1997, p. 33). Further, φ plays the role of a precision parameter, in the sense that, for fixed
µ, the larger the φ, the smaller the variance of the response. Using this new parameterization, the beta
density in (1) can be written as
f(y;µ, φ) =
Γ(φ)
Γ(µφ)Γ((1 − µ)φ)y
µφ−1(1 − y)(1−µ)φ−1, y ∈ (0, 1), (2)
and the log-density is thus
log f(y;µ, φ) = log Γ(φ)− log Γ(µφ)− log Γ((1− µ)φ) + (µφ) log y + {(1− µ)φ− 1} log(1− y),
with, 0 < µ < 1 and φ > 0, since p, q > 0.
Let y = (y1, . . . , yn)
T be a random sample, where yi ∼ B(µi, φi), i = 1, . . . , n. Suppose the mean and
the precision parameter of yi satisfies the following functional relations:
g1(µi) = η1i = f1(x
T
i ;β) and g2(φi) = η2i = f2(z
T
i ; θ), (3)
where β = (β1, . . . , βk)
T and θ = (θ1, . . . , θh)
T are vectors of unknown regression parameters which are
assumed to be functionally independent, β ∈ Rk and θ ∈ Rh, k + h < n, η1i and η2i are predictors, and
xi1, . . . , xiq1 , zi1, . . . , ziq2 are observations on q1 and q2 known covariates, which need not to be exclusive.
We assume that the derivative matrices X˜ = ∂η1/∂β and Z˜ = ∂η2/∂θ have rank k and h, respectively.
Moreover, we assume that the link functions g1 : (0, 1)→ R and g2 : (0,∞)→ R are strictly monotonic
and twice differentiable. A number of different link functions can be used, such as the logit specification
g1(µ) = log{µ/(1 − µ)}, the probit function g1(µ) = Φ−1(µ), where Φ(·) denotes the standard normal
distribution function, the complementary log-log function g1(µ) = log{− log(1− µ)}, among others, and
for g2, g2(φ) = logφ, the logarithmic function, g2(φ) =
√
φ, the square root function, g2(φ) = φ (with
special attention on the positivity of the estimates), among others. A rich discussion of link functions
can be found in McCullagh and Nelder (1989); see also Atkinson (1985, Chapter 7).
The log-likelihood function for this class of beta regression models has the form
ℓ(β, θ) =
n∑
i=1
ℓi(µi, φi), (4)
where
ℓi(µi, φi) = log Γ(φi)− log Γ((1− µi)φi) + (µiφi − 1) log yi
+{(1− µi)φi − 1} log(1 − yi);
µi = g
−1
1 (η1i), φi = g
−1
2 (η2i), as defined in (3), are functions of β and θ, respectively. It is possible to
show that this beta regression model is regular, in the sense that all the regularity conditions described
in Cox and Hinkley (1974, p. 107) hold. It is also possible to show that the MLEs are unique.
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The components of the score vector, obtained by differentiation of the log-likelihood function with
respect to the parameters, are given, for r = 1, . . . , k, as
Ur(β, θ) =
∂ℓ(β, θ)
∂βr
=
n∑
i=1
φi(y
∗
i − µ∗i )
dµi
dη1i
∂η1i
∂βk
,
where dµi/dη1i = 1/g
′
1(µi), y
∗
i = log(yi/(1−yi)), µ∗i = ψ(µiφi)−ψ((1−µi)φi), and ψ(·) is the digamma1
function, together with
UR(β, θ) =
∂ℓ(β, θ)
∂θR
=
n∑
i=1
{µi(y∗i − µ∗i ) + ψ(φi)− ψ((1 − µi)φi) + log(1− yi)}
dφi
dη2i
∂η2i
∂θR
,
where dφi/dη2i = 1/g
′
2(φi), and R = 1, . . . , h. Further, the regularity conditions implies that
E
(
log
yi
1− yi
)
= ψ(µiφi)− ψ((1 − µi)φi),
and
E{log(1− yi)} = ψ((1 − µi)φi)− ψ(φi).
Consider the complete parameter vector ζ = (βT , θT )T . Define the vectors y∗ = (y∗1 , . . . , y
∗
n)
T , µ∗ =
(µ∗1, . . . , µ
∗
n)
T , v = (v1, . . . , vn)
T , the matrix T1 = diag(dµi/dη1i), T2 = diag(dφi/dη2i), Φ = diag(φi),
with diag(µi) denoting the n × n diagonal matrix with typical element µi, i = 1, . . . , n, and where
vi = µi(y
∗
i −µ∗i )+ψ(φi)−ψ((1−µi)φi)+ log(1−yi). Therefore, we can write the (k+h)×1 dimensional
score vector U(ζ) in the form (Uβ(β, θ)
T , Uθ(β, θ)
T )T , with
Uβ(β, θ) = X˜
TΦT1(y
∗ − µ∗),
Uθ(β, θ) = Z˜
TT2v.
(5)
The MLEs of β and θ are obtained as the solution of the nonlinear system U(ζ) = 0. In practice, the
MLEs can be obtained through a numerical maximization of the log-likelihood function using a nonlinear
optimization algorithm, e.g., BFGS. For details, see Press et al. (1992).
Define P as the 2n× (k + h) dimensional matrix
P =
(
X˜ 0
0 Z˜
)
. (6)
Also, let W be the 2n× 2n matrix
W =
(
Wββ Wβθ
Wβθ Wθθ
)
, (7)
with
Wββ = diag
(
φ2i ai
(
dµi
dη1i
)2)
,
Wβθ = diag
(
φi{µiai − ψ′((1 − µi)φi)}
(
dµi
dη1i
)(
dφi
dη2i
))
,
Wθθ = diag
(
bi
(
dφi
dη2i
)2)
.
Here, ai = ψ
′((1− µi)φi) + ψ′(µiφi) and bi = ψ′((1− µi)φi)(1− µi)2 + ψ′(µiφi)µ2i − ψ′(φi). Now, using
(6) and (7), it is possible to obtain Fisher’s information matrix for the parameter vector ζ = (βT , θT )T
as
K(ζ) = PTWP.
1We denote generally the polygamma function by ψ(m)(·), m = 0, 1, . . . , where ψ(m)(x) =
`
dm+1/dxm+1
´
log Γ(x), x >
0.
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Note that Wβθ 6= 0, thus indicating that the parameters β and θ are not orthogonal, in constrast
to the class of generalized linear models (McCullagh and Nelder, 1989), where such orthogonality holds.
Nevertheless, the MLEs ζˆ and K(ζˆ) are consistent estimators of ζ and K(ζ), respectively, where K(ζˆ)
is the Fisher’s information matrix evaluated at ζˆ. Assuming that J(ζ) = limn→∞K(ζ)/n exists and is
nonsingular, we have that
√
n
(
ζˆ − ζ
)
d→ Nk+h(0, J(ζ)−1), where, d→ denotes convergence in distribution.
Hence if ζr denotes the rth component of ζ, it follows that(
ζˆ − ζ
)
{K(ζˆ)rr}−1/2 d→ N(0, 1),
where K(ζˆ)rr is the rth diagonal element of K(ζˆ)−1. Let K(ζˆ)RR be the (k +R)th diagonal element of
K(ζˆ)−1. Then, if 0 < α < 1/2, and qγ represents the γ quantile of the N(0, 1) distribution, we have,
for r = 1, . . . , k, βˆr ± q1−α/2
(
K(ζˆ)rr
)1/2
and θˆR ± q1−α/2
(
K(ζˆ)RR
)1/2
as the limits of asymptotic
confidence intervals for βr and θR, respectively, both with asymptotic coverage of 100(1 − α)%. The
asymptotic variances of βˆr and θˆR are estimated by K(ζˆ)
rr and K(ζˆ)RR, respectively.
3 Bias correction of the MLEs of β and θ
We begin by obtaining an expression for the second order biases of the MLEs of β and θ in this general
class of beta regression models using Cox and Snell’s (1968) general formula. With this expression we
will be able to obtain bias corrected estimates of the unknown parameters.
We now introduce the following total log-likelihood derivatives in which we reserve lower-case sub-
scripts r, s, t, u, . . . to denote components of the β vector and upper-case subscripts R,S, T, U, . . . for
components of the θ vector: Ur = ∂ℓ/∂βr, UrS = ∂
2ℓ/∂βrθS , UrsT = ∂
3ℓ/∂βr∂βs∂θT , and so on.
The standard notation will be adopted for the moments of the log-likelihood derivatives (Lawley, 1956):
κrs = E(Urs), κr,s = E(UrUs), κrs,T = E(UrsUT ), etc., where all κ’s to a total over sample and are, in
general, of order O(n). We define the derivatives of the moments by κ(t)rs = ∂κrs/∂βt, κ(T )rs = ∂κrs/∂θT ,
etc. Not all the κ’s are functionally independent. For example, κrs,t = κrst − κ(t)rs gives the covariance
between the first derivative of ℓ(β, θ) with respect to βt and the mixed second derivative with respect
to βr, βs. Further, let κ
r,s = −κrs, κR,s = −κRs, κr,S = −κrS and κR,S = −κRS be typical elements of
K(ζ)−1, the inverse of the Fisher’s information matrix, which are O(n−1).
Let B(ζˆa) be the O(n−1) bias of the MLE for the ath component of the parameter vector ζˆ =
(ζˆ1, . . . , ζˆk, ζˆk+1, . . . , ζˆk+h) = (βˆ
T , θˆT )T . From the general expression for the multiparameter O(n−1)
biases of the MLEs given by Cox and Snell (1968), we can write
B(ζˆa) =
∑
r,s,u
κarκsu
{
κ(u)rs −
1
2
κrsu
}
+
∑
R,s,u
κaRκsu
{
κ
(u)
Rs −
1
2
κRsu
}
+
∑
r,S,u
κarκSu
{
κ
(u)
rS −
1
2
κrSu
}
+
∑
r,s,U
κarκsU
{
κ(U)rs −
1
2
κrsU
}
+
∑
R,S,u
κaRκSu
{
κ
(u)
RS −
1
2
κRSu
}
+
∑
R,s,U
κaRκsU
{
κ
(U)
Rs −
1
2
κRsU
}
+
∑
r,S,U
κarκSU
{
κ
(U)
rS −
1
2
κrSU
}
+
∑
R,S,U
κaRκSU
{
κ
(U)
RS −
1
2
κRSU
}
(8)
From (7) we note that the entries of the matrix Wβθ are not all zero, which makes the derivation
cumbersome, since all terms in (8) must be considered. These terms together with the cumulants needed
to obtain them are given in the Appendix. After some tedious algebra, we arrive at the following
expression, in matrix form, for the second order bias of βˆ:
B(βˆ) = KββX˜T [M1Pββ + (M2 +M3)Pβθ +M5Pθθ] +K
ββX˜T [N2G−N1F ]
+ KβθZ˜T [M2Pββ + (M4 +M5)Pβθ +M6Pθθ] +K
βθZ˜T [N2F −N3G] ,
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where M1 to M6 and N1 to N3 are given in (20)-(28) in the Appendix, K
ββ, Kβθ and Kθθ are the
matrices formed by the (r, s)th, (r, S)th and (R,S)th elements of the inverse of the Fisher’s information
matrix with r, s = 1, . . . , k, R,S = k + 1, . . . , k + h, respectively, Pββ , Pβθ and Pθθ are the n × 1
dimensional vectors containing the diagonal elements of X˜KββX˜T , X˜KβθZ˜T and Z˜KθθZ˜T , respectively,
F = diag(F1, . . . , Fn)1, Fi = tr(X˜iK
ββ), X˜i is a k × k matrix with elements ∂2η1i/∂βrβs, 1 is an n× 1
vector of ones, G = diag(G1, . . . , Gn)1, Gi = tr(Z˜iK
θθ), Z˜i is a h×hmatrix with elements ∂2η2i/∂θR∂θS .
We define the 2n× 1-vectors ω1 and ω2 as
ω1 =
(
M1Pββ + (M2 +M3)Pβθ +M5Pθθ
M2Pββ + (M4 +M5)Pβθ +M6Pθθ
)
and
ω2 =
(
N2G−N1F
N2F −N3G
)
.
We also consider the k × (k + h) upper block of the matrix K(ζ)−1 given by
Kβ∗ =
(
KββKβθ
)
.
The O(n−1) bias of βˆ can now be written as
B(βˆ) = Kβ∗PT (ω1 + ω2). (9)
We now turn to the O(n−1) bias of θˆ. Analogously, we have the following expression, in matrix form,
for the second order bias of θˆ:
B(θˆ) = KβθX˜T [M1Pββ + (M2 +M3)Pβθ +M5Pθθ] +K
βθX˜T [N2G−N1F ]
+ KθθZ˜T [M2Pββ + (M4 +M5)Pβθ +M6Pθθ] +K
θθZ˜T [N2F −N3G] ,
Then, considering the h× (k + h) lower block of the matrix K(ζ)−1, given by
Kθ∗ =
(
KβθKθθ
)
,
we can write the O(n−1) bias of θˆ as
B(θˆ) = Kθ∗PT (ω1 + ω2). (10)
Thus, combining (9) and (10), we are able to find that the O(n−1) bias of the MLE of the joint vector
ζ = (βT , θT )T can be written, in matrix form, as
B(ζˆ) = K(ζ)−1PT (ω1 + ω2) = (P
TWP )−1PT (ω1 + ω2).
Now, let ξ1 =W
−1ω1 and ξ2 =W
−1ω2, then, the previous expression becomes
B(ζˆ) =
(
PTWP
)−1
PTW (ξ1 + ξ2). (11)
Thus, the O(n−1) bias of ζˆ (11) is easily obtained as the vector of regression coefficients in the formal
weighted linear regression of ξ = ξ1 + ξ2 on the columns of P with W as weight matrix.
The O(n−1) bias (11) is expressed as the sum of two quantities: (i) B1 =
(
PTWP
)−1
PTWξ1,
the bias for a linear beta regression model with dispersion covariates with model matrices X˜ and Z˜,
and thus generalizes the expression obtained by Ospina et al. (2006), and (ii) an additional quantity
B2 =
(
PTWP
)−1
PTWξ2 due to the nonlinearity of the functions f1(xi;β) and f2(zi; θ), and which
vanishes if both f1 and f2 are linear in β and θ, respectively.
Now we can define our first bias-corrected estimator ζ˜ as
ζ˜ = ζˆ − Bˆ(ζˆ),
where Bˆ(ζˆ) denotes the MLE of B(ζˆ), that is, the unknown parameters are replaced by their MLEs. Since
the bias B(ζˆ) is of order O(n−1), it is not difficult to show that the asymptotic normality √n
(
ζ˜ − ζ
)
d→
6
Nk+h(0, J
−1(ζ)) still holds, where, as before, we assume that J(ζ) = limn→∞K(ζ)/n exists and is
nonsingular. From the asymptotic normality of ζ˜, we have that ζ˜a ± q1−α/2
{
K(ζ˜)aa
}1/2
, for a =
1, . . . , k, k+1, . . . , k+h. The asymptotic variance of ζ˜a is estimated by K(ζ˜)
aa, where K(ζ˜)aa is the ath
diagonal element of the inverse of the Fisher’s information matrix evaluated at ζ˜.
We now turn to the bias-correction approach developed by Firth (1993) called the “preventive”
method. This method also remove the O(n−1) bias and consists of modifying the original score function:
U∗(ζ) = U(ζ) +K(ζ)B(ζ),
where K(ζ) is the information matrix and B(ζ) is the O(n−1) bias. The solution ζˇ of U∗ = 0 is a
bias-corrected estimator, to order O(n−1), for ζ. For our general class of beta regression models, the
substitution of B(ζ) by (11) yields the following form for the modified score function:
U∗(ζ) = U(ζ) + PT (ω1 + ω2). (12)
The estimator ζˇ, obtained as the root of the modified score function in (12), is consistent and
asymptotically normal:
√
n
(
ζˇ − ζ) d→ Nk+h(0, J−1(ζ)), with J(ζ) as given before. We also have that
ζˇa ± q1−α/2
{
K(ζˇ)aa
}1/2
, for a = 1, . . . , k, k + 1, . . . , k + h. The asymptotic variance of ζˇa is estimated
by K(ζˇ)aa, where K(ζˇ)aa is the ath diagonal element of the inverse of the Fisher’s information matrix
evaluated at ζˇ.
A third, and the last approach we consider here, to bias-correcting MLEs of the regression parameters
is based upon the numerical estimation of the bias through the bootstrap resampling scheme introduced
by Efron (1979). Let y = (y1, . . . , yn)
⊤ be a random sample of size n, where each element is a random
draw from the random variable Y which has the distribution function F = F (ζ). Here, ζ is the parameter
that indexes the distribution, and is viewed as a functional of F , i.e., ζ = t(F ). Finally, let ζˆ be an
estimator of ζ based on y; we write ζˆ = s(y).
The application of the bootstrap method consists in obtaining, from the original sample y, a large
number of pseudo-samples y∗ = (y∗1 , . . . , y
∗
n)
⊤, and then extracting information from these samples
to improve inference. Bootstrap methods can be classified into two classes, depending on how the
sampling is performed: parametric and nonparametric. In the parametric version, the bootstrap samples
are obtained from F (ζˆ), which we shall denote as Fζˆ , whereas in the nonparametric version they are
obtained from the empirical distribution function Fˆ , through sampling with replacement. Note that the
nonparametric bootstrap does not entail parametric assumptions.
Let BF (ζˆ , ζ) be the bias of the estimator ζˆ = s(y), that is,
BF (ζˆ , ζ) = EF [ζˆ − ζ] = EF [s(y)]− t(F ),
where the subscript F indicates that expectation is taken with respect to F . The bootstrap estimators
of the bias in the parametric and nonparametric versions are obtained by replacing the true distribution
F , which generated the original sample, with Fζˆ and Fˆ , respectively, in the above expression. Therefore,
the parametric and nonparametric estimates of the bias are given, respectively, by
BF
ζˆ
(ζˆ, ζ) = EF
ζˆ
[s(y)] − t(Fζˆ) and BFˆ (ζˆ , ζ) = EFˆ [s(y)] − t(Fˆ ).
If B bootstrap samples (y∗1,y∗2, . . . ,y∗B) are generated independently from the original sample y, and
the respective boostrap replications (ζˆ∗1, ζˆ∗2, . . . , ζˆ∗B) are calculated, where ζˆ∗b = s(y∗b), b = 1, 2, . . . , B,
then it is possible to approximate the bootstrap expectations EF
ζˆ
[s(y)] and EFˆ [s(y)] by the mean
ζˆ∗(·) = 1B
∑B
b=1 ζˆ
∗b. Therefore, the bootstrap bias estimates based on B replications of ζˆ are
BˆF
ζˆ
(ζˆ , ζ) = ζˆ∗(·) − s(y) and BˆFˆ (ζˆ , ζ) = ζˆ∗(·) − s(y), (13)
for the parametric and nonparametric versions, respectively.
By using the two bootstrap bias estimates presented above, we arrive at the following two bias-
corrected, to order O(n−1), estimators:
ζ1 = s(y)− BˆFζˆ (ζˆ, ζ) = 2ζˆ − ζˆ∗(·),
ζ2 = s(y)− BˆFˆ (ζˆ, ζ) = 2ζˆ − ζˆ∗(·).
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The corrected estimates ζ1 and ζ2 were called constant-bias-correcting (CBC) estimates by MacKinnon
and Smith (1998).
Since we are dealing with regression models and not with a random sample we need some minor
modifications to the algorithm given above.
For the nonparametric case, assume we want to fit a regression model with response variable y and pre-
dictors x1, . . . , xq1 , z1, . . . , zq2 . We have a sample of n observations p
T
i = (yi, xi1, . . . , xiq1 , zi1, . . . , ziq2),
i = 1, . . . , n. Thus we use the nonparametric bootstrap method described above to obtain B bootstrap
samples of the pTi , fit the model and save the coefficients from each bootstrap sample. We can then
obtain bias corrected estimates for the regression coefficients using the methods described above. This
is the so-called Random-x resampling.
For the parametric case, assume we have the same model as for the nonparametric case, we thus
obtain the estimates µˆi and φˆi (such as in our case where the distribution is indexed by µ and φ)
and using the parametric method described above, we obtain B bootstrap samples for yˆi from the
distribution F (µˆi, φˆi), i = 1, . . . , n. We would then regress each set of bootstrapped values y
∗
b on the
covariates x1, . . . , xq1 , z1, . . . , zq2 to obtain bootstrap replications of the regression coefficients. We can,
again, obtain bias corrected estimates for the regression coefficients using the methods described above.
This method is called Fixed-x resampling.
4 Bias correction of the MLEs of µ and φ
In this Section we obtain the results that are the most valuable to the practioners, namely, the O(n−1)
bias of µ and of φ, since, for practioners, the interest in a data analysis relies on sharp estimates of
the responses and of the precision parameters. The fact that these results must be computed apart
comes from the fact that if β¨ and θ¨ are bias-free estimators, to order O(n−1), it is not true, in general,
that µ¨i = g
−1
1 (f1(xi; β¨)) and φ¨i = g
−1
2 (f2(zi; θ¨)) will also be bias-free to order O(n−1). Nevertheless, for
practioners, it is even more important to correct the means of the responses and the precision parameters
than correcting the regression parameters. Moreover, the O(n−1) bias of µˆ for the linear beta regression
model was not presented in Ospina et al. (2006).
We shall first obtain the O(n−1) bias of the MLEs of η1 and η2. Using (3) we find, by Taylor
expansion, that to order O(n−1):
f1(x
T
i ; βˆ)− f1(xTi ;β) = ∇β(η1i)T (βˆ − β) +
1
2
(βˆ − β)T X˜i(βˆ − β),
and
f2(z
T
i ; θˆ)− f2(zTi ; θ) = ∇θ(η2i)T (θˆ − θ) +
1
2
(θˆ − θ)T Z˜i(θˆ − θ),
where∇β(η1i) is a k×1 vector with the derivatives ∂η1i/∂βr, ∇θ(η2i) is a h×1 vector with the derivatives
∂η2i/∂θR, and all the other quantities were previously defined in page 6.
Thus, taking expectations on both sides of the above expression yields to this order
B(ηˆ1) = X˜B(βˆ) +
1
2
F,
and
B(ηˆ2) = Z˜B(θˆ) +
1
2
G,
where, F and G were defined in page 6, and since Kββ and Kθθ are the asymptotic covariance matrices
of βˆ and θˆ, respectively.
From similar calculations we obtain to order O(n−1)
B(µˆi) = B(ηˆ1i)
dµi
dη1i
+
1
2
Var(ηˆ1i)
d2µi
dη21i
and
B(φˆi) = B(ηˆ2i)
dφi
dη2i
+
1
2
Var(ηˆ2i)
d2µi
dη22i
.
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Let T1 and T2 be as in page 4, further, let S1 = diag(d
2µi/dη
2
1i) and S2 = diag(d
2φi/dη
2
2i). Then, we
can write the above expressions in matrix notation as
B(µˆ) =
1
2
T1(2X˜B(βˆ) + F ) +
1
2
S1Pββ (14)
and
B(φˆ) =
1
2
T2(2Z˜B(θˆ) +G) +
1
2
S2Pθθ, (15)
where Pββ and Pθθ were defined in page 6 and since the asymptotic covariance matrices of ηˆ1 and ηˆ2 are
X˜KββX˜T and Z˜KθθZ˜T , respectively.
If we combine (14) and (15) with (9) and (10), we will have the following explicit expressions for the
O(n−1) biases of µˆ and φˆ, respectively:
B1(µˆ) =
1
2
T1(2X˜K
β∗PT (ω1 + ω2) + F ) +
1
2
S1Pββ
and
B1(φˆ) =
1
2
T2(2Z˜K
θ∗PT (ω1 + ω2) +G) +
1
2
S2Pθθ.
Further, let βˇ and φˇ be the estimators obtained as the root of the modified score function (12). Then
we also obtain the following formulae for the O(n−1) biases of µˆ and φˆ, respectively:
B2(µˆ) =
1
2
T1(2X˜(βˆ − βˇ) + F ) + 1
2
S1Pββ
and
B2(φˆ) =
1
2
T2(2Z˜(θˆ − θˇ) +G) + 1
2
S2Pθθ.
Lastly, we can use the bootstrap-based O(n−1) biases to define, bias corrected estimators of µˆ and
φˆ to this order. Then, let BˆF
ζˆ
(βˆ) be the vector formed by the first k elements of the vector BˆF
ζˆ
(ζˆ , ζ)
defined in equation (13), BˆF
ζˆ
(θˆ) be the vector formed by the last h elements of the vector BˆF
ζˆ
(ζˆ , ζ), and
define BˆFˆ (βˆ) and BˆFˆ (θˆ) analogously from the vector BˆFˆ (ζˆ , ζ) also in equation (13). Thus, we have the
following alternative expressions for the O(n−1) biases of µˆ and φˆ, respectively:
B3(µˆ) =
1
2
T1(2X˜BˆF
ζˆ
(βˆ) + F ) +
1
2
S1Pββ and B4(µˆ) =
1
2
T1(2X˜BˆFˆ (βˆ) + F ) +
1
2
S1Pββ ,
and
B3(φˆ) =
1
2
T2(2Z˜BˆF
ζˆ
(θˆ) +G) +
1
2
S2Pθθ and B4(φˆ) =
1
2
T2(2Z˜BˆFˆ (θˆ) +G) +
1
2
S2Pθθ.
Therefore, we are now able to define the following second-order bias-corrected estimators for µˆ and
φˆ:
µ˜ = µˆ− Bˆ1(µˆ), µˇ = µˆ− Bˆ2(µˆ), µ1 = µˆ− Bˆ3(µˆ) and µ2 = µˆ− Bˆ4(µˆ)
and
φ˜ = φˆ− Bˆ1(φˆ), φˇ = φˆ− Bˆ2(φˆ), φ1 = φˆ− Bˆ3(φˆ) and φ2 = φˆ− Bˆ4(φˆ),
where, for j = 1, 2, 3 and 4, Bˆj(·) denotes the MLE of Bj(·), that is, the unknown parameters are replaced
by their MLEs. Finally, one can also use bootstrap techniques to obtain directly the biases of µˆ and φˆ,
therefore, denote by BˆF
µˆ,φˆ
(µˆ) the vector of O(n−1) parametric bootstrap biases for µˆ, and by BˆF
µˆ,φˆ
(φˆ)
the vector of O(n−1) parametric bootstrap biases for φˆ defined in equation (13). Further, define BˆFˆ (µˆ)
and BˆFˆ (φˆ) analogously from the vector BˆFˆ (ζˆ, ζ) also in equation (13). Hence, we can also define the
following bias-corrected estimators of µˆ and φˆ:
µ1 = µˆ− BˆFµˆ,φˆ(µˆ) and µ2 = µˆ− BˆFˆ (µˆ),
and
φ1 = φˆ− BˆFµˆ,φˆ(φˆ) and φ2 = φˆ− BˆFˆ (φˆ).
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We give in Tables 1 and 2 the most common link functions for g1 and g2, respectively, together
with their first and second derivatives. We believe this will help the practioners that may be interested
in applying our results. For Table 1 Φ(·) denotes the standard normal distribution function, f(x) =
1/
√
2π exp{−1/2x2} is the density of a standard normal distribution and f ′(x) = −x/√2π exp{−1/2x2}
is the derivative of the density of a standard normal distribution.
Table 1: Values of dµ/dη1, d
2µ/dη21 for the most common link functions.
Link function Formula dµ/dη1
Logit log(µ/(1− µ)) = η1 µ(1 − µ)
Probit Φ−1(µ) = η1 f(Φ
−1(µ))
Comp. Log-Log log(− log(1− µ)) = η1 − log(1− µ)/(1− µ)
Link function Formula d2µ/dη21
Logit log(µ/(1− µ)) = η1 µ(1− µ)(1 − 2µ)
Probit Φ−1(µ) = η1 f
′(Φ−1(µ))
Comp. Log-Log log(− log(1− µ)) = η1 −(1− µ) log(1− µ)(1 + log(1− µ))
Table 2: Values of dφ/dη2, d
2φ/dη22 for the most common link functions.
Link function Formula dφ/dη2 d
2φ/dη22
Identity φ = η2 1 0
Log log(φ) = η2 φ φ
Square root
√
φ = η2 2φ 2
5 Some special cases
In this section we consider some special models that commonly arise in the practical use, namely, the
linear beta regression model, the linear beta regression model with dispersion covariates, the nonlinear
beta regression model and the nonlinear beta regression model with linear dispersion covariates. Further,
we study these models in full detail, that is, we give closed form expressions for their score vector, Fisher’s
information matrix and for the O(n−1) biases of the MLEs of β, θ, µ and φ.
5.1 The linear beta regression model
For linear beta regression models we have, in (3), g1(µi) = g(µi), where g(·) is some link function,
g2(φi) = φi, and further, we can write (3) as
g(µi) = ηi = x
T
i β and φi = φ,
where φ > 0 is a constant, i.e., we have that in this case X˜ = X and Z˜ = 1, where X is the matrix of
covariates with rows given by xTi , and the parameters β ∈ Rk and φ ∈ (0,∞). Furthermore, the score
vector (5) becomes
Uβ(β, φ) = φX
TT (y∗ − µ∗),
Uφ(β, φ) =
∑n
i=1 vi,
(16)
where T = diag(dµi/dηi) and y
∗, µ∗, and vi are defined in page 4. Moreover, the matrices P and W
defined by equations (6) and (7) becomes, respectively,
P =
(
X 0
0 1
)
,
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and
W =
(
Wββ Wβφ
Wβφ Wφφ,
)
, (17)
with
Wββ = diag
(
φ2ai
(
dµi
dηi
)2)
,
Wβφ = diag
(
φ{µiai − ψ′((1− µi)φ)}
(
dµi
dηi
))
,
Wφφ = diag(bi).
Here, ai and bi are as defined in page 4. Therefore, we have the following expression for the Fisher’s
information matrix for the parameter vector ζ = (βT , φ)T
K(ζ) = PTWP. (18)
By means of simple calculations it is possible to conclude that equations (16) and (18) agree with the
expressions for the score vector and Fisher’s information matrix given in Ferrari and Cribari-Neto (2004).
We now move to the bias correction. Note initially that ξ2 given in (11) vanishes since, for this model,
both η1 and η2 are linear functions of β and θ, respectively. Thus, if P and W are the matrices defined
for this model, equation (11) equals simply
B(ζˆ) = (PTWP )−1PTWξ1,
which is easy to see that agrees with the finds of Ospina et al. (2006). Further, ω2 in equation (12) also
vanishes which gives us the expression
U∗(ζ) = U(ζ) + PTω1,
and it is also easy to see that it agrees with the finds of Ospina et al. (2006). Finally, following equation
(14), the second order bias of µˆ can be expressed, in matrix notation, as
B(µˆ) = TXB(βˆ) +
1
2
S1Pββ ,
with T defined in the begining of this subsection and S1 was defined in page 9.
5.2 The linear beta regression model with dispersion covariates
This class of models generalizes the linear beta regression models considered in the last subsection by
letting the precision parameter φ vary through a linear regression structure. More precisely, for this
model the equation (3) becomes
g1(µi) = η1i = x
T
i β and g2(φi) = η2i = z
T
i θ,
where β ∈ Rk and θ ∈ Rh. Then, we have that for this model X˜ = X and Z˜ = Z, where X is the matrix
of covariates with rows given by xTi and Z is the matrix of covariates with rows given by z
T
i . The score
vector for this model is identical to the one given in expression (5), only that in this case X˜ and Z˜ must
be replaced by X and Z, respectively.
Now, the matrix P defined in (6) becomes for this model
P =
(
X 0
0 Z
)
,
further, let W be the matriz defined in (7), thus, we have the following expression for the Fisher’s
information matrix for the parameter vector ζ = (βT , θ)T
K(ζ) = PTWP.
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Moving to bias correction, since both η1 and η2 are linear functions of β and θ, respectively, we have
that ξ2 in equation (11) vanishes and thus the O(n−1) bias of the MLEs of the parameter vector ζ is
B(ζˆ) = (PTWP )−1PTWξ1.
Further, since ω2 in (12) vanishes, the modified score to obtain the estimator through the preventive
method is given by
U∗(ζ) = U(ζ) + PTω1,
and, finally, using equations (14) and (15), the second order biases of µˆ and φˆ are given by
B(µˆ) = T1XB(βˆ) +
1
2
S1Pββ ,
and
B(φˆ) = T2ZB(θˆ) +
1
2
S2Pθθ,
where T1 and T2 were defined in page 4, S1 and S2 were defined in page 9, Pββ and Pθθ were defined in
page 6.
5.3 The nonlinear beta regression model
We now consider the nonlinear beta regression models. For this models, the expressions in (3) turns to
be g1(µi) = g(µi), where g(·) is some link function, g2(φi) = φi, and further, we can write (3) as
g(µi) = ηi = f(x
T
i ;β) and φi = φ,
where φ > 0 is a constant, i.e., and thus, in this case X˜ remains the same and Z˜ = 1, the parameters
β ∈ Rk and φ ∈ (0,∞). Furthermore, the score vector (5) becomes
Uβ(β, φ) = φX˜
TT (y∗ − µ∗),
Uφ(β, φ) =
∑n
i=1 vi,
where T is as defined in equation (16), and vi are defined in page 4. Moreover, the matrix P defined by
equation (6), becomes
P =
(
X˜ 0
0 1
)
,
and the matrix W defined by equation (7) is actually the same as the matrix given in equation (17).
Therefore, the Fisher’s information matrix for the parameter vector ζ = (βT , φ)T can also be written as
K(ζ) = PTWP .
We now turn to bias correction. For this model, the vector ξ2 in equation (11) can be written as
ξ2 =W
−1ω˜2, where ω˜2 is given below:
ω˜2 =
( −N1F
N2F
)
, (19)
where N1 and N2 are given in equations (26) and (27) of Appendix, and F is given in page 6. Thus,
using P,W and ξ2 defined in this Subsection, the O(n−1) bias for the MLEs of the parameter vector ζ
is given by
B(ζˆ) = (PTWP )−1PTW (ξ1 + ξ2),
ξ1 being as defined in formula (11). Further, the modified score to obtain the estimator through the
preventive method is given by
U∗(ζ) = U(ζ) + PT (ω1 + ω˜2).
Moreover, the second order bias of µˆ can be written, following equation (14), as
B(µˆ) =
1
2
T (2X˜B(βˆ) + F ) +
1
2
S1Pββ ,
with S1 as defined in page 9.
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5.4 The nonlinear beta regression model with linear dispersion covariates
This class of models generalizes the nonlinear beta regression models considered in the last subsection
by letting the precision parameter φ vary through a linear regression structure, such as the linear beta
regression with dispersion covariates generalizes the linear beta regression. More precisely, for this model
the equation (3) becomes
g1(µi) = η1i = f(x
T
i ;β) and g2(φi) = η2i = z
T
i θ,
where β ∈ Rk and θ ∈ Rh. Then, we have that for this model X˜ remaining the same, and Z˜ = Z, where
Z is the matrix of covariates with rows given by zTi . The score vector for this model is identical to the
one given in expression (5), only that, in this case Z˜ must be replaced by Z.
Now, the matrix P defined in (6) becomes for this model
P =
(
X˜ 0
0 Z
)
,
further, let W be the matriz defined in (7), thus, we have the following expression for the Fisher’s
information matrix for the parameter vector ζ = (βT , θ)T
K(ζ) = PTWP.
Moving to bias correction, for this model the vector ξ2 in equation (11) can be written as ξ2 =W
−1ω˜2,
where ω˜2 was defined in equation (19). Thus, using P and ξ2 defined in this Subsection, the O(n−1) bias
for the MLEs of the parameter vector ζ is given by
B(ζˆ) = (PTWP )−1PTW (ξ1 + ξ2),
ξ1 being as defined in formula (11). Further, the modified score to obtain the estimator through the
preventive method is given by
U∗(ζ) = U(ζ) + PT (ω1 + ω˜2).
Moreover, the second order biases of µˆ and φˆ can be written, following equation (14), respectively, as
B(µˆ) =
1
2
T1(2X˜B(βˆ) + F ) +
1
2
S1Pββ ,
and
B(φˆ) = T2ZB(θˆ) +
1
2
S2Pθθ,
with T1 and T2 as defined in page 4, and, S1 and S2 as defined in page 9.
6 Numerical results
In this section we present the results of some Monte Carlo simulation experiments, where we study the
finite-sample distributions of the MLEs of β and θ along with their corrected versions proposed in this
paper. The first experiment uses a logit link in a nonlinear model for the regression parameters and a
log link in a nonlinear model for the precision parameter
logitµi = β0 + β1x1,i + x
β2
2,i,
logφi = θ0 + θ1x1,i + x
θ2
2,i, i = 1, . . . , n,
where the true values of the parameters were taken as β0 = 1.5, β1 = 0.5 and β2 = 2; and θ0 = 1.7, θ1 =
0.7 and θ2 = 3. Note also that here the elements of the n× 3 matrix X˜ are: X˜(β)i,1 = 1; X˜(β)i,2 = x1,i,
and X˜(β)i,3 = log(x2,i)x
β2
2,i. The explanatory variables x1 and x2 were generated from the standard
normal and uniform U(1, 2) distributions, respectively, for n = 20, 40 and 60. The values of x1 and x2
were held constant throughout the simulations. The total number of Monte Carlo replications was set
at 5, 000 for each sample size. All simulations were performed using the software Ox.
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Table 3: Simulation results for n = 20.
Parameter MLE Cox-Snell Firth p-boot np-boot
β0 1.5147 1.5032 1.5253 1.5019 1.5061
Bias 0.0147 0.0032 0.0253 0.0019 0.0061
Variance 0.0628 0.0627 0.0667 0.0627 0.0677
MSE 0.0630 0.0627 0.0674 0.0627 0.0677
β1 0.5001 0.5001 0.5002 0.5005 0.5017
Bias 0.0001 0.0001 0.0002 0.0005 0.0017
Variance 0.0126 0.0126 0.0132 0.0125 0.0143
MSE 0.0126 0.0126 0.0132 0.0125 0.0143
β2 1.9905 1.9968 1.9847 1.9982 2.0036
Bias -0.0095 -0.0032 -0.0153 -0.0018 0.0036
Variance 0.0119 0.0118 0.0129 0.0117 0.0125
MSE 0.0120 0.0118 0.0130 0.0117 0.0125
θ0 1.9512 1.7406 2.1388 1.7045 1.8107
Bias 0.2512 0.0406 0.4388 0.0045 0.1107
Variance 0.5615 0.5100 0.6248 0.4833 0.4739
MSE 0.6247 0.5116 0.8173 0.4833 0.4861
θ1 0.7091 0.6928 0.7331 0.6842 0.7060
Bias 0.0091 -0.0072 0.0331 -0.1584 0.0060
Variance 0.2881 0.2481 0.3651 0.2231 0.2369
MSE 0.2882 0.2481 0.3662 0.2234 0.2369
θ2 3.0261 3.0061 3.0440 3.0043 3.0757
Bias 0.0261 0.0061 0.0440 0.0043 0.0757
Variance 0.0706 0.0610 0.0805 0.0514 0.0471
MSE 0.0720 0.0611 0.0825 0.0514 0.0528
In each of the 5, 000 replications, we fitted the model and computed the MLEs βˆ, θˆ, its corrected
versions from the corrective method (Cox and Snell, 1968), preventive method (Firth, 1993) and the
bootstrap method both of its parametric and nonparametric versions (Efron, 1979). The number of
bootstrap replications was set to 600 for both bootstrap methods.
In order to analyze the results we computed, for each sample size and for each estimator, the mean
of estimates, bias, variance and mean square error (MSE). Tables 3-15 present simulation results for
sample sizes n = 20, 40 and 60, respectively. Moreover, we also considered the estimated values of µi
and φi, i = 1, . . . , n, n = 20, 40 and 60, along with its corrected estimators presented in Section 4. We
also want to emphasize that, for the bootstrap schemes, two methods to removing the first-order bias
can be considered: the one induced by the Taylor’s expansion and the one given by the bootstrap itself,
denoted by αi and αi, respectively, where αi is a surrogate for µi and φi.
Table 3 presents simulation results for sample size n = 20 with respect to the parameters β and θ.
We begin by looking the estimated biases, in absolute value, of the estimators. Initially we note that for
all parameters the biases of the corrective estimators were smaller than of the original MLEs. However,
for all parameters the biases of preventive estimators were bigger than of the original MLEs, moreover,
not only the biases were bigger but also the MSE, which shows that the preventive method does not work
well for this model, the same phenomenon occurred in Ospina et al. (2006), which collaborates to the
idea that this method has some problems in beta regression models. We now observe that the MSE of the
corrective estimators were smaller than those of the MLEs for all parameters, showing that the correction
is effective. Moving to the bootstrap corrected-estimators we note that the parametric bootstrap had the
smallest MSE for all parameters, even though the biases were not the smallest. However, the MSE were
14
Table 4: Estimated values of µ for n = 20.
i MLE Cox-Snell p-boot p-boot np-boot np-boot
µˆi MSE×105 µ˜i MSE×105 µ1,i MSE×105 µ1,i MSE×105 µ2,i MSE×105 µ2,i MSE×105
1 0.99576 0.0108 0.99576 0.0108 0.99577 0.0107 0.99577 0.0107 0.99581 0.0128 0.99585 0.0122
2 0.99355 0.2276 0.99361 0.2221 0.99364 0.2203 0.99361 0.2223 0.99401 0.2616 0.99369 0.2571
3 0.95051 0.0001 0.95069 1.0474 0.95081 1.0440 0.95065 1.0492 0.95252 1.1269 0.95092 1.1430
4 0.98047 0.7630 0.98049 0.7620 0.98051 0.7594 0.98050 0.7616 0.98084 0.8367 0.98070 0.8373
5 0.95597 7.5592 0.95612 7.5248 0.95621 7.4940 0.95609 7.5313 0.95755 8.1211 0.95635 8.2285
6 0.99447 0.0152 0.99447 0.0152 0.99447 0.0152 0.99448 0.0151 0.99451 0.0168 0.99458 0.0169
7 0.97837 1.1784 0.97838 1.1761 0.97842 1.1737 0.97838 1.1783 0.97897 1.2768 0.97858 1.2786
8 0.99383 0.0126 0.99383 0.0126 0.99383 0.0126 0.99384 0.0126 0.99387 0.0143 0.99394 0.0146
9 0.99537 0.0117 0.99537 0.0117 0.99537 0.0117 0.99538 0.0116 0.99542 0.0133 0.99547 0.0129
10 0.98111 1.1470 0.98116 1.1389 0.98120 1.1357 0.98116 1.1418 0.98183 1.2585 0.98133 1.2525
11 0.99451 0.0115 0.99450 0.0115 0.99450 0.0115 0.99451 0.0114 0.99455 0.0134 0.99460 0.0134
12 0.99002 0.1023 0.99002 0.1022 0.99003 0.1020 0.99004 0.1020 0.99013 0.1126 0.99018 0.1133
13 0.97723 2.1492 0.97732 2.1264 0.97739 2.1185 0.97732 2.1327 0.97832 2.3582 0.97750 2.3507
14 0.99222 0.1662 0.99224 0.1646 0.99226 0.1640 0.99225 0.1648 0.99251 0.1888 0.99235 0.1856
15 0.99169 0.0522 0.99167 0.0523 0.99168 0.0523 0.99168 0.0523 0.99178 0.0590 0.99180 0.0586
16 0.96273 4.7219 0.96282 4.7072 0.96289 4.6905 0.96280 4.7116 0.96393 5.0719 0.96305 5.1305
17 0.97674 2.0972 0.97687 2.0702 0.97693 2.0568 0.97688 2.0675 0.97758 2.2964 0.97711 2.3020
18 0.95009 1.3879 0.95039 1.3752 0.95056 1.3703 0.95035 1.3794 0.95288 1.5040 0.95061 1.5142
19 0.94657 1.5431 0.94695 1.5243 0.94712 1.5146 0.94691 1.5251 0.94909 1.6708 0.94717 1.6917
20 0.92738 3.6923 0.92811 3.6351 0.92840 3.6103 0.92804 3.6378 0.93157 4.0065 0.92828 4.0608
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Table 5: Estimated values of φ for n = 20.
i True MLE Cox-Snell p-boot np-boot
φi φˆi MSE×10−5 φ˜ MSE×10−5 φ1,i MSE×10−5 φ2,i MSE×10−5
1 12218 32123 48311 12500 3516.6 8542.3 831.41 13848 21445
2 1512.2 4977.5 6716.2 1567.4 212.00 873.67 97.962 1991.9 809.20
3 33.710 55.534 0.0308 35.446 0.0082 33.122 0.0071 39.450 0.0138
4 381.74 652.63 3.5711 404.02 0.8616 374.10 0.6805 523.56 2.3280
5 49.260 81.864 0.0911 52.560 0.0236 49.382 0.0187 60.855 0.0544
6 8602.5 22211 19727 8858.7 1522.2 6182.9 308.90 9874.8 9677.1
7 168.67 267.63 0.4576 174.93 0.1307 163.20 0.1128 218.12 0.2947
8 5343.4 11400 2349.0 5613.7 34.533 4558.3 121.79 7036.3 843.28
9 12920 37410 90373 12865 4081.7 7660.0 2134.6 12609 58969
10 191.66 343.11 2.0051 203.41 0.4408 182.27 0.2683 248.99 0.7876
11 6293.7 13636 3631.7 6597.4 0.0518 5301.0 180.91 8269.6 1213.7
12 2235.6 4604.2 304.53 2362.9 50.021 2000.5 23.615 3035.0 124.77
13 122.77 237.92 1.5913 132.08 0.2858 114.87 0.1369 152.74 0.4410
14 1288.6 2744.5 306.24 1377.5 44.117 1142.9 15.643 1843.3 82.982
15 1706.1 2935.0 55.657 1767.5 13.164 1589.4 9.5611 2382.9 32.945
16 66.492 106.15 0.0928 69.929 0.0027 66.068 0.0234 83.020 0.0559
17 375.66 876.02 33.651 412.62 3.7010 351.16 3.1617 520.18 23.952
18 28.969 57.292 0.0949 30.760 0.0153 26.626 0.0068 30.897 0.0227
19 43.286 98.112 1.9018 50.435 0.1725 44.321 0.1744 57.730 2.6463
20 24.754 81.680 9.3312 30.351 0.1859 22.880 0.1946 39.086 15.773
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Table 6: Simulation results for n = 40.
Parameter MLE Cox-Snell Firth p-boot np-boot
β0 1.5039 1.4991 1.5079 1.4962 1.4946
β0 1.5039 1.4991 1.5079 1.4962 1.4946
Bias 0.0039 -0.0009 0.0079 -0.0038 -0.0054
Variance 0.0329 0.0330 0.0337 0.0329 0.0339
MSE 0.0329 0.0330 0.0338 0.0329 0.0339
β1 0.5029 0.5028 0.5033 0.5030 0.5037
Bias 0.0029 0.0028 0.0033 0.0030 0.0037
Variance 0.0077 0.0077 0.0079 0.0077 0.0084
MSE 0.0077 0.0077 0.0079 0.0077 0.0084
β2 1.9960 1.9993 1.9930 2.0014 2.0069
Bias -0.0040 -0.0007 -0.0070 0.0014 0.0069
Variance 0.0146 0.0145 0.0151 0.0144 0.0150
MSE 0.0146 0.0145 0.0151 0.0144 0.0150
θ0 1.7460 1.6884 1.7865 1.6972 1.7033
Bias 0.0460 -0.0116 0.0865 -0.0028 0.0033
Variance 0.1895 0.1755 0.2108 0.1708 0.1811
MSE 0.1916 0.1757 0.2183 0.1708 0.1811
θ1 0.7264 0.7110 0.7480 0.7043 0.7021
Bias 0.0264 0.0110 0.0480 0.0043 0.0021
Variance 0.0744 0.0696 0.0816 0.0697 0.0727
MSE 0.0751 0.0698 0.0839 0.0697 0.0727
θ2 3.0701 3.0220 3.1226 3.0067 3.0632
Bias 0.0701 0.0220 0.1226 0.0067 0.0632
Variance 0.0709 0.0652 0.0791 0.0597 0.0633
MSE 0.0758 0.0657 0.0941 0.0597 0.0673
very close to the MSE of the corrective method, and the computation of the parametric bootstrap biases
is computer intensive, whereas the corrective method is not. Lastly, we observe that for all parameters
θ the MSE of the nonparametric bootstrap corrected estimators were smaller than those of the MLEs.
Moreover, for the parameters β, the MSE of the nonparametric bootstrap corrected estimators were very
close to those of the MLEs, showing that this method is satisfactory, and is very easy to implement by
practioners since no parametric assumptions are made. Therefore, for the small sample size n = 20, we
were able to conclude that corrective method by Cox and Snell (1969) was successfully applied, as well
as the bootstrap correction.
Table 4 presents the simulation results for sample size n = 20 with respect to the parameter µ. We did
not consider the preventive estimators since its estimation was poor. The MSE of both nonparametric
bootstrap correction schemes are the biggest ones for all parameters. The best estimators, with respect
to MSE, are the parametric bootstrap schemes. Finally, the MSE of the corrective method are always
least or equal those of the MLE. Note also that, for the for the means, all the values are not distant
from each other. These results show that, even for small sample, we are able to obtain a satisfactory
bias correction for both the corrective method and the parametric bootstrap method.
Table 5 presents the simulation results for sample size n = 20 with respect to the parameter φ. The
bootstrap correction scheme based on Taylor’s expasion is not presented in this Table, since its perfor-
mance was worse than those of the regular bootstrap correction, for both parametric and nonparametric
schemes. The first remarkable fact is that if the true value of φ is large, the bias of the corrective
method is small when compared with the others estimators, and the bias of the parametric bootstrap
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Table 7: Estimated values of µ for n = 40 for observations 1 until 20.
i MLE Cox-Snell p-boot p-boot np-boot np-boot
µˆi MSE×105 µ˜i MSE×105 µ1,i MSE×105 µ1,i MSE×105 µ2,i MSE×105 µ2,i MSE×105
1 0.99163 0.0499 0.99162 0.0501 0.99162 0.0501 0.99163 0.0500 0.99167 0.0527 0.99170 0.0534
2 0.99236 0.1183 0.99238 0.1176 0.99239 0.1176 0.99238 0.1177 0.99246 0.1267 0.99242 0.1264
3 0.99225 0.0955 0.99226 0.0953 0.99226 0.0953 0.99227 0.0950 0.99232 0.1004 0.99234 0.1001
4 0.95825 3.3785 0.95839 3.3684 0.95836 3.3660 0.95833 3.3704 0.95854 3.5272 0.95841 3.5644
5 0.97837 0.5878 0.97839 0.5886 0.97838 0.5881 0.97838 0.5880 0.97846 0.6187 0.97849 0.6220
6 0.97923 0.3741 0.97923 0.3759 0.97921 0.3757 0.97921 0.3757 0.97927 0.3893 0.97931 0.3922
7 0.98064 0.2667 0.98062 0.2679 0.98060 0.2682 0.98061 0.2683 0.98065 0.2717 0.98068 0.2739
8 0.97723 0.4311 0.97722 0.4333 0.97720 0.4333 0.97720 0.4334 0.97725 0.4431 0.97729 0.4463
9 0.98934 0.1064 0.98933 0.1067 0.98933 0.1067 0.98934 0.1065 0.98938 0.1120 0.98942 0.1128
10 0.96028 3.9369 0.96049 3.9106 0.96045 3.9195 0.96040 3.9269 0.96064 4.0261 0.96040 4.0708
11 0.98530 0.1122 0.98528 0.1129 0.98527 0.1129 0.98527 0.1129 0.98531 0.1154 0.98536 0.1173
12 0.95741 3.4003 0.95755 3.3922 0.95751 3.3906 0.95749 3.3950 0.95769 3.5413 0.95755 3.5779
13 0.96244 3.7194 0.96266 3.6900 0.96261 3.6983 0.96257 3.7058 0.96282 3.8067 0.96257 3.8523
14 0.99558 0.0243 0.99558 0.0240 0.99558 0.0243 0.99559 0.0243 0.99563 0.0265 0.99563 0.0263
15 0.98461 0.1285 0.98459 0.1291 0.98457 0.1293 0.98458 0.1293 0.98461 0.1311 0.98465 0.1329
16 0.91254 2.1237 0.91303 2.1175 0.91290 2.1211 0.91280 2.1242 0.91332 2.1894 0.91266 2.2149
17 0.93795 1.3121 0.93844 1.2955 0.93842 1.2935 0.93835 1.2965 0.93892 1.3725 0.93839 1.3964
18 0.98201 0.3038 0.98201 0.3043 0.98200 0.3048 0.98199 0.3051 0.98205 0.3117 0.98206 0.3135
19 0.89786 3.6970 0.89866 3.6690 0.89856 3.6697 0.89841 3.6768 0.89930 3.8638 0.89826 3.9294
20 0.90462 3.6712 0.90552 3.6270 0.90547 3.6245 0.90532 3.6330 0.90631 3.8445 0.90522 3.9185
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Table 8: Estimated values of µ for n = 40 for observations 21 until 40.
i MLE Cox-Snell p-boot p-boot np-boot np-boot
µˆi MSE×105 µ˜i MSE×105 µ1,i MSE×105 µ1,i MSE×105 µ2,i MSE×105 µ2,i MSE×105
21 0.97785 2.4852 0.97815 2.4196 0.97816 2.4197 0.97811 2.4307 0.97846 2.5379 0.97810 2.6007
22 0.97141 1.3669 0.97149 1.3634 0.97146 1.3661 0.97144 1.3680 0.97157 1.3982 0.97148 1.4085
23 0.98232 0.4331 0.98234 0.4330 0.98233 0.4326 0.98234 0.4323 0.98241 0.4570 0.98244 0.4585
24 0.97211 1.2809 0.97219 1.2778 0.97215 1.2802 0.97214 1.2820 0.97226 1.3105 0.97218 1.3200
25 0.91094 2.2236 0.91144 2.2168 0.91131 2.2203 0.91121 2.2236 0.91175 2.2951 0.91107 2.3228
26 0.99623 0.0233 0.99623 0.0233 0.99624 0.0233 0.99624 0.0232 0.99628 0.0256 0.99628 0.0252
27 0.98186 0.2087 0.98184 0.2100 0.98183 0.2100 0.98183 0.2100 0.98187 0.2143 0.98192 0.2166
28 0.98579 0.1580 0.98578 0.1584 0.98577 0.1586 0.98577 0.1587 0.98582 0.1634 0.98584 0.1646
29 0.99109 0.1230 0.99110 0.1226 0.99110 0.1227 0.99110 0.1228 0.99117 0.1312 0.99115 0.1313
30 0.98713 0.1437 0.98713 0.1442 0.98712 0.1442 0.98713 0.1439 0.98717 0.1511 0.98722 0.1522
31 0.95757 6.8724 0.95797 6.7758 0.95793 6.7897 0.95786 6.8087 0.95827 7.0365 0.95781 7.1589
32 0.98757 0.3547 0.98763 0.3517 0.98763 0.3519 0.98762 0.3526 0.98773 0.3718 0.98766 0.3745
33 0.95759 2.9853 0.95771 2.9838 0.95765 2.9856 0.95763 2.9892 0.95780 3.0718 0.95767 3.0980
34 0.97058 1.3386 0.97065 1.3367 0.97062 1.3392 0.97060 1.3409 0.97072 1.3674 0.97064 1.3766
35 0.97648 1.5266 0.97663 1.5100 0.97661 1.5124 0.97659 1.5161 0.97678 1.5722 0.97661 1.5928
36 0.96553 1.6061 0.96559 1.6084 0.96555 1.6088 0.96553 1.6103 0.96565 1.6551 0.96560 1.6669
37 0.97824 0.9721 0.97833 0.9660 0.97831 0.9678 0.97829 0.9695 0.97843 1.0024 0.97833 1.0117
38 0.88094 6.2588 0.88213 6.1947 0.88206 6.1936 0.88186 6.2063 0.88316 6.5824 0.88165 6.7035
39 0.92631 1.4425 0.92671 1.4377 0.92660 1.4408 0.92652 1.4429 0.92693 1.4795 0.92641 1.4951
40 0.97234 0.8019 0.97236 0.8047 0.97233 0.8049 0.97233 0.8054 0.97240 0.8246 0.97240 0.8298
1
9
Table 9: Estimated values of φ for n = 40 for observations 1 until 20.
i True MLE Cox-Snell p-boot np-boot
φi φˆi MSE×10−5 φ˜ MSE×10−5 φ1,i MSE×10−5 φ2,i MSE×10−5
1 1770.8 3029.1 68.054 1861.3 15.910 1663.4 10.169 2125.6 29.674
2 959.67 1421.0 9.6333 1001.7 3.4732 951.83 3.0914 1089.0 5.3961
3 2941.7 6339.4 692.50 2939.7 81.138 2361.6 34.781 3536.2 213.27
4 60.601 73.479 0.0123 61.313 0.0068 61.061 0.0069 66.301 0.0098
5 257.67 347.87 0.3260 265.33 0.1327 256.31 0.1191 294.61 0.2089
6 239.17 308.30 0.1628 245.17 0.0696 238.31 0.0642 269.20 0.1141
7 215.80 266.89 0.0776 219.99 0.0345 215.29 0.0336 237.73 0.0616
8 174.37 214.83 0.0531 177.46 0.0246 174.06 0.0240 192.51 0.0424
9 1201.1 1996.5 27.074 1258.5 6.7785 1140.1 4.6161 1437.9 12.362
10 42.483 50.631 0.0065 42.945 0.0037 42.900 0.0037 43.995 0.0044
11 445.50 598.31 0.7136 460.68 0.2667 441.88 0.2294 507.42 0.4530
12 56.060 67.187 0.0094 56.627 0.0054 56.471 0.0054 60.968 0.0077
13 45.972 55.403 0.0086 46.559 0.0049 46.466 0.0048 47.623 0.0056
14 5615.7 11685. 2277.4 5774.4 324.04 4721.4 133.08 6740.9 644.14
15 355.04 458.57 0.3073 364.99 0.1224 353.29 0.1115 397.95 0.2142
16 12.357 14.273 0.0006 12.431 0.0004 12.546 0.0003 12.715 0.0004
17 32.844 42.080 0.0102 33.430 0.0051 33.534 0.0051 36.444 0.0069
18 215.87 267.12 0.0936 220.10 0.0442 215.76 0.0435 235.81 0.0741
19 10.734 13.121 0.0011 10.906 0.0006 11.058 0.0006 11.452 0.0007
20 13.496 17.255 0.0027 13.777 0.0013 13.960 0.0013 14.747 0.0016
2
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Table 10: Estimated values of φ for n = 40 for observations 21 until 40.
i True MLE Cox-Snell p-boot np-boot
φi φˆi MSE×10−5 φ˜ MSE×10−5 φ1,i MSE×10−5 φ2,i MSE×10−5
21 98.278 139.68 0.1618 101.37 0.0661 100.08 0.0637 102.30 0.0745
22 81.514 96.913 0.0154 82.397 0.0088 81.888 0.0088 86.262 0.0123
23 438.48 646.61 1.8109 455.33 0.6103 430.67 0.5010 513.31 0.9936
24 85.347 101.64 0.0168 86.300 0.0095 85.725 0.0095 90.428 0.0135
25 12.081 13.979 0.0006 12.158 0.0004 12.277 0.0003 12.462 0.0004
26 6878.7 14673. 4140.1 7032.1 562.61 5693.9 216.64 8204.3 1048.4
27 282.12 361.31 0.1870 289.31 0.0770 280.89 0.0708 316.26 0.1327
28 352.09 452.61 0.3283 361.66 0.1399 351.18 0.1318 390.82 0.2357
29 751.25 1065.4 4.1163 781.77 1.5804 747.43 1.4258 848.19 2.4693
30 769.52 1177.0 6.4918 804.56 1.9558 748.37 1.4798 908.18 3.3472
31 35.909 45.474 0.0098 36.618 0.0050 36.509 0.0048 36.669 0.0051
32 339.05 458.89 0.8045 349.84 0.3545 340.78 0.3397 371.61 0.5103
33 48.458 56.311 0.0048 48.732 0.0029 48.711 0.0029 51.637 0.0041
34 79.804 94.260 0.0129 80.570 0.0074 80.097 0.0074 84.581 0.0106
35 100.14 126.94 0.0572 102.25 0.0293 101.28 0.0288 105.67 0.0367
36 74.761 88.166 0.0098 75.391 0.0056 74.957 0.0057 80.671 0.0087
37 123.37 153.22 0.0590 125.66 0.0310 124.25 0.0306 131.42 0.0421
38 8.7913 11.450 0.0016 9.0134 0.0007 9.1672 0.0007 9.5762 0.0008
39 15.961 18.414 0.0009 16.046 0.0005 16.152 0.0005 16.341 0.0006
40 115.31 138.36 0.0209 116.72 0.0108 115.33 0.0109 125.69 0.0181
2
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Table 11: Simulation results for n = 60.
Parameter MLE Cox-Snell Firth p-boot np-boot
β0 1.5046 1.5025 1.5063 1.5016 1.5005
Bias 0.0046 0.0025 0.0063 0.0016 0.0005
Variance 0.0156 0.0156 0.0159 0.0156 0.0160
MSE 0.0156 0.0156 0.0159 0.0156 0.0160
β1 0.4995 0.4996 0.4996 0.4997 0.5000
Bias -0.0005 -0.0004 -0.0004 -0.0003 0.0000
Variance 0.0030 0.0030 0.0031 0.0030 0.0033
MSE 0.0030 0.0030 0.0031 0.0030 0.0033
β2 1.9984 1.9992 1.9976 1.9997 2.0014
Bias -0.0016 0.0008 -0.0024 -0.0003 0.0014
Variance 0.0037 0.0037 0.0038 0.0037 0.0039
MSE 0.0037 0.0037 0.0038 0.0037 0.0039
θ0 1.7004 1.6948 1.6939 1.7089 1.7066
Bias 0.0004 -0.0052 -0.0061 0.0089 0.0066
Variance 0.0999 0.0962 0.1059 0.0956 0.0993
MSE 0.0999 0.0962 0.1059 0.0957 0.0994
θ1 0.6966 0.6974 0.6955 0.6988 0.7015
Bias -0.0034 -0.0026 -0.0045 -0.0012 0.0015
Variance 0.0589 0.0551 0.0650 0.0543 0.0581
MSE 0.0589 0.0551 0.0650 0.0543 0.0581
θ2 3.0630 3.0107 3.1184 2.9955 3.0073
Bias 0.0630 0.0107 0.1184 -0.0045 0.0073
Variance 0.0265 0.0260 0.0274 0.0257 0.0271
MSE 0.0305 0.0262 0.0414 0.0257 0.0271
scheme is considerably larger than the ones of the corrective method. If the true value of φ is small, the
parametric bootstrap outperforms the corrective method with respect to bias. The maximum likelihood
estimator had the worst perfomance with respect to bias and MSE. The parametric bootstrap had, in
general, the best performance with respect to MSE. Therefore, we conclude that the corrective method
was satisfactory, but overall, the parametric bootstrap had the best performance. It is also noteworthy
that, for the precision parameter φ, the correction schemes worked very well, and, therefore, their use
produces an improved estimation.
In Table 6 the results for sample size n = 40 are presented with respect to the parameters β and
θ. As observed in Table 3, the corrective method and the parametric bootstrap scheme had the best
performance with respect to both bias and MSE. The nonparametric bootstrap scheme had performance
worse than the MLE for the parameters β, and better than the MLE for the parameters θ, with respect
to both bias and MSE. For this sample size, we observe again that the preventive estimator had a poor
performance. The results show that both the corrective method and the parametric bootstrap produce
better estimators than the MLE, with respect to bias and MSE, and again, that the estimates produced
by the preventive method are not satisfactory. Finally, the behavior of the nonparametric bootstrap
estimator is the same as the one for sample size n = 20.
Tables 7 and 8 contains the results for sample size n = 40 with respect to the parameter µ. Initially
we note that, based on MSE, the corrective estimators had the best performance. We also observe that
the maximum likelihood and parametric bootstrap estimators had similar performance. Finally, the
nonparametric estimators had the worst performance with regard to MSE.
Tables 9 and 10 sumarize the results for sample size n = 40 with respect to the parameter φ. For this
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Table 12: Estimated values of µ for n = 60 for observations 1 until 30.
i MLE Cox-Snell p-boot p-boot np-boot np-boot
µˆi MSE×105 µ˜i MSE×105 µ1,i MSE×105 µ1,i MSE×105 µ2,i MSE×105 µ2,i MSE×105
1 0.94851 3.0577 0.94865 3.0528 0.94863 3.0590 0.94861 3.0605 0.94867 3.1232 0.94857 3.1344
2 0.98379 0.3952 0.98386 0.3922 0.98386 0.3927 0.98385 0.3931 0.98392 0.4095 0.98385 0.4123
3 0.98630 0.0577 0.98629 0.0578 0.98629 0.0579 0.98629 0.0579 0.98630 0.0594 0.98631 0.0595
4 0.94256 4.0143 0.94272 4.0065 0.94270 4.0161 0.94268 4.0182 0.94279 4.2206 0.94264 4.2429
5 0.90825 1.1968 0.90856 1.1956 0.90853 1.1985 0.90849 1.1990 0.90865 1.2481 0.90837 1.2543
6 0.99074 0.0254 0.99073 0.0254 0.99073 0.0255 0.99073 0.0255 0.99074 0.0265 0.99075 0.0266
7 0.98393 0.1028 0.98393 0.1029 0.98393 0.1031 0.98393 0.1031 0.98394 0.1044 0.98394 0.1045
8 0.97812 0.2439 0.97813 0.2442 0.97812 0.2446 0.97812 0.2447 0.97814 0.2504 0.97813 0.2507
9 0.97980 0.1898 0.97980 0.1900 0.97979 0.1904 0.97979 0.1905 0.97981 0.1952 0.97981 0.1954
10 0.99198 0.0193 0.99198 0.0193 0.99197 0.0194 0.99197 0.0194 0.99199 0.0200 0.99199 0.0201
11 0.92807 6.7434 0.92829 6.7353 0.92826 6.7497 0.92823 6.7528 0.92832 6.9123 0.92816 6.9388
12 0.95979 1.5525 0.95987 1.5509 0.95986 1.5545 0.95985 1.5552 0.95992 1.6338 0.95984 1.6405
13 0.97648 0.4977 0.97653 0.4968 0.97652 0.4977 0.97651 0.4979 0.97655 0.5077 0.97652 0.5091
14 0.97879 0.4744 0.97884 0.4728 0.97884 0.4736 0.97883 0.4739 0.97887 0.4862 0.97883 0.4881
15 0.96264 1.3531 0.96272 1.3514 0.96271 1.3540 0.96269 1.3546 0.96273 1.3791 0.96268 1.3831
16 0.96332 1.1294 0.96338 1.1291 0.96336 1.1316 0.96335 1.1320 0.96340 1.1746 0.96335 1.1785
17 0.92130 1.0687 0.92164 1.0642 0.92163 1.0670 0.92158 1.0677 0.92189 1.1409 0.92150 1.1489
18 0.96480 1.3207 0.96489 1.3178 0.96488 1.3203 0.96486 1.3210 0.96491 1.3447 0.96485 1.3491
19 0.86528 3.2908 0.86585 3.2893 0.86580 3.2987 0.86573 3.2998 0.86613 3.5018 0.86551 3.5203
20 0.94079 5.9637 0.94105 5.9313 0.94104 5.9464 0.94101 5.9508 0.94128 6.4000 0.94097 6.4448
21 0.99231 0.0820 0.99234 0.0814 0.99234 0.0815 0.99233 0.0816 0.99238 0.0868 0.99234 0.0873
22 0.99659 0.0056 0.99659 0.0056 0.99659 0.0056 0.99659 0.0056 0.99660 0.0060 0.99660 0.0059
23 0.96626 0.9311 0.96630 0.9309 0.96629 0.9330 0.96629 0.9334 0.96633 0.9773 0.96629 0.9805
24 0.95962 1.8661 0.95974 1.8617 0.95972 1.8652 0.95971 1.8662 0.95976 1.9004 0.95969 1.9071
25 0.99291 0.0245 0.99290 0.0245 0.99291 0.0245 0.99291 0.0245 0.99293 0.0258 0.99293 0.0258
26 0.98481 0.2667 0.98485 0.2654 0.98485 0.2658 0.98484 0.2660 0.98489 0.2761 0.98485 0.2774
27 0.97509 0.3725 0.97511 0.3728 0.97510 0.3735 0.97510 0.3737 0.97512 0.3811 0.97510 0.3818
28 0.99005 0.0375 0.99004 0.0375 0.99004 0.0376 0.99004 0.0376 0.99006 0.0387 0.99006 0.0387
29 0.99756 0.0053 0.99756 0.0053 0.99756 0.0053 0.99756 0.0053 0.99758 0.0058 0.99757 0.0058
30 0.99502 0.0122 0.99502 0.0122 0.99502 0.0122 0.99502 0.0122 0.99503 0.0128 0.99503 0.0128
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Table 13: Estimated values of µ for n = 60 for observations 31 until 60.
i MLE Cox-Snell p-boot p-boot np-boot np-boot
µˆi MSE×105 µ˜i MSE×105 µ1,i MSE×105 µ1,i MSE×105 µ2,i MSE×105 µ2,i MSE×105
31 0.99415 0.0184 0.99415 0.0184 0.99415 0.0185 0.99415 0.0185 0.99417 0.0197 0.99416 0.0197
32 0.99216 0.0559 0.99217 0.0557 0.99217 0.0558 0.99217 0.0558 0.99220 0.0591 0.99218 0.0593
33 0.97738 0.2732 0.97739 0.2736 0.97738 0.2741 0.97738 0.2742 0.97740 0.2838 0.97739 0.2842
34 0.98368 0.1268 0.98369 0.1270 0.98368 0.1272 0.98368 0.1272 0.98369 0.1289 0.98369 0.1290
35 0.97015 1.2755 0.97026 1.2683 0.97026 1.2705 0.97024 1.2715 0.97032 1.3055 0.97023 1.3126
36 0.94593 3.2106 0.94606 3.2069 0.94604 3.2139 0.94602 3.2155 0.94609 3.3192 0.94598 3.3329
37 0.95951 2.3624 0.95966 2.3515 0.95965 2.3557 0.95963 2.3574 0.95972 2.4107 0.95960 2.4225
38 0.93229 8.6609 0.93261 8.6077 0.93261 8.6301 0.93257 8.6368 0.93291 9.3024 0.93251 9.3723
39 0.93427 5.3243 0.93446 5.3179 0.93444 5.3293 0.93441 5.3319 0.93449 5.4728 0.93435 5.4948
40 0.96087 1.3510 0.96094 1.3505 0.96092 1.3532 0.96092 1.3538 0.96095 1.3912 0.96090 1.3956
41 0.98101 0.1971 0.98102 0.1972 0.98102 0.1975 0.98102 0.1976 0.98103 0.2003 0.98103 0.2005
42 0.98213 0.1386 0.98213 0.1388 0.98213 0.1390 0.98213 0.1391 0.98214 0.1410 0.98214 0.1411
43 0.98439 0.1327 0.98440 0.1327 0.98440 0.1329 0.98439 0.1330 0.98441 0.1353 0.98441 0.1355
44 0.98581 0.0634 0.98580 0.0635 0.98579 0.0636 0.98579 0.0636 0.98581 0.0652 0.98581 0.0653
45 0.96663 1.0672 0.96670 1.0656 0.96669 1.0676 0.96668 1.0681 0.96671 1.0864 0.96667 1.0895
46 0.97528 0.4526 0.97531 0.4524 0.97530 0.4532 0.97529 0.4534 0.97532 0.4604 0.97530 0.4613
47 0.99004 0.0224 0.99003 0.0224 0.99003 0.0224 0.99003 0.0224 0.99004 0.0228 0.99004 0.0229
48 0.98474 0.0802 0.98474 0.0803 0.98473 0.0804 0.98473 0.0804 0.98474 0.0817 0.98475 0.0817
49 0.99354 0.0221 0.99354 0.0221 0.99354 0.0221 0.99354 0.0221 0.99356 0.0235 0.99355 0.0235
50 0.98988 0.1142 0.98989 0.1138 0.98990 0.1139 0.98990 0.1140 0.98995 0.1220 0.98992 0.1217
51 0.98646 0.0657 0.98645 0.0658 0.98645 0.0659 0.98645 0.0659 0.98646 0.0667 0.98647 0.0667
52 0.92288 7.7763 0.92312 7.7688 0.92309 7.7860 0.92306 7.7895 0.92316 8.0112 0.92297 8.0444
53 0.94860 3.0225 0.94873 3.0171 0.94872 3.0242 0.94870 3.0258 0.94880 3.1809 0.94867 3.1969
54 0.98109 0.2037 0.98110 0.2038 0.98109 0.2042 0.98109 0.2043 0.98111 0.2071 0.98110 0.2074
55 0.95698 1.8418 0.95708 1.8398 0.95706 1.8435 0.95705 1.8444 0.95709 1.8839 0.95702 1.8899
56 0.94157 4.1167 0.94173 4.1093 0.94171 4.1190 0.94169 4.1212 0.94180 4.3166 0.94164 4.3388
57 0.95495 2.0132 0.95505 2.0114 0.95503 2.0156 0.95502 2.0165 0.95506 2.0675 0.95499 2.0745
58 0.99070 0.0199 0.99069 0.0199 0.99069 0.0200 0.99069 0.0200 0.99070 0.0205 0.99071 0.0206
59 0.98021 0.2164 0.98021 0.2166 0.98021 0.2171 0.98021 0.2172 0.98024 0.2291 0.98022 0.2294
60 0.96732 0.8075 0.96736 0.8076 0.96735 0.8092 0.96734 0.8096 0.96737 0.8327 0.96734 0.8349
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Table 14: Estimated values of φ for n = 60 for observations 1 until 30.
i True MLE Cox-Snell p-boot np-boot
φi φˆi MSE×10−5 φ˜ MSE×10−5 φ1,i MSE×10−5 φ2,i MSE×10−5
1 28.336 30.011 0.0009 28.460 0.0007 28.793 0.0007 28.813 0.0008
2 183.72 214.70 0.1450 186.54 0.0940 187.63 0.0943 190.42 0.1049
3 623.86 783.08 0.8483 637.06 0.3770 615.45 0.3434 637.20 0.4139
4 29.638 32.969 0.0015 30.024 0.0011 30.101 0.0011 30.249 0.0012
5 11.385 12.224 0.0002 11.496 0.0001 11.637 0.0001 11.607 0.0001
6 1936.2 2820.9 31.510 1994.3 10.719 1858.5 8.7753 1975.3 12.579
7 334.56 388.42 0.1007 338.44 0.0540 333.00 0.0525 340.76 0.0577
8 190.37 217.33 0.0290 192.45 0.0169 190.15 0.0166 193.66 0.0179
9 234.57 271.95 0.0512 237.57 0.0280 233.85 0.0272 238.80 0.0299
10 1495.4 1929.1 6.7590 1524.6 2.8932 1466.1 2.6041 1530.2 3.1911
11 16.194 17.057 0.0003 16.274 0.0002 16.507 0.0002 16.471 0.0003
12 62.674 71.139 0.0060 63.538 0.0040 63.215 0.0040 63.914 0.0043
13 112.79 123.84 0.0171 113.52 0.0126 113.95 0.0127 115.12 0.0136
14 127.31 141.69 0.0321 128.41 0.0231 129.05 0.0232 130.48 0.0251
15 50.908 54.476 0.0025 51.129 0.0020 51.519 0.0020 51.756 0.0021
16 67.847 75.284 0.0046 68.498 0.0032 68.332 0.0032 69.005 0.0034
17 18.741 22.188 0.0016 19.207 0.0010 19.210 0.0010 19.326 0.0011
18 53.274 57.218 0.0037 53.553 0.0029 54.055 0.0030 54.296 0.0031
19 6.1804 7.0164 0.0001 6.3181 0.0001 6.3891 0.0001 6.3720 0.0001
20 37.974 47.434 0.0085 39.074 0.0046 38.636 0.0045 39.198 0.0051
21 840.75 1063.0 4.2129 854.48 2.2201 844.57 2.1370 872.19 2.5198
22 17470 33191 14821 17324 2650.2 14743 1637.7 16942 3861.7
23 88.824 101.36 0.0105 90.021 0.0067 89.288 0.0066 90.512 0.0072
24 41.464 44.323 0.0023 41.681 0.0019 42.147 0.0019 42.262 0.0020
25 4942.5 8778.9 796.04 5024.8 175.69 4406.4 120.53 4904.7 237.83
26 228.26 263.24 0.1540 231.01 0.1014 231.32 0.1009 235.17 0.1122
27 133.92 149.16 0.0122 134.97 0.0080 134.19 0.0080 136.09 0.0085
28 834.22 1018.7 1.2950 846.76 0.6351 825.35 0.5958 852.99 0.6903
29 23640 43563 22547 23263 4383.7 20224 2945.3 23053 6021.5
30 10969 21679 7431.4 10862 1203.8 9077.1 705.40 10524 1851.2
2
5
Table 15: Estimated values of φ for n = 60 for observations 31 until 60.
i True MLE Cox-Snell p-boot np-boot
φi φˆi MSE×10−5 φ˜ MSE×10−5 φ1,i MSE×10−5 φ2,i MSE×10−5
31 2465.2 3299.1 29.664 2510.6 12.348 2405.9 11.019 2528.1 13.718
32 975.65 1214.3 3.6737 990.08 1.9334 972.07 1.8371 1005.3 2.1481
33 197.61 230.03 0.0428 200.38 0.0239 197.23 0.0231 201.27 0.0255
34 290.07 331.45 0.0744 292.80 0.0439 289.50 0.0432 295.47 0.0471
35 63.746 70.602 0.0114 64.452 0.0084 65.238 0.0085 65.605 0.0091
36 28.936 31.051 0.0009 29.124 0.0007 29.343 0.0007 29.410 0.0007
37 38.716 42.101 0.0035 39.078 0.0027 39.639 0.0028 39.728 0.0029
38 29.493 37.284 0.0061 30.411 0.0033 30.111 0.0032 30.521 0.0037
39 19.193 20.294 0.0004 19.291 0.0003 19.530 0.0003 19.509 0.0003
40 53.662 58.158 0.0024 53.994 0.0018 54.150 0.0018 54.503 0.0019
41 208.25 233.97 0.0344 209.88 0.0219 208.39 0.0218 211.95 0.0234
42 270.23 310.60 0.0589 273.13 0.0328 269.36 0.0321 275.05 0.0349
43 293.62 334.80 0.0908 296.24 0.0560 293.51 0.0551 299.42 0.0604
44 557.66 690.46 0.5811 568.65 0.2645 551.07 0.2434 569.32 0.2888
45 61.054 65.632 0.0040 61.340 0.0031 61.781 0.0032 62.133 0.0033
46 113.76 124.50 0.0113 114.39 0.0082 114.48 0.0083 115.74 0.0088
47 1185.9 1546.1 4.3867 1213.1 1.7976 1161.3 1.5920 1212.3 2.0038
48 416.39 495.70 0.2017 422.59 0.0993 413.21 0.0944 424.45 0.1068
49 1942.0 2538.4 15.298 1976.5 6.7135 1904.3 6.0813 1992.1 7.4153
50 3384.0 6771.7 742.04 3342.6 120.27 2812.3 74.335 3228.8 185.45
51 470.75 556.27 0.2506 476.88 0.1281 467.43 0.1228 480.04 0.1378
52 14.686 15.511 0.0002 14.770 0.0002 14.970 0.0002 14.934 0.0002
53 37.545 42.075 0.0024 38.050 0.0017 38.052 0.0017 38.315 0.0018
54 204.71 229.58 0.0349 206.26 0.0226 204.97 0.0225 208.40 0.0242
55 40.884 43.632 0.0015 41.066 0.0012 41.387 0.0012 41.531 0.0013
56 27.923 30.801 0.0013 28.251 0.0009 28.362 0.0009 28.475 0.0010
57 39.067 41.825 0.0014 39.266 0.0011 39.533 0.0011 39.678 0.0012
58 1604.0 2205.3 13.224 1647.4 4.9603 1557.0 4.2277 1639.4 5.6607
59 327.94 410.19 0.2761 335.44 0.1322 325.32 0.1216 335.25 0.1439
60 80.047 88.150 0.0050 80.661 0.0036 80.508 0.0036 81.329 0.0038
2
6
sample size the MLE had the biggest bias and MSE, and hence was the poorest estimator considered in
this table. On the opposite direction, the parametric bootstrap estimator had the smallest MSE, followed
by the corrective method. However, if the true value is large, the corrective method has bias smaller
than the parametric bootstrap. It is also noteworthy that for large values of φ the parametric bootstrap
method tends to underestimate the parameter. We note, again, that both the corrective and parametric
bootstrap estimators provide better results than the MLE, with respect to both bias and MSE.
Table 11 summarizes the results for sample size n = 60 with respect to the parameters β and θ. We
begin by noting that even for a large sample size the preventive estimator had the poorest performance.
The parametric bootstrap estimator had, in general, a better performance than the MLE, with respect
to both bias and MSE. The nonparametric bootstrap estimator showed the same behavior it did for the
sample sizes n = 20 and n = 40, i.e., had better perfomance for θ and worse performance for β when
compared to the MLE. Finally, the best performance was obtained by the corrective estimator, which
had, in general, the smallest bias and MSE. Hence, the corrective method can be effective even for large
sample sizes.
Tables 12 and 13 present the results for sample size n = 60 with respect to the parameter µ. We
note that both nonparametric estimators had the worst performance with respect to MSE. Further, the
corrective method presented the best performance with respect to MSE, nevertheless it was not much
better than the MLE. The parametric bootstrap had a performance worse than both maximum likelihood
and the corrective estimator, but better than the nonparametric estimator. But, overall, all estimators
were similar.
Tables 14 and 15 present the results for sample size n = 60 with respect to the parameter φ. The MLE
had the worst performance with respect to both bias and MSE. Considering the MSE, the best estimator
was the parametric bootstrap, which had consistently the smallest MSE. The parametric bootstrap was
closely followed by the corrective estimator which had a similar performance, except when the true
value of φ was large, in this case, the MSE of the parametric bootstrap was considerably smaller than
the MSE of the corrective method, but, on the other hand, the bias of the corrective method was also
considerably smaller than the bias of the parametric bootstrap. Finally, the nonparametric bootstrap
outperformed the MLE. Therefore, we conclude that even for sample size large the corrective method
and the parametric bootstrap may produce improved estimators.
We have performed a second set of simulations, but now we have two goals. First, to check the
performance of the MLE against the proposed estimators, but secondly, we will consider a model which
is linearizable, and we will compare the behavior of the estimators for both the linear and non-linear
fits. We hope this will give another motivation for the usage of the class of nonlinear regression models
that we are introducing here in this paper. This strategy was also used by Cook et al. (1986). In this
experiment we consider a linearizable nonlinear model with logit link for the regression parameters and
a linearizable nonlinear model with identity link for the precision parameter:
logitµi = β0x
β1
i ,
φi = θ0x
θ1
i , i = 1, . . . , n,
where the true values of the parameters were taken as β0 = 0.7 and β1 = 0.5; and θ0 = 100 and θ1 = 2.
Note also that here the elements of the n×2 matrix X˜ are: X˜(β)i,1 = xβ1i and X˜(β)i,2 = β0 log(xi)(xβ1i ).
The explanatory variable x was generated from random draws of an exponential distributions with mean
1 for n = 20, 40 and 60. The values of x were held constant throughout the simulations and were the
same for both the linearizable and the nonlinear model. The total number of Monte Carlo replications
was set at 5, 000 for each sample size. The number of bootstrap replications was set to 600 for both
bootstrap methods.
To fit the linearized model, we consider the model in the following sense:
g(µi) = γ0 + β1zi,
h(φi) = ζ0 + θ1zi, i = 1, . . . , n,
where γ0 = log(β0), ζ0 = log(θ0), zi = log(xi), g(·) = log(logit(·)) and finally, h(·) = log(·). Hence, we
can obtain the MLE of β0 in the linearized model simply by exponentiation of γ0, and analogously to
obtain the MLE of θ0.
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Table 16: Simulation results for n = 20.
Model Parameter MLE Cox-Snell Firth p-boot np-boot
Linear β0 0.7008 0.7020 0.6998 0.7022 0.7040
Bias 0.0008 0.0020 -0.0002 0.0022 0.0040
Variance 0.0039 0.0039 0.0039 0.0039 0.0040
MSE 0.0039 0.0039 0.0039 0.0039 0.0040
β1 0.5025 0.5014 0.5035 0.5014 0.4991
Bias 0.0025 0.0014 0.0035 0.0014 -0.0009
Variance 0.0115 0.0115 0.0116 0.0115 0.0132
MSE 0.0116 0.0115 0.0116 0.0115 0.0132
θ0 139.37 111.43 171.78 107.73 109.10
Bias 39.370 11.430 71.780 7.7300 9.1000
Variance 3849.4 2444.3 5917.0 2307.3 2433.6
MSE 5399.1 2575.0 11070 2367.1 2516.3
θ1 2.0871 2.0215 2.1603 1.9945 1.9791
Bias 0.0871 0.0215 0.1603 -0.0055 -0.0209
Variance 0.1548 0.1489 0.1630 0.1488 0.1530
MSE 0.1624 0.1494 0.1887 0.1488 0.1535
Nonlinear β0 0.7016 0.7006 0.7028 0.7005 0.7014
Bias 0.0016 0.0006 0.0028 0.0005 0.0014
Variance 0.0038 0.0038 0.0038 0.0038 0.00394
MSE 0.0038 0.0038 0.0038 0.0038 0.0039
β1 0.5007 0.4997 0.5008 0.4998 0.4977
Bias 0.0007 -0.0003 0.0008 -0.0002 -0.0023
Variance 0.0115 0.0115 0.0115 0.0115 0.0128
MSE 0.0115 0.0115 0.0115 0.0115 0.0129
θ0 140.33 101.14 199.46 83.136 79.011
Bias 40.330 1.1400 99.460 -16.864 -20.989
Variance 3822.6 1961.5 7906.2 1310.9 3575.2
MSE 5448.8 1962.8 17798 1595.3 4015.7
θ1 2.0923 2.0264 2.2071 1.9991 1.9863
Bias 0.0923 0.0264 0.2071 -0.0009 -0.0137
Variance 0.1558 0.1496 0.1667 0.1482 0.1536
MSE 0.1643 0.1503 0.2096 0.1482 0.1538
Table 16 presents the results for n = 20. The best estimator, with respect to both bias and MSE,
was the parametric bootstrap. The preventive estimator had the poorest performance. Considering both
the linear and nonlinear models, the nonparametric bootstrap had better performance than the MLE
for the parameter θ and worse for the parameter β. The corrective estimator had a good performance,
in the sense that only the parametric bootstrap had outperformed it. Now, comparing the linear and
nonlinear models, we note that the MLE was similar for both models. Comparing the corrective and
parametric bootstrap estimators for both models, the estimators from the nonlinear model had the best
performance. The nonparametric bootstrap estimator had a similar performance in both models, except
for θ0 which was considerably worse in the nonlinear model. Hence, we conclude that for the estimators
of interest, i.e., corrective and parametric bootstrap, the nonlinear model had the best performance and
28
Table 17: Simulation results for n = 40.
Model Parameter MLE Cox-Snell Firth p-boot np-boot
Linear β0 0.7001 0.7013 0.6990 0.7018 0.7015
Bias 0.0001 0.0013 -0.0010 0.0018 0.0015
Variance 0.0023 0.0023 0.0023 0.0023 0.0023
MSE 0.0023 0.0023 0.0023 0.0023 0.0023
β1 0.5015 0.4999 0.5030 0.4994 0.4996
Bias 0.0015 -0.0001 0.0030 -0.0006 -0.0004
Variance 0.0097 0.0096 0.0097 0.0097 0.0098
MSE 0.0097 0.0096 0.0097 0.0097 0.0098
θ0 116.87 104.55 130.11 104.18 104.25
Bias 16.870 4.5500 30.110 4.1800 4.2500
Variance 1081.2 861.77 1348.1 882.60 862.99
MSE 1365.7 882.46 2254.8 900.09 881.06
θ1 2.0346 2.0076 2.0627 2.0029 1.9939
Bias 0.0346 0.0076 0.0627 0.0029 -0.0061
Variance 0.0663 0.0647 0.0682 0.0662 0.0657
MSE 0.0675 0.0647 0.0721 0.0662 0.0657
Nonlinear β0 0.7002 0.6999 0.7005 0.6999 0.7000
Bias 0.0002 -0.0001 0.0005 -0.0001 0.0000
Variance 0.0023 0.0023 0.0023 0.0023 0.0023
MSE 0.0023 0.0023 0.0023 0.0023 0.0023
β1 0.5017 0.5001 0.5029 0.5002 0.4998
Bias 0.0017 0.0001 0.0029 0.0002 -0.0002
Variance 0.0096 0.0095 0.0096 0.0095 0.0097
MSE 0.0096 0.0095 0.0096 0.0095 0.0097
θ0 116.85 100.38 137.00 97.198 97.435
Bias 16.850 0.3800 37.000 -2.8020 -2.5650
Variance 1057.6 775.37 1466.5 724.96 766.40
MSE 1341.7 775.51 2835.2 732.81 772.98
θ1 2.0327 2.0054 2.0726 1.9997 1.9929
Bias 0.0327 0.0054 0.0726 -0.0003 -0.0071
Variance 0.0631 0.0616 0.0649 0.0617 0.0627
MSE 0.0642 0.0616 0.0702 0.0617 0.0627
should be used instead of its linearized version if one aims to obtain better performance with respect to
MSE and bias.
Table 17 presents the results for n = 40. The best performance, with respect to both bias and
MSE, was achieved by the corrective estimator. Considering both the linear and nonlinear models,
the nonparametric bootstrap had better performance than the MLE for the parameter θ and worse
for the parameter β. The preventive estimator had the worst performance. The parametric bootstrap
estimator had a good performance, in the sense that only the corrective estimator had a best performance.
Now, comparing the linear and nonlinear models, we note that the MLE was similar for both models.
Comparing the corrective, parametric bootstrap and nonparametric estimators for both models, the
estimators from the nonlinear model had the best performance. Here, we conclude that, for this sample
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Table 18: Simulation results for n = 60.
Model Parameter MLE Cox-Snell Firth p-boot np-boot
Linear β0 0.6718 0.6768 0.6712 0.7322 0.6659
Bias -0.0282 -0.3232 -0.0288 0.0322 -0.0341
Variance 0.0101 0.0076 0.0101 0.0109 0.0146
MSE 0.0109 0.0082 0.0109 0.0119 0.0158
β1 0.5435 0.5327 0.5442 0.4705 0.5582
Bias 0.0435 0.0327 0.0442 -0.0295 0.0582
Variance 0.0249 0.0168 0.0249 0.0200 0.0422
MSE 0.0268 0.0178 0.0268 0.0209 0.0455
θ0 100.99 93.896 108.46 108.93 93.676
Bias 0.9900 6.1040 8.4600 8.9300 -6.3240
Variance 1471.2 1270.5 1703.6 1307.1 1299.8
MSE 1472.2 1307.7 1775.2 1386.8 1339.8
θ1 1.9216 1.9064 1.9358 2.0261 1.8697
Bias -0.0784 -0.0936 -0.0642 0.0261 -0.1303
Variance 0.1029 0.1032 0.1059 0.1629 0.1693
MSE 0.1090 0.1120 0.1100 0.1636 0.1862
Nonlinear β0 0.6977 0.6975 0.6981 0.6976 0.6973
Bias -0.0023 -0.0025 -0.0019 -0.0024 -0.0027
Variance 0.0033 0.0033 0.0033 0.0033 0.0035
MSE 0.0033 0.0033 0.0033 0.0033 0.0035
β1 0.4818 0.4925 0.4716 0.4826 0.4862
Bias -0.0182 -0.0075 -0.0284 -0.0174 -0.0138
Variance 0.0212 0.0058 0.0415 0.0201 0.01867
MSE 0.0212 0.0059 0.0416 0.0201 0.01869
θ0 109.19 100.93 120.89 99.256 97.975
Bias 9.1900 0.9300 20.890 -0.7440 -2.0250
Variance 635.41 451.46 777.70 532.02 522.11
MSE 719.92 452.33 1214.2 532.57 526.21
θ1 1.9989 1.9839 2.0256 1.9936 1.9776
Bias -0.0011 -0.0161 0.0256 -0.0064 -0.0224
Variance 0.0323 0.0320 0.0373 0.0333 0.0317
MSE 0.0323 0.0323 0.0380 0.0333 0.0322
size, the corrective estimator along with the bootstrap based estimators had a better performance when
modelling the nonlinear model, than when modelling its linearized version.
Table 18 presents the results for n = 60. The best performance, with respect to both bias and
MSE, was achieved by the corrective and parametric bootstrap estimators, however, their estimates
were not far from the ones obtained by the MLE, this is probably due to the large sample size. The
preventive estimator had the worst performance and the nonparametric bootstrap estimator had a similar
performance to the MLE. It is noteworthy that the best estimates were obtained by the corrective
estimator in the nonlinear model, followed by the parametric bootstrap estimator also in the nonlinear
model. Comparing the linear and nonlinear models, we note that the MLE was similar for both models.
Comparing the corrective, parametric bootstrap and nonparametric estimators for both models, the
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estimators from the nonlinear model had the best performance. Therefore, we conclude that for all
sample sizes the nonlinear model should be preferred to its linearized version.
7 Application to real data
We now present an application of the linear beta regression model with dispersion covariates, the par-
ticular case considered in Section 5. The source of the data is Prater (1956). We want to model the
proportion of crude oil that is converted to petrol after fractional distillation. We have two explanatory
variables for this model. The first is the level of crude oil, where 10 different possible levels correspond
to the proportion of crude oil that was vaporized. The second is the temperature in Fahrenheit at which
all petrol that is contained in the amount of crude oil vaporizes. Ferrari and Cribari-Neto (2004) and
Ospina et al. (2006) used this data as an illustration of the linear beta regression model and of some
bias-correction schemes for the model, respectively.
The sample size is n = 32. The model specification consists of two parts as seen in equation (3).
The first, which is related to the mean, includes an intercept (x1 = 1), 9 different dummy variables
(x2, . . . , x10) to represent the 10 possible different situations for the level of crude oil and the covariate
x11, measuring the temperature in Fahrenheit degrees at which all petrol vaporizes. The second, which
is related to the precision parameter, includes an intercept (z1 = 1) and the covariate z2 = x11.
Table 19: Statistics and p-values of the LRT and ST.
Test Stat. value p-value
LRT 4.35902 0.03681
ST 6.57124 0.01036
The logit link function was used to relate the mean of the response variable to the linear predictor,
and the log link function was used to relate the precision parameter to its linear predictor. The unknown
coefficients were estimated through maximum likelihood using the quasi-Newton optimization method
BFGS (see, for instance, Press et al., 1992) with analytical derivatives. The corrective (based on Cox
and Snell, 1968), preventive (based on Firth, 1993) and bootstrap bias corrected (based on Efron, 1979)
bias corrected schemes considered in Sections 3 and 4 were also computed.
We can then write the model we are considering as
logit(µi) = β1 + β2x2i + β3x3i + β4x4i + β5x5i + β6x6i + β7x7i + β8x8i + β9x9i + β10x10i + β11x11i,
log(φi) = θ1 + θ2z2i, i = 1, . . . , 32,
where logit(x) = log(x/(1 − x)).
Looking at Table 20 we see that θ2 has an standard error of 0.00361. Thus, if we use the asymptotic
normality to test if θ2 = 0, one would obtain the p-value 5.65 × 10−5, which indicates the significance
of this parameter. As a further study on this direction we considered the likelihood ratio test (LRT)
and the score test (ST), to test the null hypothesis that the true model does not contain θ2 (that is,
θ2 = 0), which was the model considered by Ferrari and Cribari-Neto (2004), and Ospina et al. (2006),
versus, the full model considered above (that is, θ2 6= 0). The value of the statistics together with the
p-value obtained by the comparison with the quantiles of a χ21 distribution are given below in Table 19.
By looking at Table 19 we may conclude that the null hypothesis (that θ2 = 0) should be rejected, thus
showing that the general model introduced in Section 2 may be useful to practioners.
Table 20 presents the maximum likelihood estimates along with their corrected versions and the
corresponding standard errors. The adjusted versions are the corrective bias-corrected estimator (Cox-
Snell), the preventive bias-corrected estimator (Firth), the parametric bootstrap bias-corrective estimator
(p-boot) and the nonparametric bootstrap bias-corrected estimator (np-boot). It can be seen that the
estimates and corrected estimates for the parameters β’s are very similar, however, for the parameters
θ’s, we observe some difference between the maximum likelihood estimate and the corrected ones.
In Table 21 we give the maximum likelihood estimates of µ and φ together with their corrected
versions. We then see that there are not large differences between the estimates of µ and the corrected
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Table 20: Estimated values of the parameters and their standard errors.
Parameter MLE Cox-Snell Firth p-boot np-boot
β1 -5.92323 -5.91695 -5.92336 -5.91213 -5.92425
(0.18352) (0.22155) (0.15302) (0.20352) (0.14326)
β2 1.60198 1.60063 1.60179 1.60231 1.61022
(0.06385) (0.08602) (0.05271) (0.06851) (0.07535)
β3 1.29726 1.29592 1.29800 1.29429 1.29766
(0.09910) (0.12392) (0.08239) (0.10315) (0.09109)
β4 1.56533 1.56363 1.56472 1.56333 1.58932
(0.09973) (0.12376) (0.08300) (0.11973) (0.12473)
β5 1.03007 1.02919 1.03019 1.03334 1.03327
(0.06328) (0.08554) (0.05223) (0.06728) (0.06998)
β6 1.15416 1.15318 1.15416 1.15399 1.15456
(0.06564) (0.08771) (0.05424) (0.07533) (0.06167)
β7 1.01944 1.01857 1.01991 1.01744 1.01934
(0.06635) (0.08925) (0.05478) (0.06323) (0.06835)
β8 0.62225 0.62171 0.62038 0.62111 0.62448
(0.06563) (0.08921) (0.05416) (0.07563) (0.07599)
β9 0.56458 0.56415 0.56485 0.56558 0.56651
(0.06018) (0.08321) (0.04957) (0.07066) (0.07538)
β10 0.35943 0.35906 0.36046 0.35911 0.36433
(0.06714) (0.09243) (0.05532) (0.08332) (0.07755)
β11 0.01035 0.01034 0.01035 0.01035 0.01037
(0.00043) (0.00052) (0.00036) (0.00049) (0.00066)
θ1 1.36408 1.98699 1.64216 1.88568 1.45548
(1.22578) (1.22669) (1.22819) (1.22877) (1.22439)
θ2 0.01457 0.01147 0.01483 0.01266 0.01387
(0.00361) (0.00362) (0.00362) (0.00374) (0.00369)
estimates of µ, nevertheless, for the parameter φ, we note considerably differences between the maximum
likelihood estimates and the corrected ones.
8 Conclusions
We defined a general beta regression models which allows a regression structure on the precision param-
eter, and both the regression structures on the mean and on the precision parameters are allowed to
be nonlinear. Then, using the approximation theory developed by Cox and Snell (1968), we calculate
O (n−1) bias for the MLEs for β and θ. Our results generalize the formulae obtained by Ospina et al.
(2006). We then defined bias-free estimator to order O (n−1), by using the expressions obtained through
Cox and Snell’s (1968) formulae and Firth’s (1993) estimating equation. We also considered two schemes
of bias correction based on bootstrap. We use simulation in a nonlinear beta regression model with
nonlinear dispersion covariates to conclude the superiority of the corrective and parametric bootstrap
methods of bias correction over the other methods presented here with regard to both bias reduction and
mean squared error. In fact, the parametric bootstrap presented, in general, the smallest mean squared
error, and the corrective method the smallest bias. Further, the corrective method has an advantage over
the parametric bootstrap, which is the fact that the parametric bootstrap is computer intensive whereas
the corrective method is not. The simulation also considered another study, to check if a nonlinear model
which can be linearized should be estimated through a nonlinear model, or through a linear model. The
simulation showed that the nonlinear model should be preferred, showing that the general model we are
presenting has the potential to be very useful to practioners. The paper is concluded with an empirical
application to illustrate the usefulness of our results, and more speciffically, the usefulness of considering
a model with dispersion covariates.
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Table 21: Estimated values of µ and φ.
i MLE Cox-Snell Firth p-boot np-boot
µi φi µi φi µi φi µi φi µi φi
1 0.0999 77.500 0.0999 66.000 0.0996 92.800 0.0996 66.900 0.0998 53.600
2 0.1865 215.00 0.1866 154.50 0.1863 279.50 0.1863 203.80 0.1863 200.00
3 0.3214 596.30 0.3214 311.10 0.3212 798.10 0.3213 577.10 0.3214 658.30
4 0.4737 1471.7 0.4737 432.20 0.4736 1941.1 0.4737 1371.2 0.4737 1772.5
5 0.0856 93.700 0.0855 77.900 0.0854 114.40 0.0853 82.800 0.0853 69.400
6 0.1421 208.80 0.1419 151.10 0.1418 271.00 0.1418 197.60 0.1419 193.00
7 0.2628 613.90 0.2626 316.30 0.2625 821.80 0.2625 593.90 0.2625 680.20
8 0.1032 85.800 0.1031 72.200 0.1028 103.90 0.1029 75.100 0.1029 61.700
9 0.1765 205.80 0.1763 149.40 0.1760 266.90 0.1761 194.60 0.1761 189.60
10 0.3024 554.40 0.3022 298.20 0.3019 741.60 0.3021 536.90 0.3023 606.30
11 0.0788 120.00 0.0787 96.300 0.0785 149.90 0.0786 108.90 0.0786 96.200
12 0.1436 309.50 0.1437 203.00 0.1434 408.80 0.1435 297.80 0.1435 309.40
13 0.2475 798.10 0.2475 362.10 0.2473 1067.5 0.2474 767.40 0.2475 911.30
14 0.3439 1537.5 0.3439 432.60 0.3437 2024.5 0.3438 1427.9 0.3437 1857.2
15 0.1695 342.80 0.1696 218.20 0.1693 454.30 0.1694 330.70 0.1694 348.80
16 0.2754 821.70 0.2755 366.90 0.2752 1098.8 0.2753 789.40 0.2753 941.10
17 0.3369 1235.6 0.3369 422.30 0.3367 1639.2 0.3368 1164.7 0.3368 1469.0
18 0.1054 191.30 0.1054 141.00 0.1053 247.10 0.1052 180.10 0.1052 173.40
19 0.2360 742.00 0.2361 349.60 0.2359 993.00 0.2359 715.00 0.2359 840.60
20 0.3231 1368.3 0.3231 429.60 0.3230 1809.4 0.3230 1281.4 0.3230 1639.4
21 0.0538 120.00 0.0538 96.300 0.0535 149.90 0.0536 108.90 0.0536 96.200
22 0.0792 215.00 0.0792 154.50 0.0789 279.50 0.0791 203.80 0.0791 200.00
23 0.1690 720.70 0.1691 344.50 0.1686 964.60 0.1689 695.00 0.1689 813.80
24 0.2706 1677.9 0.2706 430.20 0.2700 2201.4 0.2705 1547.6 0.2704 2038.3
25 0.0827 248.70 0.0827 172.80 0.0825 325.70 0.0825 237.50 0.0825 238.50
26 0.1711 798.10 0.1712 362.10 0.1710 1067.50 0.1710 767.40 0.1711 911.30
27 0.3188 2523.2 0.3188 337.10 0.3187 3238.4 0.3187 2236.3 0.3187 3129.6
28 0.1270 650.80 0.1270 326.60 0.1269 871.20 0.1268 628.90 0.1268 726.20
29 0.2366 1885.4 0.2366 419.20 0.2365 2460.2 0.2364 1721.5 0.2365 2306.0
30 0.1050 798.10 0.1051 362.10 0.1049 1067.5 0.1049 767.40 0.1049 911.30
31 0.1195 978.70 0.1195 394.30 0.1193 1305.5 0.1194 933.80 0.1195 1140.4
32 0.1840 1998.5 0.1840 409.80 0.1838 2600.1 0.1839 1814.9 0.1840 2452.1
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Appendix
We give explicit expressions for the cumulants and their derivatives, both defined in page 5. Further, we
give the expressions for each quantity contained in equation (8), some of them are also deduced to help
the reader who might be interested in checking the results.
We call attention for the fact that the expressions of the type contained in equation (8) from the
Appendix of Ospina et al. (2006) are incorrect if we put a as φ. But this is a minor issue, and the
formulae contained in the body of the text are correct.
Consider initially the following notation for the derivatives, and product of the derivatives, of the
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predictor with respect to the regression parameters:
(rs)i =
∂2η1i
∂βr∂βs
, (RS)i =
∂2η2i
∂θR∂θS
, (rs, T )i =
∂2η1i
∂βr∂βs
∂η2i
∂θT
,
and so on. Now, consider the following quantities:
ai = ψ
′((1− µi)φi) + ψ′(µiφi),
bi = ψ
′((1− µi)φi)(1 − µi)2 + ψ′(µiφi)µ2i − ψ′(φi),
ci = ψ
′′((1− µi)φi)− ψ′′(µiφi),
di = ψ
′′((1− µi)φi)(1 − µi)2 − ψ′′(µiφi)µ2i ,
ei = ψ
′′(φi)− ψ′′(µiφi)µ3i − ψ′′((1 − µi)φi)(1− µi)3.
By using these quantities, the cumulants can be written as
κrs = −
n∑
i=1
φ2i ai
(
dµi
dη1i
)2
(r, s)i,
κrS = −
n∑
i=1
φi{µiai − ψ′((1− µi)φi)} dµi
dη1i
dφi
dη2i
(r, S)i,
κRS = −
n∑
i=1
bi
(
dφi
dη2i
)2
(R,S)i,
κrsu =
n∑
i=1
φ2i
{
φici
(
dµi
dη1i
)3
− 3ai dµi
dη1i
d2µi
dη21i
}
(r, s, u)i
−
n∑
i=1
φ2i ai
(
dµi
dη1i
)2
{(rs, u)i + (ru, s)i + (su, r)i},
κrsU = −
n∑
i=1
φi{2ai + φiψ′′((1− µi)φi)− φiµici}
(
dµi
dη1i
)2
dφi
dη2i
(r, s, U)i
+
n∑
i=1
φi{ψ′((1− µi)φi)− µiai}d
2µi
dη21i
dφi
dη2i
(r, s, U)i
+
n∑
i=1
φi{ψ′((1− µi)φi)− µiai} dµi
dη1i
dφi
dη2i
(rs, U)i,
κrSU =
n∑
i=1
{ψ′((1 − µi)φi)− µiai}
{
2
dµi
dη1i
(
dφi
dη2i
)2
+ φi
dµi
dη1i
d2φi
dη22i
}
(r, S, U)i
+
n∑
i=1
φidi
dµi
dη1i
(
dφi
dη2i
)2
(r, S, U)i
+
n∑
i=1
φi{ψ′((1 − µi)φi)− µiai} dµi
dη1i
dφi
dη2i
(r, SU)i,
κRSU =
n∑
i=1
{
ei
(
dφi
dη2i
)3
− 3bi d
2φi
dη22i
dφi
dη2i
}
(R,S, U)i
−
n∑
i=1
bi
(
dφi
dη2i
)2
{(RS,U)i + (RU, S)i + (SU,R)i}.
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Differentiating the second order cumulants with respect to the parameters, we have
κ(u)rs = −
n∑
i=1
φ2i
{
2ai
dµi
dη1i
d2µi
dη21i
− φici
(
dµi
dη1i
)3}
(r, s, u)i
−
n∑
i=1
φ2i ai
(
dµi
dη1i
)2
{(ru, s)i + (su, r)i},
κ(U)rs = −
n∑
i=1
{
φ2i [ψ
′′((1− µi)φi)− µici] + 2φiai
}( dµi
dη1i
)2
dφi
dη2i
(r, s, U)i,
κ
(u)
RS =
n∑
i=1
{diφi + 2ψ′((1− µi)φi)− 2µiai} dµi
dη1i
(
dφi
dη2i
)2
(R,S, u)i,
κ
(U)
RS =
n∑
i=1
{
ei
(
dφi
dη2i
)3
− 2bi dφi
dη2i
d2φi
dη22i
}
(R,S, U)i
−
n∑
i=1
bi
(
dφi
η2i
)2
{(RU, S)i + (SU,R)i},
κ
(u)
rS =
n∑
i=1
φi{φiµici − ψ′′((1 − µi)φi)φi − ai}
(
dµi
dη1i
)2
dφi
dη2i
(r, S, u)i
+
n∑
i=1
φi{ψ′((1− µi)φi)− aiµi}d
2µi
dη21i
dφi
dη2i
(r, S, u)i
+
n∑
i=1
φi{ψ′((1− µi)φi)− aiµi} dµi
dη1i
dφi
dη2i
(ru, S)i,
κ
(U)
rS =
n∑
i=1
{ψ′((1 − µi)φi)− aiµi + φidi} dµi
dη1i
(
dφi
dη2i
)2
(r, S, U)i
+
n∑
i=1
φi{ψ′((1− µi)φi)− aiµi} dµi
dη1i
d2φi
dη22i
(r, S, U)i
+
n∑
i=1
φi{ψ′((1− µi)φi)− aiµi} dµi
dη1i
dφi
dη2i
(SU, r)i.
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We now define the diagonal matrices
M1 = diag
(
φ2i
2
[
φici
(
dµi
dη1i
)3
− ai dµi
dη1i
d2µi
dη21i
])
, (20)
M2 = diag
(
φ2i
2
{µici − ψ′′((1− µi)φi)}
(
dµi
dη1i
)2
dφi
dη2i
+φi{ψ′((1− µi)φi)− aiµi}d
2µi
dη21i
dφi
dη2i
)
(21)
M3 = diag
(
−φi
2
{
[2ai + φiψ
′′((1− µi)φi)− φiµici]
(
dµi
dη1i
)2
dφi
dη2i
+[ψ′((1 − µi)φi)− µiai]d
2µi
dη21i
dφi
dη2i
})
, (22)
M4 = diag
(
1
2
{
[diφi + 2ψ
′((1− µi)φi)− 2µiai] dµi
dη1i
(
dφi
dη2i
)2
−φi[ψ′((1 − µi)φi)− µiai] dµi
dη1i
d2φi
dη22i
})
, (23)
M5 = diag
(
φi
2
{
di
dµi
dη1i
(
dφi
dη2i
)2
+ [ψ′((1 − µi)φi)− µiai] dµi
dη1i
d2φi
dη22i
})
, (24)
M6 = diag
(
1
2
[
ei
(
dφi
dη2i
)3
− bi dφi
dη2i
d2φi
dη22i
])
, (25)
N1 = diag
(
φ2i ai
2
(
dµi
dη1i
)2)
, (26)
N2 = diag
(
φi
2
[ψ′((1− µi)φi)− aiµi] dµi
dη1i
dφi
dη2i
)
, (27)
N3 = diag
(
bi
2
(
dφi
dη2i
)2)
. (28)
Let now, mji be the ith diagonal element of the matrix Mj, and nji be the ith diagonal element of
the matrix Nj . Thus, consider also the following matrices
L1 =
n∑
i=1
n2iX˜iK
βθZ˜T δi,
L2 =
n∑
i=1
n2iZ˜iK
βθX˜T δi,
where δi is an n× 1 vector with a one in the ith position and zeros elsewhere.
From expressions (20) to (28) we get:
κ(u)rs −
1
2
κrsu =
n∑
i=1
m1i(r, s, u)i +
n∑
i=1
n1i{(rs, u)i − (ru, s)i − (su, r)i},
κ
(u)
Rs −
1
2
κRsu =
n∑
i=1
m2i(R, s, u)i +
n∑
i=1
n2i(su,R)i,
κ
(u)
rS −
1
2
κrSu =
n∑
i=1
m2i(r, S, u)i +
n∑
i=1
n2i(ru, S)i,
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κ(U)rs −
1
2
κrsU =
n∑
i=1
m3i(r, s, U)i −
n∑
i=1
n2i(rs, U)i,
κ
(u)
RS −
1
2
κRSu =
n∑
i=1
m4i(R,S, u)i −
n∑
i=1
n2i(RS, u)i,
κ
(U)
Rs −
1
2
κRsU =
n∑
i=1
m5i(R, s, U)i +
n∑
i=1
n2i(RU, s)i,
κ
(U)
rS −
1
2
κrSU =
n∑
i=1
m5i(r, S, U)i +
n∑
i=1
n2i(SU, r)i,
κ
(U)
RS −
1
2
κRSU =
n∑
i=1
m6i(R,S, U)i +
n∑
i=1
n3i{(RS,U)i − (RU, S)i − (SU,R)i}.
We are now in conditions to compute each term of expression (8):
∑
r,s,u
κarκsu
{
κ(u)rs −
1
2
κrsu
}
=
n∑
i=1
m1i
∑
r
κar(r)i
∑
s,u
κsu(s, u)i
+
n∑
i=1
n1i
∑
r,s,u
κarκsu{(rs, u)i − (ru, s)i − (su, r)i}
=
n∑
i=1
m1i
∑
r
κar(r)iδ
T
i (X˜K
ββX˜T )δi
−
n∑
i=1
n1i
∑
r
κar(r)i
∑
s,u
κsu(su)i
= δTa
∑
i=1
KaβX˜T δim1iδ
T
i (X˜K
ββX˜T )δi
−δTa
n∑
i=1
n1iK
aβX˜iδiFi
= δTaK
aβX˜TM1Pββ − δTaKaβX˜TN1F,
where Kaβ is the matrix Kββ if a = 1, . . . , k and is Kβθ if a = k + 1, . . . , k + h, further, if a =
k + 1, . . . , k + h, we use the abuse of notation δa to mean δa−h, also, the matrices Pββ , Fi and F were
defined in page 6. Similarly, we obtain,
∑
R,s,u
κaRκsu
{
κ
(u)
Rs −
1
2
κRsu
}
= δTaK
aθZ˜TM2Pββ + δ
T
aK
aθZ˜TN2F,
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where, Kaθ is Kβθ if a = 1, . . . , k and is Kθθ if a = k + 1, . . . , k + h. Further,
∑
r,S,u
κarκSu
{
κ
(u)
rS −
1
2
κrSu
}
=
n∑
i=1
m2i
∑
r
κar(r)i
∑
S,u
κSu(S, u)i
+
n∑
i=1
n2i
∑
S,u
κSu(S)i
∑
r
κar(ur)i
=
n∑
i=1
m2i
∑
r
κar(r)iδ
T
i (X˜K
βθZ˜T )δi
+
n∑
i=1
n2i
∑
S,u
κSu(S)iδ
T
aK
aβX˜iδu
= δTa
∑
i=1
KaβX˜T δim2iδ
T
i (X˜K
ββZ˜T )δi
+δTa
n∑
i=1
n2i
∑
u
KaβX˜iδuδ
T
uK
βθZ˜T δi
= δTaK
aβX˜TM2Pβθ + δ
T
aK
aβL1.
In a similar fashion, we have
∑
r,s,U
κarκsU
{
κ(U)rs −
1
2
κrsU
}
= δTaK
aβX˜TM3Pβθ − δTaKaβL1,
where Pβθ was defined in page 6. Now, analogously we have,
∑
R,S,u
κaRκSu
{
κ
(u)
RS −
1
2
κRSu
}
= δTaK
aθZ˜TM4Pβθ − δTaKaθL2,
∑
R,s,U
κaRκsU
{
κ
(U)
Rs −
1
2
κRsU
}
= δTaK
aθZ˜TM5Pβθ + δ
T
aK
aθL2,
∑
r,S,U
κarκSU
{
κ
(U)
rS −
1
2
κrSU
}
= δTaK
aβX˜TM5Pθθ + δ
T
aK
aβX˜N2G,
where G was defined in page 6. Finally, we have
∑
R,S,U
κaRκSU
{
κ
(U)
RS −
1
2
κRSU
}
= δTaK
aθZ˜TM6Pθθ − δTaKaθZ˜TN3G.
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