We present a diagrammatic formulation of a theory for the time dependence of density fluctuations in equilibrium systems of interacting Brownian particles. To facilitate derivation of the diagrammatic expansion we introduce a basis that consists of orthogonalized many-particle density fluctuations. We obtain an exact hierarchy of equations of motion for time-dependent correlations of orthogonalized density fluctuations. To simplify this hierarchy we neglect contributions to the vertices from higher-order cluster expansion terms. An iterative solution of the resulting equations can be represented by diagrams with three and four-leg vertices. We analyze the structure of the diagrammatic series for the time-dependent density correlation function and obtain a diagrammatic interpretation of reducible and irreducible memory functions. The one-loop self-consistent approximation for the latter function coincides with mode-coupling approximation for Brownian systems that was derived previously using a projection operator approach.
I. INTRODUCTION
There has been a lot of interest in recent years in the dynamics of interacting Brownian particles 1, 2 . The reason for this interest is twofold. First, experiments have provided a wealth of information about the motion of individual colloidal particles 3 . A system of interacting Brownian particles is the simplest model of a colloidal suspension. Second, interacting Brownian particles constitute the simplest model system on which one can test techniques and approximations of non-equilibrium statistical mechanics. It is a simpler model system than a simple fluid for both fundamental reasons (irreversibility is built in) and technical reasons (particles have fewer degrees of freedom due to the overdamped character of their motion).
In this paper we present a diagrammatic approach to the description of time-dependent density fluctuations in equilibrium systems of interacting Brownian particles (here an equilibrium system means a stable or a metastable (e.g. supercooled) equilibrium system). The original inspiration for this work was a series of three papers 4, 5, 6 by Hans Andersen in which a general framework of a diagrammatic approach to the dynamics of fluctuations in equilibrium simple fluids was presented. An important feature of Andersen's approach was adoption of a specific set of basis functions, termed Boley 7 basis. As lucidly explained in Ref. 5 , one of the advantages of this set of basis functions is an enormous simplification of the initial condition for the whole hierarchy of equations for time-dependent correlation functions 8 . Additional motivation for our work comes from renewed interest 9, 10, 11, 12 in developing field theories for systems of strongly interacting particles and in using these theories to generate approximate self-consistent approaches to the dynamics of these systems. Such field theories usually lead to diagrammatic series for so-called response and correlation functions. Our work might be the first step in a reverse procedure: constructing a field theory from a diagrammatic approach. Also, our approach provides a very simple derivation of the modecoupling theory 13 that has been extensively used to describe colloidal systems. This theory has been previously derived using a projection operator approach 14 . More recent, field-theoretical derivations have either been found unsatisfactory 15 or are quite involved 10, 11 . Finally, new techniques have recently been developed for strongly correlated many-body quantum systems that allow one to numerically integrate 16 and approximately analyze 17 whole diagrammatic series. It is hoped that these methods could be adopted to classical many-body systems and, in particular, that they could be used to evaluate diagrammatic series presented in this paper.
Our diagrammatic approach to the dynamics of equilibrium systems of interacting Brownian particles is similar to that developed by Andersen 4, 5, 6 for simple fluids. In spite of the fact that a Brownian system is simpler than a simple fluid, in the present problem it is advantageous to introduce two different sets of basis functions. As a consequence, a general structure that leads to the emergence of so-called irreducible memory function appears naturally in the diagrammatic expansion. Our approach uses one important aspect of Andersen's work: in Ref. 4 the existence of a basis of orthogonalized manyparticle phase-space density fluctuations was established. We use a consequence of this result: we assume the existence of a basis consisting of orthogonalized manyparticle density fluctuations in the Fourier space. We also assume the existence of a second, closely-related orthogonalized basis of many-particle self-density fluctuations in the Fourier space. The latter basis was used previously in the description of self-diffusion in Brownian systems 18, 19 . Our main, formal result is a hierarchy of equations for time-dependent correlations of the orthogonalized manyparticle densities. An important feature of this hierarchy is that all the interactions are renormalized: they are expressed in terms of equilibrium correlation functions. To simplify the structure of the hierarchy, we neglect the contributions to the terms describing inter-particle interactions (i.e. vertices) coming from higher-order cluster expansion terms. An iterative solution of the simplified hierarchy can be interpreted in terms of diagrams. After some simplifications we obtain an expansion in terms of diagrams consisting of lines corresponding to free diffusion and three-, and four-leg vertices. We analyze the structure of the diagrammatic expression for the density correlation function and show that so-called irreducible memory function appears in a very natural way. Finally, we present a diagrammatic derivation of the standard, Götze-like 13,14 mode-coupling approximation. The paper is organized as follows. In Sec. II, we introduce two sets of basis functions. In Sec. III, we derive exact, formal equations of motion for time-dependent correlations of orthogonalized many-particle densities and in Sec. IV, we simplify these equations by neglecting contributions to the vertices from higher order cluster expansion terms. Sec. V is devoted to the derivation of diagrammatic representation: first, the approximate equations of motion are re-written as integral equations; then, the iterative solution of the latter equations is interpreted in terms of labeled diagrams; finally, a series expansion in terms of labeled diagrams is rewritten in terms of unlabeled diagrams. In Sec. VI, we analyze the series expansion and present diagrammatic expressions for so-called memory and irreducible memory functions. In Sec. VII, we show that a self-consistent one-loop approximation for the irreducible memory function is equivalent to the mode-coupling approximation. We close in Sec. VIII with a discussion of our results, a comparison with other approaches, and an outline of future research.
II. BASIS FUNCTIONS: ORTHOGONALIZED MANY-PARTICLE DENSITIES
We consider a system of N interacting Brownian particles in volume V . The average density is n = N/V . The brackets ... indicate a canonical ensemble average at temperature T . In Secs. II and III, we consider a large but finite system and in Sec. IV, we take the thermodynamic limit, N → ∞, V → ∞, N/V = n = const.
We start by introducing a set of Fourier transforms of many-particle densities,
Here k > 0 and r i , i = 1, ..., N denote positions of the particles. For simplicity, we will henceforth use term many-particle densities for the Fourier transforms of these densities. Also, we will sometimes use abbreviated notation. Hence N k (k 1 , k 2 , ..., k k ) may be written as N k (1, 2, ..., k) or even as N k . Also, sum over wavevectors, k1,...,k k may be written as 1,...,k . It should be noted that densities N k are symmetric functions of their arguments. Following Andersen 4 , we introduce orthogonalized many-particle densities using the language of a Hilbert space. The densities are mapped onto vectors,
and the scalar product is defined as
where the asterisk denotes complex conjugation.
To define a set of vectors corresponding to the orthogonalized many-particle densities we start from the 0-particle density,
Next, we introduce a projection operator P 0 onto a subspace spanned by |n 0 , and define |n 1 as the part of |N 1 that is orthogonal to |n 0 ,
Having introduced |n 1 we can define a projection operator P 1 onto a subspace spanned by it. This allows us to define |n 2 as the part of |N 2 that is orthogonal to |n 0 and |n 1 ,
Higher-order orthogonalized many-particle densities can be introduced by continuing this recursive procedure. The orthogonalized densities are symmetric functions of their arguments. The set of the orthogonalized densities constitutes the Boley 7 basis for the present problem. It should be emphasized that the orthogonalization procedure described above implicitly assumes the existence of the projection operators 4 . The simplest, trivial example is that of P 1 . We can write P 1 as
where K 1 is the inverse of the
One notes immediately that
, where S(k) is the static structure factor, and thus
In general, we can formally write
Here K k is the inverse of
In Eq. (11)
is an identity defined as
where ℘(1 ′ , ..., k ′ ) denotes a permutation of the arguments 1 ′ , ..., k ′ , and the sum is over k! distinct permutations.
The question of the existence of functions K k is related to the question of the existence of similar functions that was discussed and answered affirmatively in Sec. 3 of Ref.
4 (a careful reader will have by now noticed that we partially follow notation introduced in that paper). The only, minor difference is that the functions considered in this work are Fourier transforms of the many-particle densities in position space whereas the functions considered in Ref.
4 are many-particle densities in phase-space. It will become clear in the next section that in addition to the set of densities n k , it is advantageous to introduce another set of orthogonalized densities. This set of densities was implicitly used in investigations of self-diffusion in Brownian systems 18, 19 . We start with the self-density,
N s 1 depends on the particle number 1; note that there is nothing special about selecting this particular particle and any other particle can be used in its place.
Next, we define analogous many-particle self-densities,
and associated vectors in the Hilbert space,
It should be noted that self-densities N s k (1, 2, ..., k) are symmetric functions of their k − 1 last arguments.
Finally, we perform a recursive orthogonalization. To make this procedure similar to that used for manyparticle densities we start with the 0-particle self-density,
and then we define the 1-particle self-density,
where P s 0 is a projection operator on a subspace spanned by |n s 0 . Next, we introduce a projection operator P 
Again, higher-order orthogonalized self-densities can be introduced by continuing this procedure.
As before, the orthogonalization procedure relies upon the existence of projection operators P s l . Formally we can write them as
where ℘(2 ′ , ..., k ′ ) denotes a permutation of the arguments 2 ′ , ..., k ′ , and the sum in Eq. (22) is over (k − 1)! distinct permutations.
The question of the existence of projection operators P s k is equivalent to that of the existence of functions K s k . Here, we assume here that these functions exists and we leave the proof of this fact for a future study (such a proof probably can be done following the analysis presented in the Appendix B of Ref. 4 ). It should be noted that the bases |n k and |n s k are not independent. For example,
However, it is easy to see that
III. EXACT, FORMAL EQUATIONS OF MOTION
We start with a formal expression for the timedependent correlation function of a k-particle density at time t and an l-particle density at time 0,
Here Ω denotes the Smoluchowski operator,
where D 0 is the diffusion coefficient of an isolated Brownian particle, ∇ i denotes a partial derivative with respect to r i ,
β = 1/(k B T ) with k B being the Boltzmann constant, and F i denotes a force acting on particle i,
with V (r) being the inter-particle potential. Finally, in expression (25) the equilibrium distribution stands to the right of the quantity being averaged and the Smoluchowski operator, and all other operators act on it as well as on everything else (unless parentheses indicate otherwise). The orthogonalized many-particle densities n k are linear combinations of densities N k and thus we can easily define the following time-dependent correlation functions,
As emphasized in Ref. 5 , the advantage of dealing with time-dependent correlation functions (29) is that the initial condition is diagonal, i.e.
Another advantage of using functions (29) is that in equations of motion for n k exp (Ωt) n * l bare interactions (i.e. forces F i , i = 1, ..., N ) are automatically renormalized by equilibrium correlation functions.
To derive a hierarchy of equations of motion for correlation functions (29) we follow Andersen 5 and ascribe the time-dependence to vectors |n k . Explicitly, |n k (t) is defined as the vector associated with
where Ω † denotes the adjoint Smoluchowski operator,
It should be emphasized that the adjoint operator Ω † acts only on the densities.
We decompose the time derivative of |n k (t) into a linear combination of |n l (t) ,
, l; t) .(33)
The formulas for the coefficients Q kl can be obtained in a number of ways (see, e.g., Ref. 5 ). The result is
Next, we analyze matrix elements of the Smoluchowski operator, n k Ωn * l . Since all the particles are the same and the equilibrium distribution is symmetric with respect to the particle exchange, we can re-write matrix element n k Ωn * l in the following way
where, as emphasized by the parentheses, derivatives ∇ 1 act only on the densities.
It is clear that
Eq. (37) follows from integrating (∇ 1 n k ) n s * m by parts and then using the fact that n k is orthogonal to all n s l for k > l. As a consequence of Eq. (37), the only nonvanishing matrix elements of the Smoluchowski operator are n k Ωn * k+1 , n k+1 Ωn * k and n k Ωn * k :
One should note that the diagonal matrix element n k Ωn * k consists of two different parts. This decomposition, which appears here in a very natural way, will lead to the emergence of an irreducible memory function.
To derive the formulas for coefficients Q kl , we contract the expressions for matrix elements n k Ωn * l with functions K l . It is obvious that the only non-vanishing coefficients Q kl are Q kk+1 , Q k+1k and Q kk .
We are now in a position to write down a hierarchy of equations of motion for vectors |n k (1, ..., k; t) , k ≥ 1. This hierarchy could be a starting point for a theory for time-dependent many-particle density correlations. In this paper we are only concerned with the time-dependent single-particle density correlation function, n 1 (1; t)n * 1 (1 ′ ) . Thus, rather than presenting the most general hierarchy, we write down an equation of motion for n 1 (1; t)n *
and a hierarchy of equations of motion for functions that couple to n 1 (1; t)n *
The hierarchy (41-42) is the main formal result of this paper. One could now follow Andersen 5 and use Eqs. (41-42) as a starting point for a formally exact diagrammatic approach. Here, we follow a different route: first we approximate vertices Q kl and then we formulate a diagrammatic approach.
Before introducing approximations, let us comment on general structure of Eqs. (41-42). First, a given correlation function n k (t)n * 1 couples, via equations of motion, to n k−1 (t)n * 1 (except for k = 1) and n k+1 (t)n * 1 . Second, the initial condition for this hierarchy is very simple,
Thus, in a hierarchy of integral equations that is equivalent to Eqs. (41-42), and in an iterative solution of this hierarchy, there are no terms related to t = 0 correlations except for n 1 (t = 0)n * 1 ≡ n 1 n * 1 . Third, it can easily be shown that the vertices Q kl can be expressed in terms of equilibrium correlation functions. Thus, bare interactions present in a hierarchy of equations of motion for correlation functions N k (t)N l have been renormalized 5 . In particular, within a simple approximation discussed in the next section, the bare force is replaced by a derivative of a direct correlation function.
IV. APPROXIMATE EQUATIONS OF MOTION: LOWEST ORDER CLUSTER EXPANSION TERMS
Vertices Q kl that enter into the exact, formal equations of motion (41-42) can be expressed in terms of equilibrium correlation functions. In general, exact expressions
A complete cluster expansion of vertices Q kl can be performed following Sec. II and Appendix A of Ref.
6 . We only give expressions for the lowest order terms in the complete cluster expansion. To get these terms it is sufficient to retain only the lowest order terms in the cluster expansions of the matrix elements (38-40) and of functions K l . The analysis is straightforward albeit the intermediate formulas are rather long. We need the lowest order cluster expansion terms for n s k ∇ 1 n * k+1
(and its complex conjugate), n s k n s * k and K k . Including only the lowest order cluster expansion terms, the first quantity is given by the following expression
Here the notation q 1 , ..., q k+1 [q j , q l ] means remove q j and q l from the preceding list and thus ℘(q 1 , ..., q k+1 [q j , q l ]) denotes a permutation of wavevectors q i , 1 ≤ i ≤ k + 1, i = j and i = l. Finally, in Eq. (44) the following shorthand notation is used,
The second quantity, n s k n s * k , is given by
where the notation q 1 , ..., q k+1 [q j ] means remove q j from the preceding list. Finally, including only the lowest order cluster expansion terms, K l has the following simple form
We substitute expressions (46-47) into the formulas for vertices Q kk+1 , Q k+1k , and Q kk and, after some calculations, we obtain
The right-hand-sides of expressions (48-50) involve twoparticle correlation function (more precisely, its Fourier transform, i.e. the static structure factor) and function n s 1 (∇ 1 n * 2 ) . The exact expression for the latter function involves a three-particle correlation function. As is customary 13, 14 , we use the convolution approximation for the three-particle contribution to n s 1 (∇ 1 n * 2 ) , and in this way we obtain
where c(k) is the direct correlation function, c(k) = (1 − 1/S(k))/n.
Substituting expressions (48-50) together with approximation (51) into the formal, exact hierarchy (41-42) we get an approximate hierarchy in which all the vertices are expressed in terms of the static structure factor and the direct correlation function. Before we write down this hierarchy, we take the thermodynamic limit and replace summations over wavevectors by integrals,
Kronecker δs by delta functions,
and identities involving Kronecker δs by ones involving delta functions,
Also, we introduce the following short-hand notation
The final result of this section is the following equation of motion for the density correlation function
and a hierarchy of equations for functions n k (t)n *
V. DIAGRAMMATIC REPRESENTATION
To derive a diagrammatic representation for the timedependent density correlation function n 1 (t)n 1 we replace the hierarchy (58-59) by a hierarchy of integral equations. Explicitly, for t > 0, for the density correlation function we get,
and for the higher order functions, n k (t)n * 1 , k > 1, we obtain the following hierarchy
The hierarchy of integral equations (60-61) can be solved with respect to (w.r.t.) the time-dependent density correlation function n 1 (t)n 1 by iteration. We can express the latter function in terms of so-called response function G(k; t) that is defined through the following equation
Note that the correlation function n 1 (k; t)n * 1 (q) is diagonal in the wavevector space due to the translational invariance. To simplify notation we also introduce bare response function G 0 (k; t),
Iterating (60-61) a few times we can easily generate the first few terms of the complete infinite series
Note that in Eq. (64) we do not need restrictions on integrations over time due to the presence of θ function in the definition of the bare response function. Terms on the right-hand-side of the above expression, and all other terms in the iterative solution of the hierarchy (60-61), can be represented by diagrams. The diagrammatic rules are as follows:
• response function G(k; t): • "left" vertex V 12 :
• "right" vertex V 21 :
• four-leg vertex V 22 :
We refer to the leftmost bare response function as left root, and to the other bare response functions as bonds.
To calculate a diagram one integrates over all wavevectors (with a (2π) −3 factor for each integration) except the wavevector corresponding to the left root. Furthermore, one integrates over all intermediate times, and divides the result by a product of factorials that follow from factorials appearing in hierarchy (60-61). Diagrams with odd and even numbers of V 22 vertices contribute with overall negative and positive sign, respectively. For illustration, diagrammatic representation of the right-hand-side of Eq. (64) is shown in Fig. 1 .
It is very important to note that labeled diagrams that occur in the series expansion generated by the iterative solution of hierarchy (60-61) differ by a permutation of labels pertaining to the same "time slice". For example, out of three diagrams showed in Fig. 2 only the top two ones enter in the series expansion and including also the third one would lead to over-counting. Thus, in the following by topologically different labeled diagrams we mean only those topologically different diagrams that differ by a permutation of labels pertaining to the same "time slice". Summarizing, we obtain the following diagrammatic representation of the response function: FIG. 2: According to hierarchy (60-61) for a given sequence of wavevectors, only those topologically different diagrams that differ by permutations of wavevector labels pertaining to the same "time slice" are allowed. Thus, the top diagrams should be included whereas the bottom one should not. there is a way to assign labels to unlabeled bonds so that the resulting labeled diagrams are topologically equivalent. To evaluate an unlabeled diagram one assigns labels to unlabeled bonds, evaluates the resulting labeled diagram, and then divides the result by a symmetry number of the diagram (i.e. the number of topologically identical labeled diagrams that can be obtained from a given unlabeled diagram by permutation of the bond labels). It should be appreciated that each unlabeled diagram represents a number of original, labeled diagrams. For example, the labeled diagram showed in Fig. 3 and another 23 similar labeled diagrams (i.e. 24 diagrams altogether) are represented by one unlabeled diagram. It can be showed that the diagrammatic series (65) can be replaced by a series of topologically different unlabeled diagrams. To prove this fact one has to follow the proof of an analogous transformation from a series of labeled Mayer diagrams to a series of unlabeled ones 20 .
The unlabeled diagrams can be simplified. This can be illustrated on the example of the diagram showed above. The value of this diagram is given by the following ex- pression:
To simplify this formula we first integrate over δ func-
we can rewrite (66) in the following form
One should note that in the above expression additional θ functions originating from simplifying products of bare response functions have been incorporated into the remaining bare response functions. Diagrammatic interpretation of the above described transformation is showed in Fig. 4 . For more complicated diagrams after integrating over δ functions we are still left with explicit, specific time ordering of vertices. For example, for diagrams showed in Fig. 5 we have t 1 ≥ t 2 ≥ t 3 ≥ t 4 for the first diagram, from now on, we will consider time-unordered diagrams without (2π) 3 δ vertices. The final result of this section is the following diagrammatic expression for the response function:
(68) sum of all topologically different diagrams with a left root labeled k, a right root, G 0 bonds, V 12 , V 21 and V 22 vertices, in which diagrams with odd and even numbers of V 22 vertices contribute with overall negative and positive sign, respectively.
VI. MEMORY FUNCTIONS: REDUCIBLE AND IRREDUCIBLE
We start with the Dyson equation
where Σ is the self energy. Diagrammatic representation of the Dyson equation is showed in Fig. 6 . Due to the translational invariance the self-energy is diagonal in wavevector,
It follows from general analysis of the Dyson equation that the self-energy Σ is a sum of diagrams that do not separate into disconnected components upon removal of a single bond.
The memory function can be obtain from Σ in the following way. We note that the diagrams contributing to the self-energy start with V 21 vertex on the right and end with V 12 vertex on the left. Customarily, to define the memory function for a Brownian system one factors out parts of these vertices. First, we define memory matrix M by factoring out k from the left vertex and (D 0 /S(k 1 ))k 1 from the right vertex,
Due to the translational and rotational invariance M is diagonal in the wavevector and longitudinal. Thus we can define memory function M through the following relation
Using Eq. (71) and (72) we can obtain the following equation from the Laplace transform of the Dyson equation,
Eq. (73) can be solved w.r.t. response function G(k; z).
Using the definition of bare response function G 0 we obtain
Multiplying both sides of the above equation by the static structure factor and noting that S(k)G(k; z) = F (k; z), where F is the collective intermediate scattering function, we get the well-known memory function representation
To facilitate further discussion it is convenient to introduce cut-out vertices corresponding to the following functions:
These vertices are obtained by factoring out k 1 from vertex V 12 and (D 0 /S(k 3 ))k 3 from vertex V 21 . It should be noted that
The diagrammatic rules for functions V • "left" cut-out vertex V c 12 :
• "right" cut-out vertex V The first few diagrams in the series for M are showed in Fig. 7 . Now, one can understand the need for an irreducible memory function 22 . The series expansion for M consists of diagrams that are one-propagator irreducible (i.e. diagrams that do not separate into disconnected components upon removal of a single bond) but not all of these diagrams are completely one-particle irreducible. Some of the diagrams contributing to M separate into disconnected components upon removal of V 22 vertex (and bonds attached to this vertex). The examples of such diagrams are the second and the fourth diagrams on the right-hand-side of the equality sign in Fig. 7 .
We define the irreducible memory matrix M irr as a sum of only those diagrams in the series for M that do not separate into disconnected components upon removal of a single V 22 vertex. Diagrammatically, we can represent memory matrix M as a sum of M irr and all other diagrams. The latter diagrams can be re-summed as showed in Fig. 8 . Using Eq. (78), we can introduce an additional integration over a wavevector and then we see that the diagrammatic equation showed in Fig. 8 corresponds to the following equation, Again, we use translational and rotational invariance to introduce the irreducible memory function M irr ,
Taking Laplace transform of Eq. (80) and then using Eq.
(81) we obtain 
. (83) Eq. (83) was first derived by Cichocki and Hess 22 . It has been used as a starting point for the development of mode-coupling approximations for both equilibrium The first few diagrams in the series for M irr are showed in Fig. 9 .
VII. MODE-COUPLING APPROXIMATION
The simplest re-summation of the series (84) includes diagrams that separate into two disconnected components upon removal of the V easy to see that in such diagrams each of these components is a part of the series for the response function G. Summing all such diagrams we get a one-loop diagram (i.e. the first diagram showed on the right-hand-side in Fig. 9 ) but with G 0 bonds replaced by G bonds, see Fig.  10 .
As a result of this re-summation we get one-loop selfconsistent approximation for the memory matrix,
The factor 2 in the denominator is the symmetry number of the single-loop diagram. Using explicit expressions (76-77) for the cut-out vertices we easily show that (85) leads to the following expression for the irreducible memory function
As indicated above, the one-loop self-consistent approximation coincides with the mode-coupling approximation, i.e. both approximations result in exactly the same expression for the irreducible memory function. Expression (86) was first derived using a projection operator approach 14 . Subsequently, it was also derived using a field theory version 15 of a dynamic density functional theory of Kawasaki 24 . Later, it was noticed 9 that the latter derivation was incompatible with the fluctuation-dissipation theorem. Recently, there appeared two new field-theoretical derivations of the modecoupling theory for Brownian systems 10, 11 . Only one of these derivations 11 leads to expression (86) that was originally derived using projection operator method. The other derivation 10 results in a equation that has the same structure as (86) but involves different vertices.
VIII. DISCUSSION
We have presented a diagrammatic formulation of a theory for the time dependence of density fluctuations in equilibrium systems of interacting Brownian particles. We have analyzed the series expansion for the time-dependent response function and have obtained diagrammatic expressions for both the memory function and the irreducible memory function. The one-loop selfconsistent approximation for the latter function coincides with the mode-coupling expression derived via the projection operator method.
To derive a diagrammatic expansion for the timedependent response function we have neglected contributions to the vertices from higher-order terms in the cluster expansion. It should be noticed that in spite of this fact we obtained the same mode-coupling expression as the one derived using the projection operator method. This suggests that the diagrammatic series (68) contains all the dynamical events that result in the standard mode-coupling approximation. It would be interesting to use series (68) as a starting point for the development of theories that go beyond the standard modecoupling approximation, i.e. to include at least some classes of the diagrams that are neglected in the oneloop re-summation. Also, it would be interesting to investigate diagrammatic interpretation of so-called generalized mode-coupling theories 25 . Finally, the formalism presented here could be used to derive an approximate theory for the time-dependence of various four-point correlation functions. Such functions have been extensively studied in the last decade 26 . They provide quantitative information about so-called dynamic heterogeneity or, more precisely, about correlations of dynamics of different particles.
One of the consequences of neglecting the contributions to the vertices from higher-order terms in the cluster expansion is that the approximate equations of motion (58-59) do not reproduce the exact short-time behavior of the density correlation function. In addition, as noted by Andersen 6 , on physical grounds one would expect that in the mode-coupling formula (85) the vertices are replaced by matrix elements of a binary collision operator. We plan to rectify these two drawbacks of the present approach in future work.
The advantage of the present approach is that it leads to a relatively simple diagrammatic series. Thus, it should be possible to derive a field theoretical representation of this series. We note, however, that our diagrammatic series is different from series expansions that have been derived from various field theoretical approaches 9, 10, 11, 27 . First, our series involves one dynamical function whereas field-theoretical expansions are typically formulated in terms of two functions, a correlation function and a response function (that is different from the response function used in our formalism). In addition, series (68) involves both three-and four-leg vertices whereas series expansions resulting from field theoretical approaches typically involve only three-leg vertices. Finally, in our series the renormalization of bare interactions occurs naturally. In field theoretical approaches one either carries bare interactions throughout or one has to start from a phenomenological formulation of dynamics that involves the direct correlation function.
