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Asymptotic behavior of lifetime sums for random simplicial
complex processes
By Masanori Hino and Shu Kanazawa
Abstract. We study the homological properties of random simplicial
complexes. In particular, we obtain the asymptotic behavior of lifetime sums
for a class of increasing random simplicial complexes; this result is a higher-
dimensional counterpart of Frieze’s ζ(3)-limit theorem for the Erdo˝s–Re´nyi
graph process. The main results include solutions to questions posed in an
earlier study by Hiraoka and Shirai about the Linial–Meshulam complex pro-
cess and the random clique complex process. One of the key elements of the
arguments is a new upper bound on the Betti numbers of general simplicial
complexes in terms of the number of small eigenvalues of Laplacians on links.
This bound can be regarded as a quantitative version of the cohomology van-
ishing theorem.
1. Introduction
The Erdo˝s–Re´nyiG(n, p) model has been extensively studied since the 1960s ([9, 4, 5]).
This model, defined as the distribution of random graphs with n vertices where the edge
between each pair of vertices is included with probability p independently of any other
edge, is one of the most typical models of random graphs. One of the main themes in
G(n, p) theory is searching for threshold probabilities. For example, Erdo˝s and Re´nyi [5]
showed that the threshold for graph connectivity of G(n, p) is p = (log n)/n. When we
vary p and consider a family of the Erdo˝s–Re´nyi graphs with parameter p, the following
construction is often useful. Let Kn = Vn ⊔ En be the complete graph with n given
vertices, where Vn and En denote the sets of vertices and edges, respectively. We assign
an independent random variable ue to each edge e ∈ En and let ue be uniformly random
on [0, 1]. For each p ∈ [0, 1], a random subgraph Kn(p) of Kn is then defined by
Kn(p) := Vn ⊔ {e ∈ En | ue ≤ p}.
This construction, the so-called Erdo˝s–Re´nyi graph process over n vertices, yields an
increasing family Kn := {Kn(t)}t∈[0,1] of random graphs. This process is closely related
to the concept of the minimum weight on Kn, which can be seen as follows. For each
spanning tree T in Kn, define its weight as
∑
e∈T ue. Let Wn be the minimum weight
among all the spanning trees in Kn. Then
(1.1) Wn =
n−1∑
i=1
ti =
∫ 1
0
β0(Kn(t)) dt,
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where ti ∈ [0, 1] is the i-th random time at which the number of connected components of
Kn(t) decreases, and β0(Kn(t)) denotes the zeroth (reduced) Betti number of Kn(t), that
is, the number of connected components of Kn(t) minus one. This type of relation holds
for a general increasing family of graphs. Applying this formula and analyzing β0(Kn(t))
in detail, Frieze [7] obtained the following significant result about the behavior of Wn.
Theorem 1.1 (ζ(3)-limit theorem [7]). It holds that
lim
n→∞
E[Wn] = ζ(3)
(
=
∞∑
k=1
k−3 = 1.202 · · ·
)
and for any ε > 0,
lim
n→∞
P(|Wn − ζ(3)| > ε) = 0.
Recently, there has been a growing interest in studying random simplicial complexes
as a higher-dimensional generalization of random graphs. Since an Erdo˝s–Re´nyi graph
can be regarded as a one-dimensional random simplicial complex, and graph connectivity
can be equivalently described as the vanishing of the zeroth (reduced) homology, it is
natural to seek a higher-dimensional analogue to the theory of Erdo˝s–Re´nyi’s G(n, p)
model. The d-Linial–Meshulam model [14] and the random clique complex model [12]
are typical models of this type. The d-Linial–Meshulam model Yd(n, p) is defined as
the distribution of d-dimensional random simplicial complexes with n vertices and the
complete (d−1)-dimensional skeleton such that each d-simplex is placed with independent
probability p. The random clique complex model C(n, p) is defined as the distribution
of the clique complex of the Erdo˝s–Re´nyi graph that follows G(n, p). Here, given a
graph G, its clique complex Cl(G) is defined as the maximal simplicial complex among
those for which the one-dimensional skeletons are equal to G. Linial, Meshulam, and
Wallach [14, 16] exhibited the threshold for the vanishing of the (d − 1)-th homology
for the d-Linial–Meshulam model, which is analogous to the connectivity threshold of
the Erdo˝s–Re´nyi graph. Later, Kahle [13] obtained similar results for the random clique
complex model.
Along another line, Hiraoka and Shirai [10] obtained a higher-dimensional analogue
of (1.1) in the context of the theory of persistent homology. Persistent homologies can
describe the topological features of a filtration (i.e., an increasing family of simplicial
complexes; see, e.g., [3, 17]). In particular, these provide rigorous definitions for the
concepts of birth and death times of higher-dimensional holes, sometimes called cycles
and cavities. The lifetimes, which are defined as the difference between the birth time
and death time, measure the persistence of each hole in the filtration. In [10], Hiraoka
and Shirai proved that the lifetime sum Lk(X ) of the k-th persistent homology associated
with a filtration X = {X(t)}0≤t≤1 is equal to
∫ 1
0 βk(X(t)) dt, where βk(X(t)) represents
the k-th (reduced) Betti number of the simplicial complex X(t) (see Theorem 4.2). When
k = 0 and X is the Erdo˝s–Re´nyi graph process over n vertices, the result is consistent
with the second identity of (1.1). They also obtained a relation analogous to the first
identity (see Theorem 1.1 in [10]). Thus, it is natural to seek the asymptotic behavior of
the lifetime sum Lk(Xn) for a random filtration Xn = {Xn(t)}0≤t≤1 or Xn = {Xn(t)}t≥0
over n vertices as a higher-dimensional generalization of Theorem 1.1. Typical random
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filtrations include the d-Linial–Meshulam complex process K
(d)
n = {K
(d)
n (t)}0≤t≤1, where
K
(d)
n (t) follows Yd(n, t), and the random clique complex process Cn = {Cn(t)}0≤t≤1,
where Cn(t) follows C(n, t) (see Section 4.2 for further details). For these models, the
following estimates were proved by Hiraoka and Shirai.
Theorem 1.2 ([10, Theorem 1.2]). Let d ≥ 1. There exist positive constants c and
C such that for sufficiently large n,
cnd−1 ≤ E
[
Ld−1(K
(d)
n )
]
≤ Cnd−1.
Theorem 1.3 ([10, Theorem 6.10]). Let k ≥ 0. There exist positive constants c and
C such that for sufficiently large n,
(1.2) cnk/2+1−1/(k+1) ≤ E[Lk(Cn)] ≤
{
Cnk logn (k = 0, 1),
Cnk (k ≥ 2).
In [10], the asymptotic behavior of E[Ld−1(K
(d)
n )]/nd−1 as n → ∞ is also discussed,
and a possible limiting constant Id−1 is found by a heuristic argument. For the exact
value of Id−1, see (4.10) and (4.11) and Section 4.4. The exact growth exponent of
E[Lk(Cn)], mentioned as a problem in that paper, is considered here.
In this paper, we obtain sharp quantitative estimates of lifetime sums Lk(Xn) for
a large class of random filtrations over n vertices. The main results include a rigorous
proof of the convergence of Lk(K
(d)
n )/nd−1 to Id−1 and a determination of the growth
exponent of E[Lk(Cn)]. These results solve problems posed in [10] and are summarized
in the following theorems.
Theorem 1.4. Let d ≥ 1. For any r ∈ [1,∞),
lim
n→∞
E
[∣∣∣∣∣Ld−1(K
(d)
n )
nd−1
− Id−1
∣∣∣∣∣
r]
= 0.
In particular, E[Ld−1(K
(d)
n )]/nd−1 converges to Id−1 as n→∞.
Theorem 1.5. Let k ≥ 0. There exist positive constants c and C such that, for
sufficiently large n,
cnk/2+1−1/(k+1) ≤ E[Lk(Cn)] ≤ Cn
k/2+1−1/(k+1).
As seen from Theorem 1.5, the exponent of the lower estimate in (1.2) is exact. To
prove these theorems, we introduce a new upper estimate of the Betti numbers of general
simplicial complexes (Theorem 2.5). This estimate is a quantitative version of the coho-
mology vanishing theorem ([8, 1], see also Theorem 2.3). By applying this theorem and
modified versions of known estimates to a family of multi-parameter random simplicial
complexes, including the d-Linial–Meshulam complex and the random clique complex,
we obtain several inequalities involving the expectations of Betti numbers. Theorem 3.6,
in particular, provides an essentially new upper estimate. By integrating these inequali-
ties with respect to the filtration parameter, we obtain good estimates of E[Lk(Xn)] for
a class of random filtrations over n vertices (Theorems 4.3 and 4.4). Theorem 1.5 is a
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special case of these theorems, and Theorem 1.2 also follows from them. The proof of
Theorem 1.2 in [10] is based on the monotonicity of βd−1(K
(d)
n (t)) with respect to t. Our
approach is different and is applicable to more general random filtrations. For the proof
of Theorem 1.4 and an extension (Theorem 4.11), we additionally make use of the result
by Linial and Peled [15] on the convergence of βd(K
(d)
n (c/n))/nd as n → ∞ for each
c ≥ 0.
This paper is organized as follows. In Section 2, we provide fundamental concepts
for graphs and simplicial complexes and derive upper estimates of Betti numbers as
a quantitative generalization of the cohomology vanishing theorem. In Section 3, we
provide several estimates for the expectations of Betti numbers for a class of random
simplicial complexes. In Section 4, we introduce the concept of persistent homologies and
prove the main theorems about lifetime sums for random simplicial complex processes.
Notation. We use the Bachmann–Landau big-O, little-o, and some related notation
associated with n (the number of vertices) tending to ∞. Furthermore, for non-negative
functions f(n) and g(n),
• f(n) = Ω(g(n)) means that g(n) = O(f(n)); and
• f(n) ≍ g(n) means that f(n) = O(g(n)) and g(n) = O(f(n)).
The notation X ∼ ν indicates that a random variable X has probability distribution ν.
For a, b ∈ R, a ∨ b and a ∧ b denote max{a, b} and min{a, b}, respectively.
2. Upper bounds of Betti numbers of simplicial complexes
2.1. Preliminaries and statement of results
Let V be a finite set. For k ≥ 0,
(
V
k
)
denotes the set of all subsets A of V whose
cardinalities #A are k. Note that
(
V
0
)
contains a single element ∅. Assume V 6= ∅
and let E ⊂
(
V
2
)
. We regard V and E as a vertex set and an edge set, respectively, and
call G = V ⊔ E an undirected graph on V . Throughout this article, graphs are simple
undirected finite graphs, with no multiple edges and no self-loops.
Saying that v ∈ V is adjacent to w ∈ V means {v, w} ∈ E. For v ∈ V , the degree
of v is defined as #{w ∈ V | {v, w} ∈ E} and is denoted by deg(v). A vertex v ∈ V is
called isolated if deg(v) = 0. The averaging matrix A[G] = {avw}v,w∈V associated with
G is defined by
avw :=


1/ deg(v) if w is adjacent to v,
1 if v is isolated and v = w,
0 otherwise.
The Laplacian L[G] of a simple random walk on G is defined by L[G] := IV − A[G],
where IV is the matrix that acts as the identity operator on V . All the eigenvalues of
L[G] are real and belong to the interval [0, 2] (see Section 2.2 for details). Note that
the nonzero vectors that are constant on each connected component are eigenvectors
with associated eigenvalue zero, and the number of connected components of G coincides
with the multiplicity of the zero eigenvalues. When #V ≥ 2, λ2[G] denotes the second
smallest eigenvalue of L[G], counting multiplicities. In particular, λ2[G] > 0 if and only
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if G is connected. We call λ2[G] the spectral gap of G. By convention, λ2[∅] = 0, and
we set λ2[G] = 0 for #V = 1.
We next introduce the concept of simplicial complexes, which are higher-dimensional
counterparts of graphs.
Definition 2.1. Let V be a nonempty finite set and X a collection of nonempty
subsets of V . X is called an abstract simplicial complex on V if X satisfies the following
two conditions.
(1) {v} ∈ X for all v ∈ V ;
(2) If σ ∈ X and ∅ 6= τ ⊂ σ, then τ ∈ X .
In what follows, we omit the word “abstract” and simply call X a simplicial complex.
For σ ∈ X , its dimension dimσ is defined to be #σ − 1. We call σ ∈ X with dim σ = k
a k-dimensional simplex or, equivalently, a k-simplex. The dimension of X is defined as
the maximum among the dimensions of the simplices in X . Graphs are regarded as zero-
or one-dimensional simplicial complexes in a natural manner. We say that τ ∈ X is a
face of σ ∈ X whenever τ ⊂ σ. For k ≥ 0, Xk denotes the set of all k-simplices of X .
By convention, we regard ∅ as a (−1)-simplex and set X−1 = {∅}. The k-dimensional
skeleton X(k) of X is defined by X(k) :=
⊔k
j=0Xj . The simplicial complex X is said to
include the complete k-dimensional skeleton if Xk =
(
V
k+1
)
.
Given a simplicial complex X on V and k ≥ 0, an ordered sequence (v0, v1, . . . , vk)
consisting of k + 1 distinct elements of V is called an ordered (k-)simplex of X if
{v0, v1, . . . , vk} ∈ Xk. The collection of all ordered k-simplices of X is denoted by
Σ(Xk), with Σ(X) :=
⊔
j Σ(Xj). By convention, we set Σ(X−1) = Σ({∅}) := {∅}.
Two ordered simplices are called equivalent if they can be transformed into each other
by an even permutation. The equivalence class of an ordered simplex σ = (v0, v1, . . . , vk)
is denoted by 〈σ〉 or 〈v0, v1, . . . , vk〉 and is called the oriented simplex generated by σ.
Let Ck(X) be the R-vector space of all linear combinations of oriented k-simplices in X
with coefficients in R under the relation that 〈v0, v1, . . . , vk〉 = −〈v1, v0, . . . , vk〉 for any
oriented k-simplices. We set C−1(X) = R per convention. For k ≥ 1, the k-th boundary
map ∂k : Ck(X)→ Ck−1(X) is well-defined as a linear extension of
∂k〈v0, v1, . . . , vk〉 :=
k∑
i=0
(−1)i〈v0, . . . , vi−1, vi+1, . . . , vk〉
for 〈v0, v1, . . . , vk〉 ∈ Ck(X). We also define a linear map ∂0 : C0(X) → R such that
∂0〈v〉 = 1 for v ∈ V . For all k ≥ 0, it holds that ∂k ◦ ∂k+1 = 0, that is, ker ∂k ⊃ Im ∂k+1.
The k-th homology vector space of X over R is defined by Hk(X) := ker∂k/ Im ∂k+1.
The dimension of this space is called the k-th Betti number of X and is denoted by
βk(X).
Remark 2.2. In the usual definitions for homologies, ∂0 is defined as a zero operator.
This difference makes the Betti number β0(X) as defined above smaller by 1 than the
conventional Betti number. In this sense, βk(X) in our definition is often called the
reduced Betti number. For simplicity, we omit the word “reduced” throughout this
paper.
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Let k ≥ 0. A real-valued function f on Σ(Xk) is called a k-cochain if f is alternat-
ing, that is, if f(vξ(0), vξ(1), . . . , vξ(k)) = (sgn ξ) f(v0, v1, . . . , vk) for all (v0, v1, . . . , vk) ∈
Σ(Xk) and all permutations ξ on {0, 1, . . . , k}. The real vector space C
k(X) formed by
all k-cochains is called the k-cochain vector space. We set C−1(X) = R per convention.
The k-th coboundary map dk : C
k(X)→ Ck+1(X) is defined by the linear extension of
dkϕ(σ) :=
k+1∑
i=0
(−1)iϕ(σi)
for ϕ ∈ Ck(X) and σ = (v0, . . . , vk+1) ∈ Σ(Xk+1), where
(2.1) σi := (v0, . . . , vi−1, vi+1, . . . , vk+1) ∈ Σ(Xk).
By definition, d−1ϕ for ϕ ∈ C
−1(X) = R is identically ϕ on Σ(X0). Elements of Im dk−1
(resp., ker dk) are called k-coboundaries (k-cocycles). That dk◦dk−1 = 0, that is, ker dk ⊃
Im dk−1, can be verified. The k-th cohomology vector space of X is then defined by
Hk(X) := ker dk/Imdk−1. Note that H
k(X) is isomorphic to Hk(X).
To state the cohomology vanishing theorem and its quantitative generalization, we
further introduce the concept of links of simplicial complexes. Given a D-dimensional
simplicial complex X and a j-simplex τ in X with −1 ≤ j ≤ D, we define the link lkX(τ)
of τ in X by
lkX(τ) := {σ ∈ X | τ ∩ σ = ∅ and τ ∪ σ ∈ X}.
Note that lkX(τ) is either the empty set or a simplicial complex with dimension at most
D− j − 1. If the codimension of τ in X is no more than 2 (i.e., D− j ≤ 2), then lkX(τ)
is either the empty set or a graph. By definition, lkX(∅) is always equal to X .
A simplicial complex X is said to be pure D-dimensional if, for every simplex σ in
X , there exists some D-simplex containing σ. Note that a pure D-dimensional simplicial
complex is D-dimensional. The following is a special case of Theorem 2.1 of [1].
Theorem 2.3 (Cohomology vanishing theorem [8, 1]). Let D ≥ 1, and let X be a
pure D-dimensional simplicial complex such that λ2[lkX(τ)] > 1−D
−1 for every (D−2)-
simplex τ ∈ X. Then, HD−1(X) = {0}.
The main purpose of this section is to generalize Theorem 2.3 to an upper estimate
of the Betti number. This estimate is one of the key elements of the arguments in the
later sections.
Definition 2.4. Let G be a graph on V and let {λi}
#V
i=1 be all the not necessarily
distinct eigenvalues of L[G]. We define
γ(G;α) := # {i | λi ≤ α} − 1
for α ≥ 0. We also set γ(∅;α) := 0 per convention.
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Theorem 2.5. Let X be a simplicial complex and D ≥ 1. Then,
(2.2) βD−1(X) ≤
∑
τ∈XD−2
γ
(
lkX(τ)
(1); 1−D−1
)
.
Recall that the graph lkX(τ)
(1) is the one-dimensional skeleton of the simplicial com-
plex lkX(τ). This theorem is an extension of Theorem 2.3. In fact, under the assumptions
of Theorem 2.3, γ
(
lkX(τ)
(1); 1−D−1
)
= γ(lkX(τ); 1−D
−1) = 0 for every τ ∈ XD−2, so
that βD−1(X) = 0.
We devote the rest of this section to proving Theorem 2.5. The proof is based on
careful modifications to the proof of Theorem 2.3 and a nice transformation of X to
remove the assumption of pure dimensionality.
2.2. Auxiliary operators
Here, we give an overview of some preliminary concepts and facts about simplicial
complexes as described in [1] and state them in a way that is useful for this research.
Let X be a pure D-dimensional simplicial complex. For simplices σ in X , m(σ) denotes
the number of D-simplices containing σ. Note that m(·) ≥ 1 from the assumption of
pure D-dimensionality. For ordered simplices σ = (v0, . . . , vk) ∈ Σ(X), m(σ) is defined
as m({v0, . . . , vk}). Simple calculations show that, for all −1 ≤ k ≤ D and τ ∈ Σ(Xk),∑
σ∈Σ(Xk+1);σ⊃τ
m(σ) = (k + 2)! (D − k)m(τ),
where σ ⊃ τ implies that all vertices of τ are vertices of σ. We equip Ck(X) with an
inner product (·, ·) defined by
(ϕ, ψ) =
1
(k + 1)!
∑
σ∈Σ(Xk)
m(σ)ϕ(σ)ψ(σ) for ϕ, ψ ∈ Ck(X), k ≥ 0(2.3)
and
(ϕ, ψ) = #XDϕψ for ϕ, ψ ∈ C
−1(X) = R.(2.4)
The induced norm is denoted by ‖ · ‖. For k ≥ −1, denote by δk+1 : C
k+1(X) →
Ck(X) the adjoint operator of dk, that is, the unique operator satisfying (dkϕ, ψ) =
(ϕ, δk+1ψ) for all ϕ ∈ C
k(X) and ψ ∈ Ck+1(X). For ordered simplices σ = (v0, . . . , vk) ∈
Σ(Xk) and τ = (w0, . . . , wl) ∈ Σ(Xl), the notation στ indicates an ordered sequence
(v0, . . . , vk, w0, . . . , wl). A straightforward calculation gives the following expressions.
For ϕ ∈ Ck(X), ψ ∈ Ck+1(X), and σ ∈ Σ(Xk) with k ≥ 0,
δk+1ψ(σ) =
∑
v∈Σ(X0);
vσ∈Σ(Xk+1)
m(vσ)
m(σ)
ψ(vσ)
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and
δk+1dkϕ(σ) = (D − k)ϕ(σ) −
∑
v∈Σ(X0);
vσ∈Σ(Xk+1)
k∑
i=0
(−1)i
m(vσ)
m(σ)
ϕ(vσi).(2.5)
See (2.1) for the definition of σi.
For k ≥ 0, the down Laplacian and the up Laplacian on Ck(X) are defined by
Ldownk := dk−1δk and L
up
k := δk+1dk, respectively. The Laplacian Lk on C
k(X) is defined
by
Lk := L
down
k + L
up
k .
Note that Ldownk , L
up
k , and Lk are self-adjoint and non-negative definite operators with
respect to the inner product (2.3) and, further, that the relations
kerLdownk = ker δk,(2.6)
kerLupk = ker dk,(2.7)
Hk(X) ≃ kerLdownk ∩ kerL
up
k = kerLk(2.8)
hold, which can be shown by simple calculations. We also note that if G is a pure
one-dimensional simplicial complex on V (i.e., a graph without isolated vertices), then
Lup0 = L[G] from (2.5). By combining the fact that the transpose of A[G] is a stochastic
matrix, the eigenvalues of L[G] are all real and lie between 0 and 2.
2.3. Localization
Let X be a pure D-dimensional simplicial complex, and let τ = (v0, . . . , vj) ∈
Σ(Xj) be a fixed ordered j-simplex in X with −1 ≤ j ≤ D. We write lkX(τ) for
lkX({v0, . . . , vj}) and define mτ (η) = m(τη) for η ∈ lkX(τ). In other words, mτ (η) is
the number of (D − j − 1)-simplices in lkX(τ) containing η. For 0 ≤ l ≤ D − j − 1,
Σ(lkX(τ)l) denotes the set of all ordered l-simplices of lkX(τ). Since lkX(τ) is a pure
(D − j − 1)-dimensional simplicial complex, we can define various concepts for lkX(τ),
as we did in the previous subsection for X , by replacing X with lkX(τ). We distinguish
the concepts from those for X by adding the superscript (or subscript) τ in the notation.
For example, the coboundary operator on Cl(lkX(τ)) is denoted d
τ
l . Other symbols are
indicated by (·, ·)τ , ‖ · ‖τ , δ
τ
l , and so on.
Definition 2.6. Let −1 ≤ j < k ≤ D and take τ ∈ Σ(Xj) and ϕ ∈ C
k(X). The
localization ϕτ ∈ C
k−j−1(lkX(τ)) of ϕ with respect to τ is defined by
ϕτ (η) = ϕ(τη) for η ∈ Σ(lkX(τ)k−j−1).
A straightforward calculation gives the following identities.
Lemma 2.7 ([1, Lemmas 1.10 and 1.12, and Corollary 1.13]). For D ≥ 1 and ϕ ∈
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CD−1(X), the following identities hold.
D‖ϕ‖2 =
1
(D − 1)!
∑
τ∈Σ(XD−2)
‖ϕτ‖
2
τ ,
‖dD−1ϕ‖
2 − ‖ϕ‖2 =
1
(D − 1)!
∑
τ∈Σ(XD−2)
(‖dτ0ϕτ‖
2
τ − ‖ϕτ‖
2
τ ).
In particular, we have
(2.9) ‖dD−1ϕ‖
2 =
1
(D − 1)!
∑
τ∈Σ(XD−2)
{
‖dτ0ϕτ‖
2
τ − (1−D
−1)‖ϕτ‖
2
τ
}
.
2.4. Upper bounds of Betti numbers
Let D ≥ 1 and let X be a pure D-dimensional simplicial complex. Take τ ∈ XD−2
or τ ∈ Σ(XD−2). Let NX(τ) denote the number of vertices in lkX(τ). The eigenval-
ues of L[lkX(τ)], including repeated values, are denoted by λ
τ
i and the corresponding
eigenvectors by ψτi (i = 1, . . . , NX(τ)). Without loss of generality, we may assume that
λτ1 = 0, ψ
τ
1 is a constant vector, and {ψ
τ
i }
NX(τ)
i=1 is an orthonormal basis of C
0(lkX(τ)).
We consider the orthogonal decomposition of C0(lkX(τ)):
C0(lkX(τ)) = A
τ
1 ⊕A
τ
2 ⊕A
τ
3 ,
where
Aτ1 : = spanR{ψ
τ
1},
Aτ2 : = spanR{ψ
τ
i | i 6= 1 and λ
τ
i ≤ 1−D
−1},
Aτ3 : = spanR{ψ
τ
i | λ
τ
i > 1−D
−1}.
For j = 1, 2, 3, piτj denotes the orthogonal projection of C
0(lkX(τ)) onto A
τ
j . We obtain
the following formula by direct calculation.
Lemma 2.8 ([1, Lemma 1.11]). For ϕ ∈ CD−1(X) and τ ∈ Σ(XD−2),
‖piτ1ϕτ‖
2
τ =
m(τ)
2
(
(δD−1ϕ)(τ)
)2
.
The following lemma is important for proving the cohomology vanishing theorem and
its quantitative generalization.
Lemma 2.9. Let X be a pure D-dimensional simplicial complex with D ≥ 1. Then,
for each τ ∈ XD−2, there exists some i ∈ {1, . . . , NX(τ)} such that λ
τ
i ≥ 1. Moreover,
for ϕ ∈ CD−1(X),
(2.10) ‖ϕ‖2 ≤
1
λD
(
2
(D − 1)!
∑
τ∈Σ(XD−2)
‖piτ2ϕτ‖
2
τ + ‖δD−1ϕ‖
2 + ‖dD−1ϕ‖
2
)
,
where λ := min{λτi − (1 − D
−1) | τ ∈ XD−2 and λ
τ
i > 1 −D
−1} > 0. In particular, if
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ϕ ∈ kerLD−1, then
(2.11) ‖ϕ‖2 ≤
2
λ ·D!
∑
τ∈Σ(XD−2)
‖piτ2ϕτ‖
2
τ .
Proof. Note that the zeroth up Laplacian on lkX(τ) is equal to L[lkX(τ)]. For simplic-
ity, we use L to denote L[lkX(τ)] in the following. Since X is pure, by the definition of
L,
NX(τ)∑
i=1
λτi = tr(L) = NX(τ)
for each τ ∈ XD−2. This implies that λ
τ
i ≥ 1 for some i ∈ {1, . . . , NX(τ)}.
For an arbitrary τ ∈ Σ(XD−2) and ϕ ∈ C
D−1(X),
‖dτ0ϕτ‖
2
τ = (Lϕτ , ϕτ )τ =
3∑
i=1
(Lpiτi ϕτ , pi
τ
i ϕτ )τ
≥ (Lpiτ3ϕτ , pi
τ
3ϕτ )τ ≥ κ‖pi
τ
3ϕτ‖
2
τ ,
where κ := (1 −D−1) + λ ≤ 2. In the above equation, the first inequality follows from
the non-negative definiteness of L. The second equality follows by expressing piτ3ϕτ as a
linear combination of the eigenvectors {ψτi }i generating A
τ
3 . From (2.9), we have
‖dD−1ϕ‖
2 =
1
(D − 1)!
∑
τ∈Σ(XD−2)
(
‖dτ0ϕτ‖
2
τ − (1−D
−1)‖ϕτ‖
2
τ
)
≥
1
(D − 1)!
∑
τ∈Σ(XD−2)
(
κ‖piτ3ϕτ‖
2
τ − (1−D
−1)‖ϕτ‖
2
τ
)
=
1
(D − 1)!
∑
τ∈Σ(XD−2)
(
λ‖piτ3ϕτ‖
2
τ − (1−D
−1)(‖piτ1ϕτ‖
2
τ + ‖pi
τ
2ϕτ‖
2
τ )
)
.
Therefore,
(2.12)
λ
(D − 1)!
∑
τ∈Σ(XD−2)
‖piτ3ϕτ‖
2
τ ≤ ‖dD−1ϕ‖
2 +
1−D−1
(D − 1)!
∑
τ∈Σ(XD−2)
(‖piτ1ϕτ‖
2
τ + ‖pi
τ
2ϕτ‖
2
τ ).
Then,
λD ‖ϕ‖2 =
1
(D − 1)!
∑
τ∈Σ(XD−2)
λ‖ϕτ‖
2
τ (from Lemma 2.7)
=
1
(D − 1)!
∑
τ∈Σ(XD−2)
λ
3∑
i=1
‖piτi ϕτ‖
2
τ
≤
κ
(D − 1)!
∑
τ∈Σ(XD−2)
(‖piτ1ϕτ‖
2
τ + ‖pi
τ
2ϕτ‖
2
τ ) + ‖dD−1ϕ‖
2 (from (2.12))
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=
κ
(D − 1)!
∑
τ∈Σ(XD−2)
m(τ)
2
((δD−1ϕ)(τ))
2
+
κ
(D − 1)!
∑
τ∈Σ(XD−2)
‖piτ2ϕτ‖
2
τ + ‖dD−1ϕ‖
2 (from Lemma 2.8)
≤ ‖δD−1ϕ‖
2 +
2
(D − 1)!
∑
τ∈Σ(XD−2)
‖piτ2ϕτ‖
2
τ + ‖dD−1ϕ‖
2.
Thus, (2.10) holds. If ϕ ∈ kerLD−1, then the second and third terms in the right-hand
side of (2.10) vanish because
ϕ ∈ kerLD−1 = kerL
down
D−1 ∩ kerL
up
D−1 = ker δD−1 ∩ ker dD−1
from (2.6), (2.7), and (2.8). Thus, (2.11) holds.
Theorem 2.3 can now be proved by combining Lemma 2.9 with (2.8), but we proceed
further. First, we prove a variant of Theorem 2.5 with the extra assumption that X is
pure D-dimensional.
Theorem 2.10. Let X be a pure D-dimensional simplicial complex with D ≥ 1.
Then,
βD−1(X) ≤
∑
τ∈XD−2
γ(lkX(τ); 1 −D
−1).
Proof. For each τ ∈ XD−2, select an arbitrary τˆ ∈ Σ(XD−2) from the ordered sequences
of elements of τ . Define a linear map
F : kerLD−1 →
⊕
τ∈XD−2
Aτ2
by F (ϕ) = (piτ2ϕτˆ )τ∈XD−2 . From Lemma 2.9, F is injective. Comparing the dimension-
alities, we have
βD−1(X) = dim(kerLD−1) ≤
∑
τ∈XD−2
dimAτ2 =
∑
τ∈XD−2
γ(lkX(τ); 1 −D
−1).
We now remove the assumption of pureD-dimensionality in Theorem 2.10. Let D ≥ 1
and let X be a simplicial complex. We assume dimX ≥ D−1 and consider the (D−1)-th
Betti number. Let MD−1(X) be the set of all maximal (D − 1)-simplices in X , namely,
the set of all (D − 1)-simplices that are not contained in any D-simplex. We define
a new simplicial complex X
D
by adding vertices and simplices to XD as follows. For
each σ ∈ MD−1(X), we construct a D-simplex sσ := σ ⊔ {vσ} with a new vertex vσ.
We let X
D
be the simplicial complex generated by XD ∪ {sσ}σ∈MD−1(X), that is, the
smallest simplicial complex that includes XD ∪ {sσ}σ∈MD−1(X). Clearly, X
D
is a pure
D-dimensional simplicial complex. In addition, the identity
(2.13) βD−1(X) = βD−1
(
X
D)
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holds. Indeed, let X [D] denote the simplicial complex X ∩ X
D
. In other words, X [D]
is generated by XD ∪XD−1. Since ker dD−1 and Im dD−2 do not change from replacing
X with X [D], we have βD−1(X) = βD−1(X
[D]). By construction, X
D
and X [D] are
homotopy equivalent, which implies that βD−1
(
X
D)
= βD−1(X
[D]). Thus, (2.13) holds.
For the proof of the following lemma, we note a few simple facts about some graphs
G. Let α ∈ [0, 2). If G consists of only one vertex or one edge and its two vertices, then
γ(G;α) = 0. Also, adding an isolated vertex or an isolated edge to a non-empty graph
G increases γ(G;α) by exactly one.
Lemma 2.11. Let D and X be as stated above. For α ∈ [0, 2),∑
τ∈XD−2
γ
(
lkX(τ)
(1);α
)
=
∑
τ∈(X
D
)D−2
γD−1(lkXD (τ);α).
Proof. If τ ∈ XD−2\(X
D
)D−2, then lkX(τ) = ∅, which implies that γ
(
lkX(τ)
(1);α
)
=
0. Suppose τ ∈ (X
D
)D−2\XD−2. Then there exists some σ ∈MD−1(X) such that τ ⊂ sσ
and τ * σ. Since sσ is the only D-simplex of X
D
that contains τ , lk
X
D (τ) consists of
only the isolated edge sσ \ τ . Thus, γ
(
lk
X
D (τ);α
)
= 0. If τ ∈ XD−2 ∩ (X
D
)D−2, then
γ
(
lkX(τ)
(1);α
)
= γ
(
lk
X
D (τ);α
)
because lk
X
D (τ) is obtained from lkX(D)(τ) by replacing
its isolated vertices with isolated edges. Therefore,∑
τ∈XD−2
γ
(
lkX(τ)
(1);α
)
=
∑
τ∈(X[D])D−2
γ(lkX[D](τ);α)
=
∑
τ∈(X
D
)D−2
γ
(
lk
X
D (τ);α
)
.
We can now prove Theorem 2.5.
Proof of Theorem 2.5. We may assume that dimX ≥ D − 1, since otherwise both sides
of (2.2) vanish. Noting that X
D
is a pure D-dimensional simplicial complex, we have
βD−1(X) = βD−1
(
X
D)
(from (2.13))
≤
∑
τ∈(X
D
)D−2
γ
(
lk
X
D (τ); 1 −D−1
)
(from Theorem 2.10)
=
∑
τ∈XD−2
γ
(
lkX(τ)
(1); 1−D−1
)
. (from Lemma 2.11)
As a corollary, the assumption of pure D-dimensionality in Theorem 2.3 can be re-
moved.
Corollary 2.12. Let D ≥ 1, and let X be a simplicial complex such that
λ2[lkX(τ)] > 1−D
−1 for every (D − 2)-simplex τ ∈ X. Then, HD−1(X) = {0}.
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3. Estimates of Betti numbers of random simplicial complexes
3.1. Statement of results
In this section, we consider multi-parameter random simplicial complexes, which were
introduced in [2, 6], and give some estimates of their Betti numbers. Linial–Meshulam
complexes [14] and random clique complexes [12] are shown as typical examples in this
framework.
Let n ∈ N and p = (p0, p1, . . . , pn−1) be a multi-parameter with 0 ≤ pi ≤ 1 for all
i = 0, 1, . . . , n − 1. We start with the set V of n vertices and retain each vertex with
independent probability p0. Next, each edge with both ends retained is added with in-
dependent probability p1. Iteratively, for i = 2, 3, . . . , n− 1, each i-simplex for which all
faces were added by this procedure is added to our complex with independent probabil-
ity pi. The distribution of the resulting random simplicial complexes X is denoted by
X(n,p). We call this model the multi-parameter random complex model with n vertices
and multi-parameter p.
Example 3.1. Let n > d ≥ 1 and let 0 ≤ p ≤ 1 be fixed. Define p = (p0, p1, . . . , pn−1)
by
pi :=


1 (0 ≤ i ≤ d− 1),
p (i = d),
0 (d+ 1 ≤ i ≤ n− 1).
The corresponding random simplicial complex follows the d-Linial–Meshulam complex
model Yd(n, p). The Erdo˝s–Re´nyi graph model G(n, p) is identified with Y1(n, p).
Example 3.2. Let n > d ≥ 1 and let 0 ≤ p ≤ 1 be fixed. Define p = (p0, p1, . . . , pn−1)
by
pi :=


1 (0 ≤ i ≤ d− 1),
p (i = d),
1 (d+ 1 ≤ i ≤ n− 1).
We call the corresponding random simplicial complex C
(d)
n (p) the random d-flag complex.
The random clique complex Cn(p) is identical to the random 1-flag complex C
(1)
n (p).
We state several estimates for the Betti numbers of the multi-parameter random
complexes X(n,p) according to the dependence of p on n. Their proofs are left to
subsequent subsections. To state the propositions, we introduce some notation:
(3.1)
q−1 := 1, qk :=
k∏
i=0
p
(k+1i+1)
i (0 ≤ k ≤ n− 1),
rk :=
qk+1
qk
=
k+1∏
i=0
p
(k+1i )
i (−1 ≤ k ≤ n− 2).
Here, we set 0/0 = 0 and
(
0
0
)
= 1 per convention. Note that 0 ≤ qk ≤ 1, 0 ≤ rk ≤ 1,
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and P(σ ∈ X) = qk for any σ ∈
(
V
k+1
)
. Moreover, both qk and rk are nonincreasing with
respect to k.
In what follows, k ≥ 0 is always fixed. The following proposition follows from an easy
application of the Morse inequality (see also Section 6 of [6]).
Proposition 3.3. Let c1 > 0 and c2 ≥ 0 satisfy
k+1
c1
+ c2k+2 < 1. Then, there exist
some n0 ∈ N and ε0 > 0, depending only on k, c1, and c2, such that if n ≥ n0, then
(3.2) rk−1 ≥
c1
n
and rk ≤
c2
n
together imply E[βk(X)] ≥ ε0nk+1qk.
The next result is an upper estimate for rk sufficiently large. This is a generalization
of the cohomology vanishing theorem to multi-parameter random complexes (see, e.g.,
[13, Theorem 1.1 (1)] and [6, Theorem 2]).
Proposition 3.4. Let ρ ≥ 1 and δ > 0. Then, there exists a K0 > 0, depending only
on k, ρ, and δ, such that if
(3.3) rk−1 ≥
K0
n
and rk ≥
(ρ+ δ) log(nrk−1)
n
,
then P(βk(X) 6= 0) ≤ nk+1qk(nrk−1)−ρ and E[βk(X)] ≤ nk+1qk(nrk−1)1−ρ.
Corollary 3.5. Let θ ∈ (0, 1], ν ≥ θ, δ > 0, and M > 0. Then, for sufficiently
large n,
(3.4) rk ≥
(ν + δ) logn
n
and Mr1−θk ≥ rk−1
imply
P(βk(X) 6= 0) ≤ n
k+1qk(nrk−1)
−ν/θ and E[βk(X)] ≤ n
k+1qk(nrk−1)
1−ν/θ.
The last result is a general upper estimate, which is the main result of this section.
Theorem 3.6. Let l ∈ N. There exists a constant C ≥ 0 depending only on k and l
such that for all n ∈ N,
E[βk(X)] ≤ n
k+1qk{1 ∧ C(nrk)
−l}.
Here, if rk = 0, then the right-hand side is interpreted as n
k+1qk.
We apply these results to typical examples.
Example 3.7 (Linial–Meshulam complex). Consider the d-Linial–Meshulam complex
X ∼ Yd(n, p), as in Example 3.1. Letting k = d − 1, we obtain qk = 1, rk−1 = 1, and
rk = p. Theorem 3.6, Proposition 3.3, and Corollary 3.5 with θ =M = 1 together imply
that for given 0 < c < k + 2, l ∈ N, and ν′ > ν ≥ 1, there exist ε0 > 0 and C ≥ 0 such
that the following hold.
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(1) For every n ∈ N,
E[βd−1(X)] ≤ n
d{1 ∧ C(np)−l}.
(2) For sufficiently large n, if p ≤ c/n, then
E[βd−1(X)] ≥ ε0n
d.
(3) For sufficiently large n, if p ≥ (ν′ logn)/n, then
P(βd−1(X) 6= 0) ≤ n
d−ν and E[βd−1(X)] ≤ n
d+1−ν .
Example 3.8 (Random clique complex). Consider the random clique complex X ∼
C(n, p), as in Example 3.2. For 0 ≤ k ≤ n − 1, we obtain qk = p(
k+1
2 ), rk−1 = p
k, and
rk = p
k+1. Here,
(
1
2
)
= 0 per convention. Theorem 3.6, Proposition 3.3, and Corollary 3.5
with θ = 1/(k + 1) and M = 1 together imply that, for given c1 > 0 and c2 > 0 with
(k + 1)/c1 + c2/(k+ 2) < 1, l ∈ N, and ν′ > ν ≥ 1/(k+ 1), there exist ε0 > 0 and C ≥ 0
such that the following hold.
(1) For every n ∈ N,
E[βk(X)] ≤ n
k+1p(
k+1
2 ){1 ∧ C(npk+1)−l}.
(2) For sufficiently large n, if (c1/n)
1/k ≤ p ≤ (c2/n)
1/(k+1), then
E[βk(X)] ≥ ε0n
k+1p(
k+1
2 ).
(3) For sufficiently large n, if p ≥ {(ν′ log n)/n}1/(k+1), then
P(βk(X) 6= 0) ≤ n
k+1p(
k+1
2 )(npk)−(k+1)ν
= nk/2+1−ν(npk+1)k/2−kν
and
E[βk(X)] ≤ n
k+1p(
k+1
2 )(npk)1−(k+1)ν .
Note that when ν′ > k/2 + 1 + η for some η ≥ 0 in (3), the first conclusion implies
P(βk(X) 6= 0) = o(n−η). When η = 0, this claim is consistent with Theorem 1.1 (1) in
[13].
3.2. Proofs of Propositions 3.3 and 3.4
We follow [12, Section 7] for the proof of Proposition 3.3. For k ≥ 0, let fk(X) denote
the cardinality of Xk, the set of all k-simplices of X . We set f−1(X) = 1 per convention.
The following inequality holds for arbitrary simplicial complexes.
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Lemma 3.9 (A version of the Morse inequality). Let X be a simplicial complex. For
every k ≥ 0,
(3.5) fk(X)− fk+1(X)− fk−1(X) ≤ βk(X) ≤ fk(X).
Proof. Since fk(X) = dim kerdk + rank dk, we have
βk(X) = dimker dk − rank dk−1
= (fk(X)− rank dk)− rank dk−1
≥ fk(X)− fk+1(X)− fk−1(X)
and
βk(X) ≤ dim kerdk ≤ fk(X).
Proof of Proposition 3.3. Choose n0 > k such that
n0(k + 1)
(n0 − k)c1
+
c2
k + 2
< 1.
Then, (3.2) implies that, for n ≥ n0,
E[fk+1(X)] =
(
n
k + 2
)
qk+1 =
(n− k − 1)rk
k + 2
E[fk(X)] ≤
c2
k + 2
E[fk(X)]
and
E[fk−1(X)] =
(
n
k
)
qk−1 =
k + 1
(n− k)rk−1
E[fk(X)] ≤
n0
n0 − k
k + 1
c1
E[fk(X)].
Combining these estimates with the first inequality of (3.5) yields the desired inequality.
We now turn to proving Proposition 3.4. The following theorem states that the spec-
tral gap of the Erdo˝s–Re´nyi graph G ∼ G(n, p) concentrates around 1 if the parameter
p is sufficiently large.
Theorem 3.10 (Theorem 1.1 in [11], spectral gap theorem in [13]). Let G ∼ G(n, p)
be the Erdo˝s–Re´nyi graph. Let η ≥ 0, δ > 0, and ε > 0. Then, for sufficiently large n, if
p ≥
(1 + η + δ) logn
n
,
then P(λ2[G] > 1− ε) ≥ 1− εn−η.
The following lemma concerns the structure of links in multi-parameter random com-
plexes. Let X ∼ X(n,p) be a multi-parameter random complex with an n-point vertex
set V that is defined on a probability space (Ω,F ,P). For a simplex τ with P(τ ∈ X) > 0,
we define a probability space (Ωτ ,Fτ ,Pτ ) by
Ωτ := {τ ∈ X}, Fτ := {B ∈ F | B ⊂ Ωτ}, and Pτ (·) := P(· | Ωτ ).
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Let VX(τ) denote the vertex set of lkX(τ) and NX(τ) denote its cardinality; these are
random variables on Ωτ . The expectation with respect to Pτ is denoted by Eτ . Let
Bin(n, p) indicate the binomial distribution with parameters n and p.
Lemma 3.11. Let 0 ≤ k ≤ n − 2 and consider τ ∈
(
V
k
)
. Provided that P(τ ∈
X) > 0, the distribution of (lkX(τ))
(1) under Pτ is X(n − k, (rk−1, rk/rk−1, 0, . . . , 0)).
In particular, the distribution of NX(τ) under Pτ is Bin(n− k, rk−1).
Proof. A vertex v ∈ V \ τ belongs to VX(τ) if and only if X contains every possible
simplex that can be described as the union of {v} and a subset of τ . For 0 ≤ i ≤ k, there
are
(
k
i
)
such i-simplices. This implies
Pτ (v ∈ VX(τ)) =
k∏
i=0
p
(ki)
i = rk−1.
Moreover, events {v ∈ VX(τ)}v∈V \τ are independent under Pτ since distinct events are
described in terms of distinct simplices. Let Vˆ ⊂ V \ τ with Pτ (VX(τ) = Vˆ ) > 0. An
edge between vertices v and w in Vˆ belongs to lkX(τ) if and only if X contains every
possible simplex described as the union of {v, w} and a subset of τ . For 1 ≤ i ≤ k + 1,
there are
(
k
i−1
)
such possible i-simplices. This implies
Pτ ({v, w} ∈ lkX(τ) | VX(τ) = Vˆ ) =
k+1∏
i=1
p
( ki−1)
i =
rk
rk−1
.
Moreover, events {e ∈ lkX(τ)}e∈(Vˆ2)
are independent under Pτ (· | VX(τ) = Vˆ ) by the
same reasoning as used above. Thus, the claim holds.
Proof of Proposition 3.4. From Theorem 2.5,
E[βk(X)] ≤
∑
τ∈(Vk)
E[NX(τ); τ ∈ Xk−1, λ2[lkX(τ)
(1)] ≤ 1− (k + 1)−1]
=
∑
τ∈(Vk)
P(τ ∈ Xk−1)Eτ [NX(τ);λ2[lkX(τ)
(1)] ≤ 1− (k + 1)−1]
=
(
n
k
)
qk−1 E[N ;λ2[Z] ≤ 1− (k + 1)
−1],
where Z ∼ X(n − k, (rk−1, rk/rk−1, 0, . . . , 0)) and N is the number of vertices of Z,
which follows Bin(n − k, rk−1). The last identity follows from Lemma 3.11. Define
µ := E[N ] = (n− k)rk−1 and recall the Chernoff bound
(3.6) P[|N − µ| > µ3/5] ≤ exp(−µ1/5/5).
If K0 ≥ 2k and (3.3) holds, then µ ≥ nrk−1 − k ≥ nrk−1/2 ≥ K0/2. Thus,
rk
rk−1
≥
(ρ+ δ) log(nrk−1)
nrk−1
≥ sup
m≥⌊µ−µ3/5⌋
(ρ+ δ/2) logm
m
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for K0 sufficiently large. By combining these estimates with Theorem 3.10, for ε =
(k + 1)−1 ∧ 2−ρ, we have
E[N ;λ2[Z] ≤ 1− (k + 1)
−1]
≤
⌈µ+µ3/5⌉∑
m=⌊µ−µ3/5⌋
mP(λ2[Z] ≤ 1− (k + 1)
−1 | N = m)P(N = m) + E[N ; |N − µ| > µ3/5]
≤
⌈µ+µ3/5⌉∑
m=⌊µ−µ3/5⌋
mεm1−ρP(N = m) + E[N2]1/2P(|N − µ| > µ3/5)1/2
≤ εµ(⌊µ− µ3/5⌋)1−ρ + (µ+ µ2)1/2 exp(−µ1/5/10)
≤ 2εµ2−ρ
whenK0 is sufficiently large. Here, note that the distribution of λ2[Z] under P(· | N = m)
is that of λ2[G] with G ∼ G(m, rk/rk−1). Therefore,
E[βk(X)] ≤ 2ε
(
n
k
)
qk−1µ
2−ρ
≤ 2εnkqk−1nrk−1(nrk−1/2)
1−ρ
≤ nk+1qk(nrk−1)
1−ρ.
The estimate of P(βk(X) 6= 0) is obtained in the same way. In this case, from Corol-
lary 2.12, we have
P(βk(X) 6= 0) ≤ P
(
There exists τ ∈ Xk−1 such that λ2[lkX(τ)
(1)] ≤ 1− (k + 1)−1
)
≤
∑
τ∈(Vk)
P(τ ∈ Xk−1, λ2[lkX(τ)
(1)] ≤ 1− (k + 1)−1)
=
(
n
k
)
qk−1 P(λ2[Z] ≤ 1− (k + 1)
−1).
Then, for ε = (k + 1)−1 ∧ 2−ρ,
P(λ2[Z] ≤ 1− (k + 1)
−1)
≤
⌈µ+µ3/5⌉∑
m=⌊µ−µ3/5⌋
P(λ2[Z] ≤ 1− (k + 1)
−1 | N = m)P(N = m) + exp(−µ1/5/5)
≤ ε(⌊µ− µ3/5⌋)1−ρ + exp(−µ1/5/5) ≤ 2εµ1−ρ
for K0 sufficiently large. Therefore,
P(βk(X) 6= 0) ≤ 2ε
(
n
k
)
qk−1µ
1−ρ
≤ 2εnkqk−1(nrk−1/2)
1−ρ
≤ nk+1qk(nrk−1)
−ρ.
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Proof of Corollary 3.5. Take K0 in Proposition 3.4 in which we let ρ and δ be ν/θ and
δ/(2θ), respectively. From (3.4), for sufficiently large n, we have rk−1 ≥ rk ≥ K0/n and
rk ≥
(ν/θ + δ/(2θ)) log(nrk−1)
n
.
Indeed, if we set r¯ = (ν + δ)(log n)/n, then, for sufficiently large n,
nrk − (ν/θ + δ/(2θ)) log (nrk−1)
≥ nrk − (ν/θ + δ/(2θ)) log
(
nMr1−θk
)
= nrk − (ν/θ + δ/(2θ))(1 − θ) log (nrk)− (ν + δ/2)(logn− (logM)/θ)
≥ nr¯ − (ν/θ + δ/(2θ))(1− θ) log (nr¯)− (ν + δ/2)(logn− (logM)/θ)
= δ/2 logn− (ν/θ + δ/(2θ)){(1− θ)(log logn+ log(ν + δ)) + logM}
≥ 0.
The conclusion follows from Proposition 3.4.
3.3. Proof of Theorem 3.6
Theorem 2.5 plays a key role in proving Theorem 3.6. We first discuss the eigenvalues
of the averaging operator on the Erdo˝s–Re´nyi graph.
Let G = V ⊔ E be a graph and let h ∈ N. We call w = (v0, v1, . . . , vh) ∈ V h+1
a walk on G with length h if vi is adjacent to vi+1 for all i = 0, 1, . . . , h − 1. A walk
w = (v0, v1, . . . , vh) ∈ V
h+1 where v0 = vh is called a closed walk. We denote by
Wh(G) the set of all length-h closed walks on G. Given a graph G and a closed walk
w = (v0, v1, . . . , vh) ∈ Wh(G), let G(w) = V (w)⊔E(w) denote the subgraph of G induced
by w, where
V (w) := {v0, v1, . . . , vh−1} and E(w) := {{v0, v1}, {v1, v2}, . . . , {vh−1, vh}}
are the vertex set and the edge set, respectively. The multiplicity ms(w) of s ∈ V (w) is
defined by
ms(w) := #{j ∈ {0, 1, . . . , h− 1} | vj = s}.
For 1 ≤ v, e ≤ h, the set W v,eh (G) is the set of all w ∈Wh(G) such that #V (w) = v and
#E(w) = e, and wv,eh is the number of length-h closed walks on v unlabeled vertices that
traverse exactly e edges (perhaps multiple times). That is,
wv,eh := #W
v,e
h (Kv)
/
v!,
where Kv is the complete graph with v vertices.
Lemma 3.12. The following properties hold for l ∈ N and 1 ≤ v, e ≤ 2l.
(1) If wv,e2l > 0, then e ≥ v − 1.
(2) If we+1,e2l > 0, then e ≤ l.
Proof. Take w ∈ W v,e2l (Kv). By applying the Euler–Poincare´ formula to the graph
G(w), we have v − e = 1 − β1(G(w)) ≤ 1. This implies (1). For the proof of (2), take
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w ∈W e+1,e2l (Ke+1). Since β1(G(w)) = 0 (and G(w) is connected), G(w) is a tree. Then,
since w is a closed walk, w passes through each edge of G(w) at least twice. This implies
e ≤ l.
Lemma 3.13. Let G ∼ G(n, p) be the Erdo˝s–Re´nyi graph and let α > 0. Let {µi}
n
i=1
be all the (not necessarily distinct) eigenvalues of the averaging matrix A[G]. Then, for
l ∈ N and n ≥ 2l,
E[#{i | µi ≥ α}] ≤
(2l)!
α2l(n− 2l + 1)2lp2l
∑
1≤v,e≤2l;
e≥v−1
wv,e2l n
vpe +
n(1− p)n−1
α2l
.
Proof. To proceed, we identify the vertex set of G with {1, 2, . . . , n}. Let {Xij}1≤i<j≤n
be independent and identically distributed random variables that follow the Bernoulli
distribution with parameter p. The Erdo˝s–Re´nyi graph G can be generated by
{Xij}1≤i<j≤n: edge {i, j} is supposed to belong to G if and only if Xij = 1. In ad-
dition, we define Xii = 0 for 1 ≤ i ≤ n and Xji = Xij for 1 ≤ i < j ≤ n. Then, aij , the
(i, j)-component of A[G], is given by
aij =


Xij
/
(
∑n
s=1Xis) if
∑n
s=1Xis 6= 0,
1 if
∑n
s=1Xis = 0 and i = j,
0 otherwise.
The obvious bound gives
#{i | µi ≥ α} ≤
1
α2l
n∑
i=1
µ2li =
1
α2l
tr(A[G]2l).
Let I(G) denote the number of isolated vertices of G. With this,
tr(A[G]2l) =
∑
1≤i0,i1,...,i2l−1≤n
ai0i1ai1i2 · · ·ai2l−1i0(3.7)
=
∑
1≤i0,i1,...,i2l−1≤n;
i0 6=i1,i1 6=i2,...,i2l−1 6=i0
ai0i1ai1i2 · · · ai2l−1i0 + I(G)
=
∑
w=(i0,i1,...,i2l)∈W2l(G)
ai0i1ai1i2 · · · ai2l−1i2l + I(G)
=
∑
w=(i0,i1,...,i2l)∈W2l(G)
2l−1∏
j=0
1∑n
sj=1
Xijsj
+ I(G)
≤
∑
w=(i0,i1,...,i2l)∈W2l(G)
2l−1∏
j=0
1∑
sj /∈V (w)
Xijsj + 1
+ I(G).
Here, in the second line, we used the fact that, for each i = 1, . . . , n, aii 6= 0 if and only
if ais = 0 for every s 6= i. In the third line, recall that if vertex i is not adjacent to vertex
j 6= i, then aij = 0. The last inequality follows from the fact that each ij has at least
one adjacent vertex in V (w).
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By using the independence of {Xij}1≤i<j≤n, the expectation of the first term of the
last line of (3.7) is equal to
∑
w=(i0,i1,...,i2l)∈W2l(Kn)
E

2l−1∏
j=0
1∑
sj /∈V (w)
Xijsj + 1
; w ∈W2l(G)

(3.8)
=
∑
w=(i0,i1,...,i2l)∈W2l(Kn)
P(w ∈W2l(G))E

2l−1∏
j=0
1∑
sj /∈V (w)
Xijsj + 1


=
∑
1≤v,e≤2l;
e≥v−1
∑
w=(i0,i1,...,i2l)∈W
v,e
2l (Kn)
pe
∏
i∈V (w)
E
[
(Zv + 1)
−mi(w)
]
,
where Zv ∼ Bin(n− v, p). Here, Lemma 3.12(1) was used for the last identity. We also
have, denoting mi(w) by mi,
E
[
(Zv + 1)
−mi
]
≤ mi!E
[
(Zv +mi)
−1(Zv +mi − 1)
−1 · · · (Zv + 1)
−1
]
= mi!
n−v∑
r=0
1
(r +mi)(r +mi − 1) · · · (r + 1)
·
(n− v)!
r! (n− v − r)!
pr(1− p)n−v−r
=
mi!
(n− v +mi)(n− v +mi − 1) · · · (n− v + 1) pmi
×
n−v∑
r=0
(n− v +mi)!
(r +mi)! (n− v − r)!
pr+mi(1− p)n−v−r
≤
mi!
(n− v + 1)mipmi
.
Since
∑
i∈V (w)mi(w) = 2l, we have
∏
i∈V (w){mi(w)!} ≤ (2l)!. By combining these
estimates, (3.8) is dominated by
∑
1≤v,e≤2l;
e≥v−1
∑
w=(i0,i1,...,i2l)∈W
v,e
2l (Kn)
pe (2l)!
(n− v + 1)2lp2l
≤
∑
1≤v,e≤2l;
e≥v−1
wv,e2l n
vpe (2l)!
(n− v + 1)2lp2l
≤
(2l)!
(n− 2l+ 1)2lp2l
∑
1≤v,e≤2l;
e≥v−1
wv,e2l n
vpe.
Since E[I(G)] = n(1− p)n−1, we reach the desired conclusion.
We remark that γ(G; 1 − α) is #{i | µi ≥ α} − 1 since L[G] = IV − A[G]. Now, we
prove Theorem 3.6.
Proof of Theorem 3.6. Since E[fk(X)] =
(
n
k+1
)
qk, the second inequality of (3.5) implies
that
(3.9) E[βk(X)] ≤ n
k+1qk.
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Thus, it suffices to prove
E[βk(X)] ≤ Cn
k+1qk(nrk)
−l
for some constant C that depends on only k and l. Take K0 in Proposition 3.4 with
ρ = l + 1 and δ = 1. Take K1 ≥ K0 ∨ 1 such that x
1/l ≥ (l + 2) log x for all x ≥ K1.
Suppose that
(3.10) rk ≥
K1
n
∨
(nrk−1)
1/l
n
.
Then, rk−1 ≥ rk ≥ K1/n and rk ≥ (l + 2){log(nrk−1)}/n hold. Thus, from Proposi-
tion 3.4 with ρ = l + 1 and δ = 1,
E[βk(X)] ≤ n
k+1qk(nrk−1)
−l ≤ nk+1qk(nrk)
−l.
Next, consider the constraint
(3.11)
K2
n
≤ rk ≤
(nrk−1)
1/l
n
for some constant K2 ≥ K1 that will be specified later. By applying Theorem 2.5 to X
with D = k + 1, we have
E[βk(X)] ≤ E

 ∑
τ∈Xk−1
γ
(
lkX(τ)
(1); 1− (k + 1)−1
)
=
∑
τ∈(Vk)
P(τ ∈ Xk−1)Eτ
[
γ
(
lkX(τ)
(1); 1− (k + 1)−1
)]
=
(
n
k
)
qk−1E[γ
(
Z; 1− (k + 1)−1
)
],
where Z ∼ X(n−k, (rk−1, rk/rk−1, 0, . . . , 0)). The last identity follows from Lemma 3.11.
Denote by N the number of vertices of Z, which follows Bin(n − k, rk−1). Define µ :=
E[N ] = (n − k)rk−1. Take K2 ≥ K1 ∨ 2k so that ⌊x − x3/5⌋ ≥ 2l for all x ≥ K2/2 and
suppose that (3.11) holds. Consequently, we have µ ≥ nrk−1/2 ≥ K2/2 and ⌊µ−µ
3/5⌋ ≥
2l. Then, Lemma 3.13 implies that
E[γ
(
Z; 1− (k + 1)−1
)
](3.12)
≤
⌈µ+µ3/5⌉∑
m=⌊µ−µ3/5⌋
E[γ
(
Z; 1− (k + 1)−1
)
+ 1 | N = m]P(N = m)
+ E[γ
(
Z; 1− (k + 1)−1
)
+ 1; |N − µ| > µ3/5]− 1
≤
⌈µ+µ3/5⌉∑
m=⌊µ−µ3/5⌋
{
(2l)!(k + 1)2l
(m− 2l + 1)2l(rk/rk−1)2l
∑
1≤v,e≤2l;
e≥v−1
wv,e2l m
v
(
rk
rk−1
)e
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+ (k + 1)2lm
(
1−
rk
rk−1
)m−1}
P(N = m) + E[N ; |N − µ| > µ3/5]− 1
≤ (2l)! (k + 1)2lnrk−1
∑
1≤v,e≤2l;
e≥v−1
wv,e2l Av
(nrk−1)2l−v+1(rk/rk−1)2l−e
+ (k + 1)2lE
[
N
(
1−
rk
rk−1
)N−1]
+ E[N2]1/2P(|N − µ| > µ3/5)1/2 − 1,
where
Av =
⌈µ+µ3/5⌉∑
m=⌊µ−µ3/5⌋
(
nrk−1
m− 2l+ 1
)2l (
m
nrk−1
)v
P(N = m).
If K2 (which depends on only k and l) is chosen to be larger in advance, each Av becomes
less than 2. In what follows, C is a positive constant depending on only k and l; it may
vary from line to line. Concerning the first term of the last line of (3.12), we have
∑
1≤v,e≤2l;
e≥v−1
wv,e2l
(nrk−1)2l−v+1(rk/rk−1)2l−e
=
2l∑
m=0
∑
1≤v,e≤2l;
v−e=1−m
wv,e2l
(nrk−1)m(nrk)2l−e
=
l∑
e=1
we+1,e2l
(nrk)2l−e
+
2l∑
m=1
∑
1≤v,e≤2l;
v−e=1−m
wv,e2l
(nrk−1)m(nrk)2l−e
(from Lemma 3.12(2))
≤ (nrk)
−l
l∑
e=1
we+1,e2l + (nrk−1)
−1
2l∑
m=1
∑
1≤v,e≤2l;
v−e=1−m
wv,e2l
≤ C(nrk)
−l.
Here, the first inequality follows from the relations nrk−1 ≥ nrk ≥ K2 ≥ 1, and the last
one follows from the inequality (nrk−1)
−1 ≤ (nrk)
−l in (3.11).
Considering the second term of (3.12),
E
[
N(1− rk/rk−1)
N−1
]
= E[I(Z)]
=
∑
v∈{1,2,...,n−k}
P
(
v is an isolated vertex in Z
)
= (n− k)rk−1(1− rk)
n−k−1
≤ Cnrk−1(nrk)
−l.
The last inequality follows from the inequalities (1 − x)m ≤ e−mx ≤ C(mx)−l for 0 ≤
x ≤ 1 and m ≥ 0, and exp(rk(k + 1)) ≤ e
k+1.
The third term of (3.12) is dominated by (µ2+µ)1/2 exp(−µ1/5/10) from the Chernoff
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bound (3.6), which is less than 1 for K2 greater than some absolute constant.
Combining these estimates, we obtain
E[βk(X)] ≤ Cn
kqk−1nrk−1(nrk)
−l = Cnk+1qk(nrk)
−l.
Lastly, if
(3.13) rk ≤
K2
n
,
then, from (3.9),
E[βk(X)] ≤ n
k+1qk ≤ K
l
2n
k+1qk(nrk)
−l.
Since (3.10), (3.11), and (3.13) cover all cases, the proof is completed.
4. Estimates of lifetime sums of random simplicial complex processes
4.1. Persistent homology
Let X be a simplicial complex. A family X = {X(t)}t≥0 of subcomplexes of X is a
right-continuous filtration of X if X(s) ⊂ X(t) for 0 ≤ s ≤ t and X(t) =
⋂
t′>tX(t
′)
for t ≥ 0. Since X is a finite simplicial complex, X(t) differs from
⋃
t′<tX(t
′) only
finitely many times. Here, X(t) can be the empty set, which is considered to be a
(−1)-dimensional simplicial complex.
Let R[R≥0] be an R-vector space of formal linear combinations of finite elements
in R≥0. Each element of R[R≥0] is expressed as a linear combination of monomials zt
(t ∈ R≥0), where z is an indeterminate. The product of two elements is given by the
linear extension of azs · bzt := abzs+t (a, b ∈ R, s, t ∈ R≥0). This operation equips
R[R≥0] with a graded ring structure. For k ≥ 0, the k-th persistent homology PHk(X )
of X = {X(t)}t≥0 is defined as the result of taking a direct sum in the k-th homology
vector space:
PHk(X ) :=
⊕
t≥0
Hk(X(t)).
It follows that PHk(X ) has a graded module structure over the graded ring R[R≥0] with
isomorphisms from Hk(X(s)) to Hk(X(t)) (0 ≤ s ≤ t) induced by the inclusion from
X(s) to X(t). The following theorem is called the structure theorem of the persistent
homology.
Theorem 4.1 ([17, 10]). For each k ≥ 0, there exist unique indices p, q ∈ Z≥0 and
{bi}
p+q
i=1 , {di}
p
i=1 ⊂ R≥0 such that bi < di for all i = 1, . . . , p. Furthermore, the following
graded module isomorphism holds.
(4.1) PHk(X ) ≃
p⊕
i=1
(
(zbi)/(zdi)
)
⊕
p+q⊕
i=p+1
(zbi),
where (za) expresses an ideal in R[R≥0] generated by the monomial za.
Here, bi and di are called the k-th birth and death times, respectively, and they indi-
Lifetime sums for random simplicial complex processes 25
cate the times of the appearance and disappearance (again, respectively) of k-dimensional
holes in the filtration X = {X(t)}t≥0. The lifetime li is defined by li := di − bi. We set
di =∞ for p+ 1 ≤ i ≤ p+ q. We define the lifetime sum Lk(X ) by
Lk(X ) =
p+q∑
i=1
(di − bi).
The following formula is a generalization of (1.1) to filtrations.
Theorem 4.2 (Lifetime formula [10, Proposition 2.2]). Let X = {X(t)}t≥0 be a
right-continuous filtration of a simplicial complex X. Then, for each k ≥ 0,
Lk(X ) =
∫ ∞
0
βk(X(t)) dt.
Let k ≥ 0 and T ≥ 0. We also define the k-th lifetime sum until time T by
(Lk(X ))T =
p+q∑
i=1
((di ∧ T )− (bi ∧ T )).
As an analogue of Theorem 4.2, the equality
(Lk(X ))T =
∫ T
0
βk(X(t)) dt
holds.
4.2. Lifetime sums of random simplicial complex processes
We consider a class of random simplicial complex processes associated with an n-point
vertex set V and moving multi-parameters p = (p0, p1, . . . , pn−1). Let n ∈ N and denote
the complete (n − 1)-dimensional simplicial complex by K(n), that is, the family of all
nonempty subsets of V . To each simplex σ ∈ K(n) we assign an independent non-negative
random variable uσ with distribution function Fσ. We assume that these distribution
functions Fσ are identical for equal-dimensional simplices and, for each σ ∈ K(n) with
dimσ = i, we denote Fσ by pi(·). We define a random simplicial complex process
Xn = {Xn(t)}t≥0 by
Xn(t) := {σ ∈ K(n) | uτ ≤ t for every simplex ∅ 6= τ ⊂ σ}.
We call this process the multi-parameter random complex process with n vertices and
multi-parameter function p(·) = (p0(·), p1(·), . . . , pn−1(·)). Note that Xn(t) ∼ X(n,p(t))
for fixed t and that Xn is a right-continuous filtration of K(n). Note also that Xn(t) can
be expressed as
Xn(t) = {σ ∈ K(n) | wσ ≤ t},
where wσ := max{uσ |∅ 6= τ ⊂ σ}.
In what follows, each pi(t) is assumed to be independent of n. We write qk(t) and
rk(t), respectively, for the qk and rk defined in (3.1) that are associated with Xn(t). The
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generalized inverse function rˇk of rk is defined by
rˇk(u) = inf{t ≥ 0 | rk(t) > u} for u < 1,
and rˇk(1) =∞. We additionally define
Qk(t) =
∫ t
0
qk(s) ds for t ≥ 0,
Φk(u) = Qk(rˇk(u)) and Ψk(u) = Qk(rˇk−1(u)) for u ∈ [0, 1).
We note that Φk ≥ Ψk since rˇk is nondecreasing with respect to k. Moreover, rˇk,
Φk, and Ψk are nondecreasing right-continuous functions. The following relations are
fundamental. For t ≥ 0, u ∈ [0, 1), and ε > 0,
• rˇk(rk(t)− ε) ≤ t ≤ rˇk(rk(t)); and
• rk(rˇk(u)− ε) ≤ u ≤ rk(rˇk(u)) if rˇk(u) ≥ ε.
We provide results for the asymptotic behavior of the lifetime sum of Xn in the following
theorems.
Theorem 4.3. (1) If there exist A ∈ (0, 1] and u0 ∈ (0, 1) such that
(4.2) Φk(u0) > 0 and Φk(u/2) ≥ AΦk(u) for 0 ≤ u ≤ u0,
then, for any m ∈ N, there exists a constant C ≥ 0 such that for sufficiently large
n,
E[(Lk(Xn))T ] ≤ Cn
k+1Φk(1/n)(1 + Tn
−m) for T > 0.
Moreover, if
∫∞
0
t1+δ dqk+1(t) <∞ for some δ > 0, then
E[Lk(Xn)] = O(n
k+1Φk(1/n)).
(2) If Φk(u) = O(u
m) as u → 0 for all m ≥ 0, then, for all m ∈ N, there exists a
constant C ≥ 0 such that for sufficiently large n,
E[(Lk(Xn))T ] ≤ C(1 + T )n
−m for T > 0.
Moreover, if
∫∞
0 t
1+δ dqk+1(t) <∞ for some δ > 0, then E[Lk(Xn)] = O(n−m) for
all m ≥ 0.
Theorem 4.4. Suppose that there exist u0 ∈ (0, 1), B > 1, and D ∈ [0, (k+2)/(4(k+
1))) such that
Φk(Du) ≥ BΨk(u) for 0 ≤ u ≤ u0.
Then, there exists some c > 0 such that for T > rˇk(0),
E[(Lk(Xn))T ] ≥ cn
k+1Φk(1/n) for sufficiently large n.
In particular, E[Lk(Xn)] = Ω(nk+1Φk(1/n)).
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Before proceeding to the proof, we consider typical situations in which
(4.3) Φk(u) = Θ(u
a) as u→ 0
for some constant 0 ≤ a ≤ ∞. Here, we write f(u) = Θ(g(u)) as u → 0 to indicate
that there exist c1 > 0, c2 > 0, and u0 ∈ (0, 1) such that c1g(u) ≤ f(u) ≤ c2g(u) for
all u ∈ (0, u0]. Note also that u
∞ = 0 and 00 = 1 by convention. Then, we have the
following.
• Theorem 4.3(1) holds when a <∞;
• Theorem 4.3(2) holds when a =∞;
• Theorem 4.4 holds when Ψk(u) = o(Φk(u)) as u→ 0.
In particular, we have the following result.
Corollary 4.5. Suppose that Φk satisfies (4.3) with 0 ≤ a < ∞ and Ψk(u) =
o(Φk(u)) as u→ 0. Then, for each T > 0,
E[(Lk(Xn))T ] ≍ n
k+1−a.
Moreover, if
∫∞
0
t1+δ dqk+1(t) <∞ for some δ > 0, then E[Lk(Xn)] ≍ nk+1−a.
The case Ψk(u) = Θ(Φk(u)) as u → 0 is sensitive, and we cannot provide a simple
answer for it because more detailed relations between Φk and Ψk affect the asymptotic
behaviors of E[(Lk(Xn))T ] and E[Lk(Xn)], and Theorem 4.3 does not always give proper
upper estimates. Here, we just consider the case where Ψk(u) is identically Φk(u) for all
u ∈ [0, 1).
Theorem 4.6. If Φk(u) = Ψk(u) for all u ∈ [0, 1), then Lk(Xn) = 0 almost surely
for all n ∈ N.
Theorems 1.2 and 1.5 are special cases of Corollary 4.5, as will be shown below. We
can modify the range of the parameter t to [0,∞) by setting pi(t) = 1 for t ≥ 1 and all i:
in other words, Xn(t) = K(n) for t ≥ 1. This modification does not affect the lifetimes
because the one-point set {1} is a Lebesgue null set and all dimensional homologies of
K(n) vanish. When we are interested in a filtration with parameters in a finite interval,
we will make such a modification, if necessary, without explicitly mentioning it.
Example 4.7. Let n > d ≥ 1 be fixed and define p(t) = (p0(t), . . . , pn−1(t)) by
pi(t) :=


1 (0 ≤ i ≤ d− 1),
t (i = d),
0 (d+ 1 ≤ i ≤ n− 1)
for 0 ≤ t ≤ 1.
The corresponding process K
(d)
n = {K
(d)
n (t)}0≤t≤1 is called the d-Linial–Meshulam com-
plex process. This is a higher-dimensional analogue of the Erdo˝s–Re´nyi graph process
Kn = {Kn(t)}0≤t≤1, which is identified with the 1-Linial–Meshulam complex process.
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We can easily confirm that
(Φk(u),Ψk(u)) =


(0, 0) (k < d− 1),
(u, 0) = (u1, u∞) (k = d− 1),
(1/2, u2/2) = (Θ(u0),Θ(u2)) (k = d),
(0, 0) (k > d).
From Corollary 4.5 and Theorem 4.6, we have
E[Lk(K
(d)
n )] ≍


0 (k 6= d− 1, d),
nd−1 (k = d− 1),
nd+1 (k = d).
The case k = d− 1 corresponds to Theorem 1.2.
Example 4.8. Let n > d ≥ 1 be fixed and define p(t) = (p0(t), . . . , pn−1(t)) by
pi(t) :=


1 (0 ≤ i ≤ d− 1),
t (i = d),
1 (d+ 1 ≤ i ≤ n− 1)
for 0 ≤ t ≤ 1.
We call the corresponding process C
(d)
n = {C
(d)
n (t)}0≤t≤1 the d-flag complex process. Note
that the case d = 1 corresponds to the random clique complex process Cn = {Cn(t)}0≤t≤1.
By straightforward computation, we have
(Φk(u),Ψk(u)) =


(0, 0) (k < d− 1),
(u, 0) = (u1, u∞) (k = d− 1),(
Θ
(
u
k+1−d
d+1 +(
k+1
d )
−1
)
,Θ
(
u
k+1
d+1+(
k
d)
−1
))
(k ≥ d).
From Corollary 4.5 and Theorem 4.6, we have
E[Lk(C
(d)
n )] ≍
{
0 (k < d− 1),
n
(k+2)d
d+1 −(
k+1
d )
−1
(k ≥ d− 1).
The case d = 1 corresponds to Theorem 1.5.
Proof of Theorem 4.3. (1) From (4.2), for any j ∈ N,
Φk(u/2
j) ≥ AjΦk(u) for u ∈ [0, u0].
Thus, the following estimate holds for 0 ≤ K ≤ 1.
(4.4) Φk(Ku) ≥ AK
γΦk(u) for u ∈ [0, u0],
where γ = − log2A ≥ 0. In particular, we have
(4.5) Φk(v) ≥ AΦk(u0)v
γ for v ∈ [0, u0]
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by letting u = u0 and K = v/u0 in (4.4). Let m ∈ N. Take l ∈ N such that l ≥ γ +m.
Theorem 3.6 implies that there exists some C ≥ 0 such that for all n,
E[βk(Xn(t))] ≤ n
k+1qk(t){1 ∧ C(nrk(t))
−l}.
Let T > 0. In what follows, n ∈ N is taken to be sufficiently large and independent of T .
Define Sn = rˇk(1/n). Then,∫ Sn∧T
0
E[βk(Xn(t))] dt ≤ n
k+1Φk(1/n).
Next, suppose t > Sn. Then, rk(t) ≥ rk(Sn) ≥ 1/n. Let Ξ(t) = −(nrk(t))
−l, which is a
right-continuous nondecreasing function. Then, denoting rˇk(u0) by t0,∫ T
Sn∧T
E[βk(Xn(t))] dt
=
(∫
(Sn∧T,t0∧T ]
+
∫
(t0∧T,T ]
)
E[βk(Xn(t))] dt
≤ −Cnk+1
∫
(Sn,t0]
Q′k(t)Ξ(t) dt + TCn
k+1qk(T )(nrk(t0))
−l
= −Cnk+1
(
[Qk(t)Ξ(t)]
t=t0
t=Sn
−
∫
(Sn,t0]
Qk(t) dΞ(t)
)
+ TCnk+1qk(T )(nrk(t0))
−l
≤ Cnk+1
(
Φk(u0)(nu0)
−l + lim
ε↓0
∫
(Sn+ε,t0]
Qk(t− ε) dΞ(t) + T (nu0)
−l
)
.
By noting that Φk(u0) > 0, from (4.5), we have
(Φk(u0) + T )(nu0)
−l ≤
Φk(u0) + T
Aul0Φk(u0)
n−mΦk(1/n) ≤ C
′(1 + Tn−m)Φk(1/n),
where C′ > 0 is a constant independent of n and T . Writing Ξˇ(u) = inf{t ≥ 0 | Ξ(t) > u}
for u ∈ R and taking a small ε > 0, we have∫
(Sn+ε,t0]
Qk(t− ε) dΞ(t) ≤
∫
(Sn+ε,t0]
Φk(rk(t− ε)) dΞ(t)
≤
∫
(Sn+ε,t0]
1
A
(nrk(t− ε))
γΦk(1/n) dΞ(t)
=
1
A
Φk(1/n)
∫
(Sn+ε,t0]
(−Ξ(t− ε))−γ/l dΞ(t)
=
1
A
Φk(1/n)
∫
(Ξ(Sn+ε),Ξ(t0)]
(−Ξ(Ξˇ(u)− ε))−γ/l du
≤
1
A
Φk(1/n)
∫ Ξ(t0)
Ξ(Sn+ε)
(−u)−γ/l du
=
1
A
Φk(1/n) ·
−1
1− γ/l
{(−Ξ(t0))
1−γ/l − (−Ξ(Sn + ε))
1−γ/l}
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≤
1
A(1 − γ/l)
Φk(1/n)(nrk(Sn))
γ−l
≤
1
A(1 − γ/l)
Φk(1/n).
Here, we used (4.4) with K = 1/(nrk(t− ε)) and u = rk(t− ε) in the second line, noting
that K ≤ 1 and u ≤ u0 for t ∈ (Sn + ε, t0]. In the fourth line, we used the change of
variable formula with t = Ξˇ(u). Thus,
∫ T
Sn∧T
E[βk(Xn(t))] dt ≤ C
(
C′ +
1
A(1− γ/l)
)
nk+1Φk(1/n)(1 + Tn
−m)
and the first result given in Theorem 4.3 (1) follows.
Now, suppose that M :=
∫∞
0 t
1+δ dqk+1(t) < ∞ for some δ > 0. Let wσ = max{uτ |
∅ 6= τ ⊂ σ} for σ ∈ K(n) and define Un = max
{
wσ
∣∣∣ σ ∈ ( Vk+2)}. The distribution
function of wσ for σ ∈
(
V
k+2
)
is equal to qk+1(·). Take m ∈ N such that m ≥ (γ+k+2)/δ.
From the first conclusion with this m, there exists a constant C ≥ 0 such that, for
sufficiently large n,
E[(Lk(Xn))nm ] ≤ Cn
k+1Φk(1/n)
by letting T = nm. Then,
E[Lk(Xn)] = E
[∫ Un
0
βk(Xn(t)) dt
]
= E
[∫ Un
0
βk(Xn(t)) dt ;Un ≤ n
m
]
+ E
[∫ Un
0
βk(Xn(t)) dt ;Un > n
m
]
≤ E[(Lk(Xn))nm ] + n
k+1E[Un ;Un > n
m]
≤ Cnk+1Φk(1/n) + n
k+1n−mδE[U1+δn ].
For the second term, we have
n−mδE[U1+δn ] ≤ n
−mδE

 ∑
σ∈( Vk+2)
w1+δσ


≤ n−(γ+k+2)
(
n
k + 2
)∫ ∞
0
t1+δ dqk+1(t)
≤Mn−γ
≤
M
AΦk(u0)
Φk(1/n). (from (4.5))
The final conclusion in part (1) of the theorem follows by combining these estimates.
(2) Let l ∈ N and εn = n−1/2. From the assumption, there exist c > 0 and u0 ∈ (0, 1)
such that Φk(u) ≤ cu
l for all u ∈ (0, u0]. Moreover, rk(t) ≥ εn for t ≥ rˇk(εn). Thus,
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from Theorem 3.6, for sufficiently large n,
E[(Lk(Xn))T ] =
∫ rˇk(εn)∧T
0
E[βk(Xn(t))] dt+
∫ T
rˇk(εn)∧T
E[βk(Xn(t))] dt
≤
(
n
k + 1
)
Φk(εn) + Cn
k+1
∫ T
rˇk(εn)∧T
qk(t)(nrk(t))
−l dt
≤ cnk+1−l/2 + Cnk+1−l/2
∫ T
0
qk(t) dt
= (c+ CT )nk+1−l/2
for T > 0.
The second conclusion of part (2) of the theorem follows in the same manner as that
of part (1).
Proof of Theorem 4.4. Let T > rˇk(0) and α = k/2 + 1. Define
S˜n = rˇk−1(α/(Dn)) and T˜n = rˇk(α/n)
for large enough n such that α/(Dn) ≤ u0 and T˜n ≤ T .
Suppose S˜n ≥ T˜n for some n. Then, Ψk(α/(Dn)) = Qk(S˜n) ≥ Qk(T˜n) = Φk(α/n),
while Φk(α/n) ≥ BΨk(α/(Dn)) by assumption. Therefore, Φk(α/n) = 0, which implies
Φk(u) = 0 for u ∈ [0, α/n]. In this case, the conclusion is trivially true.
Thus, we may assume that S˜n < T˜n for every n. If t ∈ [S˜n, T˜n), then
rk−1(t) ≥ rk−1(S˜n) ≥ α/(Dn)
and
rk(t) ≤ lim
ε↓0
rk(T˜n − ε) ≤ α/n.
Since
(k + 1)D
α
+
α
k + 2
=
2(k + 1)D
k + 2
+
1
2
< 1,
we can apply Proposition 3.3 to obtain the existence of n0 ∈ N and ε0 > 0 such that, if
n ≥ n0, then
E[βk(Xn(t))] ≥ ε0n
k+1qk(t) for t ∈ [S˜n, T˜n).
Thus, for n ≥ n0,
E[(Lk(Xn))T ] ≥
∫ T˜n
S˜n
E[βk(Xn(t))] dt
≥ ε0n
k+1
∫ T˜n
S˜n
qk(t) dt
= ε0n
k+1(Φk(α/n)−Ψk(α/(Dn)))
≥ ε0n
k+1
(
Φk(α/n)−B
−1Φk(α/n)
)
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≥ ε0(1−B
−1)nk+1Φk(1/n).
Proof of Theorem 4.6. Note that for any 0 ≤ k ≤ n− 1 and t ≥ 0,
qk(t) ≥
k∏
i=0
(pi(t))
(i+1)(k+1i+1) =
k∏
i=0
(pi(t))
(k+1)(ki) = (rk−1(t))
k+1.
Then, for u ∈ (0, 1) and t ≥ rˇk−1(u), the inequality qk(t) ≥ (rk−1(t))
k+1 ≥ uk+1 holds.
Thus,
0 = Φk(u)−Ψk(u) =
∫ rˇk(u)
rˇk−1(u)
qk(t) dt ≥ u
k+1(rˇk(u)− rˇk−1(u)).
Therefore, rˇk−1(u) = rˇk(u) for u ∈ (0, 1), which implies that rk−1(t) = rk(t) for t ≥ 0
from the (weak) monotonicity and right-continuity of rk. Therefore, for t ≥ 0,
(4.6) 0 = rk−1(t)− rk(t) = rk−1(t)
(
1−
k+1∏
i=1
pi(t)
( ki−1)
)
≥ qk(t)
(
1−
k+1∏
i=1
pi(t)
( ki−1)
)
.
Here, in the inequality above, we used the relation rk−1(t) ≥ rk−1(t)qk−1(t) = qk(t). Let
t ≥ 0. (4.6) implies that qk(t) = 0 or pi(t) = 1 for all i = 1, 2, . . . , k+1. If qk(t) = 0, then
βk(Xn(t)) = 0 almost surely. Suppose that pi(t) = 1 for all i = 1, 2, . . . , k + 1. Then,
βk(Xn(t)) = 0 almost surely since Xn(t) includes the complete (k + 1)-dimensional
skeleton. Thus, in all cases, βk(Xn(t)) = 0 almost surely. This implies Lk(Xn) = 0
a.s.
4.3. Limiting constants
As a refinement of Theorems 4.3 and 4.4, it is natural to consider the behavior of the
normalized k-th lifetime sum
Lk(Xn) :=
Lk(Xn)
nk+1Φk(1/n)
of a filtration Xn. It is not yet known what general conditions are needed for Lk(Xn) to
converge in a certain sense as n → ∞. In the case where Xn is the d-Linial–Meshulam
complex process K
(d)
n = {K
(d)
n (t)}0≤t≤1, Hiraoka and Shirai [10, Section 7.1] made a
formal argument and conjectured that the expectation of Ld−1(K
(d)
n ) converges to some
positive constant Id−1. Their argument was based on recent work by Linial and Peled [15]
on the convergence of K
(d)
n (c/n) for fixed c ≥ 0. We justify their argument and prove
Theorem 1.4 in a more general form by using the upper estimate in Example 3.7.
One of the special features of PHd−1(K
(d)
n ) is that all the birth times bi in (4.1)
are zero because K
(d)
n (0) is the complete (d− 1)-dimensional simplicial complex. Given
this, we can obtain a formula for the generalized sums of lifetimes as follows. Let di
(i = 1, . . . , p+q) be the death times in (4.1) for the k-th persistent homology of a general
filtration X = {X(t)}t≥0.
Proposition 4.9. Let ϕ be a right-continuous nondecreasing function on [0,∞) with
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ϕ(0) = 0. Suppose that bi = 0 for i = 1, . . . , p+ q. Then,
p+q∑
i=1
ϕ(di−) =
∫
[0,∞)
βk(X(t)) dϕ(t),
where ϕ(t−) = limε↓0 ϕ(t− ε).
Proof. This is proved by simple calculation:
p+q∑
i=1
ϕ(di−) =
p+q∑
i=1
∫ ∞
0
1[0,di)(t) dϕ(t)
=
∫ ∞
0
(
p+q∑
i=1
1[0,di)(t)
)
dϕ(t)
=
∫ ∞
0
βk(X(t)) dϕ(t).
Let α > 0 and d ∈ N. We consider the d-Linial–Meshulam complex process K(d)n and
define
L
(α)
d−1(K
(d)
n ) =
p+q∑
i=1
di
α,
which is the sum of the α-th powers of the (d − 1)-th lifetimes of K
(d)
n . Clearly,
L
(1)
d−1(K
(d)
n ) = Ld−1(K
(d)
n ). From Proposition 4.9,
L
(α)
d−1(K
(d)
n ) = α
∫ 1
0
βd−1(K
(d)
n (t))t
α−1 dt.
Below, we study the precise asymptotic behavior of L
(α)
d−1(K
(d)
n ) as n→∞.
We recall some results in [15]. For d ≥ 2, let t∗d be the unique root in (0, 1) of the
equation
(d+ 1)(1− t) + (1 + dt) log t = 0,
and define the constant c∗d = ψd(t
∗
d) > 0, where
ψd(t) =
− log t
(1− t)d
, t ∈ (0, 1).
For d = 1, define t∗1 = c
∗
1 = 1. For c ≥ c
∗
d, let tc denote the smallest positive root of the
equation ψd(t) = c. Note that tc ≤ t
∗
d.
Theorem 4.10. For c ≥ 0,
(4.7) lim
n→∞
E[βd(K
(d)
n (c/n))](
n
d
) = gd(c),
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where
gd(c) =
{
0 (c < c∗d),
ctc(1− tc)
d + cd+1 (1− tc)
d+1 − (1− tc) (c ≥ c
∗
d).
Moreover, for any ε > 0,
(4.8) lim
n→∞
P
[∣∣∣βd(K(d)n (c/n))(n
d
) − gd(c)∣∣∣ > ε
]
= 0.
Proof. The claim for c 6= c∗d follows from the results in [15]. When c = c
∗
d, the assertion
follows from the monotonicity of βd(K
(d)
n (·)) and the continuity of gd with gd(c
∗
d) = 0.
Indeed, for ε > 0, take c′ > c∗d such that gd(c
′) ≤ ε/2. Then,
P
[
βd(K
(d)
n (c∗d/n))(
n
d
) > ε
]
≤ P
[
βd(K
(d)
n (c∗d/n))(
n
d
) > ε/2 + gd(c′)
]
≤ P
[
βd(K
(d)
n (c′/n))(
n
d
) − gd(c′) > ε/2
]
.
Since the last term converges to 0 as n → ∞, we obtain (4.8) for c = c∗d. The proof of
(4.7) with c = c∗d is similar.
Since
βd(K
(d)
n (t))− βd−1(K
(d)
n (t)) = fd(K
(d)
n (t)) −
(
n− 1
d
)
by the Euler–Poincare´ formula, we have
βd−1(K
(d)
n (c/n))(
n
d
) = 1(n
d
) (βd(K(d)n (c/n)) +
(
n− 1
d
)
− fd(K
(d)
n (c/n))
)
.
Write
Zn :=
fd(K
(d)
n (c/n))(
n
d
) .
Then, E[Zn] = cd+1(1 − d/n). Note that fd(K
(d)
n (c/n)) ∼ Bin
((
n
d+1
)
, c/n
)
for the d-
Linial–Meshulam complex. Thus, by direct computation,
E[(Zn − E[Zn])
2] =
c
d+ 1
(
1−
d
n
)(
1−
c
n
)(n
d
)−1
→ 0 as n→∞.
Therefore, we obtain limn→∞ E[(Zn − c/(d+ 1))2] = 0.
From these estimates, for each c ≥ 0,
lim
n→∞
E
[
βd−1(K
(d)
n (c/n))
](
n
d
) = hd(c)
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and, for any ε > 0,
(4.9) lim
n→∞
P
[∣∣∣βd−1(K(d)n (c/n))(n
d
) − hd(c)∣∣∣ > ε
]
= 0,
where
(4.10) hd(c) := 1−
c
d+ 1
+ gd(c) ≥ 0.
For α > 0, define
(4.11) I
(α)
d−1 =
α
d!
∫ ∞
0
hd(s)s
α−1 ds.
The constant in Theorem 1.4 is then defined by Id−1 := I
(1)
d−1. The following theorem
is the main result of this subsection. Theorem 1.4 is a particular case of Theorem 4.11
with α = 1.
Theorem 4.11. Let d ≥ 1 and α > 0. Then I
(α)
d−1 is finite, and for any r ∈ [1,∞),
lim
n→∞
E
[∣∣∣∣∣L
(α)
d−1(K
(d)
n )
nd−α
− I
(α)
d−1
∣∣∣∣∣
r]
= 0.
In particular, E[L(α)d−1(K
(d)
n )]/nd−α converges to I
(α)
d−1 as n→∞.
Proof. We may assume without loss of generality that all random variables are defined
in a common probability space (Ω,F ,P). Denote the Lr-norm on (Ω,F ,P) by ‖ · ‖Lr .
From the second inequality of (3.5) and (4.9), for s ≥ 0, we have
(4.12) 0 ≤
βd−1(K
(d)
n (s/n))
nd
1[0,n](s) ≤
1
d!
for n ∈ N
and
(4.13)
βd−1(K
(d)
n (s/n))
nd
1[0,n](s)→
1
d!
hd(s) in probability as n→∞.
Take l ∈ N such that l > 1 ∨ rα. From Example 3.7 (1), there exists C ≥ 0 such that
(4.14) sup
n∈N
E
[
βd−1(K
(d)
n (s/n))
nd
1[0,n](s)
]
≤ 1 ∧ Cs−l for s ≥ 0.
Applying Fatou’s lemma to an appropriate subsequence, we obtain 1d!hd(s) ≤ 1 ∧ Cs
−l.
From this estimate, I
(α)
d−1 must be finite. From Proposition 4.9 andMinkowski’s inequality,∥∥∥L(α)d−1(K(d)n )/nd−α − I(α)d−1∥∥∥
Lr
=
∥∥∥∥∥α
∫ ∞
0
(
βd−1(K
(d)
n (s/n))
nd
1[0,n](s)−
1
d!
hd(s)
)
sα−1ds
∥∥∥∥∥
Lr
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≤ α
∫ ∞
0
Un(s)s
α−1 ds,
where Un(s) =
∥∥∥βd−1(K(d)n (s/n))nd 1[0,n](s)− 1d!hd(s)
∥∥∥
Lr
. Combining (4.12) and (4.13), we
obtain limn→∞ Un(s) = 0 for each s ≥ 0. Moreover, from (4.12) and (4.14),
sup
n∈N
Un(s) ≤ sup
n≥s
E
[(
1
d!
)r−1
βd−1(K
(d)
n (s/n))
nd
]1/r
+
1
d!
hd(s)
≤
(
1
d!
)(r−1)/r
(1 ∧ C1/rs−l/r) +
1
d!
hd(s).
Thus, supn∈N Un(s)s
α−1 is Lebesgue integrable over [0,∞). The dominated convergence
theorem implies that
∫∞
0 Un(s)s
α−1 ds converges to 0 as n → ∞. This completes the
proof.
4.4. The expression of the constant I
(α)
d−1
We now provide more concrete expressions for I
(α)
d−1. By an argument similar to that
in [10, Section 7.1], I
(α)
d−1 can be expressed as
I
(α)
d−1 =
1
d! (α+ 1)
(∫ t∗d
0
(− log s)α+1
(1− s)dα
ds+ (c∗d)
α
∫ 1
t∗d
(− log s) ds
)
.
For any d ∈ N and α > 0,
∫ t∗d
0
(− log s)α+1
(1 − s)dα
ds =
∫ ∞
− log t∗d
tα+1
(1− e−t)dα
e−t dt
=
∫ ∞
− log t∗d
tα+1
∞∑
k=0
(
dα− 1 + k
k
)
e−(k+1)t dt
=
∞∑
k=0
(
dα− 1 + k
k
)∫ ∞
− log t∗d
tα+1e−(k+1)t dt
=
∞∑
k=0
(
dα− 1 + k
k
)
1
(k + 1)α+2
∫ ∞
−(k+1) log t∗d
uα+1e−u du.
Here, we used the change of variable formulae with t = − log s in the first line and with
u = (k + 1)t in the fourth line. For d ∈ N and x > 0, define
Jd,k(x) =
∫ ∞
−(k+1) log t∗d
ux−1e−u du.
Then, using integration by parts,
Jd,k(x+ 1) = xJd,k(x) + (t
∗
d)
k+1(k + 1)x(− log t∗d)
x.
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As Jd,k(1) = (t
∗
d)
k+1, we have
Jd,k(x+ 1) = x! (t
∗
d)
k+1
x∑
j=0
(k + 1)j(− log t∗d)
j
j!
for x ∈ N ∪ {0}. Then, for any d, α ∈ N,
∫ t∗d
0
(− log s)α+1
(1− s)dα
ds =
∞∑
k=0
(
dα − 1 + k
k
)
Jd,k(α+ 2)
(k + 1)α+2
= (α+ 1)!
∞∑
k=0
(
dα− 1 + k
k
)
(t∗d)
k+1
(k + 1)α+2
α+1∑
j=0
(k + 1)j(− log t∗d)
j
j!
= (α+ 1)!
α+1∑
j=0
(− log t∗d)
j
j!
∞∑
k=0
(
dα− 1 + k
k
)
(t∗d)
k+1
(k + 1)α+2−j
=
(α+ 1)!
(dα− 1)!
α+1∑
j=0
(− log t∗d)
j
j!
dα−1∑
i=0
[
dα− 1
i
] ∞∑
k=0
(t∗d)
k+1
(k + 1)α+2−i−j
=
(α+ 1)!
(dα− 1)!
dα−1∑
i=0
[
dα− 1
i
] α+1∑
j=0
(− log t∗d)
j
j!
Liα+2−i−j(t
∗
d).
Here,
[
n
k
]
denotes Stirling numbers of the first kind, that is, the coefficients of the identity
x(x+ 1) · · · (x+ n− 1) =
n∑
i=0
[
n
i
]
xi,
where
[
0
0
]
= 1 by convention, and Lis(x) is the polylogarithm
Lis(x) =
∞∑
k=1
xk
ks
(s ∈ Z, 0 ≤ x ≤ 1).
Thus, for any d, α ∈ N,
I
(α)
d−1 =
1
d!
{
α!
(dα− 1)!
dα−1∑
i=0
[
dα− 1
i
] α+1∑
j=0
(− log t∗d)
j
j!
Liα+2−i−j(t
∗
d)(4.15)
+
(c∗d)
α{− log t∗d − (1− t
∗
d)}
d(α+ 1)
}
,
where we used the identity (d + 1)(1 − t∗d) + (1 + dt
∗
d) log t
∗
d = 0 for the last term. In
particular, noting that t∗1 = 1, for any α ∈ N,
I
(α)
0 = α
α−1∑
i=0
[
α− 1
i
]
Liα+2−i(1) = α
α−1∑
i=0
[
α− 1
i
]
ζ(α + 2− i).
In particular, we have the specific values
I0 = I
(1)
0 = ζ(3),
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I
(2)
0 = 2ζ(3),
I
(3)
0 = 3(ζ(3) + ζ(4)),
I
(4)
0 = 4(ζ(3) + 3ζ(4) + 2ζ(5)),
I
(5)
0 = 5(ζ(3) + 6ζ(4) + 11ζ(5) + 6ζ(6)).
Also, by letting α = 1 and d ≥ 2 in (4.15), we obtain
Id−1 =
1
d!
[
1
(d− 1)!
d−1∑
i=0
[
d− 1
i
]{
Li3−i(t
∗
d) + (− log t
∗
d) Li2−i(t
∗
d) +
(− log t∗d)
2
2
Li1−i(t
∗
d)
}(4.16)
+
(− log t∗d){− log t
∗
d − (1− t
∗
d)}
2d(1− t∗d)
d
]
.
In particular,
I1 =
1
2
[
Li2(t
∗
2) + (log t
∗
2) log(1− t
∗
2) +
t∗2(log t
∗
2)
2
2(1− t∗2)
+
(log t∗2){log t
∗
2 + (1− t
∗
2)}
4(1− t∗2)
2
]
,
I2 =
1
12
[
Li2(t
∗
3) + (log t
∗
3 − 1) log(1 − t
∗
3) +
t∗3(log t
∗
3)(log t
∗
3 − 2)
2(1− t∗3)
+
t∗3(log t
∗
3)
2
2(1− t∗3)
2
+
(log t∗3){log t
∗
3 + (1− t
∗
3)}
3(1− t∗3)
3
]
.
Acknowledgements
This study was supported by JSPS KAKENHI Grant Number JP15H03625. The
authors thank Professors Yasuaki Hiraoka and Tomoyuki Shirai for their valuable com-
ments.
References
[1] W. Ballmann and J. S´wia¸tkowski, On L2-cohomology and property (T) for automorphism groups
of polyhedral cell complexes, Geom. Funct. Anal. 7 (1997), 615–645.
[2] A. Costa and M. Farber, Random simplicial complexes, in: Configuration spaces, Springer INdAM
Ser. 14, 129–153, Springer, 2016.
[3] H. Edelsbrunner, D. Letscher, and A. Zomorodian, Topological persistence and simplification,
Discrete Comput. Geom. 28 (2002), 511–533.
[4] P. Erdo˝s and A. Re´nyi, On random graphs, Publ. Math. Debrecen 6 (1959), 290–297.
[5] P. Erdo˝s and A. Re´nyi, On the evolution of random graphs, Publ. Math. Inst. Hungarian Acad.
Sci. 5A (1960), 17–61.
[6] C. F. Fowler, Generalized random simplicial complexes. arXiv:1503.01831.
[7] A. M. Frieze, On the value of a random minimum spanning tree problem, Discrete Applied Math.
10 (1985), 47–56.
[8] H. Garland, p-adic curvature and the cohomology of discrete subgroups of p-adic groups, Ann. of
Math. (2) 97 (1973), 375–423.
[9] E. N. Gilbert, Random graphs, Ann. Math. Statist. 30 (1959), 1141–1144.
[10] Y. Hiraoka and T. Shirai, Minimum spanning acycle and lifetime of persistent homology in the
Linial–Meshulam process, Random Structures Algorithms 51 (2017), 315–340.
[11] C. Hoffman, M. Kahle and E. Paquette, Spectral gaps of random graphs and applications.
arXiv:1201.0425.
[12] M. Kahle, Topology of random clique complexes, Discrete Math. 309 (2009), 1658–1671.
Lifetime sums for random simplicial complex processes 39
[13] M. Kahle, Sharp vanishing thresholds for cohomology of random flag complexes, Ann. of Math. (2)
179 (2014), 1085–1107.
[14] N. Linial and R. Meshulam, Homological connectivity of random 2-complexes, Combinatorica 26
(2006), 475–487.
[15] N. Linial and Y. Peled, On the phase transition in random simplicial complexes, Ann. of Math. (2)
184 (2016), 745–773.
[16] R. Meshulam and N. Wallach, Homological connectivity of random k-dimensional complexes, Ran-
dom Structures Algorithms 34 (2009), 408–417.
[17] A. Zomorodian and G. Carlsson, Computing persistent homology, Discrete Comput. Geom. 33
(2005), 249–274.
Masanori Hino
Department of Mathematics
Kyoto University
Kyoto 606–8502, Japan
E-mail: hino@math.kyoto-u.ac.jp
Shu Kanazawa
Mathematics Department
Tohoku University
Sendai 980–8578, Japan
E-mail: kanazawa.shu.p5@dc.tohoku.ac.jp
