In this paper, a food chain model with ratio-dependent functional response is studied under homogeneous Neumann boundary conditions. The large time behavior of all non-negative equilibria in the time-dependent system is investigated, i.e., conditions for the stability at equilibria are found. Moreover, non-constant positive steady-states are studied in terms of diffusion effects, namely, Turing patterns arising from diffusiondriven instability (Turing instability) are demonstrated. The employed methods are comparison principle for parabolic problems and Leray-Schauder Theorem.
Introduction
The primary concern of this paper is to study a simple food chain model with ratio-dependent functional responses: where Ω ⊆ R n is a bounded region with smooth boundary ∂Ω, c i , d i , m i , D j , i = 1, 2, j = 1, 2, 3, are positive constants. The initial functions u 0 , v 0 , w 0 are not identically zero in Ω. For simplicity, instead of an arbitrary positive constant for the birth rate of the species u, 1 is used in the first equation of the system. u, v, w are the densities of the three interacting species. The model (1.1) describes predatorprey interactions among the three species, more precisely, species v is a predator only on u and w preys only on v. This is the so-called simple food-chain model. In the domain with homogeneous Neumann boundary conditions, the region with no flux environment on the boundary is considered.
An origin of reaction diffusion system (1.1) is the following non-dimensionalized ODE system suggested by S.B. Hsu et al. [14] . Food-chain models have been studied on both spatially homogeneous situations [10] and spatially inhomogeneous cases [8, 18] for last two decades. It is known in literature that the dynamics of the three species model is much more complicated than that of the two species model in a relative sense. (See [3, 4, [8] [9] [10] 16, 18] and references therein.) Even for the ODE system, the dynamics for the behavior of positive solutions is very complicated. (See [10] .) Other work for the three-species model with predator-prey interacting types with diffusions can be found in [13, 17] .
In this paper, our study focuses on the stability and instability of spatially constant equilibria and formation of spatially non-constant patterns. First, we deal with the stability of non-negative equilibria for the parabolic system (1.1). And then, the existence of non-constant positive solutions to the steady states of system (1. Biological control is man's use of a specially chosen living organism to control a particular pest [14] . Such an organism could be a predator, parasite or disease that attacks certain harmful insect. One of features of the simple food-chain model is the so-called Domino effect, namely, if one species dies out, then all the other species at higher levels also die out. In literature, such biological features occurs on the simple spatial food chain model with ratio-dependent Michaelis-Menten functional response, i.e., ratio-dependence as in [14] plays an important role not only in producing the extinction of prey species and therefore the collapse of the system, but also in making certain biological processes for spatial homogeneous cases. In our work, it is shown that the features of biological aspects could be observed on the simple food-chain model with a ratio-dependent functional response, representing spatial inhomogeneity of species, under no-flux boundary environment. To achieve this goal, the extinction of species under certain assumptions using the comparison method, is studied. The results can be interpreted as certain biological phenomena, Biological control and the Domino effect on the time-dependent system (1.1).
To retrieve the conditions for total extinction, the idea from [15] is adopted, more precisely, since lim (u,v Since Turing's monograph [26] in 1952, the effect of diffusion in the reaction-diffusion model, which describes phenomena appeared in the various environment (i.e., physics, biology and chemistry, etc.) has been widely studied by many authors. For example, see [1, 2, [5] [6] [7] 23, 27] and references therein. In viewpoint of the role of diffusion, we provide sufficient conditions for the existence of non-constant steady-states of system (1.1) using degree theory. These conditions provide Turing patterns arising from Turing instabilities. (See Theorem 3.10.) Turing pattern is induced by large diffusion for the top predator. So the effect of diffusion which creates a spatially non-constant positive solution arising from Turing instabilities, is observed. This paper is organized as follows. In Section 2, the large time behavior of time-dependent solutions and the stability of non-negative constant solutions are obtained. Section 3 provides the existence and non-existence of non-constant positive solutions of (1.2) for suitable conditions on diffusions. Finally, the results obtained in this article are analyzed in terms of biological interpretations in Section 4.
Behavior of non-negative solution to (1.1)
In this section, the global attractor and persistence property are studied for solutions of timedependent system (1.1). Moreover, the stability of non-negative constant solutions of (1.1) is investigated.
One knows from [24] that the time-dependent solution of (1.1) is unique and continuous for (t, x) ∈ (0, ∞) × Ω. Furthermore, since initial functions are not identically zero, u(t, x), v(t, x) and w(t, x) are positive in (0, ∞) × Ω.
For simplicity, let us denote the given growth rate terms such as
Especially, we should point out that a food chain model with Beddington-DeAngelis functional response and a generalized population model including diffusive Lotka-Volterra models are considered in [3] and [4] , respectively. Some estimates on solutions in this section were obtained by similar arguments as in [3, 4] .
Global attractor and persistence property
First, we will show that any solution u := (u(t, x), v(t, x), w(t, x)) of (1.1) lies in a certain bounded region as t → ∞ for all x ∈ Ω. 
Proof. First, lim sup t→∞ u(t, x) 1 in Ω follows easily from comparison argument for parabolic problems, since
Using this result and comparison principle for a parabolic problem, there exists
Here ε * := ε(
Hence by an arbitrariness of ε, the desired result is obtained. 2
From the above theorem, the following result is immediate:
Corollary 2.2.
The following theorem gives sufficient conditions such that u of (1.1) has the persistence property.
Theorem 2.3. Assume that
where
Proof. Let ε be a sufficiently small positive constant. It is easy to see that there exists
This follows from the inequality
Hence by an arbitrariness of ε, we have the desired result. 2
Equilibria
System (1.1) has the following non-negative equilibria:
Furthermore, if the following conditions are satisfied:
then there exists the unique positive equilibrium u * = (u * , v * , w * ), where
In the remained part of this section, we will investigate the stability of the non-negative equilibria e 0 , e 1 and e 2 defined in (2.1), and the positive equilibrium point u * .
Stability of e 0
In this subsection, the local stability of the equilibria e 0 = (0, 0, 0) is studied. Proof. Let us subtract the first equation from the second one in (1.1):
Note that from the given conditions,
Thus by Positivity Lemma in [24] , the relation between initial functions u 0 and v 0 gives
Using this inequality and the assumption c 1 2, it is easy to see that lim t→∞ u = 0 on Ω since
Consequently, v and w go to zero, as t → ∞ by using comparison argument. 2 Remark 2.5. In a biological viewpoint, Theorem 2.3 describes a phenomenon that predator v and top predator w are alive unless the prey u become extinct, if the capturing rates c 1 and c 2 are small. The condition given in Theorem 2.4 explains that due to the overeating of predator v, prey u dies out, and so all species will be extinct. This phenomenon is called the domino effect.
The following theorem gives more generalized conditions than one given in Theorem 2.4. The assumption given in Theorem 2.4 is sufficient condition for the case which is τ 1 = 1 in the inequalities (2.3) and 1 
Proof.
To achieve our aim, Corollary 14.8 in [25] will be used. We shall show that (uf 1 , vf 2 , wf 3 ) on ∂Σ 1 points into Σ 1 . On the all boundary of Σ 1 except the boundary u = τ 1 v, it is easy to show that (uf 1 , vf 2 , wf 3 ) points into Σ 1 .
Thus let us check that dG 1 · (uf 1 , vf 2 , wf 3 ) 0 on the remained boundary u = τ 1 v: in fact,
Thus v and w go to zero, one by one, as t → ∞.
(iii) First, we notice that there exists T 1 ∈ (0, ∞) such that
Then by the assumption
, it follows that θ < 1. Since
If the same argument is applied once again, it is easy to see that
By induction, there exists a sequence
Thus u → 0 uniformly on Ω as t → ∞, since θ < 1. In turn, v and w go to zero. 2 Remark 2.7. The assumptions given in (i) and (ii) of the above theorem are automatically satis-
Stability of e 1
The global stability and local stability of e 1 = (1, 0, 0) are given. 
Proof. The proof is so similar to one of Theorem 2.6, and so it is omitted. 2
and c 1 < 1 (i.e. 0 < A 1) hold, the assumptions given in Theorem 2.10(ii) are satisfied, clearly.
Remark 2.12. The inequalities in Theorem 2.9 provide the extinction of predator v. Therefore, the top predator w which feeds on the species v becomes extinct. The extinction of v and w is implied from the overeating of w (i.e. large c 2 ). As a consequence, prey u may or may not be alive. If only species u is alive, this situation is called successful biological control. If c 1 < 1 is given, then prey u does not become extinct.
Stability of e 2
The following two theorems provide the global and local stability results of e 2 = (u * 3 , v * 3 , 0), respectively.
Theorem 2.13. If the following conditions:
⎧
hold, then lim t→∞ u = e 2 uniformly on Ω. Namely, e 2 is globally asymptotically stable.
Proof. The proof will be proceeded by induction. Consecutively, parabolic problems are presented, and then using comparison argument between (1.1) and these problems, the individual results are induced.
First, consider the following parabolic problem:
For a sufficiently small ε > 0, there exists
Next, consider the following problem:
)ε by ε > 0 again for simplicity, since this redefining of ε does not affect to the proof. Furthermore, by the assumption m 2 − d 2 0 and the fact: v v * 1 (= (
hold, and so there exists
Then one can see that there exists
where u * 1 = 1 − c 1 is positive by the second inequality of (2.5). For the following problem:
Consequently, there exists T 1 ∈ [T 1 5 , ∞) such that the relations:
T n with n 2, consider the following problems:
Then we can conclude that for (t, x) ∈ [T n , ∞) × Ω with n 2,
The given u * n , v * n , u * n and v * n are all positive constants. Moreover, the following monotonicity holds:
holds by using
, and definition of v * n and v * n . In turn, v * n v * 3 v * n follows for all n. Thus since the constant sequences {u * n } and {v * n } are monotone non-increasing, and are bounded from the below, and the sequences {u * n } and {v * n } are monotone non-decreasing, and are bounded from the above, the limits of these sequences exist. Let 
Suppose for a contradiction that u = u. The first and third equation in (2.6) can be rewritten as:
respectively. These two equations give that
Subtract the second equation from the first one in (2.7):
< 0 by the condition in (2.5). Hence u = u = u * 3 and so v = v = v * 3 follows. Consequently, as time t goes to infinity (i.e. n → ∞),
3 + ε and 0 w ε are satisfied for an arbitrary ε > 0. Therefore we get the desired result. 2
In the below, we study the local stability at e 2 . The condition is simpler than one given in Theorem 2.13.
Before developing our argument, let us set up the following notations, similarly as in [21, 23] .
Notation 2.14. Proof. First note that the given assumption guarantees the existence of e 2 . The linearization of (1.1) at the constant solution e 2 can be expressed by
Before proceeding our arguments, we notice that under given assumption
can be obtained. For i 1, X i is invariant under the operator D + F u (e 2 ), and λ is an eigenvalue of this operator on X i , if and only if it is an eigenvalue of the matrix −μ i D + F u (e 2 ). Now consider the following polynomial:
Then one can know easily that the three roots of det(λI + μ i D − F u (e 2 )) = 0 have negative real parts. Thus the proof is finished by Theorem 5.1.1 of [12] . 2
Global stability of u *
In this subsection, we investigate the global stability of the positive equilibrium point u * under the following conditions:
where c 2 is the unique solution of
Results of the following lemma will be used in studying the global stability of u * .
Lemma 2.16. If (2.8) holds, then the following conditions are satisfied:
(i) There exists T ∈ (0, ∞) such that the solution u of (1.1) satisfies
Proof. (i) Note that Theorems 2.1 and 2.3 yield (2.9) with c 1 < 1, d 1 + c 2 < m 1 and d 2 < m 2 which are implied from the conditions given in (2.8).
(ii) Using the result of (i), the following relation is satisfied for (t, x) ∈ [T , ∞) × Ω:
where A was defined in (2.2) and ε * is an arbitrary positive constant redefined. The last inequality comes from the first condition of (2.8) and an arbitrariness of ε * .
(iii) Using the results of (i), one can obtain the following inequality in [T , ∞) × Ω:
where ε * is a sufficiently small constant redefined. Note that
Since Proof. One know that there exists T ∈ (0, ∞) such that (2.9) holds in [T , ∞) × Ω. Now consider the following Lyapunov function for t T :
After some computations,
can be obtained. The last integral equation in (2.10) is equal to the following:
. Then the coefficients of (u − u * )(v − v * ) and
Under the condition (2.8), the integral equation (2.12) is non-positive by Lemma 2.16(ii) and (iii). Thus E(t) is a non-negative and non-increasing function for t T . Hence we conclude the desired result. 2
Non-constant positive steady-states
The main aim of this section is to present the existence of non-constant positive solutions of elliptic system (1.2). Namely, it is shown that Turing pattern can be induced by diffusive-driven instabilities. Prior to developing this argument, the non-existence of non-constant solution of (1.2) is investigated. This result will be used in the technical approach of degree theory.
Non-existence of non-constant positive solution
In this subsection, conditions, which imply the non-existence of non-constant positive solutions of (1.2), are investigated. Denote (c i , m i , d i ) by Γ for notational convenience.
Theorem 3.1. If one of the following assumptions is satisfied:
then there is no non-constant positive solution of (1.2).
Proof. The cases (ii) and (iii) will be omitted since the applied way is so similar with the case (i). We use the notation ϕ = .2), respectively, and then integrating on Ω, we have
Integral equation (3.1) is smaller than or equal to the following:
where ε is an arbitrary positive constant.
By Poincaré inequality, we see that
One can choose a sufficiently small ε 0 such that
from the assumption. Lastly, by taking
), we can conclude that u = u, v = v and w = w, which finishes the proof. 2
Estimating an a priori bound for positive steady-states
To apply the index theory, the bound bounds of solutions for the proposed elliptic system, need to be estimated. First, the following Maximum Principle [19] , which is useful to get a positive upper bound, is cited. Next, the following Harnack inequality introduced by Lin et al. [20] is stated, which is useful to finding a positive lower bound.
Lemma 3.2. Suppose that g ∈ C(Ω × R).
(i) Assume that φ ∈ C 2 (Ω) ∩ C 1 (Ω) and satisfies
homogeneous Neumann boundary condition with c ∈ C(Ω). Then there exists a positive constant
Now we are ready to estimate bounds of classical positive solution of (1.2). 
Proof.
Step 1. u, v and w C for some positive constant C. It is easy to see that u
and w
∈ C(Ω). So let us apply Lemma 3.2 to the equations of (1.2). Then we can obtain that
Now let us denote
Step 2. C u, v, w for some positive constant C.
holds by the second inequality of (3.3).
To show the remained part of this proof, it is sufficient to establish that
for some positive constant C, since C 2 min Ω v max Ω v and C 3 min Ω w max Ω w hold for some positive constants C 2 and C 3 by Lemma 3.3. Suppose for contradiction that (3.4) fails to be satisfied. Then there exist sequences {D 1,n , D 2,n , D 3,n } such that D 1,n , D 2,n , D 3,n D * and the corresponding positive solutions {(u n , v n , w n )} to (1.2) such that max Ω v n → 0 or max Ω w n → 0 as n → ∞. By the regularity theory for elliptic equations [11, 25] , we see that there exists a subsequence of {(u n , v n , w n )}, which is again denoted by itself for convenience, and non-negative functionsũ,ṽ,w ∈ C 2 (Ω), such that (u n , v n , w n ) → (ũ,ṽ,w) as n → ∞. Note thatũ Θ 1 = 1 − c 1 holds since min Ω u n Θ 1 for all n. Moreover, we may assume by passing to a subsequence, if necessary, that
Now let us induce a contradiction in the following three cases:
Before developing our proof, one can obtain the following integral equations by integrating by parts:
uniformly as n → ∞, the third integral equation of (3.5) is violated by the fact of w n > 0.
(ii) Since
uniformly as n → ∞, the third integral identity of (3.5) is violated by the fact of w n > 0.
(iii) By using the first equation in (3.5) and the fact that v n →ṽ ≡ 0 as n → ∞,
So one can conclude thatũ ≡ 1 since Θ 1 <ũ 1. Consider the following elliptic system under homogeneous Neumann boundary condition:
By integrating by parts, one can get the following integral equations:
As in the first part of Step 2, there exists a subsequence {(V n , W n )}, which is still denoted by itself, such that converges to ( V , W ) for some non-negative functions V , W ∈ C 2 (Ω). These non-negative functions satisfy V ∞ + W ∞ = 1 from V n ∞ + W n ∞ = 1. Also V + W > 0 in Ω since V ∞ + W ∞ = 1 and these non-negative pairs satisfy the Harnack inequality. Note that as n → ∞ in (3.7), we obtain the following integral identities:
by the fact of v n → 0 and u n Θ 1 > 0. Proof. Suppose for a contradiction that ( V , W ) is a positive solution of (3.8) . Consider the positive constants α and β with
After multiplying α and β to the first and second equation of (3.8), let us subtract second integral equation from the first one:
One can have K > 0 by the assumption:
Thus the expression of the bracket in the above integral equation (3.9) is always positive, so that the proof is completed. 2
Existence of non-constant positive solutions
In this subsection, we study the existence of non-constant positive solutions using LeraySchauder Theorem. For a notational convenience, let us set u = (u(x), v(x), w(x)) T and Λ = {C/2 < u, v, w < 2C}. In the below, Notation 2.14, D and F(u) defined in Theorem 2.15 will be used again.
Then (1.2) is equivalent to the following:
Also, u is a positive solution of (3.10) if and only if
where I is the identity map from C 1 (Ω) to itself, and (I − ) −1 is the inverse of (I − ) subject to homogeneous Neumann boundary condition.
To apply the index theory, we must investigate the eigenvalue of the following problem:
where Ψ = (ψ 1 , ψ 2 , ψ 3 ) and u * is the unique positive equilibrium point of (1.2). We notice that the Leray-Schauder degree is well defined, since F has no fixed points in ∂Λ. Then by wellknown Leray-Schauder Theorem (Theorem 2.8.1 in [22] ), 12) where n λ is the multiplicity of all the positive eigenvalues λ of (3.11), if zero is not the eigenvalue of (3.11). Hereafter, we introduce an alternative formula of (3.12) from [23] . Note that since X ij is invariant under −I + F u (u * ) for each natural number i 1 and 1 j dim E(μ i ), λ is an eigenvalue of
on X ij , which is equivalent to
Moreover, the number of positive eigenvalue λ on X ij is odd if and only if det(
Hence we can rewrite the above Leray-Schauder Theorem as the following: 
Proof. First, we notice that there exists the positive equilibrium u * since the assumption (3.3) yields (2.2).
Also B(μ) can be rewritten as
, where
Before developing our proof, note that the negativity of L 11 comes from the assumption c 1 < 1:
With this result in mind, consider
Let us investigate the polynomial (3.13) for a sufficiently large 
Proof. Let us denote λ 1 , λ 2 and λ 3 by the three roots of B(μ) = 0. Since λ 1 λ 2 λ 3 = det(F u (u * )) < 0, one of λ i is real and negative. We set this root by λ 1 , so that λ 2 λ 3 is positive. Now let us see the polynomial (3.13) in the proof of Lemma 3.9. When D 3 → ∞, 
Consequently, there exists a simple positive rootμ of
Lastly, let us show the main aim of this section under certain conditions. To get the following result, Theorem 3.1, Lemmas 3.6 and 3.9 will be used. Theorem 3.10. Assume that (3.14) andμ ∈ (μ i 0 , μ i 0 +1 ) hold for some i 0 2 whereμ was defined in (3.15) . 
Concluding remarks
In this article, a diffusive simple food chain model with ratio-dependent functional response is studied under homogeneous Neumann boundary conditions. In this concluding section, we will point out biological interpretations from the results we obtained throughout this paper.
From Theorem 2.3, it can be observed that u 0 (i.e. all species does not become extinct), as t → ∞ if the capturing rate c 1 of middle predator v is small and the maximal growth m i , i = 1, 2, of predators v and w is large.
In Section 2.3, it was shown that, depending on initial data, all species can become extinct (i.e. total extinction) if c 1 is large. This phenomenon is due to the overeating of middle predator v. When all species, which feed on the species, become extinct, as well as if the species in the lowest level disappearing, this phenomenon can be called the domino effect. If u is considered as a plant, v as a pest, w as a species used to control the pest, it can be observed that the successful biological control can occur provided that c 1 is small and the capturing rate c 2 of the top predator w is large, as shown in Section 2.4. Theorem 2.13 gives that e 2 is a globally asymptotically stable. This implies that the top predator w of three species will become extinct without respect to the initial data. In Theorem 2.15, it is observed that the same conclusion holds under more simple condition than one of Theorem 2.13, if the initial data stays in the small neighborhood of e 2 .
When c i is small for i = 1, 2, the positive equilibrium point u * is globally asymptotically stable. In other words, non-constant positive solutions do not exist. However, the three species will coexist. From Theorem 3.1, there is no non-constant positive solution (i.e. no pattern formation happens) under a suitable condition concerned with the diffusions D i . For example, when the diffusion D 1 and D 3 of prey u and top predator w, respectively, satisfy certain conditions, no pattern occurs provided that D 2 of middle predator v is sufficiently large.
According to the results in Section 3, in case that c 1 is small and c 2 is close to
Turing pattern is induced by large diffusion D 3 for top predator w. So the effect of diffusion which creates a spatially non-constant positive solution arising from Turing instabilities, can be observed. The large diffusion for certain species plays a significant role in inducing Turing pattern in the systems under suitable conditions.
