To enhance the robustness of the l 2 -norm elastic full-waveform inversion (FWI), we propose a denoise function that is incorporated into single-frequency gradients. Because field data are noisy and modelled data are noise-free, the denoise function is designed based on the ratio of modelled data to field data summed over shots and receivers. We first take the sums of the modelled data and field data over shots, then take the sums of the absolute values of the resultant modelled data and field data over the receivers. Due to the monochromatic property of wavefields at each frequency, signals in both modelled and field data tend to be cancelled out or maintained, whereas certain types of noise, particularly random noise, can be amplified in field data. As a result, the spectral distribution of the denoise function is inversely proportional to the ratio of noise to signal at each frequency, which helps prevent the noise-dominant gradients from contributing to model parameter updates. Numerical examples show that the spectral distribution of the denoise function resembles a frequency filter that is determined by the spectrum of the signal-to-noise (S/N) ratio during the inversion process, with little human intervention. The denoise function is applied to the elastic FWI of synthetic data, with three types of random noise generated by the modified version of the Marmousi-2 model: white, low-frequency and high-frequency random noises. Based on the spectrum of S/N ratios at each frequency, the denoise function mainly suppresses noise-dominant single-frequency gradients, which improves the inversion results at the cost of spatial resolution.
found that the source-estimation logarithmic inversion can reduce the influence of random noise on the inversion result, whereas the source-independent logarithmic method yields slightly better results than the source-estimation logarithmic method for coherent noise. However, the inversion results from the elastic FWI for data with random noise are still unsatisfactory.
In this study, we propose incorporating a denoise function in the l 2 -norm elastic FWI algorithm to improve its robustness for noisy data, particularly data with random noise. The denoise function is defined by the ratio of modelled data to observed data, and it helps to reduce the influence of noise-dominated gradients on model parameter updates by acting as a frequency filter for gradients. In the following sections, we briefly introduce the conventional l 2 -norm inversion algorithm and define the denoise function and its theoretical features. Numerical examples are presented for synthetic data with monochromatic random noise generated by a simple layered model. We address the problems of the conventional l 2 -norm FWI for noisy data, and we investigate the effectiveness of the denoise function. To demonstrate the denoise function, we apply it to an elastic FWI for synthetic data with white, low-frequency and highfrequency random noise from a modified version of the Marmousi-2 model.
I N V E R S E P RO B L E M
In a frequency-domain waveform inversion using the l 2 -norm of residuals between modelled (u s ) and field (d s ) data, the objective function can be expressed as
where ω and s denote the angular frequency and the source, respectively, and p indicates the model parameter. The superscripts T and * denote the transpose and the complex conjugate, respectively, and S −1 (ω, p) and f s (ω) indicate the inverse of the modelling operator and seismic source, respectively.
Model parameters that minimize the objective function can be obtained by computing the gradient of the objective function. The gradient with respect to the kth model parameter can be written as
where J k is the Jacobian matrix (for so-called partial derivative wavefields) with respect to the kth parameter. The partial derivative wavefield for the kth model parameter can be computed from eq. (2) as follows:
where f v k is defined as the virtual source vector, which is induced by the variation of the kth model parameter and is used to compute the partial derivative wavefield. Substituting eq. (4) into eq. (3) yields
Considering the entire model parameter yields (6) where the last two terms indicate the backpropagation of residuals based on the adjoint state of the modelling operator (Pratt et al. 1998) .
The model parameters can be updated using eq. (6), which can be expressed as
where α is the step length. This approach is called the gradient method or the steepest descent method. To improve the convergence of the inversion, we use the diagonal of the pseudo-Hessian matrix (Shin et al. 2001 ) rather than the full or approximate Hessian matrices (for computational convenience) and apply it inside the frequency loop based on the scaling method suggested by Ha et al. (2009) . In this case, the model parameter changes, which we call the descent direction, are expressed as
with
and
where H p (ω) and ∇ p E(ω) are the pseudo-Hessian matrix and singlefrequency gradient, respectively, and NRM indicates the normalizing operator, which divides each descent direction by its maximum absolute value. We also apply the modified version of the conjugate gradient method to accelerate the convergence rate (Fletcher & Reeves 1964; Ha et al. 2009 ), and we use the finite element method for forward modelling (Zienkiewicz & Taylor 2000) . We also estimate the source wavelet during the inversion process. Following Song et al. (1995) and Shin et al. (2007) , we construct the objective function based on the l 2 -norm of residuals between modelled data and field data as
where g is the Green function, and f e ω denotes the source wavelet at each frequency. Optimizing the objective function using the full Newton method yields
T H E O R E T I C A L A S P E C T S O F T H E D E N O I S E F U N C T I O N

Review of previous studies on broadband seismic noise
Before introducing our denoise function, we briefly review the previous studies of broadband seismic noise. During a seismic survey, various types of noise can be included in field data. Particularly, for a land seismic survey, recorded data can be severely contaminated by dispersive ground roll and ambient ground motion. When we apply the 2-D elastic FWI to field data, the 2-D approximation of 3-D field data can also be a major source of noise because of the amplitude loss caused by spherically expanding wavefronts and some coherent noises reflected from interfaces located out of the vertical plane including the survey line. To alleviate the effects of ground roll and coherent noise, several techniques, such as the f-k filtering method, the borehole seismic survey and the coherent noise removal technique (Abma 1995; Guitton 2003) , have been actively studied.
The ambient ground motion has broad frequency range depending on the source of noise. According to Peck (2008) , the ambient ground motion can come from two types of sources: natural and cultural. Natural sources include the wind and ocean. Although there are some regional variations, low-frequency ground motions (referred to as microseisms), which are caused by large-scale meteorological events or the wave motion of large bodies of water, typically have a dominant frequency below 0.5 Hz (Bard et al. 2003) . Smallscale wind also causes ground motions with various frequencies depending on the speed of the wind (Kanasewich 1990) . Cultural sources of ground motion are mainly the result of human activities, such as the movement of vehicles and the operation of machinery, and these tend to produce high-frequency vibrations (Butler 1975) .
To alleviate the effect of ambient ground motion, we can apply frequency filters to the Fourier-transformed recorded data to cut off undesired frequency components. To design an appropriate frequency filter, we need to know the noise spectrum for the survey area. However, even though we have information about the noise spectrum, the frequency filter designed for the noise spectrum might not properly work during the FWI. When we design frequency filters, we define the passband as a trapezoid rather than a boxcar to avoid the Gibbs phenomenon (Yilmaz 2001) . In this case, the sloping areas of the frequency filters may work against our original intent, depending on the scaling methods used in the inversion algorithms. One option for robust FWI is to simply discard undesired frequency components during the inversion, as Shin & Min (2006) did. However, if the observed data have a small amount of noise at a certain frequency, this approach can degrade the inversion results or cause a loss of resolution. Moreover, when the noise is scattered over many frequencies, it may not be easy to filter out the noisy frequency components.
Mathematical expression of the denoise function
To overcome the limitations of frequency filters, we suggest using the denoise function. Several studies have shown that some objective functions can improve the robustness of the FWI for outliers (Pyun et al. 2009 ) and coherent random noise (Brossier et al. 2010) . However, in our experience, it is doubted that these objective functions are also robust to the incoherent random noise, such as the ambient ground motion. Because the spectrum of ambient seismic noise is independent of the seismic source spectrum, the S/N ratios of observed data at each frequency are determined by the combination of the source and noise spectra. Therefore, we need to introduce a denoise function during seismic waveform inversion to provide reasonable weights to each single-frequency descent (or gradient) direction, depending on its S/N ratio. Considering that field data contain noise and that synthetic data are noise-free, we construct the denoise function as
where r indicates the receiver number, and e is a control factor to adjust the degree of noise suppression. The denoise function is designed based on the characteristics of the seismic signal and the ambient ground motion. Considering the randomness of the noise sources (wind, oceans and human activities), we assume that the ambient ground motions are randomly recorded at each receiver of each shot gather. In contrast, the monochromatic seismic signals resemble sine or cosine curves, although they are damped depending on the propagation distance. We know that summing sine or cosine curves with different phases causes their amplitudes to cancel each other out in some places. Based on this fact, we can guess that summing the seismic signals with those recorded at adjacent shot gathers will have the effect of suppressing signals. If the distance between shots is far enough, the degree of amplitude suppression is not big due to the damping effect of signals and thus amplitude level of summed signal can be maintained in the original level.
The denoise function is based on these properties of signal and random noise. For the denoise function, observed and modelled data are first summed over the entire shot (Step 1), which likely cancels out seismic signals due to their monochromatic property but also amplifies certain types of noise, particularly random noise. By summing the absolute values of summed data over the entire receiver ( Step 2), we can roughly measure the ratio of signal to noise over different frequencies.
If we assume that field data are noise-free at certain frequencies, the denoise function can be approximated as 1 if the assumed velocity structure and the estimated source wavelet are close to the true velocity structure and the true source wavelet, respectively, as the iteration proceeds:
Here, the superscript 'model' indicates that the respective variables are purely derived from geological models and do not include noise. The subscripts inv and true are used to distinguish the complex impedance matrix and source vector used for modelled data ('inv') from those used for observed data ('true'). For noisy data, the denoise function can be approximately proportional to the S/N ratio because monochromatic signals tend to be partially cancelled out by those at adjacent shot gathers when they are added together (see Figs 5-7) . As a result, the denominator of eq. (13) can be dominated by noise, which can be expressed as
where b is a constant. Introducing the denoise function into eq. (8) gives
In eq. (16), we expect that the denoise function plays a role in weakening the influence of severely noise-contaminated frequency components on the total descent direction and acts similar to a frequency filter for descent (or gradient) directions.
The degree of noise suppression is also affected by the control factor e. If the control factor is 0, the denoise function is 1, and the gradient vector is the same as that of the conventional waveform inversion. The larger the control factor is, the more strictly noise is suppressed, which means that the slope of the denoise function becomes steeper. An appropriate control factor can be chosen depending on which we prefer between noise suppression and spatial resolution because there is a trade-off between noise suppression and resolution loss in inversion results. For more details, see Appendix B.
P R A C T I C A L A S P E C T S O F T H E D E N O I S E F U N C T I O N
We investigate the effect of the denoise function by applying the l 2 -norm elastic FWI to synthetic data with monochromatic random noise for the layered model shown in Fig. 1 . For simplicity, we assume that the Poisson's ratio and density are constant at 0.25 and 2.0 g cm −3 , respectively, for the entire model. The inversion parameters are listed in Table 1 . The first derivative of the Gaussian function is used as a seismic source wavelet. The initial P-and S-wave velocities gradually increase from 1.5 to 4.5 km s −1 and from 0.866 to 2.581 km s −1 , respectively.
Principle of spectral filtering using the denoise function
To investigate why the conventional l 2 -norm FWI is weak for random noise produced by ambient ground motion, we assume that the observed data include several types of monochromatic random noise. We add monochromatic random noise only at integer frequencies, with the maximum amplitude set such that the spectral S/N ratio (i.e. maximum amplitude of signal over maximum amplitude of random noise) is 2 at all frequencies. Although this example is unrealistic, the approximation is useful for investigating problems of the conventional method and for assessing the sensitivity of the denoise function for the broadband data. Fig. 2 shows the real part of the Fourier-transformed true data, contaminated by monochromatic random noise at only integer frequencies. Because random noise is added at integer frequencies, the seismic signals at 5 and 10 Hz are contaminated by random noise, whereas those at 2.67 and 7.67 Hz are noise-free. Fig. 3 shows single-frequency descent directions of μ obtained when monochromatic random noise is added to observed data in the inversion. By comparing the descent directions obtained for the random noise-added data ( Fig. 3b) with those for the noise-free data ( Fig. 3a) , we confirm that random noise distorts the single-frequency descent directions. Fig. 4a shows the amplitude spectra of the monochromatic random noise and the noise-free observed data. To consider all the data at each frequency, amplitudes of data and random noise are summed over whole receivers and shots. Fig. 4b shows the variation of the denoise function during the inversion. In the early stage of the inversion, the denoise function for the noise-free frequency components deviates from 1 because the modelled data deviate from field data. However, as the iteration proceeds, the denoise function approaches 1, supporting eq. (14). In the noise-contaminated frequencies, the denoise function has relatively small values, which indicates that the denoise function is proportional to the S/N ratio of the random noise-included data, as shown in eq. (15). In Fig. 4b , the denoise function for monochromatic random noise resembles a notch filter. Based on these results, we expect that the denoise function will effectively filter out severely noise-contaminated gradients during the inversion.
However, we can also observe that the values at the low-frequency bands are relatively larger than those at the high-frequency bands, although the S/N ratio is the same over the entire frequency spectrum. This phenomenon can be explained by the spectral sensitivity of the denoise function. Figs 5 and 6 show the principle of the denoise function (i.e.
Step 1 in eq. 13) at 10 and 5 Hz, respectively. In Figs 5 and 6, we display raw monochromatic seismic signals, random noises and their respective summed data over 100 adjacent shot gathers. For raw data, we only show 10 shot gathers for visualization. As we mentioned in the previous section, , we can confirm that the sensitivity of the denoise function is inversely proportional to frequency. That is why the value of the denoise function increases at low frequency in Fig. 4(b) . However, if we take the sum of only 10 shot gathers to calculate the denoise function, the amplification of the low-frequency signals will not be so large, and the sensitivity of the denoise function for the very low-frequency data will be improved. In other words, the number of shot gathers summed for the denoise function will be important for obtaining a more reliable denoise function. Further study is needed on this issue. Fig. 8 compares the descent directions of the Lamé constants (λ and μ) obtained at the 25th iteration using the denoise function with those obtained without the denoise function (i.e. the conventional method). The descent directions obtained by the conventional method are distorted, even though only 10 frequency components are contaminated by random noise. This occurs because all frequency components contribute to the total descent direction, irrespective of their noise contamination. However, in the FWI using the denoise function, the descent directions are much improved because the noise-dominated components are filtered out by the notch filter-like denoise function. Fig. 9 shows the inversion results obtained with and without the denoise function. The inverted velocity structures obtained using the denoise function are also more compatible with true velocities than those obtained using the conventional waveform inversion. These results demonstrate that the denoise function is nearly proportional to the S/N ratio of the observed data contaminated by random noise, and they show that it prevents noise-contaminated components from affecting the total descent direction.
N U M E R I C A L E X A M P L E S F O R VA R I O U S T Y P E S O F R A N D O M N O I S E
We need to demonstrate that the denoise function can improve inversion results for data contaminated by various types of random noise. To do this, we conduct the l 2 -norm elastic FWI for the modified version of the elastic Marmousi-2 model. We assume three types of random noise: white, low-frequency and high-frequency. Fig. 10 shows the P-and S-wave velocity structures of the modified elastic Marmousi-2 model. For the entire model, the Poisson's ratio and density are fixed at 0.25 and 2.0 g cm −3 , respectively, and only the Lamé constants are updated independently. The parameters used for the inversion are listed in Table 2 . We use an initial P-wave velocity model whose velocity linearly increases from 1.5 to 4.54 km s −1 . The initial S-wave velocity model is constructed from the fixed Poisson's ratio (0.25) and the initial P-wave velocity. 
Inversion for data with white random noise
In the frequency-domain FWI, the influence of noise is determined not only by the noise spectrum but also by the source spectrum. To investigate the effect of the source spectrum during FWI of noisy data, we perform the elastic FWI for synthetic data with white random noise, which is randomly generated in the frequency domain, for the modified version of the Marmousi-2 model. We suppose two types of source spectra. One is the first derivative of the Gaussian function, whose energy is mainly concentrated around a quarter of the maximum frequency. The other source function is the Ricker wavelet, whose central frequency is approximately half of the maximum frequency. Fig. 11 shows the real parts of the horizontal and vertical displacements of the Fourier-transformed true data set obtained at several frequencies (0.6, 3.6, 6.6 and 9.6 Hz) when we use the first derivative of the Gaussian function as a source wavelet. In Fig. 11 , we observe that the high-frequency components are severely contaminated by the random noise due to the weak energy of the first derivative of the Gaussian function at high frequencies, as shown in Fig. 12a . Considering that high-frequency components contribute to recovering short-wavelength structures in the inversion, we expect that short-wavelength structures are severely distorted by the random noise.
In this numerical example for white random noise, we can guess that the spectral S/N ratio is proportional to the source spectrum because the density of noise is uniform for the entire frequency. Fig. 12b shows the denoise function over varying frequency for white random-noise data during the inversion. The denoise function resembles the source spectrum, except at low-frequency bands. This is due to the insensitivity of the denoise function at lowfrequency bands, as was mentioned before. In this case, the denoise function resembles a low-pass filter, which helps to suppress the effects of noisy high-frequency components of descent direction on model parameter updates. In other words, the denoise function acts as a filter for descent direction (or gradient direction) that is designed semi-automatically (except the control factor, e) from the spectra of random noise in field data without any prior information. Fig. 13 shows the descent direction of the Lamé constant (μ) obtained with and without the denoise function at the 50th iteration. The descent direction obtained without the denoise function (Fig. 13a) is contaminated by the random noise because of the large contributions of high-frequency descent direction, which is induced by the normalizing operator in eq. (8). On the other hand, the effects of random noise are not dominant in the descent direction obtained using the denoise function, which indicates that the noisy gradients for high frequencies are effectively filtered out, although some low-frequency artefacts are updated due to the inaccurate value of the denoise function at low-frequency bands, as shown in Fig. 13b . Fig. 14 shows the inverted velocity structures obtained using the Figure 11 . Real parts of the (a) horizontal and (b) vertical components of frequency-domain synthetic data with white random noise obtained for the elastic Marmousi-2 model using the first derivative of the Gaussian function at 0.6, 3.6, 6.6 and 9.6 Hz. Figure 12. (a) Amplitude spectra of the white random noise (red line) and noise-free seismic signal generated using the first derivative of the Gaussian function (black line), summed over shots and receivers, and (b) spectra of the denoise functions (e = 1) at the 2nd (solid black line), 50th (dashed black line), and 100th (solid red line) iterations. l 2 -norm waveform inversion with and without the denoise function at the 130th iteration. In the conventional method (Fig. 14a) , the inverted velocities are also distorted by the random noise. Detailed structures are poorly inverted, particularly at greater depths. The velocity structures inverted using the denoise function (Fig. 14b ) are fairly compatible with the true velocity structures. Fig. 15 shows depth profiles at distances of 3 and 11 km for the inverted velocity models (Fig. 14) . The inverted velocities obtained using the conventional method oscillate due to random noise. In the upper part of the model, these oscillating structures may be misinterpreted as some type of inter-bedded structure. However, the inverted velocities obtained using the denoise function are in good agreement with the true velocities and lack strong oscillations. To verify the behaviour of the denoise function for different source wavelets, we also perform the frequency-domain elastic FWI for the observed data obtained by the Ricker wavelet with the same inversion setting as the previous example. The same white random noise is also added to the observed data, as shown in Figs 16 and 17. In this case, the low-frequency components of the observed data are severely contaminated by the random noise due to the weak energy of the Ricker wavelet at the low-frequency bands (Figs 16 and 17a) . As shown in Fig. 17b , the denoise function has a similar spectrum to Figure 17 . (a) Amplitude spectra of the white random noise (red line) and noise-free seismic signal generated using the Ricker wavelets (black line), summed over shots and receivers, and (b) spectra of the denoise functions (e = 1) at the 2nd (solid black line), 50th (dashed black line), and 100th (solid red line) iterations. Figure 18 . Descent directions of μ obtained at the 100th iteration for data with white random noise generated using the Ricker wavelet (a) without and (b) with the denoise function.
that of the Ricker wavelet. Comparing Fig. 17 with Fig. 12 , we note that the denoise function for the Ricker wavelet is different to that of the first derivative of the Gaussian function in two aspects. First, the denoise function for the Ricker wavelet does have large errors at low frequencies as a result of the weak energy of the Ricker wavelet at the low-frequency band. As shown in eq. (15) The other dissimilarity is the unexpectedly large contribution at the high-frequency band in spite of the low S/N ratio. This might come from numerical errors generated by solving the forward problem using a direct matrix solver based on the LU decomposition (UMF-PACK2.2.1 solver). As Abubakar et al. (2011) mentioned, as the frequency increases, the cost of LU decompositions might gradually increase because the modelling operator of the high-frequency data becomes more ill-conditioned. In contrast, in the example for the first derivative of the Gaussian function, such numerical errors did not arise because the first derivative of the Gaussian function has weak energy at high-frequency bands.
Figs 18-20 show the descent direction of the Lamé constant (μ) at the 100th iteration, the recovered velocity structures at the 200th iteration and the depth profiles extracted from the recovered P-wave structures, respectively. The descent direction obtained without the denoise function (Fig. 18a) is mainly distorted by low-frequency components of random noise because of the small S/N ratio at low frequencies, which is caused by the weak energy of the Ricker wavelet. In contrast, the effects of low-frequency random noise are not dominant in the descent direction (Fig. 18b ) obtained using the denoise function because the denoise function acts similar to a highpass filter in this case. Consequently, the velocities recovered using the denoise function (see Figs 19b and 20) are quite compatible with true velocities. Some structures, such as the layers, the salt body, the unconformity, the anticlines above and under the unconformity and several faults in the central part of the model, are well recovered compared to the results of the conventional inversion. However, giving less weight to the noise-dominant low-frequency data makes the convergence rate slow, and the deeper structures are not properly recovered, although there are great improvements.
Inversion for data with low-frequency random noise
Generally, the random noise, which is produced by ambient ground motion from natural sources such as wind and ocean microseisms, is dominant at the low-frequency band, as discussed above. Although the dominant frequency of noise changes depending on the site characteristics, we assume that the low-frequency random noise is . Depth profiles of the P-wave velocities extracted at distances of (a) 2 km and (b) 9 km for the velocity models shown in Fig. 19 . The black dashed and dotted lines indicate the initial estimation of the P-wave velocity and the constraint for the range of the physical parameter, respectively. dominant below 2 Hz. The spectrum of low-frequency random noise is determined by the ratio of the maximum amplitude of noise to the maximum amplitude of noise-free seismic signals, which we call the N/S (noise-to-signal) ratio, expressed as follows:
Fig . 21 shows the N/S ratio for low-frequency dominant random noise. As shown in Fig. 23a , the random noise spectrum has a peak at approximately 1.5 Hz. Fig. 22 shows the spectra of seismic signals with low-frequency dominant random noise at several frequencies. Fig. 23b shows the variation of the denoise function during the inversion for data containing low-frequency random noise. Note that the denoise function resembles a high-pass filter and is inversely proportional to the N/S ratio of the observed data (Fig. 21) , although there are some exceptions at the extremely low frequencies below 0.6 Hz.
Nevertheless, compared to the conventional method, the denoise function works quite well during the inversion and provides a reasonable solution, as shown by the descent directions (Fig. 24) , recovered P-wave velocities (Fig. 25 ) and extracted depth profiles (Fig. 26) . Figure 21 . Spectrum of the noise-to-signal ratio for low-frequency random noise, which is defined as the ratio of the maximum amplitude of the noise to the maximum amplitude of the signal.
Inversion for data with high-frequency random noise
The high-frequency dominant random noise is generated after ambient ground motion from cultural sources, such as moving vehicles or heavy machinery near the road and production well. Although this type of cultural noise can be transient, and thus dependent on time, we add the high-frequency random noise to the whole shot gathers, but the noise amplitudes are randomly determined. Figs 27 and 28 show the N/S ratios for the high-frequency dominant random noise and observed data containing the high-frequency random noise, respectively. Fig. 29 shows the amplitude spectra of the noise-free signal and random noise and the variations of the denoise function during the FWI. We observe that the denoise function well reflects the N/S ratio of the observed data (Fig. 27 ). Using this lowpass filter-like denoise function, the calculated descent direction (Fig. 30b) is nearly noise-free, and the recovered P-wave velocities are in good agreement with the true P-wave velocities (Figs 31  and 32 ).
Based on these results for our four numerical examples, we are convinced that the conventional frequency-domain FWI does not properly cope with the spectral variations of the S/N ratio, which are determined by the noise and source spectra. In contrast, the denoise function reshapes the gradient (or descent) spectrum by giving less weight to the noise-dominant single frequency gradient directions, depending on the S/N ratio of observed data, and provides a reasonable solution in the presence of random noise with little human intervention. . Spectrum of the noise-to-signal ratio for the high-frequency random noise, which is defined by the ratio of the maximum value of the noise to the maximum value of the signal.
C O N C L U S I O N S
Noise makes one hesitate to apply the seismic FWI to real field data. Although some FWI algorithms have been developed to improve the robustness of waveform inversion to deal with certain types of noise, such as outliers, these algorithms still suffer in the presence of random noise. To reduce the effects of noise in FWI, we proposed the denoise function, which acts similar to a frequency filter for gradients. Based on the fact that observed data include noise but modelled data are noise-free, the denoise function is defined by the ratio of modelled data to observed data, summed over shots and receivers. When the data are summed over shots, monochromatic seismic signals tend to be cancelled out, and the summed data thus reflects the ratio of signal to noise over receivers. When the data are summed over receivers, we sum the absolute values of the data (obtained by summing data over shots), so that the distribution of noise over different frequencies can be obtained. Consequently, the denoise function obtained through these processes tends to be inversely proportional to the ratio of random noise to signal, and it prevents the noise-contaminated gradients (or descent directions) from contributing to the gradient directions.
To investigate the behaviour of the denoise function in the inversion process, we performed the l 2 -norm elastic FWI with the denoise function for synthetic data with several monochromatic random noise (i.e. random noise added to data at only integer frequencies) generated by a layered model. The spectra of the denoise function show that the denoise function can act as a notch filter. The descent directions and the inverted velocities obtained using the conventional l 2 -norm FWI have artefacts due to random noise. In contrast, the descent directions obtained using the denoise function are nearly noise-free, and their inverted velocities are compatible with the true velocities, which indicates that the denoise function can effectively filter out severely noise-contaminated descent directions. We also applied the l 2 -norm elastic FWI to the synthetic data containing three types of noise generated by the modified version of the elastic Marmousi-2 model: white, low-frequency and highfrequency random noise. From the spectra of denoise functions obtained for each case, we note that the denoise functions can reshape the gradient spectrum reflecting the spectrum of the S/N ratio of the random noise-included observed data. The descent directions and inversion results show that the denoise function suppresses the random noise effectively. Due to the trade-off between noise suppression and spatial resolution of inversion results, it is important to determine an appropriate control factor for the denoise function.
The numerical examples support the fact that the denoise function can be regarded as a gradient filter that is semi-automatically designed during the inversion based on the spectra of noise and the source, with little human intervention than normally required. Although we only provide numerical examples for the l 2 -norm elastic FWI, the denoise function can be applied to other FWI algorithms. Further study is needed to apply the denoise function to real seismic data.
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A P P E N D I X A : L I M I TAT I O N O F T H E D E N O I S E F U N C T I O N
In this appendix, we discuss the limitation of the denoise function for coherent noise. In 3-D data acquisition, recorded data include numerous reflected waves from both the inline and crossline. However, when performing the 2-D full waveform inversion (FWI) using the observed data obtained by the 3-D earth model, the waves that are reflected at interfaces located out of the vertical plane including the survey line, can be regarded as noise. To investigate the feasibility of the denoise function for coherent noise, we performed the frequency-domain 2-D FWI for the observed data contaminated by coherent noise. Although 3-D propagation effects can also be regarded as noise, we only considered the effects of coherent noise. We generated coherent noise by the differences of the observed data between two 3-D surveys. We generated two 3-D velocity models by enlarging the layered model (Fig. 1) along the direction perpendicular to the 2-D survey line, as shown in Fig. A1 . Fig. A1 shows the P-wave velocities of the crossline sections of the two 3-D models. We obtained the 3-D recorded data using the 3-D fourthorder staggered-grid finite difference method (Graves 1996) , and representative shot gathers are presented in Fig. A2 . The residuals between two 3-D data were used as coherent noises, which correspond to reflections generated at interfaces located out of the vertical plane including survey line, as shown Fig. A2(c) . Finally, the coherent noise was added to the original observed data, which were obtained using the 2-D frequency-domain finiteelement method, as shown in Fig. A3 .
We performed the 2-D frequency-domain FWI for the data containing coherent noise with and without the denoise function. As shown in Fig. A4(a) , because the spectrum of coherent noise is very similar to that of the seismic signals, the denoise function Figure A1 . P-wave velocity structures for the YZ section of the layers model (Fig. 1) to generate some coherent noises: (a) inclined and (b) linear layers models. is not sensitive to the coherent noise and its values are close to 1. Thus, the spectral filtering method using the denoise function does not improve the inversion results compared to the conventional inversion (Fig. A5) . As shown in Fig. A5 , the detailed structures are not properly recovered due to the coherent noise present in the data. To overcome this limitation, the denoise function must be applied with other techniques for coherent noise suppression, such as the prediction error filter (Abma 1995; Guitton 2003) .
A P P E N D I X B : D E G R E E O F D E N O I S I N G
In this appendix, we discuss the control factor for determining the degree of denoising (see eq. 13). As discussed in the section entitled 'Numerical examples for various types of random noise', the denoise function can be automatically determined without any prior information or human intervention. However, the denoise function exhibits some uncertainties with changes in the frequency, as was Figure B1 . Variations in the denoise function obtained for various control factors at the 100th iteration for (a) high-frequency dominant random noise and (b) low-frequency dominant random noise. discussed previously. In addition, the denoise function is not an optimal function that can be obtained based on statistical or numerical approaches. Therefore, we control the degree of noise suppression with the control factor so that the degree of denoising is determined by human intervention.
To investigate the effects of the control factor, we performed the elastic FWI for data with high-frequency random noise generated for the elastic Marmous-2 model (Fig. 28) by adjusting the control factor. Fig. B1 presents the variations in the denoise function for various control factors. The results indicate that as the control factor increases, the denoise function becomes steeper, allowing the random noise-contaminated frequency components to be filtered out more strictly as shown in Fig. B2 . However, adequate noise suppression results in the loss of the spatial resolution required for detailed subsurface structures. This behaviour of the control factor for high-frequency random noise yields effects similar to those of the Fréchet kernels, which provide smoothing effects to prevent the occurrence of small-scale artefacts (Fichtner et al. 2009; Tape et al. 2009 ). Figure B2 . P-wave velocity structures recovered using the denoise function with various control factors of (a) 0.5, (b) 5 and (c) 10 for the dataset containing high-frequency random noise.
