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Abstract
Particle ﬁlters have emerged as a powerful method for solving multi-hypothesis state estimation prob-
lems, which originate from non-linear, non-Gaussian dynamic systems. Two applications of particle
ﬁlters in the ﬁelds of remote sensing and vehicle navigation are addressed in this work. The ﬁrst
application in remote sensing is given by tracking vehicles in airborne images for traﬃc monitoring
and surveillance. The second application is related to vehicle ego-localization on a digital map for
navigation and driving assistance systems.
For airborne vehicle tracking, the low image resolution and the small frame-rate of industrial airborne
camera systems impede clear discrimination of individual vehicles and precise motion prediction.
Existing particle ﬁlter approaches for airborne vehicle tracking lack advanced strategies to achieve
robustness against errors from low-cost systems and fail to address issues in real-world situations.
Previous work on airborne vehicle tracking assumes continuous vehicle motion and clear discrimination
of individual vehicles with unvarying appearance, which is not given in urban traﬃc scenarios. In
this work, adaptive particle sampling and weighting approaches are proposed to ensure that particles
explore the search space more eﬃciently and appearance changes can be tolerated without target losses.
An update strategy for the appearance template model of each tracked vehicle further increases the
rate of successfully tracked vehicles. Information about the context of multiple tracked vehicles is
integrated by an online map learning approach. Experiments were conducted on low frame-rate, low-
resolution image sequences taken from an airplane and a UAV of dense urban traﬃc scenarios with
up to 151 simultaneously tracked vehicles. The results demonstrate the robustness of the developed
tracker against discontinuous vehicle motion, appearance changes and diﬃcult discrimination of similar
close vehicles.
For vehicle ego-localization, the standard automotive positioning sensors of series production vehicles
and the abstracted representation of the road geometries in commercial digital maps complicate the
computation of the correct map-matched position. Recent particle ﬁlter methods for map-matching
rely on the quality of the map and the absolute positioning systems and ignore to examine the perfor-
mance at ambiguous situations where correct map-matching is most critical for navigation functions.
This work includes advanced models for lane-level particle sampling constrained to the digital map
and particle weighting with measurements from the onboard lane detection camera system. A new
medoid-shift clustering method is proposed to extract multiple hypotheses from the weighted particles
in the road map space. A functional prototype of the map-matching system is implemented in a test
vehicle using commercial map data and a low-cost absolute positioning system. The results of various
tests including ambiguous situations like road bifurcations demonstrate the ability of the map-matcher
to maintain multiple hypotheses until the situation becomes decidable. This investigation has revealed
that the lane matching together with the lane topology-aware particle sampling supports the decision
for the correct road segment. Overall the developed map-matcher proves its suitability for automo-
tive applications, because of its good performance under the proposed quality criteria derived from
requirements of navigation and advanced driving assistance systems.
Both particle ﬁlter methods achieve robust results on experimental real-world datasets, which were
obtained from low-cost sensor systems. Therefore, they prove as suitable candidates for industrial
applications.
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1 Introduction
1.1 Motivation
Particle ﬁlters have favorable properties for solving multi-hypotheses ﬁltering problems. They provide
a discrete approximation of the posterior density of the state of non-linear, non-Gaussian dynamical
systems. Applications of particle ﬁltering in the context of vehicle tracking and localization attracted
much attention as the computational power increased over the years. Two ﬁltering problems have
emerged from this ﬁeld that leverage the potential of a multi-hypothesis method. First, visual tracking
of vehicles from airborne image sequences for estimating traﬃc parameters. Second, vehicle ego-
localization on a digital map to obtain the vehicle position for navigation and driving assistance
purposes.
In the context of traﬃc monitoring, vehicle localization can be achieved with remote sensing technology.
For example, when mass events, natural disasters or catastrophes occur, rescue teams require a fast
overview over the present traﬃc situation. Ground-based sensors like induction loops and stationary
traﬃc surveillance cameras support the estimation of macroscopic traﬃc parameters like density, ﬂow
or speed in a limited region. In contrast, airborne visual sensors provide a wide-area overlook but
still with a suﬃcient spatial resolution to diﬀerentiate individual vehicles. Camera platforms mounted
on airplanes and unmanned aerial vehicles (UAV) are employed to capture image sequences in real-
time.
Estimating individual vehicle trajectories enables the analysis of driving maneuvers at the microscopic
scale, which facilitates a detailed understanding of traﬃc. Such vehicle tracking systems are subject
to challenges arising from properties of the employed camera system. Low-cost camera systems are
characterized by a limited spatial and temporal resolution of the image sequences. The 3K airborne
imaging system developed by the German Aerospace Center (DLR) captures image sequences at 2 Hz
with a ground sample distance of 13 cm at a ﬂight height of about 1000 m. Typical impediments
to visual object tracking like occlusion, clutter and variations of the target appearance pose further
challenges to robust trajectories estimation.
Vehicle ego-localization in a georeferenced system is a key technology for modern navigation and
advanced driver assistant systems (ADAS) systems. The accurate position of a vehicle on a road net-
work map enables onboard navigation units to provide reliable and well-timed turn-by-turn directions.
Such guiding information will be extended to the lane-level in next generations of built-in navigation
systems.
Fully integrated navigation systems calculate the vehicle position by an onboard fusion of measure-
ments from inertial sensors and a global navigation satellite system receiver (GNSS). Navigation and
ADAS require road features, which are stored within a digital map. Such features include for example
the distance to the next crossing, curvatures, slopes and traﬃc signs. These data are accessed at the
respective map-matched position of the vehicle, which is given by the corresponding position of the
vehicle in the underlying road map. The process of linking the position of the vehicle in geographic
coordinates to road map coordinates is referred to as “map-matching”.
The goal of map-matching is to determine the most probable position on a digital map considering
uncertainties or ambiguities from inaccurate positioning systems or map digitalization errors. Preci-
sion and real-time requirements of the map-matched position depend on the application, which can
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(a) (b)
Fig. 1.1 – (a) Traﬃc scene captured from camera mounted on a UAV. (b) Future navigation concept with
contact analogue head-up display [16].
range from comfort driving assistance functions to fully automated driving. The accuracy of the
map-matched position is inﬂuenced by sensor noise, environment conditions and the accuracy of the
underlying road map. Regarding sensor noise, multi-path signal reception of GNSS receivers is one of
the main sources of positioning errors. An inexact digitalization of the road geometry in the map causes
ambiguities of the map-matched road segment especially at road bifurcations. The map creation and
updating process of commercial map providers involves the semi-automatic analysis of ﬁeld driven data.
Thus, the validity of the map database depends on the time when mapping vehicles equipped with
advanced measurement devices traveled on the respective road segment.
Particle ﬁltering is well suited to applications of vehicle localization and tracking. For visual vehicle
tracking, statistical inferences need to be deduced from a complex system with a highly nonlinear mea-
surement model. Ambiguities in the map-matched position at road bifurcations demand for a method
that makes multi-modal probabilities tractable. Both applications require the accurate estimate of a
multi-hypothesis state estimate together with a measure of conﬁdence.
Existing particle ﬁlter approaches for vehicle tracking problems assume image sequences with a high
capturing frequency similar to a video stream. The camera system is usually in close range to the
target, which allows for detailed measurements of its appearance. In contrast, low-cost airborne imag-
ing systems mounted on aircrafts deliver image sequences of lower quality, which is characterized by
a reduced spatial and temporal resolution, Figure 1.1a. Such imagery leads to an abrupt representa-
tion of the target motion and limits the target description consisting of only a few pixels. Thus, the
design of a robust particle ﬁlter method, which successfully tracks multiple vehicles, is a challenging
task.
Increasing the positioning accuracy for navigation applications could be achieved by improving the
sensor quality. Since this would also increase the cost of series production vehicles, car manufac-
turers seek for alternative methods to maximize the potential of low-cost sensor systems. Particle
ﬁlters integrating additional data from camera systems to compute a map-matched position on the
lane-level are an emerging ﬁeld of research to enable future innovative navigation functions, Fig-
ure 1.1b.
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1.2 Contributions
The goal of this work is to develop particle ﬁlter methods for solving multi-hypothesis state estimation
problems from imperfect and uncertain measurements. These methods are proven under real-world
scenarios from airborne vehicle tracking and map-matching. The developed particle ﬁlters should meet
high quality requirements, which means in this application to avoid mismatches and target losses
especially under challenging conditions of the employed low-cost sensor systems and in ambiguous
situations.
In the ﬁrst part of this work, a particle ﬁlter method for tracking multiple vehicles in airborne im-
age sequences is proposed that operates on low resolution and low frame-rate image sequences. The
developed method integrates a vehicle motion model for particle sampling and suitable image fea-
tures for particle weighting. The focus lies in advanced particle ﬁlter strategies, which address the
speciﬁc challenges of airborne vehicle tracking. Novel adaptive approaches for the motion and obser-
vation model are presented to increase the robustness against discontinuous motion and appearance
changes of the tracked vehicles. Furthermore, a template update strategy is proposed that adapts
the target model to appearance changes in the image, while designed to avoid the template drift
problem. The spatio-temporal context of the tracked vehicles is included into the motion model in
an online road map learning approach. This method reduces the risk of target losses, because the
particles of the target vehicle are guided in the travel direction of preceding and successfully tracked
vehicles.
In the second part, a particle ﬁlter method for solving map-matching problems at lane-level is intro-
duced. The developed method is designed to handle limitations from low-cost positioning and camera
sensors and commercial map data. The main contributions are motion and observation models that
include probabilistic models to spread particles along the road network and weight them according
to absolute positioning measurements and road marking detections of the camera system. A de-
tailed analysis of the probability parameters is described to identify parameter values that balance the
trade-oﬀ between robustness and preciseness of the models. The mode seeking problem of ﬁnding the
most dominant hypotheses for the estimated state is solved by a new medoid-shift clustering method
constrained to the road network. A detailed investigation of the particle ﬁlter method at ambiguous
situations is provided to prove the advantage of this multi-hypothesis method and demonstrate the
ability of the map-matcher to resolve ambiguities fast and correctly. Suitable evaluation criteria are
formulated to measure the quality of the results and show that the developed system meets quality
requirements of ADAS applications.
Both particle ﬁlter methods are evaluated with data from real industrial applications of airborne vehicle
tracking and navigation. The robustness of the developed methods is demonstrated on these data from
low-cost sensor systems that operate also under adverse conditions.
1.3 Publications
Parts of this thesis have been published in an international journal, conference proceedings and patent
applications:
• I. Szottka (Eckel), “Spurgenaue Positionierung eines Fahrzeugs”, Patent, DE102013217060A1,
2015
• I. Szottka (Eckel), “Spurgenaue Positionierung eines Fahrzeugs”, Patent, DE102013217061A1,
2015
• I. Szottka (Eckel), M. Butenuth. “Advanced particle ﬁltering for airborne vehicle tracking in
urban areas”, IEEE Geoscience and Remote Sensing Letters, vol. 11, no. 3, pp. 686-690, 2014
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• I. Szottka (Eckel), “Particle ﬁltering for lane-level map-matching at road bifurcations”, 16th
International IEEE Conference on Intelligent Transportation Systems (ITSC), pp. 154-159,
2013
• I. Szottka (Eckel), M. Butenuth. “An adaptive particle ﬁlter method for tracking multiple
interacting targets”, IAPR Conference on Machine Vision Applications (MVA), pp. 6-9, 2011
• I. Szottka (Eckel), M. Butenuth. “Tracking multiple vehicles in airborne image sequences of
complex urban environments”, Joint Urban Remote Sensing Event (JURSE), pp. 13-16, 2011
1.4 Outline
This work is organized as follows: In Chapter 2, the state of the art of systems and methods in the two
ﬁelds of application for the developed particle ﬁlters is reviewed. First, to capture image sequences
from traﬃc scenes, diﬀerent options of airborne imaging systems are summarized and the resulting
image resolutions are compared, as they have a major impact on the design and performance of the
tracking application. Next, the challenges of onboard map-matching are described, which arise from
the limitations of modern positioning and map technologies. Both applications can be addressed by
single- or multiple-hypothesis methods, which are discussed in this chapter. In particular, diﬀerent
characteristics of particle ﬁlter methods for solving visual tracking and map-matching problems are
described. At the end of each sub-chapter, speciﬁc challenges in these two applications are derived,
which will be addressed in this work.
Chapter 3 introduces the basic concept of particle ﬁlters and provides the theoretical formulation
in a Bayesian framework. Advanced techniques of particle ﬁltering are presented that increase the
computational eﬃciency. Furthermore, approaches for robustly estimating the state from the set of
weighted particles are addressed.
In Chapter 4, the developed particle ﬁlter for airborne vehicle tracking is presented. The employed
ﬂight systems and the camera properties are described and typical challenges with these image se-
quences are identiﬁed. Suitable models for representation of the target motion and interpretation of
image features in low resolution and low frame-rate image sequences are proposed. The most likely
state for each vehicle is estimated by a mean shift method. To handle ambiguities from similar ve-
hicles, a multiple target hypothesis association method is introduced. To achieve robustness against
discontinuous motion and appearance changes, advanced techniques for adaptive models, target tem-
plate updates and online map learning are presented. The results show the increased robustness of
the tracker with these advanced techniques. A quantitative analysis of the tracking results in typical
example scenarios demonstrates the quality of the developed method.
In Chapter 5, a map-matching system and its implementation is presented. Details of the prototype
vehicle, the sensors and the map data is given. From the description of the Bayesian system model, the
particle ﬁlter for lane-level map-matching is formulated. Probabilistic models for motion of the map-
matched position along the road network and observations from the positioning and camera systems are
introduced. A sensitivity analysis is conducted to determine the preferred parameter values for these
models. Evaluations of test drives with the developed system at ambiguous situations demonstrate the
performance of the map-matcher in the proposed categories accuracy, stability, conﬁdence, robustness
and performance.
Chapter 6 concludes this work and gives an outlook to future work in the context of methods for
airborne vehicle tracking and lane-level map matching.
2 State of the art
This chapter presents state-of-the art systems for airborne vehicle tracking and onboard map-matching.
It gives an overview of methods, which have been applied to these applications or which are relevant
in the context of this work.
2.1 Airborne vehicle tracking
Capturing of image sequences from above ground oﬀers possibilities to detect and track vehicles for
diﬀerent purposes. Depending on the application, the camera setup, image processing and tracking
methods diﬀer.
2.1.1 Applications
Camera systems mounted on poles or gantries at the road-side are a widespread approach to acquire
sequences of traﬃc images from elevated positions. These stationary systems are mainly used for
traﬃc monitoring, surveillance and tolling applications, Figure 2.1. Because of their limited ﬁeld
of view, they capture only stationary parts of the traﬃc situation. From the motion trajectories of
individual vehicles, visual activity analysis can be performed to learn motion patterns and detect
anomalies [122]. Since the objects under investigation are close to the camera, the object resolution in
the images is large enough to detect detailed features for tracking. However, dense traﬃc and varying
weather and lighting conditions require advanced tracking algorithms especially in urban scenarios [20].
A more ﬂexible way to obtain imagery on traﬃc situations is provided by remote sensing systems on
airborne or spaceborne platforms. Transportation management authorities seek current and complete
(a) (b)
Fig. 2.1 – Stationary camera systems for (a) traﬃc monitoring [169] and (b) toll collection [165].
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data on road traﬃc surveillance. Airborne systems have the potential to increase the coverage of road
monitoring imagery complementary to stationary cameras. Large-scale coverage and ﬂexible setting of
remote sensing cameras allows a complete capturing of the area of interest from dynamic viewpoints.
Such systems are suitable for monitoring speciﬁc areas on demand with ﬂexible use of diﬀerent imaging
systems and aerial or spaceborne vehicles designed for the application.
Tracking of individual vehicles for a period of time allows to estimate their trajectories. From the col-
lection of trajectories, traﬃc dynamics like ﬂow, density and speed can be derived [5], [71]. Individual
vehicle trajectories further allow detailed analysis of driving maneuvers and identiﬁcation of driving
patterns like merging from an entrance ramp. Tracking of multiple vehicles provides insights into
interaction patterns. The interpretation of individual trajectories serves as valuable input to calibrate
or verify microscopic driving models [74]. Challenges of vehicle tracking from remote sensed images
are caused by a lower resolution over ground compared to statically mounted cameras. Detailed fea-
tures of the vehicles cannot be detected, which complicates the distinction between vehicle and other
objects or the background. Because of the increased distance to the vehicle, occlusions by buildings,
bridges or vegetation occur and lead to partially or totally invisible vehicles. Also the camera system
is moving, which adds additional dynamics to the captured traﬃc scene.
Applications of airborne vehicle tracking are for example to provide quick large area traﬃc situation
overview at mass events or after natural disasters. The German Aerospace Center (DLR) aims to
support emergency forces in rescue coordination with an airborne rapid mapping system [102]. A
real-time processing chain has been installed to transfer data from the systems aboard an aircraft to
a mobile ground station, Figure 2.2. This system allows to monitor actual traﬃc situations and react
accordingly in the relevant region.
A similar approach to use mobile sensors for disaster management is proposed by the Fraunhofer
Institute. Their project aims to support search operations with UAVs as part of a heterogeneous
sensor network in combination with terrestrial robots [100].
In this work, tracking of vehicles from remote sensing imaging systems is considered. The fol-
lowing sections provide an overview of diﬀerent imaging systems and methods for vehicle track-
ing.
Fig. 2.2 – Airborne traﬃc monitoring and data processing [62].
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2.1.2 Airborne platforms
Air- or spaceborne imaging systems consist of several components. Depending on the application,
a suitable platform for the imaging sensor is determined. Possible choices are given by satellites,
airplanes, airships, helicopters or UAVs. The criteria for decision are cost, ﬂexibility, spatial range
and properties of the deployed camera system.
Satellite imagery has the largest ﬁeld of view, but satellite missions are the most expensive and
least ﬂexible solution. Spaceborne optical sensors with a sub-meter resolution are state-of-the art.
Examples for commercial satellite systems are the QuickBird and WorldView-2/-3 from DigitalGlobe
[42]–[44], which operate at altitudes of 450 and 770/617 km, respectively. These systems provide
optical imagery with panchromatic or multi-spectral bands. However, motion estimates from satellite
imagery are diﬃcult to obtain, because the revisit intervals in close nadir looking direction are longer
than a day. Spaceborne traﬃc monitoring can also be achieved with Synthetic Aperture Radar (SAR)
systems, which are independent of weather conditions and can be operated at any time of day [72]. For
example, satellite imagery from the TerraSAR-X or RADARSAT-2 missions make traﬃc parameter
extraction from space possible [27], [70].
Airborne platforms allow a ﬂexible deployment of the camera system. Light aircrafts typically operate
at ﬂight heights between 1000 and 3000 m, which makes them ideal for a wide-area coverage of the
traﬃc scene. They can travel long distances to reach the destination scene and they allow a ﬂight
duration of several hours. The disadvantage of small aircrafts is that they need to hold a minimum
travel speed of approximately 100 km/h above around to safely avoid stalling. This constraint restricts
traﬃc monitoring in urban areas, because a vehicle is visible in an image sequence only for a limited
time. The onboard capacity of small aircrafts is large enough to accommodate camera systems and
processing units. At DLR, the Cessna 208B Grand Caravan and the Dornier Do 228-212 belong to
the research ﬂeet for remote sensing applications [61].
Alternatively, helicopters and airships have been employed [18], [101]. Helicopters are even more
ﬂexible than small aircrafts, but have a lower range, less cruise time and less storage capacity.
Further, camera systems mounted on helicopters require an eﬀective stabilization eﬀort. The ad-
vantage of helicopters is their variable ﬂight speed and the lower ﬂight altitude compared to air-
planes. This also holds for airships, but ﬂights are expensive and restricted to favorable weather
conditions.
A very unobtrusive approach to monitor traﬃc is given by electric glider aircrafts. At DLR, a manned
aircraft powered by fuel cells has been developed, Figure 2.3a. Due to its quietness and its maximum
altitude of 4000 m, it is well suited for security applications [142].
(a) (b)
Fig. 2.3 – Examples of aircrafts for traﬃc monitoring. (a) Antares DLR-H2 airglider [60], (b) AscTec
Falcon 8 UAV [4].
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Another category of aircrafts are UAVs, also called drones. In recent years, their commercial avail-
ability immensely increased and the deployment of lightweight systems for civil applications became
very popular. Examples include aerial photography, wildlife monitoring, industrial inspections and
rescue operations. UAVs are very ﬂexible, because they can be delivered to any location of opera-
tion. However, they allow only a small payload and the ﬂight time is limited to the battery capacity.
Maneuvering of UAVs is accomplished manually by a mobile ground station, which typically requires
visual contact and a stable data link. These requirements limit the ﬂight altitude to a few hundred
meters. Modern UAVs feature fast reacting stabilizing systems, which make them robust to windy con-
ditions. Commercial manufacturers of lightweight UAVs are for example microdrones and Ascending
Technologies. The AscTec Falcon 8 UAV [4] is a multi-rotor system with eight propellers, Figure 2.3b.
It is well suited for vehicle tracking applications, because it has a GNSS, altitude sensor, compass and
a inertial measurement unit (IMU) onboard. This system provides an eﬀective ﬂight stabilization and
allows a payload of up to 750 g. The camera mount accommodates diﬀerent types of digital compact
cameras, which can be tilted to a nadir viewing angle. Further, the camera mount is designed to
compensate ﬂight vibrations.
2.1.3 Airborne imaging systems
Tracking individual vehicles for traﬃc monitoring is best achieved when three properties of the imaging
systems are fulﬁlled: First, coverage of the images should include the complete traﬃc scene. This
requirement allows to estimate trajectories over a long timespan and put them into the context of
the whole traﬃc dynamics. Second, the resolution and the ground sampling distance (GSD) of the
images deﬁnes the level of detail at which features of the vehicles can be measured. The higher
the resolution and the lower the GSD, the more precisely individual vehicles can be distinguished
from the background and other vehicles. It is also preferable to capture images in nadir, because
parallax eﬀects caused by the moving platform are reduced during image registration. Third, the
temporal resolution of the image sequences determines motion continuity of the vehicle trajectories.
A high image acquisition rate ensures that fast, abrupt driving maneuvers can be captured by the
tracker and motion models of the vehicles can be applied with higher certainty. The design of such an
optimal imaging system is not always possible and the degree of realization depends on the airborne
or spaceborne platform as well as it is also a question of pricing.
Spaceborne imaging systems cover a wide area, but have the largest distance to ground. Therefore,
the GSD of optical images is relatively large compared to airborne camera systems. For example,
QuickBird and WorldView-2 have a GSD of 0.61 m and 0.46 m for panchromatic and 2.44 m and
1.85 m for multi-spectral imagery [42], [43]. With an image swath width of above 16 km, satellite
imagery is the most attractive option in terms of coverage. Vehicle tracking from optical space-
borne images is achieved by exploiting the time gap between the diﬀerent bands of a single multi-
spectral snapshot image [95], [105]. The WorldView-2 satellite also oﬀers sequences of images in
oﬀ-nadir, which allows vehicle tracking with a higher temporal resolution for a few minutes [113],
[119].
The coverage and the spatial resolution of airborne imagery depends on the ﬂight altitude, camera
system and lens properties. The UltraCam family from Microsoft is a high performance, ultra-large
sensor format (104 x 68 mm) camera system with 5.2 µm pixel size oﬀering diﬀerent lens options,
which achieve 5 cm GSD at 2020 m altitude [120], [172], Figure 2.4. Their image processing chain
produces orthophotos, which are orthographically rectiﬁed and radiometrically corrected. Despite
the ﬂight height and movement of the aerial platform, eﬀective post-processing methods allow to
reconstruct sharp images. The UltraCam systems are mainly deployed for producing imagery for
mapping applications. For tracking vehicles, the system has some limitations: The temporal resolution
of airborne image sequences does typically not achieve a full video sampling rate, because the storage
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(a) (b)
Fig. 2.4 – Camera systems for airborne ﬂight systems. (a) 3K camera system [59], (b) UltraCam sys-
tem [67].
time for the large-scale images with high resolution is limited to only a few frames per second (fps).
As a consequence, highly dynamic motion of the objects appears discontinuous, which increases the
uncertainty of motion prediction especially in dense traﬃc. Although fast electronics are used, the
image acquisition of the UltraCam systems requires 1.8 seconds per image. To accomplish high-end
aerial image acquisition, professional lenses, fast electronics and advanced software for high-quality
and fast image post-processing are employed. These characteristics make the UltraCam system a
high-budget option for aerial traﬃc monitoring.
An alternative aerial camera system, which is used onboard research aircrafts, has been developed
at DLR. This multi-camera system uniﬁes three oﬀ-the-shelf, single-lens reﬂex, small-format cameras
mounted on a platform [103]. This imaging system was designed to meet low-cost requirements for
real-time mapping and tracking applications. In the 3K system, three Canon EOS 1Ds Mark II cam-
eras with Canon lenses are used. The successor system 3K+ consists of three Canon EOS 1Ds Mark III
cameras with Zeiss lenses. The sensor size for both cameras is 36 × 24 mm with a pixel size of 7.21 µm
(3K) and 6.41 µm (3K+). The GSD reaches 15 cm (3K) and 13 cm (3K+) at a ﬂight height of 1000 m
above ground. The cameras are arranged on the platform such that one camera is looking nadir, while
the other two are side-looking with variable angle, Figure 2.4. Depending on the application, the plat-
form can be turned along-track or across-track. In a real-time image processing chain, the images are
orthorectiﬁed, registered and mosaicked by a stitching algorithm to form a continuous representation
of the scene. In this way, an enlarged ﬁeld of view for this multi-camera system is achieved, with
coverage of 2560 × 480 m at 1000 m above ground. Although the GSD is lower than for the UltraCam
system, the temporal resolution of the 3K systems is maximized to meet requirements from tracking
applications and reaches 1-2 fps in the continuous shot mode.
Imaging systems on UAVs require lightweight cameras because of their limited loading capacity. For
the AscTec Falcon 8 ﬂight system, diﬀerent options from the Panasonic Lumix and the Sony NEX
compact camera series exist. They diﬀer in the sensor size, pixel resolution and image acquisition
rate in the continuous shooting mode. For example, the Lumix LX7 model has a 5.58 × 7.44 mm
sensor size with 2.04 µm pixel size and 5 fps [41], while the NEX 7 has a 23.5 × 15.6 mm sensor size
with 3.88 µm pixel size and 1.9 fps in practical tests [45], [156]. The GSD can be estimated by (from
[145])
GSD [cm] = pixel size [mm]
ﬂight altitude above ground [cm]
focal length [mm]
. (2.1)
Assuming a ﬂight altitude of 100 m above ground and a focal length of 17.7 mm, the GSD results in
1.15 cm for the Lumix LX7. The AscTec Falcon 8 has no onboard image post-processing, which requires
image rectiﬁcation and registration steps after transmission to a ground station.
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The success of methods for tracking vehicles in optical aerial imagery depends on the spatial and
temporal resolution of the image sequences. A comparison between images at diﬀerent GSD for
vehicle representation is shown in Figure 2.5. At a GSD of 1.6 m, the level of detail is too low to
distinguish the vehicle from the background. It requires a spatial resolution of at least 0.2 m to identify
individual features of a vehicle. With an decreasing GSD, it is more likely to correctly discriminate
the target vehicle from other vehicles or clutter.
The required image acquisition rate to identify continuous motion depends on the vehicle velocity and
the prediction accuracy of the motion model. For vehicles driving at 3 m/s, an image acquisition
rate of 2 fps would capture the vehicles every 1.5 meters. To achieve the same result at a constant
vehicle speed of 18 m/s a frame rate of 12 fps would be required. At 2 fps, the same vehicle speed
would result in 9 meters of unobserved motion between consecutive frames. The higher the frame
rate is, the more likely is the correct association between vehicles in consecutive frames. This is
an important issue especially in dense urban traﬃc, where reliable motion prediction is diﬃcult to
obtain.
Illumination eﬀects and their variation pose additional challenges to vehicle tracking in aerial imagery.
The dynamics in illumination lead to a varying appearance of the vehicles, which complicates re-
identiﬁcation and the association of vehicles along time. Vehicles entering shadowed areas of the
scene appear darker and are more diﬃcult to be distinguished from the background. Reﬂection eﬀects
caused by sunlight produce a changed vehicle appearance, if the view or reﬂection angle changes. For
vehicle tracking, the similarity or even identity of appearance causes so-called clutter, which generates
ambiguity between the target vehicle and other vehicles or the background. Further, fog and dust
between camera and ground cause blurring eﬀects. This eﬀect is more likely to occur, the higher
the aerial platform ﬂies. Also, stationary objects limit the visibility of the vehicles. Bridges, trees,
gantries and buildings temporarily occlude the view, which makes it diﬃcult to follow the motion of
the vehicles.
Fig. 2.5 – Comparison of level of detail for diﬀerent simulated GSD in optical airborne imagery [144]. A
GSD of 1.6 m is too large to discriminate vehicles from background or other objects. A GSD
of at least 0.20 m is required to identify vehicles and discriminate similar vehicles by their
individual structures.
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2.1.4 Vehicle tracking
In general, visual object tracking is the task of localizing a target over time given its initial position.
Tracking vehicles in airborne image sequences is a sub-problem belonging to the class of visual object
tracking. For visual object tracking, a wide range of methods exists, which can be separated in single-
and multiple-hypothesis tracking and mixtures thereof [115]. Single-hypothesis methods produce one
candidate for the estimate of position over time. Multiple-hypothesis methods are computationally
more expensive, but they maintain a set of candidates for the association of measurements over
time.
Representative methods for single-hypothesis tracking are the Kalman Filter [56], Kanade-Lucas-
Tomasi (KLT) [152] and mean-shift tracker [32]. The Kalman ﬁlter computes the optimal solu-
tion in terms of minimizing the posterior estimation error for a linear system with Gaussian noise.
Kalman ﬁltering for tracking applications is a common approach to estimate the vehicle state recur-
sively [10]. Vehicle tracking with Kalman ﬁltering has been demonstrated in the work of [8] and [139].
A feature-based tracker was developed, which estimates vehicle trajectories in video streams from
stationary traﬃc cameras. Kalman ﬁlter based tracking approaches and their extensions perform
well, if the condition of Gaussian noise is met and nonlinearity of the system is not severe. Other-
wise, the Kalman ﬁlter is not able to represent multi-modal probabilities [148] and the target will get
lost.
The KLT tracking method detects suitable visual features and tracks them with an optical ﬂow
algorithm. This method is suggested to produce stable results when the frame rate is high enough
to produce only small changes in the object’s motion. In the work of Cao et al. [24], KLT tracking
has showed a good performance in airborne vehicle tracking, handling partial occlusion successfully.
When objects are totally occluded, KLT tracking is not able to recover from temporary losses of
the target and re-initialization is required. Another optical ﬂow based method for airborne vehicle
tracking working on whole vehicle regions is proposed in [124]. This approach tracks speciﬁc pixel in
the vehicle region, but also requires partly visibility of the target.
Mean-shift based trackers ﬁnd the location of the target by minimizing a similarity measure between
the appearance model and candidate regions in the current frame. The candidate location is shifted
iteratively by mean-shift moves until convergence. For aerial video tracking, mean-shift tracking
performs well under certain tracking conditions [108]. Similar to the KLT tracker, total occlusion
leads to loss of the target. Advanced strategies to recover from tracking failures are proposed in [175].
For predicting the target location in the current frame, a Kalman ﬁlter can be integrated into the
mean-shift tracker [32], [140].
The vehicle tracking problem in this work has been treated before with methods operating on short
image bursts [69], [106]. These approaches perform a template matching in candidate regions of
the vehicle position. The matches are associated along image triplets to ﬁnd the most likely vehicle
position. This method is limited to short tracklets, which can be used for further estimation of
traﬃc ﬂow parameters. Another technique correlates image features across image pairs [94]. An
advanced approach applies probabilistic graph matching after background subtraction across image
triplets [173]. However, the presented methods are not robust against temporal occlusion of the
vehicle.
In addition to occlusion, dense traﬃc is the another factor that poses great challenge to airborne vehicle
tracking. Similar close vehicles are diﬃcult to distinguish, which becomes more complicated when
their appearance varies. In such situations, particle ﬁlters have advantages over the single-hypothesis
trackers, because they are able to maintain multiple modes of the vehicle location probability density.
Particle ﬁlters and variants thereof have proven to maintain correct target identiﬁcation in challenging
visual tracking applications [37], [143], [174].
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For airborne vehicle tracking, particle ﬁltering with suitable models for vehicle motion and appearance
robustly estimates the vehicles’ trajectories [23]. However, the performance of this method is only
demonstrated for vehicle traveling along straight roads.
The combination of particle ﬁltering with an oﬄine-learned observers and online trained models of
the target appearance is found in [110]. The application of this method to tracking vehicles in low-
frame rate airborne images is demonstrated, but the learning strategy of the algorithm does not
allow to discriminate between diﬀerent objects. Advanced particle ﬁlter strategies exist that track
close objects with similar appearance by incorporating the distance between objects into the likeli-
hood [51]. Results of this method are given on image sequences with a high frame rate similar to video
streams.
When tracking is extended to multiple objects, the complexity of the problem increases. Methods
for multi-target tracking manage this complexity by including information of the mutual interac-
tion between targets, motion constraints and motion coherence. Also the data association problem
needs to be solved, which assigns measurements to the tracked objects. Tracking multiple objects
in airborne video is demonstrated with a hierarchical system that tracks individual vehicles with a
Kalman ﬁlter on a low-level and employs a high level tracker for groups of vehicles with coherent
motion [25].
A deterministic way of handling the data association problem is given by the Multiple Hypothe-
sis Tracker (MHT) [11]. However, MHT suﬀers from high computational complexity, because the
number of hypothesis increases exponentially over time, which requires pruning of unlikely hypothe-
ses.
Probabilistic techniques for multi-object tracking with particle ﬁlters are proposed, which rely on
diﬀerent approaches to incorporate the objects’ context. The interaction between targets can be
modeled with Markov random ﬁelds within an MCMC-based particle ﬁlter [88]. The results indicate
that this method is more eﬃcient than the conventional joint particle ﬁlter. Another graph-based
interaction model is proposed in [129]. Application of this method to an airborne video example
showed a more robust target identiﬁcation compared to independent particle ﬁlters. Another approach
tracks each target individually by an individual particle ﬁlter and solves the data association problem
by a Joint Probabilistic Data Association Filter (JPDAF) [148]. The eﬀectiveness of this method is
demonstrated by tracking objects with a moving robot. The work of [127] suggests to design a mixture
particle ﬁlter with one component for each target coupled with Adaboost detections of targets for the
construction of the proposal distribution.
Besides algorithms for solving the intrinsic tracking problem, further strategies are proposed to increase
the robustness of a tracker. Including the context of the target into the dynamic model has shown
to increase the quality of the target location prediction [131]. This approach has been tested on
people tracking, where the prediction of the motion direction has signiﬁcant inﬂuence of the tracking
performance. Another approach to include prior knowledge about the target motion into the tracker is
to restrict its motion along a given map. For tracking vehicles with a particle ﬁlter, the road network
gives valuable information to increase the robustness of the tracker against occlusions [68]. Typical
motion patterns of the target can be segmented from vehicles in airborne videos [176]. The resulting
motion ﬂow is incorporated into the tracker, which allows to reacquire the targets in challenging
situations with occlusion.
Successful tracking involves the design of suitable models to represent the motion and the appearance
of the target. Since motion and appearance may change during tracking, adaptive strategies for
model updates are considered. A particle ﬁlter tracker with adaptive motion and appearance models
has shown to eﬃciently sample the particles and produce robust results under pose and illumination
variations [177]. For color-based appearance models, an template update strategy is formulated that
alleviates the template drift problem [99]. Examples demonstrate the capability of the tracker to
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adapt to illumination changes for people tracking applications. Describing the target with multiple
features allows to combine complementary characteristics of the target appearance, which increases
the reliability of tracking under failure of either feature. The adaptive combination of these features
within a particle ﬁlter framework has demonstrated to outperform the non-adaptive tracker on face
tracking examples [114].
2.1.5 Discussion
Tracking multiple vehicles in airborne images at urban scenarios poses three main challenges caused
by the low spatial and temporal resolution of the image sequences:
1. discontinuous motion of the vehicles
2. fast appearance changes
3. diﬃcult discrimination of similar close vehicles.
Related work on (airborne) tracking covers methods to solve the intrinsic (multi-target) tracking
problem. However, no method is known that robustly tracks vehicles in airborne image sequences
accounting for the three mentioned challenges. Further, performance measurements fail to include
large-scale imagery with vehicles in dense urban traﬃc.
State-of-the art methods on robust trackers include approaches from other ﬁelds of applications to im-
prove motion prediction, adapt to appearance changes and integrate the targets’ context. Since the ap-
plication of these strategies to the present application of vehicle tracking is not straightforward, a new
method is required that considers typical characteristics of airborne image sequences.
Particle ﬁlters have emerged as a well understood and successful method to solve multi-hypothesis
tracking problems. Their application to airborne tracking has been demonstrated in previous work.
Their advantage compared to MHT is that they allow to naturally integrate adaptiveness of models in
a probabilistic framework. However, experiments with abrupt motion and appearance changes on im-
agery comparable to the one of the present work are not accounted for in the evaluations.
The goals of the vehicle tracking part of this work are summarized as follows:
• Develop a particle ﬁlter method that tracks multiple vehicles in low frame rate airborne images
of dense urban traﬃc.
• Present advanced strategies within the particle ﬁlter framework to handle discontinuous motion
and appearance changes.
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2.2 Map-referenced vehicle positioning
Digital maps for automotive applications are an enabler for modern navigation functions and driving
assistance systems. To retrieve map information for the current driving situation, the correct position
referenced to the digital map needs to be computed onboard in real-time. The process of localizing
the vehicle position constrained to a map is called “map-matching”.
Successful positioning referenced to a digital map depends on two major factors: First, the qual-
ity of onboard sensors, which determines the achievable accuracy of the absolute position in geo-
graphical coordinates. Second, the underlying map, which deﬁnes the search-space for the map-
matched position. The conﬁdence of the matching is higher, the better the map matches with the
shape and connectivity relations of the real road network. Since neither positioning sensors nor
map data give absolutely accurate estimates, automotive applications seek robust methods for map-
matching.
This chapter introduces automotive applications for map-matching and reviews methods and systems
for map-matching in the context of vehicle navigation.
2.2.1 Applications
In the history of vehicle navigation, progress has been made towards systems, which provide reliable
and precise positioning and route guiding information, Figure 2.6. Before global positioning services
such as GNSS became available for civil applications, navigation was limited to built-in systems, which
determine the vehicle position based on inertial sensors. Measurements of the angular velocity and
acceleration were integrated to obtain a position estimate. Thus, route calculation and guiding was
prone to slow recovering from erroneous positioning on the map. Also, updates of map data required
a physical exchange of a CD-ROM as the employed storage medium.
Today, built-in as well as mobile navigation systems additionally contain a Global Navigation Satellite
System (GNSS) receiver to determine the absolute vehicle position. Still, mismatches of the vehicle po-
sition occur, especially inside tunnels or in urban areas, where the direct satellite view is blocked. The
map manufacturing process is expensive, which leads to sparsely periodic updates of the underlying
map data.
Future navigation systems are aimed to guide the driver with precise information in every driving
situation. Guiding will extend to the lane-level, which implies that map-matching needs to deliver the
correct driven lane. Augmented reality systems are capable of projecting the route information with a
large-scale head-up system on the windscreen to create the impression of an overlay onto the road sur-
face for even more intuitive guiding, Figure 1.1b. In the ﬁeld of connected cars, location-based-services
(a) (b)
Fig. 2.6 – History of navigation systems at BMW. (a) 1994: First integrated navigation system in 7 series
vehicle [13]. (b) 2013: Navigation system Professional with 3-D map navigation and real-time
traﬃc information (RTTI) [15].
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oﬀer selective information in the current context, which is retrieved via the location of the vehicle.
Examples are emergency call services or a range map service, which displays the region of reachable
destinations of an electric vehicle given the current battery charging level.
In the same time of line, driving assistance systems have strongly improved. Automatic control of
certain driving manoeuvres started, when electronic stability control was introduced. Based on the
fusion of multiple sensor information, braking is applied to individual wheels to stabilize the vehicle.
The potential of driving assistance systems increases, when the foresight extends over the range of
vehicle onboard sensors. Eﬃcient driving assistants compute a preview of the road course to predict
deceleration maneuvers and the optimal reduction of the driving speed. In this way, map data supports
sensor fusion to compute relevant input information for advanced driving assistance systems (ADAS).
Since ADAS road properties are stored with a map-reference, an accurate estimate of the map-matched
position is required to retrieve actual information from the map.
The future of ADAS evolves towards highly automated driving (HAD), where vehicle longitudinal
and lateral control is automated, but with the driver ready to take over control. HAD poses the
highest requirements to positioning on the digital map, because situation interpretation and motion
planning is automatically performed without driver interaction. The development of positioning for
HAD involves further sensor information including camera and LiDAR. Thus, the complexity of map-
matching will increase, because suitable features for these sensor types need to be stored in the map
and matched to current observations of the vehicle’s environment. As a consequence, the demand for
instantaneous map updates over the air is apparent, because accurate map-matching relies on correct
map information. These accuracy requirements will boost the quality of map data to a great level of
detail.
The requirement of today and future navigation and driver assistance systems pose high challenges to
reliable and precise map-matching. Given a limited sensor accuracy and imprecise map data, advanced
map-matching methods need to be developed, which deliver the best achievable result.
2.2.2 Absolute vehicle positioning
The absolute reference of the vehicle location is determined in geographical coordinates. Several
options of geographical reference systems exist, which approximate the nearly spherical shape of the
earth surface. The reference ellipsoid deﬁned by WGS84 is a common standard [84], which is also
used internationally in automotive maps. Each horizontal position in the WGS84 is uniquely deﬁned
by a pair of numerical values, which identiﬁes the longitudinal and the lateral degree. Alternative
notations are given by Gauss-Krueger and UTM coordinate systems.
The accuracy of position estimates obtained from global satellite navigation systems (GNSS) is de-
graded by several factors. These sources of errors include irregularities in the ionospheric layer, which
leads to a delay of the transmitted signals. Further atmospheric eﬀects occur in the troposphere,
where the signal delay depends on the temperature, pressure and humidity of the medium. When the
receiver is located in an environment with obstructions in the direct line of sight to the satellite, re-
ﬂections of the signals occurs. The reﬂected signal travels a longer path than the direct signal, which
leads to signal distortion. For vehicle positioning, such multi-path eﬀects are likely to occur when
driving close to high buildings, trees or mountains. Further, the location of the reception antenna
aﬀects the performance of the receiver conﬁguration. For vehicle navigation, an external antenna is
typically mounted on the roof, Figure 2.7.
Modern GNSS receivers can mitigate some sources of errors. However, multi-path eﬀects remain
hardly predictable, because the magnitude of error depends on the environment of the receiver.
Considering these diﬀerent error causes, a horizontal positioning accuracy of 12 m in 95% of all
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Fig. 2.7 – GPS antenna integrated in ﬁn mounted on vehicle roof [14]
measurements is estimated for an industrial GNSS receiver [166]. It should be noted that perfor-
mance measurements of GNSS depend on receiver conﬁgurations and local conditions of the environ-
ment.
The accuracy of GNSS navigation systems can be increased by diﬀerential GPS (DGPS) techniques.
Compared to conventional GPS, the positioning accuracy can be improved to about 3.6 m in 95% of
all measurements [166].
Even with the development of augmented GNSS systems, reliable positioning requires an unobstructed
sky view to limit errors from multipath eﬀects. For automotive applications, the integration of inertial
measurement units (IMU) increases positioning accuracy and robustness. The vehicle motion can be
predicted by the interpretation of inertial sensor signals, which is referred to as odometry. Inertial
navigation systems (INS) contain an IMU and a processing unit to estimate the current vehicle position.
Wheel encoders measure the rotation speed of the wheels, which is processed in a control unit to
compute the distance traveled by the vehicle between two measurements. The accuracy of this estimate
is aﬀected by variations of the tire pressure and the road condition. Accelerometers and gyrometers
are employed to determine the longitudinal and lateral acceleration and the yaw rate, which is deﬁned
by the angular velocity about the vehicle’s vertical axis. Following models of vehicle kinematics, the
relative position diﬀerence can be estimated with dead reckoning methods [87]. The drawback of
dead reckoning lies in the accumulation of integration errors, which leads to a degrading positioning
accuracy over time.
To overcome position drifts and deviates in adverse environment conditions, the advantages of absolute
positioning from GNSS with relative positioning from dead reckoning can be combined [83]. A coupling
of GNSS and INS smoothens the absolute position when multi-path eﬀects occur and bounds the
error accumulation. Loosely coupled architectures to integrate GNSS and INS correct the position
update from dead reckoning with the absolute GNSS position. This integration can be performed
by a Kalman ﬁlter approach [50], [160]. In a tightly coupled system, the integration of INS aﬀects
the signal interpretation within the GNSS receiver. Thus, knowledge about the internal receiver
characteristics is required, which is only accessible for receiver manufacturers. The resulting system
achieves an improved accuracy especially in situations with poor satellite visibility [135]. An example
of performance with a commercial positioning system supplemented by vehicle sensors is shown in
Figure 2.8. The accuracy of the resulting absolute position depends on the quality of the employed
inertial sensors. In series production vehicles, low-cost sensors are unlikely to achieve the full potential
of integrated positioning.
High performance positioning systems with tightly-coupled algorithms contain integrated high preci-
sion INS and GNSS receivers. For example, the accuracy of the RT3000 unit is speciﬁed as 1.8 m circu-
lar error probability (CEP) by the manufacturer [128]. However, the costs of such systems are beyond
the limit for commercial employment in series production vehicles. Their ﬁeld of application is rather
found in highly automated driving (HAD) prototype vehicles or in vehicles operated by map manu-
facturers for raw data acquisition during the mobile mapping process.
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Fig. 2.8 – Positioning quality of u-blox 3D Automotive Dead Reckoning solution [135]. Vehicle trajectories
on this test drive inside a park garage are computed by dead reckoning only. The positioning
error at the exit of the park garage (upper-right) is smaller than one lane width.
The output of GNSS and INS measurement fusion contains the absolute position of the vehicle in
lateral and longitudinal coordinates. Further, the velocity and the driving direction of the vehicle,
also referred to as the heading, are returned.
In addition to INS, relative positioning of the vehicle can be enhanced with onboard vision sys-
tems. Modern vehicles are equipped with cameras capturing image streams of the environment.
Examples of such video systems are given by stereo front cameras, which monitor the lane course
ahead of the vehicle to supply data for driving assistance functions, Figure 2.9. Detections of
the type and the distance to road markings allows relative positioning within the lane. When de-
tected lane markings are georeferenced and stored in a map, absolute positioning errors can be cor-
rected [162].
The captured video streams can further be processed by using visual odometry [55]. In each im-
age frame of the vehicle camera, features of the captured scene are extracted. The vehicle ego-
motion is estimated by matching features of the reference frame to detected features of consecu-
tive frames. Similar as with inertial navigation, visual odometry suﬀers from position drifts af-
ter some time. Also, large variations between consecutive image frames deteriorate position esti-
mates.
In most cases, absolute vehicle positioning for navigation and ADAS applications relies on GNSS
systems supplemented by INS or camera measurements. Thus, the accuracy of the absolute vehicle
position depends highly on the vehicle environment and the integration method of GNSS, INS and
camera measurements.
(a) (b) (c)
Fig. 2.9 – Camera systems for ADAS applications. (a) Stereo camera system [34]. (b) Visible road mark-
ings in image from front-facing camera [12]. (c) Lane departure warning system monitoring the
road surface markings [35].
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2.2.3 Automotive maps
Maps for automotive applications serve two purposes: First, they contain valuable information for
predictive ADAS systems and navigation functions. Second, they provide a visual reference system
for displaying the current position and the route for vehicle navigation.
The latter motivates maps, which can be easily visualized. This type of maps is stored in a raster for-
mat. However, the requirements of raster maps on storage capacity are high.
For a more compact storage solution, vector maps are considered. This format is deﬁned by points,
lines and polygons, which describe map features. Geographical coordinates specify the location of
these geometrical primitives. Map attributes with additional information about the entity can be
deﬁned and attached to each geometrical primitive. Vector format maps meet requirements for nav-
igation and ADAS well, because they produce less data volume than raster data and computations
for map updates usually show better performance. This generalization ability qualiﬁes vector maps
as the preferable map format for automotive applications. Depending on the application, the trade-
oﬀ between generalization and accuracy, which is limited by the storage capacity, needs to be bal-
anced.
The map-referenced position deﬁnes the look-up position in the map to retrieve relevant and mostly
predictive information about the current driving situation. Examples include guidance information
for the following driving maneuver along a route or maximum drivable curve speeds and the distance
to the following curve apex.
For positioning, maps should contain features that can be matched with measurements from vehicle
onboard sensors or fused sensor signals. As described in the previous section, the absolute vehicle
position together with the heading and velocity are estimated by the fusion of GNSS and INS mea-
surements. Thus, a map containing absolute reference positions and the direction and expected speed
of the road segments is suitable for comparison of map-matched candidate positions and the output
of absolute vehicle positioning.
Vector maps for automotive applications follow the GDF format standard, which has been created
to exchange road networks stored in map databases [78]. The GDF data model describes the road
network as a non-planar graph with nodes and edges. Edges are also referred to as road segments
or links. Intermediate nodes, also denoted as shape points, deﬁne the shape of an edge. The road
geometry is approximated by a suitable number of shape points, which deﬁne a piecewise linear curve.
Each node of the graph is associated with geographical coordinates deﬁned by a pair of longitudinal
and lateral numerical values. Additional features of a node or link are speciﬁed by attributes, e.g.
driving direction, number of lanes or turn restrictions. The position of a link is intended to represent
the road centerline. Opposite driving directions of a road are either speciﬁed by an attribute on the
respective link or determined by individual links, if the driving directions are physically separated.
An example of a map representation is shown in Figure 2.10.
To account for ambiguities in the deﬁnition of a “map”, the following terminology is applied throughout
this work: A map denotes a digital representation of the road network as a graph consisting of links
and nodes, which represent the topological structure. Geometric properties are deﬁned by shape points
of the graph, which are at least given for each node. Additional attributes contain further information
about the link or node and relations between them.
Maps for vehicle navigation need to meet high requirements. Their content should be accurate,
up-to-date and have a global coverage. Map building includes raw data acquisition with specially
equipped vehicles with high-end measurement systems. Eﬃcient storage and access to map database
is guaranteed only by an advanced map compilation process. Therefore, a commercial business around
map-making, eﬃcient storage and distribution of digital map data exists. Among the established
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Fig. 2.10 – Example of a map representation in commercial map products based on the GDF format.
Orange dots correspond to nodes, orange circles to shape points and orange lines to edges
of the road graph. The number of lanes and the lane connectivities are given in the orange
boxes. Links A,C,G represent separated driving lanes of a highway with two lanes for each
driving direction. Link B represents an exit ramp, which splits into two lanes at link D. Lane
connectivities at link D denote the permitted driving maneuvers to reach link E or F.
manufacturers for commercial navigation map data are TomTom and Nokia HERE. The community-
based OpenStreetMap project provides free map data in a speciﬁc XML ﬁle format. Since maps are
a generalized representation of the real word, absolute errors between the real road geometry and the
map digitalization occur. This displacement can reach several meters and even more, if new roads
have not been captured in the latest map version. Each map manufacturer has its own ﬂavor of map
generalization, which leads to inconsistencies between diﬀerent maps.
The increasing signiﬁcance of extended road preview for ADAS caused a demand for additional fea-
tures. For lane-level positioning, the number of lanes is stored as a link attribute. In case of existing
lane numbers, also the topology of connected lanes may be deﬁned. Such lane connectivities de-
scribe the transition of lanes on incident links at the respective node according to present driving
rules.
It is expected that in the next decade also commercial road map models will follow the trend towards
a more detailed and accurate modeling of individual lanes. This is because future ADAS functions
and automated driving require maps that allow matching of features detected by camera and LiDAR
measurements. A comparison between standard polyline maps and the HD map model proposed by
Nokia HERE is shown in Figure 2.11. However, the problem of up-to-dateness of map data is still
unresolved, which limits their reliability to some extent.
2.2.4 Map-matching systems and algorithms
Since both available map data and absolute position estimates contain errors, robust map-matching
methods are required to produce reliable results for vehicle navigation and ADAS.
Similar to object tracking methods, map-matching algorithms can be classiﬁed into single-hypothesis
and multi-hypothesis methods. The ﬁrst category consists of methods that match the estimate of
the absolute vehicle position to the ‘closest’ position on the map given a suitable distance measure.
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Fig. 2.11 – Comparison of standard map and next generation road map model from Nokia HERE [57].
The road geometry in the standard map is deﬁned by polylines (green). The HD map for-
mat underneath uses more complex geometrical primitives for a precise representation of the
geometry at the lane-level than the standard map.
Basic map-matching methods in this category consider only geometric properties of the road. The
simplest distance measure computes the point-to-point distance between the estimate of the vehicle
position and the candidate position on the map. The map-matched result is determined by a search
for the node or shape point in the map, which minimizes this point-to-point metric [6]. Although
this method is fast and easy to implement, its results are ruled by the resolution and accuracy of the
shape point representation of the map. A second approach is given by point-to-curve matching. It
computes candidate points along close road segments with the minimum distance to the estimated
vehicle position. The candidate point with the smallest distance to the estimated vehicle position is
determined as the map-matched result. In practice, this method often fails, when the correct road
segment is not perfectly aligned with the trajectory of the vehicle, Figure 2.12a. As an extension of
point-to-curve matching, the heading of the candidate road segments and the estimated heading of
the vehicle are considered [171]. Due to the abstracted representation of the road geometry in the
map, mismatches especially at road bifurcations cannot be avoided.
(a) (b) (c)
Fig. 2.12 – (a) Point-to-curve matching of vehicle trajectory points p1, p2, p3, p4 to a map consisting of
three road segments A,B,C. For p1, p2 and p4, the correct road segments A,B are identiﬁed
by the nearest distance measure. The trajectory point p3 is not correctly matched to B, because
road segment C is closer. (b) Curve-to-curve matching of the same vehicle trajectory produces
the correct result. (c) Curve-to-curve matching of vehicle trajectory points p1, p2, p3, p4 to road
segments A,B,C,D. For p1, p2 and p5, the correct road segments are identiﬁed. A mismatch
occurs for p3 and p4, because the vehicle trajectory is more similar to the curve along the path
A−B − C than to the path A−B −D.
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A more robust method of geometric analysis is proposed by curve-to-curve matching [171]. It starts by
ﬁnding close nodes in the road network with the point-to-point matching. From these nodes, possible
paths along the road network are constructed. The history of estimated absolute vehicle positions
deﬁnes a piecewise linear curve. The similarity between the vehicle trajectory and the candidate
paths on the map is computed by a suitable metric. Finally, the map-matched position is determined
by the projection of the latest absolute vehicle position on the path along the road segment that is most
similar. This method is more likely to produce a correct estimate of the traveled road segment, but
ﬁnding a robust metric with an appropriate handling of map inaccuracies is diﬃcult, Figures 2.12b and
2.12c. Comparing curves of diﬀerent lengths is also a particular issue.
In addition to geometrical information, the integration of topological information from the map can
exclude invalid matches. From the connectivity of links and lanes, only reachable road segments
need to be considered. Turn restrictions can also serve as criteria for selecting the successor link at
intersections. Advanced topological map-matching algorithms fuse multiple criteria into a weight-
based evaluation of possible successor links [167]. In the example of Figure 2.12c, mismatches could
be avoided, if the map contains connectivity information that road segment C is not reachable from B.
However, examples exist where the topology allows multiple connected links and inaccurate position
estimates and map data lead to ambiguous situations, Figure 2.13.
The geometrical and topological analysis of road features allows to select candidates for the map-
matched position and to evaluate them to identify the most probable one. Related algorithms of such
single-hypothesis methods operate in a heuristic manner, which prevents a straightforward integration
of additional criteria. As a consequence, limitations of geometrical and topological algorithms are
encountered, especially in ambiguous situations [138].
Multiple-hypothesis methods are considered as more advanced, because they produce more stable
results in ambiguous situations. Ambiguities are likely to arise in dense urban areas, where multiple
closely spaced roads are possible candidates for the map-matched position. The decision for the correct
road segment is critical, if the road splits into more than one slowly diverging successor segments and
the estimate of the absolute vehicle position lies between them. A synthetic example is shown in
Figure 2.14, although real situations with not decidable link assignments likewise exist. In such
situations, maintaining multiple hypotheses for the correct link would allow to defer the decision to a
later point in time, when the conﬁdence for either hypothesis is signiﬁcant enough. In case the wrong
hypothesis is selected as the map-matched position, multiple hypothesis methods can recover quickly
from a wrong decision.
Fig. 2.13 – Example of mismatching with geometrical and topological information at a turn situation
where two possible roads are close and run parallel. The vehicle trajectory points p1 and
p2 are correctly matched. When the vehicle starts to turn, road segment C is likely to be
assigned to p3 and p4. At position p5 the situation is ambiguous, because C and D have equal
distance. The map-matched position switches to D at position p6, but the ambiguity is still
not reliably resolved. The ground truth solution is required to decide if the matches were
correctly assigned.
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Fig. 2.14 – Map matching of a vehicle trajectory at road bifurcation. The ﬁrst two trajectory points p1, p2
are correctly matched to link A. For p3, p4, the situation becomes totally ambiguous, because
both links B and C match equally well. A multiple hypothesis method would track candidates
on both links (blue). The matching of p5, p6 can then correctly be resolved to link D.
One method for solving the map-matching problem with multiple hypotheses is given by Multi-
Hypothesis Tracking (MHT) [11]. In this context, map-matching is a single target tracking problem,
where the map is interpreted as a sensor [136]. Observations from the map are associated with the
predicted absolute vehicle position from the fusion of GNSS and dead reckoning. The probability of
each hypothesis includes topological information of the map and the estimated position and heading
of the vehicle. Because the number of hypotheses grows exponentially over time, pruning the hy-
potheses tree is necessary. Heuristic strategies to remove hypotheses for the map-matched position
are suggested [80]. An MHT-related method proposes to replace topological map information with
estimated probabilities for link switches to account for incomplete map data [118]. However, this
approach heavily relies on the performance of GPS positioning.
Multiple road segments can also be handled with Belief Theory methods [50]. The absolute vehicle po-
sition is ﬁrst estimated with an Extended Kalman Filter. Then map data is considered in several simi-
larity criteria to measure the degree of belief in each candidate road segment. A similar approach can be
combined with a bounded-error estimate of the absolute vehicle position [1].
In a probabilistic Bayesian framework, the concept of multiple hypotheses can be implemented with
Markov localization methods. The idea is to estimate the vehicle position by Kalman ﬁltering, while
the estimate of the road segment is performed by Markov localization. A discrete Hidden Markov
Model (HMM) includes topological information about the road network [154]. Still, ambiguous situa-
tions remain, where such methods cannot avoid mismatches [76]. An explicit map-matching step can be
avoided, when Kalman ﬁltering is constrained to the road network [163].
The integration of Monte Carlo localization approaches also known as particle ﬁlters allows to control
the computational demand of probabilistic localization methods [54]. This development led to particle
ﬁlter methods for vehicle localization and map-matching, which describe recursive algorithms for
solving the Bayesian ﬁltering problem with Monte Carlo techniques.
The map has a twofold role in vehicle localization methods: First, it acts as an observation additional
to GNSS, INS and vision systems. Second, it can be interpreted as prior information, which constrains
the estimated position to that map. From these aspects, two design principles for particle ﬁlter methods
emerged.
The ﬁrst class of particle ﬁlters estimates the vehicle position in geographical coordinates taking into
account map data. The motion model of the system is often chosen as the sampling function for
the particles. Particle weighting involves the observation model, which also includes map data. In
its simplest form, the motion model calculates the vehicle position given the measured velocity and
some error model, whereas the observation model computes the distance of the particle to the near-
est road [68]. In are more complex form, the motion model can be determined by dead reckoning
2.2 Map-referenced vehicle positioning 23
of measured accelerations with loosely or tightly coupled GNSS measurements. Eﬃciency of the ﬁl-
tering algorithm is increased if linear parts of the system are estimated with a Kalman ﬁlter and
nonlinear parts are estimated with a particle ﬁlter [19]. Especially for the loosely coupled integration
of INS and GNSS measurements, an extended Kalman ﬁlter can be employed. When positioning
is not constrained to the map, map-aided positioning is a suitable description for the related vehi-
cle localization approach. Results indicate that integrating map information into particle ﬁltering
produces more accurate results than without map data [58]. This eﬀect demonstrates that GNSS
outages can be mitigated by map data. This positioning technique is also referred to as “snapping”
the vehicle position to the road network. Well-designed observation models include additional map at-
tributes to provide a precise and reliable weighting of the particles as candidates of the map-matched
position. Especially the topology of the road network is a strong criterion to rule out misleading
candidates [130].
The lateral positioning of the vehicle on a digital map can be improved by visual features [29]. A
lane detection module using the visual system of the vehicle computes its relative position within the
lane, which is used during the particle weighting stage of the ﬁlter. This approach is limited to a
position correction within the lane, but it is not suited to determine the driven lane on a multi-lane
road. Measurements of the visual systems can also enhance the precision of the longitudinal vehicle
position. The relative position to a detected traﬃc sign is compared with the mapped sign to assign
high weights to particles which match this distance [107]. However, such approaches to incorporate
visual information require precise maps of the road environment, which limit their application for
industrial systems.
The second class of particle ﬁlters assumes that the vehicle position lies on the map, which circumvents
explicit map-matching. Instead, the evolution of the position along the road network is calculated.
The particles are propagated along the road network by the distance traveled since the last time step,
while their weight is determined by a comparison of height and direction information [116]. Another
hybrid approach of map-aided and map-constrained particle ﬁlters is proposed, which propagates par-
ticles along straight roads and switches to absolute positioning for curved road segments [39]. Results
with the OpenStreetMap road network and a dead-reckoning positioning system indicate robustness
of this approach. The strict constraint of the particles to the road network leads to a one-dimensional
estimation problem. The traveled distance is proposed to be computed by the fusion of GNSS and
IMU with an EKF. The ambiguity in the state estimate can be measured by an integrity monitor-
ing strategy developed for particle ﬁlter map-matching methods [17]. Further development of this
approach suggests to employ GNSS raw measurements directly in the observation model without the
need to compute an absolute position estimate [52]. Results with geometrical and topological features
of an industrial map product show the eﬀectiveness of this approach.
Although not explicitly designed for solving the map-matching problem, approaches for road target
tracking share similar concepts for map-constrained motion models [153]. Particle ﬁlters for combining
on-road and oﬀ-road motion models prove the eﬃciency of this approach [96].
The ﬁrst class of map-aided particle ﬁlters requires more computational capacity, because a larger state
space needs to be explored. The second class of map-constrained particle ﬁlters is less ﬂexible for han-
dling map errors, but provides a more eﬃcient solution for the map-matching problem in terms of parti-
cles sampling in the search space. The evaluation of particle ﬁlter concepts for map-matching is steered
by the application. Map-matching for vehicle navigation is an enabler to retrieve map-referenced data.
Therefore, vehicle localization in this context must produce a result constrained to the map, even if
the geometry of road segments in the map is not accurate. Methods belonging to the second class of
particle ﬁlters that meet this assumption are the preferred choice.
Increasing functionality of modern navigation systems requires map-matching to produce results with
lateral accuracy to the lane-level. A simple curve-to-curve map-matcher demonstrates lane-level po-
sitioning, but it relies on the positioning accuracy of DGPS and speciﬁc map data with lane-based
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attributes [49]. To compensate GNSS outages, a pre-built map of detected lane boundaries is em-
ployed and fused during map-matching with lane marking detections from a series vision system [161].
Particle ﬁlter approaches for lane-level map-matching that are based on very detailed maps, achieve
competitive results with GNSS and INS measurements [149], [164]. Mobile mapping data allows to
extract clothoid segments for a precise approximation of the road geometry at the lane-level [7]. How-
ever, because such speciﬁc maps with decimeter accuracy are not available at an industrial scale, these
methods have a limited ﬁeld of applications.
Commercial vendors of built-in navigation systems depend on map data, which is delivered by map
manufacturers as described in Section 2.2.3. Their developed map-matching algorithms are concealed
within the embedded system, which exclude them for comparison with state-of-the art methods.
Practical testing of onboard navigation systems revealed that mismatches of the current link occur
at bifurcations and exit links or when GNSS is blocked by vegetation or inside tunnels. As of the
publication date of this thesis, no commercial vehicle navigation system was available on the market,
which demonstrates lane-level map-matching.
2.2.5 Discussion
Commercial navigation systems motivate the need for robust map-matching. Mismatches are more
likely to occur the more ambiguous the situation is. Although research is focused on improving the
quality of map-matching, evaluations particularly on ambiguous situations are not covered thoroughly.
Multi-hypothesis methods have produced promising results on ﬁeld test, but evidence is needed that
they also perform well at challenging situations.
Precision and correctness of the map and the geographical positioning system are the two main factors
that bound the accuracy of the map-matcher. Hence, considerable work has been spent to improve
the quality of the map or the positioning system. These developments encouraged researchers to
rely on enhanced maps or high-accuracy positioning. However, methods subject to these costly con-
ditions have little chance to be applied at large scale. The development of map-matching methods
with standard maps and low-cost positioning becomes challenging, because robustness needs to be
ensured.
These practical considerations become even more relevant when accuracy at the lane-level is aimed
at. It has not been addressed yet how already mapped lane features such as lane connectivities can
be exploited to increase the accuracy of map-matching at the lane-level.
The goals of this work considering particle ﬁltering for map-matching are formulated as follows:
• Develop a particle ﬁlter method and evaluate its quality at ambiguous situations.
• Employ lane topology information for lane-level map-matching.
• Achieve robustness of the method to tolerate deﬁciencies from standard map and low-cost posi-
tioning.
3 Particle filters for localization and tracking
3.1 Bayesian filtering
Vehicle localization and tracking problems can be formulated as estimating the states of a dynamical
system from sensor measurements. Dynamical systems describe the evolution of time series in a state
space. They are modeled in a discrete state-space representation, assuming that measurements arrive
sequentially at discrete time-steps.
The state vector xt ∈ R
n, t ∈ N contains all information about the target that are relevant for
the application or deﬁne internal parameters of the system. For tracking applications, the state
vector contains the vehicle position and the time series of state vectors {xt, t = 0, . . . , T} deﬁnes
the trajectory of the target. The evolution of the state vector over time is given by the motion
model
xt = ft(xt−1, ot), (3.1)
where ft : R
n × Rp → Rn is the state transition function and ot ∈ R
p is a stochastic noise process
characterizing uncertainties in the motion of the target.
Sensor measurements are represented by the measurement vector yt ∈ R
m. They are related to the
current state by the observation model
yt = h(xt, et), (3.2)
where ht : R
n × Rr → Rm is the measurement function and et ∈ R
r denotes the measurement
noise.
The Bayes ﬁltering approach proposes to estimate the posterior distribution p(xt|y1:t) of the state
given all measurements up to the current time, y1:t = {y1, . . . , yt}. The posterior holds the complete
information about the estimate, because it allows to derive any statistics.
To design a recursive Bayesian algorithm, it is assumed that the state sequence is a ﬁrst order Markov
process: The past and future is conditionally independent given the current state. In terms of prob-
abilities, the motion model deﬁnes the prior probability p(xt|xt−1) and the observation model de-
ﬁnes the likelihood p(yt|xt). The Markovian assumption implies p(xt|xt−1, y1:t−1) = p(xt|xt−1) and
p(yt|xt, y1:t−1) = p(yt|xt).
The posterior can be transformed using Bayes’ rule and the Markov property
p(xt|y1:t) =
p(yt|xt)p(xt|y1:t−1)
p(yt|y1:t−1)
. (3.3)
The marginal distribution p(xt|y1:t−1) can be derived as
p(xt|y1:t−1) =
∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1. (3.4)
These equations deﬁne recursive computations with a prediction (3.4) and update (3.3) step. For
complex problems, a direct computation is not feasible, because the evaluation of complex integrals
prevents an eﬃcient implementation. A closed form solution exists only for restrictive cases. If the
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system is linear with Gaussian process noise, then the Kalman ﬁlter [56], [82] provides the optimal
Bayesian solution to this problem.
If an analytical solution does not exist, approximations for the probability distributions are required
to make the problem tractable. The extended Kalman ﬁlter (EKF) is based on a local linearization
of the system [2]. Since the noise model is assumed Gaussian, the EKF will produce poor results if
the true posterior is non-Gaussian. Further, the EKF is not robust against multi-modal probability
distributions. A numerical approximation of the integrals is provided by grid-based methods [21]. The
idea is to ﬁnd a discrete representation of the state-space using a regular grid. This approach has
limited ﬂexibility, because the posterior is approximated in a ﬁxed resolution. The computational cost
of grid-based methods is high and the complexity increases drastically for an increasing dimension
of the state space. The recursive Bayesian estimation for the nonlinear, non-Gaussian case can be
computed with numerical integration [90]. However, this method has high requirements of memory
and computational time for high dimensional state spaces.
3.2 Particle filter
3.2.1 Standard particle filter
The discussed approaches in the previous section are little attractive for an eﬃcient solution of the
general nonlinear, non-Gaussian ﬁltering problem. With the availability of modern computers, Monte
Carlo techniques emerged as an alternative approach. The idea of particle ﬁlters is to approximate
the integrals in recursive Bayesian ﬁltering (3.4), (3.3) by Monte Carlo sampling methods. From the
principle of importance sampling, a recursive formulation can be obtained, which describes the general
class of Sequential Monte Carlo methods [47].
An empirical representation of the posterior p(x0:t|y1:t) is obtained by a set of random samples {x
(i)
0:t, i =
1, . . . , N} drawn independently from this distribution:
pˆ(x0:t|y1:t) =
1
N
N∑
i=1
δ
x
(i)
0:t
(x0:t), (3.5)
where δ
x
(i)
0:t
is the Dirac delta mass at x
(i)
0:t. Since sampling from the posterior is only possible for
restricted simple cases, this approach is not practical. For the general case, the importance sampling
method [63] provides an approximation. It introduces an arbitrary distribution q(x0:t|y1:t), called the
importance function or proposal distribution, which allows to generate samples from it. If the support
of q(x0:t|y1:t) contains the support of p(x0:t|y1:t), then the approximation of the posterior is given
by
pˆ(x0:t|y1:t) =
N∑
i=1
w
(i)
t δx(i)0:t
(x0:t), (3.6)
where w
(i)
t , i = 1, . . . , N are deﬁned as the normalized importance weights following
w
(i)
t ∝
p
(
x
(i)
0:t|y1:t
)
q
(
x
(i)
0:t|y1:t
) (3.7)
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and
∑N
i=1w
(i)
t = 1. The drawback of this integration method is that it cannot be applied recursively.
However, if the importance function allows a factorized formulation, then a sequential version can be
derived [48]. It can be shown that an importance function which follows
q(x0:t|y1:t) = q(x0:t−1|y1:t−1)q(xt|x0:t−1, y1:t) (3.8)
enables a recursive computation of the importance weights [3]
w
(i)
t ∝ w
(i)
t−1
p
(
yt|x
(i)
t
)
p
(
x
(i)
t |x
(i)
t−1
)
q
(
xt(i)|x
(i)
0:t−1, y1:t
) (3.9)
and the extension of the sample sequence by drawing new samples from q
(
xt|x
(i)
0:t−1, y1:t
)
. These recur-
sive computations are known as the sequential importance sampling (SIS) method.
After SIS is applied for some iterations, the so-called degeneracy problem occurs. It can be proven
that the variance of the importance weights will increase over time [92]. This behavior of SIS can be
practically observed, since all but one importance weight will be close to zero. The degeneracy leads
to a poor estimate of the posterior and causes the importance weights to be updated, although their
contribution to the approximation is negligible.
This problem can be addressed by selecting an importance function, which minimizes the variance of
the importance weights. The optimal importance function in this sense is given by
q
(
xt|x
(i)
0:t−1, y1:t
)
= p
(
xt|x
(i)
t−1, yt
)
, (3.10)
as shown in [48], [92]. In general, the practical use of the optimal importance function is limited, be-
cause the resulting computations cannot be obtained in closed form. For most applications, suboptimal
importance functions need to be designed.
The severity of degeneracy can be estimated by evaluating the eﬀective sample size [92], [112], which
is approximately given by
Neff =
N
1 + Var(w⋆t )
, (3.11)
where w⋆t is the unnormalized importance ratio from (3.7). A computable approximation is provided
by
N̂eff =
1∑N
i=1w
(i)
t
2 . (3.12)
The eﬀective sample size Neff measures the eﬃciency of the importance sampling. It provides an
estimate of the degeneracy of the algorithm, as small values of Neff indicate that the sample mass is
concentrated at few samples and thus degeneracy is severe.
To mitigate the degeneracy problem, a resampling step was proposed by [141] and ﬁrst introduced
in the context of nonlinear ﬁltering [65]. The idea is to eliminate samples with negligible importance
weight and duplicate samples with signiﬁcant weight. The resulting set of samples replaces the original
samples and the new weights are uniformly distributed. In this way, the weighted representation
of the posterior (3.6) is transformed to an unweighted representation with the new drawn samples
x˜
(i)
0:t,
p˜(x0:t|y1:t) =
N∑
i=1
δ
x˜
(i)
0:t
(x0:t). (3.13)
A new set of samples is generated by drawing with replacement from the approximation of the pos-
terior (3.6). Thus the probability of the new samples is proportional to the normalized importance
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weights. This resampling scheme corresponds to the basic multinomial resampling [65], [141]. Since
resampling increases the variance of the Monte Carlo approximation, alternative resampling methods
should be considered. Among these methods are stratified resampling [89], residual resampling [111]
and systematic resampling [89], which have diﬀerent properties in terms of variance reduction and
computational complexity [46], [73]. The SIS method with resampling is referred to as sequential
importance resampling (SIR) or sequential Monte Carlo (SMC). The SIR method is also known as
particle ﬁlters, where samples correspond to “particles”. In the computer vision community, SIR is
also known as the “CONDENSATION” algorithm [79].
Resampling introduces some undesirable eﬀects, among these are “sample impoverishment” meaning
that the diversity of the samples decreases. Therefore, a resampling schedule is preferred rather than
performing the resampling step at each iteration. A suitable trigger for resampling is the eﬃcient sam-
ple size (3.12). When it drops below a certain threshold, resampling is initiated.
In the context of ﬁltering, only the marginal posterior p(xt|y1:t) is required for estimation. Thus, a
favorable importance function for ﬁltering applications depends only on the previous state and the
current observation, q(xt|x0:t−1, y1:t) = q(xt|xt−1, yt). The weights computation is then simpliﬁed
to
w
(i)
t ∝ w
(i)
t−1
p
(
yt|x
(i)
t
)
p
(
x
(i)
t |x
(i)
t−1
)
q
(
x
(i)
t |x
(i)
t−1, yt
) . (3.14)
A generic algorithm for SMC for ﬁltering is summarized as
SMC for filtering
Initialization
0 : For i = 1, . . . N , sample x¯
(i)
0 ∼ p(x0) and set w
(i)
0 = 1/N .
For t = 1, . . . , T
1 : For i = 1, . . . N , sample x
(i)
t ∼ q(xt|x¯
(i)
t−1, yt).
2 : For i = 1, . . . N , calculate the importance weights
w⋆t
(i) = w
(i)
t−1
p(yt|x
(i)
t
)p(x
(i)
t
|x¯
(i)
t−1)
q(x
(i)
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|x¯
(i)
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and normalize them w
(i)
t =
w⋆
t
(i)∑
N
i=1
w⋆
t
(i)
.
3 : If Neff is below a threshold:
Resample {x
(i)
t , i = 1, . . . N} to obtain the new sample set
{
x¯
(i)
t , i = 1, . . . N
}
.
Assign equal weights w
(i)
t = 1/N .
Else:
For i = 1, . . . N , x¯
(i)
t = x
(i)
t .
At time t the approximation of the ﬁltering density is given by
pˆ(xt|y1:t) =
N∑
i=1
w
(i)
t δx(i)
t
(xt). (3.15)
The ﬁrst practical realization of SIR in the context of nonlinear ﬁltering was introduced by the bootstrap
filter [65]. Here, the prior p(x0:t|x0:t−1) is chosen as the importance function, which leads to a simpliﬁed
computation of the importance weights
w
(i)
t ∝ w
(i)
t−1p
(
yt|x
(i)
t
)
. (3.16)
3.2 Particle ﬁlter 29
Because multinomial resampling is applied at each iteration, the weights satisfy
w
(i)
t ∝ p
(
yt|x
(i)
t
)
. (3.17)
The calculation of the importance weights now requires only evaluation of the likelihood at the sample
position. Although this conﬁguration of SIR leads to a simple implementation, it has some disadvan-
tages. The choice of the prior as the importance function causes a poor approximation of the posterior,
if the likelihood is peaked compared to a more uniformly shaped prior. In this situation, most samples
will be placed in regions of low likelihood density, which leads to small importance weights. The
resulting set of weighted particles will not approximate the true posterior until their number is chosen
suﬃciently high. This type of importance sampling is ineﬃcient, because a large number of samples
is required until samples coincide with regions of high posterior density.
3.2.2 Advanced particle filters
The SIR algorithm provides a generic approach for ﬁltering, but the previous section showed that
the choice of the importance function and the design of the resampling step is crucial for the quality
and performance of the approximation. In literature, several variants of particle ﬁltering or SIR are
proposed.
The auxiliary particle ﬁlter [134] aims to predict promising locations for the samples by propagating
only particles selected according to an auxiliary index variable, which is drawn from a distribution
proportional to some intermediate weights. The computation of these intermediate weights involves
the evaluation of the likelihood at intermediate sample locations. These intermediate points are deﬁned
as representatives of the states xt given x
(i)
t−1, for example the mean. The advantage of the auxiliary
particle ﬁlter lies in its ability to consider current measurements. This strategy leads to a more eﬃcient
sampling than SIR, if the noise of state transition function is large. However, the computational eﬀort is
increased, because the weights computation needs to be performed twice.
To improve the performance by variance reduction, marginalized particle ﬁlters also known as Rao-
Blackwellized particle ﬁlters have been proposed [47]. The idea of marginalized particle ﬁlters is
to approximate linear, Gaussian substructures of the model with optimal ﬁltering. The application
of a Kalman Filter for estimating the linear state variables reduces the computational cost and de-
creases the variance of the estimate. The underlying assumption is that the system model can be
separated in linear and nonlinear parts [146]. The states vector follows this structure and is parti-
tioned in linear and nonlinear states, xt = (x
l
t, x
n
t ). From the deﬁnition of conditional probability it
follows
p(xt|yt) = p(x
n
t |yt)p(x
l
t|x
n
t , yt). (3.18)
If p(xlt|x
n
t , yt) can be formalized as a linear, Gaussian system, then a Kalman ﬁlter can provide the esti-
mate. The nonlinear part described by p(xnt |yt) is then estimated by a particle ﬁlter.
Further strategies for advanced particle ﬁltering include adaptive importance sampling (AIS) schemes.
Early work on this topic in the context of Monte Carlo integration is found in [126]. The idea of AIS
is to improve the allocation of the particles by adjusting parameters of the importance function au-
tomatically. At each stage of AIS, a number of particles is sampled and the weights of the particles
are used to update parameters of the importance function for the next stage until convergence. The
application of AIS on importance functions that are represented by mixture densities is demonstrated
in [26]. Adaptive importance sampling in the particle ﬁlter framework is shown in [155] and [157]. In
both approaches, the parameters of the importance function are updated online during each iteration
of the particle ﬁlter. In each update stage, current measurements are incorporated to bias the par-
ticle sampling towards the optimal importance function. In the context of object tracking, adaptive
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sampling is shown in [178]. A density grid is constructed and updated to estimate promising regions
and produce an eﬃcient sampling of the particles.
Alternatively, kernel particle ﬁlters are proposed to increase the sampling eﬃciency [28]. This technique
shifts particles towards dominant modes of the posterior, which are found by a kernel density estimate.
However, this method requires additional weight computations.
The computational eﬃciency of particle ﬁltering can be improved by adapting the number of parti-
cles. The KLD sampling approach measures the approximation error of the particle representation
by the Kullback-Leibler divergence and generates a number of particles, such that this measure is
bounded [53]. The resulting particle set size is small if the posterior is concentrated at a small portion
of the search space and it is large if it spreads out widely.
3.2.3 Multiple target filtering
Tracking multiple objects relates to the problem of simultaneously estimating states of the respective
objects. In the particle ﬁlter framework, the natural extension would be to concatenate the states
of all objects into a single state vector. However, this joint particle ﬁlter approach causes the state
space to grow exponentially with the number of objects, which aﬀects likewise the number of required
particles. Further, the number of targets is often not known and must therefore be estimated as
an additional parameter. The increased computational cost makes this approach not attractive for
a large number of objects. Tractable implementation strategies for estimating the joint multi-target
probability density are proposed in [97].
Alternatively, multiple objects are tracked by assigning an individual particle ﬁlter to each object. The
dependencies of these single instances of the particle ﬁlter need to be modeled explicitly. In particular,
the data association problem needs to be resolved to ﬁnd the correct match between measurements and
objects. A solution to this problem in the context of particle ﬁltering is proposed by [75]. This method
models the data association problem with assignment probabilities and estimates them with a Markov
Chain Monte Carlo technique. Another approach uses Joint Probabilistic Data Association [36] to
estimate the unique correspondences between measurements and objects with particle ﬁltering [148].
Further Monte Carlo techniques to apply data association strategies exist, which enable an eﬃcient
computation for nonlinear, non-Gaussian problems [168].
3.3 Robust state estimation
Object localization and tracking systems should produce a reliable and stable output, which holds all
relevant information about the object state. For vehicle tracking, this includes the unique position of
the vehicle at each time step. It is reasonable that the result should follow the same dynamics as the
vehicle, which implies spatial smoothness of the estimated trajectory. Further, a suitable conﬁdence
measure of the result needs to be computed.
The strength of the particle ﬁlter is to approximate the whole posterior density of the state. From
this discrete representation, a point-estimate of the state is obtained as the requested tracking out-
put. It can be assumed that dominant hypotheses of the vehicle state correspond to modes of the
posterior.
Simple features of the posterior density include the weighted mean, which is derived from the weighted
particles by
xmean =
N∑
i=1
w
(i)
t x
i
t (3.19)
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or the maximum-a-posteriori estimate, which is given by the particle with the highest weight. However,
neither estimate is suitable for obtaining a robust, reliable and stable hypothesis for the vehicle
position from a multi-modal posterior. A combination of these two estimates is the robust mean,
which is computed by the weighted mean within a window around the particle with the highest weight.
Although this estimate is less sensitive to outliers, it needs the deﬁnition of an appropriate window size.
The weighted median as another alternative is a robust estimator, but also fails to compute multiple
modes of the posterior. A solution to this mode seeking problem is proposed by clustering techniques,
such as k-means or mean-shift [30]. The application of these methods to vehicle tracking problems
requires the deﬁnition of a suitable distance measure in the state space.
In general, the choice of an appropriate estimation method depends on the application and on the
characteristics of the prior and the likelihood of the underlying system. A comparison of k-means,
maximum-a-posteriori, weighted mean and a new clustering algorithm for robot self-localization in
shown in [104]. This work concludes that further work is required to overcome limitations of the
developed method for navigation application along branching paths.
The question remains, at which step during particle ﬁltering the estimates should be computed. In
the work of [111], it is suggested to perform state estimation before resampling to avoid additional
variation in the particles.
3.4 Discussion
Particle ﬁltering is a recursive approach to solve nonlinear, non-Gaussian state estimation problems.
It provides a ﬂexible, easy to implement method to approximate multi-modal probability densities.
For a ﬁxed size of the state vector, the computational complexity depends linearly on the number of
particles, which can be used to control the precision of the approximation. The structure of the particle
ﬁlter enables a partly parallel implementation on multiple processors, which makes this method highly
scalable on modern distributed computing systems.
The design of a particle ﬁlter method depends on the application and poses three main challenges:
First, the choice of an appropriate importance function is crucial for an eﬃcient sampling process.
The simple choice of the prior probability might produce samples with low weights, which leads to
ineﬃciency of the method. Thus, advanced strategies are required to design an importance function,
which approaches the optimal importance function. Adaptive importance sampling techniques have
been demonstrated to produce eﬃciently sampled particles. However, the potential of adaptive strate-
gies for particle weighting has not been studied in great detail yet. Here, it is desirable to obtain a
precise representation of the posterior with a low number of particles and weight computations, while
dealing with the trade-oﬀ between performance and computation cost.
Second, the data association problem in multi target systems needs to be resolved eﬃciently. Tracking
applications require advanced strategies to deal with occlusion and clutter. Speciﬁc knowledge of object
dependencies are useful to prune the hypotheses tree for correspondences between measurements and
objects. In the same context, suitable features need to be extracted from measurements to model
a likelihood function that discriminates similar candidates for the targets’ states but also tolerates
measurement errors.
Third, vehicle tracking applications require not only the estimation of the multi-modal probability
distribution, but also inference of the states at each time step. Robust state estimation techniques
need to be developed to derive suitable statistics from the set of weighted particles. Often, am-
biguities in the best hypothesis occur, which require suitable treatment. This point of often ne-
glected in literature, but needs to be considered for the development of a comprehensive tracking
system.
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4 Airborne vehicle tracking
This section introduces a particle ﬁlter method for tracking multiple vehicles in a sequence of aerial
images. Three sources of images and their individual properties are described, two systems are mounted
on an airplane, the other one is mounted on a UAV. The models for particle propagation and weighting
allow to capture the vehicles under abrupt motion and appearance changes caused by the low spatial
and temporal resolution of the image sequences. Novel strategies for adaptive motion and observation
models are proposed to combine the desired precision and robustness of the tracker. To avoid target
losses, an observation model update approach is given. Tracking multiple vehicles is handled by
individual particle ﬁlters for each target. A graph-based method is suggested to ﬁnd the global best
assignment between vehicles and hypotheses of their position. The results in this chapter demonstrate
the increased quality of the tracking results for the advanced strategies compared to standard models
in the particle ﬁlter.
4.1 Platforms and imaging systems
The image sequences are taken from two types of ﬂight systems, the DLR Cessna aircraft camera
system and the AscTec Falcon 8 UAV, as described in Section 2.1.2. The properties of the mounted
camera systems when operated in the continuous image acquisition mode are summarized in Table 4.1.
ﬂight system camera type GSD (per pixel) average frequency
DLR Cessna aircraft 3K 3 x Canon EOS 1Ds Mark II 15 cm 2 Hz
DLR Cessna aircraft 3K+ 3 x Canon EOS 1Ds Mark III 13 cm 2 Hz
AscTec Falcon 8 UAV Panasonic DMC Lumix LX3 ≈ 5 cm 2 Hz
Tab. 4.1 – Properties of the employed camera systems on two diﬀerent ﬂight systems
The camera system mounted on the airplane is embedded into an onboard image processing chain for
georeferencing and orthorectiﬁcation of the images [103]. The results of the rectiﬁcation process are
quite exact, because GPS/IMU measurements are considered. For the UAV images, orthorectiﬁcation
of the images was done in an oﬄine postprocessesing step without information about the geographical
position of the camera. The rectiﬁcation errors for both image processing systems are observed to
range below 1 meter . Since the ﬂight height of the UAV was not measured, the GSD must be estimated
by visual inspection of the images. The camera position can be assumed to be stationary for the UAV
system. In contrast, the movement of the 3K/3K+ camera system is at least the minimum speed of the
aircraft, which leads to parallax eﬀects. The desired camera view angle is in nadir direction, because
appearance changes of the vehicles due to perspective change are minimized in this way. This view
angle could not be achieved with the UAV system because of state takeoﬀ regulations, which required
to choose the viewpoint a few meters beside the actual scene. The images from the aircraft are aligned
in nadir direction with small deviations at the image boundaries due to the ﬂight height of around
1000 meters. The three images of the 3K/3K+ system are stitched into a single panoramic image.
The image quality from the UAV camera depends on the motion of the system. Although the camera
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(a) (b)
(c) (d)
Fig. 4.1 – Images from UAV camera system, (a), (b) consecutive images of overlooked area show temporal
resolution of vehicle motion, (c) perspective view of vehicle from non-nadir direction, (d) detailed
view of image resolution at estimated GSD of 5 cm.
platform is stabilized, shaking of the camera cannot be completely avoided in windy conditions, which
leads to blurring of the images.
The ﬂight campaigns to obtain representative image sequences for the tracking application were con-
ducted in urban areas with dense traﬃc. Due to limitations of the 3K/3K+ camera data storage
system in the continuous image acquisition mode, the image sequences are limited in time and typ-
ically terminated after less than 23 seconds. For the UAV camera system, the sequences are only
limited by the storage capacity. However, since the UAV is set stationary, the image sequence can be
terminated once all vehicles have left the scene.
4.2 Bayesian system model
In the context of Bayesian ﬁltering, the tracking problem is deﬁned as estimating the state vector Xt
given the history of measurements Y1:t. The state vector contains the position of a single vehicle in im-
age coordinates and its velocity as the ﬁrst derivatives in both directions,
Xt = (xt, yt, x˙t, y˙t) ∈ R
4. (4.1)
The extension of the system for tracking multiple vehicles is explained in Section 4.5.
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(a)
(b) (c)
Fig. 4.2 – Images from aircraft camera system 3K+. (a) Image of overlooked area with selected vehicles
for detailed view (white rectangles). Detailed view of vehicles from (b) almost nadir direction
and (c) nadir direction with GSD of 13 cm.
Under the Markovian assumption and following the notation from section 3.1, the state model is
described by a function of the previous state and a noise variable ot,
Xt = f(Xt−1, ot). (4.2)
The measurements Yt in this system are based on the image data at the current time step. Fea-
ture extraction computations are used to obtain observations about the location and appearance of
the target. The observation model, which relates the measurements to the states, is given by the
measurements function of the current state and a noise variable rt,
Yt = h(Xt, rt). (4.3)
4.3 Particle filter for airborne vehicle tracking
Feature extraction typically involves image processing operations that lead to non-linearity of the
observation model. The high GSD of airborne images makes it diﬃcult to distinguish similar vehicles
by their shape and appearance. This ambiguity leads to multi-modality of the posterior in dense
urban traﬃc. Because of this multi-modality, particle ﬁltering is suitable to track multiple hypotheses
about the vehicle position. The particle ﬁlter method for vehicle tracking is designed such that the
importance sampling function is deﬁned by the motion model of the target. In this application, the
targets are given by individual vehicles.
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4.3.1 Target dynamics
The particles are sampled from the motion model, which predicts the motion of the vehicle. Because
of the absence of vehicle dynamics measurements, a straight motion model at constant velocity is the
preferred choice [109]. The evolution of the state vector is given by
Xt =

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1
Xt−1 +

∆t2
2 0
0 ∆t
2
2
∆t 0
0 ∆t
 ot, (4.4)
where ∆t denotes the interval between consecutive time steps. The parameter ot ∈ R
2 follows a white
Gaussian noise process and models random acceleration of the vehicle in image coordinates. The low
sampling rate of the image sequence causes large uncertainties about the target motion compared to
classical video tracking applications. Errors in the motion prediction can occur when the vehicle turns,
which is beyond the limitations of the straight motion model. Robustness against such motion errors
needs to be ensured by a suitable choice of the noise parameter, which controls the spreading of the
particles.
The maximum acceleration in lateral and longitudinal direction of the vehicle follows the physical
rules of transfer of forces from the tires of the vehicles to the road. Under stable driving conditions of
the vehicle, the lateral and longitudinal forces Fx, Fy and the tire load Fz are subject to the circle of
friction, which is deﬁned by √
F 2x + F
2
y ≤ µFz, (4.5)
where µ is the friction coeﬃcient [121]. The friction coeﬃcient depends on the road condition and
the tire characteristics. Under optimal friction conditions, a value of µ = 1 can be assumed [93]. The
equation (4.5) can then be approximated by the lateral and longitudinal acceleration of the vehicle
as √
a2lat + a
2
lon ≤ g, (4.6)
where g = 9.8m/s2 deﬁnes the acceleration due to gravity. This formulation does not take the dynamic
tire forces into account.
The standard deviations of the noise distribution of ot are determined experimentally. It is suggested
to set the parameters to σlon = 15 m/s
2 for longitudinal and σlat = 7 m/s
2 for lateral direction of the
vehicle movement to obtain the noise from
olon,latt = N ((0, 0),diag(σ
2
lon, σ
2
lat)) (4.7)
before transformation to image coordinates.
Note that the resulting lateral and longitudinal accelerations after sampling from (4.7) can violate the
inequality (4.6), because image rectiﬁcation errors need to be considered.
4.3.2 Observation model
Extracting robust features of shape and appearance of the vehicles allows to distinguish a target
vehicle from other vehicles and background. Variations of illumination due to sun light reﬂections or
shadows from vegetation and buildings lead to appearance changes of the vehicles. Because of the
low sampling rate of the image sequences, these changes can appear abruptly. When the view angle
of the camera is in nadir, the shape of the vehicle remains fairly constant. Otherwise, the shape of
the vehicle includes structures from the vehicle sides, which complicate re-identiﬁcation under vehicle
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turn maneuvers. Both shape and appearance are aﬀected, when the vehicle is partly occluded by
vegetation, buildings or bridges. Scaling of the vehicles can be neglected assuming a ﬂat road level,
because the distance between the camera and the scene is normalized during the image rectiﬁcation
process. The main source of ambiguity for vehicle tracking in airborne images is caused by the high
GSD, which degrades the discriminative power of extracted image features. Tracking errors are almost
inevitable when identical vehicles are close to each other.
For each vehicle, a template is created that deﬁnes the shape and appearance of the target. During
particle weighting, this template is matched against the candidate region around the current particle.
The resulting matching score is employed in the weighting function, which is given by the measure-
ment function. The initial template is computed by feature extraction in a rectangular region of the
image around the initial vehicle position X0. The dimensions of the rectangle are computed by generic
values for the outer dimensions of a typical mid-size car and transformed to image coordinates by the
(estimated) GSD. The templates are encoded in high-level variables Ωt,Γt, which contain all parame-
ters for the shape and color matching. The Bayesian system model for the single vehicle tracker with
template matching is shown in Figure 4.3.
Fig. 4.3 – Schematic illustration of the Bayesian network modeling with state vector Xt, measurements
Yt and template matching parameters Ωt,Γt.
For particle weighting, the scores from shape and appearance matching are evaluated separately.
Therefore, the measurement function is combined of two components, hc(Xt, e
c
t ,Ωt), h
s(Xt, e
c
t ,Γt) for
weighting the color matching score and for weighting of the shape matching score. The fusion of
these two components is deﬁned as the linear combination of the individual measurements functions,
because statistical evaluation showed that sum rule outperforms product rules in typical classiﬁcation
applications, [91], [115]. The ﬁnal likelihood function that determines the particle weight wt is given
as
wt = h(Xt, rt) = α
chc(Xt, e
c
t ,Ωt) + α
shs(Xt, e
s
t,Γt), (4.8)
where rt = (e
c
t , e
s
t) ∈ R
2 and the mixture coeﬃcients satisfy αc + αs = 1.
Established techniques to represent a target by means of shape and color features are known from the
ﬁeld of image processing and computer vision. Their application for representing and identifying vehi-
cles in low resolution airborne images is described in the following sections.
4.3.2.1 Shape based matching
The characteristic shape of a vehicle is a suitable feature to recognize an individual vehicle and
discriminate it from other objects. The vehicle’s shape is speciﬁed by the contour of the outer boundary
between the vehicle and the road and other structures within the vehicle’s region, e.g. the sunroof or
38 Airborne vehicle tracking
the windscreen. Extracting such structures allows to distinguish an individual vehicle from similar
vehicles.
An eﬀective method for shape based matching for machine vision applications as proposed in [158]
and [159] is employed. It has proven to recognize objects under occlusion, clutter and non-linear
illumination changes. The suitability of a shape-based description of the target for airborne vehicle
tracking has been demonstrated in [69]. The template is created by extracting edges of the rectangular
region in the ﬁrst image around the initial vehicle position X0. These edges deﬁne direction vectors at
characteristic points within the template region. Standard image processing algorithms like the Canny
edge detector can be used to obtain the gradient vectors [22]. For ﬁnding the template at the candidate
position Xt in subsequent images, the same method for computing the direction vectors are applied
to the candidate region. A similarity measure S(Xt,Γt) is deﬁned to compare the template with the
candidate region and compute a matching score. The shape template model parameter Γt contains
all extracted contours and their associated direction vectors. If the direction vectors of template and
candidate region align, a high score is obtained.
The shape of the extracted contours of the template depends on the contrast of vehicle structures
and the outer boundary of the vehicle. If only few contours are found, the template model is less
discriminative. The examples of extracted contours from an airplane image in Figure 4.4b indicate
that dark cars hold less contours than bright cars. The decreased GSD of the UAV image in Figure 4.4c
reveals detailed structures of the vehicles. The templates of the UAV image exhibit more contours
making them more speciﬁc for an individual vehicle, Figure 4.4d. This property compromises target
recognition under pose and appearance changes of the vehicle. These templates also show that the
correct identiﬁcation of the rectangular reference region is critical. The region should be large enough
to capture all characteristic structures and the outer vehicle boundary, but it should not include
background or other vehicles in the template.
The matching score between template and candidate ranges between 0 and 1. This similarity score
can also be understood as the portion of the target that is not occluded. Because the matching score
rapidly drops around the local maximum of a target candidate, only few candidate positions will not
be discarded. If the matching score was directly employed for particle weighing, the corresponding
likelihood would become extremely peaked, which leads to a fast degradation of the particles, Fig-
ure 4.5. To mitigate this problem, the maximum shape matching score is computed in a local search
region around the particle. This search region is suggested to have the same dimensions as the tem-
plate region and includes template angle variations in the range of [−π/8, π/8] around the particle
orientation.
Smoothing of the likelihood is achieved by evaluating the matching score with an exponential function.
The measurement function for the shape based particle weights ws is deﬁned as
ws = h
s(Xt, e
s
t,Γt) = exp(−e
s
t(1− S(Xt,Γt))
2), (4.9)
where the shape matching score S(Xt,Γt) is computed at the maximum within the local region around
Xt. The higher the value of the noise parameter e
s
t is, the less tolerant the measurement function
becomes. A typical range of values that have shown to be eﬀective for the vehicle tracking application
and the resulting shape based particle weights are shown in Figure 4.6.
The information about the local best shape based match around a particle is used to correct the
particle position. If a valid match is found, the particle position is snapped to this matching position.
A similar technique is found in [66] to incorporate measurements at the current time step into the
motion model.
The contribution of the shape based matching weight to the total particle weight is determined ex-
perimentally as 50 %, which is modelled by the mixture coeﬃcient αs = 0.5 in the measurement
function (4.8).
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(a) (b)
(c) (d)
Fig. 4.4 – Template model generation for shape based matching at initial vehicle positions X0. Original
reference image from (a) airplane, (c) UAV. (b), (d) Extracted contour shapes (red) within
template region (yellow). The GSD limits the level of detail of the shape based model.
(a) (b)
Fig. 4.5 – Shape matching scores evaluated at the reference image (a) where the template has been created.
(b) The matching scores are computed for each pixel position with the same orientation as the
template.
4.3.2.2 Color histogram matching
The vehicle’s color is another distinctive feature to recognize the target in subsequent images. Comple-
mentary to the shape based matching, the appearance of the vehicle contains information to mitigate
ambiguity from similarly shaped vehicles. Color matching can increase the robustness of the tracker,
if the shape based matching fails.
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Fig. 4.6 – Shape based matching score measurement function for variation of est from (4.9)
Again, a template based approach is used to determine the color particle weight. The frequency of
pixels with a similar color is a suitable feature to describe the color based appearance of the vehicle.
The well-known concept of comparing color histograms has been successfully applied in particle ﬁlter
tracking [132]. The proposed color based matching for vehicle tracking follows this approach. The
same template region as for the shape based matching is used to compute a color model of the target.
The RGB color space is transformed to the HSV space, because it has demonstrated robustness
against illumination changes in computer vision applications. The three dimensions of the HSV color
space are discretized in Nhsv = NhNs + Nv bins, where Nh, Ns, Nv denote the number of bins for
the hue, saturation and value channel. The ﬁrst NhNs bins are used to represent color values that
have a saturation above 10 % and a value above 20 %. Colors below these thresholds are similar to
black or white and are separately discretized in the Nv value bins. The suggested number of bins is
Nh = Ns = Nv = 10 to encode the color information in a compact and computable form. The bins
together with their values represent the color histogram in a deﬁned region. The value of a given bin
is deﬁned as the sum of all pixels whose color falls in that bin. The color histogram is normalized such
that the bin values sum up to one. Hence, the color histogram fulﬁlls the deﬁnition of a probability
density function. The reference histogram is computed from the ﬁrst image in a template region
around the initial vehicle position, which encloses only the vehicle itself without background. The
template model parameter Ωt is deﬁned by a vector of dimension Nhsv containing the normalized bin
values.
A suitable metric to compute the similarity between two color histograms is proposed by the Bhat-
tacharyya coeﬃcient [81]. Originally designed for measuring the distance between two probability
density functions p(x), q(x), this measure is deﬁned as
ρ =
∫ √
p(x)q(x)dx. (4.10)
From the discrete counterpart of this distance, a similarity measure is derived to compare the tem-
plate Ωt with the extracted color histogram H at Xt [33]. The color matching score is deﬁned
as
C(Xt,Ωt) = 1−
√√√√√
1− Nhsv∑
n=1
√
Ωt(n)H(n)
. (4.11)
Examples of the color matching score for one template compared with three target candidate his-
tograms are shown in Figure 4.7. Since the color histogram is invariant to the spatial ordering of the
pixels, the inverse heading of the candidates would lead to the same matching score. Therefore, the
4.4 Mode seeking 41
Fig. 4.7 – Color histogram matching scores evaluated for diﬀerent target candidates. The more similar
the colors between template (left) and candidates (right) are, the higher the matching score.
color histogram matching allows only limited evaluation of the correctness of the particle orientation.
The same strategy as for the shape based matching is used to create a smooth likelihood function from
the matching score. The measurement function for the color histogram matching that determines the
color weights is given as
wc = h
c(Xt, e
c
t ,Ωt) = exp(−e
c
t(1− C(Xt,Ωt))
2). (4.12)
Since the contribution of the shape based matching weight to the total particle weight is set to 50%, the
mixture coeﬃcient of the color measurement function in (4.8) is deﬁned as αc = 0.5.
Only particles with a color matching score of above 0.4 are considered as candidates for the target.
When the color matching score is below 0.4, the total particle weight is set to zero regardless of
the shape based matching weight. This approach eliminates false positives from the shape based
matching.
4.3.3 Resampling
A resampling step is performed to mitigate particle degeneracy. Residual resampling is applied, be-
cause it has proven to be superior over multinomial resampling in terms of variance reduction [46].
Since resampling decreases the particle diversity, it is only performed when the eﬃcient sample
size (3.12) drops under half of the total number of particles. After resampling, all particles have
uniform weights and the particle weighting process in the subsequent time step reduces to the evalu-
ation of the measurement function,
wt+1 ∝ h(Xt+1, rt+1). (4.13)
4.4 Mode seeking
The output of the particle ﬁlter is a discrete approximation of the posterior density of the state.
Because of the multi-modality of the measurement function, multiple modes of the posterior exist.
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The goal of mode seeking is to estimate the true state from the weighted particles that approximate
the posterior.
A weighted mean-shift clustering method is formulated to ﬁnd the modes by the cluster centers [31].
The advantage of mean-shift clustering is that no prior knowledge about the number of clusters is
required. The mean-shift algorithm iterates over all particles and replaces the particle with its local
weighted mean. This procedure is repeated until convergence. The weighted sample mean [30] is de-
ﬁned by its kernelK at x = (x, y) and the weights from the measurement function (4.8),
m(x) =
∑
s∈N (x)K(s− x)w(s)s∑
s∈N (x)K(s− x)w(s)
, (4.14)
where the local neighborhood N (x) around x is deﬁned by all particles that are closer to x than the
bandwidth parameter d. The Gaussian kernel is given as
K(x) = exp
(
−0.5
‖x‖2
d2
)
, (4.15)
where ‖.‖ denotes the Euclidean norm.
Particles that converge to the same pixel position are merged into the same cluster. The cluster weight
is determined by the sum of particle weights that belong to this cluster.
The state estimation process includes two instances of the mean-shift clustering algorithm. For the
ﬁrst stage, the bandwidth parameter d is chosen as the generic car length. The second stage proceeds
the weighted clusters of the ﬁrst stage to merge closely spaced clusters. The bandwidth for the second
stage is chosen as the generic car width.
The output of the second stage deﬁnes hypotheses for the estimated state. In the single vehicle
case, the hypothesis with the highest weight determines the ﬁnal state estimate. For multiple ve-
hicle tracking, the global best hypothesis is assigned to the state estimate. Details of this globally
best estimation are given in Section 4.5. The conﬁdence of the hypothesis is deﬁned as its cluster
weight.
4.5 Tracking multiple vehicles
For tracking multiple vehicles, two extensions of the method are possible: First, a joint particle ﬁlter
would estimate a state vector, which consists of all states of all vehicles in the scene. However, this
approach is not feasible for a large number of vehicles, because the computational complexity increases
exponentially with the number of vehicles. Second, each vehicle is tracked independently by a single
particle ﬁlter. This approach is more suitable for the given tracking problem, because mutual vehicle
occlusion is unlikely to occur, but requires the interrelation between adjacent vehicles to be modeled
explicitly. In this work, the latter approach is employed by running multiple instances of the particle
ﬁlter, one for each vehicle. For ﬁnding the globally best assignment of the hypotheses for the position
of each vehicle and the estimated position, a maximum weighted matching in a bipartite graph is
computed.
It can be assumed that a position in the image cannot be occupied by more than one vehicle at a time,
because mutual occlusion of vehicles does not occur when they travel on the same road level. Further,
the modes of the posterior density are most likely to correspond to vehicles than to clutter. The mode
seeking method from Section 4.4 computes multiple weighted hypotheses for each vehicle. Now the task
of data association is to decide which hypothesis belongs to which vehicle.
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If similar vehicles are close, the modes of true posterior would overlap around the true vehicle position.
This would cause the particles to mutually capture the other vehicle position and particles on the
wrong vehicle obtain relatively high weights. If the motion models and the observation models ﬁt
well, the clustered hypotheses of each vehicle will be located close to each other, Figure 4.8. A
consistent assignment of hypotheses is possible, if each vehicle is assigned its best hypothesis and the
sum of assigned hypotheses weights cannot be increased by any diﬀerent assignment, Figure 4.8a. The
hypotheses are conﬂicting, if the “greedy” assignment of the best hypothesis leads to close hypotheses
that are assigned to diﬀerent vehicles, Figure 4.8b. Therefore, close hypotheses are merged to resolve
conﬂicting situations by the globally best assignment. Possible assignments are deﬁned by edges
between the vehicle and the hypotheses. The edge weights are determined from the weight of the
hypotheses that is assigned to the vehicle, Figures 4.8d, 4.8e. The optimal association is deﬁned by
the set of edges that maximize the sum of edge weights.
In the general case of multiple vehicles, the assignment between hypotheses and vehicles can be
formalized as a matching problem in a bipartite graph. One set of nodes denotes the vehicles,
the other disjoint set denotes the hypotheses. The optimal assignment is then given by the maxi-
mum weighted matching. The solution of this matching problem is found with the Hungarian algo-
rithm [98].
The resulting hypotheses deﬁne the ﬁnal output of the multiple vehicle particle ﬁlter tracker. Since the
hypotheses association step runs separated from the actual particle ﬁlter procedure, the information
of the assigned hypotheses is not directly fed back into the particle ﬁlter. However, the particle ﬁlter
takes advantage of this knowledge, because a template update step is proposed in Section 4.6.2, which
takes the estimated state as input parameter. This strategy mitigates the risk of hijacking of the
particle cloud to another similar vehicle, because the updated template biases the observation model
in subsequent time steps to the best hypothesis.
4.6 Robust techniques
The presented models for particle sampling and weighting have demonstrated to produce stable re-
sults under certain conditions. However, if abrupt motion of the vehicles occurs or their appear-
ance changes, target losses reduce the quality of the tracking result. To address these typical chal-
lenges in airborne vehicle tracking, advanced strategies for particle sampling and weighting are intro-
duced.
4.6.1 Adaptive models
The ability to handle variation of motion and appearance are desired properties of the motion and
observation models. Thus, these models should be generic enough to ensure robustness of the tracker.
On the other hand, these models need to be speciﬁc for the tracked vehicle to avoid confusion of the
tracker with close similar vehicles. To meet these contradicting requirements, a careful design of the
model parameters is necessary. However, the chosen parameters will always be a compromise between
robustness and precision of the tracker. In this work, adaptive models are presented to satisfy both
conditions at the same time.
The discriminative power of the models is deﬁned by the noise parameters of their associated functions
(4.4), (4.9) and (4.12). The proposed strategy aims to learn these noise parameters online during
particle ﬁltering at the current time step. The learning process incorporates measurements at the
current time step without additional computational eﬀort for evaluation of the measurement function.
The implementation of the learning steps requires reordering of the particle ﬁlter process. The particle
sampling and weighting stages are merged into a single stage, where each particle is directly weighted
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Fig. 4.8 – Two possible conﬁgurations of weighted hypotheses for two similar vehicles after mode seeking.
(a) The hypotheses are not conﬂicting, because each vehicle is assigned the hypothesis with the
highest weight. (b) The hypotheses are conﬂicting, because the assignment of the hypothesis
with the highest weight of the blue vehicle rules out the hypothesis with the highest weight of the
yellow vehicle. (c) The optimal assignment in terms of total weights maximization is the same
for both conﬁgurations. (d), (e) To construct a bipartite graph, close hypotheses are merged
and the hypotheses weights are transformed into edge weights. The line thickness corresponds
to the hypothesis weight. The maximum weighted matching in this graph deﬁnes the optimal
hypotheses association.
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after it has been sampled. This procedure allows to take into account recent measurements for particle
sampling.
4.6.1.1 Adaptive particle sampling
The noise parameter ot of the motion model controls the spreading of the particles. Small values of the
standard deviations σlon,σlat result in precise estimates, whereas large values ensure robustness against
abrupt motion. The adjustment of the noise parameter starts with a small value which increases during
iterative particle sampling. The rate of increase is computed recursively and takes into account the
unnormalized weight of the previously sampled particle. The smaller the particle weight, the larger
the noise value. This strategy ensures that the particles explore a larger search space only if the
situation requires. It leads to an eﬃcient exploration of the search space with the given number of
particles.
This adaptive particle ﬁlter method can be formalized as a variant of adaptive importance sampling
(AIS) [126]. The importance sampling function (4.4) represents a family of probability distributions
parametrized by σlon, σlat. The parameters are updated recursively after each stage, which consists of
sampling exactly one particle. Without loss of generality, it is assumed that the particle weights range
between 0 and 1 without normalization. The update scheme is generally described for one dimension
of the noise, because the principle for updating σlon and σlat is the same.
Starting with zero noise, the noise increases monotonically. The amount by which the noise increases
depends on the current particle index i, the weight wi−1 of the previously sampled particle and the
previous noise standard deviation σi−1,
σi = σi−1 +
Ψ
N − i
√
1− wi−1, i = 1, . . . , N − 1, (4.16)
where Ψ > 0 denotes a constant increase rate parameter. The value of Ψ is determined experimentally
as Ψ = 14. The factor 1
N−i ensures that σ
i increases slowly in the beginning of the particle sampling
to concentrate the ﬁrst sampled particles around the noise-free prediction position. As long as the
particles obtain a high weight, the noise increases moderately, because it suggests that the vehicle
has been captured correctly. If the particle weights are low, the noise increases strongly to allow the
particles to spread out widely across the feasible search space and capture the vehicle. In this way, the
noise adapts to the quality of the sampled particles, which leads to a more eﬃciently explored search
space. Other than AIS, the proposed adaptive scheme always updates the full particle set without
using a stopping criterion. The particles with the highest weights from the previous time step are
more likely to be propagated to the correct vehicle position by the noise-free model. Therefore, the
particle set is proceeded in descending order according to their weight (before the resampling process)
in the previous time step.
The evolution of the noise parameter for diﬀerent sets of synthetic particle weights is presented in
Figure 4.9. In all three examples, the noise increases monotonically. The increase rate diﬀers depending
on the distribution of particle weights. The diﬀerences can be observed when the noise value is
compared at half of the particle set size. The particle set with low particle weights in Figure 4.9a is
spread with σ = 10, whereas the particle set with high particle weights in Figure 4.9b is spread with
σ = 5 at half of the particles. The weights of the particle set in Figure 4.9c follow the measurement
function from (4.8). When the noise value for this particle distribution is compared to Figure 4.9a,
it shows that the noise value at half of the particle set size is almost the same. The inﬂuence of the
particle index to the noise update function causes both noise curves to have a similar increase rate in
the ﬁrst half of the particle sampling process.
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Fig. 4.9 – Evolution of the noise parameter together with examples of synthetic unnormalized particle
weights in descending order with Ψ = 14. (a) Constant low particle weights lead to a moderate
increase of the noise in the beginning of particle sampling. The noise increase rate grows rapidly
towards the end of the sampling process. At half of the sampled particles, the noise is σi = 10.
(b) Constant high particle weights lead to slowly increasing noise in the beginning. At half
of the sampled particles, the noise has a value of σi = 5. (c) Exponential distribution of the
particle weights produces a moderate increase of the noise in the beginning. At half of the
sampled particles, the noise has a similar value as in (a), but the noise increase rate grows only
slightly towards the end of the sampling process.
The adaptive sampling strategy increases the ranges for sampling the lateral and longitudinal acceler-
ations. Because of the same considerations as in Section 4.3.1, the ranges of the longitudinal and the
lateral accelerations alon and alat of a vehicle depend on each other.
This physical constraint from (4.6) is considered when sampling the noise vector olon,latt by limiting
the noise σlat for sampling the lateral acceleration after σlon has been computed. The same constraint
as in (4.6) is applied after replacing alon with σlon and alat with σlat.
The application of the noise update strategy to vehicle tracking is demonstrated in Figure 4.10. The
sampled particles spread out more widely than in the non-adaptive case when the particles obtain
low weights, Figures 4.10a, 4.10b. This strategy increases the chance to capture the vehicle, because
the particles explore a larger search space. In contrast, when the particles obtain high weights, the
noise increases slower and the density of the sampled particles is comparable to the non-adaptive
case, Figures 4.10c, 4.10d. The evolution of σlon in Figure 4.10e shows the diﬀerent noise increases
for the cases when the particles obtain high or low weights compared to the constant noise value for
non-adaptive sampling. The higher the particle weights, the larger the portion of particles that are
sampled with a noise value below the constant noise. If the noise of the non-adaptive sampling was
increased to capture the vehicle in Figure 4.10a, the constant noise would lead to more widely spread
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particles in Figure 4.10c, which increases the risk of mismatches. However, for the adaptive sampling
strategy the tracker is less likely to be confused with false positive alarms, because only a small amount
of particles has a larger spreading as for sampling with constant noise.
4.6.1.2 Adaptive particle weighting
A similar strategy as for the motion model noise update is used to adapt the noise parameters of
the likelihood function. The weight of a particle is determined by evaluating the likelihood func-
tion (4.8), which depends on the noise parameters est and e
c
t for shape and color based matchings.
Since the noise update method is the same for both components of the observation model, the for-
malization is given only for the shaped based component, the color based component follows analo-
gously.
For large est, the likelihood function appears peaked and the observation model will produce signiﬁcant
values for the particle weights only if the template ﬁts very well. Thus, the observation model can
be regarded as a speciﬁc one. If the candidate matches the template well, then the vehicle can be
discriminated easily from other non-vehicle locations. This property is especially useful when dealing
with clutter. Also, the risk of false positive detections is quite low. If est is small, the observation
model becomes more generic. In this case, matches with a poor quality will still receive moderate
weights. The strength of such an observation model lies in its ability to deal with temporal changes
of the vehicle’s appearance. This generic characteristic of the observation model ensures robustness
against illumination changes or pose variations of the vehicle.
The proposed update strategy combines both properties of the observation model, the discriminative
power and the robustness against temporal appearance changes. Starting with a low noise of the
observation model, the noise increases and successively adapts to the quality of the sampled particles.
This strategy is formulated as an update rule for the noise parameter. For better readability, a short
notation for the noise parameter is introduced, e = est and the time index is neglected. At each iteration
step i in the particle weighting, the noise parameter is updated with
ei = ei−1 −
Λ
i
(1− S(X,Γ))2, i = 1, . . . , N − 1 (4.17)
e0 = emax,
where Λ > 0 denotes a constant decrease rate parameter. Depending on the matching score S(X,Γ)
and the current particle index i, the noise parameter e decreases monotonically. The starting value
emax is chosen to deﬁne a speciﬁc model. Suggested values for the constant parameters are given by
Λ = 4 and emax = 12.
The evolution of the noise parameter for diﬀerent sets of synthetic matching scores is presented in
Figure 4.11. In all three examples, the noise decreases monotonically. The decrease rate diﬀers
depending on the distribution of matching scores. Figure 4.11a shows that low matching scores lead
to a fast drop of e, which corresponds to an increase of the model noise. In contrast, Figure 4.11b
indicates that good matchings with high scores cause e to remain on a high level. A linearly decreasing
distribution of matching scores between 0 and 1 produces slowly decreasing values of e, which is visible
in Figure 4.11c.
The advantage of the adaptive likelihood function is demonstrated in Figure 4.12. When the appear-
ance of the vehicle changes, the adaptive likelihood is more robust than the constant noise model,
Figure 4.12a, Figure 4.12b. In the adaptive case, the observation model noise increases because of
the low template matching scores. As a consequence, the particle weights increase already for mod-
erate matching scores, which awards more discriminative power from poor matches to these particles.
Yet the adaptive likelihood preserves the precision of the particle weights in case of an unchanged
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Fig. 4.10 – Unnormalized weighted particles for the non-adaptive and adaptive sampling strategy. (a) The
motion model does not match well the true target motion, which leads to misplaced particles
for the non-adaptive sampling strategy. The constant noise value is set to ot = (9, 5). (b) The
same particles from the previous time step are sampled adaptively. Some particles capture
the true vehicle position, because the noise increases, which spreads the particle cloud widely.
(c) The motion model matches well the true target motion, which results in high particle
weights for with the non-adaptive sampling around the true vehicle position. (d) The adaptive
sampling strategy produces a very similar particle spreading compared to the non-adaptive
sampling, because the noise increase is slower. (e) Comparison of noise parameter σlon for the
above examples. For (b), 58% of the particles are sampled with a noise value smaller than in
the non-adaptive case. For (d), this rate is 70%.
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Fig. 4.11 – Evolution of the noise parameter together with examples of synthetic matching scores in de-
scending order with Λ = 4 and emax = 12. (a) Constant low matching scores lead to a fast
decrease of the noise parameter. At half of the sampled particles, the noise as low value of 0.5.
(b) Constant high matching scores lead to an almost constant value of the noise parameter.
At half of the sampled particles, this value is 11.3. (c) Linearly decreasing matching scores
lead to a moderate decrease of the noise. The noise value at half of the sampled particles is
11.5, which is very similar to the noise in case of constant high matching scores.
appearance of the vehicle, which matches the template well, Figures 4.12c, 4.12d. The evolution of e
in Figure 4.12e shows the diﬀerent noise parameter decreases for the cases when the particles obtain
high or low weights compared to the constant noise value for non-adaptive sampling. The higher the
particle weights, the larger the portion of particles that are sampled with a noise parameter value
above the constant noise.
4.6.2 Target template update
The particle weights are computed from the color and shape based matching, which use a pre-generated
template model from the ﬁrst image of the sequence. If the appearance of the vehicles changes, the
matching scores will degenerate, because the template does not match well with the true vehicle posi-
tion. Because of the low frame-rate in the given application and the camera movement, illumination
changes and shadows cause abrupt appearance changes. Thus, the risk of mismatches or target losses
increases with time. To mitigate this problem, a template update method is proposed. Shape and
color information are combined to update the template in a way that it adapts to appearance changes,
but avoids the template drift problem. Template drift occurs when the location of the new template
contains errors, which are accumulated over time and cause the template to drift away from the true
target position [117].
The goal of the proposed template update is to create new templates from the current image that
represent the true vehicle appearance best. From the set of weighed particles, the estimate X˜t of the
most likely vehicle position and orientation is computed by the mode seeking method from Section 4.4.
The estimated vehicle position deﬁnes the reference point for a template, which is generated around
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Fig. 4.12 – Unnormalized weighted particles for the non-adaptive and adaptive weighting strategy. (a)
The template does not match well to the particles, which obtain small weights with the non-
adaptive weighting strategy. The constant noise value is set to e = 10. (b) The same particles
are weighted adaptively, which produces signiﬁcantly higher weights around the true vehicle
position. (c) The template matching generates high scores, which results in high particle
weights with the non-adaptive weighting around the true vehicle position. (d) The adaptive
weighting strategy produces very similar weights compared to the non-adaptive weighting,
because the noise decrease is slower. (e) Comparison of noise parameter e for the above
examples. For (b), 79%=100-21 of the particles are sampled with a noise value smaller than
in the non-adaptive case. For (d), the noise does not drop below the constant noise level.
this position. This template acts as a candidate to replace the old template. To avoid assimilation of
the template to a mismatched vehicle, the new template should not be too diﬀerent from the old one.
The candidate template is matched against the old template to obtain the correlated inter-template
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matching score S(X˜t,Γt), which measures the similarity of both templates. The same procedure is
performed to compute the color based matching score C(X˜t,Ωt). The candidate template is accepted
as the new template, if either of the inter-template matching score is above a threshold for a very
good match and the other score is above another smaller threshold that corresponds to a still tolerable
match. These two thresholds are denoted by T1 and T2 and their suggested values are determined
experimentally as T1 = 0.8, T2 = 0.6. Considering both the shape based matching and the color
histogram matching provides a robust template while avoiding the template drift problem. If only
the color histogram matching is considered, the rotational invariance of the color histogram matching
would cause drifts of the template regarding the heading of the vehicle. Thus, the shape based
matching anchors the model to the contours of the vehicle. On the other side, the shape based
matching alone would not have the discriminative power to avoid false alarms from similarly shaped
vehicles. The following criteria are checked to decide if the candidate template replaces the old
template:
S(X˜t,Γt) > T1 ∧ C(X˜t,Ωt) > T2, (4.18)
S(X˜t,Γt) > T2 ∧ C(X˜t,Ωt) > T1. (4.19)
If either (4.18) or (4.19) applies, then the template is updated with the candidate template.
Fig. 4.13 – Schematic illustration of the template update strategy in the Bayesian network. The state
estimate X˜t from the previous time step deﬁnes the candidate template region for the template
update method.
The proposed template update method assumes that a reliable and precise estimate of the state is
found. If the template region around the estimated position contains a large portion of background,
the risk of template drifts occurs.
The template update method is limited to situations with moderate appearance changes. In situations
with strong or abrupt appearance changes, the similarity between the candidate template and the old
template is too large to fulﬁll the template acceptance criteria. In situations where only temporal
occlusions occur, this property is desired, because the tracker can recover quickly once the vehicle is
visible again under its original appearance. However, adoption to abruptly occurring and persistent
illumination or perspective changes are not addressed by this approach.
4.6.3 Online map learning
The accurate and precise prediction of the true vehicle motion is particularly important for this
tracking application, because it is likely that identical vehicles are traveling nearby and can easily be
confused by the observation model. The trajectories of preceding or close vehicles around the current
location of a vehicle contain information about the roadway, which can be fused directly with the
prediction from the motion model. Under the assumption, that the following vehicle takes the same
path as its predecessor or close neighbor, the particles can be guided by predecessing or neighboring
vehicles. This procedure can be considered as learning a local map by extracting map features from
52 Airborne vehicle tracking
Fig. 4.14 – Schematic illustration of the online map learning strategy in the Bayesian network. The state
estimates X˜10:t, X˜
2
0:t, . . . from all vehicles at previous time steps deﬁne trajectories, which are
fused with the motion model of the current vehicle.
already computed trajectories. This map is learned online during tracking, because it does not require
other prior knowledge. The integration of the learning approach into the dynamic model of the tracker
is shown in Figure 4.14.
The learned map contains all trajectories of the so far tracked vehicles. Before the sampling stage,
a fraction of particles is assigned the direction of the vehicle that was closest to the current position
of the vehicle at any point of time. The fraction of particles whose direction will be replaced is
determined by the conﬁdence of the last state estimate X˜t−1 of the current vehicle and the conﬁdence
of the state estimate of the vehicle, which was closest. This means that the share of particles increases
with the loss of reliability of the last state estimate and the gain of reliability of the closest vehicle.
The conﬁdences are denoted by qj for the closest vehicle j and qt−1 for the current vehicle. The
conﬁdence of an estimate is deﬁned by the weight of the corresponding cluster from the mean shift
clustering algorithm from Section 4.4. The fraction P of N particles that is replaced with the learned
direction is computed as
P = min(0.8, qj(N − qt−1))N. (4.20)
The direction replacement is performed for a random set of P particles just before the new sampling
process of the next time step starts.
This particle following method may mislead particles at junctions or bifurcations, if the succeeding
vehicle takes another route than its predecessor. However, the fraction P rarely reaches the total
number of particles, which ensures the robustness of the tracker.
4.7 Results
The proposed tracking method is tested on airborne image sequences taken at diﬀerent urban scenes
in Munich. These images are characterized by dense traﬃc and large-scale coverage of the scene.
Table 4.2 gives an overview of the scenes that are used for performance measurements of the tracker.
The selected test scenes include discontinuous vehicle motion, illumination variations and temporal
occlusions of the vehicles. All scenes are characterized by vehicles driving on multi-lane roads, which
challenges the tracker to discriminate similar vehicles.
The experimental setup contains a manual detection of the vehicle positions and orientations in the ﬁrst
image to prevent misinterpretation of the tracking performance evaluation from incorrect initialization
of the target templates. The vehicle velocity has been roughly guessed from the vehicle density
4.7 Results 53
ﬂight system scene name number of frames number of detected vehicles
3K 3K-A 26 13
3K-B 16 30
3K-C 10 22
3K-D 20 151
3K+ 3K+A 25 14
3K+B 19 12
3K+C 46 89
UAV UAV-A 71 11
UAV-B 103 21
Tab. 4.2 – Overview of scenes for tracking performance evaluation. The ﬂight system properties are de-
scribed in Table 4.1.
and the traﬃc situation. Since the UAV camera system has not been calibrated, the GSD of the
images is estimated manually for each dataset. Also the time diﬀerence between consecutive images
of the UAV system was not measured and has been determined manually assuming a constant frame-
rate of 2 Hz. For the 3K/3K+ system, the frame-rate is known from measurements of the camera
trigger.
The implementation of the shape based matching is provided in the HALCON 11.0.3 machine vision
software library [123]. To avoid mismatches when the vehicle is partly occluded, shape matching scores
below 0.6 and color matching scores below 0.4 are set to zero.
4.7.1 Tracking robustness
In this section, the eﬀectiveness of the robust techniques introduced in Section 4.6 is demonstrated.
The evaluation is performed by comparing the tracking results of the conventional particle ﬁlter as de-
scribed in Section 4.3 with the particle ﬁlter where one of the robust techniques is applied.
First, the impact of the adaptive sampling strategy from Section 4.6.1.1 is presented. A small group
of vehicles is tracked in the 3K+C scene. The motion of these vehicles is diﬃcult to predict, because
they accelerate fast after passing the intersection. Figure 4.15 shows the results as trajectories of the
tracked vehicles with the non-adaptive and the adaptive sampling strategy. The estimated vehicle
positions of the last 6 time steps are visualized. The particle ﬁlter with the non-adaptive sampling
looses vehicle 2 at frame 22, whereas the adaptive sampling strategy tracks this vehicle correctly
throughout the rest of the scene.
Second, the adaptive weighting strategy from Section 4.6.1.2 is evaluated with a group of vehicles from
the UAV-B scene. Figure 4.16 shows the trajectories of these vehicles with non-adaptive and adaptive
particle weighting. In the non-adaptive case, two vehicles are lost early during tracking, after frame 4
of the sequence, Figure 4.16b. By using the adaptive weighting method the appearance changes are
tolerated by the observation model and also vehicles that enter a shadow or are partly occluded are
tracked successfully, Figure 4.16d.
Third, tracking results with the target template update method from section 4.6.2 are presented. The
selected vehicles from the 3K-D scene drive along a curved road while their appearance changes due
to the perspective change and their own shadows, Figure 4.17. Without the template update method,
two vehicles of this group are lost after the sharp turn, Figure 4.17b. With the template update
method, all vehicles are tracked successfully.
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(a) (b)
(c) (d)
Fig. 4.15 – Tracking results for small vehicle group from the 3K+C scene. Frames 17 and 22 are shown
for (a), (b) non-adaptive sampling and (c), (d) adaptive sampling strategy. Vehicle 2 is lost
with the non-adaptive sampling, but tracked successfully with the adaptive sampling strategy.
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(a) (b)
(c) (d)
Fig. 4.16 – Tracking results for group of vehicles from the UAV-B scene. Frames 4 and 10 are shown for
(a), (b) with non-adaptive and (c), (d) adaptive weighting strategy. Vehicles 6 and 16 are
lost with non-adaptive weighting, because their appearance changes after vehicle 6 enters the
shadow and vehicle 16 is partly occluded by a tree. The same vehicles are tracked successfully
when the adaptive weighting strategy is enabled.
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(a) (b)
(c) (d)
Fig. 4.17 – Tracking results for group of vehicles from the 3K-D scene. Frames 10 and 15 are shown for (a),
(b) without template update and (c), (d) adaptive with template update method. Vehicles 6
and 10 are lost without updating the template, because their appearance changes after the
sharp turn. Their shadows and the perspective change from the non-nadir view angle cause
the template to not match well without template updates. The same vehicles are tracked
successfully when the template update method is enabled.
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Finally, the eﬀectiveness of including the online map learning approach from Section 4.6.3 is demon-
strated. A group of three vehicles turning left one after the other in the 3K-A scene is tracked,
Figure 4.18. The turning maneuvers and the illumination changes impose uncertainty on the motion
and observation model. The results show that the particle ﬁlter of the third vehicle successfully inte-
grates the learned directions from the leading vehicles. Without the map learning method, the third
vehicle 2 is mismatched to another close similar vehicle.
4.7.2 Tracking quality
A quantitative analysis of the tracking quality is presented for input data of test sequences from
Table 4.2. The quality of the tracking results is evaluated with the Multiple Object Tracking Accuracy
(MOTA) metric following the deﬁnition from [86]:
MOTA = 1−
∑Nframes
t=1 (cm(mt) + cf (fpt))∑Nframes
t=1 N
(t)
G
, (4.21)
wheremt is the number of misses, fpt is the number of false positives andN
(t)
G is the number of detected
vehicles completely visible in the image at time t. The weighting functions are given by cm(mt) = mt
and cf (fpt) = fpt. Note that the term for counting track identity switches has been omitted from
the original deﬁnition of MOTA, because the developed particle ﬁlter tracker does not perform re-
initialization of the tracked vehicles when they are lost. A vehicle is missed if the estimated vehicle
position is not assigned, but the vehicle is visible in the image. A false positive occurs if the estimated
vehicle position exists, but is outside the ground truth vehicle region.
To account for lost vehicles, a second metric suggested by [9] is used, which deﬁnes the tracking success
rate (TSR) at time step t:
TSRt = 1−
lt
N
(t)
G
, (4.22)
where lt denotes the number of lost vehicles. Note that the original deﬁnition of TSR counts the
number of non-fragmented tracked objects, which is replaced by the number of lost vehicles, because
the track label will change to undeﬁned when the vehicle is lost. A vehicle is deﬁned as lost from time
step t onwards, if it is missed in the image t and the tracker never recovers from the mismatch until
the end of the image sequence. If the tracker manages to recover from mismatches, the track label is
maintained and the the number of images where the mismatch occurred are counted in the MOTA
metric.
The ﬁrst evaluated scene from the 3K system contains 13 detected vehicles and 26 frames. It shows
a typical small urban intersection with turning vehicles, Figure 4.19. All vehicles with except from
one mismatch in one frame are tracked correctly, which results in a MOTA of 0.99. Note that also
the vehicle that was partly in shadow in the ﬁrst couple of frames is successfully tracked. Since all
vehicles are tracked until the last frame, the TSR is one.
The second sequence of the 3K system shows a similar scene with 30 vehicles and 16 frames, but the
vehicles are more densely spaced and some vehicles are temporarily occluded by trees, Figure 4.20.
These occlusions cause some of the vehicles to get lost during tracking. The MOTA still achieves a
high value of 0.92 and the TSR in the last frame of this sequence is 0.85.
A similar situation as in Figure 4.20 with the 3K system is presented with a sequence from the 3K+
system, Figure 4.21. In this sequence, vehicles are partly occluded from trees. During 25 frames, all
14 vehicles are tracked correctly with a MOTA and TSR of 1. The particles are able to capture the
vehicles when and after they are occluded, because the vehicles move straight with constant velocity.
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(a) (b)
(c) (d)
Fig. 4.18 – Tracking results for three vehicles from the 3K-A scene. Frames 14 and 22 are shown for
(a), (b) without map learning and (c), (d) map learning method. Vehicle 2 is mismatched to
another vehicle without map learning, but tracked successfully with the map learning method.
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(a) (b)
(c)
Fig. 4.19 – Trajectories of tracked vehicles in the 3K-A scene, (a) frame 8, (b) frame 24. All vehicles are
tracked successfully, also the bottom right vehicle (purple), which shows a diﬀerent appearance
after it has left the shadow. (c) The TSR is one until the end of this sequence.
The 3K+B test scene from the 3K+ system with 12 vehicles in 19 frames is another example for a
typical urban scenario. The challenge in this sequence lies in the illumination change, which produces
abruptly darker images and diﬀerent reﬂection patterns especially on dark vehicles, Figure 4.22. The
high MOTA of 0.99 and the high TSR of 0.91 in the last frame demonstrate that the tracker is invariant
against such illumination changes.
A shorter sequence of a group of 22 vehicles in 10 frames is presented, which suﬀers from poor
illumination because of fog, which reduces the contrast of the images, Figure 4.23. Additionally, the
low sun produces long shadows and occlusions from a small bridge and a gantry occur. Apart from
some outliers, all vehicles are tracked successfully with a MOTA of 0.98. Also the TSR is very high,
with a value of 0.94 in the last frame.
The UAV system has a longer recording time and a higher resolution of the images, but it suﬀers from
a deviate from the optimal nadir view angle. Two example sequences from the UAV are evaluated to
compare the tracking quality between the UAV and the 3K/3K+ system.
The ﬁrst sequence UAV-A shows an intersection with 11 vehicles turning left, right and going straight,
Figure 4.24. Since this sequence is very long with 71 frames, it captures multiple traﬃc light phases,
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which cause the vehicles to accelerate and decelerate. The non-nadir view angle lets the vehicles
appear under diﬀerent perspectives during the turn maneuvers. The fast acceleration maneuvers and
shadows from trees pose challenging conditions to the tracker. The resulting MOTA is still very high
with a value of 0.92, which indicates successful tracking. Target losses are caused by fast accelerations
of the vehicles and appearance changes caused by perspective variation. The TSR at the last frame is
lower compared with the last frames of the 3K/3K+ examples, because this sequence has considerably
more frames than the previous 3K/3K+ examples. Before the TSR decreases after frame 37, it is 1,
which is better than in the 3K/3K+ examples, because the 3K/3K+ sequences are shorter than 37
frames or their TSR at frame 37 is smaller.
Another larger and longer sequence from the UAV, which has 103 frames and 21 vehicles, shows that
a higher resolution does not correlate with a better tracking quality considering the peculiarities of
the UAV sequences as mentioned in the previous example. From the results of the UAV-B sequence
shown in Figure 4.25 it is apparent that shadows and perspective changes cause diﬃculties for the
tracker. In this example, the sun is very low and the shadows from high trees and large vehicles lead
to severe illumination changes of the vehicles. Although many vehicles are tracked correctly, which is
indicated by a MOTA value of 0.69, a considerable number of them is lost. In the middle of tracking,
when still 14 vehicles are visible, the TSR has decreased to 0.57.
Since the 3K+ images have a higher resolution than the 3K images and the other properties of the
ﬂight system are comparable, a correlation between resolution and quality might be assumed. Two
sequences from the same scene taken from the 3K system and at another day from the 3K+ system
are compared. This traﬃc scene is characterized by a large intersection, where the road course has
been relocated for construction purposes, Figures 4.26 and 4.27.
With the 3K system, the 3K-D scene contains 151 vehicles and it is captured with 20 frames. Since this
scene is very large, only one image is presented with the tracked trajectories at frame 17, where most
of the vehicles are still visible, Figure 4.26. The scene features vehicles in dense traﬃc, acceleration
and deceleration maneuvers, sharp turns and shadows mainly from other vehicles. The evaluation of
this sequence ﬁnds a MOTA rate of 0.89, which is lowest from all 3K examples, but still a very good
result regarding the adverse tracking conditions. In the last frame, the TSR is 0.76, which is little
lower than in the previous 3K examples at frame 20.
The same scene is evaluated with images from the 3K+ system. The 3K+C sequence contains 89
vehicles in 46 frames and is similarly characterized as its 3K counterpart, Figure 4.27. Since this
sequence is longer than 3K-D, additionally merging and pulling out vehicles can be observed, which
are diﬃcult to predict in their motion. Also, the risk of mismatches or target losses increases with each
frame. For the total sequence, the MOTA is 0.80, which is lower than in the 3K example. However,
when the MOTA of 3K+C is computed only until frame 20, which is the last frame of 3K-D, then
the resulting value of 0.94 is higher than for the 3K sequence where the MOTA is 0.89. The TSR at
frame 20 is 0.89, which is also higher than the TSR of 0.76 of the 3K sequence. Thus, the comparison
of 3K-D and 3K+C until frame 20 suggests, that tracking vehicles with the 3K+ system produces
better results than with the 3K system.
The MOTA is a common measure to evaluate the tracking quality, which makes the results compa-
rable to other work. A similar application of airborne vehicle tracking reports an average MOTA
of 0.85 [173]. The analyzed test sequences have similar characteristics as the images in this work,
because they contain wide-area traﬃc scenes with dense traﬃc and they are captured with 1 Hz. In
comparison to that tracker, the average MOTA rate for the test sequences of this work is 0.91. The
MOTA for all test sequences is summarized in Figure 4.28. It should be noted that this comparison
lacks normalization to equal sequence lengths, but it indicates that the developed particle ﬁlter tracker
in this work produces competitive results.
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(a)
(b)
(c)
Fig. 4.20 – Trajectories of tracked vehicles in the 3K-B scene, (a) frame 5, (b) frame 14. Occlusions from
trees occur in this scene, which causes four vehicles to get lost. (c) The TSR is remains at a
high level until the end of the sequence.
62 Airborne vehicle tracking
(a)
(b)
Fig. 4.21 – Trajectories of tracked vehicles in the 3K+A scene, (a) frame 2, (b) frame 22. Vehicles are
partly occluded by trees, but all vehicles are completely tracked correctly, which results in a
constant TSR of 1.
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(a)
(b)
(c)
Fig. 4.22 – Trajectories of tracked vehicles in the 3K+B scene, (a) frame 2, (b) frame 19. The image from
(b) appears darker than (a) because of illumination changes, which also aﬀects the reﬂection of
sunlight on the vehicles. (c) The TSR is remains at a high level until the end of the sequence.
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(a)
(b)
(c)
Fig. 4.23 – Trajectories of tracked vehicles in the 3K-C scene, (a) frame 2, (b) frame 10. Although three
vehicles are almost totally occluded by a bridge (bottom left), they are tracked correctly.
(c) The TSR is remains at a high level until the end of the sequence.
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(a)
(b)
(c)
Fig. 4.24 – Trajectories of tracked vehicles in the UAV-A scene, (a) frame 37, (b) frame 68. Until frame 37,
all vehicles are tracked successfully. After this, perspective and illumination changes together
with accelerations cause the tracker to loose vehicles. (c) The TSR is remains at a high level
until frame 37, it then decreases to 0.75 and drops until zero at the end of the sequence when
only one vehicle from the initial set of detected vehicles is visible but lost.
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(a)
(b)
(c)
Fig. 4.25 – Trajectories of tracked vehicles in the UAV-B scene, (a) frame 34, (b) frame 69. Vehicles
are lost during tracking mainly when they enter shadows or their perspective changes. Also,
mismatches to parked vehicles occur. (c) The TSR decreases steadily from frame 10 onwards
and falls down to 0.5 at the end of the sequence when only two vehicles from the initial set of
detected vehicles are visible.
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(a)
(b)
Fig. 4.26 – Trajectories of tracked vehicles in the 3K-D scene, (a) frame 17. Vehicles are mismatched to
other vehicles or to background, when they change their appearance due to perspective change.
(b) The TSR decreases slowly from the beginning, but remains at a high level. At the end of
the sequence, the TSR has decreased to 0.75.
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(a)
(b)
Fig. 4.27 – Trajectories of tracked vehicles in the 3K+C scene, (a) frame 46. (c) The TSR decreases
slowly from the beginning, but remains at a high level until frame 26 where it has a value of
0.89. After this, it decreases and reaches 0.34 at the end of the sequence.
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Fig. 4.28 – MOTA metric for all test scenes. The average MOTA is 0.91.
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4.7.3 Limitations for occluded vehicles
The test sequences in the previous section show that occlusion is one of the main risks for loosing
the tracked vehicles. Short occlusions by single trees, gantries or small bridges can often be handled
successfully by the tracker, which is demonstrated in Figure 4.21 and 4.23. The eﬀect of occlusion
on target losses depends on the duration of occlusion, but also on the appearance of the occluding
objects and the motion of the occluded vehicles. If the occluding objects are similar to the occluded
vehicles, the tracker can produce mismatches or it can be “hijacked” by these objects. Thus, the eﬀects
of occlusion on the tracking results depend on multiple factors that cannot be described by speciﬁc
parameters. Therefore, to evaluate the sensitivity of the tracker to occlusions, a classical sensitivity
analysis is not feasible and the sensitivity of the tracking system to occlusion of vehicles is analyzed
in characteristic situations.
Figure 4.29 shows an example with occlusion caused by two bridges. After the ﬁrst bridge is passed
by the group of three tracked vehicles, two vehicles are correctly tracked. This bridge has a diﬀerent
shape and color as the vehicles, which leads to low weights of the particle cloud. In contrast, the second
bridge is very challenging, because similar vehicles are parked on it, although the duration of occlusion
is comparable to the ﬁrst bridge. The tracker of one vehicle successfully continues tracking after the
vehicle appears again. The trackers of the other two vehicles that pass this bridge do not recover from
the temporal loss, because they stick to other vehicles on the bridge.
Figure 4.30 illustrates a scene where vehicles are occluded by trees. Additionally, shadows from these
trees complicate tracking after the vehicles appear again. The results show that such occlusions confuse
the tracker and target losses occur. The ﬁrst vehicle that passes the trees is partly occluded and is
tracked correctly. However, the other smaller vehicles are almost completely occluded. The tracker of
the following two vehicles resumes tracking after the ﬁrst occlusion, but looses them after the second
occlusion. The reason for target loss is the appearance similarity of the shadows, which distracts the
tracker from the true target position.
4.7.4 Conclusion
The developed particle ﬁlter method for tracking vehicles in airborne images was evaluated on test
sequences with urban dense traﬃc. The robustness of the tracker against variation of motion and
appearance of the vehicles is improved by advanced techniques for particle sampling and weighting,
target template update and online map learning. Examples of challenging scenarios demonstrated
Fig. 4.29 – Trajectories of tracked vehicles at frame 16. Two bridges cause total occlusion of the vehicles.
The ﬁrst bridge is easily discriminated from the vehicles, which causes the tracker to resume
tracking for the ﬁrst two vehicles (blue, orange). The parked vehicles on the second bridge
confuse the tracker, which leads to target losses of the other two vehicles (red, green).
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(a) (b)
Fig. 4.30 – Trajectories of tracked vehicles, (a) frame 11, (b) frame 19. Occlusions from trees and their
shadows confuse the tracker, which leads to target losses. After the ﬁrst occlusion in frame 11,
the ﬁrst vehicle (red) and the following two (blue, orange) are tracked successfully. After the
second occlusion in frame 19, only the ﬁrst vehicle is captured while the other two are lost
under the trees and in the shadows.
the eﬀectiveness of these techniques to capture vehicles under discontinuous motion and appearance
changes.
The evaluation of the tracking method on wide-area scenes reports an average MOTA rate of 0.91,
which indicates that the performance is competitive to other airborne trackers. The particle ﬁlter
tracker demonstrated superior performance in challenging situations compared to state-of-the art
methods, which lack results of scenarios with discontinuous motion or appearance changes. The main
reasons for mismatches or target losses are given by fast accelerations or sharp turns of the vehicles,
shadows from buildings, trees or other vehicles and perspective changes caused by non-nadir view
angles. Short occlusions from single trees, gantries or small bridges can be handled by the tracker, while
occlusions from tree rows, road bridges poses diﬃculties for the tracker.
Three ﬂight systems with diﬀerent cameras and ﬂight heights were employed that result in diﬀerent
coverages and diﬀerent GSD. A comparison of the same test scene captured with the 3K and the
3K+ system demonstrates that the 3K+ system produces images that result in a higher MOTA when
compared for the same sequence length than the 3K system. The resolution of the UAV system images
is even higher than the 3K/3K+ systems, but an improved tracking quality is not observable, because
UAV images suﬀer from a non-nadir view angle that reinforces the problem of perspective changes
caused by vehicle pose changes.
The adaptive weighting strategy and the template update method mitigate the problem of appearance
changes, but still situations exists where the tracker cannot capture vehicles under abrupt appearance
changes especially caused by shadows. The same holds for discontinuous motion changes that are not
represented by the adaptive motion model in some cases.
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5 Lane-level map-matching
This chapter describes a method to solve the map-matching problem formulated as tracking the
vehicle constrained to a digital map. The map-matching system is designed to meet requirements
of low-cost sensors and commercial map data arising by the use of the system in series production
vehicles. A particle ﬁlter method is presented that contains eﬃcient models for particle sampling and
weighting under absolute positioning and map inaccuracies. The evaluation of the proposed method
focuses on ambiguous situations, where a fast and reliable decision for the correct road segment is
critical.
5.1 Map-matching system
The system architecture of the map-matching system is based on the potential integration into a ve-
hicle navigation system. In this work, a modular approach is chosen, which allows the map-matcher
to be deployed in diﬀerent vehicle systems. The map-matching component is designed to have mini-
mum requirements regarding input data, which are obtained from commercially available sensors and
map products. The proposed map-matcher is embedded into a navigation framework, which allows
extensive onboard testing of the developed algorithms.
5.1.1 System architecture
Modern vehicle systems are characterized by a partitioned architecture, because various sensors and
control units from diﬀerent suppliers need to be integrated. Recent developments on hybrid naviga-
tion systems pushed on this separation for not only physically separated, but also portable systems,
which can be fully integrated into the vehicle system as plug-in device [38]. This design principle
suggests a modular architecture also for the navigation system, which includes the map-matcher as
a separate component. Other components include the positioning module, the vision system and
the human-machine interface (HMI). To account for this physical separation, the map-matcher is
treated as an individual component. An overview of the decentralized architectural concept is shown
in Figure 5.1.
The absolute positioning component comprises the fusion of GNSS and IMU sensor measurements
and computes an estimate of the absolute vehicle position in geographical coordinates together with
an estimate of its velocity and absolute heading. The onboard vision system detects lane markings
of the left and right lane boundaries and lane change events. The map-matching component fuses
input parameters from positioning, vision and map access interfaces and provides the map-matched
position for ADAS and navigation applications. The map-matched result is visualized together with
a rendering of the digital map.
The implementation of the developed map-matcher is integrated in an existing navigation platform and
tested with a BMW research vehicle. The employed navigation framework has been developed at BMW
Research and Technology and provides a modular framework for rapid prototyping of navigational
functions. The existing components cover map access, routing, guiding, map rendering and positioning
functionalities. In this way, a realistic experience of the map-matching quality is facilitated. Real-time
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Fig. 5.1 – Overview of map-matching system components
updates of the map-matched position in the vehicle navigation display provides an intuitive evaluation
of the system performance.
The proposed architecture of the map-matching system meets requirements of series production vehi-
cles and makes the system prepared for deployment in a built-in navigation system.
5.1.2 Vehicle sensors and map data
The map-matching component within in the navigation framework can be integrated in any modern
BMW series production vehicle with some additional hardware. A BMW 5 Grand Turismo series
vehicle has been modiﬁed to test the map-matching functionality. Details of these modiﬁcations are
shown in Figure 5.2.
The integration of the map-matcher result in the navigation display allows a comprehensive evaluation
of the latency and accuracy of the algorithm under real driving conditions. A logging component traces
all input signals of the map-matcher for data analysis outside the vehicle.
The following system components are used for experimental validation of the functionality of the
lane-level map-matcher:
GNSS
To receive GNSS signals, the single frequency, low-cost GPS/GLONASS receiver Novatel FlexPak-G2
OEMStar is employed [125]. The receiver produces position, velocity and time signals at up to 10 Hz.
It is equipped with an antenna attached to the vehicle roof with a magnetic mount, Figure 5.3. The
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Fig. 5.2 – BMW 5 series Grand Tourismo research vehicle with modiﬁcations. An external GNSS device
is mounted to access all signals required for estimating the absolute vehicle position.
position estimate is obtained with disabled DGPS due to the costly subscription charge. From the
manufacturer’s data sheet, a single-point positioning accuracy of 1.5 m Root Mean Square (RMS) can
be achieved. However, common sources of error, as described in Section 2.2.2, drastically degrade the
resulting performance during practical use.
Inertial sensors
The inertial measurements are performed with accelerometers and gyrometers from the series vehicle.
The measured signals also include the velocity estimated from wheel ticks, yaw rate and steering
angle.
To estimate the vehicle position with dead reckoning, a model of the underlying longitudinal and lateral
dynamics is required. In this work, it is assumed that the lateral vehicle dynamics follow a single-track
model [147]. The longitudinal velocity is assumed to be constant. This model is characterized by two
degrees of freedom, the lateral position and the yaw angle of the vehicle, with the steering angle as
input parameter, Figure 5.4.
(a) (b)
Fig. 5.3 – GNSS for prototyping of positioning systems in series vehicles [125]. (a) GNSS receiver with
communication ports to connect with a computer. (b) GNSS antenna with ﬂush magnetic
mount.
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Fig. 5.4 – Single-track model of lateral vehicle dynamics, adapted from [147]. The front tires and the rear
tires are combined into an imaginary contact point at the center of the front and rear axles.
The vehicle’s mass is located at center of gravity S, the yaw angle ψ, the side slip angle β and
the steering angle δ describe the lateral motion.
Geographic vehicle localization
The absolute vehicle position is estimated by dead reckoning combined with GNSS measurements for
robust absolute positioning. For this purpose, a ﬁeld-tested positioning method as described in [170]
is applied.
An overview of the ﬁltering steps within this system is shown in Figure 5.5. The suggested approach
ﬁrst compensates errors from the velocity estimate due to tire radius variations by fusing the mea-
sured velocities from the wheel tick sensors and the GNSS receiver. The subsequent sensor fusion of
the measured yaw rate and the steering angle employs an extended Kalman ﬁlter (EKF) to obtain a
corrected yaw rate estimate. The corrected yaw rate and the estimated velocity serve as input pa-
rameters for the dead reckoning method, which calculates the predictions within the main EKF in the
system. The signals transmitted from the GNSS receiver by the NMEA protocol including latitude
and longitudes coordinates are integrated as measurement updates. Since the GNSS signals arrive at
10 Hz, the sampling period of the ﬁlter follows the same frequency. The output of the ﬁlter at time t
contains the following estimates:
• absolute vehicle position in geographic coordinates zxt , z
y
t ,
• velocity vt
• absolute heading θt.
A detailed description of a similar Kalman ﬁltering approach for GNSS/dead reckoning positioning is
found in [40].
Camera system
The employed vision system consists of a standard front camera, which is used for the lane keep-
ing assistant. This camera is integrated in the front mirror mount, close to the rain sensor, Fig-
ure 5.6.
The image processing unit detects the line markings, which mark the left and right boundaries of the
ego lane. Lane markings up to a range of approximately 60 m along a straight road can be detected
under optimal conditions. For curved roads, the range of foresight reduces with increasing curvatures.
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Fig. 5.5 – Overview of the absolute positioning component within the map-matching system, adapted
from [170]
At sharp turns, lane detection may completely fail. The measurements of the vision system are updated
at 15 fps (frames-per-second) and can contain the following parameters:
• left and right lane boundary marking type bl, br ∈ {solid,broken,unknown},
• lane change event to the right or left lane at ∈ {−1, 1}.
The detected lane markings are already processed by the system to represent the closest visible lane
markings in front of the vehicle. The lane change event is triggered, when the vehicle has passed the
adjacent lane boundary with a suﬃciently high conﬁdence.
The quality of the detected lane markings varies depending on the environmental conditions. Optimal
conditions are given by a dry road and an cloudy sky with no direct sunlight. In this case, reﬂections
and shadows on the road surface are minimized. Dirt or snow on the road can cause partly occluded
lines, which prevent a successful detection from the vision system. Heavy rain or snow leads to a
reduced visibility and a limited range of foresight, which diminishes the reliability of the measurements.
Darkness is not an issue for the system, as long as the lane markings fall within the illuminated range of
foresight. The detection quality also depends on the condition of the road and painted markings itself.
Broken lines are likely to be missed or misinterpreted. Tar seams and other road surface structures
parallel to the lane markings often cause false detections. Typical situations, where the lane detection
is not reliable, occur at intersections.
Fig. 5.6 – Camera integrated in the front mirror mount of a BMW vehicle [12]
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Map data
The employed commercial map follows the GDF standard with additional attributes, as described in
Section 2.2.3. It is assumed that the following map attributes are available:
• link connectivity describing allowed turn maneuvers, denoted as link successors,
• number of lanes describing drivable lanes for the particular link,
• lane connectivity describing allowed turn maneuvers at the lane-level, denoted as lane successors.
Within the map access component of the map-matching system, auxiliary functions are required to
retrieve information from the road network database. The following functions are deﬁned for a road
network with a set of links K and link k ∈ K:
• length of link, L : K→ R+,
• adjacent links, which can potentially be reached from k without regard of turning regulations,
adj : K→ P(K),
• link successors, which are reachable from k according to turning regulations, succ : K→ P(K),
• number of lanes, L : K → N, the range of lane numbers for k is deﬁned as Nk = [1, . . . ,L(k)],
where 1 corresponds to the rightmost lane.
For lane l ∈ Nk and link k ∈ K, the lane successors are deﬁned as cnt(k, l) : K × N → P(K ×
N).
From the formal deﬁnition of the road topology, links can have one or two driving directions. Without
loss of generality, this convention is adapted: Each driving direction is associated with an individual
link, links with both driving directions are split into two links with opposite driving direction keeping
their respective number of lanes, Figure 5.7. Similarly, links containing shape nodes are split into
multiple links, where the shape points are transformed to the start and end points of the new links.
This formalization facilitates the interpretation of the road network as a directed graph with nodes
and links as edges.
Since the architecture and the sensor conﬁguration of the map-matching system are now established,
the methodological aspects of the developed algorithm can be addressed.
(a) (b)
Fig. 5.7 – (a) Road with one lane for each driving direction. Link representation with two driving direc-
tions is transformed to modiﬁed links with separate links for each driving direction. (b) Link
representation of curved road with shape points is transformed to modiﬁed links without shape
points.
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5.2 Bayesian system model
The map-matching problem is formalized as a Bayesian ﬁltering problem. In the proposed approach,
the map-matched position is strictly constrained to the road network. The associated state vector is
deﬁned as
xt = (kt, lt, st), (5.1)
where kt ∈ K denotes the link, lt ∈ Nk the lane on this link and st ∈ [0, . . . ,L] ⊂ R+ the oﬀset from the
start node of the link. The map-matched position mt in geographical coordinates is uniquely deﬁned
by the state vector as
mt = (m
x
t ,m
y
t , ψt), (5.2)
where ψt denotes the heading of the associated link. It is computed by propagating the position
of the start node along the direction of the link by the length of st. Note that the map-matched
position is not shifted in lateral direction according to the lane number, because the error of the
road centerline position in the map can be larger than the road width. Corrections of the map-
matched position by the estimated lane would impose a signiﬁcant risk of decreasing the accuracy.
Fig. 5.8 – Deﬁnition of a map-matched position mt = (m
x
t ,m
y
t , ψt) from xt = (kt, lt, st).
It is assumed that the lane is independent of the position along the link, therefore the probability for
the states can be factorized as
p(xt) = p(kt, lt, st) = p(kt, lt|st)p(st) = p(lt|kt, st)p(kt|st)p(st) = p(lt|kt)p(kt|st)p(st). (5.3)
The observations of the system are given by the estimated absolute position zt of the vehicle and the
measurements ct of the camera,
yt = (zt, ct), (5.4)
with zt = (z
x
t , z
y
t , θt) and ct = (bl, br) as deﬁned in Section 5.1.2.
The dynamical system is deﬁned as a Hidden Markov Model (HMM), which is described by the transi-
tion probability p(xt|xt−1) and the observation probability p(yt|xt), see section 3.1.
The goal is to estimate the ﬁltering distribution p(xt|y1:t), which gives the solution to the map-matching
problem in the Bayesian framework,
p(xt|y1:t) = p(kt, lt, st|z1:t, c1:t). (5.5)
A graphical representation of the dynamic Bayesian network that speciﬁes the independence relations
of the HMM is shown in Figure 5.9. Note that the encoded assumptions will be explained during the
presentation of the transition and the observation probabilities in the next section.
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Fig. 5.9 – Hidden Markov Model for the map-matching system at time t
5.3 Particle filter for lane-level map-matching
The posterior probability of the map-matched position is expected to be multi-modal due to the road
network topology and the properties of the sensor systems. This assumption is reasonable for map-
matching problems at intersections and bifurcations in urban environments. Therefore, particle ﬁlter-
ing is a suitable approach for estimating the corresponding ﬁltering distribution.
In the general case, an analytic expression for the optimal importance function is not available and
approximation of it implies substantial computational eﬀort. To allow for an eﬃcient implementation,
the principle of bootstrap particle ﬁltering is followed and the motion model of the system is employed
as the importance function. Thus, the particles are sampled according to x
(i)
t ∼ p(xt|x
(i)
t−1). Con-
sequently, the particle weighting process involves the evaluation of the observation model as deﬁned
in (3.16).
This section describes all steps in sequential importance resampling for the application of particle
ﬁltering to the map-matching problem. To design a robust particle ﬁlter, appropriate models for
particle sampling and weighting are introduced.
5.3.1 Target dynamics
The transition probability p(xt|xt−1) of the HMM is deﬁned by the motion model of the system, which
describes the evolution of the state vector along the road network. The motion model of the state vector
determines the one-dimensional shift of the oﬀset along the link, the topological decision for the succes-
sor link when the map-matched position passes link ends and lane changes.
The transition probability can be factorized using (5.3) and the independence between oﬀset st and
lane number lt,
p(xt|xt−1) = p(lt|lt−1, kt, kt−1, st−1) p(kt|kt−1, lt−1, st, st−1) p(st|st−1, lt−1, kt−1)
= p(lt|lt−1, kt, kt−1) p(kt|kt−1, lt−1, st) p(st|st−1, kt−1). (5.6)
Transition of offset along link p(st|st−1, kt−1)
The position along the link is propagated by the estimated distance the vehicle has traveled since the
last time step. If the updated oﬀset exceeds the link length, the corrected oﬀset will be applied to the
oﬀset along the successor link. Thus, the transition of the oﬀset st is deﬁned as
st = st−1 +∆st − ζt, (5.7)
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where ζt ∈ R is the correction term when the end of link is passed:
ζt =

L(kt−1) if st +∆st > L(kt−1),
L(predt−(st +∆st) if st +∆st < 0,
0 else,
(5.8)
where predt deﬁnes the link adjacent to kt that has been previously visited by the particles. If multiple
links are traversed in this way, the correction is applied recursively until st +∆st < L(kt). The link
successor is chosen according to p(kt|kt−1, lt−1, st, st−1) at each link transition, details are described
below.
The error model of the oﬀset shift ∆st considers inaccuracies of the absolute vehicle position as well
as map errors. Let ut denote the estimate of the distance traveled as computed from the absolute po-
sitioning estimate. The error of this estimate is assumed to be Gaussian,
ut = vt ∆t+ ǫt, ǫt ∼ N (0, σ
2
pos). (5.9)
Because the transition model determines the particle spreading, robustness against map errors must
be ensured. Such inaccuracies are caused by a road segment displacement or a heading adjust-
ment during the map digitalization and generalization process. This map induced uncertainty is
added to the estimate of the traveled distance as Gaussian noise. The oﬀset shift is then given
as
∆st = ut + τt, τt ∼ N (0, σ
2
map). (5.10)
After adding the possibly negative noise terms, ∆st can be negative, leading to an oﬀset shift backwards
to the link where the current position emerged. For correct backwards propagation, predt maintains
the link that has been previously visited.
Note that particles that are propagated according to the presented transition model will populate the
road network along links independently of link transitions. This fact avoids undesirable biases in the
particle cloud caused only by the road network discretization. Such limitations were observed in prior
methods for road-constrained particle ﬁlters [52].
Limiting the map-matched position to the road network guarantees that the result is always well-
deﬁned. However, in unmapped areas the result is meaningless, when the distance between the map-
matched position and the real vehicle position is large. In such oﬀ-road cases an exception handling
is necessary, which is not supported by the particle ﬁlter. The particle ﬁlter method needs to be sus-
pended until candidates on the road explain the measurements reasonably well.
Transition of link p(kt|kt−1, lt−1, st)
When the oﬀset of the particle shift exceeds the link length, a successor link needs to be determined.
This successor should be chosen such that it represents the true vehicle path. Link and lane connec-
tivities from the map are used to sample particles on the successor links.
If only link connectivities are given for the current link, the decision to follow them during particle
sampling has the deﬁned probability ν. In this case, all links from the set of successor links have equal
probability to be selected,
p(kt = k
j |kt−1 = k
i, lt−1) =
1
MlinkSucc
if kj ∈ succ(ki), MlinkSucc =
∣∣∣succ(ki)∣∣∣ . (5.11)
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With a probability of 1−ν the other links that are adjacent to the current link, but not reachable with
regular turn maneuvers, are added to the set of possible link successors to obtain robustness against
non-conformable turns and missing connectivities in the map. In this case it holds
p(kt = k
j |kt−1 = k
i, lt−1) =
1
MlinkAdj
if kj ∈ adj(ki), MlinkAdj =
∣∣∣adj(ki)∣∣∣ . (5.12)
Examples for the application of (5.11) and (5.12) at an intersection are shown in Figure 5.10.
(a) (b)
Fig. 5.10 – Examples for possible link transitions from kt−1 = k
i and their probabilities according to
connected links (purple) and an adjacent link (purple dashed). (a) The two possible successor
links connected to ki have equal probability of 1
2
to be selected if the decision to follow link
connectivities is chosen with probability ν. (b) If link connectivities are not applied, all
adjacent links obtain the same probability of 1
3
.
If lane connectivities are given for the current link, the decision to follow them during particle sampling
has the deﬁned probability γ. In this case, all links from the set of successor links connected to the
current lane have equal probability to be selected,
p(kt = k
j |kt−1 = k
i, lt−1 = l
m) =
1
MlaneSucc
if kj ∈
{
k : (k, ·) ∈ cnt(ki, lm)
}
,
MlaneSucc =
∣∣∣{k : (k, ·) ∈ cnt(ki, lm)}∣∣∣. (5.13)
With a probability of 1−γ lane connections are not followed and only link connections are considered.
This case is handled according to (5.11) and (5.12). Figure 5.11 illustrates examples at an intersection
with lane connectivities.
In case the link history is traversed backwards, the predecessor of kt−1 is chosen,
p(kt = predt |kt−1) = 1, if st +∆st < 0. (5.14)
Note that the planned route is not considered as a link successor criterion. This assumption has been
made to provide a fast adaption of the map-matching system when the traveled path deviates from the
planned route. Otherwise the particles would stick to the planned route and bias the map-matcher to-
wards route links under the assumption that the driver always follows the route.
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(a) (b)
Fig. 5.11 – Examples for possible link transitions from kt−1 = k
i, lt−1 = l
m and their probabilities
according to connected links (purple) and lanes (orange). (a) The two possible successor
links connected to ki, lm have equal probability of 1
2
to be selected if the decision to follow
lane connectivities is chosen with probability γ. (b) If lane connectivities are not applied, but
link connectivities are followed, all successor links obtain the same probability of 1
3
.
Transition of lane p(lt|lt−1, kt, kt−1)
Lane transitions in the motion model enable the particles to follow performed lane changes. If the
particle remains on the same link after the link transition is applied, lane transition events are triggered
by camera measurements. When a lane change event is detected by the camera at the current time
step, the lane state will be shifted according to the direction of lane change with probability α. Taking
into account false positive detections, the lane transition does not follow the lane change event with
probability 1− α,
p(lt = l
m + at|lt−1 = l
m, kt = k
i, kt−1 = k
i) = α
p(lt = l
m|lt−1 = l
m, kt = k
i, kt−1 = k
i) = 1− α
if at ∈ {−1, 1} , (5.15)
where lm ∈ [1, . . . ,L(ki)].
Lane changes can be missed by the camera when lane markings are not correctly detected or lane
markings on the road are missing. To handle such false negative cases, a lane change event a˜t is
triggered with probability ρ if no lane change event is detected by the camera. Left and right lane
change events are assumed to have equal probability, p(a˜t = −1) = p(a˜t = 1) = 0.5. In this case, the
lane transition as deﬁned in (5.15) is applied with probability α = 1.
The ﬁnal lane number is bounded to prevent it from exceeding the deﬁned range of lane numbers for
the respective link,
lt = min (max(lt−1 + at, 1),L(kt)) . (5.16)
At link transitions, lane changes follow the given lane connectivities between the previous link kt−1
and the updated link kt after link transition. If multiple lanes are connected, each lane is assigned
equal probability,
p(lt = l
n|lt−1 = l
m, kt = k
j , kt−1 = k
i) =
1
Nsucc
, for all ki = predt and (k
j , ln) ∈ cnt(ki, lm), (5.17)
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where Nsucc is the number of successor lanes on link k
j for given lane lm,
Nsucc =
∣∣{ln : (kj , ln) ∈ cnt(ki, lm)}∣∣.
In case of a backward link transition kt = predt, each predecessor lane, as given in the lane connec-
tivities, is assigned equal probability,
p(lt = l
n|lt−1 = l
m, kt = k
j , kt−1 = k
i) =
1
Npred
, for all kj = predt and (k
i, lm) ∈ cnt(kj , ln), (5.18)
where Npred is the number of predecessor lanes on link k
j for given lane lm,
Npred =
∣∣{ln : (ki, lm) ∈ cnt(kj , ln)}∣∣.
The lane transition probabilities in case of a (backwards) link transition are visualized in Figure 5.12.
(a) (b)
Fig. 5.12 – Examples for possible lane transitions from lt−1 = l
m on kt−1 = k
i according to the updated
link kt = k
j and connected links (purple) and lanes (orange). (a) The two connected lanes
from lm have equal probability of 1
2
to be selected. (b) Lane transition after backwards link
transition. Only one lane on kt = k
j is connected to lane lt−1 = l
m from kt = k
i.
5.3.2 Observation model
Since the transition probability deﬁnes the particle sampling, it follows from (3.16) that the particle
weights include the evaluation of the likelihood,
w
(i)
t ∝ w
(i)
t−1 p(yt|x
(i)
t ). (5.19)
The likelihood is determined by the observation model, which includes two sources of measurements,
the absolute vehicle positioning and the camera system,
p(yt|xt) = p(zt, ct|lt, kt, st). (5.20)
It can be assumed that these two parts of the observation model can be treated separately, because of
two reasons: First, the error of low-cost absolute positioning systems can be in the magnitude of the
road width, which prevents using this measurement for estimating the lateral position of the vehicle
on the road. Second, the lane markings detection from the camera is not aﬀected by the oﬀset along
the link and therefore also independent from road map related parameters. These assumptions lead
to the factorization of the likelihood,
p(yt|xt) = p(zt, ct|lt, kt, st) = p(zt|lt, kt, st) p(ct|lt, kt, st)
= p(zt|kt, st)p(ct|lt, kt). (5.21)
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Observations from absolute positioning system p(zt|kt, st)
The estimated absolute position contains the geographical position (zxt , z
y
t ) and the absolute head-
ing θt. These measurements are used for comparison with the map-matched position mt from the
particle states vector. Two criteria are applied: First, proximity of position and second, heading
similarity.
For the proximity term of the observation model, the distance between the map-matched position and
the estimated absolute position is deﬁned as
dz = dz(zt,mt), dz : R× R→ R+, (5.22)
where the metric dz(·, ·) is the great circle distance between two geographical coordinates, Figure 5.13.
The weight associated with the proximity between the map-matched position and the absolute position
is deﬁned as
wz = exp(λ dz). (5.23)
with λ < 0. The exponential function guarantees that larger deviations between the map-matched posi-
tion and the absolute position are weighted over-proportionally, Figure 5.14a.
Fig. 5.13 – Distance metrics for proximity and heading diﬀerence
(a) (b)
Fig. 5.14 – Examples of weighting functions. (a) Proximity weights from (5.23) with λ = −0.08. (b) Head-
ing weights from (5.25) with β = 10 and µ = 7.5.
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The heading term is similarly based on a distance measure between the headings of the link of the
map-matched position and the estimated absolute heading,
dθ = dθ(θt, ψt), dθ : [−π;π]× [−π;π]→ [0;π] , (5.24)
where the metric dθ(·, ·) is deﬁned as the “normalized diﬀerence” [77] between two angles, Figure 5.13.
The weight associated with the similarity of headings between the map-matched position and the
absolute position is deﬁned as
wθ =
1
1 + exp(βdθ − µ)
, (5.25)
with β, µ > 0. The sigmoidal shape of this weight function models the property of small angle
deviations as not being meaningful for the discrimination of map-matched candidates, Figure 5.14b.
The generalized link geometry at intersections and bifurcations often prevents ﬁnding map-matched
candidates with a high heading similarity. Thus, the associated heading criterion contributes to the
particle weights variation only when a certain threshold of the heading diﬀerence is reached. For
small deviations, particles weights are almost equal to 1. If the heading diﬀerence reaches a certain
threshold, the weights are close to zero to increase the probability of the particles to be removed during
resampling.
Both the proximity and the heading criteria should be met for a particle to obtain a high weight.
Thus, the likelihood p(zt|kt, st) is deﬁned by the multiplication of the proximity and the heading
weight,
p(zt|kt, st) ∝ wzwθ. (5.26)
Observations from camera system p(ct|lt, kt)
The likelihood of the lane markings detection for a given lane is based on a model that associates lanes
with expected types of left and right lane markings. The proposed model is based on German-style
lane markings, where the outer markings of outer lanes are mostly solid and the inner markings of
inner lanes are mostly broken, Figure 5.15. For other countries, this model needs to be revised. This
model is suited to distinguish lanes on multi-lane roads with less than four lanes. For four lanes and
more, there is more than one inner lane that explains observations of broken lines for the left and
right lane markings equally well. Since the focus of this work lies in urban scenarios, this model is
suﬃcient.
Fig. 5.15 – Model for expected lane markings on a three-lanes road
To determine the likelihood for each lane, the detected lane marking types ct = (b
l
t, b
r
t) are compared
with the lane lt according to the lane markings model. To quantify this evaluation, diﬀerent levels of
likelihood are introduced, υ is rather uncertain, χ is neutral, ξ rather certain and κ quite sure about
the likelihood of the measurement for the given lane. It holds by deﬁnition 0 < υ < χ < ξ < κ < 1.
The computation of the lane weights wl for all combinations of lanes lt and detected lane marking
types (blt, b
r
t) summarized in Table 5.1. It is deﬁned that lane markings contribute only to the lane
weight if the current link kt has more than one lane, otherwise the neutral value χ is applied. The
only exception is given at a single-lane link, where solid lane markings on both sides are observed.
In this case the value ξ is assigned to that lane, in all other cases υ is assigned to a single-lane link.
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left lane marking type lt ∈ Nkt right lane marking type
blt L(kt) 2, . . . ,L(kt)− 1 1 b
r
t
wl
solid χ χ χ solid
κ υ υ broken
ξ χ χ unknown
broken υ υ κ solid
L(kt) = 2 χ - χ broken
L(kt) > 2 υ κ υ
χ χ ξ unknown
unknown χ χ ξ solid
ξ ξ χ broken
χ χ χ unknown
Tab. 5.1 – Lane weights wl according to diﬀerent levels of likelihood denoted by υ, χ, ξ, and κ for links
with more than one lane. If kt corresponds to a two-lanes road, the middle column lt ∈
{2, . . . ,L(kt)− 1} is left out, unless otherwise stated.
Some examples from the deﬁnitions of the lane weight wl illustrate the motivation of this observation
model:
1. If the left lane marking is detected as solid and the right as broken, then the leftmost lane obtains
a high weight, p(ct = (solid,broken)|lt = L(kt), kt) ∝ wl = κ.
2. If the left and right lane marking are detected as broken, then this observation is meaning-
less for either lane on a two-lanes road and therefore both obtain a neutral weight, p(ct =
(broken,broken)|lt ∈ {1, 2}, kt) ∝ wl = χ, if L(kt) = 2.
3. If the left lane marking is detected as unknown and the right as broken, then it is rather certain
that this observation corresponds to either the left or the middle lane on a three-lanes road,
p(ct = (unknown,broken)|lt ∈ {2, 3}, kt) ∝ wl = ξ, if L(kt) = 3.
4. If the left lane marking is detected as solid and the right as broken, a single-lane road obtains a
neutral weight, p(ct = (solid,broken)|lt, kt) ∝ wl = χ, if L(kt) = 2, whereas the leftmost lane on
a three-lanes road obtains a high weight, p(ct = (solid,broken)|lt = 3, kt) ∝ wl = κ, if L(kt) = 3.
The composition of the link weight related to the absolute position observation and the lane weight
related to the lane markings observations determines the total weight of the particle. These two models
are combined by a logical AND-conjunction and therefore their weights are multiplied to obtain the
ﬁnal particle weight,
w
(i)
t ∝ w
(i)
t−1 p(zt|k
(i)
t , s
(i)
t ) p(ct|l
(i)
t , k
(i)
t ) = w
(i)
t−1w
(i)
z w
(i)
θ w
(i)
l . (5.27)
5.3.3 Resampling
The same resampling strategy as described for airborne vehicle tracking in Section 4.3.3 is ap-
plied to mitigate particle degeneracy. After resampling, all particles have uniform weights and the
particle weighting process in the subsequent time step is reduced to the evaluation of the likeli-
hood,
w
(i)
t+1 ∝ p(yt+1|x
(i)
t+1). (5.28)
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5.4 Parameter modeling and sensitivity analysis
The motion model and the observation model contain several parameters to control the variance of
the particle spreading and weighting, respectively. The optimal choice of these parameters is related
to models that balance the trade-oﬀ between robustness and precision of the estimate. The layout of
the chosen parameters is explained and a parameter sensitivity analysis is presented for the complex
parts of the system models.
5.4.1 Parameters of the motion model
Setting the probability parameters of the motion model depends on the reliability of map informa-
tion, position estimates and camera detection of lane change events. The motion model needs to be
restrictive enough to spread the particles eﬃciently, but also fairly robust to cover links and lanes
suﬃciently with particles.
The spreading of each state vector variable is controlled by an individual parameter. The oﬀset st
along the link is propagated by the oﬀset shift ∆st, which is normally distributed with the mean
located at the estimated distance traveled and the variance deﬁned by σ2pos + σ
2
map according to
(5.9) and (5.10). The absolute position estimate noise is assumed to be constant as a property of the
absolute positioning system. It is set to a ﬁxed value in this work to evaluate the particle ﬁlter method
independently of the positioning quality, which is aﬀected by the individual sensor conﬁguration and
positioning method. The standard deviation of this noise is set to σpos = 2 meters, which represents
the quality of a low-cost system.
The standard deviation of the map error controls the extend to which links are explored by the particle
cloud. On the one hand, this noise parameter should allow the particles to capture portions of the
road network that contain possible hypotheses for the map-matched position. On the other hand, the
spreading of the particles should be small to minimize the number of particles that are required to cover
links with a suﬃcient density. Scenarios with diﬀerent complexity are selected to analyze parameter
variations of σmap systematically, Figure 5.16. For this experiment, all successor links are assigned
equal probability and single-lane links are assumed. The particles at the previous time step are set
to the same position and the mean of the distance traveled as estimated by the absolute positioning
system is set to one meter, ut ∼ N (1, σ
2
pos). Each scenario is computed with three diﬀerent values of
the noise standard deviation, σmap ∈ {1, 5, 10} meters.
When the vehicle drives along a straight road, map errors in the road segment heading lead to a
deviation between the true length of the road segment and the mapped link. Thus, the projection of
the distance traveled on the mapped link needs to be adapted. If the true road and the mapped link
run in parallel, the positioning noise alone would determine the particle spreading suﬃciently. Since
this is rarely the case in real world scenarios, the amount of spreading controls the robustness against
heading errors in the map. Such headings errors are especially apparent at bifurcations, Figure 5.16b.
Also, the uncertainty of the localization of the road split point in the map needs to be considered.
When the split point is mapped behind the true location in driving direction, the complete particle
cloud could already reside on the wrong link once the vehicle arrives at the split point. To increase
the chance that particles arrive at the split point at the same time as the vehicle reaches the true split
point, the diﬀusion level of the particles must correspond to the expected map generalization error.
At T-junctions, a similar strategy applies: The particles need to populate a reasonable portion of the
links before and after the intersection point to avoid a premature exclusion of the alternative link,
Figure 5.16c. However, when the spreading increases, the density of the particles on the individual links
decreases for the same number of particles. The noise level of the spreading should be suﬃciently low to
avoid sparse sampling at complex intersections with multiple successor links, Figure 5.16d. Otherwise,
the precision of the particle ﬁlter estimate is negatively aﬀected.
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(a) (b)
(c)
(d)
Fig. 5.16 – Particle spreading at diﬀerent scenarios, (a) straight road, (b) bifurcation, (c) T-junction
and (d) intersection. Blue dots show particle positions for 100 particles. The yellow marker
indicates the mean position of the shifted particle cloud and the direction of travel. The
particle propagation is evaluated with σmap = 1 (left), 5 (middle) and 10 (right) meters.
Now the “optimal” value of σmap needs to meet robustness and precision criteria in these diﬀerent
scenarios. From the comparison in Figure 5.16, it shows that a small value of σmap = 1 meter restricts
the particle cloud to possible hypotheses, which are only a few meters around the intersection or
split point of multiple branching links. Especially in the ambiguous scenario at a road bifurcation,
the spreading is too small to robustly handle split point displacements in the map, Figure 5.16b.
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Setting the noise parameter to 10 meters increases the spreading such that the particle cloud explores
the links to an extent that tolerates map errors in complex or ambiguous scenarios, Figure 5.16c.
Although such noise level would be a preferable choice, the computational eﬀort for updating the
required amount of particles is infeasible for an onboard processing unit. As the comparison shows,
a number of 100 particles is hardly suﬃcient to cover the links densely enough for reliable estimates,
Figure 5.16d. Therefore, a value of 5 meters for σmap is suggested to balance eﬃciency and robustness
of the estimate.
At link transitions, the link and lane successor probabilities deﬁne the uncertainty about map infor-
mation and driving maneuvers. It is assumed that the map information deﬁnes the correct connection
between transition links because common routing algorithms are based on this information. Thus, the
related parameter ν is set to 0.9. If lane connectivities are given, the suggested map information is
trusted to a high level. However, since no commercial use of these data is known, the data is assumed
to be not entirely reliable and the probability parameter γ is set to 0.7. It is further believed that turn
maneuvers from or to lanes that are not according to the traﬃc regulations occur more frequently
than entering forbidden links.
As a consequence of detected lane changes by the camera, the particles follow this lane change with a
probability of α. Again, since the camera system is employed for a lane keeping assistant functionality,
this event detection is trusted with α = 0.9. The detection of a lane change event requires the stable
detection of lane markings. Since situations frequently occur where lane markings are not existent
or the detection fails, random lane changes are applied reasonable often to compensate missed lane
changes. With a probability of ρ = 0.2, a lane change event is triggered.
The proposed models are tested using the values summarized in Table 5.2.
transition model probability parameter value
(5.9) σpos 2 [m]
(5.10) σmap 5 [m]
(5.11), (5.12) ν 0.7
(5.13) γ 0.9
(5.15) α 0.9
ρ 0.2
Tab. 5.2 – Parameter values of the motion model
5.4.2 Parameters of the observation model
The weighting parameters within the observation models are crucial for the overall performance, be-
cause they determine the characteristics of the particle weighting. A preferable weight distribution al-
lows to discriminate particles that represent correct hypotheses for the map-matched position from mis-
matched candidates while compensating measurement and map inaccuracies.
The hypotheses weights include the proximity criterion (5.23), which assigns a high value to particles
close to the estimated absolute position. The factor λ takes into account uncertainty about absolute
positioning and map displacement. It provides a relaxation of the assumption that the particle closest
to the absolute position represents the most probable hypothesis for the map-matched position. The
higher λ, the more robust the observation model is against positioning or map displacement errors.
This comes at the cost of precision, because close hypotheses obtain nearly similar weights. This
impact is visualized in Figure 5.17. For small values of λ, the curve rapidly drops and assigns weights
close to zero to particles that are more than 20 m away from the estimated absolute position. For
5.4 Parameter modeling and sensitivity analysis 91
Fig. 5.17 – Proximity weighting function for variation of λ from (5.23)
larger λ, more weight is given to distant particles. At the same deviation of 20 m, a weight of 0.4 is
assigned for λ = −0.05.
The eﬀect of parameter variation is demonstrated on real road examples. A uniform, densely sampled
particle cloud is simulated to evaluate continuous variation of the weighting function, Figure 5.18.
On a single road segment, the most likely position on the road is uniquely determined by the closest
point on that road, Figure 5.18a. Therefore, the variation of weights is only applied in longitudinal
direction to the respective road. Similarly to the motion model noise, it models the uncertainty of
absolute positioning and link position. To avoid that sampled particles fall in regions of low likelihood,
the noise of the proximity weighting should cover a similar range. At bifurcations, map errors are
apparent, Figure 5.18b. A strict weighting function with low λ can let particles on the alternative
road segment die out too early. In the opposite case, a high value for λ would lead to ineﬃcient
reproduction of particles once the hypothesis for the road branch can be decided unambiguously after
the vehicle has passed the bifurcation. At T-junctions and intersections, Figures 5.18c, 5.18d, the link
position in the map deviates from the absolute vehicle position by a few meters. Here, the weighting
function needs to balance robustness against the lateral position oﬀset from the road and preciseness
of the map-matched estimate. From these examples it can be deduced that λ = −0.08 is a good factor
to meet requirements of both robustness and precision. This value will tolerate deviations of up to
60 m before setting particle weights close to zero.
The second weighting term is deﬁned by the heading deviation between the estimated absolute position
and the particle. In (5.25), the variation is deﬁned by the parameters µ and β, which have diﬀerent
eﬀects on the weighting function. While µ deﬁnes the shift along the x-axis, β determines the gradient
of weights decrease. Within the given parameter ranges for µ and β as shown in Figure 5.19, only
angle diﬀerences between 0 and 90° obtain weights well above zero. Large values of µ lead to an
immediate discrepancy of particle weights, while small values of µ result in similar weights for small
heading diﬀerences. An intermediate values of µ = 7.5 assigns similar weights to heading diﬀerences
below 15°, before the weighting function starts to diﬀerentiate between particle heading angles. For
the parameter β, larger values lead to a rapid drop of particle weights, while small values of β induce a
moderate decrease. For µ = 7.5 and β = 10, the strongest weights discrepancy happens approximately
between 30° and 60° heading diﬀerence.
To examine the eﬀect of parameter variation in practice, the heading diﬀerence weighting function is
evaluated at bifurcation and intersection scenarios. At the bifurcation scenario, the road splits into
two branching segments, which are characterized by slowly diverging headings, Figure 5.20. The map
representation models this scenario as one road segment, which matches the real course of road well
and the second segment with a signiﬁcantly diﬀerent heading at the splitting point. If the vehicle takes
the right turn in driving direction, its real heading will not match with the correct road segment in the
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Fig. 5.18 – Link proximity weighting at diﬀerent scenarios, (a) straight road, (b) bifurcation, (c) T-
junction and (d) intersection. Proximity weighting is evaluated with λ = −0.2 (left),
−0.08 (middle) and −0.05 (right).
map. This scenario is a typical representative of diverging roads, where the heading resolution of the
map is heavily generalized. Such situations are very critical for correct map-matching, because a high
risk exists that the ambiguity is biased towards the link that initially matches better with the absolute
vehicle heading. Therefore, the observation model needs to be relaxed to avoid the interpretation of
the heading diﬀerence as the deciding measure for particle weighting.
First, the parameter µ is ﬁxed to 7.5 and β is varied, Figure 5.20a. For β = 18, a signiﬁcant weight
decrease for small heading deviations penalizes hypotheses on the exit branch of the bifurcation.
Since the link heading from the map does not exactly represent the diverging characteristic of the
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Fig. 5.19 – Heading weighting function for variation of µ and β from (5.25). (a) Parameter β = 10 is
ﬁxed, (b) parameter µ = 7.5 is ﬁxed.
real course of the road, an immediate decline of hypotheses weights with small heading diﬀerence
would pose a high risk of losing particles on the alternative branch too early . For β = 10, this
ambiguity is handled more appropriately. This weighting function does not distinguish hypotheses at
the early stage of branching roads by their heading diﬀerence. However, once the link heading clearly
deviates, the according hypotheses slowly decrease in weight. For β = 7, larger heading diﬀerences are
required before the weight signiﬁcantly decreases. At a road bifurcation, this parameter value would
ineﬃciently maintain particles, which have low probability of belonging to the correct map-matched
road segment.
Next, the eﬀect of variation of µ is studied, Figure 5.20b. When β is ﬁxed to 10, a value of µ = 5
prematurely discriminates hypotheses on the exit branch. For µ = 10, the branching roads are equally
rated, but neither branch dominates until they clearly diverge. Thus, the parameter combination of
β = 10, µ = 7.5 is the preferable choice, because this conﬁguration tolerates initial map heading errors
at bifurcations without keeping particles unnecessarily alive when their heading is clearly out of a
feasible range.
Similar characteristics of parameter variation eﬀects can be observed at an intersection scenario,
Figure 5.21. At a T-junction, two turning road segments are generalized into links in the map, which
have a discontinuous heading transition at the intersection point. Thus, within in the intersection area,
neither link matches with the real absolute vehicle position. Starting with a ﬁxed value of µ = 7.5 and
β = 18 obviously no distinction between successor links is possible, Figure 5.21a. For β = 10, both the
predecessor link and the most likely successor link are assigned comparable weights. This weighting
property matches the expected heading weights, because at this stage, the situation is undecidable
considering only heading diﬀerence information. For β = 7, also the opposite successor link obtains
signiﬁcant weights, although it is very unlikely that it contains the correct map-matched position. In
case of setting β = 10 and varying µ, the observation model becomes too strict for µ = 5, Figure 5.21b.
For µ = 10, the weights distribution is acceptable, but the opposite successor link obtains a higher
weight than for µ = 7.5. Therefore, just as in the bifurcation scenario, β = 10, µ = 7.5 seems to be
the optimal parameter conﬁguration in terms of eﬃciency and robustness against map generalization
errors.
The lane hypotheses are weighted by comparing the observed lane marking types from the camera
with the expected lane markings from the lanes model (5.1). Diﬀerent levels of likelihood can be
assigned according to the matching result. These levels are deﬁned by the parameters υ, χ, ξ and κ.
The lowest value υ is set to 0.2. It is applied, when both the left and the right lane markings have
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Fig. 5.20 – Particle heading weighting at a bifurcation for (a) β ∈ {18, 10, 7}, µ = 7.5 (from left to right)
and (b) β = 10, µ = 5 (left), µ = 10 (right)
been classiﬁed as broken or solid and the expected lane markings from the hypothesized lane do not
match with observed ones. If they match, then the highest likelihood value of κ = 1 is assigned to the
lane hypothesis. If only the lane marking on one side is visible or successfully classiﬁed, then both the
probability values for the matching case is lowered, ξ = 0.8. In the non-matching case if the expected
lane marking on the classiﬁed side does not match with the observation, a neutral value of χ = 0.5 is
assigned. This value is also applied if solid lane markings are observed on both sides or lane markings
on both sides cannot be classiﬁed, regardless of the lane hypothesis.
Since the resulting lane weight is multiplied by the link weight to obtain the particle weight, the
lane weight implicitly controls the particle replication after resampling. Thus, the lane weight prob-
ability parameters are all above zero to avoid particle exclusion caused by the result of lane match-
ing.
Typical results of lane weighting and the inﬂuence on link hypothesis evaluation are analyzed at
example scenarios, Figure 5.22. When the vehicle approaches a road bifurcation, the observed lane
marking types indicate the correct lane matching. For left and right observed broken lane markings,
the middle lane(s) are more likely than the outer lanes, Figure 5.22a. If the lane markings were
detected correctly by the camera, a single-lane link is a very unlikely hypothesis for the map-matched
position. However, for robustness against false detections it obtains a neutral weight. Observations of
a left broken line and a right solid line indicate a strong hypothesis for the rightmost lane, Figure 5.22b.
Again, the single-lane link obtains a neutral weight for robustness reasons. If lane markings on both
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Fig. 5.21 – Particle heading weighting at a T-junction for (a) β ∈ {18, 10, 7}, µ = 7.5 (from left to right)
and (b) β = 10, µ = 5 (left), µ = 10 (right)
sides are detected as solid, the lane hypothesis on the single-lane link is higher than for the multiple-
lane links, Figure 5.22c.
When the vehicle drives on a road that merges with another one, lane weights support the decision for
the correct lane and link hypothesis. If the left and right lane markings are detected as broken, both
lane hypotheses on the two-lanes link obtain a lower weight than the middle lane on the three-lanes
link. This weighting strategy biases the hypothesis towards the successor link, which increases the
probability of correct map-matching if the camera measurements are correct, Figure 5.22d. Otherwise,
the neutral lane weights on the two-lanes link facilitates robustness against false classiﬁcations. If the
lane markings model represents the true road environment and the observed lane marking types are
classiﬁed correctly, the correct lane can be identiﬁed with high conﬁdence. This is the case as simulated
in Figure 5.22e, where a solid lane marking on the left and a broken lane marking on the right indicate
that the rightmost lane is traveled. However, the lane weights interpretation is critical, if the joining
roads were separated by a solid line, which should prevent drivers from immediate lane changes. Now
it is assumed that the vehicle enters the successor link on the middle lane, which is separated to the
left by a solid line. In this case, the lane model does not match with reality and a left solid line and a
right broken line can corrupt the map-matched result, because the middle lane obtains a low weight,
Figure 5.22f. Therefore, a small probability larger than zero must be maintained on the alternative,
but unlikely lane hypotheses.
To conclude, the power of the observation models and from these the derived particle weighting
functions lies in their ability to robustly handle heading inconsistencies between map, observations
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Fig. 5.22 – Lane weights for diﬀerent simulated camera observations of the lane marking types. Road
bifurcation with (a) left broken, right broken, (b) left broken, right solid, (c) left solid, right
solid observed lane markings. Lane weights on joining roads with (d) left broken, right broken,
(e) left broken, right solid, (f) left solid, right broken observed lane markings.
and reality. In this work, the proposed observation models are tested using the values summarized in
Table 5.3.
5.5 Mode seeking
The output of the particle ﬁlter method for map-matching is a set of weighted particles, which represent
candidates for the map-matched position. To obtain a meaningful result for navigation or map display
applications, this output is transformed into a condensed representation of the most likely hypotheses
about the map-matched position. Since the particle cloud represents a multi-modal distribution, e.g.
at road bifurcations, simple statistical measures are not suitable for robust state estimation. The
goal is to ﬁnd a state estimation method that computes the unique map-matched hypothesis when
the situation is unambiguous and multiple hypotheses together with their probabilities when the
situation is not decidable. Clustering is applied to ﬁnd the dominant hypotheses about the link-based
map-matched position together with the probability of each hypothesis. In this section, a clustering
observation model probability parameter value
(5.23) λ -0.08
(5.25) β 10
µ 7.5
Table 5.1 υ 0.2
χ 0.5
ξ 0.8
κ 1
Tab. 5.3 – Parameter values of the observation model
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technique for map-matching is introduced to ﬁnd the dominant modes of this multi-modal distribution
of the map-matched position constrained to the road network.
5.5.1 Link hypotheses
In a Euclidean space, (weighted) mean-shift clustering provides an eﬀective method to divide the
state space into clusters and ﬁnd the representative state for each cluster [30]. However, this method
cannot be directly applied in the map-space, because the mean in this non-Euclidean space is not
directly deﬁned. As an alternative approach, medoid-shift provides a generalization of mean-shift
to any metric space [151]. Medoid-shift replaces the local mean by the medoid, which is deﬁned
as the sample with the smallest distance to the mean. This algorithm proceeds iteratively similar
to mean-shift until each sample has converged to its cluster center. The resulting mode-seeking
method iterates over the medoids, which requires explicit medoid calculation only for the ﬁrst iteration.
The subsequent iterations associate the current sample with its medoid, which has already been
computed. In this way, eﬀective cycling within the sample set is performed. Another clustering
approach operates in the same manner as medoid-shift, but replaces the mean with the median [150].
Similar advantages as for medoid-shift clustering hold, because the median is also an element of the
sample set.
To apply median-shift clustering on samples in the road network, an appropriate deﬁnition of the
median in this space is required. Since the clustering algorithm operates on the weighted set of
particles, a deﬁnition of the weighted median needs to be found. Examples of median deﬁnitions in
multi-dimensional spaces are given by the geometric median, which minimizes the L1 norm, or the
Tukey median [150].
Finding the median of map-referenced positions relates to the problem of ﬁnding the 1-median in
a graph. In general, the solution of the p-median problem in the graph G = (V,E) with edge
weights w : V → R is given by Vp ⊂ V containing p vertices such that the sum of weighted dis-
tances from Vp to V is minimized, [85]. Thus, the 1-median is deﬁned as the vertex v that mini-
mizes ∑
x∈V
w(x)d(v, x), (5.29)
where d(v, x) is the length of the shortest path in G between v and x.
In the context of particle clustering in the road network, a subgraph is constructed around the local
neighborhood of the respective particle pi, i = 1, . . . , N . This subgraph contains all particles that can
be reached from pi with a path shorter than some threshold D. For each particle within this range, a
vertex vi is created and the particle link weight obtained from (5.26) is assigned to that vertex. Edges
are constructed between neighboring particles and the edge weights are determined by the distance
between these particles along the road network. It can be assumed that this local subgraph of the
road network is a tree, which is a graph with no cycles. In this case, the 1-median can be found by
Goldman’s algorithm in polynomial time [64].
After median-shift has been applied for each particle until convergence, one or multiple clusters
together with the cluster centers are returned. The dominant hypotheses are represented by the
cluster centers and the hypothesis weight is computed as the sum of link weights of the particles
that belong to that cluster. The best hypothesis is deﬁned as the hypothesis with the highest
weight.
The distance threshold parameter D [m] controls the distance between the ﬁnal cluster centers. A
small value produces more, closely spaced hypotheses, whereas a large value decreases the number
of more widely spaced hypotheses. On the one hand, this parameter value should be small enough
to distinguish individual links at intersections or branching roads. On the other hand, it should
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Fig. 5.23 – Local subgraph around the current particle (black circle) during one median-shift iteration.
A tree is constructed with all particles that can be reached from the current particle. The
link-based weight deﬁnes the particle color intensity.
be large enough to produce clusters that represent only the dominant hypotheses about the map-
matched position. When D is larger than the spreading of the particle cloud, only one hypothesis is
returned.
The evolution of hypotheses when the vehicle passes a bifurcation is presented in Figure 5.24. Diﬀerent
values for D are applied to demonstrate the eﬀect on the number and distribution of hypotheses. The
preferred choice is D = 20, because a single hypothesis is produced until the particle cloud arrives at
the road split point and the hypotheses separate when the particle cloud covers both road branches.
For D = 10, multiple hypotheses are produced when the particle cloud is still some meters away
from the bifurcation, although the situation is unambiguously decidable at this stage. For D = 30,
the hypotheses split further behind the bifurcation than for smaller values of D and therefore the
ambiguity in this situation would be detected later.
5.5.2 Lane hypotheses
After the best hypothesis for the link-based map-matched position is determined, the best lane hy-
pothesis is computed. For this, all particles on the same link as the best link-based hypothesis are
selected. For each lane on this link, the lane hypothesis weight is computed as the sum of all lane
weights (Table 5.1) of particles on the respective lane. The lane with the highest lane hypothesis
weight is returned as the ﬁnal lane estimate.
5.6 Results
The map-matched traces are evaluated to demonstrate the quality of the map-matching system. It
is suggested to measure the quality of the map-matched result in ﬁve categories: Accuracy, stability,
conﬁdence, robustness and computational performance.
The solution needs to be the accurate such that the correct assignment between the current absolute
position and the link of the road network together with the optimal position along the link is found.
For navigation and ADAS applications, accuracy requirements of the map-matched results are clearly
lower than for automated driving. An accuracy of better than 10 meters guarantees that driving
assistance and guiding systems can precisely react to turn maneuvers or deﬁned locations for example
of sharp turns or speed limits ahead.
The stability of the map-matcher determines the deviation of the result in comparison to the in-
put data. Small changes in the measurements of the absolute position and the camera system
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Fig. 5.24 – Evolution of particles (red) with link weights obtained from (5.26) and hypotheses (blue) after
median-shift clustering in the road network with (a)-(d)D = 10, (e)-(h)D = 20, (i)-(l)D = 30.
Hypotheses weights are normalized to sum up to one.
should lead to small changes in the map-matched solution. Especially in ambiguous situations, a
stable assignment to the correct link without jumps across links even in ambiguous situations is cru-
cial.
If the solution is ambiguous, a measure for the conﬁdence of the result is essential for driving functions
that use the map-matched position as input for further computations. In navigation systems, the
conﬁdence of the vehicle position is referred to as integrity [137]. A conﬁdence value provides the
100 Lane-level map-matching
degree of certainty of the map-matched result and can be used to predict failures of the map-matching
system.
Robustness of the map-matcher guarantees that the correct map-matched solution is found even under
map inaccuracies and environmental conditions that cause measurement errors. This criteria also
includes a fast recovering from mismatches, which is required to detect deviations from the planned
route and to adapt the guiding information immediately. A robust method ensures that the vehicle is
not lost under adverse conditions.
Since map-matching is operating online, real-time computations at the frequency of the incoming mea-
surements are necessary to enable the deployment on an embedded system.
The implementation of the map-matcher has been tested within the navigation framework in a
BMW research vehicle as described in Section 5.1. The positioning component computes an esti-
mate of the geographic vehicle position based on the fusion of GNSS, velocity, yaw rate and steer-
ing angle as described in Section 2.2.2. Traces of estimated absolute position and camera measure-
ments were recorded for oﬄine replay and reproduction of results. The number of particles was set
to 50.
The quality of the map-matcher in the above criteria is best assessed at challenging situations for
map-matching. Therefore, instead of performing ﬁeld tests and computing statistical measures of
quality for complete traces, this work focuses on the analysis of trace segments at characteristic
scenarios. Such scenarios are deﬁned by the road geometry and topology and include standard situa-
tions with straight roads or simple intersections, but also complex intersections or road bifurcations.
The scenarios for investigation of the map-matching quality are focused on urban areas, where chal-
lenging situations are frequently observed. Diﬃcult scenarios also occur when the environmental
conditions become adverse and measurement errors lead to map-matching ambiguities. In general,
deviations between the road geometry in the map and the absolute position trace complicate map-
matching.
5.6.1 Accuracy
The correctness of the matched links and lanes and the accuracy of the map-matched position along the
link are evaluated. The results allow to estimate the expected error of the map-matcher.
Comparing the results against the ground-truth solution would be the preferable way to evaluate the
accuracy of the map-matcher. However, since the map-matched solution is constrained to an inaccurate
link geometry, the truth solution for the map-matched position along the link is not computable. An
illustration of this property is shown in Figure 5.25.
Therefore, traces of the estimated absolute position and map-matched result are compared to each
other. This visualization scheme has proven to be useful for visual inspection of the map-matched
result [133]. For a rough estimate of the positioning and the map error, an aerial image is added
to the background of the visualizations, Figure 5.26a. All coordinates and measures are given in
meters. Some of the presented scenarios have been rotated for better comparison and optimized page
layout.
Under perfect conditions, the map and the estimated absolute position would match exactly. However
in practice a deviation between the map and the absolute position is observed. The larger this devia-
tion, the more diﬃcult the situation is for map-matching. The optimal map-matched position is deﬁned
as the orthogonal projection of the absolute position to the nearest link along the actual traveled route
in the map. The determination of the actual traveled route follows the map topology. This distance
between the absolute position and the optimal map-matched position is considered as a disturbing
variable qt in the map-matching system, which corresponds to an upper bound of the map-matching
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Fig. 5.25 – Situation where the ground truth solution cannot be determined without knowledge of the true
absolute position, the true road map and the traveled route. The true vehicle position is at the
splitting point of the real road, where the driver decides for one of the branching roads. This
point is displaced in the given map (orange). The ground truth position should be assigned
to the position of the splitting point in the map (gray), because both successor links can be
traveled at that time. The map-matching system obtains an estimate of the absolute position
(white) and computes a map-matched solution (blue). Knowledge of the actual traveled road
is required to determine the optimal map-matched position as the nearest position (green)
along the traveled link.
accuracy. Now the map-matching error et at each time step is deﬁned as the additional deviation from
the optimal map-matched position given the disturbance value qt,
et = rt − qt, if rt > qt, (5.30)
where rt denotes the distance between the absolute position and the computed map-matched position.
This error deﬁnition allows to evaluate situations where the map-matched result is worse than the
theoretical optimum. A small map-matching error corresponds to a high accuracy. If the absolute
position is mismatched to a link closer than qt, the map-matching error is not deﬁned and omitted
in the statistical evaluations. The statistical evaluation is shown in a boxplot, Figure 5.26b. In
this example, the map-matcher computes matches on the link that continues straight across the
intersection, before it switches to the correct link. However, this behavior does not increase the
map-matched error, because the disturbance value is larger than the distance to the mismatched link.
If the turning link in the map would not show a displacement error to the real road, then the map-
matched result would be perfectly acceptable. One could even argue that the computed solution does
better reﬂect the optimal map-matched position under this link displacement, if map topology is not
considered. Such cases are studied in detail during the robustness analysis of the map-matcher in
Section 5.6.4.
The achievable along-track accuracy of link-based map-matching is best observed at roads without
turns, when both the absolute vehicle position and the road geometry from the map are accurate.
Results of map-matched traces at typical scenarios with straight roads show that the medians of the
map-matching error et range below 0.5 meters, Figure 5.27. The maximum error in these scenarios
is observed at 2.3 meters and more than 75% of the selected trace sections have an error below 1
meter.
Simple turn maneuvers at two intersecting roads belong to standard scenarios for map-matching. The
road geometry from commercial automotive map data is typically abstracted and does not represent
the curved shape of the true road course within the intersection area. Such situations involve map-
matching inaccuracies along-track, but also across road segments. Comparing absolute position traces
and the map-matched results shows that the correct link assignment is quickly resolved, Figure 5.28.
In some cases, short mismatches to the wrong link or to a non-optimal position are observed, Fig-
ures 5.28b, 5.28c and 5.28e. These mismatches contribute to the map-matched error only if the distance
between the matched position and the absolute position is greater than the disturbance value. The box-
plot for Figure 5.28c shows that the matching error increases in this case.
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Fig. 5.26 – (a) Example of the estimated absolute positions (white) and the map-matched (blue) trace.
Triangles point to the driving direction and the road direction respectively. The position is
given by the middle of the triangle baseline. The connection between the absolute vehicle
position and map-matched position indicates the same time-step. Green line: connection to
the optimal map-matched position. Purple line: connection to the position computed by the
map-matcher. Thick yellow line: road center line from map data. (b) Boxplot of the map-
matching error in the trace section shown in (a) indicating the median (red), the minimum
and maximum (black) and the 25% and 75% quartiles (blue box).
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Fig. 5.27 – (a)-(c) Scenarios with map-matched results along straight roads. (d) Boxplot of map-matching
error for the shown scenarios.
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Fig. 5.28 – (a)-(f) Scenarios with map-matched results at simple intersections. (g) Boxplot of map-
matching error for the shown scenarios.
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More complex scenarios typically involve multiple lanes. A correct estimate of the traveled lane before
an intersection or bifurcation increases the chance to identify the correct link. The accuracy of the
lane estimate depends mainly on the correctness of the camera measurements, which detect the lane
marking types and lane changes. The map-matcher is expected to return the lane that matches best
with the camera measurements and the model developed in Section 5.3.2.
Results of matched lanes and the related lane marking detections are shown in Figure 5.29. At the
beginning of the trace in Figure 5.29a, the correct leftmost lane out of two lanes is returned as long
as the lane marking types ﬁt to the model. Two given lanes and left and right broken lanes contradict
with the model, leading to an ambiguous lane estimate between second 20 and 25. After this, the
lane marking types indicate the rightmost lane, which is correctly computed by the map-matcher. In
Figure 5.29b, the map-matcher correctly starts to identify the rightmost lane. When solid lines are
measured on both sides and a two-lanes road is given in the map, the situation becomes undecidable for
the map-matcher. After a third lane opens, broken lane markings on both sides are measured, which
leads to the correct estimate of the middle lane. The third example in Figure 5.29c shows that all three
lanes have almost equal chance to be selected by the map-matcher when no camera measurements are
available between second 12 and 24. The lane change and measured broken lanes on both sides at
second 40 cause the map-matcher to follow the lane change to the left. At second 52, a fourth lane opens
leading to an ambiguous lane estimate between the middle lanes. All three examples show that the
map-matcher immediately reacts to changes of the camera measurements without noticeable latency.
Outliers for the correct lane estimate occur only when implausible or unstable camera measurements
are observed. When the lane is unambiguously decidable from the camera measurements and the lane
markings model, the map-matcher returns the correct lane.
Large intersections with multiple lanes receive a larger search space of the map-matcher to ﬁnd the
correct solution. The scenario in Figure 5.30 presents an intersection with four lanes, two leading
straight and two turning left. The four absolute position traces in this scenario diﬀer in location,
the right middle lane is closest to the link the map, Figure 5.30c. In all four cases, the map-matcher
ﬁnds the correct links. The evaluation of the map-matching error shows that the median for the two
middle lanes is higher than for the two outer lanes, Figure 5.30e. This corresponds to the fact that
the ambiguity of the matched link between the middle lanes is higher than for the outer lanes, which
decreases the accuracy of the result. The map-matching error is below one meter and outliers do not
exceed 8 meters, which is comparable to the results of the simple turns in Figure 5.28. When the
map-matching errors of the straight traces in Figure 5.30c and Figure 5.30d are compared with the
straight scenarios in Figure 5.27, it appears that they are higher in the multi-lanes scenario. The
increased error is produced by the alternative link in the intersection, which causes the particle cloud
to split across the link leading to a reduced population of the particles along each link. Thus, the
search space around the optimal solution is sampled more sparsely by the particles, which decreases
the accuracy. This interpretation is evident when the map-matched experiment is repeated with twice
the number of particles, 5.30f. It can be seen that the medians of the map-matched errors are smaller
or equal than in Figure 5.30e. Especially for 5.30c the median and the outliers of the map-matching
error are smaller. However, because the increase of accuracy with 100 particles is small it is not worth
twice the computation time compared to 50 particles.
The most challenging scenarios for map-matching are described by road bifurcations with slowly di-
verging roads. In such situations, the estimated vehicle position rarely matches exactly with the map
geometry causing ambiguity of the correct map-matched link. Figure 5.31 demonstrates that the
correct link is matched when the deviation between the absolute position and the map is moderate.
The hypotheses weights decrease around the road split point, because the ambiguity is handled by
hypotheses on the alternative link. The accuracy along the link decreases to a small extent com-
pared to the simple intersection scenarios in Figure 5.28 and the less ambiguous situations in the
multi-lane intersection in Figure 5.30, as the boxplot in Figure 5.31d shows. In comparison with the
ambiguous middle lanes in Figures 5.30b, 5.30c, the accuracy is similar. These results suggest that
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Fig. 5.29 – Trace segments with lane matching and camera measurements. The gray ribbon shows the
measured lane marking types for the left (upper) and the right (lower) line over time. The
lanes are counted from the right, lane 1 corresponds to the rightmost lane. The color intensity
of the matched lane corresponds to the weight of the strongest lane hypothesis. For better
visibility of overlapping lines, the number of lanes are drawn with a small vertical oﬀset. The
vertical displacement of the lane ribbon indicates measured lane changes to the left or right.
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Fig. 5.30 – Scenarios with map-matched results at the same multi-lane intersection for traces starting
from diﬀerent lanes, (a) left lane, (b) middle left lane, (c) middle right lane, (d) right lane.
(e) Boxplot of map-matching error for the shown scenarios with the default number of 50
particles. (f) Boxplot of map-matching error for the shown scenarios with 100 particles.
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ambiguity decreases the accuracy, but the impact remains constant and is independent of the degree
of ambiguity.
In cases where the absolute position lies between two branching roads, mismatches are more likely to
occur. The accuracy across links is more critical than the accuracy along the link, which has been
demonstrated in the previous examples to decrease to an acceptable level in ambiguous situations.
Figure 5.32 presents characteristic situations where the map-matcher temporarily switches to the al-
ternative link. After the absolute position approaches the correct link, the situation becomes decidable
and the map-matcher recovers quickly from the mismatch.
Bifurcations with multiple lanes often contain lane connectivity information in the map. A correct lane
estimate before the bifurcation increases the chance for a correct link matching after the bifurcation,
because the particles follow the lane connections. To evaluate the eﬀect of lane-matching, the map-
matcher is run on the same scenarios where the camera measurements are ignored and the lane
weights are set equal to one. The example in Figures 5.33a, 5.33b shows that short mismatches on the
alternative link occur and the hypothesis weights of the correct link are lower when lane information
are ignored. Lane matching supports link matching as long as the camera measurements correspond
to the correct lane. A lane mismatch can lead to a wrong link matching and actually corrupt the
correct result. In Figure 5.33c, the lane marking model does not ﬁt to the camera observations. The
camera detects a broken line on the left and a solid line on the right, because the beginning of the
road split is marked with a solid line between the two middle lanes. This causes the particles on the
rightmost lane to obtain a high weight. As a consequence, more particles are routed to the alternative
link, which produces strong hypotheses on the wrong link.
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(a)
(b)
(c)
(d)
Fig. 5.31 – (a)- (c) Scenarios with map-matched results at bifurcations with moderate deviation between
the absolute position and the map. The color intensity of the map-matched position corre-
sponds to the weight of the strongest link hypothesis. Decreasing hypotheses weights indicate
ambiguity. (d) Boxplot of the map-matched error for the shown scenarios.
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(a)
(b)
(c)
Fig. 5.32 – (a)-(c) Scenarios with map-matched results at bifurcations with signiﬁcant deviation between
the absolute position and the map. Temporal mismatches occur. Decreasing hypotheses
weights anticipate switches to the alternative link.
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(a)
(b)
(c)
Fig. 5.33 – Scenarios with results of the link matching together with the lane matching. Flags on each map-
matched position indicate the number of lanes and the matched lane (blue). The color intensity
of the ﬂag corresponds to the lane hypothesis weight of the strongest lane hypothesis. (a) Lane
weights lead to more particles on the correct link and support the particle propagation to the
correct link. (b) Same scenario ignoring camera measurements and assigning uniform lane
weights for each lane. The ambiguity of the strongest link hypothesis increases. (c) Diﬀerent
scenario with camera measurements considered. A mismatched lane before the bifurcation
causes a temporal mismatch of the link.
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5.6.2 Stability
The accuracy results show that the map-matched position jitters around the optimal position along
the link. When the map-matched result is used for map display, the driver would expect a continuous
movement of the map-matched position based on the vehicle speed. The magnitude of instability is
evaluated by measuring the distance between two consecutive map-matched positions. This measure is
put in relationship to the desired shift, which is determined by the distance between two consecutive
optimal map-matched positions as deﬁned in the accuracy section. The derivative of the optimal
map-matched position shift corresponds to the optimal speed of the map-matched result along the
map. Assuming a constant time step length, the derivatives of the map-matched position shift and the
optimal map-matched position shift are approximated by their diﬀerence between consecutive time
steps. These measures are denoted by dsmap-matched and dsoptimal, respectively. The comparison of
these two measures provides insight into the magnitude of jittering of the map-matched position. The
evaluation on a bifurcation scenario shows that the diﬀerence of the optimal map-matched position
shift remains constant except at the road split point, but the diﬀerence of the computed map-matched
position shift produces overshooting values, Figure 5.34.
Fig. 5.34 – Diﬀerence between consecutive shifts of the map-matched and the optimal map-matched posi-
tion evaluated at the scenario from Figure 5.31a. Jittering of the map-matched position occurs
at time steps with large diﬀerence between the two curves.
The residual between dsmap-matched and dsoptimal at each time step quantiﬁes the instability of the map-
matched result. This instability measure is computed for the scenarios from the accuracy evaluation
and jointly visualized for each scenario class, Figure 5.35. According to the histograms, the majority
of map-matched points fall into the instability range of between -1.5 and 1.5 meters. Outliers with
more than 5.5 meters and maximum value of 10 meters are observed. The instabilities appear to
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(a)
(b)
(c)
Fig. 5.35 – Histograms of the instability measure for three scenario classes, (a) straight roads from Fig-
ure 5.27, (b) simple turns from Figure 5.28, (c) simple bifurcations from Figure 5.31
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have a similar magnitude and distribution in the three scenario classes regardless of the degree of
ambiguity.
The other aspect of stability concerns switches across links. The examples in the accuracy section
show that the degree of ambiguity increases the risk for instabilities of this kind. For straight roads
(Figure 5.27), simple turns (Figure 5.28) and bifurcations with little ambiguity (Figure 5.31), only short
mismatches at the road split points occur. At ambiguous bifurcations, switches to the alternative link
may occur immediately after the road split point or later as an interruption of the correctly matched
link, Figure 5.32. When lane measurements are considered, the ambiguity is reduced and link switches
are avoided as the comparison of Figures 5.33a and 5.33b shows. These results demonstrate that
instabilities across links are diﬃcult to predict, because they do not follow a pattern and they depend
on the individual conﬁguration of the map and the absolute position.
The stability of the matched lane largely depends on the availability of stable camera measurements.
The inspection of Figure 5.29 indicates that a stable lane match is observable when the lane is de-
cidable from the lane markings model and the camera measurements. The matched lane remains
stable as long as the camera measurements do. When the lane is not decidable, which applies to the
middle lanes of the four lanes road at around second 55 in Figure 5.29c, multiple switches between
the matched lane occur. Thus, the map-matcher produces instabilities in the lane matching, but
they can be directly predicted from the stability of the camera measurements and the lane markings
model. For more than three lanes, a precise estimate of the matched lane is not supported by this
model.
5.6.3 Confidence
The link and the lane hypotheses weights provide an intrinsic quality parameter of the map-matched
result. The weights of the matched link hypotheses at the diﬀerent scenario classes indicate the
ambiguity of the situation. Along straight roads and at simple and multi-lane turns, only one link
hypothesis exists, which can be seen from the dark blue color of the map-matched positions in Fig-
ures 5.27, 5.28 and 5.30. When the vehicle approaches a road bifurcation, the weight of the strongest
link hypothesis decreases after the road split point, Figure 5.31. This observation is in good agreement
with the property of the map-matcher to maintain multiple hypotheses.
The relationship between conﬁdence and ambiguity is evident from Figures 5.33a and 5.33b. In the
simulated absence of camera measurements, the situation at the slowly diverging road becomes highly
ambiguous. It can be observed that the conﬁdence is drastically reduced in this case compared to the
situation where the detected lane marking types indicate which lane has been taken before the road
branches.
Monitoring the hypotheses weights allows to anticipate a forthcoming link switch, as demonstrated in
Figures 5.32a and 5.32b. A suitable threshold for deciding that the map-matched link is unreliable
is suggested at 0.5, because the sum of weighted particles belonging to hypotheses on the alternative
link equals this value, which corresponds to a probability of 50 % that the correct link is matched.
In this way, a low degree of conﬁdence can be used as a warning for failure of the map-matching
system.
In contrast, a high hypothesis weight cannot guarantee correctness of the result. Figure 5.32a illus-
trates that the vehicle traveled 20 meters on the wrong link before the ambiguity is detectable from a
decrease in the link hypothesis weights. A similar result is visible in Figure 5.33c.
The conﬁdence of the matched lane is analogously determined by the weight of the strongest lane
hypothesis. The results of the matched lane show that the conﬁdence is directly related to the
ambiguity, Figure 5.29. In the accuracy section, it has already been stated that the lane is correctly
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matched if ambiguity is not present. Comparing conﬁdence with accuracy, it is conﬁrmed that high
conﬁdence corresponds to correct matches of the lane. Low conﬁdence only occurs when the situation
is ambiguous and therefore not decidable for the map-matcher. Thus, the matched lane can be trusted
when the conﬁdence is high and the result should be discarded if the conﬁdence is low. The threshold
for indication of lane matching failures is proposed to be set to the inverse of the number of lanes for
the currently matched link.
5.6.4 Robustness
The results show that the map-matcher is capable to compute the correct solution under inaccu-
racies of the absolute positioning and the road geometry in the map. In general, challenging situ-
ations may occur when the discrepancy between the map and the absolute position is high. This
situation is for example demonstrated in Figure 5.32c, where road geometry of the true link is less
similar from the absolute position trace than the alternative link. Nevertheless, the correct link is
matched, because the map-matched position is propagated after the road split point along the correct
link.
The discrepancy between map and absolute positioning leads to confusion of the map-matcher only if
it causes ambiguities. Figure 5.36a demonstrates that even a large error of the map can produce an
acceptable result of the map-matcher, if the alternative links are plausible. In the same way, positioning
errors of several meters may be less confusing for the map-matcher if only one link matches reasonably
well, Figure 5.36b.
However, situations exists that expose the limits of the map-matcher under inaccuracies. Figure 5.37
presents an example where map-matching errors are inevitable. The absolute position trace is almost
exactly in the middle of the two branched roads for more than 50 m. Uncertainty of the matched lane
before the bifurcation adds ambiguity to this situation. Multiple switches to the wrong link occur,
before the map-matcher decides for the correct link. Still, the strength of this map-matching method
lies in its ability to quantify the reliability of the result by the conﬁdence measure. The developed
models for particle motion and weighting ensure that both alternatives for the matched link are tracked
without loosing particles on either link too early. This strategy allows to track multiple hypotheses,
which enables a quick recovery from mismatches. Hence, the information is evolved over time along the
road network and reinitialization of the map-matching system is avoided.
The need for reinitialization of the particle ﬁlter method has been rarely observed. It occurs for exam-
ples in long tunnels, where the absolute position suﬀers from a signiﬁcant drift from the true road due
to the blocking of GNSS. The problem can be mitigated by feeding the map-matched position back into
the positioning system in order to snap the absolute position to the road, as proposed in [170]. However,
this method comes at the risk of misleading the absolute position when mismatches occur. The eﬀects
of positive feedback in such a system need to be further investigated.
Another situation has been observed where the map-matcher produces a mismatch on the wrong
link and is not able to recover from it without reinitialization, Figure 5.38a. The heading and the
proximity of the matched link ﬁt very good to the absolute position trace, which causes the particles on
the alternative link to die out early. It can be assumed that the absolute position trace is aﬀected by a
displacement, because another trace followed a very similar path, but is correctly matched to the other
link after the wrong hypothesis was tracked for some distance, Figure 5.38b. Therefore, this situation is
crucial, because two similar traces need to be matched to diﬀerent links.
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(a)
(b)
Fig. 5.36 – Scenarios with large discrepancies between the map and the estimated absolute position.
(a) The absolute position follows a newly constructed road, which is not contained in the
map. (b) Absolute positioning errors occur without degrading the map-matching quality.
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(a)
(b)
Fig. 5.37 – Scenarios with discrepancy between the map and the absolute position, which cause ambigui-
ties. (a) The correct map-matched link is the exit link, but the map-matcher produces multiple
switches to the alternative link. (b) Zoomed view of the same situation with the matched lane
visualized. The matched lane is undecidable before the road split point, because four lanes
exist, which increases the ambiguity of the correct road.
(a)
(b)
Fig. 5.38 – Scenarios with results of the link matching showing the limits of the method. (a) Mismatch
of the link occurs, because the correct link follows the main road. The map-matcher cannot
recover from the mismatch, because no particles survived on the correct link. (b) Same location
with a very similar absolute position trace, but in this case the true solution is given by the
exit link.
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5.6.5 Computational performance
The map-matcher is run on a 2.40 GHz Dual Core Pentium machine onboard the vehicle with output to
the integrated navigation display. The map-matched result is generated in real-time at a sampling rate
of 10 Hz when up to 100 particles are used. This is veriﬁed by observing the output on the navigation
display, which produces a smooth output of the result. Since the map-matcher requires constant
computation time at each time step for a ﬁxed number of particles, the observed computation time is
suﬃcient to generalize the real-time performance on all traveled routes.
5.6.6 Discussion in the context of related work
The evaluation of the map-matching quality showed that the developed method is well suited for
industrial applications. Because of the practical relevance of the map-matching problem, diﬀerent
state-of-the art approaches developed in the past also provide solutions for it. In this section, the
results of the proposed map-matching method are reviewed and compared with existing approaches.
The proposed quality criteria from the previous sections are applied for comparison to prove the
superiority of the developed method in real-world scenarios with industrially applicable sensor sys-
tems.
However, a direct comparison between these methods can only be done to a certain extent, because
published results were obtained under diﬀerent conditions. For example as it was shown before, map
errors have a large impact on the quality of the map-matched results. In most work, the map error
is not quantiﬁed, which impedes a direct transfer of the results to diﬀerent map data. Similarly, the
accuracy of the absolute positioning system and the characteristics of the employed sensor system
aﬀect the map-matching quality. The implemented map-matcher is tested with absolute positions
from fusing GPS and odometry measurements. Other systems incorporate DGPS, or DGPS with
odometry or GPS only, which diﬀer in the expected absolute positioning quality. Therefore, the
properties of state-of-the art map-matching methods found in literature are compared with the results
of the developed method in this work in the categories accuracy, stability, conﬁdence, robustness and
computational performance. Table 5.4 provides an overview of the examined alternative methods and
the addressed quality criteria.
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Mandel and Laue [116] Particle ﬁlter *
Fouque and Bonnifait [52] Particle ﬁlter * *
Davidson et al. [39] Particle ﬁlter * *
Bonnifait et al. [17] Particle ﬁlter * *
Thiébaux and Lamb [163] Kalman ﬁlter and Markov localization * *
Mazhelis [118] Recursive Bayesian estimation *
Smaili et al. [154] Switching Kalman Filter *
Hummel [76] Iterative Bayesian inference in Hidden
Markov Model
* * *
Tab. 5.4 – Related work on map-matching. An asterisk marks the category that has been addressed in
the related work.
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The accuracy of map-matching methods from related work is analyzed in similar situations to the ones
that were tested in this work. Although it is generally accepted that road bifurcations and parallel
roads pose great challenges to any map-matcher, the performance evaluation of other methods does
not provide exhaustive examination of the accuracy in such situations, e.g. the work of Mandel
and Laue, Fouque and Bonnifait and Thiébaux and Lamb. For the qualitative comparison with these
methods it must be assumed that they suﬀer from map-matching errors in ambiguous situations. Other
approaches include tests in ambiguous situations, where they experience temporary mismatches, as the
work of Davidson et al. and Mazhelis and Hummel shows. One reason for the degraded performance
is due to the fact that road connectivities are not considered for road candidate identiﬁcation. In
this work, outliers and mismatches are avoided, because the link connectivities from the map are
included into the road selection during particle sampling. This strategy to take advantage of the map
topology is also found in the work of Smaili et al., where good results in ambiguous situations are
demonstrated. However, when multiple roads are connected, Hummel demonstrates that ambiguities
cannot be eliminated and cause temporary mismatches. The presented work extends the approach
of road topology integration to the lane-level, which has proven to increase the accuracy of the road
estimate when multiple links are connected (Figure 5.33).
A stability analysis of the results has not gained much attention in related work so far. Benchmarking
the developed method with alternative approaches in terms of stability across and along links is
therefore not possible. An implicit evaluation of stability can be performed by analyzing examples of
trajectories that show the assignment of the absolute position and the map-matched position, which
is however missing in most literature. The results of Davidson et al. indicate that jittering along
the road occurs, when particle ﬁltering is applied for map-matching. A similar behavior is observed
by Thiébaux and Lamb for Markov localization methods. Instabilities across links are naturally
present, when temporary mismatches occur. Thus, this work is the ﬁrst to addresses the problem
of instabilities in the context of map-matching and provides a qualitative analysis of the amount of
instability.
Map-matching methods that aim for industrial applications should typically provide some kind of
conﬁdence measure for the result. The proposed method in this work developed a clustering approach
to deliver hypotheses about the map-matched positions and their conﬁdences. Related work does not
always explicitly contain a conﬁdence measure. Bonnifait et al. introduced the concept of integrity
monitoring of multi-hypothesis map-matching, which provides a conﬁdence region of the map-matched
hypotheses along links and allows to classify the situation in terms of ambiguity. However, this
approach does not give a decision for the best hypothesis, when the situation has been classiﬁed
as ambiguous. An extension of this work by Fouque and Bonnifait estimates multiple hypotheses
about the map-matched position using Gaussian mixture models, one per estimated road segment.
The disadvantage of this approach is that it depends on the discretization of the road network in
the underlying map. Mandel and Laue perform a clustering method to estimate the output of the
map-matcher, but without computation of a conﬁdence measure. In contrast to related approaches,
the proposed clustering method of the present work is suited to determine multiple hypotheses in
ambiguous situations together with an interpretable conﬁdence measure.
Industrial map-matching systems require an assessment of the limits of the employed method. This
includes the analysis of its robustness considering limit cases of map errors and absolute positioning
inaccuracies. Unfortunately, literature on map-matching systems and methods rarely contains hints
about the limitations of the methods under adverse conditions. Good examples for limitations of the
map-matching method in complex situations are found in the work of Hummel, which presents cases
of temporary and long-term mismatches of the road segment. The evaluation in this work is oriented
towards real-world applications and includes an accuracy analysis of cases where the map is outdated
and large deviations from the true absolute position occur (Figure 5.36). The limits of the proposed
method under moderate map and positioning errors are demonstrated in a case where ambiguity
could not be eliminated and leads to long-term mismatches of the estimated road (Figure 5.37) or
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ambiguity is eliminated prematurely (Figure 5.38). These results allow to estimate the potential of
the proposed methods for navigation and ADAS systems at an industrial scale. Comparing the failure
situations of the map-matcher in the present work and the alternative method of Hummel shows
that similar patterns exist. Both methods experience mismatches when the absolute position and
heading are more similar to the incorrect link. However, the proposed method in this work has an
increased chance to resolve ambiguities correctly, because link and lane connectivities are considered
and multiple hypotheses are tracked.
The ﬁnal criterion for successful application of a map-matching method is given by its computational
performance, which needs to fulﬁll requirements of real-time capability of the respective system. Most
relevant map-matchers are tested in real-time at 1 Hz. In this work, the particle ﬁlter method runs
in real-time at a higher frequency of 10 Hz, which is the frequency of the absolute positioning signals.
Alternative particle ﬁlter approaches are presented to run in real-time at even higher frequencies e.g.
100 Hz, which was tested by Bonnifait et al. Although this result indicates that particle ﬁltering
at such higher frequency is a feasible approach, the advantage of increasing the update rate of the
map-matcher to this extend has not been demonstrated yet.
5.6.7 Conclusion
The presented method in this work was evaluated under quality criteria that need to be fulﬁlled for
application of the map-matcher in industrial systems. The evaluation of the map-matched results
according to the deﬁned quality criteria has shown that the ambiguity of the situation is a critical
factor for the accuracy, stability, conﬁdence and robustness of the solution. Ambiguity of the link
matching was found to be caused by the discrepancy between the road geometry of the true link in
the map and the absolute position estimate. For lane matching, ambiguity arises when the camera
measurements and the lane marking model are not in accordance.
Inaccuracies in the form of mismatches and instabilities caused by switches across links appear only
occasionally with short duration at less ambiguous situations. Road bifurcations belong to ambiguous
situations and pose challenges to the map-matcher where the risk and the duration of mismatches and
instabilities across links increases. However, the intrinsic conﬁdence given by the hypotheses weights
is suitable measure for estimating the reliability of the solution.
The results of the map-matching taking into account the correctly matched lane conﬁrm that lane-
level map-matching supports the correctness, stability and conﬁdence of the link matching. Again,
the conﬁdence of the matched lane is an indicator for the failure of the system. The quality of the lane
matching itself strongly depends on the quality of the camera observations and their compatibility
with the assumed lane markings model.
Inaccuracies and instabilities along links are within few meters and therefore uncritical for the ap-
plication purpose of the map-matcher in the ﬁeld of navigation and ADAS. An increased stability of
the solution could be achieved with a postprocessing operation. A spatial ﬁltering method after the
hypotheses estimation step can mitigate this noise eﬀect.
The investigation of the robustness of the method at highly ambiguous situations demonstrated the
strength of the particle ﬁlter method to maintain multiple hypotheses. Although mismatches are likely
to occur in such situations, the risk of failures can be anticipated by the conﬁdence measure. A fast
consolidation of the correct hypothesis is observed when the situation becomes decidable. The limits
of the system are reached, when severe drifts of the absolute position occur or the absolute position
is signiﬁcantly more similar to the incorrect link.
The developed map-matcher is deployed on an onboard vehicle system and operates in real-time at
10 Hz. It is used for research purposes as a functional component within a navigation prototyping
framework.
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The qualitative comparison of the developed method with related work revealed that suitable bench-
marking criteria are unavailable, because they depend on the sensor conﬁguration and map charac-
teristics. Instead, the results of the proposed map-matcher in the ﬁve developed quality criteria are
compared with reported results of alternative approaches. The developed map-matcher was tested
on a representative number and variety of example situations to demonstrate its competitiveness in
all categories. Especially the detailed analysis of accuracy and robustness in ambiguous situations
demonstrates the advantages of the presented method compared to related work found in litera-
ture.
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6 Conclusion and outlook
Two particle ﬁlter methods were developed to address the individual challenges of airborne vehicle
tracking and lane-level map-matching in low-cost sensor systems. The developed methods were evalu-
ated in challenging situations, where the advantage of a multi-hypothesis method is apparent especially
when ambiguities occur.
The particle ﬁlter for airborne vehicle tracking includes novel adaptive models for target motion and
observations. The introduction of an iterative sampling concept allowed to eﬃciently incorporate
current measurements into the motion model. The variance of the observation model is adaptively
increased depending on the evolution of the template matching scores. Examples with abrupt tar-
get motion and appearance changes demonstrate the increased robustness of the tracker with these
adaptive models.
Further strategies to handle target motion discontinuities and appearance changes are introduced.
Updating the target template of the observation model has shown to reduce the risk of target losses.
The context of the current vehicle is included into the motion model by learning the predicted driving
direction from estimated positions of preceding vehicles. This online map learning approach has shown
to stabilize the tracker when uncertainty about the target state exists.
The airborne vehicle tracker was evaluated at typical urban scenarios with dense traﬃc. Image se-
quences from three diﬀerent ﬂight systems and cameras, two mounted on an airplane and one on a
UAV, are used with a GSD between 5 and 15 cm and a frequency of 2 Hz. The test sequences include
wide-area scenarios with up to 151 detected vehicles and sequence lengths of up to 51 seconds. The
tracking quality is measured with the MOTA rate, which ranges between 0.69 and 1 with an average
of 0.91.
The results show that the tracker performs very well in standard situations with continuous motion
and constant appearance. Discontinuous motion is handled in many cases, but very fast accelerations
of vehicles can lead to target losses. The tracker is able to adapt to appearance changes caused by
pose changes of the vehicles or illumination changes. Only severe and abrupt appearance changes, e.g.
when the vehicle enters a shadow or is partly occluded produce mismatches or target losses. Total
occlusions pose the highest challenge to the tracker. A good chance exists to re-capture vehicles after
they appear again from occlusions caused by trees or bridges. However, rows of trees or large bridges
increase the risk of target losses.
In future work, target losses could be handled by re-initialization of the tracker with a vehicle detection
method. If only single vehicles are lost within a group of vehicles, the search space of the detector
could be bounded by the position of the surrounding vehicles. This vehicle group tracking technique
could further improve the performance of the tracker, because the spatial relation of the vehicle
group can be used to increase the precision of the motion model. The toleration of appearance
changes could be increased, because the spatial constraints would improve the reliability of the motion
model.
Since the road map learning technique has demonstrated to increase the robustness, the map deﬁnition
could be extended to further features of the vehicle motion and appearance. In this way, not only
a prediction of the driving direction would be possible, but the motion and observation model could
adapt beforehand to shadows, accelerations or occluded areas.
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For solving map-matching problems at the lane-level another particle ﬁlter method was developed.
A novel motion model constrained to the road network was implemented that considers the lane
connectivities included in the map to increase the reliability of the lane prediction across junctions.
The developed observation model allows to evaluate lane candidates by line marking detections from
the vehicle camera system. A detailed analysis of the probabilistic model parameters indicates the
preferred parameter settings. To estimate the dominant hypotheses about the map-matched position,
a new weighted medoid-shift clustering method was presented that operates on particles in the road
network.
The map-matching method was deployed in a series production vehicle sensor system with commercial
map data. The system was evaluated in challenging urban situations where ambiguities about the
correct link estimate occurs. The quality of the map-matched results was measured in ﬁve categories,
accuracy, stability, conﬁdence, robustness and performance. An accuracy measure was developed that
estimates the map-matching error relative to the imperfectly digitalized map. The results demonstrate
that the median of the error in accuracy is less than one meter, even at very ambiguous situations
at road bifurcations. Further, the positive eﬀect of the availability of lane estimates on the link
estimate accuracy, stability and conﬁdence is demonstrated. The stability analysis has revealed an
increased instability of the map-matched position compared to the optimal solution. However, the
amount of jittering is mostly below 1.5 meters, which could be controlled with additional ﬁltering
mechanisms. The conﬁdence measure from the hypothesis clustering method provides an intrinsic
measure of reliability of the computed solution. Examples demonstrate that a low conﬁdence value is
a suitable indicator for map-matching failures. Large discrepancies between the map and the estimated
absolute position challenge the robustness of the map-matcher. The results demonstrate the advantage
of the multi-hypothesis method, because multiple alternatives for the map-matched link and position
are maintained until the situation becomes decidable. The performance evaluation of the map-matcher
shows that the developed system runs in real-time at a sampling rate of 10 Hz, which is suﬃcient for
typical ADAS applications.
To increase the robustness, further investigations in the direction of reducing the gap between map
and absolute positioning should be conducted. This can be achieved by considering results from
research on positioning sensor technology or aiming to obtain a map with a higher resolution and
accuracy of the digitized road geometry. Another way to improve lane-level map-matching is the
integration of additional features of the vehicle environment from camera or radar systems. Further
work is needed to deﬁne, recognize and map suitable features at a scale that allows commercial
deployment.
Methods from control theory that take the distance traveled by the vehicle into account to determine
the desired value could stabilize the result. This could be an alternative methodological approach
beyond the selected particle ﬁlter.
Both developed systems were evaluated on realistic datasets from low-cost sensors, which facilitates
their transition to industrial applications. The focus of the performance evaluation was put on chal-
lenging, urban scenarios, where both approaches performed well considering the deﬁciencies of the
employed sensors.
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