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GRAM DETERMINANTS AND SEMISIMPLICITY CRITERIA
FOR BIRMAN-WENZL ALGEBRAS
HEBING RUI AND MEI SI
Abstract. In this paper, we compute all Gram determinants associated to all
cell modules of Birman-Wenzl algebras. As a by-product, we give a necessary
and sufficient condition for Birman-Wenzl algebras being semisimple over an
arbitrary field.
1. Introduction
In [3], Birman and Wenzl introduced a class of associative algebras Bn, called
Birman-Wenzl algebras, in order to study link invariants. They are quotient alge-
bras of the group algebras of braid groups. On the other hand, there is a Schur-Weyl
duality between Bn with some special parameters over C and quantum groups of
types B,C,D [21]. Thus, Bn plays an important role in different disciplines.
In this paper, we work on Bn over the ground ring R := Z[r
±, q±, ω−1] where
ω = q − q−1 and q, r are indeterminates.
Definition 1.1. [3] The Birman-Wenzl algebra Bn is a unital associativeR-algebra
with generators Ti, 1 ≤ i ≤ n− 1 and relations
a) (Ti − q)(Ti + q
−1)(Ti − r
−1) = 0, for 1 ≤ i ≤ n− 1,
b) TiTi+1Ti = Ti+1TiTi+1, for 1 ≤ i ≤ n− 2,
c) TiTj = TjTi, for |i − j| > 1,
d) EiT
±
j Ei = r
±Ei, for 1 ≤ i ≤ n− 1 and j = i± 1,
e) EiTi = TiEi = r
−1Ei, for 1 ≤ i ≤ n− 1,
where Ei = 1− ω
−1(Ti − T
−1
i ) for 1 ≤ i ≤ n− 1.
In [15], Morton and Wassermann proved that Bn is isomorphic to Kauffman’s
tangle algebra [10] whose R-basis is indexed by Brauer diagrams. This enables them
to show that Bn is a free R-module with rank (2n − 1)!!. Let F be a field which
contains non-zero elements q, r and q−q−1. Then the Birman-Wenzl algebra Bn,F
over F is isomorphic to Bn ⊗R F . In this case, F is considered as an R-module
such that r, q, ω act on F as r, q, and q−q−1, respectively. We will use Bn instead
of Bn,F if there is no confusion.
Let 〈E1〉 be the two-sided ideal of Bn generated by E1. It is well-known that
Bn/〈E1〉 is isomorphic to the Hecke algebra Hn associated to the symmetric group
Sn. If we denote by gi, 1 ≤ i ≤ n− 1 the distinguished generators of Hn, then the
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defining relations for Hn are as follows:
(gi − q)(gi + q
−1) = 0 for 1 ≤ i ≤ n− 1,
gigi+1gi = gi+1gigi+1, for 1 ≤ i ≤ n− 2,
gigj = gjgi, for |i− j| > 1.
The corresponding isomorphism from Bn/〈E1〉 to Hn sends Ti (mod 〈E1〉) to gi
for all 1 ≤ i ≤ n− 1.
Using the cellular structure of Hn together with Morton-Wassermann’s result in
[15], Xi [22] proved that Bn is cellular over R in the sense of [8].
In [8], Graham and Lehrer constructed a class of generically irreducible modules
for each cellular algebra, which are called cell modules. A question arises. When
is a generically irreducible cell module not irreducible? Graham and Lehrer proved
that any cell module of a cellular algebra is equal to its simple head if and only
if the cellular algebra is (split) semisimple. This gives a method to determine the
semisimplicity of a cellular algebra.
There is no result on the first problem for Bn. In [21], Wenzl used the “Jones
basic construction” and the Markov trace on Bn to give some partial results for Bn
being semisimple. More explicitly, Wenzl [21, 5.6] proved that Bn is semisimple
over C except possibly if q is a root of unity or r = qk for some k ∈ Z. However,
there is no explicit description for such k’s.
Enyang constructed the Murphy basis for each cell module of Bn in [7] on which
the Jucys-Murphy elements of Bn act upper triangularly. This enables us to use
standard arguments (see e.g. [9] or more generally, [14]) to construct an orthogonal
basis of Bn. Via this orthogonal basis together with classical branching rule for
Bn in [21], we obtain a recursive formula for the Gram determinant associated to
each cell module of Bn. This is the first main result of this paper.
Let Λ+(n) be the set of all partitions of n. When r 6∈ {q−1,−q}, we will prove
that Bn is semisimple if and only if
n∏
k=2
detG1,(k−2) detG1,(1k−2)
∏
λ∈Λ+(n)
detG0,λ 6= 0.
Using our recursive formulae on Gram determinants, we compute detG1,λ explicitly
for λ ∈ ∪nk=2{(k−2), (1
k−2)}. Note that
∏
λ∈Λ+(n) detG0,λ 6= 0 if and only if Hn is
semisimple. So, we can give a criterion for Bn being semsimple when r 6∈ {q
−1,−q}.
When r ∈ {q−1,−q}, we can determine whether Bn is semisimple by elementary
computation. It gives a complete solution of the problem on the semisimplicity of
Bn over an arbitrary field. This is the second main result of the paper.
Note that the group algebra of Sn is both a subalgebra and a quotient algebra of
the Brauer algebra Bn [4]. Thus, Doran-Wales-Hanlon[6] can restrict a module for
Bn to the group algebra of Sn. However, Hn is not a subalgebra of Bn. We can not
restrict a Bn-module to Hn. In other words, we can not use the method in [16, 17]
to give a criterion for Bn being semisimple. Finally, we remark that the method
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we use in the current paper can be used to deal with cyclotomic Nazarov-Wenzl
algebras [1]. Details will appear elsewhere.
We organize this paper as follows. In section 2, we recall the Jucys–Murphy
basis for each cell module of Bn in [7]. An orthogonal basis of each cell module of
Bn will be constructed in section 3. In section 4, we prove the recursive formulae
on Gram determinants. Finally, we give a criterion for Bn being semisimple in
section 5.
2. Jucys-Murphy basis for Bn
In this section, unless otherwise stated, we assume R = Z[r±, q±, ω−1] where
ω = q − q−1 and q, r are indeterminates. The main purpose of this section is
to construct the Jucys-Murphy basis of Bn by using Enyang’s basis of each cell
module of Bn. We state some identities needed later on. We start by recalling the
definition of Jucys-Murphy elements Li, 1 ≤ i ≤ n for Bn in [7].
Define L1 = r and Li = Ti−1Li−1Ti−1 for 2 ≤ i ≤ n
1. The following identities
can be found in [3] and [7].
Lemma 2.1 ([3, 7]). Suppose δ = (q+r)(qr−1)r(q+1)(q−1) . We have:
a) E2i = δEi, 1 ≤ i ≤ n− 1,
b) EiTj = TjEi, |i− j| > 1,
c) T 2i = 1 + ω(Ti − r
−1Ei), 1 ≤ i ≤ n− 1,
d) EiEjEi = Ei for 1 ≤ i ≤ n− 1 and j = i± 1,
e) EiEj = TjTiEj = EiTjTi for 1 ≤ i ≤ n− 1 and j = i± 1,
f ) TiLk = LkTi if k 6∈ {i, i+ 1},
g) EiLk = LkEi if k 6∈ {i, i+ 1},
h) LiLk = LkLi for all 1 ≤ i, k ≤ n,
i) TiLiLi+1 = LiLi+1Ti for all 1 ≤ i ≤ n− 1,
j ) L2L3 · · ·Ln is a central element in Bn.
The following result is well-known. One can prove it by checking the defining
relations for Bn in Definition 1.1.
Lemma 2.2. a) There is a quasi R-linear automorphism σ : Bn → Bn such
that σ(Ti) = T
−1
i , σ(q) = q
−1, σ(r) = r−1. Therefore, σ(δ) = δ, σ(Ei) = Ei
and σ(Lj) = L
−1
j for 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n.
b) There is an R-linear anti-involution ∗ : Bn → Bn such that T
∗
i = Ti. Thus,
E∗i = Ei and L
∗
j = Lj for 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n.
Lemma 2.3. Suppose that k is a positive integer. The following equalities hold.
a) LiLi+1Ei = Ei = EiLiLi+1, 1 ≤ i ≤ n− 1.
b) Ti−1L
k
i = L
k
i−1Ti−1 + ω
∑k
j=1 L
j−1
i−1 (1− Ei−1)L
k−j+1
i , 2 ≤ i ≤ n.
c) TiL
k
i = L
k
i+1Ti − ω
∑k
j=1 L
j
i+1(1− Ei)L
k−j
i , 1 ≤ i ≤ n− 1.
d) Ti−1L
−k
i = L
−k
i−1Ti−1 − ω
∑k
j=1 L
−j
i−1(1− Ei−1)L
j−k
i , 2 ≤ i ≤ n.
1In [7], Enyang defined L1 = 1 and Li = Ti−1Li−1Ti−1.
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e) TiL
−k
i = L
−k
i+1Ti + ω
∑k
j=1 L
1−j
i+1 (1− Ei)L
j−k−1
i , 1 ≤ i ≤ n− 1.
Proof. (a) can be proved by induction on i. Note that Ti−1Li = T
2
i−1Li−1Ti−1.
Now, (b) follows from Definition 1.1(e) and Lemma 2.1(c) for k = 1. In general, by
induction assumption,
(2.4) Ti−1L
k
i = Ti−1L
k−1
i Li = (L
k−1
i−1 Ti−1 + ω
k−1∑
j=1
Lj−1i−1 (1− Ei−1)L
k−j
i )Li.
So, (b) follows if we use (b) for k = 1 to rewrite Ti−1Li in (2.4). One can verify (c)
similarly. Applying σ to (b) (resp. (c)) and using Lemma 2.1(c) yields (d) (resp.
(e)). 
Lemma 2.5. For any 1 ≤ i ≤ n− 1, and k ∈ N,
EiL
k
iEi = r
2EiL
−k
i Ei + rω
k−1∑
j=1
(EiL
−j
i EiL
k−j
i Ei − EiL
k−2j
i Ei)
Proof. By induction on i, we have
(2.6) EiLiEi = r(δ + ω
i−1∑
j=1
(Lj − L
−1
j ))Ei.
Applying σ to EiLiEi and using (2.6) yields r
2EiL
−1
i Ei = EiLiEi. This proves the
result for k = 1. In general, we have EiL
k
iEi = rEiTiL
k
iEi. Using Lemma 2.3(a)(c)
and Definition 1.1 to simplify EiTiL
k
iEi yields the formula as required. 
For any R-algebra A, let Z(A) be the center of A.
Proposition 2.7. Given a positive integer i ≤ n − 1 and an integer k. We have
EiL
k
iEi = ω
(k)
i Ei, where ω
(k)
i ∈ R[L
±
1 , L
±
2 , · · · , L
±
i−1] ∩ Z(Bi−1).
Proof. By Lemma 2.5, we can assume that k ≥ 0 without loss of generality. The
case k = 0 is trivial since E2i = δEi. We prove the result by induction on i and k
for k > 0. Since we are assuming that L1 = r, ω
(k)
1 = r
kδ. When k = 1, the result
follows from (2.6). Now, we assume that i > 1 and k > 1.
Write Lki = Ti−1Li−1Ti−1L
k−1
i . By Lemma 2.3(b),
(2.8) EiL
k
iEi = EiTi−1L
k
i−1Ti−1Ei + ω
k−1∑
j=1
EiTi−1L
j
i−1(1 − Ei−1)L
k−j
i Ei
First, we consider
∑k−1
j=1 EiTi−1L
j
i−1(1 − Ei−1)L
k−j
i Ei. Applying ∗ to
Lemma 2.3(c) yields Lki−1Ti−1 = Ti−1L
k
i − ω
∑k
j=1 L
k−j
i−1 (1 − Ei−1)L
j
i . Multiply-
ing EiEi−1 (resp. Ei) on the left (resp. right) of L
k
i−1Ti−1 and using Defini-
tion 1.1(e), Lemma 2.3(a) and Lemma 2.1(d) together with induction assumption
on Ei−1L
j
i−1Ei−1 for j < k, we have
(2.9) EiEi−1L
k
i−1Ti−1Ei = r
−1L−ki−1Ei − ω
k∑
j=1
(Lk−2ji−1 − ω
(k−j)
i−1 L
−j
i−1)Ei
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Similarly, we have
(2.10) EiTi−1L
k
iEi = rL
k
i−1Ei + ω
k∑
j=1
(Lj−1i−1ω
(k−j+1)
i − L
2j−2−k
i−1 )Ei
Applying ∗ on both sides of (2.9) and using (2.10), we have
(2.11)
k−1∑
j=1
EiTi−1L
j
i−1(1− Ei−1)L
k−j
i Ei = Eif1
for some f1 ∈ R[L
±
1 , L
±
2 , · · · , L
±
i−1]. Now, we discuss EiTi−1L
k
i−1Ti−1Ei. We have
EiTi−1L
k
i−1Ti−1Ei = EiEi−1T
−1
i L
k
i−1Ti−1Ei
= EiEi−1(Ti − ω(1− Ei))L
k
i−1Ti−1Ei
Note that EiEi−1TiL
k
i−1Ti−1Ei = EiEi−1L
k
i−1Ei−1Ei = ω
(k)
i−1Ei and
EiEi−1EiL
k
i−1Ti−1Ei = rL
k
i−1Ei. By (2.9), together with (2.11), we haveEiL
k
iEi =
ω
(k)
i Ei, where ω
(k)
i ∈ R[L
±
1 , L
±
2 , · · · , L
±
i−1]. We close the proof by showing that
ω
(k)
i ∈ Z(Bi−1). Note that any element h ∈ Bi−1 commutes with Ei and Li. We
have hEiL
k
iEi = EiL
k
iEih, which implies Eihω
(k)
i = Eiω
(k)
i h. If we identify the
monomials of Bi+1 with Kauffman’s tangles, we have hEi = 0 for h ∈ Bi−1 if and
only if h = 0. Thus hω
(k)
i = ω
(k)
i h for all h ∈ Bi−1. 
In the remainder of this section, we are going to construct the Jucys-Murphy
basis of Bn. We start by recalling some combinatorics.
Recall that a partition of n is a weakly decreasing sequence of non–negative
integers λ = (λ1, λ2, . . . ) such that |λ| := λ1 + λ2 + · · · = n. In this case, we
write λ ⊢ n. The set Λ+(n), which consists of all partitions of n, is a poset with
dominance order E as the partial order on it. Given λ, µ ∈ Λ+(n), λ E µ if∑i
j=1 λj ≤
∑i
j=1 µj for all possible i. Write λ ⊳ µ if λ E µ and λ 6= µ.
Suppose that λ and µ are two partitions. We say that µ is obtained from λ by
adding a box if there exists an i such that µi = λi + 1 and µj = λj for j 6= i. In
this situation we will also say that λ is obtained from µ by removing a box and we
write λ→ µ and µ \ λ = (i, λi + 1). We will also say that the pair (i, λi + 1) is an
addable node of λ and a removable node of µ. Note that |µ| = |λ|+ 1.
The Young diagram Y (λ) for a partition λ = (λ1, λ2, · · · ) is a collection of boxes
arranged in left-justified rows with λi boxes in the i-th row of Y (λ). A λ-tableau s
is obtained by inserting i, 1 ≤ i ≤ n into Y (λ) without repetition. The symmetric
group Sn acts on s by permuting its entries. Let t
λ be the λ-tableau obtained from
the Young diagram Y (λ) by adding 1, 2, · · · , n from left to right along each row
and from top to bottom along each column. If tλw = s, write w = d(s). Note that
d(s) is uniquely determined by s.
A λ-tableau s is standard if the entries in s are increasing both from left to right
in each row and from top to the bottom in each column. Let T stdn (λ) be the set of
all standard λ-tableaux.
Given an s ∈ T stdn (λ), let s↓i be obtained from s by removing all the entries j
in s with j > i. Let si be the partition of i such that s↓i is an si-tableau. Then
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s = (s0, s1, · · · , sn) is a sequence of partitions such that si → si+1. Conversely,
if we insert i into the box si \ si−1, then we obtain an s ∈ T
std
n (λ). Thus, there
is a bijection between T stdn (λ) and the set of all (s0, s1, · · · , sn) such that si →
si+1, 0 ≤ i ≤ n− 1 and s0 = 0, and sn = λ.
Recall thatSn is generated by si, 1 ≤ i ≤ n−1 subject to the relations (1) s
2
i = 1,
1 ≤ i ≤ n− 1 (2) sisj = sjsi if |i− j| > 1 (3) sisi+1si = si+1sisi+1, 1 ≤ i ≤ n− 2.
Assume that 0 ≤ f ≤ ⌊n2 ⌋. Let Sn−2f be the subgroup of Sn generated by sj ,
2f+1 ≤ j ≤ n−1. Following [7], let Bf be the subgroup of Sn generated by s˜i, s˜0,
where s˜i = s2is2i−1s2i+1s2i, 1 ≤ i ≤ f − 1 and s˜0 = s1. Enyang [7] proved that
Df,n is a complete set of right coset representatives of Bf ×Sn−2f in Sn, where
Df,n =
{
w ∈ Sn
∣∣∣ (2i+ 1)w < (2j + 1)w, (2i+ 1)w < (2i+ 2)w,
0 ≤ i < j < f , and (k)w < (k + 1)w, 2f < k < n
}
.
For λ ⊢ n− 2f , let Sλ be the Young subgroup of Sn−2f generated by sj , 2f +1 ≤
j ≤ n−1 and j 6= 2f+
∑i
k=1 λk for all possible i. A standard λ-tableau sˆ is obtained
by using 2f+i, 1 ≤ i ≤ n−2f instead of i in the usual standard λ-tableau s. Define
d(sˆ) ∈ Sn−2f by declaring that sˆ = tˆ
λd(sˆ). By abuse of notation, we denote by
T stdn (λ) the set of all standard λ-tableaux sˆ.
It has been proved in [22] that Bn is a cellular algebra over a commutative ring.
In what follows, we recall Enyang’s cellular basis for Bn.
Let Λn = { (f, λ) | λ ⊢ n− 2f, 0 ≤ f ≤ ⌊
n
2 ⌋ }. Given (k, λ), (f, µ) ∈ Λn, define
(k, λ) E (f, µ) if either k < f or k = f and λ E µ. Write (k, λ) ⊳ (f, µ), if
(k, λ)E (f, µ) and (k, λ) 6= (f, µ).
For any w ∈ Sn, write Tw = Ti1Ti2 · · ·Tik if si1 · · · sik is a reduced expression
of w. It is well-known that Tw is independent of a reduced expression of w. Let
I(f, λ) = T stdn (λ)×Df,n and define
(2.12) C
(f,λ)
(s,u)(t,v) = T
∗
uT
∗
d(s)MλTd(t)Tv, (s, u), (t, v) ∈ I(f, λ)
where Mλ = E
fXλ, E
f = E1E3 · · ·E2f−1, Xλ =
∑
w∈Sλ
ql(w)Tw, and l(w), the
length of w ∈ Sn.
Theorem 2.13. [7] Let Bn be the Birman-Wenzl algebra over R. Let ∗ : Bn → Bn
be the R-linear anti-involution in Lemma 2.2. Then
a) Cn =
{
C
(f,λ)
(s,u)(t,v) | (s, u), (t, v) ∈ I(f, λ), λ ⊢ n− 2f, 0 ≤ f ≤ ⌊
n
2 ⌋
}
is a free
R–basis of Bn.
b) ∗(C
(f,λ)
(s,u)(t,v)) = C
(f,λ)
(t,v)(s,u).
c) For any h ∈ Bn,
C
(f,λ)
(s,u)(t,v)h ≡
∑
(u,w)∈I(f,λ)
au,wC
(f,λ)
(s,u)(u,w) mod B
⊲(f,λ)
n
where B
⊲(f,λ)
n is the free R-submodule generated by C
(k,µ)
(s˜,u˜)(t˜,v˜)
with (k, µ) ⊲
(f, λ) and (s˜, u˜), (t˜, v˜) ∈ I(k, µ). Moreover, each coefficient au,w is indepen-
dent of (s, u).
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Theorem 2.13 shows that Cn is a cellular basis of Bn in the sense of [8]. In this
paper, we will only consider right modules.
By general theory about cellular algebras in [8], we know that, for each (f, λ) ∈
Λn, there is a cell module ∆(f, λ) of Bn, spanned by
{MλTd(t)Tv mod B
⊲(f,λ)
n | (t, v) ∈ I(f, λ) } .
We need Enyang’s basis for ∆(f, λ) which is indexed by up-down tableaux.
Given a (f, λ) ∈ Λn. An n–updown λ–tableau, or more simply an updown λ–
tableau, is a sequence t = (t0, t1, t2, . . . , tn) of partitions such that tn = λ, t0 = ∅,
and either ti−1 → ti or ti → ti−1 for i = 1, . . . , n. Let T
ud
n (λ) be the set of updown
λ–tableaux of n.
In what follows, we define Ti,j = TiTi+1 · · ·Tj−1 (resp. Ti−1Ti−2 · · ·Tj) if j > i
(resp. if j < i). If i = j, we set Ti,j = 1.
Definition 2.14. (cf. [7]) Given t ∈ T udn (λ) with λ ∈ Λ
+(n − 2f), 0 ≤ f ≤ ⌊n2 ⌋,
define the non-negative integer fj , 1 ≤ j ≤ n and 0 ≤ fj ≤ ⌊j/2⌋ by declaring that
tj ⊢ j − 2fj. Let µ
(j) = tj . Define Mt = Mtn inductively by declaring that
(1) Mt1 = 1,
(2) Mti =
∑ak
j=ak−1+1
qak−jTj,iMti−1 if ti = ti−1 ∪ p with p = (k, µ
(i)
k ), and
al = 2fi +
∑ℓ
j=1 µ
(i)
j
(3) Mti = E2fi−1T
−1
i,2fi
T−1bk,2fi−1Mti−1 if ti−1 = ti ∪ p with p = (k, µ
(i−1)
k ), and
bk = 2(fi − 1) +
∑k
j=1 µ
(i−1)
j .
It follows from the definition that Mt = Mλbt for some bt ∈ Bn. The following
recursive formula describe explicitly the element bt. Note that bt = btn and tn−1 =
µ.
(2.15) btn =
{
Tak,nbtn−1 , if tn = tn−1 ∪ {(k, λk)}
T−1n,2f
∑bk
j=bk−1+1
qbk−jT−1j,2f−1btn−1 , if tn−1 = tn ∪ {(k, µk)}.
Suppose λ ∈ Λ+(n−2f) with s removable nodes p1, p2, · · · , ps and m−s addable
nodes ps+1, ps+2, . . . , pm.
• Let µ(i) ∈ Λ+(n − 2f − 1) be obtained from λ by removing the box pi for
1 ≤ i ≤ s.
• Let µ(j) ∈ Λ+(n − 2f + 1) be obtained from λ by adding the box pj for
s+ 1 ≤ j ≤ m.
We identify µ(i) with (ki, µ
(i)) ∈ Λn−1 for 1 ≤ i ≤ m. So, µ
(i) ⊲µ(j) for each i, j
with 1 ≤ i ≤ s and s+1 ≤ j ≤ m, and ki = f if 1 ≤ i ≤ s and f − 1 otherwise. We
arrange (ki, µ
(i))’s such that (k1, µ
(1)) ⊲ (k2, µ
(2)) · · · ⊲ (km, µ
(m)).
Define
NDµ
(i)
= R–span{Mt (mod B
⊲(f,λ)
n ) | t ∈ T
ud
n (λ), tn−1 D µ
(i)},
N⊲µ
(i)
= R–span{Mt (mod B
⊲(f,λ)
n ) | t ∈ T
ud
n (λ), tn−1 ⊲ µ
(i)}.
In order to simplify the notation, we use Mt instead of Mt (mod B
⊲(f,λ)
n ) later on.
The following result is due to Enyang.
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Theorem 2.16. [7] Let Bn be the Birman-Wenzl algebra over R. Assume that
(f, λ) ∈ Λn.
a) {Mt | t ∈ T
ud
n (λ)} is an R-basis of ∆(f, λ).
b) Both NDµ
(i)
and N⊲µ
(i)
are Bn−1-submodules of ∆(f, λ).
c) The R-linear map φ : NDµ
(i)
/N⊲µ
(i)
→ ∆(ki, µ
(i)) sending Mt
(mod N⊲µ
(i)
) to Mtn−1 (mod B
⊲(ki,µ
(i))
n−1 ) is an isomorphism of Bn−1-
modules.
Definition 2.17. Given s, t ∈ T udn (λ), define Ms,t = b
∗
sMλbt where ∗ : Bn → Bn
is the R-linear anti-involution on Bn defined in Lemma 2.2.
Standard arguments prove the following result (cf. [18, Theorem 2.7]).
Corollary 2.18. Suppose that Bn is the Birman-Wenzl algebra over R. Then
a) Mn = {Mst | s, t ∈ T
ud
n (λ), λ ⊢ n − 2f, 0 ≤ f ≤ ⌊
n
2 ⌋} is a free R–basis of
Bn.
b) M∗
st
= Mts for all s, t ∈ T
ud
n (λ) and all (f, λ) ∈ Λn.
c) Let B˜n
⊲(f,λ)
be the free R-submodule of Bn generated by Ms˜t˜ with s˜, t˜ ∈
T udn (µ) and (
n−|µ|
2 , µ) ⊲ (f, λ). Then B˜n
⊲(f,λ)
= B
⊲(f,λ)
n .
d) For all s, t ∈ T udn (λ), and all h ∈ Bn, there exist scalars au ∈ R which are
independent of s, such that
Msth ≡
∑
u
auMsu (mod Bn
⊲(f,λ)).
We call Mn the Jucys-Murphy basis of Bn. It is a cellular basis of Bn over R.
In [8], Graham and Lehrer proved that there is a symmetric invariant bilinear form
〈 , 〉 : ∆(f, λ) × ∆(f, λ) → R on each cell module. In our case, we use Mn to
define such a bilinear form on ∆(f, λ). More explicitly, 〈Ms,Mt〉 ∈ R is determined
by
Ms˜sMt˜t ≡ 〈Ms,Mt〉Ms˜t˜ (mod B
⊲(f,λ)
n ), s˜, t˜ ∈ T
ud
n (λ).
By Corollary 2.18(d), the above symmetric invariant bilinear form is independent
of s˜, t˜ ∈ T udn (λ). The Gram matrix Gf,λ with respect to the Jucys-Murphy basis
of ∆(f, λ) is the k × k matrix with
k = rank∆(f, λ) =
n!(2f − 1)!!
(2f)!
∏
(i,j)∈λ h
λ
i,j
where hλi,j = λi + λ
′
j − i − j + 1 is the hook length. The (s, t)-th entry of Gf,λ is
〈Ms,Mt〉.
One of the main purposes of this paper is to compute the Gram determinant
detGf,λ associated to each cell module ∆(f, λ).
Given s ∈ T udn (λ), we identify si with (fi, µ
(i)) if si = µ
(i) ⊢ i− 2fi. Define the
partial order E on T udn (λ) by declaring that s E t if si E ti for all 1 ≤ i ≤ n. Write
s ⊳ t if s E t and s 6= t. We remark that Enyang has used E to state Theorem 2.19.
We define the relation ≻ on T udn (λ) instead of his partial order E.
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Suppose s 6= t. We write s ≻ t if there is a positive integer k ≤ n− 1 such that
sk⊲ tk and sj = tj for k+1 ≤ j ≤ n. We will use s
k
≻ t to denote sj⊲ tj and sℓ = tℓ
for j + 1 ≤ ℓ ≤ n and j ≥ k.
For any (f, λ) ∈ Λn, define t
λ ∈ T udn (λ) such that
• tλ2i−1 = (1) and t
λ
2i = ∅ for 1 ≤ i ≤ f ,
• tλi is obtained from tˆ
λ by removing the entries j with j > i under the
assumption 2f + 1 ≤ i ≤ n.
Then tλ is maximal in T udn (λ) with respect to ≻ and D.
For any t ∈ T udn (λ) with (f, λ) ∈ Λn, define ct(k) ∈ R by
ct(k) =
{
rq2(j−i), if tk = tk−1 ∪ (i, j),
r−1q2(i−j), if tk−1 = tk ∪ (i, j).
If p = (i, j) is an addable (resp. a removable) node of λ, define cλ(p) = j − i (resp.
−j + i).
The following result plays a key role in the construction of an orthogonal basis
for Bn.
Theorem 2.19. [7] Given s, t ∈ T udn (λ), with (f, λ) ∈ Λn,
MstLk ≡ ct(k)Mst +
∑
u
k−1
≻ t
auMsu (mod B
⊲(f,λ)
n ).
Enyang used u⊲ t instead of u ≻ t. However, we could not understand the claim
about N˘µ under [7, (7.3)]. If one uses ≻ instead of ⊲, then everything in the proof
of [7, 7.8] is available.
3. orthogonal representations for Bn
In this section, we assume that F is a field which contains non-zero q, r and
(q − q−1)−1 such that o(q2) > n and |c| > 2n − 3 whenever r2q2c = 1 for some
c ∈ Z. The main purpose of this section is to construct an orthogonal basis of Bn
over F .
Suppose 1 ≤ k ≤ n and (f, λ) ∈ Λn. Define an equivalence relation
k
∼ on T udn (λ)
by declaring that t
k
∼ s if tj = sj whenever 1 ≤ j ≤ n and j 6= k, for s, t ∈ T
ud
n (λ).
The following result is well-known. See e.g. [18].
Lemma 3.1. Suppose s ∈ T udn (λ) with sk−1 = sk+1. Then there is a bi-
jection between the set of all addable and removable nodes of sk+1 and the set
{ t ∈ T udn (λ) | t
k
∼ s }.
Suppose λ and µ are partitions. We write λ⊖µ = α if either λ ⊃ µ and λ\µ = α
or λ ⊂ µ and µ \ λ = α. The following lemma can be proved by arguments similar
to those in [18].
Lemma 3.2. Assume that s, t ∈ T udn (λ) with (f, λ) ∈ Λn.
a) s = t if and only if cs(k) = ct(k) for 1 ≤ k ≤ n.
b) Suppose tk−1 6= tk+1. Then ct(k) 6= ct(k + 1).
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c) If tk−1 = tk+1, then ct(k) 6= cs(k)
± whenever s
k
∼ t and s 6= t.
d) ct(k) 6∈ {−q, q
−1} for all t ∈ T udn (λ) with tk−1 = tk+1.
Definition 3.3. Suppose t ∈ T udn (λ) for some (f, λ) ∈ Λn. Following [13], we
define
a) R(k) = { cs(k) | s ∈ T
ud
n (λ), (f, λ) ∈ Λn } , 1 ≤ k ≤ n,
b) Ft =
∏n
k=1 Ft,k where Ft,k =
∏
r∈R(k)
ct(k) 6=r
Lk−r
ct(k)−r
, and ft = MtFt, t ∈
T udn (λ),
c) fst = FsMstFt, s, t ∈ T
ud
n (λ).
Standard arguments prove Lemma 3.4 and Lemma 3.5. Mathas has proved
similar results for a general class of cellular algebras in [14]. Although he has
used a partial order which is similar to E, his arguments can be used to verify the
following results. See also [12] for the Hecke algebra Hn of type A.
Lemma 3.4. Suppose that t ∈ T udn (λ) with (f, λ) ∈ Λn.
a) ft = Mt +
∑
s≻t asMs.
b) Mt = ft +
∑
s≻t bsfs.
c) ftLk = ct(k)ft, for any k, 1 ≤ k ≤ n.
d) ftFs = δstft for all s ∈ T
ud
n (µ) with (
n−|µ|
2 , µ) ∈ Λn.
e) {ft | t ∈ T
ud
n (λ)} is a basis of ∆(f, λ).
f ) The Gram determinants associated to ∆(f, λ) defined by {ft | t ∈ T
ud
n (λ)}
and {Mt | t ∈ T
ud
n (λ)} are the same.
Let ftTk =
∑
s∈T udn (λ)
sts(k)fs and ftEk =
∑
s∈T udn (λ)
Ets(k)fs.
Lemma 3.5. Suppose t ∈ T udn (λ) and 1 ≤ k ≤ n− 1.
a) s
k
∼ t if either sts(k) 6= 0 or Ets(k) 6= 0.
b) ftEk = 0 if tk−1 6= tk+1.
c) If tk⊖tk−1 and tk+1⊖tk are neither in the same row nor in the same column,
then there is a unique up-down tableau in T udn (λ), denoted by tsk, such that
tsk
k
∼ t and ct(k) = ctsk(k + 1) and ct(k + 1) = ctsk(k).
d) If tk ⊖ tk−1 and tk+1⊖ tk are either in the same row or in the same column,
then there is no s ∈ T udn (λ) such that s
k
∼ t and ct(k) = cs(k + 1) and
ct(k + 1) = cs(k).
Lemma 3.6. Suppose that t ∈ T udn (λ) with ti−2 6= ti, tsi−1 ∈ T
ud
n (λ) and tsi−1⊳t.
We have
a) If ti−2 ⊂ ti−1 ⊂ ti, then MtTi−1 = Mtsi−1 .
b) If ti−2 ⊃ ti−1 ⊂ ti such that ℓ > k where ti−2\ti−1 = (k, νk), ti\ti−1 = (ℓ, µℓ),
ti−2 = ν and ti = µ, then MtT
−1
i−1 = Mtsi−1 .
Proof. The proof of the result is essentially identical to the proof of the correspond-
ing result in the proof of [18, 3.14]. One can check it by Definitions 1.1 and 2.14.
We leave the details to the reader. 
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Lemma 3.7. Suppose t ∈ T udn (λ) with ti−1 6= ti+1 and tsi ∈ T
ud
n (λ). Then
ftTi = stt(i)ft + st,tsi(i)ftsi , where
• stt(i) =
ωct(i+1)
ct(i+1)−ct(i)
,
• st,tsi(i) = 1−
ct(i)
ct(i+1)
s2tt(i) if tsi ⊲ t and st,tsi(i) = 1 if tsi ⊳ t and one of the
following conditions holds,
a) ti−1 ⊂ ti ⊂ ti+1,
b) ti−1 ⊃ ti ⊂ ti+1 such that ℓ > k where ti−1 \ ti = (k, νk), ti+1 \ ti =
(ℓ, µℓ), ti−1 = ν and ti+1 = µ.
Proof. Write ftTi =
∑
s
i
∼t
sts(i)fs. By Lemma 3.5, sts(i) 6= 0 implies s ∈ {t, tsi},
and ftEi = 0. On the other hand, by Lemma 2.1(c),
TiLi+1 = LiTi + ωLi+1 − ωr
−1EiLiTi.
So, ftTiLi+1 = ct(i)ftTi + ωct(i+ 1)ft. Comparing the coefficient of ft in ftTiLi+1
yields the formula on stt(i) as required.
We compute st,tsi(i) under the assumptions as follows. By Lemma 3.6, MtTi =
Mtsi if ti−1 ⊂ ti ⊂ ti+1 and tsi ⊳ t. By Lemma 3.4(a)–(b),
ftTi = (Mt +
∑
u≻t
aufu)Ti = Mtsi +
∑
u≻t
aufuTi.
If ftsi appears in the expression of fuTi with non-zero coefficient, then u
i
∼ tsi.
Therefore, u ∈ {t, tsi} which contradicts u ≻ t⊲ tsi. By Lemma 3.4(a), the coeffi-
cient of ftsi in ftTi is 1.
Under the assumption given in (b), we have MtT
−1
i = Mtsi . Thus,
MtTi = MtsiT
2
i = Mtsi (1 + ω(Ti − r
−1Ei))
= Mtsi + ωMt − ωr
−1
MtsiEi
By Lemma 3.4, Mtsi = ftsi+
∑
u≻tsi
aufu for some au ∈ F . Since tsi
i
∼ t, (tsi)i−1 6=
(tsi)i+1. By Lemma 3.5(b), ftsiEi = 0. If ftsi appears in the expression of fuEi
with non-zero coefficient, then u
i
∼ tsi, forcing ui−1 6= ui+1. Thus, fuEi = 0, a
contradiction. Finally, by Lemma 3.4(a), the coefficient of ftsi in Mtsi is 1, forcing
st,tsi(i) = 1. 
Note that the bilinear form 〈 , 〉 : ∆(f, λ)×∆(f, λ)→ F is associative. We have
〈ftTk, ftTk〉 = 〈ftT
2
k , ft〉. The proofs of Corollary 3.8 and Lemma 3.9 are essentially
identical to [18, 4.3, 3.15]. We leave the details to the reader.
Corollary 3.8. Suppose t ∈ T udn (λ) with (f, λ) ∈ Λn and tk−1 6= tk+1. If tsk ∈
T udn (λ) and tsk ⊳ t, then
〈ftsk , ftsk〉 =
(
1−
ω2ct(k)ct(k + 1)
(ct(k + 1)− ct(k))2
)
〈ft, ft〉.
Lemma 3.9. Suppose (f, λ) ∈ Λn. If t ∈ T
ud
n (λ) with tk−1 6= tk+1, then
a) ftTk = qft if tk ⊖ tk−1 and tk ⊖ tk+1 are in the same row,
b) ftTk = −q
−1ft if tk ⊖ tk−1 and tk ⊖ tk+1 are in the same column.
12 HEBING RUI AND MEI SI
In the following, we assume that F = C(r±, q±, ω−1), where r, q are indetermi-
nates and ω = q − q−1.
Lemma 3.10. Suppose that t ∈ T udn (λ) and tk−1 = tk+1. Then
a) Ett(k) = rct(k)
−1(1 + ω−1(ct(k)− ct(k)
−1)
∏
s
k
∼t
s6=t
ct(k)−cs(k)
−1
ct(k)−cs(k)
6= 0.
b) Ets(k)Euu(k) = Etu(k)Eus(k) for any s, t, u ∈ T
ud
n (λ) with t
k
∼ s
k
∼ u.
Proof. First, we prove Ett(k) 6= 0. By assumption and [21, 5.6], ∆(f, λ) is ir-
reducible since Bn is semisimple. In [11, 6.17], Leduc and Ram proved that the
seminormal representations Sf,λ2 over C with special parameters for all (f, λ) ∈ Λn
consist of the complete set of pair-wise non-isomorphic irreducible modules when
Bn is semisimple. By the fundamental theorem of algebra, one can get the same
results over C(q±, r±, ω−1) where r, q are indeterminates and ω = q − q−1.
Thus, ∆(f, λ) ∼= Sℓ,µ for some (ℓ, µ) ∈ Λn. If we denote by φ the corresponding
isomorphism between ∆(f, λ) and Sℓ,µ, then φ(ft) ∈ S
ℓ,µ. In [11], Leduc and Ram
constructed a basis for Sℓ,µ, say vs, s ∈ T
ud
n (µ) such that vsLk = cs(k)vs. Note
that ft ∈ ∆(f, λ) is a common eigenvector of Lk, 1 ≤ k ≤ n. By Lemma 3.2(a),
(ℓ, µ) = (f, λ) and φ(ft) is equal to vt up to a scalar since the common eigenspace
on which Lk, 1 ≤ k ≤ n acts as cs(k) is of one dimension. Leduc and Ram [11,
5.9]3 proved that E˜tt(k) 6= 0 for any t ∈ T
ud
n (λ), where E˜ts(k) is defined by
vtEk =
∑
s
k
∼t
E˜ts(k)vs. Since vt is a non-zero scalar of φ(ft), Ett(k) = E˜tt(k) 6= 0.
We remark that Ett(k) ∈ F since ft is an F -basis element of ∆(f, λ). In general,
Ets(k) 6= E˜ts(k) if s 6= t.
In [2], Beliakova and Blanchet proved that the generating function Wk(y) =∑
a≥0 ω
(a)
k /y
a satisfies the following identity
Wk+1(y) + r
−1ω−1 − y
2
y2−1
Wk(y) + r−1ω−1 −
y2
y2−1
=
y−1 −
ω2L−1
k
(y−L−1
k
)2
y−1 − ω
2Lk
(y−Lk)2
.
Comparing the coefficients of fs on both sides of ftEkWk(y) = ftEk
y
y−Lk
Ek yields
Wk(y, s)y
−1Ets(k) =
∑
s
k
∼t
k
∼u
Etu(k)Eus(k)
y − cu(k)
.
Thus Ets(k) · Resy=cu(k)Wk(y, s)y
−1 = Eus(k)Etu(k). Since Ett(k) 6= 0, Ett(k) =
Resy=ct(k)Wk(y, t)y
−1 by assuming that t = s = u. By computation, we can verify
Res
y=ct(k)
Wk(y, t)
y
= rct(k)
−1(1 + ω−1(ct(k)− ct(k)
−1))
∏
s
k
∼t
s6=t
ct(k)− cs(k)
−1
ct(k)− cs(k)
.
This completes the proof of (a). If s
k
∼ u, then cs(j) = cu(j) for j ≤ k − 1.
By Lemma 2.5, ω
(a)
k ∈ F [L
±
1 , L
±
2 , · · · , L
±
k−1]. So, Wk(y, s) = Wk(y, u). Thus
Ets(k)Euu(k) = Eus(k)Etu(k), proving (b). 
2In [11], Sf,λ is denoted by Z λ
3In [11], r = εqa for some a ∈ Z and ε ∈ {1,−1}. Therefore, E˜tt(k) 6= 0 if r is an indeterminant.
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The following result is a special case of [14, 3.14] which is about the construction
of the primitive idempotents and central primitive idempotents for a general class
of cellular algebras. In our case, such idempotents can be computed explicitly via
a recursive formula on 〈ft, ft〉, t ∈ T
ud
n (λ) and (f, λ) ∈ Λn. This recovers the main
result in [2].
Proposition 3.11. Suppose that Bn is the Birman-Wenzl algebra over
C(q±, r±, ω−1).
a) Suppose t ∈ T udn (λ). Then
1
〈ft,ft〉
ftt is a primitive idempotent of semisimple
Bn with respect to the cell module ∆(f, λ).
b)
∑
t∈T udn (λ)
1
〈ft,ft〉
ftt is a central primitive idempotent. Furthermore,∑
(n−|λ|2 ,λ)∈Λn
∑
t∈T udn (λ)
1
〈ft, ft〉
ftt = 1.
4. Gram determinants for Bn
In this section, we compute the Gram determinant for each cell module of Bn
over F = C(q±, r±, ω−1), where r, q are indeterminates and ω = q − q−1. Our
result for the Gram determinants holds true for Bn over R := Z[q
±, r±, ω−1] since
the Jucys-Murphy basis for ∆(f, λ) is an R-basis. By base change, it holds over an
arbitrary field.
Given t ∈ T udn (λ) with tn−1 = µ, define tˆ ∈ T
ud
n−1(µ) such that tˆi = ti, 1 ≤ i ≤
n− 1, and t˜ ∈ T udn (λ) with t˜j = t
µ
j for 1 ≤ j ≤ n− 1 and t˜n = tn = λ.
Let [n] = 1+q2+· · ·+q2n−2 and [n]! = [n][n−1] · · · [2][1]. If λ = (λ1, λ2, · · · , λk),
define [λ]! =
∏k
i=1[λi]!. Standard arguments prove the following result (cf.[18, 4.2]).
We leave the details to the reader.
Proposition 4.1. Suppose t ∈ T udn (λ) with (f, λ) ∈ Λn. If tn−1 = µ with (ℓ, µ) ∈
Λn−1, then 〈ft, ft〉 = 〈ftˆ, ftˆ〉
〈f
t˜
,f
t˜
〉
δℓ[µ]!
.
For any λ ⊢ n − 2f , let A (λ) (resp. R(λ)) be the set of all addable (resp.
removable) nodes of λ. Given a p = (k, λk) ∈ R(λ) (resp. p = (k, λk + 1) ∈ A (λ),
define
a) R(λ)<p = {(ℓ, λℓ) ∈ R(λ) | ℓ > k},
b) A (λ)<p = {(ℓ, λℓ + 1) ∈ A (λ) | ℓ > k},
c) R(λ)≥p = {(ℓ, λℓ) ∈ R(λ) | ℓ ≤ k},
d) A (λ)≥p = {(ℓ, λℓ + 1) ∈ A (λ) | ℓ ≤ k}.
Proposition 4.2. Suppose t ∈ T udn (λ) with (f, λ) ∈ Λn. If tˆ = t
µ and tn =
tn−1 ∪ {p} with p = (k, λk), then
(4.3)
〈ft, ft〉
δf [µ]!
= −q2λk
∏
r1∈A (λ)<p
[cλ(p) + cλ(r1)]∏
r2∈R(λ)<p
[cλ(p)− cλ(r2)]
.
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Proof. By assumption, t = tλsa,n where a = 2f +
∑k
j=1 λj . Note that t ⊳ tsn−1 ⊳
· · · ⊳ tsn,a. By Proposition 4.1 and Corollary 3.8,
(4.4) 〈ft, ft〉 = 〈ftλ , ftλ〉
n∏
j=a+1
(
1− ω2
ctλ(j)ctλ(a)
(ctλ(j)− ctλ(a))2
)
.
Since ftλ = Mtλ , 〈ftλ , ftλ〉 = δ
f [λ]!. Using the definitions of ctλ(j) for a ≤ j ≤ n
to simplify (4.4) yields (4.3). 
Proposition 4.5. Suppose t ∈ T udn (λ) with λ = (λ1, . . . , λk) ⊢ n − 2f . If t
µ = tˆ
and tn−1 = tn ∪ p with p = (k, µk), then
(4.6)
〈ft, ft〉
δf−1[µ]!
= [µk]Ett(n− 1).
Proof. Write M˜λ = Mtλ with t
λ ∈ T udn−2(λ). Let a = 2(f − 1) +
∑k−1
j=1 µj + 1. By
Definition 2.14 and Lemma 2.1(d)-(e),
ftEn−1 ≡E2f−1T
−1
n,2fT
−1
n−1,2f−1M˜λ
n−1∑
j=a
qn−1−jTn−1,jFtEn−1 mod B
⊲(f,λ)
n
≡E2f−1E2f · · ·En−1M˜λ
n−1∑
j=a
qn−1−jTn−1,jFt,nFt,n−1
× En−1
n−2∏
k=1
Ft,k mod B
⊲(f,λ)
n .
By Lemma 2.1(b), En−1M˜λ = M˜λEn−1. Via Proposition 2.7, we write
(4.7) En−1Ft,n−1Ft,nEn−1 = Φ(L
±
1 , · · · , L
±
n−2)En−1
for some Φ(L±1 , · · · , L
±
n−2) ∈ F [L
±
1 , L
±
2 , · · · , L
±
n−2] ∩Bn−2. On the other hand, by
(2.10) , for any positive integer k, we have
En−1Tn−2L
k
n−1En−1 = rL
k
n−2En−1 + ω
k∑
j=1
(Lj−1n−2ω
(k−j+1)
n−1 − L
2j−k−2
n−2 )En−1.
Acting σ to En−1Tn−2L
k
n−1En−1 yields the formula for En−1T
−1
n−2L
−k
n−1En−1.
Using Lemma 2.1(c) for i = n−2 to rewrite En−1T
−1
n−2L
−k
n−1En−1 yields the formula
for En−1Tn−2L
−k
n−1En−1. If k = 0, then En−1Tn−2L
k
n−1En−1 = rEn−1. So, there
is a Ψ(L±1 , · · · , L
±
n−2) ∈ F [L
±
1 , L
±
2 , · · · , L
±
n−2] ∩Bn−2 such that
(4.8) En−1Tn−2Ft,nFt,n−1En−1 = Ψ(L
±
1 , · · · , L
±
n−2)En−1.
By Definition 2.14, E2f−1E2f · · ·En−1M˜λ = Mu where u
n−1
∼ t with un−1 = λ ∪
{(k + 1, 1)} if µk > 1 and un−1 = tn−1 = µ if µk = 1. In the latter case, u = t.
Let Φλ (resp. Ψλ) be obtained from Φ (resp. Ψ) by using c
±
tλ
(k) instead of L±k
in Φ (resp.Ψ). Note that M˜λTj = qM˜λ for a ≤ j ≤ n − 3. By Theorem 2.19 and
the definition of u,
ftEn−1 = (Φλ + q[µk − 1]Ψλ)Mu +
∑
v
n−2
≻ u
bvMv
n−2∏
k=1
Ft,k.
GRAM DETERMINANTS AND SEMISIMPLICITY CRITERIA FOR BIRMAN-WENZL ALGEBRAS15
We use Lemma 3.4(b) to express Mv as an F -linear combination of fs’s. So, s  v.
Note that L±i act on fs as scalars for all 1 ≤ i ≤ n. So is
∏n−2
k=1 Ft,k. Since we are
assuming that v
n−2
≻ u, fu can not appear in the expression of Mv
∏n−2
k=1 Ft,k. By
Lemma 3.4(b), the coefficient of fu in Mu is 1. So, Etu(n− 1) = Φλ + q[µk − 1]Ψλ.
We assume t 6= u. Then
Etu(n− 1)ftEn−1 =(Φλ + q[µk − 1]Ψλ)ftEn−1
=ftEn−1(1 + q[µk − 1]Tn−2)Ft,nFt,n−1En−1 by (4.7)-(4.8)
=
∑
v
n−1
∼ t
Etv(n− 1)fv(1 + q[µk − 1]Tn−2)Ft,n−1Ft,nEn−1
=Ett(n− 1)ftEn−1 + q
2[µk − 1]Ett(n− 1)ftEn−1
In the last equality, we use fvFt,nFt,n−1 = 0 (resp. fvTn−2Ft,nFt,n−1 = 0 ) for
v
n−1
∼ t and v 6= t which follows from Lemma 3.4(d) (resp. Lemma 3.4(d) and
Lemma 3.5(a)). We also use Lemma 3.9(a) to get ftTn−2 = qft. So, Etu(n− 1) =
[µk]Ett(n − 1). We remark that the above equality holds true when u = t. One
can verify it similarly. In this case, µk = 1. Similar computation shows that
Φλ = Ett(n− 1) and Ψλ = qEtt(n− 1).
By similar arguments as above, we have
ftλufutλ
≡FtλE2f−1T
−1
n,2fT
−1
n−1,2f−1M˜λFu,n−1Fu,nM˜λT
−1
2f−1,n−1T
−1
2f,nE2f−1Ftλ mod B
⊲(f,λ)
n
≡FtλE2f−1 · · ·En−2M˜λEn−1Fu,n−1Fu,nEn−1M˜λEn−2 · · ·E2f−1Ftλ mod B
⊲(f,λ)
n
≡Euu(n− 1)δ
f−1[λ]!FtλE2f−1 · · ·En−1M˜λEn−2 · · ·E2f−1Ftλ mod B
⊲(f,λ)
n
=Euu(n− 1)δ
f−1[λ]!FtλMλT2f,nT2f−1,n−1En−2 · · ·E2f−1Ftλ
=Euu(n− 1)δ
f−1[λ]!FtλMλFtλ
≡Euu(n− 1)δ
f−1[λ]!ftλtλ mod B
⊲(f,λ)
n .
So, 〈fu, fu〉 = Euu(n − 1)δ
f−1[λ]!. Since 〈 , 〉 is associative, 〈fuEn−1, ft〉 =
〈fu, ftEn−1〉. Thus 〈fu, fu〉Etu(n− 1) = 〈ft, ft〉Eut(n− 1). By Lemma 3.10(b),
〈ft, ft〉
δf−1[µ]!
=
1
δf−1[µ]!
[µk]
2Ett(n− 1)
Euu(n− 1)
Euu(n− 1)δ
f−1[λ]! = [µk]Ett(n− 1),
where Ett(n− 1) can be computed explicitly by Lemma 3.10(a). 
Proposition 4.9. Suppose t ∈ T udn (λ) with (f, λ) ∈ Λn, and l(λ) = l. If tˆ = t
µ,
and tn−1 = tn ∪ p with p = (k, µk) k < l, define u = tsn,a+1 with a = 2(f − 1) +∑k
j=1 µj and v = (u1, · · · , ua+1). Then
(4.10)
〈ft, ft〉
δf−1[µ]!
=
[µk]Evv(a)
r2q2(µk−2k) − 1
∏
r1∈A (µ)<p
(r2q−2(cµ(p)−cµ(r1)) − 1)∏
r2∈R(µ)<p
(r2q−2(cµ(p)+cµ(r2)) − 1)
.
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Proof. By definition, u = tsn,a+1. Using the argument in the proof of Proposi-
tion 4.2, we have
〈ft, ft〉 = 〈fu, fu〉
n∏
j=a+2
(
1− ω2
cu(j)cu(a+ 1)
(cu(j)− cu(a+ 1))2
)
=
〈fu, fu〉
r2q2(µk−2k) − 1
∏
r1∈A (µ)<p
(r2q−2(cµ(p)−cµ(r1)) − 1)∏
r2∈R(µ)<p
(r2q−2(cµ(p)+cµ(r2)) − 1)
.
By Proposition 4.1, 〈fu, fu〉 = 〈fv, fv〉
∏ℓ
i=k+1[λi]! where v ∈ T
ud
a+1(ν) with v =
(u1, u2, . . . , ua+1) and ua+1 = ν. Finally, we use Proposition 4.5 and [µk]! = [λk]![µk]
to get 〈fv, fv〉 = Evv(a)[µk]
2δf−1
∏k
i=1[λi]!. Simplifying 〈ft, ft〉 via previous for-
mulae yields (4.10), as required. 
Definition 4.11. Suppose (f, λ) ∈ Λn and (ℓ, µ) ∈ Λn−1. Write (ℓ, µ) → (f, λ) if
either ℓ = f and µ = λ \ {p} or ℓ = f − 1 and µ = λ ∪ {p}. If (ℓ, µ) → (f, λ) we
define γλ/µ ∈ F to be the scalar by declaring that
(4.12) γλ/µ =
〈ft, ft〉
δℓ[µ]!
where t ∈ T udn (λ) with tˆ = t
µ ∈ T udn−1(µ).
The following is the first main result of this paper.
Theorem 4.13. Let Bn be the Birman-Wenzl algebra over Z[r
±, q±, ω−1], where
r, q are indeterminates and ω = q−q−1. The Gram determinant detGf,λ associated
to the cell module ∆(f, λ) of Bn can be computed by the following formula
(4.14) detGf,λ =
∏
(ℓ,µ)→(f,λ)
detGℓ,µ · γ
dim∆(ℓ,µ)
λ/µ ∈ Z[r
±, q±, ω−1].
Furthermore, each scalar γλ/µ can be computed explicitly by (4.3), (4.6), (4.10) and
Lemma 3.10(a).
Proof. We first compute the Gram determinants over C(q±, r±, ω−1). In order to
use the results in section 4, we have to use the fundamental theorem of algebra (see
[18]).
Since G˜f,λ, defined via orthogonal basis of ∆(f, λ), is a diagonal matrix and each
diagonal is of form 〈ft, ft〉, t ∈ T
ud
n (λ), we have det G˜f,λ =
∏
t∈T udn (λ)
〈ft, ft〉. By
Proposition 4.1,
det G˜f,λ =
∏
(ℓ,µ)→(f,λ)
det G˜ℓ,µ · γ
dim∆(l,µ)
λ/µ .
However, by Lemma 3.4(f) detGf,λ = det G˜f,λ and detGℓ,µ = det G˜ℓ,µ. Since
the Jucys-Murphy basis of ∆(f, λ) is defined over Z[r±, q±, ω−1], detGf,λ ∈
Z[r±, q±, ω−1]. 
Recall that λ′ is the dual partition of the partition λ. The following result gives
the relation between the integral factors of detGf,λ and detGf,λ′ .
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Corollary 4.15. Let Bn be the Birman-Wenzl algebra over Z[r
±, q±, ω−1], where
ω = q − q−1. Suppose (f, λ) ∈ Λn and ε ∈ {−1, 1}. Then r − εq
a is a factor of
detGf,λ if and only if r + εq
−a is a factor of detGf,λ′ .
Proof. Note that p = (i, j) is an addable (resp. removable) node of λ if and only
if p′ = (j, i) is an addable (resp. removable) node of λ′. Detailed analysis for
the numerators and denominators of γλ/µ by elementary computation yields the
result. 
If we consider q as a scalar, then
∏
(ℓ,µ)→(f,λ) γ
dim∆(ℓ,µ)
λ/µ can be considered as
a rational function in r. Write
∏
(ℓ,µ)→(f,λ) γ
dim∆(ℓ,µ)
λ/µ =
f(r)
g(r) such that the g.c.d
of f(r) and g(r) is 1. The following result is useful when we determine the zero
divisors of Gram determinants.
Corollary 4.16. Let f(r) and g(r) be defined as above. Suppose ε ∈ {−1, 1}. If
r− εqa | f(r) and r− εqa ∤ g(r) with a ∈ Z, then r− εqa is a factor of detGf,λ. In
other words, detGf,λ = 0 if r = εq
a.
Proof. The result follows from the fact that detGf,λ ∈ Z[r
±, q±, ω−1]. 
5. Semisimplicity criteria for Bn over a field
In this section, we consider Bn,F over an arbitrary field F . We will give a
necessary and sufficient condition for Bn,F being (split) semisimple. We will denote
Bn,F by Bn if there is no confusion.
We remark that we may not have the orthogonal representations over F . How-
ever, we still have the recursive formula in (4.14) since the Gram matrix associated
to each cell module is a matrix over R. In what follows, we will use this fact
frequently.
Proposition 5.1. Let Bn, n ≥ 2 be the Birman-Wenzl algebra over Z[r
±, q±, ω−1].
Then
(5.2)
detG1,(n−2) =q
1
2 (n−1)(3n−4)
(
[n− 2]!
r(q2 − 1)
) 1
2n(n−1)
(r − q)
1
2n(n−3)
× (r + q3)
1
2 (n−1)(n−2)(r2 − q6−2n)n−1(r − q3−2n).
Proof. Let
• (sk,2)i = (i) for i ≤ k − 1 and (sk,2)i = (i − 2) for k ≤ i ≤ n.
• Suppose 3 ≤ j ≤ k. Define (sk,j)i = (i) for i ≤ j − 2 and (sk,j)i = (i− 1, 1),
for j − 1 ≤ i ≤ k − 1, and (sk,j)i = (i− 2), k ≤ i ≤ n.
Then T udn (λ) = {sk,j | 2 ≤ j ≤ k ≤ n}. We use Proposition 4.1 and (4.3), (4.6),
(4.10) to compute 〈fsk,j , fsk,j 〉. We have
• 〈fs2,2 , fs2,2〉 = δ[n− 2]!,
• 〈fsk,2 , fsk,2〉 =
q3[n−2]!
r(q2−1)
r−q3−2k
r−q5−2k
(r2q2k−6 − 1)[k − 1] for 3 ≤ k ≤ n,
• 〈fsk,j , fsk,j 〉 =
q
r
[n−2]!
q2−1 (r − q)(r + q
3) [j−2][j−1]
r2−q6−2k
r2−q8−2k for 3 ≤ j ≤ k ≤ n.
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Thus
(5.3)
n∏
k=3
〈fsk,2 , fsk,2〉 =
(
q3[n− 2]!
r(q2 − 1)
)n−2
[n− 1]!
r − q3−2n
r − q−1
n∏
k=3
(r2q2k−6 − 1),
and
(5.4)
∏
3≤j≤k≤n
〈fsk,j , fsk,j 〉 =
(
q
r
[n− 2]!
q2 − 1
(r − q)(r + q3)
) (n−2)(n−1)
2
×
(r2 − q6−2n)n−2
[n− 1]!
n∏
k=3
1
r2 − q8−2k
.
Note that detG1,λ =
∏
2≤j≤k≤n〈fsk,j , fsk,j 〉. Now, (5.2) follows from elementary
computation via equalities given above. 
Let F be a field containing non-zero q, r and (q−q−1)−1. The following results
can be verified directly.
Lemma 5.5. Suppose o(q2) > n and (f, λ) ∈ Λn. For any p1 ∈ A (λ) and p2 ∈
R(λ), [cλ(p1) + cλ(p2)] 6= 0.
Proposition 5.6. Suppose that n ≥ 2. Let Bn be the Birman-Wenzl algebra over
a field F . Suppose o(q2) > n and r 6∈ {q−1,−q}. Then Bn is semisimple if and
only if
∏n
k=2 detG1,(k−2) detG1,(1k−2) 6= 0.
Proof. We use Lemma 5.5 to check that any factor qa − qb in the numerators of
(4.3), (4.6), (4.10) is not equal to zero if o(q2) > n. We will only consider the
factors in detGf,λ with forms r± q
a, a ∈ Z. When we want to prove detGf,λ = 0
for r = εqa, ε ∈ {1,−1}, we will consider q to be the indeterminate q first. In other
words, we have o(q) = ∞. In order to get the result for n < o(q2) < ∞, q ∈ F ,
we will specialize the indeterminate q to q ∈ F . In the remainder of the proof, we
consider q to be the indeterminate q. Also, we use r instead of r.
(⇒) Suppose detG1,(k−2) = 0 for some 2 ≤ k ≤ n. We claim that there is a
(f, λ) ∈ Λn such that detGf,λ = 0. It gives rise to a contradiction since the Gram
determinant associated to any cell module is not equal to zero if a cellular algebra
is semisimple.
If detG1,(1k−2) = 0, then we use Corollary 4.15 and the above claim twice to find
a partition λ such that detGf,λ = 0. This will give rise to a contradiction, too.
Consequently,
∏
2≤k≤n detG1,(k−2) detG1,(1k−2) 6= 0 if Bn is semisimple.
Now, we prove our claim. Since Bn is semisimple, detG1,(n−2) 6= 0. It is easy
to verify detG1,∅ 6= 0 if r 6∈ {q
−1,−q}. Therefore, we can assume 2 < k < n. By
Proposition 5.1, r ∈ {q3−2k,±q3−k,−q3, q}, 3 < k < n. The case k = 3 has been
dealt with in [7] which says r ∈ {q−3,±1,−q3}. One can use the program [19]
(written in GAP language) to verify it directly. 4
4F. Luebeck wrote the GAP program for Brauer algebras when he visited our department in
2006. Imitating his program, we wrote the GAP program for Birman-Wenzl algebras. We take
this opportunity to express our gratitude to him.
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Case 1. n− k is even:
Let f = n−k2 + 1 and λ = (k − 2). Then (f, λ) ∈ Λn. If (f − 1, µ) → (f, λ), then
µ ∈ {µ1, µ2} and µ1 = (k − 1), µ2 = (k − 2, 1). By Proposition 4.5, we have
(5.7) rλ/µ1rλ/µ2 =
q2k−2[k − 2](r − q)(r + q3)(r2 − q6−2k)2(r − q3−2k)
r2(q2 − 1)2[k − 1](r2 − q8−2k)(r − q5−2k)
When k > 3, (r − q)(r + q3)(r2 − q6−2k)(r − q3−2k) and (r2 − q8−2k)(r − q5−2k)
are co-prime5 in Z[r±, q±, (q − q−1)−1]. If k = 3, then (r + q3)(r2 − 1)(r −
q−3) and (r + q)(r − q−1) are co-prime in Z[r±, q±, (q − q−1)−1]. Conse-
quently, by (4.14), detG(f−1,µ1) detG(f−1,µ2) detGf,(k−3) has to be divided by
(r2 − q8−2k)dim∆(f−1,µ2)(r − q5−2k)dim∆(f−1,µ1). Therefore, detGf,λ = 0 if
detG1,(k−2) = 0.
Case 2. n− k is odd:
There are three subcases we have to discuss.
Subcase 2a. r = q for some k > 3 or r = −q3 for some integer k with k > 2:
Let f = n−k+12 and λ = (k − 1). By (5.7) and Corollary 4.16, detGf,λ = 0. We
remark that we can use (5.7) since γλ/µ depends only on λ and µ.
Subcase 2b. r = q3−2k, for some integer k with 2 < k < n:
Let f = n−k+12 and λ = (k − 2, 1). Suppose k > 3. If (f − 1, µ) → (f, λ), then
µ ∈ {µ1, µ2, µ3} where µ1 = (k − 1, 1), µ2 = (k − 2, 2) and µ3 = (k − 2, 1, 1). By
Propositions 4.5, 4.9,
γλ/µ1 =
q3(r2q2k−4 − 1)(r2q2k−8 − 1)(r − q3−2k)
r(q2 − 1)(r − q5−2k)(r2q2k−6 − 1)
,
γλ/µ2 =
[k − 3]q2(rq − 1)(r2 − q4−2k)(r2 − q4)
r[k − 2](q2 − 1)(r2 − q6−2k)(r − q)
,
γλ/µ3 =
q[k − 1](r + q5)(r2 − q8−2k)(r2 − q4)
r[k][2](q2 − 1)(r2 − q10−2k)(r + q3)
.
If k = 3, then λ = (1, 1). In this case, define µ1 = (2, 1) and µ2 = (1, 1, 1). By
Propositions 4.5, 4.9,
γλ/µ1 =
q2(r2 − q2)(rq + 1)
r(r2 − 1)(q2 − 1)
(r − q−3), and γλ/µ2 =
q(r + q5)(r2 − q2)
r[3](q2 − 1)(r + q3)
.
Subcase 2c. r = ±q3−k, for some integer k with 2 < k < n:
If k = 3, define f = n2 and λ = ∅. If (f − 1, µ) → (f, λ), then µ = (1). If
(f − 2, ν) → (f − 1, µ), then ν ∈ {ν1, ν2} where ν1 = (2) and ν2 = (1, 1). By
Propositions 4.5, 4.9,
γλ/µ = δ, γµ/ν1 =
q3(r − q−3)(r2 − 1)
r(q2 − 1)(r − q−1)
, γµ/ν2 =
q(r + q3)(r2 − 1)
[2]r(q2 − 1)(r + q)
.
5since o(q) =∞
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Note that r 6∈ {q−1,−q}. If k = 4, then r = −q−1. Let λ = (1, 1, 1). If (f −
1, µ) → (f, λ), then µ ∈ {µ1, µ2} where µ1 = (2, 1, 1) and µ2 = (1, 1, 1, 1). By
Propositions 4.5, 4.9,
rλ/µ1 =
q3(r − q−3)(r2 − q4)(r + q−1)
r(q2 − 1)(r2 − q2)
, rλ/µ2 =
q(r + q7)(r2 − q4)
r[4](q2 − 1)(r + q5)
.
Suppose k > 4. Let f = n−k+12 and λ = (k− 3, 1, 1). If (f − 1, µ)→ (f, λ), then
µ ∈ {µ1, µ2, µ3} where µ1 = (k − 2, 1, 1), µ2 = (k− 3, 2, 1) and µ3 = (k− 3, 1, 1, 1).
By Propositions 4.5, 4.9,
γλ/µ1 =
q2k−5(r − q5−2k)(r2 − q6−2k)(r2 − q12−2k)
r(q2 − 1)(r2 − q10−2k)(r − q7−2k)
,
γλ/µ2 =
[k − 4]q3(r − q−1)(r2 − q6−2k)(r2 − q6)(r + q)
r[k − 3](q2 − 1)(r2 − q8−2k)(r2 − q4)
,
γλ/µ3 =
q[k − 1](r + q7)(r2 − q12−2k)(r2 − q6)
r[3][k](q2 − 1)(r2 − q14−2k)(r + q5)
.
In each case, by Corollary 4.16, detGf,λ is divided by either (r − q
3−2k)(r ±
q3−k)(r + q3)(r − q) for k > 3 or (r − q−3)(r ± 1)(r + q3) for k = 3. Thus,
detGf,λ = 0. This completes the proof of the claim.
(⇐) Suppose that Bn is not semisimple. Then detGf,λ = 0 for some (f, λ) ∈
Λn. By (4.14), either detGℓ,µ = 0 or the numerator of γλ/µ is equal to zero
for some (ℓ, µ) → (f, λ). In the first case, by induction on n with n ≥ 3,∏n−1
k=2 detG1,(k−2) detG1,(1k−2) = 0, a contradiction. In the latter case, if l = f ,
then γλ/µ 6= 0 since we are assuming that o(q
2) > n and the numerator of γλ/µ is
a product of [k] for k ≤ n− 1. By Propositions 4.5, 4.9, we need only consider the
numerators of γλ/µ with ℓ = f − 1. We claim that
a) r2qcλ(p)+cλ(q) 6= 1 for all p, q ∈ A (λ).
b) r2qcµ(q)−cµ(p) 6= 1 for all q ∈ A (µ) and p ∈ R(µ).
At first, we prove a). We assume that p (resp. q) is in the k-th (resp. ℓ-th )
row. Since two boxes have the same contents if they are in the same diagonal, we
can move both p and q to either the first row or the first column of a partition.
Therefore, there is a partition ξ ∈ {(k − 2), (1k−2)} for some 2 ≤ k ≤ n such
that p1, q1 ∈ A (ξ) with cλ(p) + cλ(q) = cξ(p1) + cξ(q1). By our assumption and
Proposition 5.2 and Corollary 4.15, cλ(p) + cλ(q) is a factor of detG1,ξ. Since we
are assuming that
∏n
k=2 detG1,(k−2) detG1,(1k−2) 6= 0, we have detG1,ξ 6= 0, forcing
cλ(p) + cλ(q) 6= 0.
b) can be proved by similar arguments as above. We leave the details to the
reader. By Propositions 4.5 and 4.9, and our claim b), γλ/µ = 0 implies either
Ett(n − 1) = 0 or Evv(a) = 0, where t, v and a are defined in (4.12) and Proposi-
tion 4.9, respectively.
Using our claims a)-b), we have that rq2cλ(p1) − q−1 = 0 or rq2cλ(p1) + q = 0 if
Ett(n − 1)Evv(a) = 0. In this case, µ is obtained from λ by adding the addable
node p1.
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If cλ(p1) = 0. then r ∈ {q
−1,−q}, a contradiction. So, we can assume
that cλ(p1) 6= 0. First, we deal with the case when cλ(p1) > 0. Note that
r ∈ {q−(1+2cλ(p1)),−q1−2cλ(p1)}. In the first case, by (5.2), detG1,η = 0 where
η = (cλ(p1)). Note that cλ(p1) ≤ n − 2, by assumption, detG1,η 6= 0, a contra-
diction. Assume that r = −q1−2cλ(p1). By Proposition 5.2, detG1,η = 0 where
η = (2cλ(p1)). Since we are assuming that
∏n
m=2 detG1,(m−2) detG1,(1m−2) 6= 0,
we have n − 2 < 2cλ(p1) = 2(λk + 1 − k) ≤ 2λk, forcing k = 1. By (5.7), the
numerators of γλ/µ1γλ/µ2 must be divided by r + q
1−2cλ(p1), where µ1, µ2 is the
same as those in (5.7) and the k in (5.7) should be replaced by λ1+2 which is equal
to n− 2f + 2. Thus, r + q1−2cλ(p1) ∈ S where
S = {r − q, r + q3, r ± q1−λ1 , r − q−(1+2λ1)}.
On the other hand, we have λ1+2 ≤ n since we are assuming that f ≥ 1. By (5.2),∏n
m=2 detG1,(m−2) detG1,(1m−2) is divided by each element in S. This implies that
r + q1−2cλ(p1) 6= 0, a contradiction.
If cλ(p1) < 0, we use Corollary 4.15 to consider r ∈ {−q
1+2cλ(p1), q2cλ(p1)−1}.
In this situation, we still get a contradiction by the result for cλ(p1) > 0 stated
above. 
Proposition 5.8. Let Bn be the Birman-Wenzl algebra over a field F containing
the parameters q±, r± and (q− q−1)−1. Assume r ∈ {q−1,−q}.
a) Bn is not semisimple if n is either even or odd with n ≥ 7.
b) B1 is always semisimple.
c) B3 is semisimple if and only if o(q
2) > 3 and q4 + 1 6= 0.
d) B5 is semisimple if and only if o(q
2) > 5 and q6 + 1 6= 0, and q8 + 1 6= 0,
and charF 6= 2.
Proof. We use r, q instead of r,q in the proof of this result. Since r ∈ {q−1,−q}, δ =
0. Suppose that n is even. Let a = dimF ∆(n/2− 1, (1)). By (4.14), detGn/2,∅ =
detGn/2−1,(1)δ
a = 0. We have detG1,(3,2) = 0 when r ∈ {q
−1,−q}. One can use
[19] to verify the above formulae easily. This shows that B7 is not semisimple. We
also use [19] to get the following formulae:
• detG1,(1) = (q
4 + 1) if r ∈ {q−1,−q}.
• detG1,(3) = 2
5[2]10[3]14(1 + q8) (resp. −[2]10[3]11q−2(1 + q4)6) if r = −q
(resp. if r = q−1).
• detG1,(1,1,1) = q
−2[3](1 + q4)6 ( resp. 25[3]4(1 + q8)) if r = −q (resp. r =
q−1).
• detG1,(2,1) = −q
2[2]4[3]15(1 + q6)4 if r ∈ {q−1,−q}.
• detG2,(1) = −32q
2(1 + q2)(1 + q4)10(1 + q6) if r ∈ {q−1,−q}.
Now, (b)-(d) follow from the results on the semisimplicity of Hecke algebras Hn
for n ∈ {1, 3, 5} together with the above formulae.
We close the proof by showing that detGn−5
2 ,(3,2)
= 0 for all odd n with n > 7.
This can be verified by comparing the recursive formulae on detGn−5
2 ,(3,2)
with
detG1,(3,2). We leave the details to the reader. 
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Theorem 5.9. Let Bn be the Birman-Wenzl algebra over a field F which contains
non-zero parameters r, q, ω, where ω = q − q−1.
a) Suppose r 6∈ {q−1,−q}.
(a1) If n ≥ 3, then Bn is semisimple if and only if o(q
2) > n and r 6∈
∪nk=3{q
3−2k,±q3−k,−q2k−3,±qk−3}.
(a2) B2 is semisimple if and only if o(q
2) > 2.
(a3) B1 is always semisimple.
b) Assume r ∈ {q−1,−q}.
(b1) Bn is not semisimple if n is either even or odd with n ≥ 7.
(b2) B1 is always semisimple.
(b3) B3 is semisimple if and only if o(q
2) > 3 and q4 + 1 6= 0.
(b4) B5 is semisimple if and only if o(q
2) > 5, q6 + 1 6= 0, and q8 + 1 6= 0
and charF 6= 2.
Proof. Suppose n 6= 2. Theorem 5.9 follows from Propositions 5.6, (5.2) and
Corollary 4.15, (resp. Proposition 5.8) under the assumption r 6∈ {q−1,−q} (resp.
r ∈ {q−1,−q}). When n = 2, we compute detG1,∅ directly to verify the result. 
Let δ = (q+r)(qr−1)r(q+1)(q−1) . Then
limitq→1δ ∈ {1, 2, · · · , n− 2} ∪ {−2,−4, · · · , 4− 2n} ∪ {−1,−2, · · · , 4− n}
if r ∈ ∪nk=3{q
3−2k,±q3−k,−q2k−3,±qk−3} and n ≥ 3. They are the parameters we
got in [17] such that the corresponding Brauer algebra is not semisimple. Finally,
we remark that some partial results on Brauer algebras being semisimple over C
can be found in [5, 6, 20].
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