The purpose of this contribution is to extend some results on sparse representations of signals in redundant bases developed for arbitrary bases to two frequently encountered bases.
INTRODUCTION
The problem of the recovery of exact sparse solutions of a set of under-determined linear equations has been proposed in [1] and has received some attention since [2, 3, 4, 5, 6] . The results obtained so far are as follows.
Given a (n,m)-matrix norm of instead of the sparsity itself. The problem is then to determine sufficient conditions for the two criteria to have the same unique solution.
In order to define when this is the case, one generally normalizes the columns [8, 9] . It has been shown in [1, 2, 3, 4] that if (2) is independent of the magnitudes of the nonzero entries of . Being able to recover appears to be only a matter of structure, of angles between vectors. This is similar to what happens with identifiability conditions in estimation theory or observability conditions in systems theory.
Here we will obtain stronger results for two specific ¥ matrices and when the weights in are known to be greater than or equal to zero. This last assumption changes the nature of the problem and the conditions we will obtain will be independent of £ the number of columns in ¥ . We will consider the Vandermonde matrices whose columns are of the form As in [4] we will start from the optimality conditions satisfied by an optimum of the linear program
OPTIMALITY CONDITIONS FOR (LP)
Since we assume the weights in to be greater than or equal to zero, the linear program (LP) minimizing the Q A
-norm becomes
This point is then an optimum of (DLP+). Furthermore both optima are unique if no constraint of the dual is degenerate, i.e., , one cannot expect a stronger result. When the optimum of the primal is degenerate the optimum of the dual (DLP+) is undetermined and this also signifies that the primal is
, i.e., even the slightest perturbation of © will lead to a drastic change in the optimum of the primal. The optimum of the primal will loose its sparsity in a fully unpredictable way.
In the sequel we will apply Lemma 1 to the two specific ¥ matrices whose columns have been introduced above (3), (4). In [4] , it is applied to arbitrary matrices and leads to condition (2).
THE VANDERMONDE MATRIX CASE

Sufficient condition for recovery
The (n,m)-matrix ) is essential in our proof and seems necessary if one wants to improve the bound from (2) to (6) in the linear programming context.
Comments
I
The necessary and sufficient bound on nonzero components and it follows that the expected bound is . It is identical to (6) for odd and slightly better for even . This may be the price to pay (in addition to the sign constraint) to recover without an exhaustive combinatorial search.
The bound (6) is also the one, one obtains in a different context and for a different recovery algorithm using results from realization theory developed in systems theory [11] . The problem there is to recover the discrete time transfer function associated with a given impulse response. A sketch of the corresponding reasoning is as follows. A discrete time first order system with pole equal to . And we take now the square of the modulus of this polynomial on the unit circle to guaranty that it will be zero for 
Comments
I
The comments are similar to those made for Vandermonde matrices. The fact that any set of distinct columns of the form (4) are independent is less well known than in the Vandermonde case but can be proven by noting that The bound (6) is the same one obtains using a powerful theorem by Caratheodory [12] which says that given - then this decomposition is unique. One gets the same bound (6) with signconstrained weights but for arbitrary values of h not necessarily belonging to a grid. The theorem by Caratheodory however does not tell us how to recover the decomposition. The corresponding recovery part has been proposed by Pisarenko [13] and, as for the method based on realization theory sketched in section 3.2, requires to compute the roots of a polynomial.
The method based on realization theory proposed in section 3.2 also applies to the present real Fourrier case, but since each oscillator (sinusoid) induces a rank two in the Hankel matrix the bound on one gets is twice lower than (6) . This bound can in fact further be improved in the present context and in anycase this approach imposes no sign-constraint on the weights.
REMARKS ON THE UNIQUENESS OF THE SOLUTION
The results we established (Lemma 2 and 2') are valid for both normalized or un-normalized columns in . It is a consequence of the following lemma we will prove. Lemma 4: The j-th component of all points in the set, assumed to be non-empty, .
!
The proposition then follows from Lemma 4 and the assumption that ¥ is a full column rank matrix.
CONCLUSIONS
We have considerably improved the bound (2) known for arbitrary matrices by exploiting the specific structure of the Vandermonde and real Fourier matrix. The new bound (6) is independent of the number £ of components in the dictionary but holds only under the assumption that the weights are sign-constrained. It is our impression that this restriction cannot be removed in case the recovery has to be achieved by solving a linear program.
This analysis is also of interest because it allows to assess the resolution or separation properties of estimation methods based on this kind of approaches. The fact that the bound (6) is independent of £ indicates that it is possible to develop high-resolution methods.This possibility has already been exploited for instance in [14] where the linear program is replaced by a quadratic program.
We have also mentioned for the same two specific situations the existence of other recovery algorithms and in each case indicated the corresponding bounds and potential sign-restrictions.
