It was shown recently that the K L1-norm principal components (L1-PCs) of a real-valued data matrix X ∈ R D×N (N data samples of D dimensions) can be exactly calculated with cost O(2 N K ) or, when advantageous,
I. INTRODUCTION
Principal-Component Analysis (PCA) [4] has been a "mainstay" of signal processing, machine learning, pattern recognition, and classification [5] - [7] for more than a century. Numerous important applications of PCA can be found in the fields of wireless communications, computer networks, computer vision, image processing, bioinformatics/genomics, and neuroscience, to name a few. Broadly speaking, PCA seeks to calculate orthogonal directions that define a subspace wherein data presence is maximized. Traditionally, PCA quantifies data presence by the Frobenius (L2) norm of the projected data onto the subspace, or, equivalently, the Euclidean distance of the original data from their subspace representations (L2-norm of residual error). Herein, we will be referring to standard PCA as L2-PCA. Key strengths of L2-PCA are (i) its low-complexity implementation (quadratic in the number of data points) by means of singular-value decomposition (SVD) of the data matrix and (ii) the reliable approximation that it offers to the nominal principal data subspace, when calculated over sufficiently many clean/nominal or benign-noise corrupted data points.
In the advent of the big-data era, datasets often include grossly corrupted, highly deviating, irregular data points (outliers), due to a variety of causes such as transient sensor malfunctions, errors in data transmission/transcription, errors in training data labeling, and bursty-noise data corruption, to name a few [8] , [9] . Regretfully, standard L2-PCA is well-known to be fragile in the presence of such faulty data, even when they appear in a vanishingly small fraction of the training set [10] . The reason is that the L2-norm objective of standard PCA (minimization of error variance or maximization of squared projection magnitude) gives squared importance on the magnitude of every datum, thus overemphasizing peripheral data points.
To remedy the impact of outliers, researchers from the fields of data analysis and signal processing have long focused on calculating subspaces of minimum absolute error deviations, instead of minimum error variances.
Important early theoretical studies date back to the 1940s [11] - [14] . In the past decade, there have been several L1-norm-based principal component calculators under the general label "L1-PCA" [3] , [15] - [37] . In these works, researchers seek either to (i) minimize the aggregate absolute data representation error or (ii) maximize the aggregate absolute magnitude of the projected data points. For approach (i), it has been shown that the error surface is non-smooth and the problem non-convex, resisting attempts to reach an exact solution even with exponential computational cost [38] . Therefore, only suboptimal algorithms exist in the literature [15] - [18] . For approach (ii), a problem known as maximum-projection L1-PCA, the works in [1] , [2] proved that maximum-projection L1-PCA is not NP-hard for fixed data dimension D and offered the first two optimal algorithms in the literature for exact calculation. Specifically, for a data record of size N , X ∈ R D×N , the first optimal algorithm solves 2 L1-PCA exactly with complexity O(2 N K ); the second optimal algorithm solves L1-PCA exactly with complexity O(N rank(X)K−K+1 ) where K < rank(X) is the desired number of L1-PCs. Before the results of [1] , [2] , several low-complexity suboptimal algorithms for L1-PCA existed in the literature [19] - [22] . However, in lack of the optimal solution, no absolute performance evaluation of those algorithms with respect to the L1-PCA metric could be conducted until [1] , [2] made the optimal value available. Today, optimal-solution-informed experimental studies indicate that the existing low-cost approximate algorithms for L1-PCA yield non-negligible performance degradation, in particular when more than one principal component is calculated.
In this present work, we introduce L1-BF, a bit-flipping based algorithm for the calculation of the K L1-PCs of any rank-d data matrix X ∈ R D×N with complexity O(N Dmin{N, D} + N 2 (K 4 + dK 2 ) + N dK 3 ). The proposed algorithm is accompanied by: (i) Formal proof of convergence and theoretical analysis of converging points; (ii) detailed asymptotic complexity derivation; (iii) theoretically proven performance guarantees; (iv) L1-PCA performance comparisons with state-of-the-art counterparts of comparable computational cost [19] - [22] ; and (v) outlier-resistance experiments on dimensionality reduction, foreground motion detection in surveillance videos, and disease diagnosis from genomic data. Our studies show that L1-BF outperforms all suboptimal counterparts of comparable cost with respect to the L1-PCA metric and retains high outlier-resistance similar to that of optimal L1-PCA. Thus, the proposed algorithm may bridge the gap between computationally efficient and outlier-resistant principal component analysis.
The rest of the paper is organized as follows. Section II presents the problem statement and reviews briefly pertinent technical background. Section III is devoted to the development and analysis of the proposed algorithm.
Extensive experimental studies are presented in Section IV. A few concluding remarks are drawn in Section V.
II. PROBLEM STATEMENT AND BACKGROUND
Given a data matrix X = [x 1 , x 2 , . . . , x N ] ∈ R D×N of rank d ≤ min{D, N }, we are interested in calculating a low-rank data subspace of dimensionality K < d in the form of an orthonormal basis Q L1 ∈ R D×K that solves
In (1), · 1 denotes the element-wise L1-norm of the vector/matrix argument that returns the sum of the absolute values of the individual entries. [1] , [2] and [22] presented different proofs that L1-PCA in the form of (1) is formally NP-hard problem in jointly asymptotic N , d. Suboptimal algorithms (with non-negligible performance degradation) for approximating the solution in (1) were proposed in [19] - [22] . [1] , [2] showed for the first time 3 that for fixed data dimension D, (1) is not NP-hard and presented two optimal algorithms for solving it.
Below, we review briefly the optimal solution to (1) and the suboptimal algorithms that exist in the literature.
A. Optimal Solution
For any matrix A ∈ R m×n , m > n, that admits SVD A = UΣ n×n V T , define U (A) △ = UV ⊤ . Let · * denote nuclear norm. In [1] , [2] it was shown that, if
then
is a solution to (1) . In addition,
, [2] . For K = 1, (2) takes the binary quadratic form
and the L1-principal component of X is given by
In addition, X ⊤ q L1 1 = Xb opt * = Xb opt 2 and b opt = sgn(X ⊤ q L1 ).
In view of (2), (3), the first optimal algorithm in [1] , [2] performs an exhaustive search over the size-2 N K candidate set {±1} N ×K to obtain a solution B opt to (2); then Q L1 is returned by SVD on XB opt . 2 The second optimal algorithm in [1] , [2] , of polynomial complexity, constructs and searches inside a subset of {±1} N ×K wherein a solution to (2) is proven to exist. Importantly, for d constant with respect to N , the cost to construct and search exhaustively within this set is O(N dK−K+1 ).
From (2)- (5), it is seen that, in contrast to L2-PCA, in L1-PCA the scalability principle does not hold. That is, q L1 = argmax
X ⊤ Q 1 for some 1 For every a ∈ R d , the nuclear and euclidean norm trivially coincide, i.e., a * = a 2 . 2 In practice, the exhaustive-search optimal algorithm takes advantage of the nuclear-norm invariability to negations and permutations of the columns of the matrix argument and searches exhaustively in a size-
N×K wherein a solution to (2) is guaranteed to exist. K > 1. Therefore, the size-(K > 1) L1-PCA problem cannot be translated into a series of size-(K = 1) L1-PC problems simply by projecting the data-matrix onto the null-space of the previous solutions. [19] , [20] : Kwak et al. [19] , [20] made an important early contribution to the field by proposing a fixed point (FP) iteration to approximate the K = 1 L1-PC solution. Following our formulation and notation in Section II, the algorithm has the iterative form
B. State-of-the-art Approximate Algorithms

1) Fixed-point Iterations with Successive Nullspace Projections
where b (1) is an arbitrary initialization point in {±1} N . For any initialization, (6) is guaranteed to converge to a fixed point of sgn X ⊤ Xb in Φ(X) = {b ∈ {±1} N : b = sgn(X ⊤ Xb)}. Then, the L1-PC can be approximated by
2 where b fp is the converging point of the iteratively generated sequence {b (t) }. For K > 1, L1-PCs are approximated sequentially in a greedy fashion. That is, the kth L1-PC q fp,k , k > 1, is calculated by the above procedure, having replaced X by its projection onto the nullspace of the previously calculated components,
where M is the maximum number of iterations per component. Considering M to be bounded by a linear function of N , or practically terminating the iterations at most at N , the complexity of this algorithm can be expressed as O(N 2 DK).
2) Iterative Alternating Optimization (Non-greedy) [21] : Nie et al. [21] offered a significant advancement for the case K > 1. Following, again, our formulation and notation, they proposed a converging iterative algorithm that, initialized at an arbitrary orthonormal matrix Q (1) ∈ R D×K , calculates
and
The solution to (1) is approximated by the convergence point of the generated sequence {Q (t) }, say Q ao . Notice that, for K = 1, the algorithm coincides with the one in [19] . The computational complexity of (7) is
where T is the maximum number of iterations per component. Considering T to be bounded by a linear function of N K, or practically terminating the iterations at most at N K, the complexity of the algorithm becomes
3) SDP with Successive Nullspace Projections [22] : McCoy and Tropp [22] suggested a novel semi-definite programming (SDP) view of the problem. The binary-optimization problem in (4) can be rewritten as
Tr ZX ⊤ X (8) where S N + the set of positive semi-definite matrices in R N ×N . Specifically, if Z opt is the solution to (8) , then any column of Z opt is a solution to (4) . Then, the algorithm relaxes the non-convex rank constraint in (8) and finds instead the solution Z sdp to the convex semi-definite program
In this present paper's notation, to obtain an approximation to b opt , say b sdp , the algorithm factorizes
instance Gaussian randomization). b sdp is chosen to be the instance that maximizes Xb 2 and the solution to (1) is approximated by q sdp = Xb sdp Xb sdp −1
2 . For K > 1, similar to [19] , [22] follows the method of sequential nullspace projections calculating the kth L1-PC q sdp,k as the L1-PC of
The complexity to solve within ǫ accuracy the SDP in (9) is O(N 3.5 log(1/ǫ)) [39] . Thus, the overall computational cost of the algorithm is O(KN 3.5 log(1/ǫ) + KL(N 2 + DN )).
III. PROPOSED ALGORITHM
We begin our new algorithmic developments with the following Proposition.
Proposition 1. Assume that data matrix X admits compact singular-value decomposition
Then, for any B ∈ {±1} N ×K , XB * = YB * .
Proof: Notice that
Thus, XB * = Tr √ B ⊤ X ⊤ XB = Tr √ B ⊤ Y ⊤ YB = YB * where for any positive semi-definite
By Proposition 1, the proposed algorithm will attempt to find a solution to (2) by solving instead the reduced-size problem
which for K = 1 takes the form
This problem-size reduction, with no loss of optimality so far, contributes to the low cost of the proposed algorithm.
In the sequel, we present separately the cases K = 1 and K > 1.
A. Calculation of the L1-Principal Component (K = 1)
First, we attempt to find efficiently a quality approximation to b opt in (13), say b bf , by a bit-flipping search procedure. Then, per (5),
will be the suggested L1-principal component of the data. Proposition 2, presented herein for the first time, bounds the L1 error metric of interest by L2-norm differences.
Proposition 2.
For any b ∈ {±1} N and corresponding q = Xb Xb
Proof: By (2)- (5) and Proposition 1,
Equality holds when
In particular, by Proposition 2, the performance degradation in the L1-PCA metric X ⊤ q 1 when q = Xb Xb
is used instead of the optimal q L1 is upper bounded by the performance degradation in the metric of (13) when b is used instead of the optimal b opt .
In view of Proposition 2, the proposed algorithm operates as follows. The algorithm initializes at a binary vector b (1) and employs bit-flipping (BF) iterations to generate a sequence of binary vectors {b (t) }. At each iteration step, the algorithm browses all bits that have not been flipped before kept in an index-set 3 L. Then, the algorithm negates (flips) the single bit in L that, when flipped, offers the highest increase in the metric of (13) . If no bit exists in L the negation of which increases the quadratic metric (13), then L is reset to {1, 2, . . . , N } and all N bits become eligible for flipping consideration again. The iterations terminate when metric (13) cannot be further increased by any single-bit flipping.
Mathematically, at tth iteration step, t ≥ 1, the optimization objective (13) is
where Y F is the Frobenius (Euclidean) norm of Y. Factorizing (17), we observe that the contribution of the nth
That is, for any n ∈ {1, 2, . . . , N }, (17) can be written as
where β b (t) , n is a constant with respect to b
n . Then, if we flip the nth bit by setting
(where e n,N is the nth column of the size-N identity matrix I N ), the change to the quadratic metric in (13) is
Thus, if the contribution of the nth bit to the quadratic of (17), α b (t) , n , is negative, flipping b
n will increase the quadratic by 2|α b (t) , n |, whereas if α b (t) , n is positive, flipping b n will decrease the quadratic by
In view of this analysis, L1-BF is initialized at an arbitrary binary antipodal vector b (1) and L = {1, 2, . . . , N }. 3 The index-set L is used to restrain the "greediness" of unconstrained single-bit flipping iterations.
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The initial bit contributions α b (1) , 1 , . . . , α b (1) , N are calculated by (18) . Then, at iteration step t ≥ 1, we
n is flipped by setting (20) is obtained after resetting
are recalculated, and L is updated to L \ n. Otherwise, the iterations terminate and the algorithm returns b bf = b (t) ,
Notice that the contribution factors at the end of tth iteration step when b
n has been flipped can be directly updated by
for every m = n. Given the data correlation matrix Y ⊤ Y, updating the contributions by (21) and (22) costs only O(N ). For ease in reference, complete code for L1-BF, K = 1, is provided in Fig. 1 .
Convergence Characterization
The termination condition of the BF iterations (convergence) is summarized to
That is, when (23) is met, the algorithm returns b bf = b (t) and terminates. For any initialization point, (23) will be met and the BF iterations will converge in a finite number of steps, since (i) the binary quadratic form maximization in (4) has a finite upper bound and (ii) at every step of the presented BF iterations the quadratic value increases.
Thus, the proposed iterations converge globally 4 both in argument and in value. [19] , [21] The last point of the generated sequence, b bf , satisfies the termination condition α (b bf , n) ≥ 0 ∀n, which in view of (18) can be equivalently rewritten as b bf,n y ⊤ n Yb bf ≥ ||y n || 2 2 ∀n. Therefore, for every initialization point, the BF iterations converge in the set
Characterization of Point of Converngence and Relationship to Fixed Points of
By (11), Y ⊤ Y = X ⊤ X and, thus, Ω(Y) = Ω(X). Importantly, the following proposition holds true.
Proposition 3. Every optimal solution to the binary-quadratic maximization in (13) belongs to Ω(Y).
Proof: Let b be a solution to (13) outside Ω(Y). Then, there exists at least one entry in b, say the nth entry, for which the contribution to the objective value is negative; i.e., α b (t) , n < 0. Consider now the binary vector
is not a maximizer in (4).
By Proposition 3, being an element of Ω(Y) is a necessary condition for a binary vector to be a solution to (13) . Since any point in Ω(Y) is reachable by the BF iterations upon appropriate initialization, L1-BF may indeed calculate b opt and, through (14) , return the optimal L1-PC solution to (1), q L1 . The following Proposition establishes an important relationship between the set of convergence points of the proposed BF iterations, Ω(Y), and the set of convergence points of the fixed-point iterations in [19] , [21] , say Φ(Y).
Proposition 4. Every element of Ω(Y) lies also in the fixed-point set Φ(Y); that is, Ω(Y) ⊆ Φ(Y).
Proof: Consider an arbitrary b ∈ Ω(Y). Then, b n y ⊤ n Yb ≥ ||y n || 2 2 , for all n ∈ {1, 2, . . . , N }. Assume that b n = +1 for some n. Then, y ⊤ n Yb ≥ y n 2 2 ≥ 0 and sgn(y ⊤ n Yb) = +1 = b n . Otherwise, b n = −1. Then,
If we denote by B(Y) the set of optimal solutions to (4), Propositions 3 and 4 can be summarized as points of the FP iterations) increases at a far higher rate. Fig. 2 offers insight why the proposed BF iterations are expected to return the optimal solution to (4) much more often than the FP iterations of [19] - [21] .
Performance Bounds
The performance attained by q bf is formally lower bounded by Proposition 5 whose proof is given in the Appendix.
Proposition 5.
The performance of q bf in the metric of (1), calculated upon any initialization, is lower bounded by X ⊤ q bf 1 ≥ X F .
Moreover, for the optimal L1-PC q L1
where σ max is the maximum singular value of the data matrix X. Then, the loss with respect to the L1-PCA metric in (1) experienced by q bf is bounded by
In Fig. 3 , we execute the proposed BF iterations on an arbitrary data matrix X ∈ R (d=4)×(N =32) (elements drawn independently from N (0, 1)) and plot the binary quadratic metric Xb (t) 2 and L1-PCA metric X ⊤ q (t) 1 per iteration t. For reference, we also plot the optimal line X ⊤ q L1 1 = Xb opt 2 and lower bound X F . Fig. 3 offers a vivid numerical illustration of Proposition 5 and eq. (27) .
Initialization
Next, we consider initializations that may both expedite convergence and offer superior L1-PC approximations. In the trivial d = 1 case, Y = σv ⊤ for some σ ∈ R + and v ∈ R N ×1 , v 2 = 1, and b opt = arg max b∈{±1} N Yb 
Experimental studies that compare the efficiency of the proposed sv-sign initialization with that of equiprobable random initializations (b (1) takes any value in {±1} N with probability 2 −N ) show that sv-sign initialization not only leads to superior L1-PC approximations with respect to (1), but also reduces significantly the actual execution time of the proposed algorithm by reducing the number of bit-flips needed for convergence. As an illustration, we generate 1000 realizations of the data matrix X ∈ R 3×20 with entries drawn independently from N (0, 1). On each realization we run bit-flipping iterations with both sv-sign and equiprobable binary initialization. We observe that 81.6% of the time the L1-PC obtained with sv-sign initialization attains value in the metric of (1) greater than or equal to L1-PC obtained by random initialization. Also, in Fig. 4 we plot the empirical CDF of the number of bit-flips needed until convergence for the two initializations. We observe that 50% of the time sv-sign initialization is already in the convergence set Ω(X) and no bit-flips take place. Moreover, with sv-sign initialization no more than 6 bit-flips are needed for convergence with empirical probability 1. On the contrary, random initialization may need with non-zero probability up to 16 bit-flips for convergence.
Complexity Analysis
Prior to bit-flipping iterations, L1-BF calculates Y in (10) (depending on the cost of the initial SVD). Thus, the proposed L1-BF algorithm has cost comparable to that of standard PCA (SVD). A summary of the calculated complexity is provided in Table I .
Multiple Initializations
For further L1-PCA metric improvement, we may also run BF on L distinct initialization points, b
bf = argmax q∈{qbf,1,...,qbf,L} X ⊤ q 1 . Certainly, multiple initializations will increase the complexity of the algorithm by a constant factor L.
B. Calculation of K > 1 L1-Principal Components
In contrast to L2-PCA, L1-PCA in (1) is not a scalable problem [2] . Therefore, successive-nullspace-projection approaches [19] , [22] fail to return optimal L1-PC bases. Optimal L1-PCA demands joint computation of all K principal components of Y, a procedure that increases exponentially in K the computational complexity of optimal algorithms. In this section, we generalize the BF algorithm presented in Section III.A to calculate K > 1 L1-PCs of any given data matrix X ∈ R D×N of rank d ≥ K.
Given the reduced-size, full-row-rank data matrix Y ∈ R d×N (see Proposition 1), the proposed algorithm first attempts to approximate the solution to (12) B opt . To do so, it begins from an initial matrix B (1) and employs bit-flipping iterations to reach an approximation to B opt , say B bf . Finally, per (29) the algorithm returns
Evidently, if B bf is an exact solution to (2), then Q bf is an exact solution to the L1-PCA problem in (1).
Calculation of B bf via Bit-flipping Iterations
The algorithm initializes at a binary matrix B (1) and employs BF iterations to generate a sequence of binary matrices B (t) , t = 2, 3, . . ., such that each matrix B (t) attains the highest possible value in the maximization metric of (12) given that it differs from B (t−1) in exactly one entry. Similar to the K = 1 case, the indices of bits that have not been flipped throughout the iterations are kept in a memory index-set L initialized at {1, 2, . . . , N K} (the (n, k)th bit of the binary matrix argument in (12) has corresponding single-integer index (k − 1)N + n ∈ {1, 2, . . . , N K}).
Mathematically, at the tth iteration step, t ≥ 1, we search for the single bit in the current binary argument B (t)
whose index is not in L and its flipping increases the nuclear-norm metric YB (t) * the most. We notice that if we flip the (n, k)th bit of
n,k e n,N e ⊤ k,K , then
Therefore, at the tth iteration step, the algorithm obtains the index pair (n, k) = argmax (m,l)∈{1,2,...,N }×{1,2,...,K} (l−1)N +m∈L
If
, the algorithm obtains a new solution (n, k) to (31) after resetting L to {1, 2, . . . , N K}. If now, for this new pair (n, k),
n,k e n,N e ⊤ k,K and updates L = L \ {(k − 1)N + n}. Otherwise, the iterations terminate and the algorithm returns . This would yield a worst case total cost of O(N dK 3 ) to find (n, k) in (31). Below, we present an alternative method to solve (31) with cost
Reduced-cost Nuclear-norm Evaluations for Optimal Bit-flipping
At the beginning of the tth iteration step, we perform the singular-value decomposition
with cost O(dK 2 ). Then, for any (m, l) ∈ {1, 2, . . . , N }×{1, 2, . . . , K}, the singular values of YB (t) −2B
are the square roots of the eigenvalues of (YB (t) − 2B
m,l y m e ⊤ l,K ) (found with constant cost), which due to rotation invariance are equal to the eigenvalues of 
, it is easy to show that
Consider now the eigenvalue decomposition
Then, again by eigenvalue permutation invariance, the singular values of YB (t) − 2B (t) m,l y m e ⊤ l,K are equal to the square roots of the eigenvalues of
Notice that matrix S (t) ⊤ U (t) ⊤ needed for the calculation of W is constant for all candidate-bit evaluations of the tth iteration and, given the SVD of YB (t) , can be found with cost O(K 2 ). 
Termination Guarantee
Similarly to the K = 1 case, the termination condition
is guaranteed to be met after a finite number of iterations because (i) binary nuclear-norm maximization in (2) has finite upper bound and (ii) at every step of the BF iterations the nuclear-norm value increases.
Initialization
Generalizing the initialization idea for the K = 1 case, we choose B Fig. 5 . Of course, for K = 1 the L1-PCs generated by the algorithms of Fig. 1 and Fig. 5 coincide.
Complexity Analysis
Before the BF iterations, the algorithm expends O(N Dmin{N, D}) to calculate Y ∈ R d×N through SVD of X ∈ R D×N . By the same SVD, we calculate also the initial binary matrix. Then, for the proposed initialization YB (1) and
are calculated in the beginning of the first iteration with complexity O(N dK). To find a solution to (31), we incur worst case cost O(dK 2 +N (K 3 +dK) ). Setting the maximum number of BF iterations run by the algorithm to N K, the total complexity to calculate B bf is in worst case O(N Dmin{N, D} + N dK 3 + N 2 (K 4 + dK 2 )).
Then, to calculate Q bf from B bf costs an additional O(N Dmin{N, D} + N DK). Therefore, the total complexity of the proposed algorithm is O(N Dmin{N, D} + N 2 (K 4 + dK 2 ) + N dK 3 ); that is, quadratic complexity in N and at most quadratic complexity in D. Notice that for K = 1 the asymptotic complexity of the algorithm becomes O (N Dmin(N, D) + N 2 d) , i.e. equal to that of the algorithmic operations of Fig. 1 . A summary of the calculated complexity is provided in Table II .
Multiple Initializations
Similar to the K = 1 case, we can further increase performance of the proposed L1-PCA scheme by running BF iterations on L distinct initialization matrices B
(1)
K (sv-sign initialization) and for l ∈ {2, 3, . . . , L} we initialize randomly to B
, to obtain the L corresponding convergence points B bf,1 , B bf,2 , . . . , B bf,L and, through (29) , the associated L1-PC bases Qbf,2,. ..,Qbf,L} X ⊤ Q 1 .
IV. EXPERIMENTAL STUDIES
A. Comparison of L1-BF with Current State-of-the-art Algorithms
We first compare the performance of L1-BF with that of algorithms proposed in [19] , [21] , [22] . 6 In our experiment, we generate 1000 arbitrary matrices of size (D = d = 4) × (N = 16) with entries drawn independently from N (0, 1) and calculate the primary (K = 1) L1-PC by L1-BF iterations (L = 1 initialization), the fixed-point algorithm of [19] , [21] (L = 1 initialization), and the SDP approach in [22] (L = 1 Gaussian randomization). We measure the performance degradation experienced by a unit-length vector q on the metric of (1) by
and in Fig. 6(a) we plot the empirical cumulative distribution function (CDF) of ∆(q bf ; X), ∆(q fp ; X), and ∆(q sdp ; X). We observe that 86% of the time, L1-BF returns the exact, optimal L1-PC of X. In addition, the performance degradation attained by the proposed algorithm is, with empirical probability 1, less than 0.09. On the other hand, FP iterations [19] , [21] and SDP [22] attain optimal performance, with empirical probabilities 0.3 and 0.5, respectively. The performance degradation for FP [19] , [21] and SDP [22] can be as much as 0.25 and 0.55, respectively.
We repeat the same experiment after increasing the number of initializations for the proposed algorithm and the FP [19] , [21] to L = N = 16 and the number of Gaussian randomizations in SDP [22] to L = N = 16. In Fig.   6 (b), we plot the corresponding empirical CDFs of ∆(q bf ; X), ∆(q fp ; X), and ∆(q sdp ; X). L1-BF outperforms the two counterparts, returning the exact L1-PC with empirical probability 1.
Next, we examine the performance of the four algorithms (FP iterations with successive nullspace projections [19] , alternating optimization [21] , and SDP with successive nullspace projections [22] , and proposed BF iterations) when 6 Regarding the SDP approach of [22] , the total computational cost employing L Gaussian randomization instances is O(N 3.5 log(1/ǫ) + L(N 2 + DN )), which is similar to running the proposed BF iterations over N distinct initialization points. K = 2 L1-PCs are sought. We generate 1000 arbitrary data matrices of size (D = 3) × (N = 8) (all entries drawn independently from N (0, 1)) and plot in Fig. 7 (a) the empirical CDF of the corresponding performance degradation ratios, ∆(Q fp ; X), ∆(Q ao ; X), ∆(Q sdp ; X), and ∆(Q bf ; X). All iterative methods are run on a single initialization point (one Gaussian-randomization instance for SDP). We observe that 83% of the time, L1-BF returns the exact, optimal L1-PCs of X. The performance degradation attained by the proposed PCs is, with empirical probability 1, less than 0.09. On the other hand, the PCs calculated by [19] , [21] , [22] attain optimal performance, with empirical probabilities of above 0.31, 0.05, and 0.1, respectively, while the performance degradation for the algorithms in [19] , [21] and [22] can be as much as 30%. Evidently, the nullspace projections of [19] , [22] that "violate" the non-scalability principle of the L1-PCA problem, have significant impact on their performance. Next, we repeat the above experiment with L = N K = 16 initializations (L = 16 Gaussian-randomization instances for SDP). In Fig. 7(b) , we plot the new performance degradation ratios for the four algorithms. This time, the proposed method returns the exact/optimal L1-PCs of X with probability 1. High, but inferior, performance is also attained by the iterative algorithm of [21] . On the other hand, the algorithms in [19] , [22] that follow the greedy approach of solving a sequence of nullspace-projected K = 1 problem instances experience performance degradation values similar to those of Fig. 7(a) .
B. Line-fitting Experiment
For visual evaluation of the outlier resistance of the proposed L1-PCs, we consider N = 100 2-dimensional points drawn from the nominal zero-mean Gaussian distribution N 0 2 , R = 4 10 10 29 organized in matrix form X nom = [x 1 , x 2 , . . . , x 100 ]. We use the nominal data points to extract an estimate of the true maximumvariance/minimum-mean-squared-error subspace (line) of our data distribution by means of L2-PCA (standard SVD method). We do the same by means of L1-PCA through the proposed L1-BF method. In Fig. 8(a) , we plot on the 2-dimensional plain the 100 training data points in X nom and the lines described by q L2 (X nom ) and q bf (X nom ). For reference, we also plot alongside the true maximum-variance line. All three lines visually coincide, i.e. q L2 (X nom ) and q bf (X nom ) are excellent estimates of the true maximum-variance line.
Next, we assume that instead of the clean matrix of nominal training data points X nom , we are given the outliercorrupted data matrix X cor = [X nom , O] ∈ R 2×104 , for estimating q opt . Here, in addition to the previous 100 nominal data points in X nom , X cor also contains the 4 outliers in
as seen in Fig. 8(b) that do not follow the nominal distribution. Similar to our treatment of X nom , we calculate the L2-PC and L1-PC (by L1-BF) of X cor , q L2 (X cor ) and q bf (X cor ), respectively. In Fig. 8(b) we plot the two lines, against the true maximum-variance line of the nominal data. This time, the lines of q L2 (X cor ) and q bf (X cor ) differ significantly. In sharp contrast to L1-PC, the L2-PC of X cor is strongly attracted by the four outliers and drifting away from the true maximum-variance line. The outlier-resistance and superior line-fitting performance of the proposed approximate L1-PC in the presence of the faulty data is clearly illustrated.
C. Classification of Genomic Data -Prostate Cancer Diagnosis
In this experiment, we conduct subspace-classification of MicroRNA (miRNA) data for prostate cancer diagnosis [41] , [42] . Specifically, we operate on the expressions of D = 9 miRNAs (miR-26a, miR-195, miR-342-3p, miR-126*, miR-425*, miR-34a*, miR-29a*, miR-622, miR-30d) that have been recently considered to be differentially expressed between malignant and normal human prostate tissues [43] . For each of the above miRNAs, we obtain one sample expression from one malignant and one normal prostate tissue from N = 19 patients (patient indexes per [43] : 1, 2, . . . , 10, 12, . . . , 20) of the of the Swedish Watchful Waiting cohort [44] . 7 The miRNA expressions from malignant and normal tissues are organized in Ntrain X N,tr 1 Ntrain , respectively. Next, we find K = 3 L2-PCs or L1-PCs by L1-BF of the zero-centered malignant and normal datasets, Q M ∈ R D×K and Q N ∈ R D×K , respectively, and conduct subspace-classification [45] , [46] of each data-point x that has not been used for PC training (i.e., every x ∈ {x M,i } i∈I 
where λ is the classification/detection bias term. We run the above classification experiment over 2000 distinct training-dataset configurations and calculate the receiver operating characteristic (ROC) curve of the developed L2-PCA or L1-PCA classifier identifying as "detection" the event of classifying correctly a malignant tissue and as "false alarm" the event of classifying erroneously a normal tissue (Fig. 9 , "p = 0" curves). 7 More information about the studied data can be found in [43] .
Next, we consider the event of training on faulty/mislabeled data. That is, we recalculate the above ROC curves having exchanged p = 2 or 4 data points between X M,tr and X N,tr . In Fig. 9 , we plot the ROC curves for the designed L2-PCA and L1-PCA malignant tissue detectors, for K = 3 and p = 0, 2, 4. We observe that for p = 0 
APPENDIX
A. Proof of Proposition 5
Since b bf ∈ Ω(Y), (24) and (11) imply
In addition, by Proposition 4, b bf lies in Φ(Y) as well and satisfies b bf = sgn(Y ⊤ Yb bf ). Therefore, for q bf = Xb bf Xb bf
L1-BF for the calculation of the first L1-norm principal component (K = 1)
while true (or terminate at N BFs) 4:
n ← argmin m∈L α m
5:
if a n ≤ 0, 6:
elseif a n > 0 and |L| < N , L ← {1, 2, . . . , N } 9:
else, break 10: Return b 
12:
if ω < a n,k , 13:
B n,k ← −B n,k , ω ← a n,k ,
14:
L ← L \ {(k − 1)N + n}
15:
elseif ω ≥ a n,k and |L| < N K, L ← {1, 2, . . . , N K} 16:
else, break 17: Return B 
