In this paper presente some approaches to solving the problems of flow past a wing profile near the interface. Studies on the flow in the vicinity of separation boundaries (solid walls and free surfaces) show that in a confined flow liquid turns into a bubble mixture of liquid and gas. This complicates the flow analysis and introduces additional losses resulting in impaired energy
Introduction
Most of the problems in potential theory [1] can generally be reduced to solving integral or integral differential equations or sets of such equations.
In the case of small perturbations, the solution to the problem comes down to solving the integral equation [3, 4] 
F н is the centerline equation and F с is the thickness distribution. In the first approximation of the no-penetration boundary condition we obtain: Equation (1) is an integral Fredholm equation of the first kind with a singularity in its kernel
-525 - The solution γ of Eq. (2) is known [6] to be unstable even at small errors in f(ξ) data and sensitive to errors in the kernel k(ξ, s) and it is virtually independent of the solving technique.
The problem itself, (1), is essentially ill-defined and requires proper regularization techniques to enable its solution [6] . What makes it ill-posed when 0 → h is that integral equation (1) degenerates to a differential equation that is linear with respect to the higher derivative. By means of unsophisticated mathematics [3, 4] integral equation (1) of the flow boundary-value problem is rewritten as This problem can be solved employing a hybrid approach. First, solutions to the exterior, (1), and interior, (3), problems are found [2, 3] and then these are mutually adjusted.
There is yet another way to tackle the problem. It starts with constructing a perturbed exterior solution and then this solution, which is ill-suited for 0 h → , is transformed so that it is able to reveal the nature of singularity. The resultant solution thus becomes uniformly valid everywhere and provides good approximation to the true solution. The solution can be further improved quantitatively via higher-order approximations and, finally, nonlinear methods can be applied to accelerate convergence of the functional sequence [3, 4] .
If the sequence is divergent, which depends on the class of the function f(ξ) in (1), then the linear transformations and algorithms discussed above allow the main term of the sequence to be extracted.
Write the solution of integral equation (1) as γ = γ 1 + γ 2 . The first term is associated with the influence of the centerline shape on circulation, while the second one is attributed to the dynamic curvature resulting from the flow around a profile near the separation boundary.
The functional parameter method
Represent γ 1 solution in the form of a There is an expansion for the kernel with respect to parameter τ such that:
with k 1m defined in [3] .
Series (5) is convergent. Moreover, it is convergent over the entire actual range of variation of the parameter r. Convergence of series (4) remains questionable because it is not possible to construct a general term. It is however possible to evaluate a convergence domain for specific foil shapes.
Substituting (4) and (5) into (1) In the first boundary conditions approximation, at n = 1 we get the functions of influence of the distance parameter
n n a n a in the form of τ-series:
Under formal application of the discussed method, the solution γ given by (4)(9) is unstable [6] . It is considered that a coarse solution can be obtained taking just a few terms of the series; a further increase in the number of terms will only enhance the instability and the resultant multi-term series will have nothing to do with the true solution of Eq. (1). If however this instability is treated as a transient process, then it can be asserted that increasing the number of approximation terms provides additional information on the behavior of the true solution.
Let ψ(ε) be an analytical function, then expression (11) can be treated as a Taylor-series expansion.
The asymptotic behavior of coefficients of this expansion ψ = Σa n ε n is determined by the type of the function singularity. So it is natural to look for a way to deduce singularity parameters from a limited sequence {a n } of coefficients of the series [7] .
The radius of convergence of the Taylor series is determined by the singularity of the function ψ(ε) that is closest to the point around which expansion is performed. Farther away singularities may appear to influence the behavior of the series coefficients as well. If this is the case, one should find the spectrum of singularities.
The algorithms considered above offer a solution to the problem of ψ(ε) synthesis.
Numerical solution of Eq. (1).
Integral equation (1) can be solved by reducing it to a set of algebraic equations (discrete singularities method, collocation method and others). The mentioned methods are strongly unstable 
The BCF algorithm is a powerful tool to handle integrals and resolve sets of algebraic equations due to the quadrature and cubature formulas
-nodes, R -remainder) and the Nedashkovsky-Skorobogatko BCF method [8] acting as regularizators in the process. The advantage of this technique [8, 9] is that it is inherently selfregularized because of mutual cancellation of computational errors and as such it is little sensitive to adverse changes in the coefficient matrix conditioning. A good result is obtained when the BCF method is employed to accelerate convergence or find an antilimit of sequences. To that end, a set of equations is constructed with matrixes of Toeplitz type [10] . So, for finding the Shanks-Schmidt transformation
Once (15) has been solved, transformation follows the formula
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A S A n S A S S S t w v for Levin's t-, w-, and v-transformations,
respectively.
Actually, we can limit ourselves to finding only the first two components of solutions, z 1 and γ 1 , as the rest k components are required for analysis of the transformation spectrum.
Transformation of divergent sequences and series
If solution of Eq. (1) 
Sometimes we know the location of the singularity [1] , giving rise to divergence of the series, on the axis or in the domain of variation of the parameter ε. A divergent series can be converted into an absolutely or conditionally convergent one by introducing some other comparison function.
The Euler transformation [8] 
is the operator of finite differences of order k, and
feasible to eventually obtain a uniform approximation for the solution at the extremes of the specified
The source series is to be represented in the form
After grouping the terms with the same power While these series are slow to converge for large 
Let us now write an analytical expression for the sequence obtained by other techniques [3, 4] .
The amount of information that can be derived for a given number of approximations does not appear to be enough for a transformation to ensure the best approximation over the entire domain of variation of parameter ε. We then have to approach the true solution via various transformations for each h value.
The Shanks-Schmidt-Levin transformations are based on rational approximation of the series
. They complement each other as their representation error is associated with the Loran-series expansion of the function
The first term in (22) refers to errors under Shanks and second one under Levin transformations.
In a general case, it is necessary to have available these transformations along with the recursive techniques for their evaluation to be able to automatically monitor the situation. If it appears that the -532 - 
Conclusion
Optimal asymptotics contains nine terms, and still it rapidly deviates from the exact solution;
however an approximation such as σ 3, 8 for h < 0,01 already gives a relative error less than 1 %. 
