Low complexity decoding of cyclic codes. by Ho, Hai Pang.
1351547
UNIVERSITY OF SURREY LIBRARY
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if materia! had to be removed,
a note will indicate the deletion.
Published by ProQuest LLC (2017). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States Code
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
L o w  C o m p l e x i t y  D e c o d i n g  o f  
C y c l i c  C o d e s
by
Hai Pang HO
A  T h e s is
S u b m it t e d  T o  T h e  U n iv e r s it y  O f  Su r r e y  
In  P a r t ia l  F u l f il m e n t  T o  T h e  R e q u ir e m e n t s  F o r  
T h e  D e g r e e  O f  
D o c t o r  O f  P h il o s o p h y
Centre for Communication Systems Research 
University of Surrey 
United Kingdom
September 1998
Copyright ©1998 H.P. HO
A b s t r a c t
T h is  t h e s i s  p r e s e n ts  th r e e  n o v e l  l o w  c o m p le x i t y  d e c o d in g  a lg o r ith m s  fo r  C y c l i c  c o d e s .  
T h e s e  a lg o r i t h m s  a r e  t h e  E x t e n d e d  K a s a m i  A lg o r i t h m  ( E K A ) ,  P e r m u ta t io n  E r r o r  T r a p p in g  
( P E T )  a n d  t h e  M o d i f ie d  D o r s c h  A lg o r i t h m  ( M D A ) .
T h e  E x t e n d e d  K a s a m i  A lg o r i t h m  i s  a  n o v e l  d e c o d in g  a lg o r ith m  c o m b in in g  th e  E r r o r  
T r a p p in g  A lg o r i t h m  w it h  c o v e r  p o ly n o m ia l  t e c h n iq u e s .  W ith  a  r e v is e d  s e a r c h in g  m e t h o d  to  
l o c a t e  t h e  b e s t  c o m b in a t io n  o f  c o v e r  p o s i t i o n s ,  th e  E x t e n d e d  K a s a m i  A lg o r i t h m  c a n  a c h ie v e  
b o u n d e d  d i s t a n c e  p e r f o r m a n c e  w it h  c o m p le x i t y  m a n y  t im e s  lo w e r  th a n  o th e r  e f f i c i e n t  d e ­
c o d i n g  a lg o r i t h m s .  In  c o m p a r is o n  w i t h  th e  M in im u m  W e ig h t  D e c o d in g  ( M W D )  A lg o r i t h m  
o n  ( 3 1 ,1 6 )  B C H  c o d e s ,  t h e  c o m p le x i t y  o f  E K A  i s  o n ly  5 %  o f  M W D  a t 0  d B  j f .  C o m p a r in g  
E K A  w it h  t h e  K a s a m i  A lg o r i t h m  o n  t h e  ( 2 3 ,1 2 )  G o la y  c o d e ,  E K A  r e d u c e s  th e  c o m p le x i t y  
c o n s i s t e n t ly  f o r  a l l  v a lu e s  o f  jff.
W h e n  d e a l in g  w it h  R e e d  S o l o m o n  c o d e s ,  it  i s  f o u n d  th a t th e  a d d it io n a l  c o m p l e x ­
i t y  in c u r r e d  b y  f in d in g  t h e  e rro r  v a lu e s  i s  a  f u n c t io n  th a t  in c r e a s e s  e x p o n e n t ia l ly  w i t h  th e  
n u m b e r  o f  b i t s  in  e a c h  s y m b o l .  T o  e l im in a t e  t h e  p r o b le m  o f  f in d in g  th e  e r r o r  v a lu e s ,  P e r ­
m u t a t io n  E r r o r  T r a p p in g  u s e s  a  s p e c i f i c  c y c l i c  c o d e  p r o p e r ty  to  r e - s h u f f le  s y m b o l  p o s i t io n s .  
T h is  c o m p le m e n t s  w e l l  th e  E r r o r  T r a p p in g  a p p r o a c h  a n d  m o s t  d e c o d a b le  e r r o r  p a tte r n s  c a n  
b e  tr a p p e d  b y  u s in g  t h is  s im p le  a p p r o a c h . P E T  a c h ie v e s  p e r f o r m a n c e  c l o s e  to  th a t  o f  M W D  
o n  th e  ( 1 5 ,9 )  R S  c o d e  w it h  m u c h  l o w e r  c o m p le x i t y .
F o r  m o r e  c o m p l e x  c o d e s ,  l ik e  t h e  f o u r - s y m b o l- e r r o r  c o r r e c t in g  ( 1 5 ,7 )  R S  c o d e ,  M o d ­
i f ie d  P e r m u t a t io n  E r r o r  T r a p p in g  c o m b in e s  p a r t  o f  t h e  c o v e r  p o ly n o m ia l  a p p r o a c h  o f  E K A  
w it h  P E T  r e s u l t in g  in  r e ta in in g  g o o d  p e r f o r m a n c e  w i t h  lo w  c o m p le x i ty .
F o r  a t te m p t in g  to  d e c o d e  R e e d  S o l o m o n  c o d e s  u s in g  s o f t  d e c i s io n  v a lu e s ,  t h e  a p p l ic ­
a t io n  o f  a  m o d i f ie d  D o r s c h  A lg o r i t h m  to  R e e d  S o l o m o n  c o d e s  o n  v a r io u s  i s s u e s  h a s  b e e n  
e v a lu a t e d . U s in g  a  b in a r y  f o r m  o f  R e e d  S o l o m o n  c o d e s  h a s  b e e n  f o u n d  to  b e  a b le  to  a c h ie v e  
n e a r  m a x im u m  l ik e l ih o o d  p e r f o r m a n c e  w it h  v e r y  f e w  d e c o d in g s .
To my parents
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Chapter 1
I n t r o d u c t i o n
1.1 Prologue
E r r o r  c o n t r o l  c o d in g  i s  o n e  o f  t h e  m o s t  im p o r ta n t  a n d  c h a l le n g in g  a r e a s  in  D i g i t a l  C o m m u ­
n ic a t io n  s y s t e m s  [ 1 ,  2 ,  3 ]  a n d  m a s s  s t o r a g e  s y s t e m s  [4 ]  f o r  th e  p u r p o s e  o f  p r o t e c t in g  th e  
in te g r i ty  o f  in fo r m a t io n . T h e  r o le s  o f  e r r o r  c o n t r o l  c a n  b e  r e la te d  to  t h e  m a n y  a r e a s  l i s t e d  
b e lo w .
Cost reduction E r r o r  c o r r e c t in g  t e c h n iq u e s  a r e  u s e d  to  r e d u c e  s ig n a l  p o w e r  w i t h o u t  d e ­
g r a d in g  th e  s ig n a l  q u a l i ty  b u t  a t  t h e  e x p e n s e  o f  b a n d w id t h  e x p a n s io n  a n d /o r  t im e  d e la y . T h e  
c o s t  s a v in g  i s  a c h ie v e d  e s p e c i a l ly  w h e n  p o w e r  i s  e x p e n s iv e .  In  a d d it io n , th e  s a v in g  o f  s ig n a l  
p o w e r  i s  a l s o  h e lp f u l  f o r  t h e  r e d u c t io n  o f  s i z e  a n d  w e i g h t  o f  e q u ip m e n t .
Noise suppression U n w a n t e d  n o i s e  c a u s e d  b y  h e a t , m u lt ip a th , s c r e e n in g ,  w e a th e r ,  e t c  
i s  in e v i t a b le  a n y w h e r e  in  r e a l  l i f e .  M o r e o v e r ,  c e r ta in  k in d s  o f  in te r fe r e n c e ,  s u c h  a s  th a t  
in d u c e d  b y  m u lt ip a th  f a d in g  c a n n o t  b e  r e m o v e d  s im p ly  b y  in c r e a s in g  t h e  t r a n s m it t in g  s i g ­
n a l  p o w e r ,  a s  t h e  s ig n a ls  f r o m  d if f e r e n t  p a th s  w i l l  in te r fe r e  w it h  e a c h  o th e r . B e s i d e s ,  in  
s o m e  a p p l ic a t io n s ,  s u c h  a s  G lo b a l  S y s t e m  f o r  M o b i l e  ( G S M )  c o m m u n ic a t io n s ,  e x c e s s i v e  
t r a n s m it t in g  p o w e r  m a y  r e s u lt  in  c o - c h a n n e l  in t e r f e r e n c e  o f  o th e r  s ig n a ls .  L a s t ly ,  to  m a k e  
t h e  s i t u a t io n  w o r s e ,  w h e n  th e  c h a n n e l  c h a r a c t e r is t ic s  a r e  u n k n o w n , i t  i s  h a r d  to  d e a l  w i t h  
u n k n o w n  n o i s e  w i t h o u t  t h e  f l e x ib i l i t y  o f f e r e d  b y  e rro r  c o n t r o l  t e c h n iq u e s .
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Safety assurance A p p l ic a t io n s  s u c h  a s  g u id in g  a  m i s s i l e  o r  in  b a n k  t r a n s a c t io n s  a r e  c a s e s  
w h e r e  e r r o r s  m a y  n o t  b e  a l lo w e d  t o  o c c u r , A  p o w e r f u l  e r r o r  c o d in g  s c h e m e  i s  o n e  w a y  o f  
r e d u c in g  e r r o r s  to  a  m in im u m .
Quality demand C o r r u p te d  s ig n a l s  a r e  l e s s  t o le r a b le  w h e n  h ig h  q u a l i ty  i s  e x p e c t e d .  F o r  
e x a m p le ,  a  s c r a tc h  o n  a  M P E G  [6 ]  C o m p a c t  D i s c  w i t h o u t  g o o d  e r r o r  p r o t e c t io n  m a y  r e s u lt  
in  a  g l i t c h  in  t h e  m o v in g  im a g e  a n d  u n a c c e p t a b le  s o u n d  to  a  l is te n e r . T h e  u s e  o f  d a ta -  
c o m p r e s s io n  t e c h n iq u e s ,  in c r e a s in g  th e  im p a c t  o f  d ig i ta l  e rro r s  o n  th e  d a ta - r e c o v e r y  p r o ­
c e s s ,  o n ly  c o n tr ib u te s  to  th e  im p o r ta n c e  o f  e r r o r -fr e e  t r a n s m is s io n /s to r a g e .
Future development T h e  r a p id  d e v e lo p m e n t  o f  d ig i t a l  s y s t e m s  to w a r d s  v e r y  h ig h  q u a l ity  
c o m m u n ic a t io n s ,  s u c h  a s  U n iv e r s a l  M o b i l e  T e le c o m m u n ic a t io n  S y s t e m  ( U M T S )  [7 ]  a n d  
D i g i t a l  V i d e o  B r o a d c a s t in g  ( D V B )  [ 8 ] ,  r e q u ir e s  g o o d  e r r o r  p r o t e c t io n  a s  b a c k b o n e  su p p o r t .  
A s  c a n  b e  s e e n  f r o m  th e  d e v e lo p m e n t  o f  v e r y - h ig h - s p e e d  f ib r e -o p t ic  n e t w o r k s ,  th e r e  i s  a  
f a s t  g r o w in g  in te r e s t  in  d e v e lo p in g  b r o a d  b a n d  c o m m u n ic a t io n  n e tw o r k s  to  su p p o r t  fu tu r e  
m u lt im e d ia  a p p l ic a t io n s ,  in c lu d in g  m e d ic in e ,  e d u c a t io n ,  lib r a r y  a n d  a  w i d e  v a r ie ty  o f  o th e r  
a r e a s . T h e  d e m a n d  f o r  h ig h e r  q u a l ity  i s  l ik e ly  to  b e  e v e n  m o r e  s tr in g e n t  in  fu tu r e .
T o  s u m  u p , in  o r d e r  to  p r o v id e  a  o v e r a l l  p ic tu r e ,  T a b le  1 .1  o u t l in e s  t h e  f a c to r s  a n d  
t r a d e -o f f s  to  b e  c o n s id e r e d  w h e n  a n  e r r o r  c o r r e c t io n  s c h e m e  i s  a p p lie d .
T a b le  1 .1 :  A d v a n ta g e s  a n d  D is a d v a n t a g e s  o f  E r r o r  C o n tr o l  C o d in g  [ 1 ,  2 ,  3 ,  4 ,  5 ]
A d v a n t a g e s D is a d v a n t a g e s
P r o te c t  d a ta  in te g r ity  
S a v e  p o w e r
M i n i m i z e  c o - c h a n n e l  in te r fe r e n c e  
R e d u c e  e q u ip m e n t  s i z e  a n d  w e ig h t  
C u t  c o s t
F le x ib l e  in  d e s ig n
C a n  d e a l  w i t h  u n k n o w n  n o i s e
D e m a n d  h ig h  q u a l ity
A d d  r e d u n d a n c y
R e q u ir e  m o r e  b a n d w id th  o r  t im e
I n c r e a s e  c o m p le x i t y
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1.2 E rro r Control Coding
T h is  t h e s i s  i s  c o n c e r n e d  w it h  e r r o r  c o n t r o l  c o d in g  a n d  d e s c r ib e s  s e v e r a l  n e w  a n d  e f f i c i e n t  
a lg o r i t h m s  th a t  h a v e  b e e n  d i s c o v e r e d  f o r  t h e  d e c o d in g  o f  c y c l i c  c o d e s .  In  t h e  s e a r c h  fo r  
m o r e  p o w e r f u l  a n d  e f f i c i e n t  d e c o d in g  a lg o r i t h m s  in  th is  w e l l - e s t a b l i s h e d  f ie ld ,  t h e  m a jo r  
b r e a k th r o u g h s  in  t h e  p a s t  5 0  y e a r s  w it h  r e s p e c t  t o  c u r r e n t  s ta te  o f  t e c h n o lo g y  h a v e  to  b e  
c a r e f u l ly  e x a m in e d .  T h e  in i t ia l  p a r t o f  th is  t h e s i s  a t te m p ts  to  g i v e  a n  o v e r a l l  p ic tu r e  o f  
c o d i n g  th e o r y , c y c l i c  c o d e s  a n d  th e ir  d e c o d in g  a lg o r i t h m s , b e f o r e  c o n c e n t r a t in g  o n  th r e e  
n o v e l  d e c o d i n g  a lg o r i t h m s  w h ic h  h a v e  b e e n  d e v e lo p e d  in  th is  w o r k .
1.2.1 Information Theory
T h e  h i s t o r y  o f  I n f o r m a t io n  T h e o r y  a n d  C h a n n e l  C o d in g  T h e o r y  b e g a n  in  1 9 4 8  w i t h  th e  
p u b lic a t io n  o f  a  p a p e r  b y  C la u d e  S h a n n o n  [ 9 ] ,  S h a n n o n ’s w o r k  p r o v e d  th a t  i f  th e  d a ta  
s o u r c e  r a te  i s  l e s s  th a n  th e  c h a n n e l  c a p a c ity ,  i t  s h o u ld  b e  p o s s ib le  to  t r a n s m it  in fo r m a t io n  
r e l ia b ly  w i t h  a n  e r r o r  p r o b a b i l it y  a s  s m a l l  a s  d e s ir e d  b y  u s i n g  g o o d  e r r o r  c o r r e c t in g  c o d e s .
S h a n n o n ,  h o w e v e r ,  d id  n o t  c o m e  u p  w i t h  t h e s e  g o o d  c o d e s ,  a p a r t f r o m  p r o v in g  th a t  
t h e y  e x i s t .  S i n c e  th e n , a  g r e a t  d e a l  o f  w o r k  h a s  b e e n  e x p e n d e d  to w a r d s  r e a l iz in g  th e o r e t ic a l  
p e r f o r m a n c e ,  f in d in g  g o o d  c o d e s  a n d  s e a r c h in g  f o r  e f f i c i e n t  a lg o r ith m s . T h e  a r e a  o f  in f o r m ­
a t io n  a n d  c o d in g  t h e o r y  h a d  b e g u n . I n f o r m a t io n  t h e o r y  i s  w h a t  w a s  t h e o r e t ic a l ly  p o s s ib le ,  
a n d  c o d i n g  th e o r y  i s  h o w  c o d in g  g a in s  c o u ld  b e  a c h ie v e d .
T h e  d e t a i ls  o f  in fo r m a t io n  th e o r y  c a n  b e  f o u n d  in  m a n y  te x t  b o o k s  s u c h  a s  G a lla g e r .  
[ 1 0 ]  w h i l e  S h a n n o n ’s  th r e e  in fo r m a t io n  th e o r e m s  a r e  g iv e n  in  A p p e n d ix  A .
1.2.2 Digital Communication System
A  s i m p l e  d ig i t a l  c o m m u n ic a t io n  s y s t e m  c a n  b e  m o d e l le d  a s  a  b lo c k  d ia g r a m  a s  s h o w n  in  
F ig u r e  1 .1 .
T h e r e  a r e  a l t o g e th e r  th r e e  t y p e s  o f  c o d in g  s c h e m e s  th a t  c a n  b e  a p p l ie d  to  a  d ig i ta l  
s ig n a l  p r io r  to  m o d u la t io n  b e f o r e  t r a n s m itt in g . E a c h  o f  t h e s e  c o d in g  s c h e m e s  s e r v e s  a  
d i f f e r e n t  p u r p o s e .
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F ig u r e  1 .1 :  T h e  D ig i t a l  C o m m u n ic a t io n  M o d e l
Source coding T h e  r o le  o f  s o u r c e  c o d in g  i s  to  r e p r e s e n t  t h e  d a ta  in  a n  e f f i c i e n t  w a y  
[ 1 1 ,  1 2 ] .  I d e a l ly  th e  m o s t  f r e q u e n t  p a tte r n  w o u ld  e c o n o m ic a l ly  b e  r e p r e s e n te d  b y  s h o r t e s t  
c o d e le n g t h  w h i l e  th e  r a re  p a tte r n s  w o u ld  b e  th e  lo n g e r  c o d e le n g t h s .  T h e  a d v a n ta g e  o f  
s o u r c e  e n c o d i n g  i s  t h e  r e d u c e d  n e e d  o f  b a n d w id th  a n d /o r  e n e r g y  p e r  b it  to  d e l iv e r  a  d e ­
s c r ip t io n  o f  t h e  s o u r c e .
Encryption T h e  s tu d y  o f  w a y s  to  d i s g u i s e  m e s s a g e s  to  a v e r t  u n a u th o r iz e d  in te r c e p t io n  is  
c a l l e d  c r y p to g r a p h y  [ 1 3 ,  1 4 ] .  F o u r  p r im e  r e a s o n s  fo r  u s in g  c r y p t o s y s t e m s  a re
(a ) .  P r iv a c y  to  p r e v e n t  u n a u th o r iz e d  p e r s o n s  to  a c c e s s  to  th e  in fo r m a t io n  f r o m  t h e  c h a n n e l  
( e a v e s d r o p p in g ) .
(b ) .  A u t h e n t ic a t io n  to  p r e v e n t  u n a u th o r iz e d  p e r s o n s  f r o m  in je c t in g  in fo r m a t io n  to  th e  
c h a n n e l  ( s p o o f in g ) .
( c ) .  V a l id a t io n  o f  t h e  in fo r m a t io n  in te g r ity .
(d ) .  A v o id a n c e  o f  r e p u d ia t io n  o f  t r a n s a c t io n s .
Channel coding T h e  o b j e c t iv e  o f  c h a n n e l  c o d in g  i s  to  r e d u c e  th e  p r o b a b i l it y  o f  e r r o r  o r  
to  r e d u c e  t h e  r e q u ir e d  e n e r g y  a t  th e  c o s t  o f  e x p e n d in g  m o r e  b a n d w id th  [5 , 1 5 ] .  T h e  id e a  
o f  e r r o r  c o n t r o l  t e c h n iq u e s  i s  th a t  in  o r d e r  to  p r o te c t  t h e  m e s s a g e  f r o m  b e in g  c o r r u p te d  b y
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n o i s e ,  a d d it io n a l  r e d u n d a n t  in fo r m a t io n  i s  a d d e d  to  th e  m e s s a g e  in  t h e  h o p e  th a t  w h e n  th e  
( p o s s i b l y )  c o r r u p te d  d a ta  i s  r e c e iv e d ,  th e r e  w i l l  s t i l l  b e  e n o u g h  in fo r m a t io n  to  r e c o v e r  th e  
o r ig in a l  m e s s a g e .
Discrete channel A lt h o u g h  m o d u la t io n  i s  a n  e s s e n t ia l  t o o l  in  o r d e r  to  t r a n s m it  in fo r m ­
a t io n  o v e r  a n y  p h y s i c a l  c h a n n e l ,  th is  t h e s i s  i s  n o t  c o n c e r n e d  w i t h  m o d u la t io n .  A n t ip o d a l  
b a s e b a n d  m o d u la t io n  i s  a s s u m e d .  T h e  m o d u la to r , p h y s i c a l  c h a n n e l  a n d  d e m o d u la t o r  a r e  
t h e r e f o r e  c o n v e n t io n a l ly  c o n s id e r e d  a s  a  d i s c r e t e  c h a n n e l .
I t  i s  v e r y  d i f f i c u l t  t o  d e f in e  a  c h a n n e l  m o d e l  th a t  a c c o u n t s  fo r  a ll  t h e  d is tu r b a n c e s  
s u c h  a s  a m p l i t u d e  a n d  p h a s e  f lu c tu a t io n ,  n o i s e ,  in te r fe r e n c e ,  a n d  e q u ip m e n t  d e f i c i e n c i e s  
a n d  im p a ir m e n t s  th a t  a f f e c t  th e  s ig n a ls .  H o w e v e r ,  s im p le  c h a n n e l  m o d e l s  c a n  p r o v id e  a  
s u f f ic ie n t  d e g r e e  o f  r e a l i s m  to  e n a b le  p r o p e r  d e s ig n  o f  e f f i c ie n t  s y s t e m s  [3 ] .
S o m e  c o m m o n  p h y s i c a l  c h a n n e l  m o d e l s  are:
(a ) .  Discrete Memoryless Channel (DMC) -  T h is  c h a n n e l  i s  m e m o r y  l e s s .  E r r o r s  o c c u r  
r a n d o m ly  a n d  c a n  b e  d e f in e d  b y  a  t r a n s it io n  p r o b a b il ity .
w h e r e  Xi i s  t h e  M - a r y  s e t  o f  in p u t  s y m b o l s  a n d  yj i s  th e  Q -a r y  s e t  o f  o u tp u t  s y m b o ls .
( b ) .  Binary Symmetric Channei(BSC) -  B S C  is  a n  im p o r ta n t  a n d  s im p le  f o r m  o f  D M C  
a s  s h o w n  in  F ig u r e  1 .2 . T h e  in p u t  a n d  o u tp u t  a r e  b in a r y  a n d  th e  c o n d i t io n a l  p r o b a b ­
i l i t i e s  a r e  s y m m e tr ic .
T h e  t r a n s it io n  p r o b a b il it y  p  i s  o f t e n  c a l l e d  th e  c h a n n e l  c r o s s  o v e r  p r o b a b i l it y  a n d  is  
r e la t e d  to  t h e  s y m b o l  e n e r g y .
( c ) .  Additive White Gaussian Noise Channel (AWGN) -  T h is  c h a n n e l  i s  c h a r a c te r is e d  
b y  t h e  a d d it io n  o f  a  z e r o - m e a n  G a u s s ia n  r a n d o m  v a r ia b le  w i t h  v a r ia n c e  a 2. T h e
P (y  -  y j x  = x j  = P{yj\xi) (1.1)
P ( 0 | l ) = P ( l | 0 ) = p  
P ( l | l )  = P ( 0 | 0 )  =  1 - p
(1.2)
( 1 .3 )
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0
1
0
1
1-P
F ig u r e  1 .2 :  M o d e l  o f  B in a r y  S y m m e t r ic  C h a n n e l
c o n d i t io n a l  p r o b a b i l it y  d e n s i t y  f u n c t io n  o f  th e  o u tp u t  y, g iv e n  a n  in p u t  x 2, i s  g iv e n  b y
(d ) .  Soft decision channel -  In  t h e  c a s e  o f  h a r d  d e c i s io n  ( H D ) ,  th e  d e m o d u la t o r  a t te m p ts  
to  m a k e  d e f in i t e  s y m b o l  d e c i s io n s  b in a r y  o r  M -a r y  in  a c c o r d a n c e  w it h  t h e  m o d u la t io n  
d e s ig n .  H o w e v e r ,  in  th e  c a s e  o f  s o f t  d e c i s io n  ( S D ) ,  th e  d e m o d u la t o r  o u tp u t s  m a y  b e  
u n q u a n t iz e d  o r  t h e  q u a n t iz a t io n  l e v e l  Q i s  m o r e  th a n  2  f o r  b in a r y  in p u t  a n d  M  f o r  
M - a r y  s y m b o l  in p u t . S i n c e  q u a n t iz a t io n  in c u r s  a  l o s s  o f  in fo r m a t io n , s o f t - d e c i s io n  
d e m o d u la t io n  th u s  p r e s e r v e s  m o r e  in fo r m a t io n  w h ic h  u l t im a t e ly  e n h a n c e s  t h e  o v e r a l l  
p e r f o r m a n c e  in  d e c o d in g .  A  b in a r y - in p u t  8 -a r y  o u tp u t  s o f t  d e c i s io n  c h a n n e l  i s  s h o w n  
in  F ig u r e  1 .3 .
( e ) .  Fading Multipath Channel - D u e  to  c o n s t a n t ly  c h a n g in g  p h y s i c a l  c h a r a c t e r is t ic s  o f  
t h e  m e d ia ,  F a d in g  M u lt ip a t h  C h a n n e ls  c a n  b e  m o d e l le d  a s  f ilt e r s  w i t h  r a n d o m ly  t im e -  
v a r ia n t  im p u l s e  r e s p o n s e s .  T h e  r e c e iv e d  e r r o r s  t e n d  to  b e  c lu s t e r e d  in  b u r s ts . T h e  
c h a r a c t e r is t ic s  o f  th e  t im e - v a r ia n t  m u lt ip a th  c h a n n e l  m a y  b e  m o d e l le d  b y  s t a t i s t ic s ,  
u s u a l ly  R a y le ig h  o r  R i c e  d is tr ib u t io n . F u r th e r  r e a d in g  c a n  b e  f o u n d  in  P r o a k is  [ 1 6 ]  
o r  H a y k in  [ 1 7 ] .
T o  s u m  u p , a n a lo g u e  d a ta , s u c h  a s  a  s o u n d  w a v e f o r m , i s  f ir s t ly  f o r m a t te d  t o  d ig i ta l  
s ig n a l s  th r o u g h  s a m p l in g  a n d  q u a n t iz a t io n .  T h e  d ig i ta l  s ig n a l  i s  th e n  p r e fe r a b ly  c o m p r e s s e d
e-(y-Xi)2/2a2 (1.4)
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8- a r y
o u tp u t
G a u s s ia n  P r o b a b i l i t y  S o ft -d e c is io n
A r e a  r e p re s e n ts  t h e  p r o b a b i l i t y  o f  P (6 /0 )
th e  p r o b a b i l i t y  o f  re c e iv in g  s y m b o l 6  g iv e n  s y m b o l 0  w a s  t r a n s m it t e d
F ig u r e  1 .3 :  B in a r y - in p u t  8 -a r y  o u tp u t  D i s c r e t e  M e m o r y  l e s s  c h a n n e l  p r o d u c e d  b y  e ig h t - l e v e l  
q u a n t iz e r  o n  a  G a u s s ia n  c h a n n e l
th r o u g h  s o u r c e  e n c o d in g  a n d  th e r e a f te r  e n c r y p te d . T h e  c o m p r e s s e d  a n d  e n c r y p t e d  in fo r m ­
a t io n  i s  th e n  e n c o d e d  b y  th e  C h a n n e l  e n c o d e r  b y  a d d in g  r e d u n d a n c y  in to  t h e  m e s s a g e  to  
p r o te c t  i t  f r o m  t r a n s m is s io n  e r r o r s .
U p o n  r e c e p t io n ,  th e  m o d u la t e d  s ig n a l  i s  d e m o d u la t e d . T h e  d e m o d u la t e d  b a s e b a n d  
s ig n a l  i s  th e n  s e n t  to  th e  c h a n n e l  d e c o d e r .  T h e  d e c o d in g  o f  th e  c h a n n e l  d e c o d e r  c a n  b e  a  
h a r d  o r  a  s o f t  d e c i s io n  m e th o d  d e p e n d in g  o n  t h e  d e m o d u la t o r ’s  o u tp u t  c o n f ig u r a t io n  a n d
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F ig u r e  1 .4 :  T h e  C o d in g  F a m i ly
t h e  d e c o d in g  a lg o r ith m . H a r d  d e c i s io n  d e c o d in g  t e c h n iq u e s  c a n  b e  e s s e n t ia l ly  a lg e b r a ic  
e q u a t io n - s o lv in g  a lg o r i t h m s . T h e  s o f t  d e c i s io n  d e c o d in g  t e c h n iq u e s  r e s e m b le  s ig n a l  c o r ­
r e la t io n  o r  m a tc h e d - f i l t e r in g  o p e r a t io n s  a n d  a r e  s u b s ta n t ia l ly  m o r e  c o m p le x  in  b l o c k  c o d e s .  
A f t e r  d e c o d in g ,  th e  d e c o d e d  m e s s a g e  i s  d e c r y p t e d  a n d  r e c o v e r e d  b y  t h e  s o u r c e  d e c o d e r .
T h e  s a m e  m o d e l  c a n  b e  u s e d  to  d e s c r ib e  a n  in fo r m a t io n  s to r a g e  s y s t e m  i f  th e  s t o r a g e  
m e d iu m  i s  r e g a r d e d  a s  a  c h a n n e l;  a  t y p ic a l  e x a m p le  i s  a  m a g n e t ic - t a p e  u n it  in c lu d in g  w r it in g  
a n d  r e a d in g  h e a d s .
1.2.3 TTOypes of error control codes
I n  g e n e r a l ,  e r r o r  c o n t r o l  t e c h n iq u e s  c a n  b e  c la s s i f ie d  in to  fo u r  m a in  c l a s s e s  a s  s h o w n  
in  F ig u r e  1 .4 .  T h e s e  a re  F o r w a r d  E r r o r  C o r r e c t io n  ( F E C ) ,  A u t o m a t ic  R e p e a t  r e Q u e s t  
( A R Q ) ,  H y b r id  F E C /A R Q  a n d  E r r o r  C o n c e a lm e n t .  D i f f e r e n t  c o d in g  t e c h n iq u e s  a r e  s u i t ­
a b le  f o r  d if f e r e n t  p u r p o s e s  a n d  r e q u ir e m e n ts .
T h e  m a in  a d v a n ta g e  o f  forward error correcting c o d e s  i s  th a t  t h e s e  r e q u ir e  o n ly  
o n e - w a y  t r a n s m is s io n .  T h is  i s  id e a l  f o r  a p p l ic a t io n s  l ik e  b r o a d c a s t in g  w h e r e  o n e  tr a n sm itte r  
e m i t s  a  s ig n a l  t o  m a n y  r e c e iv e r s  s im u lta n e o u s ly .  T h e  th r o u g h p u t  o f  t r a n s m is s io n  i s  t h e r e fo r e  
c o n s i s t e n t .  F E C  i s  a l s o  id e a l  f o r  l o n g  d i s t a n c e  t r a n s m is s io n  s u c h  a s  s p a c e  c o m m u n ic a t io n  
w h e r e  th e  a t te n u a te d  s ig n a l  t a k e s  a  l o n g  t im e  t o  r e a c h  th e  r e c e iv in g  e n d .
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F E C  c a n  b e  fu r th e r  d iv id e d  in to  t w o  d is t in c t  c la s s e s ,  n a m e ly  b lo c k  c o d e s  a n d  c o n v o lu t io n a l  
c o d e s ,  d i s t in g u is h e d  r e s p e c t iv e ly  b y  th e  a b s e n c e  o r  p r e s e n c e  o f  m e m o r y  o f  th e  p r e v io u s  
m e s s a g e  in  t h e  e n c o d e r .  T h is  t h e s i s  i s  c o n c e r n e d  o n ly  w i t h  c y c l i c  b lo c k  c o d e s .  T h is  a r e a  i s  
fu r th e r  e la b o r a t e d  in  C h a p te r  2 .
Automatic Repeat reQuest r e q u ir e s  t w o  w a y  s ig n a l l in g ,  e i th e r  d u p le x  o r  h a l f  d u ­
p le x .  T h e  r e c e iv in g  t e r m in a l  d o e s  n o t  a t te m p t  to  c o r r e c t  th e  e r r o r s , b u t  s im p ly  r e q u e s t s  t h e  
r e t r a n s m is s io n  o f  d a ta  w h e n  e r r o r s  a r e  d e t e c t e d .  T h is  a p p l ic a t io n  i s  g o o d  f o r  s h o r t  d is t a n c e  
t r a n s m is s io n  ( lo w  d e la y )  w h e r e  h ig h  a c c u r a c y  o f  in fo r m a t io n  is  d e m a n d e d . A n o t h e r  a d v a n t ­
a g e  o f  A R Q  i s  th a t  i t  r e q u ir e s  a  m u c h  s im p le r  d e c o d e r  c o m p a r e d  w it h  F E C . In  o t h e r  w o r d s  
A R Q  s a c r i f i c e s  c h a n n e l  c a p a c i t y  r a th e r  th a n  e r r o r  r a te s  w h e n  c o n d it io n s  a r e  b a d . A m o n g s t  
A R Q , th e r e  a r e  th r e e  d if f e r e n t  s t r a te g ie s .  T h e s e  a re  s t o p - a n d - w a it  ( S W ) ,  g o - b a c k - N  ( G B N )  
a n d  s e l e c t i v e  r e p e a t  ( S R )  A R Q . T h e  m e r it s  a n d  d r a w b a c k s  o f  e a c h  s tr a te g y  c a n  b e  f o u n d  in  
L in  a n d  C o s t e l l o  [ 4 ] .
Hybrid FEC/ARQ i s  t h e  c o m b in a t io n  o f  b o th  F E C  a n d  A R Q . T h is  i s  g e n e r a l ly  c a t ­
e g o r i z e d  in to  t w o  t y p e s ,  w h ic h  a r e  T y p e  I  a n d  T y p e  II . T y p e  I  h y b r id  a t te m p ts  to  d o  p a r t ia l  
e r r o r  c o r r e c t io n  i f  p o s s i b le  a n d  r e q u e s t s  r e t r a n s m is s io n  w h e n  s e v e r e  e rro r s  a re  d e t e c t e d .  T h e  
c o d e  c o u ld  b e  a  n o r m a l e r r o r  c o r r e c t in g  c o d e  b u t  u s in g  o n ly  p a r t  o f  th e  c o r r e c t in g  c a p a b i l i t y  
f o r  e r r o r  c o r r e c t io n  a n d  r e s e r v in g  t h e  r e s t  f o r  e r r o r  d e t e c t io n .  In  c o m p a r is o n  to  A R Q ,  T y p e
I  h y b r id  h a s  l o w e r  th r o u g h p u t  th a n  A R Q  a t l o w  b i t  e r r o r  r a te s  b u t  h ig h e r  th r o u g h p u t  a t  h ig h  
b it  e r r o r  r a te s . A s  f o r  T y p e  I I  h y b r id , d i e  in i t ia l  t r a n s m is s io n  c o n t a in s  th e  in fo r m a t io n  p lu s  
p a r ity  b i t s  in t e n d e d  o n ly  f o r  e r r o r  d e t e c t io n .  I f  a  r e t r a n s m is s io n  i s  n e e d e d  i t  c o n s i s t s  o f  p a r ­
i t y  s y m b o l s  f r o m  a n  in v e r t ib le  c o d e ,  p lu s  e r r o r  d e t e c t in g  p a r ity  c h e c k s .  In  th is  a s p e c t ,  T y p e
I I  h y b r id s  im p r o v e  t h e  th r o u g h p u t  a t  l o w  b it  e r r o r  r a te s  a s  w e l l .  T h e  d e t a i le d  a n a ly s i s  o f  t h is  
a r e a  c a n  b e  f o u n d  in  L in  a n d  C o s t e l l o  [ 4 , 1 8 ) .
Error Concealment i s  a  s tr a te g y  f o r  d a ta  c a r r y in g  a  la r g e  a m o u n t  o f  in h e r e n t  r e ­
d u n d a n c y . T h e  d a ta  is  u s u a l ly  in te n d e d  f o r  r e a l  t im e  a p p l ic a t io n s  w h e r e  A R Q  i s  u n s u it a b le  
a n d  w h e r e  th e r e  i s  s u b j e c t iv e  a p p r e c ia t io n ,  e .g .  im a g e  p r o c e s s in g  w h e r e  er r o r s  a r e  u n n o t ic e -  
a b le  b e l o w  c e r ta in  t h r e s h o ld s .  T h e  t e c h n iq u e s  u s e d  to  c o r r e c t  th e  d e t e c t e d  e r r o r s  c o u ld  b e  
s u b s t i t u t io n  o f  p a s t  d a ta , e x tr a p o la t io n  f r o m  p a s t  d a ta , in te r p o la t io n  a n d  r e p la c e m e n t  w i t h  
r a n d o m  s e q u e n c e s  [ 1 9 ] .
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1.2.4 Terminology
Bit error rate probability (BER) Pb ( th e  b it  e r r o r  p r o b a b il it y )  i s  th e  c o m m o n  m e a s u r e  
o f  t h e  p e r f o r m a n c e  u s e d  f o r  c o m p a r in g  d ig i ta l  c o m m u n ic a t io n  s c h e m e s .  F o r  b lo c k  c o d e s ,  
Pb  ( t h e  b lo c k  e r r o r  p r o b a b i l it y )  a p p e a r s  t o  b e  m o r e  m e a n in g f u l .  T h e  a r g u m e n ts  a r e  t w o ­
f o ld .  F ir s t ly  b i t  e r r o r  r a te  c a n  b e  d e c e p t iv e .  T e n  b i t  e r r o r s  c o u ld  b e  t e n  b l o c k  e r r o r s  o r  
o n ly  o n e  b l o c k  e r r o r  c o n s i s t in g  o f  t e n  b it  e r r o r s . S e c o n d ly  f o r  th e  s a m e  u n c o r r e c t a b le  b lo c k  
e r r o r  p a tte r n , d i f f e r e n t  d e c o d in g  a lg o r i t h m s  c o u ld  in c u r  d if f e r e n t  a m o u n t  o f  b i t  e r r o r s . F o r  
a  h ig h  r a te  d o u b le - e r r o r -c o r r e c t in g  ( 3 1 ,2 7 )  R e e d  S o l o m o n  c o d e  [ 2 0 ] ,  a  t r ip le -  s y m b o l- e r r o r  
p a tte r n  m a y  r e c u r s iv e ly  g e n e r a t e  a n  a d d it io n a l  t w e n t y  s e v e n  s y m b o l  e rro r s  f r o m  t h e  w r o n g  
s y n d r o m e  i f  B e r l e k a m p - M a s s e y  a lg o r ith m  w it h  r e c u r s iv e  e x t e n s io n  is  u s e d  [ 2 1 ] ,  T h is  w o u ld  
n o t  b e  t h e  c a s e  i f  B e r le k a m p  M a s s e y  a lg o r i t h m s  i s  c o m b in e d  w it h  th e  F o r n e y  A lg o r i t h m  
[ 2 1 ]  a s  c o r r e c t io n s  m a y  b e  a t te m p te d  o n  j u s t  t w o  w r o n g  lo c a t io n s .  T h e  s e c o n d  p o in t  h a s  
b e e n  v e r i f i e d  b y  s im u la t io n  r e s u lt s  r u n n in g  o n  m a n y  c o d e s .  A n y w a y ,  m o s t  o f  th e  r e s u lts  
o b ta in e d  in  t h is  t h e s i s  a r e  p r e s e n te d  in  b o th  Pb a n d  Pb  t o  a l l o w  r e a d e r s  to  m a k e  a p p r o p r ia te  
c o m p a r is io n .
fj# i s  e x p r e s s e d  a s  t h e  r a t io  o f  a v e r a g e  e n e r g y  p e r  in fo r m a t io n  b i t  to  n o i s e  p o w e r  d e n s ity .  
T h e  d i m e n s i o n l e s s  r a t io  o f  ^  i s  a  s ta n d a r d  q u a l i ty  m e a s u r e  f o r  a  d ig i ta l  c o m m u n ic a t io n  
s y s t e m  p e r f o r m a n c e .  T h e  s m a l le r  th e  r e q u ir e d  f o r  a  g iv e n  B E R ,  th e  m o r e  e f f i c i e n t  th e  
s y s t e m  i s  f o r  a  g iv e n  B E R .  W h e n  r e d u n d a n c y  is  a d d e d , t h e  n u m b e r  o f  in fo r m a t io n  b i t s  is  
l e s s  th a n  t h e  n u m b e r  o f  t r a n s m it t e d  b it s ,  r e s u l t in g  in  a n  in c r e a s e  in  th a t  i s
Eb Es 1
— —-T x —  ( 1 .5 )
n 0 n 0 n  K J
w h e r e  E s i s  th e  e n e r g y  p e r  tr a n sm it te d  b in a r y  s y m b o l .
Coding Gain T h e  c o d in g  g a in  i s  d e f in e d  a s  t h e  r e d u c t io n  o f  j f ,  u s u a l ly  e x p r e s s e d  in  
d e c ib e l s ,  f o r  a  g iv e n  e r r o r  p r o b a b i l it y  th a t  i s  a c h ie v e d  w h e n  a  p a r t ic u la r  c o d in g  s c h e m e  i s  
u s e d .  T h e  c o m m o n  w a y  o f  d e t e r m in in g  c o d in g  g a in  i s  to  p lo t  th e  p r o b a b il it y  o f  e r r o r  v e r s u s  
f o r  b o t h  c o d e d  a n d  u n c o d e d  o p e r a t io n s  a n d  to  r e a d  th e  d i f f e r e n c e  in  r e q u ir e d  jf-  a t a  
s p e c i f i e d  e r r o r  r a te
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T h e  a s y m p t o t ic  g a in s  c a n  b e  a p p r o x im a te d  b y  th e  f o l lo w in g  fo r m u la s  [5 ]:
C o d in g  G a in  f o r  b lo c k  c o d e s  w i t h  h a r d  d e c i s io n  d e c o d in g
1 0  l o g 10 [R(dmin +  l ) / 2 ]  ( 1 .6 )
C o d in g  G a in  f o r  C o n v o lu t io n a l  c o d e s  w it h  h a r d  d e c i s io n  d e c o d in g
1 0  l o g 10 [Rdf re e  / 2 ]  ( 1 .7 )
W it h  s o f t  d e c i s io n  d e c o d in g ,  t h e  c o d in g  g a in  f o r  b lo c k  c o d e s  w i l l  b e
10 logio [Kdmin] (1*8)
C o d in g  G a in  f o r  C o n v o lu t io n a l  c o d e s  w it h  s o f t  d e c i s io n  d e c o d in g
1 0  l o g 10 [Rdf r e e ]  ( 1 - 9 )
w h e r e  dmin a n d  d free a r e  m e a s u r e s  o f  s e p a r a t io n  b e t w e e n  c l o s e s t  c o d e  s e q u e n c e s  f o r  b lo c k  
a n d  c o n v o lu t io n a l  c o d e s  r e s p e c t iv e ly .
T h e  m a x im u m  c o d in g  g a in  i s  th u s  in  th e o r y  a lm o s t  3  d B  h ig h e r  f o r  s o f t  d e c i s io n  th a n  
h a r d  d e c i s io n .
T h e  a s y m p t o t ic  c o d in g  g a in s  f o r  s o m e  c o m m o n  c o d e s  a r e  s u m m a r iz e d  in  t a b le  1 .2 .
1.3 Original Achievements and Contributions
T h e  in i t ia l  o b j e c t iv e  f o r  th is  r e s e a r c h  w a s  to  f in d  a  g e n e r a l iz e d  a n d  e f f i c i e n t  s o f t - d e c i s io n  
a lg e b r a ic  d e c o d in g  a lg o r i t h m  f o r  R e e d  S o l o m o n  c o d e s .  H o w e v e r ,  u p o n  r e a l i s in g  th e r e  w a s  
n o  r e la t io n s h ip  b e t w e e n  c h a n n e l  in fo r m a t io n  a n d  t h e  a lg e b r a ic  c o d e  s t in c t u r e ,  i t  w a s  d e c id e d  
to  v e n t u r e  in to  o th e r  p o s s ib i l i t i e s .  T h is  h a s  r e s u lte d  in  w o r k  o f  v a r io u s  e m p h a s i s ,  a n d  is  
s u m m a r is e d  a s  f o l lo w s :
•  A  n e w  a lg o r i t h m  n a m e d  E x t e n d e d  K a s a m i A lg o r i t h m  ( E K A )  i s  d e r iv e d . I t  h a s  a ls o  
b e e n  p r o v e n  th a t  u s in g  c o v e r  p o ly n o m ia l  t e c h n iq u e s  [4 ]  i s  b e t te r  th a n  t h e  M in im u m
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T a b le  1 .2 :  A s y m p t o t i c  C o d in g  G a in s
C o d e ffnin 01* dfree R a t e  (7Z) H D  G a in  ( d B ) S D  G a in  ( d B )
( 7 ,4 )  H a m m in g 3 4 /7 0 .5 8 2 .3 4
( 1 5 ,1 1 )  H a m m in g 3 1 1 /1 5 1 .6 6 3 .4 2
( 2 3 ,1 2 )  G o la y 7 1 2 /2 3 3 .2 0 5 .6 3
( 1 5 ,5 )  B C H 7 5 /1 5 1 .2 5 3 .6 8
( 3 1 ,1 6 )  B C H 7 1 6 /3 1 3 .1 5 5 .5 8
( 7 ,3 )  R S 5 3 /7 1 .0 9 3 .3 1
( 1 5 ,1 1 )  R S 5 1 1 /1 5 3 .4 2 5 .6 4
( 1 5 ,9 )  R S 7 9 /1 5 3 .8 0 6 .2 3
( 1 5 ,7 )  R S 9 7 /1 5 3 .6 8 6 .2 3
( 3 1 ,1 5 )  R S 1 7 1 5 /3 1 6 .3 9 9 .1 5
( 2 5 5 ,2 2 3 )  R S 3 3 2 2 3 / 2 5 5 1 1 .7 2 1 4 .6 0
( 2 ,1 ,6 )  C o n v 1 0 1 /2 3 .9 8 6 .9 9
W e ig h t  D e c o d i n g  ( M W D )  [ 2 2 ]  f o r  a  w i d e  r a n g e  o f  c o d e s .  T h e  c o m p le x i t y  o f  E K A  is  
5 %  to  9 5 %  l e s s  to  a c h ie v e  t h e  s a m e  p e r f o r m a n c e  f o r  th e  ( 3 1 ,1 6 )  B C H  c o d e .
•  S e v e r a l  m e t h o d s  o f  l o c a t in g  th e  c o v e r  p o s i t i o n s  h a v e  b e e n  fo u n d . I t  h a s  a l s o  b e e n  
s h o w n  th a t  th e  K a s a m i  A lg o r i t h m  f o r  G o la y  c o d e s  i s  n o t  t h e  b e s t  a p p r o a c h . T h e  
c o m p le x i t y  o f  E K A  i s  o n ly  a b o u t  1 0 %  o f  th e  K a s a m i  A lg o r i t h m  o n  ( 2 3 ,1 2 )  G o la y  
c o d e s .
® A  n e w  a p p r o a c h , c a l l e d  P e r m u t a t io n  E r r o r  T r a p p in g  ( P E T )  to  d e c o d e  R e e d  S o lo m o n  
c o d e s  i s  f o u n d . P E T  s h o w s  p e r f o r m a n c e  c l o s e  to  M W D  b u t  w it h  a  c o m p le x i t y  m a n y  
t im e s  l e s s  th a n  M W D  a n d  M o d i f ie d  M in im u m  W e ig h t  D e c o d in g  ( M M W D )  [2 3 ]  o n  
( 1 5 ,9 )  R S  c o d e s .
•  A  v a r ia t io n  o f  P E T , c a l l e d  th e  M o d i f ie d  P E T  i s  d e s c r ib e d . T h is  a lg o r i t h m  p r o v id e s  
t h e  f l e x ib i l i t y  to  tr a d e  o f f  p e r f o r m a n c e  a n d  c o m p le x i t y  fo r  v a r io u s  R S  c o d e s .
•  T h e  a p p l ic a t io n  o f  t h e  D o r s c h  d e c o d in g  a lg o r ith m  o n  R e e d  S o lo m o n  c o d e s  h a s  b e e n  
e v a lu a t e d . V a r io u s  s t r a t e g ie s  a r e  d i s c u s s e d .
•  A  M o d i f ie d  D o r s c h  A lg o r i t h m  h a s  b e e n  f o u n d  to  h a v e  v e r y  lo w  c o m p le x i t y  t o  d e c o d e  
t h e  ( 7 ,3 )  R S  c o d e s  in  b in a r y  c o n v e r s io n .  O n ly  1 0  e r r o r  p a tte r n s  a r e  r e q u ir e d  to  a c h ie v e
Chapter 1. Introduction
1.4: Overview of the thesis Page 13
F ig u r e  1 .5 :  T h e  L a y o u t  o f  th e  T h e s i s
n e a r  m a x im u m  l ik e l ih o o d  p e r f o r m a n c e .
1.4 Overview of the thesis
T h e  l a y o u t  o f  t h e  t h e s i s  i s  s h o w n  in  F ig u r e  1 .5 . T h e  w h o le  th e s is  i s  s u b d iv id e d  in to  s e v e n  
c h a p te r s .  T h e  f ir s t  th r e e  c h a p te r s  p r o v id e  th e  l in k  u p  a n d  th e  o v e r a l l  v i e w  o f  t h e  e r r o r  c o n tr o l  
t e c h n iq u e s  w h i l e  th e  f o l lo w in g  th r e e  c h a p te r s  d e s c r ib e  th r e e  n o v e l  a lg o r i t h m s  r e s p e c t iv e ly .  
T h e  la s t  c h a p te r  c o n c lu d e s  th e  t h e s is .
Chapter 2 Cyclic Codes T h is  c h a p te r  p r o v id e s  th e  fu n d a m e n ta l  k n o w le d g e  o f  G a lo i s  
F ie ld s  a n d  t h e  c o n s t r u c t io n  o f  c y c l i c  c o d e s  u s in g  th e  G a lo i s  f ie ld  th e o r y .
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Chapter 3 Efficient Algorithms T h is  c h a p te r  r e v ie w s  t h e  ty p e s  o f  d e c o d in g  a lg o r i t h m s .
Chapter 4 Extended Kasami Algorithm T h is  c h a p te r  c o v e r s  th e  c o n c e p t  o f  E K A ,  th e  
m e t h o d  o f  lo c a t in g  th e  c o v e r  p o s i t i o n s ,  t h e  c o m p a r is o n s  a n d  r e s u lts .
Chapter 5 Permutation Error Happing T h is  c h a p te r  d e s c r ib e s  b o th  P e r m u ta t io n  E r ­
r o r  T r a p p in g  a n d  M o d i f ie d  P e r m u ta t io n  E r r o r  T r a p p in g . T h e  a n a ly s is  o f  c o m p l e x i t y  a n d  
u n d e c o d a b le  e r r o r  p a tte r n s  f o r  v a r io u s  a lg o r i t h m s  a re  a l s o  c o v e r e d .
Chapter 6 Modified Dorsch Algorithm T h is  a lg o r ith m  il lu s tr a te s  t h e  u s e  o f  t h e  D o r s c h  
A lg o r i t h m  o n  R e e d  S o l o m o n  c o d e s .  T h is  in c lu d e s  t h e  p r o b le m s  e n c o u n te r e d , t h e  p a r t ia l  
s o lu t io n s  a n d  d i s c u s s io n s .
Chapter 7 Conclusion C o n c lu s io n s  a r e  d r a w n  a n d  s u g g e s t io n s  f o r  fu tu r e  w o r k  a r e  m a d e  
in  t h is  c h a p te r
1.5 Sum mary
In  t h is  c h a p te r , th e  r o le s  o f  e r r o r  c o n t r o l  t e c h n iq u e s  h a v e  b e e n  in tr o d u c e d . T h is  h a s  b e e n  
f o l l o w e d  b y  a  d e s c r ip t io n  o f  d ig i ta l  c o m m u n ic a t io n  m o d e l  a n d  b a s ic  e r r o r  c o n t r o l  th e o r ie s  
a n d  t e r m in o lo g y .  T h e  o r ig in a l  a c h ie v e m e n t s ,  c o n tr ib u t io n s  a n d  o u t l in e  o f  th e  t h e s i s  h a v e  
a ls o  b e e n  c o v e r e d .
I t  i s  n o t  th e  e n d , it  i s  n o t  e v e n  th e  b e g in n in g  o f  th e  e n d .
It  i s  p e r h a p s  th e  e n d  o f  t h e  b e g in n in g .
Sir Winston Churchill
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Chapter 2
G a l o i s  F i e l d s  a n d  C y c l i c  C o d e s
T h e  c h a p te r  c o n s i s t s  o f  t w o  p a r ts . T h e  f ir s t  p a r t  e x p la in s  th e  th e o r y  o f  G a lo i s  F ie ld s  w h i l e  
th e  s e c o n d  p a r t  d e m o n s t r a te s  h o w  c y c l i c  c o d e s  c a n  b e  c o n s t r u c t e d  u s in g  G a lo i s  F ie ld  th e o r y .
2.1 Prelude
S h a n n o n ’s  p a p e r  in  1 9 4 8  [9 ]  r a is e d  s e v e r a l  in te r e s t in g  i s s u e s  fo r  c o d in g  th e o r is t s .  T h e  p r o b ­
le m s  c o u l d  b e  v i e w e d  a s  b e in g  o f  th r e e  ty p e s :
(a ) .  T o  f in d  g o o d  c o d e s
(b ) .  T o  f in d  d e c o d in g  a lg o r i t h m s  f o r  t h e  c o d e s
( c ) .  T o  f in d  w a y s  o f  im p le m e n t in g  t h e  d e c o d in g  a lg o r ith m s .
B y  g o o d  c o d e s ,  w e  m e a n  h e r e  c o d e s  th a t  a r e  a b le  to  o f f e r  p r a c t ic a l  g a in s  in  s y s t e m s  
p e r f o r m a n c e ,  r a th e r  th a n  m e e t in g  t h e o r e t ic a l  b o u n d s .  S o m e  im p o r ta n t  e v e n t s  r e la t e d  to  th e  
d e v e lo p m e n t  o f  c o d e s  a r e  l i s t e d  b e l o w  in  c h r o n o lo g ic a l  o rd er .
1950 T h e  f ir s t  b lo c k  c o d e s  w e r e  in tr o d u c e d  b y  H a m m in g  [2 4 ] ;  t h e s e  w e r e  s i n g l e  e r r o r  c o r ­
r e c t in g  c o d e s .  H a m m in g  c o d e s  w e r e  d is a p p o in t in g ly  w e a k  c o m p a r e d  w i t h  th e  fa r  s t r o n g e r  
c o d e s  p r o m is e d  b y  S h a n n o n .
19 60  A  m a jo r  a d v a n c e  c a m e  1 0  y e a r s  la te r  w h e n  B o s e ,  R a y -C h a u d h u r i  [ 2 5 ]  a n d  H o c -  
q u e n g h e m  [ 2 6 ]  f o u n d  a  la r g e  c la s s  o f  m u lt ip le -e r r o r - c o r r e c t in g  c o d e s  -  t h e  B C H  c o d e s .
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R e e d  S o l o m o n  c o d e s  ( M D S )  [2 0 ]  a n d  c o n v o lu t io n a l  c o d e s  w e r e  d i s c o v e r e d  a r o u n d  t h e  s a m e  
t im e .
1966 F o m e y  d e s c r ib e d  C o n c a t e n a te d  c o d e s .
1972 G o p p a  [ 2 7 ,  2 8 ]  f o u n d  c l a s s i c  G o p p a  c o d e s .
1978 G o p p a  d e s c r ib e d  G e o m e t r ic  G o p p a  c o d e s  [ 2 9 ]  w h ic h  c a n  h a v e  v e r y  la r g e  b lo c k  le n g t h  
a n d  v e r y  g o o d  p e r fo r m a n c e .
1993 B e r r o u  p r o p o s e d  T u r b o  c o d e s .  A  T u r b o  c o d e  [ 3 0 ,  3 1 ]  i s  a  p a r a l le l / s e r ia l  c o n c a t e n a te d  
c o d e  d e c o d e d  b y  a n  i t e r a t iv e  d e c o d in g  o f  th e  c o m p o n e n t  c o d e s  u s in g  s o f t - in p u t /s o f t - o u tp u t  
d e c o d e r .  T u r b o  c o d e s  c u r r e n t ly  r e c e iv e  m u c h  a t te n t io n  b e c a u s e  o f  n e a r  S h a n n o n  l im i t  p e r ­
f o r m a n c e .
1995 M a c K a y - N e a l  ( M N )  c o d e s  [ 3 2 ,  3 3 ]  w e r e  in v e n te d  b a s e d  o n  v e r y  s p a r s e  m a tr ic e s .  
T h e s e  c o d e s  w e r e  p r o v e n  ’’v e r y  g o o d ” , in  th a t  s e q u e n c e s  o f  c o d e s  e x i s t s  w h ic h ,  w h e n  o p ­
t im a l ly  d e c o d e d ,  a c h ie v e  in fo r m a t io n  r a te s  u p  to  t h e  S h a n n o n  l im it .
T h e  tr e a tm e n t  o f  th e  s e c o n d  t y p e  o f  p r o b le m s ,  n a m e ly  d e c o d in g  a lg o r i t h m s , i s  p a r ­
t ia l ly  c o v e r e d  in  C h a p te r  3  w h i l e  t h e  th ir d  p r o b le m , n a m e ly  im p le m e n t a t io n ,  i s  n o t  in te n d e d  
to  b e  in c lu d e d  in  th is  t h e s i s  b u t  c a n  b e  f o u n d  in  m a n y  r e f e r e n c e s  [ 3 4 ,  3 5 ,  3 6 ,  3 7 ,  3 8 ] ,
2.2 Coding theory problems
A  s tr o n g  m o t iv a t io n  o f  c o d in g  r e s e a r c h  i s  to  s o l v e  a  b a s ic  b u t  c h a l le n g in g  c o d in g  th e o r y  
p r o b le m , th a t  i s  h o w  to  d e s ig n  g o o d  b lo c k  c o d e s .  A  g o o d  b lo c k  c o d e  C ( n ,  k, dmin ) s h o u ld  
h a v e  t h e  th r e e  b a s ic  p a r a m e te r s  o p t im iz e d  s u c h  th a t  th e  c o d in g  g a in  c a n  b e  a s  h ig h  a s  p o s ­
s ib le .  T h e s e  th r e e  p a r a m e te r s  s h o u ld  id e a l ly  h a v e  t h e  f o l lo w in g  p r o p e r t ie s :  
k th e  n u m b e r  o f  in fo r m a t io n  s y m b o l s  s h o u ld  b e  f l e x ib l e  to  g e n e r a l iz e  f o r  v a r io u s  s i z e s .  T h is  
i s  to  f a c i l i t a t e  c o d e c  d e s ig n  t o  m e e t  o th e r  c r ite r ia  l ik e  p a c k a g e  s iz e .
n  t h e  to ta l  n u m b e r  o f  s y m b o l s  in  a  c o d e w o r d ,  s h o u ld  b e  a s  s m a l l  a s  p o s s i b le  w i t h  a  g iv e n  
in fo r m a t io n  s i z e  k  a n d  dmin s o  a s  to  a c h ie v e  f a s t  t r a n s m is s io n  o r  m in im iz e  t h e  b a n d w id th  
w it h  m in im u m  r e d u n d a n c y  r e q u ir e d .
dmin m in im u m  d is t a n c e  o f  th e  g iv e n  c o d e  i s  a n  im p o r ta n t  p a r a m e te r  o f  a  c o d e  a s  it  
d e t e r m in e s  t h e  c o d e ’s  e r r o r  c o r r e c t in g  c a p a b il i ty .  I t  s h o u ld  t h e r e fo r e  b e  a s  la r g e  a s  p o s s ib le .
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Definition 2.1 The Hamming Distance The Hamming distance d(x, y) between a pair o f 
code vectors is defined as the number o f locations in which their respective elements differ.
Definition 2.2 The Hamming Weight The Hamming weight w(x) o f a code vector x  is 
defined as the number o f nonzero elements in the vector.
Definition 2.3 The Minimum Distance The minimum distance dmin o f a linear block code 
is defined as the smallest Hamming distance between any pair o f code vectors in the code.
T h e  c o r r e c ta b le  n u m b e r  o f  s y m b o l s  t  i s  g iv e n  a s  [1 5 ] :
S m a l l  n  a n d  la r g e  dmin c o n f l i c t  w it h  e a c h  o th e r . O n e  f u n d a m e n ta l  p r o b le m  in  c o d in g  
th e o r y  i s  t o  o b ta in  th e  la r g e s t  dmin w i t h  th e  l e a s t  a m o u n t  o f  r e d u n d a n c y .
In  a  n o r m a l  m a th e m a t ic a l  n u m e r ic a l  s y s t e m ,  th e r e  is  a n  in f in i t e  r a n g e  o f  n u m b e r s  
f r o m  m in u s  in f in i t y  to  p o s i t i v e  in f in ity , c o d e s ,  h o w e v e r ,  a r e  f in i t e  w it h  a  c o u n t a b le  n u m b e r  
o f  p o s s i b i l i t i e s .  T o  r e d u c e  th e  c o m p le x i t y  o f  d e c o d in g ,  it  i s  d e s ir a b le  to  o p e r a te  w i t h  a  f in it e  
a lp h a b e t  a n d  d e f in e d  m a th e m a t ic a l  o p e r a t io n s ,  d e f in in g  a n  e n c lo s e d  f ie ld .  H e n c e  t h e  s e a r c h  
f o r  c o d e s  w i t h  g o o d  s tr u c tu r e  l e a d in g  to  e f f i c i e n t  d e c o d in g  a lg o r ith m  i s  b a s e d  o n  t h is  f ie ld  
d e f in i t io n .  T h u s  w e  id e n t i f y  f in i t e  f i e ld s  a s  h a v in g  a n  im p o r ta n t  p la c e  in  c o d in g  th e o r y .
2.3 Galois Fields
G a lo i s  F ie ld s ,  a l s o  k n o w n  a s  f in i t e  f ie ld ,  a re  im p o r ta n t  in  c o d in g  th e o r y  f o r  a t l e a s t  th e  
f o l l o w i n g  th r e e  r e a s o n s .  O n e  i s  to  d e s ig n  a  w e l l - s t r u c t u r e d  g o o d  b lo c k  c o d e  w i t h  la r g e  
m in im u m  d is t a n c e ;  s e c o n d  i s  t o  d e c o d e  i t  e f f i c ie n t ly  a n d  th e  th ir d  i s  t o  o p t im is e  c ir c u i t  
a r c h it e c tu r e  in  V L S I  d e s ig n .
A  G a lo i s  f ie ld  c o n s i s t s  o f  a  f in i t e  n u m b e r  o f  e le m e n t s  a n d  fo u r  a r ith m e t ic  o p e r a t io n s ,  
i . e .  a d d it io n ,  su b tr a c t io n , m u lt ip l i c a t io n  a n d  d iv i s io n .  I t  s h o u ld  b e  n o te d  th a t  th e  o p e r a t io n s  
a r e  s l i g h t ly  d i f f e r e n t  f r o m  th e  c o n v e n t io n a l  o p e r a t io n s  o f  a r ith m e t ic  s o  a s  t o  p r e s e r v e  th e
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r e q u ir e m e n t  o f  th e  c lo s u r e  p r o p e r ty . T h a t  i s  w h e n  a r ith m e t ic  o p e r a t io n s  a r e  c a r r ie d  o u t  t h e  
r e s u lt  i s  a lw a y s  a  m e m b e r  o f  t h e  f ie ld .
K n o w in g  th e  p u r p o s e s ,  t h e  n e x t  s u b s e c t io n  l i s t s  th e  r e q u ir e m e n ts  th a t  h a v e  to  b e  
im p o s e d  o n  a  G a lo i s  f ie ld .  T h is  i s  f o l l o w e d  b y  h o w  to  d e s ig n  a  G a lo i s  f ie ld .
2.3.1 The requirements of a Galois Field
A  G a lo i s  F ie ld  [ 3 9 ,  4 0 ] o f  q e l e m e n t s  i s  w r it te n  a s  GF(q).  I t  c a n  b e  m a p p e d  a s
GF(q)  =  { 0 , 1 , . . . ,  g  — 1 }  ( 2 .2 )
w i t h  t h e  b a s ic  c o n d i t io n  o f  GF(q ) a r e  a s  b e lo w :
( a ) .  T h e  f i e ld  i s  c l o s e d  u n d e r  a d d it io n ,  su b tr a c t io n , m u lt ip l ic a t io n  a n d  d iv i s io n  o p e r a t io n s .
a +  b E GF(q)  V a , 6 G GF(q)
a x b E  GF(q)  V a , b E GF{q)  ( 2 .3 )
(b ) .  A n  u n iq u e  a d d it iv e  id e n t ity ,  0 ,  e x i s t s  in  GF(q)  s a t i s f y in g
3 0  E GF(q)  s u c h  th a t  a +  0  =  a V a  E GF(q)  ( 2 .4 )
( c ) .  A n  u n iq u e  m u l t ip l ic a t iv e  id e n t ity , 1 , e x i s t s  in  GF(q)  s a t i s f y in g
3 1  E GF(q)  s u c h  th a t  a x l  =  a  V a  €  GF(q)  ( 2 .5 )
( d ) .  F o r  e v e r y  a  in  t h e  f ie ld ,  th e r e  e x i s t s  a n  a d d it iv e  in v e r s e  e le m e n t  ( -a )  in  t h e  f i e ld  s u c h  
th a t
3 ( —a )  s u c h  th a t  a  +  ( — a )  =  0  V a  E GF(q)  ( 2 .6 )
T h i s  a l l o w s  t h e  o p e r a t io n  o f  su b tr a c t io n  to  b e  d e f in e d  a s  a d d it io n  o f  in v e r s e .
( e ) .  F o r  e v e r y  n o n z e r o  a  in  th e  f ie ld ,  th e r e  i s  a  m u l t ip l ic a t iv e  in v e r s e  a - 1  s u c h  th a t
3 ( a _ 1 ) s u c h  th a t  a x  a " 1 =  1 V 0  /  a  E GF(q)  ( 2 .7 )
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T h is  a l l o w s  th e  o p e r a t io n  o f  d iv i s io n  to  b e  d e f in e d  a s  m u lt ip l ic a t io n  o f  t h e  in v e r s e .
( f ) .  A s s o c i a t i v e  L a w s  h o ld :
a  +  (b +  c )  =  (u  +  b) +  c
a  X (6 x  c) =  (a X b) x  c (2.8)
( g ) .  C o m m u t a t iv e  L a w s  h o ld :
a  +  6 =  6 +  a
a  x  6 — b x  u (2.9)
(h ) .  T h e  D is t r ib u t iv e  L a w  h o ld s :
a X ^  +  ^ ^ x i i J l l f l X c )  ( 2 .1 0 )
(2.11)
( i ) .  T h e r e  i s  a  p r im it iv e  e l e m e n t  a  in  th e  f i e ld  w h ic h  c a n  b e  r e p r e s e n te d  a s  s h o w n  in  th e  
f o l l o w in g  fo r m .
(2.12)
T h is  f o r m  is  c a l l e d  th e  p o w e r  r e p r e s e n ta t io n . F o r  e x a m p le  in  G F ( 5 )  w h ic h  i s  c o v e r e d  
in  n e x t  s u b s e c t io n ,  t h e  p r im it iv e  e l e m e n t  a  c a n  b e  e i th e r  2  o r  3 .
I f  a  =  2 ,
2° = 1 
21 = 2
22 =  4
2 3 =  8  m o d  5  =  3
G F ( 5 )  =  { 0 ,  a 0 , a ,  a 2 a 3 }  =  { 0 , 1 , 2 , 4 ,  3 }
If a  =  3,
3 °  =  1
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3 1 =  3
3 2 =  9  m o d  5  =  4
3 3 =  2 7  m o d  5  =  2
GF{ 5 )  =  { 0 ,  a 0 , a ,  a 2 a 3 }  =  { 0 , 1 , 3 , 4 , 2 }
2.3.2 Arithmetic and Construction of Galois Field
T h e r e  a r e  t w o  t y p e s  o f  G a lo i s  F ie ld .  T h e  f ir s t  t y p e  i s  b a s e d  o n  in te g e r  r in g s  w h i l e  t h e  s e c o n d  
t y p e  i s  b a s e d  o n  p o ly n o m ia l  r in g s .
2.3.2.1 Arithmetic on Galois Field using integer rings
T h e  f ir s t  t y p e  o f  G a lo i s  F ie ld  h a s  a  v e r y  s im p le  a r ith m e t ic , n a m e ly  a d d in g  a n d  m u l t ip ly in g  
o f  t w o  f i e ld  e l e m e n t s  m o d u lo  b y  th e  f i e ld  s iz e .  T h is  i m p o s e s  o n e  c o n d i t io n  f o r  t h e  u s e  o f  th is  
o p e r a t io n ,  th a t  i s  th e  s i z e  o f  t h e  G a lo i s  f i e ld  h a s  to  b e  a  p r im e  n u m b e r . A  p r im e  n u m b e r  i s  a  
n u m b e r  th a t  c a n  o n ly  b e  d iv id e d  b y  1 o r  i t s e l f .  A  n o n -p r im e  n u m b e r  i s  k n o w n  a s  c o m p o s i t e  
n u m b e r ;  c o m p o s i t e  f i e ld  s i z e s  a r e  n o t  a c c e p t a b le  u s in g  th is  s im p le  a r ith m e t ic  o p e r a t io n .
T h e  m a th e m a t ic a l  p r o o f  c a n  b e  f o u n d  in  B la l iu t  [ 2 1 ] .  In  th is  s e c t io n ,  t w o  e x a m p le s  
a r e  u s e d  to  i l lu s t r a te  w h y  n o n - c o m p o s i t e  n u m b e r s  c a n  n o t  b e  u s e d . T a b le  2 .1  s h o w s  th e  
s im p le  a r ith m e t ic  o p e r a t io n  o f  a d d it io n  a n d  m u lt ip l i c a t io n  ta b le  in  GF(b). A l l  th e  o p e r a ­
t io n s  a r e  s im p le  c o n v e n t io n a l  o p e r a t io n s  w i t h  m o d u lo  o f  5  to  r e s tr ic t  t h e  r e s u l t s  t o  b e  th e  
e l e m e n t  o f  GF(5). F o r  e x a m p le  
3  +  2  =  5  m o d  5  =  0  
2 x 4  =  8  m o d  5  =  3
T a b le  2 . 2  u s e s  th e  s a m e  m o d u lo  o p e r a t io n s  o n  4 .  T w o  p o in ts  s h o u ld  b e  n o t ic e d  in  
t h e  m u l t ip l i c a t io n  ta b le . F ir s t ly  4  i s  d iv i s ib l e  b y  2  a n d  s e c o n d ly  n o  m u l t ip l i c a t iv e  in v e r s e  o f  
2  e x i s t s  i f  u s in g  t h is  m e th o d . T h is  m e a n s  th a t  t h e  r e q u ir e d  G a lo i s  f i e ld  p r o p e r t ie s  a r e  n o t  
o b ta in e d .
T h e  a b o v e  m e n t io n e d  p r o b le m , h o w e v e r ,  c a n  b e  s o lv e d  b y  u s in g  th e  p o ly n o m ia l  r in g s .
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T a b le  2 . 1 :  A d d i t io n  a n d  M u lt ip l i c a t io n  T a b le  o f  GF(b)  u s in g  m o d u lo - 5
A dd ition
+ 0 1 2 3 4
0 0 1 2 3 4
1 1 2 3 4 0
2 2 3 4 0 1
3 3 4 0 1 2
4 4 0 1 2 3
M u lt ip lic a t io n
X 0 1 2 3 4
0 0 0 0 0 0
1 0 1 2 3 4
2 0 2 4 1 3
3 0 3 1 4 2
4 0 4 3 2 1
T a b le  2 .2 :  A d d i t io n  a n d  M u lt ip l i c a t io n  T a b le  o f  in te g e r s  u s in g  m o d u lo - 4
A dd ition
+ 0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2
M u lt ip lic a t io n
X 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 0 2
3 0 3 2 1
I n s te a d  o f  a  p r im e  n u m b e r , a n  ir r e d u c ib le  p o ly n o m ia l  i s  c h o s e n  a n d  th e  f i e ld  s i z e  i s  e q u a l  
to  pm, w h e r e  p  i s  a  p r im e  a n d  m  i s  a  p o s i t i v e  in te g e r . T h is  k in d  o f  f ie ld  i s  c a l l e d  th e  f ie ld  
e x t e n s io n .
T h e  r e la t io n s h ip  b e t w e e n  t h e s e  t w o  f i e ld s  i s  th a t  GF(p ) i s  k n o w n  a s  a  s u b f ie ld  o f  
GF(pm ) ;  th a t  i s ,  th e  e l e m e n t s  o f  GF(p)  a r e  a  s u b s e t  o f  th e  e le m e n t s  in  GF(pm). E q u iv a l ­
e n t ly ,  GF(pm ) i s  c a l l e d  a n  e x t e n d e d  f i e ld  o f  GF(p).
T h e  s m a l l e s t  G a lo i s  f i e ld  i s  GF( 2 )  =  { 0 , 1 }  a n d  i t  i s  i m p o s s ib l e  to  h a v e  G a lo i s  f ie ld  
o f  c e r ta in  s i z e s  s u c h  a s  6 . T h is  i s  b e c a u s e  6  i s  n e i t h e r  a  p r im e  n u m b e r  o r  a n  in te g e r  p o w e r  
o f  a  p r im e  n u m b e r .
2.3.2.2 Representation and Arithmetic of Extended Galois Field GF(pm )
T h e  a r ith m e t ic  o p e r a t io n s  in  GF(pm) a r e  n o t  s tr a ig h t fo r w a r d . T h e  r e s u lt  o f  a n  a d d it io n  o r  
m u lt ip l i c a t io n  o p e r a t io n  c a n  n o t  b e  o b ta in e d  b y  u s in g  t h e  s a m e  m e th o d  f r o m  t h e  s a m e  fo r m  
o f  r e p r e s e n ta t io n .  H e n c e  th is  s u b s u b s e c t io n  i s  g o in g  to  in tr o d u c e  a n o th e r  e q u iv a le n t  f o r m  
o f  r e p r e s e n t a t io n  o f  GF(pm) w h ic h  i s  c a l l e d  th e  p o ly n o m ia l  r e p r e s e n ta t io n .
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Definition 2.4 Irreducible polynomial A polynomial p(x) of positive degree over GF(p) 
is irreducible over GF(p) if the only possible factorizations of p(x) are by itself or by 
elements of GF(p).
Theorem 2.1 (Theorem 1 [41]) Let p(x) be an irreducible polynomial of degree m over 
GF(p). Then the set of all polynomials in x of degree < m — 1 and with coefficients in 
GF(p) forms a field, of order pm, GF(prn), where addition and multiplication are modulo 
p(x).
The above Theorem 2.1 implies that the elements can also be represented as poly­
nomials in x over GF(p) of degree < m — 1. As an illustrative example consider the 
construction of GF(23). Letting p(x) = x3 + x + 1 be the irreducible polynomial over
GF(2). 1 The elements of GF(23) can be represented by the polynomials.
a = a2a 2 + aia + oo (2.13)
Conveniently these elements can also be then represented by the vector
a =  (a2>a i , a 0) (2.14)
Table 2.3 shows the representation of elements using polynomial basis {a-2, a:, 1}. 
The construction is shown in the remarks column and the direct mapping is shown in vector 
representation column.
Once the transformation between the two equivalent representations is known, the 
arithmetic table of GF(4) can then be constructed. The power representation of GF(4) is 
{0,1 ,0:, a2}. The polynomial representation of GF(4) using the irreducible polynomial 
of p(x) = x2 + x -f 1 and bases= {a, 1} is {0 + 0,0 + 1, a + 0, a + 1}. The vector 
representation is {00,01, 10, 11} and is conveniently written as {0, 1 ,2,3}
GF(4) Addition table (Using modulo of polynomial)
Table 2.4 shows the addition and multiplication table in GF(4) while Table 2.5 shows 
the way this works out. The addition operation is done by using XOR (modulo 2) on the
lp(x) =  x3 +  x2 +  1 is also an irreducible polynomial over GF(2). In general, there is more than one 
irreducible polynomial over a field of a given degree
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Table 2.3: Polynomial Basis Representation of Galois Field GF(8)
Power rep Polynomial rep Remarks vector rep
0 0 000
£ O il |ift 1 001
a a 010
OL2 a 2 100
a 3 a  + 1 a 3 + a  + l  = 0 +>a3 = a + l 011
a 4 a 2 + a a 4 = a(a:3) = a(a  + 1) 110
a 5 a 2 + a  + 1 a 5 = a 2 (a  + 1) = a 3 + a 2 111
a 3 a 2 +  1 a 6 =  (a 3)2 =  (a: +  l ) 2 =  a ?  +  a  +  a  +  1 101
Table 2.4: Addition and Multiplication Table of GF(4)
M u lt ip lic a t io n
X 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 3 1
3 0 3 1 2
A dd ition
+ 0 1 2 3
0 0 1 2 3
1 1 0 3 2
2 2 3 0 1
3 3 2 1 0
respective coefficients in vector (polynomial) representation while the multiplication oper­
ation is carried out using the power representation by adding the powers of the two field 
elements modulo by the field size minus one. For example:
a2 + a  = {11} © {10} = {01} = 1 
a 2 x a  = a2+1 = a 3-3 = a 0 = 1 (2.15)
Table 2.5: The Arithmetic Operation in GF{4)
A dd ition
+ 00 01 10 11
00 00 01 10 11
01 01 00 11 10
10 10 11 00 01
11 11 10 01 00
M u lt ip lic a t io n
X 0 a u a1 a2
0 0 0 0 0
0 a° al a2
a 1 0 a 1 a2 a u
a 2 0 a2 a° a 1
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2.3.3 Representation of Galois field GF(pm) using different bases
Since elements of GF(pm) can be represented as vectors of m  element over GF(p). Galois 
Fields of the form GF(2m) are generally used because field elements can be efficiently 
represented in digital system by m-bit words.
As previously described, one means of polynomial representation of GF(pm) uses 
the basis {am_1, am~2 This basis is called the polynomial basis. There are however
different bases for GF(pm) over GF(p). Two more important bases are the normal basis
The character of a polynomial representation using normal basis is that every cyclic 
shift is equivalent to squaring of the code vector. This is used extensively in the design of 
multipliers and inverters for GF(2m). The arithmetic operation in normal basis representa­
tion is given in Appendix B.
The dual basis has many uses and is widely used in real time implementation
Definition 2.5 Trace For any (3 € GF(pm) the Trace of (3 is defined by
Definition 2.6 Dual Bases For a G GF(pm), two bases A = { \m- i . . . ,  Ai, Ao} and 
B = {vm-1 • • ■ > vo}for GF(pm) are said to be dual bases if
cPm - 1 ){Pm-  p)(pm -  p2) ... (pm -  p"*-1) (2.16)
of the form ap'n 1..., ap, a and the dual basis.
Tr((3) = (3p'n 1 + ... + (3p + (3 (2.17)
1 i f  j  = k 
0 i f  j  frk
(2.18)
In this case A is called the standard basis and B is called the dual basis.
Example: GF(8), using irreducible polynomial P(x) — x3 + x2 + 1 
Trace Tr(a ) = a 4 + a 2 T a 
Tr( 0) =  0
Tr( 1) = 1 + 1 + 1 = 1
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Tr(a ) = a 4 + a2 + a = 1 
Tr(a2) = a  + a 4 + a 2 = 1 
Tr(a3) = a5 -j- a6 a3 — 0 
T?'(a4) = a2 + a + a 4 = 1 
TV(a5) = a 6 + a 3 + a5 = 0 
T?’(a6) = a 3 + a 5 + a 6 = 0
If the standard basis is the polynomial basis {a:2, a, 1}, the dual basis is = {a5, a 3, a4}.
If the standard basis is the normal basis {a4, a 2, a;}, then the dual basis is {a4, a 2, a} in
order to satisfy equation 2.18.
Arithmetic elements can be designed to accept two variable inputs - one over the dual 
basis and one over the standard basis as applied in Berlekamp multiplier. It has been shown 
that by representing Galois field elements in a certain way, that is, over the dual basis, 
arithmetic operators with attractive properties can be designed. These properties include 
hardware efficiency, reduced latency, modular architectures and generic structures. [34]
2.4 Construction of cyclic codes
The Forward Error Corrections codes can be further broken down into three main categories. 
They are Convolutional codes, Block codes and Concatenated codes as shown in Figure 2.1.
Convolutional codes The most obvious feature of convolutional codes in comparison 
with block codes is that they do not present the same sort of algebraic complexity. Good 
convolutional codes are found by computerised search to suit the decoding algorithm. The 
convolutional encoding operation involves memory: the n-bit outputs of an encoding oper­
ation at any given time are dependent not only on the current block of k inputs, but also on 
m previous input blocks. Such a code is termed as an (n, k, m) Convolutional code. Con­
volutional codes can be viewed as the convolution of the impulse response of the encoder 
with the information sequence. The most commonly encountered convolutional codes are 
half-rate. Punctured codes can be used to increase the code rate by erasing some redund-
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Figure 2.1: The Forward Error Correction Codes
ancy. The Viterbi decoding method is optimal and permits the use of soft decision decoding 
with little increase in complexity.
Concatenated codes A Concatenated code [42] uses two (or more) levels of coding, an 
inner code and an outer code, to achieve the desired error performance. An example of a 
concatenated scheme is shown in Figure 2.2. The interleaver acts to spread out the burst 
error from the Viterbi decoder to amongst several consecutive RS code blocks rather than 
being contained within a single block. RS codes with hard decision, bounded distance 
decoding are suitable as outer codes because the symbol size can be readily adjusted to 
accommodate a wide range of message sizes and being maximum distance separable (MDS) 
codes [3], make highly efficient use of redundancy.
Block codes Block codes consist of linear and nonlinear block codes, but non-linear block 
codes are not practical due to inherent encoding and decoding complexity. Amongst non- 
cyclic and cyclic linear codes, cyclic codes appear to be more popular for the following 
reasons:
(a). Cyclic codes have algebraic structured such that the whole set of cyclic codes can be 
described by using the generator polynomial.
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Figure 2.2: Concatenated code using a Convolutional code and an RS code
(b). In comparison with non-cyclic codes, cyclic codes have more possibilities in choosing 
encoding methods such as using shift registers.
(c). Cyclic codes have more decoding options.
(d). Cyclic codes are well established theoretically. They are flexible to be designed using 
Galois field theory for certain given requirements.
Many good and practical codes are cyclic codes; some examples are Hamming codes, 
Golay codes and Reed Solomon codes.
A linear cyclic code has four properties which can be utilised in efficient decoding 
algorithms. Let C be a (n, k) linear cyclic code over GF(q). The codeword C can be written 
in polynomial form as:
C(x) = Cn-I®”-1 + cn_2Xn~2 H----- h cx + Co (2.19)
or the corresponding vector form:
(cn —1, cn—2 - . . C l,  C o ) -+  C n - i X ^ 1 +  C n - 2 X n ~ 2 H 1- C X  +  Cq (2.20)
(a). Superposition For any two codewords, the addition of the two codewords is still a 
codeword.
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(b). Scaling For any codeword, the scaling of the codeword with a Galois Field element 
will still a codeword.
(c). Cyclic shift If any codeword is shifted cyclically, the result is also a codeword.
i f  {fin—Is "Vi—2 j • < • j Ci j C q ) E C =$■ (cn_ 2, Cn_ 3 , . . . , Co, Cn_i) E C (2.21)
(d). Multiplication Multiplication of any codeword in polynomial representation by any 
polynomial modulo generator polynomial is still a codeword.
2.4.1 Generator polynomial of Cyclic codes
The generator polynomial is like a scaling factor which is used to spread the information 
vectors into well constructed codeword vectors with a minimum of dmin distance amongst 
them. The length of the generator polynomial increases if more designed correctable errors 
are required.
A code can be defined by roots of g(x) over GF{2m). Roots in time domain are 
related to zero components in the transform over GF{2m). A polynomial v(x) has a root 
ak if and only if the component Vk of the transform is zero. Conversely, the polynomial 
v(x) has a zero component V{ if and only if a~l is a root of the transform polynomial V(z).
For each error to be corrected, at least two consecutive roots in the finite field are 
required. The proof can be found in many textbooks [3].
2.4.1.1 BCH codes
The Bose, Chaudhuri and Hocquenghem (BCH) codes [25, 26] form a large and important 
subclass of t-error-correcting cyclic codes. The code length n of BCH code over GF(pm) 
is pm — 1 and dmin* = 24 + 1. Hamming codes, Golay codes and Reed Solomon codes are 
subsets of BCH codes.
Definition 2.7 The lowest degree polynomial over GF(p), m(x), such that (3 E GF(pm) 
is a root ofm{x) is called the minimum polynomial of/3 over GF(p).
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Theorem 2.2 (Proposition 12.3 [43]) The t-error-correcting BCH code is a cyclic code o f  
length n such that the generator polynomial g(x) is defined
g ( x )  =  1cm [m i (®), m 2 ( x ) . . .  m 2t(cc)] (2.22)
Theorem 2.3 (Theorem 12.3 [43]) The t-error correcting BCH code has minimum dis­
tance > 2t + 1 (and so can actually correct at least t errors).
2.4.1.2 Hamming codes
Hamming codes [24] are single-error-correcting or double bit error detecting perfect linear 
codes. Hamming codes meet the Hamming bound which states that the number of syn­
dromes is at least equal to the number of correctable error patterns.
« & / n(n — 1) . .9 n(n  — l)(n — 2). „ ,oq"-L > l + n ( q - l ) +  -  (q -  l)2 +-- i----- ^------'-(q -  l)3 + ... (2.23)
> E
i=0
t n
(q — l)2 (Hamming bound) (2.24)
Hamming codes are the most simple single error correcting codes. They constitute 
one of the three types of perfect binary codes, the others being Golay codes and repetition 
codes.
Theorem 2.4 (Theorem 3.33 [40]) Let fi E GF(q)  with q = pm andm(x)  be its minimum 
polynomial, then the following holds:
(a). m(x)  is irreducible.
(b). If f ( x )  is any polynomial over GF{ q ) with fi as a root, then m(x)  divides f (x) .
(c). the minimum polynomial o f  a primitive element has degree m. Such a polynomial is 
called a primitive polynomial.
The generator polynomial of Hamming codes is a primitive polynomial.
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2.4.1.3 Golay codes
Golay codes [44] are unique triple error correcting codes. They are non-primitive binary 
BCH codes generated over GF(211). Since 2n — 1 = 23 x 89, GF(2n ) has elements 
of order 23 and 89 as well as 2047. By selecting (5 =  a89, a code of length 23 can be 
constructed. This is because f323 = a2047 = 1
g(x) =  lcm[mi(/3j \
=  (x —  P ) ( x  —  f i 2 ) ( x  —  f ) (  —  P s ) ( x  —  P 16) ( x  —
(x-  0 l s ){x-  p 13)(x -  0 3)(x -  -  /312)
= x11 + a;9 + x7 + x 6 + a;5 + x + 1
The sequence of g(x) has four consecutive power of j5. These four roots are (3, j32, (33 and 
/34, so the designed distance is at least 5 (Lemma 5.8.1 [21]), but the true minimum distance 
dmin is seven.
2.4.1.4 Reed Solomon codes
Reed Solomon codes are multi-level BCH codes. The minimum polynomial of a root con­
sists of just the single root by itself. This gives an important property of Reed Solomon 
codes, that is they are maximum distance separable and for a given n and k, they have the 
highest possible value of dm{n.
Definition 2.8 Let a  be a primitive element in GF( q ). Then a t-error correcting RS code 
of length n has the generator polynomial g(x) where
g{x) = (x -  a6+2t-1)(a; -  ab+2t~2) ... (x -  ab+1)(x -  ab) (2.26)
This code has dmin = 2t + l,2t = n — k and is denoted as (n, k ) RS  code.
The second advantage of RS codes is that there is a great flexibility in selecting the 
consecutive roots. For example the coefficient of the generator polynomial can be made to 
be symmetrically arranged by choosing the roots in the middle of the frequency domain, as 
in
«6 + bx5 + ca:4 + da;3 + cx2 + 6a; + 1 (2.27)
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Reed Solomon codes have been used in a variety of applications including CD players 
and CD ROMS [45], teletext broadcasting [46] and space communications [47].
2.4.2 Modification of codes
A standard code can be extended, expurgated, punctured or shortened; the RS code is flex­
ible in this capability. Since the Galois field does not exist in any field size, there may be 
a problem in codec design to fit into certain package requirements. To overcome this prob­
lem, modification of the code provides another degree of flexibility apart from changing the 
code parameters.
2.4.3 Encoding of Cyclic codes
Encoding of block codes can be done in more than one way. It is simply a transformation 
of the information set into the corresponding codewords with the distance specified by the 
generator polynomial. This subsection describes five encoding methods for cyclic codes.
The selection of encoding strategy varies according to type of decoding algorithm to 
be used.
A codeword has the following properties:
n—1
(a). c(x) = X) C{X1 is a codeword iff c(cF) = 0 V6 < i < b + d — 1 (b is the off set)
i=0
(b). c(x) is divisible by g(x).
2.4.3.1 Encoding by Convolutional operation
Block codes can be treated as a convolutional code if they are modelled as the output of a 
FIR filter. Let the impulse response of the filter be the generator polynomial and the input to 
the filter is the source information (followed by n — k zero symbols to clear the FIR filter) 
as shown in Figure 2.3. The codeword is then obtained by the process of convolution of the 
source information with the generator polynomial. This may not be a preferred method be­
cause the code produced is not in systematic form. Systematic form may help in extracting
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11-symbol codeword
Figure 2.3: Encoding of Block code by Convolutional operation
information with certain decoding methods or with error detection strategies
cc(®) = «(*) ® 9(x) (2.28)
2.4,3.2 Encoding by Inverse Frequency Transform
Encoding can be accomplished by treating the source information in the frequency domain 
and performing an Inverse Transform to generate a time-domain codeword [48]. Such an 
encoder is non-systematic and is not practically efficient. However, it does reduce decoder 
complexity and the overall performance is better for certain ranges of RS codes. The large
number of multiplication and addition processes can be reduced by Fast Fourier Transform
provided the code length is composite (factorisable).
C(z) =  i(z)zn~k (2.29)
n—1
c, = E  c ka~ixk (2.30)
fc=0
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2.4.3.3 Encoding by Multiplication
The easiest way of encoding is simply multiplying the information sequence with the gen­
erator polynomial. This will generate codewords which are divisible by the generator poly­
nomial. The only disadvantage is that they are not systematic, that is, the information i(x) 
does not appear in the codeword c(x).
cm(x) — i(x) x g(x) (2.31)
2.4.3.4 Encoding by Remainder theorem
This is an improved approach from the previous encoding method to make the codeword 
systematic. The encoding process can be easily carried out in hardware by shift circuits as 
shown in Figure 2.4:
The source information i(x) is encoded by appending parity check symbols that is the 
remainder of the preshifted information polynomial divided by the generator polynomial.
(a). Multiply the message i(x) by xn~k.
(b). Divide i(x)xn~k by the generator polynomial g(x), obtaining the remainder r(x).
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(c). Add r(x) to i(x)xn k to obtain the codeword polynomial c(x).
cr(x) = i(x)xn~k + (i(x)xn~k) mod g(x) (2.32)
2.4.3.5 Encoding by Generator matrix
This method is also applicable to non-cyclic linear codes. The generator matrix G is just a 
i x n matrix that maps the i(x) to c(x).
cg(x) = i(x)G (2.33)
2.4.3.6 Remarks
Below is an example of (7,2) RS codes showing the codewords on i(x) =  x using different 
encoding methods. The generator polynomial for cc(x) and cm(x) is
g(x) =  (x — a2)(x — a3)(x — a4)(x — a5)(x — a6)
For remainder encoding cr(x), the decoding formula of the Forney Algorithm [5] is simpli­
fied if the generator polynomial selects the roots beginning with (a; — a).
g(x) = (x — a)(a; — a2)(x — a3)(x — a4)(x — o:5)
For frequency encoding Cf(x) strategy, recursive extension in decoding will prefer the gen­
erator polynomial to begin with (x — 1) [48].
g(x) = (x — l)(x — a)(x — o;2)(a; — a3)(a; — cv4)
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Time Domain
Cc(x ) =  ctxQ + a 6x 5 + a 5 a4 + a 2# 3 + c A x 2 + X
cm (.x ) =  X * + q4.t 5 + a 2 a;4 + a 8* 3 + a 6x 2 + a x
cr ( x ) =  X * + a 6 re4 + a 3 X 3 + a x 2 + 4a x + a 5
C f ( x ) —  a 6 a;6 + a:5 a;5 + a 4x 4 + a 3 x s + a 2x 2 + a x + 1
Frequency Domain
C c ( z )  = a 3z  + a '
C m { z )  = a 3*6 + a '
C r ( z )  =  a 4 z 6 + a ‘
Cf {z) = *6
(2.34)
It is prohibitively long to list the whole set of codewords from each encoding method. 
Some remarks are listed below:
(a). In general, different encoding methods prefer to use different generator polynomials. 
This results in entirely different sets of codewords. They are not identical but share 
tlie same minimum distance property.
(b). Even if the encoder uses the same generator polynomial, different encoding methods 
may result in different mapping of c(x) to i{x).
(c). From the above example, the codewords from different encoding methods share one 
distinct property. If they are all converted into frequency domain, then there are at 
least 4 zeros there. These are the roots of the generator polynomial. The conversion 
to Frequency domain is carried out by [48]:
n—1
Ck =  E  <H(a)aixk (2-35)
i=0
2 . 5  C o n c l u s i o n
The first part of this chapter has explained the purpose of Galois fields, followed by the re­
quirements and the construction of Galois fields based on two different types, namely those
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carried out modulo a prime number and those carried out modulo an irreducible polynomial. 
In practice, only the extended fields of GF(2) are of great interest. The various representa­
tions and arithmetic operations of GF{2m) are then explained in detail. The second part of 
the thesis comes back to the design of block codes, types of block codes and the encoding 
methods.
”1 hate definitions.” 
Benjamin Disraeli
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C h a p t e r  3
E f f i c i e n t  d e c o d i n g  a l g o r i t h m s  f o r  
B l o c k  c o d e s
3 . 1  I n t r o d u c t i o n
From a survey of the literature, it is clear that new decoding algorithms are always being 
sought and old ones are revamped in order to optimize the decoding process. The intention 
is to achieve a better performance with the same complexity or the same performance with 
a lower complexity or a trade off between the two.
However, some algorithms may be more appropriate for circuits which exploit par­
allelism, even though the total number of operations involved may not be the smallest. As 
in many other situations, measuring an algorithm by its overall complexity may not be the 
best way of deciding on its suitability for a particular code. The parameters of the code, the 
channel and the physical realization of the decoder will all play their parts.
This chapter introduces some common decoding algorithms mainly as a literature 
survey and trying to show the relationships between them.
The first part of this chapter depicts the hard and soft decision criteria for determin­
ing the correct codeword while the second and third part describe the decoding strategies 
applied in hard and soft decision respectively.
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3 . 2  D e c o d i n g  r u l e s
The process of decoding is far more complicated than the encoding. Nevertheless merely 
by knowing the generator polynomial and the encoding method, the decoder has the ability 
to estimate the codewords from the received sequence according to certain rules by using 
some decoding strategies.
Maximum Likelihood Decoding Consider an C(n, k) linear binary block code, the aim 
of the maximum likelihood decoding process is to select the estimated codeword x =  
(®n-i>.. . ,  xi,xo) € C of largest probability conditioned on transmission of that received 
sequenced r = (rn-i, ■ ■ ■, tt, ro).
To minimize the probability of incorrect decoding [49] is equivalent to maximizing
P ( x / r )  =  L M m  (3. i }
Assuming an equiprobably distributed source and a symmetric channel, maximizing 
P(x/r)  is equal to maximizing P(r/x). In the case of memory less channel the conditional 
probabilities are symbol independent and therefore:
n—1
P(r/x) =  Y[ Ptyi/xi) (3.2)
where x2 for 0 < i < n — 1 are q-ary values and r2 for 0 < i < n — 1 are real numbers.
As the logarithm is a monotonically increasing function, the maximum likelihood
decoding rule can be written as:
y — < (cjmax^c
n—1
Yu P (r i /X i)  
i - 0
(3.3)
where y is the decoded (estimated) codeword. Assuming a binary source code, the 
equation can be simplified to be
y =  jajjmaxa.ee Y  [(_1)a<<Kr*)] J (3.4)
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w here 0 (?’j) = log  caFed the l°g  likelihood ratio, where its sign indicates the
m ost probably sym bol, 0 or 1 , and the |*(?’j)| the confidence value o f the selected sym bol. 
|*(?’j)| is also being referred as the w eight o f  the received sym bol denoted as w{ri).
For the additive white Gaussian noise channel, the density function is:
fp,cr(x) =
1 1 / X-fi TOe a )cr (3 .5 )
where ji is the m ean value and a the standard deviation. A ssum ing antipodal signaling  
0 =  —V and 1 =  V, P{rif 0) =  and P { n / 1) = fv^fri), the w eight calculation
form ula becom es:
'P(ri/0)’
w (n )  - log
.Pin/l)J cr2
(3 .6 )
where \  is constant for every rj, so rj can be used as the w eight o f  the z-th sym bol.
Alternatively, finding the m axim um  likelihood codeword is equivalent to finding the 
m inim um  (hard) error pattern. Let e =  (en_ i , . . . ,  e i ,  eo) be a binary error pattern, such  
that rj, =  e +  x, where r& is the binary representation(hard) o f  the received vector. Then
n—1&ml n iin e=r_ a,/a.€ c  ^  4 
2=0
(3 .7 )
Minimum Distance Decoding rule Let <j) — (4>n-1 > *o) be the log  likelihood ra­
tio o f  areceived  sequence r  =  ( r „ _ i , . . . ,  r i ,  ro) where (f>i — 4>{ri)- Let x = ( r n_ i , . . . ,  r i ,  .ro) 
be a codeword where r j  = — 1  if  0 is transmitted and rj =  + 1  i f  1 is transmitted, r  and <f> 
can be considered as points in n-dim ensional space. The shortest distance between r  and <p 
can be expressed in terms o f  Euclidean distance denoted as de{(j) , r ) .
n—1
de(4>, r) =  ^ )  ] | rj|
2=0
The decoded codeword y can be determined by the follow ing mie:
y = {x\minxeCde((t>,x)}
(3 .8 )
(3 .9 )
The above general equation can be applied by using either H am m ing distance or Gen-
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eralized Minimum Distance decoding subject to whether hard or soft decision demodulation 
is used.
For hard decision, or Hamming distance decoding, f  is quantized to two levels for a 
binary source alphaliet:
+1  : f Q i )  >  0
fi  — (3.10)
For soft decisions, on a binary source alphabet, the Generalized Minimum Distance 
is applied:
+1
4 i =  { A J
<t>(n) > T  
- t  < f {n) < T 
f in )  < - T
(3.11)
Where T is some threshold.
It is proven by Forney [50] that there can be at most one codeword within the min­
imum distance dmin of any received sequence. To achieve bounded distance decoding, the 
estimated codeword is the codeword for which the distance:
d(f, x) < t (3.12)
Bounded distance offers slightly worse performance than maximum likelihood decoding, 
but allows faster and simplier decoding strategies. Algebraic decoders are efficient decoding 
approachs that can be practically used to decode very long and complex multiple-error 
cyclic codes.
Efficient decoding algorithms are subdivided by two classes, hard and soft decod­
ing strategies as shown in Figure 3.1. Both decoding strategies are very different in their 
approaches. They are described in next section.
3 . 3  H a r d  d e c i s i o n  d e c o d i n g  s t r a t e g i e s
Since cyclic block codes are designed in a well structured manner using Galois Field The­
ory, the code vectors are systematically spaced out by a minimum Hamming distance. It is 
therefore possible to decode them efficiently. For simplicity reasons, only selected useful
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(chapter 5)
Figure 3.1: Efficient algorithms
hard decision algorithms are described in this section. They are categorized under algebraic 
approach and error trapping approach.
The algebraic decoding algorithms are applicable to all ranges of cyclic codes but 
they are higher complexity than the error trapping approach for die lower range of cyclic 
codes. Most of the algebraic decoding algorithms, except Welch Berlekamp [51], use power 
sum syndromes S(z) (refer to Equation 3.13) while the error trapping algorithms [4] use the 
remainder syndrome s(x) (refer to Equation 3.35).
3.3.1 Algebraic Decoding Algorithms
The first decoding algorithm for BCH codes was devised by Peterson [52]in 1960. Since 
then, Peterson’s Algorithm has been generalized and refined by Gorenstein and Zierlier [53], 
Chien [54], Forney [55]. But such an approach is still inherently impractical for multiple 
error correction. In 1968, a more efficient interactive decoding algorithm was devised by 
Berlekamp [56] by solving the key equation, instead of Peterson’s matrix equation. Massey 
[57] and Burton [58] later refined it. Euclid’s Algoridnn was discovered to be an alternative 
to solve the key equation in 1975, but the calculation of power-sum syndromes was still the 
major bottleneck in hardware implementation. With Berlelcamp’s discovery of extremely
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efficient encoders [36] for Reed-Solomon codes, a new milestone of decoding algorithms, 
the Welch-Berlekamp Algorithm and Liu Algorithm [59], using the remainder polynomial 
were found in the 1980s.
The following subsection describes four representative algebraic algorithms. There 
are the Peterson Algorithm, Euclidean Algorithms Berlekamp-Massey (BM) Algorithm and 
Welch-Berlekamp Algorithm. The first three algorithms use the power-sum syndromes in 
frequency domain while the last one uses the remainder syndrome in time domain.
3.3.1.1 Peterson Direct Algorithm
Peterson [52] is the first algorithm proposed to solve the linear code efficiently. The power- 
sum syndrome S(z) is the discrete Fourier Transform on the received sequence r(x) which 
is the result of the codeword c(x) plus the error pattern e(x).
?'(x)=c(x) + e(®)
?"(ak)=c(ak) + e(ak) k = 1,2,...  ,2t
e(ak) k =  1,2,.. . ,  2t 
- jX }S k = E Y j l  
i = i
Let Xj  be the error location and Yj be the its error value, where 1 < j  < t. 
Let the number of errors be equal to t, which gives the equations:
51 =  F f X i  +  ^ 2^2 +  . . .  +  YtXt
52 = YiXS + Y2X22 + . ..  + YtXt2
S2t = YiXi2i + Y2X 22t +  ... + YtXt2t
(3.13)
(3.14)
To solve t unknowns of Xj  and Yj from 21 non-linear equations in this form is very tedious. 
Peterson showed that it is possible to convert them into linear- equations using an error 
locator polynomial whose roots are the inverses of the error locations.
A(z) = (1 -  zXt){ 1 -  z X t - i ) ... (1 -  zX2)( 1 -  zXx) (3.15)
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A(z) = At-i* + Ai2t 1 H h Aix +  1 (3.16)
The roots of the polynomial can therefore be found if its coefficients are obtained. 
The most complicated task here is to find the coefficients of the error locator polynomial.
Note that A(z) is equal to zero when z is equal to the root X f 1 for 1 < j < t .  
By setting z = X J 1, multipling equation 3.15 by YjXk+t and summing the t equations 
together [21], this gives, for each k,
t t t
At X) Yix j +  * • • +  A1 Y ,  YiX j + £  Yix i +t =  0 1 <3 < t  (3-17)
j = 1 j - 1 3 = 1
This is essentially equal to
A*Sk H -t- AiSk+t-\ + Sk+t — 0 (3.18)
which can be expressed as the equation of an autoregressive filter:
t
Sk — — AjjS'/j—j A; = t + l ,t  + 2, . . . ,2i
3 = i
(3.19)
since S\ to S2t can be computed. This set of linear equations can also be written in 
the following matrix form:
(3.20)
--
--
1
• St A t
s2 Ss • ' St+i At-i
=
-St+i
St St+i • • S2t~ i Ai
------1
• 
Co 1•
One way of solving the equation is by inverting the matrix if it is nonsingular. It has 
been proven that the matrix is nonsingular if there are t errors. The error location Xj  can be 
found by sequentially determining the zeros of A(z) using a Chien Search [54]. The error 
value Yj can be found by inverting the matrix from eqn 3.14 This decoder requires two t by
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t matrices to be inverted and the computation is proportional to t3, hence it is prohibitive 
for large values of t.
Alternatively, the error values can be found by using the substitution formula in 
Michelson [3] or Forney Algorithm [55] by using the error evaluator polynomial f2(z).
O(z) = [1 + 5( )^]A( )^ mod z2t+1 (3.21)
The error evaluator polynomial is related to the error locations and error values 
as[55]:
n(Xj-1) = yJ" Q ( i -Y )1Y:i- 1) (3.22)
k / j
and the error values are given by [21]
n ( x r l)Yj = - X j  D 3 /  i  = l ,2, . . . , f  (3.23)
J 3 A {X j-1)
where A is the formal derivative of A(z) [5].
3.3.1.2 Berlekamp-Massey Algorithms (BM)
The error locator polynomial A(2) and the syndrome S{z) can also be related by a linear 
feedback shift register as shown in Figure 3.2. The connecting polynomial of the linear 
feedback shift register is indeed the error locator polynomial.
Linear feedback shift registers can be designed to generate the known sequence of 
syndromes. The BM algorithm [56] is used to find the smallest of such shift register so that 
A(z) will be of smallest degree, which is equal to the number of errors t and it is unique.
The Berlekamp-Massey algorithm [57] can be explained using the following set of 
recursive equations which compute A(2^ (.t):
A * =  E  (3 -24 )j - 0
Lk = S(k -  + (1 -  S)Lk-l(3.25)
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•Sfc = — E AjSk—jj=i
Figure 3.2: Linear Feedback Shift Register
A «(z)
BM(z)
1 - A  kz
A fc_15 ( l - 5 ) z
Alk~l\ z )
B k^~l\ z )
(3.26)
for k — 1,2,. . . ,  2t. the initial conditions are A^(z) = 1, i?(0)(2) = 1, Lo = 0 and 
5 = 1 if both A k 0 and 2L/._1 < k — 1, otherwise 5 = 0.
The error evaluator polynomial O(z) can also be obtained using similar recursive 
equation:
# )(z )
1 - A  kz 
Ajt-15 (1 -  S)z
a (k-V (z )
(3.27)
Initially, the temporary polynomial A{z) is set to zero, and Q(°)(<z) is set to 1. After 
21 iterations, {z) is the error evaluator polynomial.
3.3.1.3 Euclidean Algorithm
The Euclidean Algorithm [21] is a recursive algorithm used to determine the greatest com­
mon divisor (gcd) of two integers or two polynomials.
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The gcd of two integers x and y, where x > y can be found by using a simple 
recursive division formula.
x =  ay + z  -4- gcd(x,y)  — gcd(y}z) (3.28)
Let s be the gcd of x and y. Since both x and y are divisible by their gcd s, they can 
be expressed as: x = b x s and y — c x s , where b and c are just arbitrary constant. Using 
equation 3.28,
x =  a.y + z  (3.29)
z  — x — a X y (3.30)
z  =  b x s — a x c X s (3.31)
z  — ( b ~ a x c ) x s  (3.32)
Hence z  is divisible by s.
Equation 3.28 can therefore be applied recursively to simplify the two integers to the
smaller integers until z  =  0. When z  — 0, it means that y is the gcd of the two integers x
and y .
The polynomial forms share the same principle as integers. Assume two polynomial 
a(z)  and b(z), deg b(z) <deg a(z).  the gcd can be done by the following procedure: Let 
r_ i  — a ( z ) and 7’o = b(z). For k =  1,2,..., rk-2 is divided by r k- i  to get a quotient quiz) 
and remainder r k(z):
r k- 2 = qk (z)rk- 1 (z) + r k (z) (3.33)
where qk{z) = and deg rk(z) < deg r k- i ( z )  This recursive process is to re-factorize
the polynomial until the remainder of one polynomial has a degree of less than t. The
polynomial r n of smallest positive degree is the gcd(a(^), b(z)).
The Euclidean Algorithm is used to solve the following key equation [21]:
Flk(z) — S(z)Ai(z) mod Z2t (3.34)
A(z), which is the gcd of S(z)  and z 2t, is constracted recursively by the above men­
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tioned manner.
3.3.1.4 Welch-Berlekamp Algorithm
The Welch-Berlekamp algorithm [51] relies on the remainder polynomial r(x) obtained 
from the division of the received polynomial r(x) by the generator polynomial g(x).
s(a?) = r(x) mod g(x) (3.35)
Let the errors be only in the information symbols at location X i, X2, . . . ,  Xt and the
corresponding error locator polynomial be:
W(x) = (x -  Xi)(x - X 2) . . . ( x -  Xt) (3.36)
N(x) is the error evaluator polynomial. V(x) and M(x) are the second best error 
locator polynomial and evaluator polynomial respectively during the iteraction.
Let g(x) be the polynomial obtained after dividing g(x) by its root x — a, i.e.,
g(x)
g (x ) = x — a
The Welch-Berlekamp algorithm can be described as follows: 
Stepl: 1
©
*
i
rO*. I
N^{al) -WW(al) 
M ^(al) -VW(al)
If ai — 0, then bi — 1.
Step 2: If deg[a;M(9(rc)] < deg[fyfW(z)(:c)], then
N W (x )  - M W ( x ) 
W W (x) - V W ( x )
or 91
n
N ( l+1\ x )
W V+V (x )
bi
o-i
M ( l+1)(x)
V ( l+1\ x )
= (x — a1)
M W (x )
V®(x)
(3.37)
(3.38)
(3.39)
(3.40)
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M ( l+1\ x )
V ( l+1f x )
N®(x) -M W ( x) 
W V \ x )  - V W ( x )
bi
ai
N(l+1\ x )
W ^ + 1>(:e)
=  ( *  -  a 1)
N®(x) 
W®( x)
(3.41)
(3.42)
Step 1 and 2 are performed for I =  0,1,.. . ,  n — k — 1. The initial conditions are 
JV(°)(x) =  V(°\x) =  0 and M ^(x) = W^(x) = 1.
The roots of W(x) can be found by Chien search and the coiTesponding error value
Yi is :
Yi =  Z(al) N(al)
W ( a l )
where W  is the fonnal derivative of W(x) and
n~k—1 - 2 i
Z(X) = X - 1 Y ,  9ia
(3.43)
i=0 a1 — X
(3.44)
3.3.2 Error Trapping Approach
The Error Trapping Algorithm is a variation of Meggitt decoding [60], with less complexity 
required. It is most effective for decoding single-error-correcting codes, some short double- 
error-correcting codes, and burst-error-correcting codes. If, however, the rate of the code 
is higher than ~ (refer to section 4.4), it becomes ineffective and much error-correcting 
capability will be sacrificed. Minimum Weight Decoding (MWD) and Extended Kasami 
Algorithm (EKA) are variation of Error Trapping Algorithm which increase the effective­
ness for higher range systematic cyclic codes.
3.3.2.1 Error Trapping Algorithm
Two cyclic properties are used in this algorithm.
Trapping If the weight of the syndrome is less than or equal to t, all the correctable errors 
are said to be trapped within the redundant section. This is because any single error
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occurring in the information symbols will be encoded and will cause the weight of 
the syndrome to be increased by at least 21.
Cyclic shift The performing of a cyclic shift to the syndrome is equivalent to moving the 
syndrome window.
The above two points can be illustrated by a simple example as belows:
(7,2) RS code g(x) = x5 + a4x4 + a2x3 + a5x2 + a6® + a. 
error pattern e(x) e(x) mod g(x)
0 0 0 0 0 0 1 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0 cv4 a2 a5 aG a
1 0 0 0 0 0 0 0 0 cv6 a3 a a4 a 5
The procedure of error trapping algorithm can be described as follows:
1) Compute syndrome as the remainder from dividing the received sequence by the gen­
erator polynomial.
2) Compute the Hamming weight of the syndrome
• if weight less than or equal to t, error pattern has been found; STOP.
• else GOTO 3.
3) Perform a cyclic shift of generator polynomial.
• For single-error correcting codes, if the total number of cyclic shift is less than 
k, GOTO 2;
• For multiple-error correcting codes, if the total number of cyclic shifts is less 
than k + n, GOTO 2;
• else STOP.
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3.3.2.2 Minimum Weight Decoding
The Minimum Weight Decoding Algorithm [22] is essentially error trapping with a trial and 
error component. For decoding a systematic cyclic code, the following steps are needed:
1) Compute syndrome as the remainder from dividing the received sequence by the gen­
erator polynomial.
2) Compute the Hamming weight of the syndrome
• if weight less than or equal to i, error pattern has been found; Stop.
• else GOTO 3.
3) Perform a cyclic shift of generator polynomial.
• If the total number of cyclic shifts is less than k + n, GOTO 2;
• else GOTO 4.
4) Change one symbol in the received sequence to another element of GF(2m), reset 
the count of cyclic shifts, and GOTO 2. Stop after all the received symbols have been 
inverted.
3 . 4  S o f t  d e c i s i o n  s t r a t e g i e s
For many years the primary focus of SD decoding research was on convolutional codes. 
Convolutional codes (and their trellis-coded progeny) allow for a very natural use of channel 
state information without adding much complexity. Unfortunately it is not the case with the 
decoding methods often used for cyclic block codes and many have contended that it is 
equally unnecessary, especially for long RS codes [61].
Nonetheless, there are many soft decision strategies have been expounded, including 
using neural network [62], etc. This section covers a few of the most common soft decision 
strategies.
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Forney [50] suggested a soft decision scheme, called Generalized Minimum Distance De­
coding, using the erasure approach to achieve better performance. The process of flagging 
a received symbol as unreliable is known as symbol erasure. The decoding procedure to 
replace the erased symbols so as to satisfy the parity checks in a codeword is called erasure 
filling. The algorithm can be described as follows:
1) Perform hard decision decoding on received sequence and call this the original re­
ceived sequence.
2) Erase the two least reliable symbols and proceed with a erasure decoding.
3) If the best codeword is not found, erase four symbols and repeat erasure decoding 
until at most dmin — 1 symbols have been erased or until the best codeword has 
been found. The best codeword is within the minimum distance dmin of the received 
sequence.
Forney’s GMD erasure decoding has less complexity compared with other soft decision 
algorithms but it does not give impressive performance [63].
3.4.2 Chase’s Algorithm
Chase [64] proposed a set of soft decision decoding algorithms for block codes. These al­
gorithms work together with a bounded distance hard decision decoder capable of correcting 
up to t errors. The procedure of the Chase Algorithm is:
1) The set of test patterns V is created.
2) For each test error pattern e2 € V, if possible, a codeword is proposed by decoding
+  r.
3) The proposed codeword with lightest error is selected as the decoded codeword.
The total complexity depends on the number of test patterns in V. Chase proposed 
three algorithm differing in the pattern selection procedure.
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3.4.2.1 Chase 1
Tests all error patterns within the sphere of radius dmin — 1 around the received sequence 
r. It  is an exhaustive routine which takes all weight \ dmin/2 \  test patterns out of n bits.
M  =  f ,  (3 .45 )
L dmin /  2]
Chase’s algorithm is generally prohibitive for Reed Solomon codes, this is because all 
possible combinations of \ dmin/ 2j symbols combines with (2m)(d,nin/ 2J bit combinations 
which is very large. The number of test patterns of V  becomes
l^ ® W 2 j ) (2> l<W2J <3-45)
3.4.2.2 Chase 2
The set V  is composed of all the error combinations over the [dmin/2 \  lightest positions in 
the received word. In this way the size of V  is greatly reduced
\V\ =  2'[-dminA\ (3.47)
Chase 2 gives virtually identical performance to Chase 1 with greatly reduced com­
plexity and is usually the preferable choice out of the three.
3.4.2.3 Chase 3
Tests only those error patterns generated from test patterns having i ones in the i least reli­
able bit positions with i =  0 , 2 , . . . ,  dmin —1 for dmin — odd number, a =  0 , 1 , 3 , ,  dmin— 
1 for dmin — even number.
|V | =  [{dmin/2)  +  1J (3.48)
3 .4 .3  E x h a u s t iv e  S e a rc h
Exhaustive search achieves maximum likelihood performance but is not practical for long 
codes. There are two main techniques that can be applied, depending on the code rate,
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namely correlation decoding for low rate codes and syndrome decoding for high rate codes. 
Correlation decoding uses the information to form all the sequences while Syndrome de­
coding uses all the redundant symbols. The complexity is proportional to n{2m)k and 
n(2m)n~k respectively.
The cases where maximum likelihood performance is better than bounded distance 
decoding are when the codes are not perfect [49], i.e. there are some correctable errors with 
Hamming weight larger than t. Exhaustive search is able to correct those errors,
3.4.4 Trellis Decoding Algorithms
The attractive feature of trellis decoding algorithm is that soft decision decoding can be 
easily adopted and hence additional coding gain can be easily achieved. Having said that, 
it does not mean that trellis decoding is a better approach on the whole. This is because the 
approach is inherently much more complex than the algebraic approach.
3.4.4.1 Viterbi Algorithm
The Viterbi decoding algorithm makes use of the trellis structure of a code. The approach 
of using trellis techniques was first proposed by BCJR [65], then Wolf [66]. A trellis is 
composed of nodes (states) and branches (edges) as shown in Figure 3.3, which shows a 
trellis diagram of a (7,4) Hamming code. A trellis is a compact way of representing all the 
codewords of a code. Viterbi [67] decoding is done by selecting only one path amongst 
the several ones which enter the same state. The selected path is the one with smallest 
accumulative Hamming (or GMD) distance.
The complexity of the Viterbi algorithm is proportional to the number of branches 
and states. The storage depends on the number of states, (2m)n~k, which increases ex­
ponentially with the amount of redundancy (n — k) and the bit size of symbol m. The 
computation depends on the number of edges, equal to 2m.
The complexity of the trellis in Figure 3.3 can be reduced by other forms of trellis. 
One of those is as shown in Figure 3.4 suggested by Honary [68, 69, 70] using Generalized 
Array Codes (GAC).
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State
50
51
5 2
5 3 
S.i 
So 
So 
S7
--------- input bit 0   input bit 1
Figure 3.3: Trellis structure of (7,4) Hamming code using Convolutional encoding
level
State 0 1 2  3 4
50
51
s2 
s3
Figure 3.4: Trellis structure of (7,4) Hamming code using Generalized Array Codes tech­
nique
3 . 5  C o n c l u s i o n
This chapter covers the concept and wide range of strategies in decoding algorithms for 
both hard and soft decision. Even so, not all decoding algorithms have been selected as the 
intention is to provide a brief overall picture rather than complete analysis.
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’’Knowledge is of two kinds. We know a subject ourselves, 
or we know where we can find information upon it.”
Samuel Johnson
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C h a p t e r  4
E x t e n d e d  K a s a m i  A l g o r i t h m
4 . 1  P r e l i m i n a r i e s
In this chapter, a novel decoding algorithm using the Error Trapping Algorithm combined 
with a cover polynomial technique is described. This new decoding algorithm is named the 
Extended Kasami Algorithm (EKA) [71, 72] as the idea of using a cover polynomial [73] 
to enhance error trapping [74] performance was firstly proposed by Kasami. The EKA is 
an extension allowing offer suitable codes to be identified and cover polynomials defined. 
The work covered in this chapter involves the difference in concept between the Minimum 
Weight Decoding Algorithm and EKA, the constraints of cyclic codes that can achieve 
bounded distance performance by using EKA; the evaluation of methods of locating the 
best combination of cover position; a complexity study and a comparison of results.
4 . 2  K a s a m i  A l g o r i t h m
Let a (n,k) cyclic code be designed to correct any combination of t errors with a minimum 
distance (dmin) of at least 2t+l. If we denote a corrupted codeword as r(x), then:
r(x) = u(x) -j- e(x) (4.1)
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where u(x) is the intended codeword, and e(x) is the error pattern. The syndrome of the 
received codeword is then:
s(o?) = r(x) mod g(x)
= e(x) mod g(x) (4.2)
where g(x) is the generator polynomial of the code. If s(x) — 0, then r(x) is a valid 
codeword. Otherwise, u(x) is determined by computing e(x) from s(x). If the number of 
non-zero terms, v, in e(x) is less than t, it can be stated that all the v errors are trapped 
within the s(#), and by a suitable subtraction, u(x) can be recovered. Let the number of 
errors, v, be no more than t and let them occur in the least significant (n — k) positions. 
Thus, e(x) and s(x) can be written as:
e(:c) = x^ 1 + ®J"2 + ... + x^ v, 0 < ji < n — k, 1 < i < t  (4.3)
s(x) =  e(x) mod g(x)
— e(x) (4.4)
since the degree of e(a?) is less than (n — k). In such situations, we can recover u(x) by 
simply modulo-2 subtracting e(x) from r(x). This is known as error trapping. For any 
other error pattern, say, e'(x), where the errors do not span more than (n — k) positions, we 
have:
e'(x) = xbe(x) (4.5)
where b is some integer. As a result, an error trapping algorithm can be used to decode any 
received sequence satisfying the above constraints through cyclic shifting. For occurrences 
of error patterns which span more than (n — k) positions, the above technique has to be 
modified. For every cyclic shift of the syndrome, the following additional test has to be 
made:
w[s(x) + Pi(x)] < t  — w[(f)i(x)] (4.6)
where pi(x) = 4>i(x) mod g(x), and u>[p(a)] denotes the Hamming weight of p(x). <j>i(x)
is known as the covering polynomial, and I indicates the number of the covering positions.
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For example, in the (23,12) Golay code, I — 2, and
<f> i (x)  = X16, 02 (®) = X17
4.2.1 Procedure of the Kasami Algorithm
The Kasami Algorithm is essentially error trapping with the cover position technique. For 
decoding a systematic cyclic code, the steps are as follows:
1) Compute syndrome as the remainder after dividing the received sequence by the gen­
erator polynomial.
2) Compute Hamming Weight of the syndrome
• if weight less than or equal to t, error pattern has been found; Stop.
• else GOTO 3.
3) Compute the Hamming Weight of the syndromes added to the cover polynomial
• if weight less than or equal to t — 1, error pattern has been found; Stop.
• else GOTO 4.
4) Perform a cyclic shift of generator polynomial. GOTO 2
4 . 3  T h e  d i f f e r e n c e  b e t w e e n  K a s a m i  A l g o r i t h m  a n d  E K A
Although the Extended Kasami Algorithm [75] is essentially a continuation from the Kasami 
Algorithm using the idea of cover polynomial techniques, there are some differences in 
ideas:
Firstly, the Extended Kasami Algorithm uses different methods to locate the best 
cover positions. It is proven that the combination of cover positions used in EKA can further 
reduce the complexity compared with the minimum number of cover positions derived by 
the Kasami Algorithm.
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Secondly, the Extended Kasami Algorithm is suggested to be ideal for cyclic codes 
of rate between j  and |. The reason is to achieve bounded distance performance with little 
complexity. In Kasami’s paper [73], he was concerned more with theoretical possibilities. 
Despite the fact that the Kasami Algorithm can be used for (63, lb)BCH, TZ — 0.71 triple 
error correcting codes, it requires many sets of single and double covering windows per 
iteration. It thus loses the attractiveness of low complexity in relation to algebraic decoding.
Thirdly, the description of the Kasami Algorithm is purely for binary codes. With 
little modification, the Extended Kasami Algorithm is actually applicable to non-binary 
Reed Solomon codes as well.
4 . 4  T h e  c o n s t r a i n t s  o f  t h e  E K A  A l g o r i t h m s
The constraints of the EKA algorithm are based on the trade off of performance and com­
plexity. The lower limit is based on the range where the Error Trapping Algorithm fails to 
achieve bounded distance while the higher limit is based on the case where a single location 
cover polynomial is insufficient to achieve the bounded distance performance.
the lower limit For (n, k)t-error correcting cyclic block codes, where n is the length of 
the code and k is the dimension, the worst correctable error pattern occurs when all the t 
errors are widely and equally separated from each other. Thus the distance between each of 
the errors is 7j .  The Error Trapping Algorithm fails when the size of the syndrome, which 
is (n — k), is not large enough to contain all the errors,
7 7
{n  -  * )  <  ( i  - 1 ) ( j )  
nt — kt < nt — n
n > i
TZ is the code rate. (TZ = -).
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the upper limit Decoding techniques, such as the Minimum Weight Decoding Algorithm 
or the Extended Kasami Algorithm, can allow error/s to fall outside the syndrome window. 
For low complexity reasons, the EKA allows only a single error outside the syndrome win­
dow, This enables it to achieve bounded distance performance with low complexity for a 
wider range of codes; now the syndrome window needs to trap only t  — 1 errors instead of 
all t errors.
2) ( 2 ) 
n t  —  k t  >  n t  — 2n  
n < 2 t
Hence the constraints of the code range are - <1Z < |.
4 . 5  T h e  c o m p a r i s o n  o f  M W D  a n d  E K A
The Minimum Weight Decoding (MWD) algorithm [22] is a combination of various decod­
ing algorithms, which is stated to be suitable for decoding short and medium length cyclic 
codes including non-binary codes such as Reed Solomon codes. Although the original de­
scription of this algorithm did not clearly define the range of codes for which it is effective 
in achieving bounded-distance performance, that range is actually the same as the Extended 
Kasami Algorithm, namely codes of rate less than |.
(■" n! t *j ^  Error symbol
o  o  o
j"* Syndrome window for error trapping  *■
j"* Syndrome w in d ow  *■
Figure 4.1: The Size of Syndrome Window required for EKA Algorithm 
In principle, the MWD algorithm shares with the EKA the same ideas of error trap-
Chapter 4. Extended Kasami Algorithm
4.6: The difference between MWD and EKA Page 61
ping for the first stage of the decoding process. Briefly, various syndromes are derived in 
the process of dividing the received sequence by the generator polynomial. The syndrome 
will be taken as the error pattern once the weight of the syndrome is less than or equal to 
t. If after one complete cycle of shifting (or subtracting), none of the syndromes falls into 
the trapping condition, every possible symbol value, beginning from the most significant 
symbol, will be tried in turn and the whole error trapping process will be repeated. In the 
worst case, as shown in figure 4.2, the whole error trapping process has to be repeated k 
times for binary codes in order to stop decoding.
Error symbols
olcrf Id
I t  I
Trial k error
Figure 4.2: The Worst Case Condition for Minimum Weight Decoding Algorithm
The main advantage of the EKA is that the error trapping process will only be ex­
ecuted once. In the EKA, as shown in figure 4.3, we pre-determine the cover positions of 
each code before decoding. The cover positions, also known as the blind spots, refer to 
possible error locations which are outside the syndrome window coverage. The triggering 
of a blind spot(cover position) is like extending the syndrome window coverage size from 
(n-k) to (n-k+1). If the cover positions are correctly chosen, all the correctable error patterns 
will be trapped within one error trapping process. In the EKA, for every check of syndrome 
weight, the blind spot(s) is(are) triggered additionally to trap the odd error outside the syn­
drome window coverage.
4 . 6  T h e  d i f f e r e n c e  b e t w e e n  M W D  a n d  E K A
The main reason for lower complexity behind the EKA compared with MWD is the choos­
ing of cover positions. For a given designed code of certain code rate, it is only certain cover 
positions that are required and many other positions share the shadow effect. Choosing the
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'*’£ ]  ■*---------------- Syndrom e W in d o w ----------------• -
'=?—1►Extended Syndrom e w indow
Figure 4.3: The Coverage of Syndrome in Extended Kasami Algorithm
toggle positions sequentially in MWD is very ineffective.
The main reason for better performance of the EKA over MWD is that MWD fails 
to make full use of the cyclic shift property in conjunction with the errors’ relative posi­
tions. For example, for triple error (15,9) RS codes, MWD fails to reach bounded distance 
performance because MWD fails to decode decodable errors when the three errors fall in 
location 9,6 and 0. This is because two errors are in the information portions.
4 . 7  L o c a t i o n  o f  c o v e r  p o s i t i o n s
Finding the location of cover positions is one of the important steps in algorithms using 
cover position techniques. In general, the fewer the number of cover positions required, the 
simpler the decoding procedure.
Kasami [73] originally suggested a mathematical method to derive the cover positions 
for binary codes. The method works recursively on the maximum distance between the 
errors and obtains the minimum number of cover positions required to cover all the possible 
error patterns.
In this section, a different method is derived to find the minimum number of cover 
positions required to cover all the possible error patterns. This method is non-mathematical 
and simple. All the possible error patterns are broken down into several categories and then 
the minimum cover positions are deduced by justifying them as being able to cover all these 
categories.
For simplicity, the Golay (23,12) is used as an example to illustrate the steps for 
deriving the predetermined cover positions nonmathematically. The procedure is applicable
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to other linear cyclic codes. The analysis will take care only of triple error patterns because 
single and double error patterns are a subset.
Step 1: Make sure the linear cyclic code should first fulfil the following condition, 
which implies that the size of syndrome window (n-k) must able to cover (t-1) errors:
(23,12) Golay Code
Figure 4.4: Classification of Error Pattern
Step 2: Classify all the possible error patterns based on the minimum displacement 
concept. This is illustrated in figure 4.4. For triple-error correcting codes, in order to min­
imize the number of cover positions, the syndrome window should be cyclically shifted to 
cover at least two errors and preferably select the two with minimum displacement between
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them. The term displacement refers to the number of symbols between the two errors. The 
maximum value of the minimum displacement in the Golay code is — 6, thus giving 
7 classes of error patterns categorized in this way, namely 6, 5, 4, 3, 2,1 and 0. For the class 
of the minimum displacement of 6, the number of symbols between any of the two errors 
can not be less than 6.
Figure 4.5: Minimum Displacement of 6
Step 3: In the class of the minimum displacement of 6, there are three possible error 
patterns and they can be combined into a single pattern for analysis. With the syndrome
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window as shown in figure 4.5, given that two errors are trapped at positions 22 and 15, 
the third error will possibly be in position 6, 7 or 8 which will be known as blind spots. It 
would appear that three external windows are required in this case. However, the syndrome 
window can cyclically shift clockwise by at most 3 positions before losing sight of the two 
errors in it, so only a cover position at positions 5 or 6 is necessary.
Figure 4.6: Minimum Displacement of 5
Step 4: We next consider the minimum displacement of 5 as shown in figure 4.6, the 
blind spots are now from positions 12 to 17. If using a cover position at position 6, we find 
that positions 5 to 10 are cyclically covered but not 5. If the cover position is in position 
5 instead, then the position 10 will become blind, thus two additional windows (5,6) are 
required in this class. At this moment, the analysis only takes into account the minimum 
number of cover positions required, not the best combination of cover positions.
Step 5: For the minimum displacement of 4 as shown in figure 4.7, the blind spot 
at position 4 can be covered by shifting the syndrome window 6 position in the clockwise 
direction. So the optimum solution is still (5,6).
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Figure 4.7: Minimum Displacement of 4
Step 6: The same analysis (i.e. step 3,4 or5) is repeated for the remaining classes 
of minimum displacement and the results consolidated show that only 2 external windows 
position 5 and 6 are required to augment the syndrome window for error trapping. This 
agrees with the results Kasami has obtained for the (23,12) Golay code.
4 . 8  T h e  l o c a t i o n  o f  t h e  b e s t  c o v e r  p o s i t i o n s
Despite the fact that the minimum number of cover positions are determined and located, 
there is more than one set of possible answers. This gives rise to a question - which set of 
answers may incur less complexity.
Indeed it was surprising to discover that the Kasami Algorithm is not using the best 
pair of cover positions. For (23,12) Golay codes, it was discovered that using cover positions 
3 and 7 can reduce the computation without losing performance [76],
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This section w ill present an in-depth analysis on how to find the best cover positions. 
This involves several stages, firstly what are all the possible sets o f cover positions, secondly  
what are the m ost likely solutions based on calculation and finally what are the indications 
to identify the best set o f answers.
Again this is a non-mathematical and straightforward method.
Firstly all the possible correctable error patterns are broken down by categories and 
then, from each category, the best possible cover positions needed to decode successfully  are 
determined. A ll the categories are finally com bined and the best com binations are evaluated.
The procedure for the (23,12) Golay code is illustrated below.
For any triple-error correcting codes, in order to m inim ize the number o f cover po­
sitions, the syndrome window should be cyclically  shifted to cover at least two errors and 
preferably select the two with m inimum  displacem ent between them. The m inimum  d is­
placem ent refers to the section where any o f  the two errors are closest to each other.
(23,12) Golay Code
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Figure 4.8: (23,12) Golay code Cover Position study
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1) Categorize the error patterns by the concept of minimum displacement. The max­
imum value of the minimum displacement in the Golay code is = 6, thus 
giving 7 categories of error patterns, namely 6, 5, 4, 3, 2, 1 and 0. For the category 
of the minimum displacement of 6, the number of symbols between any of the two 
errors is at least 6.
2) Referring to figure 4.8, let the first error be shifted to position 22 with the second 
error to the right by the minimum displacement, all the possible third errors are then 
listed. For the minimum displacement of 6, the third error can be in position 6,7 or 8.
3) Consider the possible cover position needed to trap all the possible third error posi­
tions outside die syndrome window. For the category of minimum displacement of 6, 
there are two possible solutions if a single cover position is considered. It could be 
position 5 or 6 as they also cover three displacements to their left due to the cyclic 
property. The same analysis is repeated for the rest of the categories. However, a 
single cover position is impossible for categories of minimum displacement of 5 and 
4. This suggests that at least two cover positions are required. This gives rise to more 
complications to the solution. Table 4.1 lists down all the combinations of two cover 
positions.
Table 4.1: Possible Combination of Cover positions for (23,12) Golay code
Second First cover position
3 4 5 6 7 8 9 10
6 X 1 1
7 1 1 1 X
8 X X 1 X X
9 X X 1 X X X
10 X X 1 X X X X
11 X X 1 X X X X X
4) Referring to figure 4.9, when cover positions 5 and 6 are used, the cover position 5 is 
covering the same positions which have already been covered by position 6 on every 
subsequent cyclic shift. If the third error is in position 11, five cyclic shifts are needed 
to trap this error pattern.
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(23,12) Golay Code
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Figure 4.9: (23,12) Golay code with cover positions 5 and 6
5) Referring to figure 4 .11, when cover positions 3 and 7 are used, the cover position 3 
and cover position 7 have about the sam e area o f blind spots to be covered. If the third 
error is in position 1 1 , only four cyclic shifts are needed to trap this error pattern.
6) H ence a quick estim ation can be done by sum m ing the number o f error patterns m ul­
tiplied by their number o f  cyclic shift required to work out the best com bination o f  
cover positions. The calculation is shown in the table below based on figure 4.9, 4 .10  
and 4.11 :
7) From table 4 .2 , it is shown that the com bination o f  cover positions 3,7 and 4,7 are 
much better than 5,6. Comparing com bination 3,7 and 4,7. 3,7 is shown to save one 
shift by m oving cover position from 4 to 3 for one error pattern in the statistics. This 
gives a total saving o f seven shifts on the sum. The figure in the bracket is the number 
o f  shifts based on triple errors.
8) To confirm the prediction, a sim ulation on each com bination o f cover positions was
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Figure 4.10: (23,12) Golay code with cover positions 4 and 7
Table 4.2: The Estimation o f Total Shifts
no. o f  shift cover positions
5 and 6 4 and 7 3 and 7
zero shift 14(13) 14(12) 14(11)
1 cyclic shift 14(8) 21(14) 21(13)
2 cyclic shift 14(9) 21(15) 21(14)
3 cyclic shift 14(9) 14(9) 21(16)
4 cyclic shift 14(10) 14(9) 7(5)
5 cyclic shift 14(10) - -
Total sum 210(133) 161(107) 154(111)
run. It was found that positions 3 and 7 provides the least computation. These pos­
itions match w ell to our method o f  estim ation and our conclusion that they ought to 
be spread as w ide and equally apart as possible to reduce the shadow effect.
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Figure 4.11: (23,12) Golay code with cover positions 3 and 7
The analysis is also applied to (31,16) BCH  codes and similar results are obtained. 
Figure 4 .13  show s the analysis and figure 4 .14  shows the result o f simulation.
4 . 9  R e s u l t s
In this chapter, only the performance and com plexity comparison o f binary codes w ill be 
presented. Two selected codes are (23,12)G olay codes and (31,16)B C H  codes. The per­
form ance graph o f  (7,4) Ham m ing codes and (15,5)B C H  codes are not shown in this thesis. 
The performance and com plexity o f  RS codes can be found in the next chapter so as to 
com pare them with other RS decoding algorithms.
4 . 9 . 1  P e r f o r m a n c e  a s p e c t
Figure 4.15 and 4 .16  show the bit error rate and block error rate o f  four algorithms.
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Figure 4.12: (23,12) Golay code Complexity Comparison for various Combinations of 
Cover Positions
The Kasami, Extended Kasami and Minimum Weight decoding algorithm give bounded 
distance decoding performance for the Golay code. The Error Trapping Algorithm loses 
out in performance as it fails to trap error patterns which are spread more than the span of 
the syndrome window.
Similarly figure 4.17 and 4.18 show the bit error rate and block error rate of four 
algorithms on (31,16) BCH codes. The results show that the Kasami, Extended Kasami and 
Minimum Weight decoding algorithm can improve Error Trapping Algorithm’s perform­
ance to bounded distance decoding performance for (31,16)BCH codes. 1
'Unlike perfect codes like (7,4)Hamming and (23,12) Golay codes, for (15,5)BCH and (31,16)BCH codes, 
EKA and MWD give same result in term of block error rates but an insignificant difference in bit error rates. The 
difference in bit error rates is because (15,5)BCH and (31,16)BCH are non-perfect codes, Upon uncorrectable 
error patterns, EKA will not attempt any correction of the received sequence while the MWD gives the last 
decoding syndrome as a correction. This difference is considered to be negligible on the whole.
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Figure 4.13: (31,16) BCH code Cover Position Study
4.9.2 Complexity comparison
Although Kasami, MWD and EKA share the same performance, the complexity varies. To 
measure their complexity, the complexity comparisons are done in three different ways:
(a). By measuring the computing time. This is a rough estimation method. Two simula­
tions of different algorithms are run simultaneously on the same UNIX workstation. 
This is to reduce the effect of different workload. The exact amount of CPU execu­
tion time on the simulations are then collected. This method is however still not very 
accurate. This is because the CPU does not assign the same amount of power at all 
times. This gives rise to fluctuations in the curves.
Figure 4.19, 4.20 and 4.21 show the relative computation times of the three algorithms 
for (23,12) Golay codes, (15,5) BCH code and (31,16) BCH code respectively. For 
this particular code, the information size is small and the syndrome size is huge. The 
worst case condition for this code is only 5 times more, (roughly 5 single bit toggles) 
for the worst error pattern. The simulation result shows that MWD is 2.2 times worse
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Figure 4.14: (31,16) BCH code Complexity Comparison for various Combinations of Cover 
Positions
than EKA at ^  equal to 0 dB, but very slightly better than EKA as goes up to 8 
dB.
(b). By measuring the number of error trapping test To achieve a better accuracy in 
measuring their complexity, the number of error trappings (syndrome tests) required 
to decode a substantial number of different codewords through simulation is meas­
ured. This is appropriate because these four algorithms essentially use the same error 
trapping as a decoding strategy. That is when the weight of the syndrome is less than 
or equal to t, the designed number of correctable errors, the errors are considered 
trapped inside the syndrome. However in Error Trapping and MWD, a cyclic shift is 
performed followed by trapping. The Kasami and EKA methods are the same except 
that the cyclic shift is replaced by adding the cover polynomial when cover positions 
are triggered.
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Figure 4.15: Performance of (23,12) Golay code in Bit Error Rate
Figure 4.22 shows that MWD requires a high number of trappings when the jf- is 
low. At of 0 dB, the number of error trapping test carried out by MWD is 48.9 
millions which is 2.94 times higer than EKA using only 16.6 milllions trapping tests.
Figure 4.23 shows the comparison of complexity expressed as a ratio. The ratio of 
EKA to Kasami ranges from 58% to 5% at ^  0 and 9 dB respectively. The complex­
ity ratio of EKA to MWD is 10% consistently for the whole range of jf- ranging from 
0 to 9 dB. This ratio is calculated based on the additional number of error trappings 
required to reach bounded distance performance from the Error Trapping Algorithm.
The simulation on the (31,16) BCH code, using EKA with cover positions 4 and 9 is 
shown to be more efficient than the Kasami algorithm using 7 and 8.
(c). By theoretical analysis In theory, MWD suffers a drawback when it encounters the 
worst error pattern. MWD may need to repeat k(information size) times the whole 
error trapping process while EKA can always complete the error trapping within one 
round of the error trapping process.
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Figure 4.16: Performance of (23,12) Golay code in Block Error Rate
In theory, the worst case for MWD happens when the three errors cannot be contained 
by the syndrome window and fall on the redundant end with one error occurring at 
position 0 and one error at position 12. Since the one error outside the window is 
at position 12, the toggle method in MWD requires 12 times starting from toggling 
bit 22, followed by 21 and finally bit 12. Hence this algorithm is unfavourable when 
there are many errors. The computation time shows that MWD need 2.5 times as 
much computation time as Kasami at of OdB. Both algorithms have about the 
same computation time as the gradually increase to 8dB.
For (23,12) Golay code, any undecodable error pattern, the MWD has to do the max­
imum number of error trappings, which is equivalent to 12 x 23 times. The Kasami 
Algorithm and EKA are much better than the MWD because the maximum number 
of error trappings are cut down to 3 x 23 times for an undecodable error pattern. 
Nevertheless the Kasami Algorithm is still not as good as the EKA because the cover 
positions chosen are close to each other.
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Figure 4.17: Performance of (31,16) BCH code in Bit Error Rate
For (31,16)BCH code, the disadvantage of MWD is more serious as the worst case 
is 31 x 16 error trappings compared to 31 x 3 for EKA and Kasami algorithm. The 
simulation results show that MWD is 13 times worse in computation time compared 
to EKA at at OdB. This is tremendous amount of time difference. However, both 
algorithms comes to about the same computation time when ^  is greater than 6 dB.
From the results, two points may be noted. Firstly, the EKA has consistent decoding 
time for the whole range of jf- while the MWD suffers from extremely high computation 
time at low and asymptotically reduces to about the same as EKA at high The 
second point is that the longer the codelength and dimension, the higher the computation 
time required for MWD at low
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Figure 4.18: Performance of (31,16) BCH code in Block Error Rate 
4 . 1 0  C o n c l u s i o n
From the results, the following conclusions have been drawn.
(a). For linear cyclic block codes of rate in the range between j  and |, an effective de­
coding algorithm known as EKA can be applied.
(b). The Extended Kasami Algorithm is shown to be more efficient to achieve the bounded 
distance decoding performance than either the Kasami Algorithm or MWD.
(c). The EKA has more consistent decoding time and lower complexity than MWD in 
worst case conditions. The simulation results show that MWD suffers from significant 
computation time increases as reduces.
(d). The greater the dimension of linear cyclic block codes, the more computation advant­
age the EKA has over the MWD.
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Figure 4.19: Computation time Comparison of (23,12) Golay code, MWD vs EKA
(e). A non mathematical method is presented to determine the best cover positions. If two 
cover positions are required then splitting them wide and equally apart will increase 
the efficiency by reducing the shadow effect.
The most exciting phrase to hear in science, 
the one that heralds new discoveries, 
is not ’’Eureka!” (I found it) but 
’’That’s funny...” 
Isaac Asimov
Chapter 4. Extended Kasami Algorithm
4.10: Conclusion Page 80
( 1 5 , 5 )  B C H  c o d e
Computation comparison
Eb/No (dB)
Figure 4.20: Computation time Compar ison of (15,5) BCH code, MWD vs EKA
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Figure 4.21: Computation time Comparison of (31,16) BCH code, MWD vs EKA
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Figure 4.22: Complexity of (23,12) Golay code comparing 4 different algorithms
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Figure 4.24: Complexity of (31,16) BCH code comparing 4 different algorithms
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Figure 4.25: Complexity on (31,16) BCH code in term of ratio
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C h a p t e r  5
P e r m u t a t i o n  E r r o r  T r a p p i n g
This chapter proposes new strategies in decoding Reed Solomon codes. The newly dis­
covered algorithms Permutation Error Trapping (PET) [77] and Modified Permutation Er­
ror Trapping can achieve performance close to that of Minimum Weight Decoding (MWD) 
with only a very small number of Error Trapping Tests required for (15,9) RS and (15,7) RS 
codes.
The evaluation and comparison with Extended Kasami Algorithm (EKA), Minimum 
Weight Decoding (MWD), Modified Minimum Weight Decoding (MMWD) are presented.
5 . 1  P r o l o g u e
As described in Chapter 2, Reed Solomon codes are an important subclass of BCH codes 
because they are widely used in many applications ranging from Compact Discs to Deep 
Space Communication [1] today. The popularity is attributable to many reasons as follows:
(a). RS codes possess superior burst error correcting capability and yet reasonable per­
formance for random error correction.
(b). RS codes are Maximum Distance Separable (MDS) and meet the Singleton bound, 
that is only 21 redundant symbols are needed for t error correction. The Singleton 
bound sets an upper bound to minimum distance dmin < n — k +  1.
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(c). RS codes are flexible to be modified to fit in with wider coding strategies. They can
be shortened, extended, interleaved or concatenated with other codes
The symbol structure of RS codes, on one hand, gives good performance over a bursty 
channel but, on the other hand, increases the complexity in decoding. This is because the 
decoding process has to determine both the error locations and their respective error value 
for each error location.
The Euclidean Algorithm, Berlekamp-Massey [3] Algorithm, Welch-Berlekamp Al­
gorithm, etc. are algebraic decoding algorithms which are elegant and efficient for de­
coding any Reed Solomon codes. However, for the lower end of Reed Solomon codes 
like (31,15)RS code, the Minimum Weight Decoding Algorithm (MWD) [78] and Modi­
fied Minimum Weight Decoding Algorithm (MMWD) [23] have been shown to be more 
efficient than the Euclidean Algorithm [23].
Despite the fact that Minimum Weight Decoding and the Modified Minimum Weight 
Decoding Algorithm have lower complexity than the Euclidean Algorithm, the attractive­
ness is not as great for RS as for the binary codes. This is also true for the Extended Kasami 
Algorithm. This is because every single value of each symbol has to be changed in the 
process of Error Trapping, giving rise to a substantial number of trapping tests.
Therefore, a new decoding algorithm, which is named Permutation Error Trapping 
is introduced. This algorithm combines the Error Trapping Algorithm with cyclic shift and 
squaring codewords properties to decode the received codeword. This strategy is attractive 
to RS codes because the error values can be automatically recovered once the correctable 
errors are all re-positioned into the syndrome trapping window. Hence the complexity is 
greatly reduced with reasonably good performance.
5 . 2  P e r m u t a t i o n  E r r o r  T r a p p i n g
Permutation Error Trapping is an algorithm which can deal with RS codes efficiently by 
considering only the error location and ignoring the error values in the process of decoding. 
Once a correctable number of errors is trapped within the syndrome window, the whole 
codeword is automatically recovered by summing the syndrome window with the received
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codeword. In short, PET combines Error Trapping, cyclic shift and position interleaving 
(squaring the codewords) to achieve the simplest decoding method for Reed Solomon codes.
Figure 5.1 shows the location of symbol after the squaring effect. The codeword can 
be reallocated. This transfonn process is to use the squaring property in Galois field This 
shows a unique way of interleaving.
c(x)
c ( x f
c . ( x ) '
c(.t)*
c ( x )
c . ( x f
c(.t)4
c ( x ) *
Figure 5.1: (15,9) RS codes, Permutation Interleave
The squaring has the advantage that the coefficients of the polynomial are retained 
but positions are swapped. The coefficients are retained in the way that they are squared. 
The process is reversible by executing a square root.
Squaring of the Galois field element is simply multiplying the power of the Galois 
field element by 2 followed by modulo of (n — 1). The square root can be sought by lookup 
table or simply by dividing the power of the Galois field element by 2, adding n-1 prior to 
division if required.
5.2.1 S q u a r i n g  p r o p e r t y
Theorem 5.1 ([41]) Any valid codeword, C(x), when multiplied by any polynomial in the 
field of the code, P(x), remains a valid codeword.
The squaring property is a special case where C(x) = P(x)\ the received word is
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squared. The overall effect of squaring the polynomial is to change the relative positions of 
symbols in the codeword. [79] For example,
(ae# 6 +  «5+’5 +  +  a3 ® 3 +  &2X2 +  a>i% +  do) x
(bQx Q +  65 a;5 +  64a)4 +  b3x 3 +  b2x 2 +  b ix  +  bo)
=  aobox6 +  aob3x5 +  do&4 £ 4 +  do&3 a;3 +  aob2x2 +  aobix -f do&o 
+di&5a;6 +  d i64a;5 +  di&3 a;4 +  a\b2x3 +  di&i.T2 +  arfoa; -f d i&6 
+ d 2&4 ® 6 +  a2b3x5 +  a2b2x4 +  d2&ia;3 +  a2box2 +  a2b3x +  d2&5 
+d3&3£6 +  a3b2x5 + ds&i®4 +  a3bQxs +  a3box2 +  d365.r +  d3 &4 
4-d4&2+'6 T  0,461a;5 -f- 0460a;4 -T 0465a;3 T- 0465a;2 T- 0464a; T- d4&3 
+ 0 5 6 1  a;6 +  d5&o+ 5 +  asbox4 +  0 5 6 5a;3 +  0564a;2 +  a3b3x +  0562 
+aebox6 +  d6 b3x5 +  0065a;4 + 0064a;3 +  oe&3a;2 + 0062a; +  ^561 
=  d3 2® 6 +  de2# 5 +  a22x4 +  ds2® 3 +  afrx2 +  a42a; +  do2 if a — b
(5.1)
5. 2 . 2  T h e  p r o c e d u r e  o f  P E T
The decoding procedure is as follows, m is the number of bits per symbol is the RS codes.
1) Perform Error Trapping Algorithm
• If decodable, STOP.
• else increase counter by 1 .
2) Check
•  if counter is equal to m, STOP
•  else transform the received codeword by squaring process GOTO 1
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5 .3  C o m p le x ity  A n a ly s is
One of the concerns of the Error Trapping strategy is that the decoding time is inconsistent. 
If there is no error or the correctable error patterns just fall right in the syndrome window, 
the correct codeword can be recovered with only one trapping test. Different random error 
patterns may favour different sequences of trapping algorithms. On the whole, the worst 
case condition is the main issue, that is, how many trapping tests will be performed in order 
to stop if the error patterns are uncorrectable. We compute the complexity for the worst case 
condition of following algorithms.
The complexity in terms of the required number of error trapping tests for the worst 
case conditions for various algorithms is tabulated below. The symbols used in the table 
5.1, are:
n(= 15,15) is the number of symbols in the codeword 
k(= 9 , 7 ) is the number of information symbols 
c (=  3 ,4 ) is the number of cover positions 
b(= 4 ,4 ) is the number of bits in a symbol
Table 5.1: Number of Error Trapping for Worst case
Algorithm Complexity (15,9) RS code (15,7) RS code
EKA (c x (2b — lj  +  1 ) x  n 690 915
PET b X  n 60 60
MWD (n x  (2 b — 1 ) +  1 ) x n 3390 3390
MMWD (n x (2b — 1 ) +  b) x n 3435 3435
Error Trapping n 15 15
From the table 5.1, it is seen that the number of error trapping tests required by PET 
is orders of magnitude lower than MWD and MMWD.
5 .4  T h e  p e r fo rm a n c e  a n d  c o m p le x ity  c o m p a r is o n
The performance and complexity is analysed based on (15,9) RS code. The result may 
favour particular algorithms if different RS codes are chosen.
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In the performance aspect, as shown in Figure 5.3 and 5.2 the Extended Kasami 
Algorithm, Minimum Weight Decoding, Modified Minimum Weight Decoding and Ber- 
lekamp Massey Algorithm gives the bounded distance performance in term of block error 
rate. Although EKA, MWD and MMWD have identical bit error rate performance, the BM 
is slightly worse because of using a different correction method. In general, PET gives 
slightly worse performance than bounded distance performance. Error Trapping gives the 
worst performance of all because it can only correct errors trapped within the syndrome 
window.
In the complexity aspect, as shown in Figure 5.4, MWD and MMWD have very high 
computation at low value of The EKA gives much lower computation in contrast. 
Nevertheless, the PET gives the least computation throughout all the values of with 
reasonably good performance.
To measure their complexity, the number of error trapping tests (syndrome test) re­
quired to decode a substantial number of different codewords through simulation is meas­
ured. This is appropriate because these five algorithms use the same error trapping as a 
decoding strategy. That is when the weight of the syndrome is less than or equal to t, the 
designed number of correctable errors, the errors are considered trapped inside the syn­
drome. However in Error Trapping and MWD, a cyclic shift is performed followed by 
trapping. The Kasami and EKA methods are the same except that the cyclic shift is re­
placed by adding the cover polynomial when cover positions are triggered. For MMWD 
and PET, a slight compensation has to be added on for the transform process.
The performance and complexity of (7,3) RS code are shown in Figure 5.5, 5.6 and
5.7.
5.5  M o d if ie d  P e r m u ta t io n  E r r o r  T r a p p in g
Unlike EKA, the PET is not bounded distance decoding. Hence PET is unable to perform 
as well as EKA.
For PET, the four kinds of permutations fail to cover certain patterns. For (15,9) RS 
code, the three combination of error patterns that PET fails to cover are shown below:
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( 1 5 ,9 )  R S  c o d e
Performance curves
Eb/No (dB)
Figure 5.2: Performance of (15,9) RS code in Block Error Rate
Pattern 1: XOOXOOXOOOOOOOO 
Pattern 2: X0000X0000X0000 
Pattern 3: XOOOOOXOOOOOXOO
X denotes the error.
For (15,7) RS code, pattern 1 and pattern 2 are no longer the problems as the syn­
drome size increases to 8 . The most frequent undecodable error pattern becomes pattern 
2:
The examples of the untrappable pattern 2 errors are 
800004000010000 
000010000800002 
800001000080000 
080000800001000
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( 1 5 ,9 )  R S  c o d e
Performance curves
Eb/No (dB)
Figure 5.3: Performance of (15,9) RS code in Bit Error Rate
One way to eliminate this kind of undecodable error patterns is to introduce a partial 
Extended Kasami Algorithm to enhance the performance. The Modified PET uses a single 
cover position 4 to improve the performance on the (15,7)RS code.
As shown in Figure 5.10, the number of error trapping tests is still much lower than 
EKA, MWD and MMWD. However, from fig. 5.8 and 5.9, it is seen that the performance 
of MPET is now much better than PET and quite close to EKA.
5 .6  C o n c lu s io n
This Chapter introduces a specific technique that can be used to achieve bounded distance 
performance on various Reed Solomon codes with very low complexity. Permutation Error 
Trapping and its variation, Modified Permutation Error Trapping, are algorithms that can
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( 1 5 ,9 )  R S  c o d e
Complexity curves
Eb/No (dB)
Figure 5.4: Complexity Comparison of (15,9) RS code
be specifically optimized for particular RS codes to achieve for a better trade off between 
performance and complexity. The selection between EKA (bounded distance performance) 
and PET/MPET (low complexity) can be useful in adaptive coding scheme where the users 
can select the appropriate one under different circumstances.
Experience has shown that science frequently develops most fruitfully 
once we learn to examine the things that seem the simplest, 
instead of those that seem the most mysterious.
Marvin Minslcy
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( 7 ,3 )  R S  c o d e
Performance curves
Eb/No (dB)
Figure 5.5: Performance of (7,3) RS code in Block Error Rate
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(7 ,3 )  R S  c o d e
Performance curves
Eb/No (dB)
Figure 5.6: Performance of (7,3) RS code in Bit Error Rate
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(7 ,3 )  R S  c o d e
Complexity curves
Eb/No (dB)
Figure 5.7: Complexity Comparison of (7,3) RS code
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( 1 5 ,7 )  R S  c o d e
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Soft decision decoding for Reed 
Solomon codes
6 .1  P r e a m b le
In this chapter, a method of soft decision decoding, the Dorsch Algorithm, is evaluated for 
Reed Solomon codes. This chapter is divided into two parts. In the first part, the study of 
the original Dorsch Algorithm is presented. This includes the evaluation of performance 
on binary BCH(31,16) codes by using different number and types of error patterns. In the 
second part, the Dorsch Algorithm is modified to decode Reed Solomon codes. Further 
evaluations include converting RS codes into equivalent binary codes and using different 
sorting criteria.
6 .2  T h e  b a c k g r o u n d
One of the main difficulties in dealing with soft decision decoding is that there is no relation­
ship between soft decision values and the algebraic structure of the codewords. Hence soft 
decision decoding is more complex than hard decision as it requires a two-stage process: 
The first part is to determine the nearest codewords with respect to the received sequence 
according to some decoding strategy and the second part is to calculate the distance of the 
codewords according to the decoding rules using soft decision values.
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In general the soft decision decoding algorithms share the same distance calculation 
methods for the second part using soft decision information, but using very different ideas 
for the first part to generate nearby codewords
Forney’s GMD erasure decoding is perhaps the first soft decision decoding algorithm. 
The procedure was described in Chapter 3. The idea is to determine the likely error locations 
by selecting the least reliable symbols and then erasing them. The decoding algorithm can 
be easily incorporated with the algebraic decoding method as the selected error locations 
can be treated as a partial answer to the error locator polynomial. Forney’s GMD erasure 
decoding is simple but unfortunately it does not give much improvement in performance for 
many cases of interest. For binary block codes, the weakest third version of Chase algorithm 
(Chase3) is proven to be more powerful than the GMD algorithm [63].
The Chase algorithm generates various test error patterns to perturb the received se­
quence and combines with hard decision decoding to find a group of nearest codewords. 
Although Chase2 is the preferable choice, the performance still fails to achieve maximum 
likelihood decoding and the complexity is extremely high for Reed Solomon codes.
Trellis decoding enables the achievement of maximum likelihood performance, but 
the complexity grows exponentially with respect to the amount of redundancy. It is therefore 
suitable only for very short or very high rate block codes.
The Dorsch algorithm [80] works by erasing n-k symbols of low confidence in a 
(n, k) block code, generating a small set of test patterns as errors on the k symbols of high 
confidence, carrying out erasures only decoding on the sequences produced and comparing 
with the received sequence.
According to a complexity study by Eiguren [81], the comparison of the three al­
gorithms on some binary codes are tabulated as belows:
Table 6 .1: Complexity of selected algorithms on some codes
Algorithm (31,16,7) (63,45,7)
Trellis
Chase2
Dorsch
46371 (ML) 
10836(NML) 
3736(ML)
8509731 (ML) 
23604(NML) 
7698(NML)
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The Dorsch algorithm was justified to be the best soft decision decoding algorithm in 
terms of achieving near maximum likelihood performance with least complexity for a wide 
range of linear block codes.
6 .3  T h e  D o rs c h  A lg o r i th m
One distinct feature of the Dorsch Algorithm compared to the previous algorithms is that 
the Dorsch Algorithm does not perform a series of hard decision decodings in order to find 
the nearest codewords. In contrast, the Dorsch Algorithm uses re-encoding methods to find 
the nearest codewords.
The algorithm can be thought of as follows. The n — k low confidence symbols 
are erased and a set of test patterns (error patterns) are generated on k high confidence 
symbols (information set). The test patterns are chosen such that their weight is as low as 
possible (confidence as high as possible) and are generated in order of increasing weight. 
The recalculated parity check matrix is used to implement the erasure filling.
Since the decoder is erasure filling only and the erasure positions are fixed for a 
single received sequence, after deciding how to fill erasures in those positions the decoding 
operation is equivalent to encoding. Thus even when many iterations are required, the 
complexity may not be much worse than a hard decision error-correcting decoder.
For a given received sequence, there is a certain minimum Euclidean distance, equi­
valent to symbol weight, between the received symbols in the erased positions and the 
reconstituted symbols. If this value is subtracted from the Euclidean distance of the best 
code sequence found so far*, it gives a maximum value for the weight of the test patterns 
that needs to be tried. The decoding can therefore be stopped at some point when maximum 
likelihood decoding will certainly have been achieved.
Efficient code-search maximum -likelihood decoding algorithms, based on reliability 
information, are presented for binary linear block codes. The codewords examined are 
obtained via encoding. The information set utilized for encoding comprises the positions of 
those columns of a generator matrix G  of the code which, for a given received sequence, 
constitute the most reliable basis for the column space of G.
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Substantially reduced computational complexity of decoding is achieved by exploit­
ing the ordering of the position within this information set.
The codeword to be examined is constructed from the previously examined codeword 
applicable to codes of relatively large size.
They are conveniently modifiable to achieve efficient nearly optimum decoding of 
particularly large codes.
6.4  P r o c e d u r e  o f  th e  D o rs c h  A lg o r i th m
A Dorsch Algorithm generally is a search algorithm. The number of search steps is a ran­
dom variable whose average value decreases with increasing signal to noise ratio. The 
codewords are sought by re-encoding.
Either the par ity check matrix H or the generator matrix G can be converted into the 
re-encoding matrix. For reducing complexity, parity check matrix H  is prefered for high 
rate codes while the generator matrix is prefered for low rate codes.
The implementation of the Dorsch Algorithm by converting the parity check matrix 
H to be the re-encoding matrix T consists of the following stages:
1) The received sequences are sorted out according to the symbol reliability such that 
the most reliable symbols are placed on the extreme left end and gradually the most 
unreliable symbols are placed to the right.
2) The respective columns of the parity check matrix are arranged in the same manner 
as the received sequence. The left side, which is going to be the information set, has 
the k heaviest symbols of high confidence value. The right side, consisting of n — fc 
symbols of low confidence value, is called the check set.
3) Transform the re-arranged parity check matrix H into the re-encoding matrix T. That 
is to convert the parity check matrix H into echelon form. The detailed example of 
the conversion is described in the next subsection. For binary codes, the re-arranged 
columns of the parity-check matrix have to be linearly independent, although this is
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not a problem for RS codes; (Alternatively, for RS codes, the decoding can be done 
by erasure decoding and the converting of the parity check matrix into echelon form 
becomes unnecessary. This approach is not however ideal for large number of test 
error patterns).
4) Error patterns or sequences, e i ,e 2 , . . .  ,e y to be applied to the information set are 
generated with monotonically increasing weight. w(e\) < w(e2). For each test error 
pattern e3 an error is proposed, ej+h(ej)+h(r), where h(x) represents the syndrome 
of x obtained with the parity check matrix assuming zero error pattern. The number 
and type of error patterns can affect the performance significantly. More detail on 
selecting the error patterns is given in next subsection.
5) For memoryless channels, e.g. AWGN, maximum-likelihood decoding corresponds 
to choosing the error pattern which has the minimum weight. After decoding all the 
generated error patterns, compute the soft decision weight between the received se­
quence and each decoded code word. The decoded error is the lightest error amongst 
all the error patterns.
6 . 4.1 C o n v e r s i o n  t o  E c h e l o n  f o r m
The conversion of the parity check matrix to echelon form can be done using modified 
Gauss-Jordan Elimination. The steps are illustrated by a given example on the 3 x 7  parity 
check matrix H  of a (7,4) Hamming code. The matrix is assumed to be non-singular.
on Ol2 &13 Ol4 015 1^6 017
H  = O 21 022 0-23 024 025 026 027
031 O32 «33 034 035 036 037
1) The conversion begins from converting the top left corner of the intended check mat­
rix ais to 1; This can be done by dividing row 1 of the matrix by a is, 1
‘the highlighted 1 and 0 are the actual value, w hile the a y s  are variable
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a n “ 12 “ 13 a n 1 “ 16 “ 17
“ 21 0.22 “ 23 “ 24 “ 25 “ 26 “ 27
“ 31 “ 32 “ 33 <234 “ 35 “ 36 “ 37
2) Convert the column below aj equal to 0. This can be done by summing the nonzero 
row with a scale factor multiplied on the reference <233. eg.
row2 =  row2 +  row 1 x  a25
“ 11 “ 12 “ 13 “ 14 1 “ 16 “ 17
“ 21 “ 22 “ 23 “ 24 0 “ 26 “ 27
“ 31 “ 32 “ 33 “ 34 0 “ 36 “ 37
3) Repeat the last two steps until the bottom diagonal intended unity matrix is formed as 
shown below.
“ 11 “ 12 “ 13 “ 14 1 “ 16 “ 17
“ 21 “ 22 “ 23 “ 24 0 1 “ 27
“ 31 “ 32 “ 33 “ 34 0 0 1
4) convert the column 7 above £137 to 0. This can be done by:
row 2 =  r o w 2 — r o w 3 x  <224
“ 11 “ 12 “ 13 “ 14 1 “ 16 0
“ 21 “ 22 “ 23 “ 24 0 1 0
“ 31 “ 32 “ 33 “ 34 0 0 1
5) The same procedure is done for the rest of the column until the echelon form is 
achieved.
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T  =
a n <* 12 <*13 <*14 1 0 0
<*21 <*22 <*23 <*24 0 1 0
<*31 <*32 <*33 <*34 0 0 1
(6.6)
The sequence of conversion of the H  matrix is a\§ =  1 , 0 2 5  — 0, a .35 =  0 ,0 2 6  =  
1, 036 =  0, 0 3 7 =  1 5 0,27 =  <*17 =  0, Oie =  0
It is noted that the later conversions will not affect the value of the previously converted 
cells.
Below is a practical example on (31,16) BCH codes. For binary codes, it is necessai-y 
to make sure that the chosen columns on the check set are linearly independent.
G  =
1000000000000000
0100000000000000
0010000000000000
0001000000000000
0000100000000000
0000010000000000
0000001000000000
0000000100000000
0000000010000000
0000000001000000
0000000000100000
0000000000010000
0000000000001000
0000000000000100
0000000000000010
0000000000000001
100011111010111
110010000111100
011001000011110
001100100001111
100101101010000
010010110101000
001001011010100
000100101101010
000010010110101
100010110001101
110010100010001
111010101011111
111110101111000
011111010111100
001111101011110
000111110101111
(6.7)
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H =
1100100001111000
0110010000111100
0011001000011110
0001100100001111
1100010011111111
1010101000000111
1001110101111011
1000011011000101
1000101100011010
0100010110001101
1110101010111110
0111010101011111
1111001011010111
1011000100010011
1001000011110001
100000000000000
010000000000000
001000000000000
000100000000000
000010000000000
000001000000000
000000100000000
000000010000000
000000001000000
000000000100000
000000000010000
000000000001000
000000000000100
000000000000010
000000000000001
(6.8)
After rearranging according to the confidence level, the resulting H  matrix is as be­
low. This kind of matrix is not possible to be converted into the echelon form because rowl 
is identical to row7 which is 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0  and also row3 is equal to row 6 which is 
000000001001001.
H  =
1101001100100000
0100101100000000
0010001110010000
0011010111001000
1100101111000000
1001000011000100
1011111111000010
1000100001000000
1001011110000001
0100110101000000
1101001110000000
0110111111000000
1110001011000000
1010011011000000
1010001001000000
000000000110000
000000001010011
000000001001001
000000000000001
000001000110101
000000001001001
000000000110000
000001010101001
000000000001000
100001000000001
000001101011001
010000001100001
001001001101001
000100001000000
000011000110000
(6.9)
Under the foregoing condition, additional steps are required to interchange and re­
arrange the column to prevent it being a singular matrix.
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This can be done by systematically interchanging the information column with the 
parity check column until the matrix is non-singular.
1011001101010000
0110110011100000
0101010110100010
1111011111100001
1100000001001111
0010011100011100
0101110001001010
0010110100101010
0010001000101111
0010101100010011
1000000111011100
0010110000110101
1111111100010101
1001011110000100
0011010111001000
100000000000000
010000000000000
001000000000000
000100000000000
000010000000000
000001000000000
000000100000000
000000010000000
000000001000000
000000000100000
000000000010000
000000000001000
000000000000100
000000000000010
000000000000001
(6.10)
This above problem does not apply to RS codes because RS codes are Maximum 
Distance Separatable (MDS).
6.4.2 Test E rro r Patterns
The original Dorsch Algorithm took all the possible error patterns into consideration but 
stopped decoding when a certain stopping mie was satisfied. For example, if  the weight of 
the next test error pattern is already higher than the computed minimum error pattern, the 
searching is no longer necessary. For long codes, there are also some recommended stop 
rules to reduce complexity. This approach, however, suffers from inconsistent decoding 
time.
For achieving regular decoding time, the study of using fixed error patterns are evalu­
ated as below: For (31,16,7) BCH code, at ^-=3.00 dB, with Loop test = 100000 , using 32 
test error patterns, the effective decoding of each test error pattern is statistically recorded. 
The significance of error patterns and their effect on performance can be seen in figure 6.1.
From the above analysis, it is seen that almost 88% of errors can be corrected without
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Table 6.2: The statistics of error patterns evaluation
error pattern number of errors corrected
0 0 0 0 o o o 0 0 0 0 0 o o o o 0 88103
1 0 0 0 p o o 0 0 0 0 0 o o o o 1 1872
0 1 0 0 o o o 0 0 0 0 0 o o o o 1 1027
0 0 1 0 o o o 0 0 0 0 0 o o o o 1 799
0 0 0 1 o o o 0 0 0 0 0 o o o o 1 705
0 0 0 0 1 ,0 ,0 0 0 0 0 0 o o o o 1 630
0 0 0 0 0 ,1 ,0 0 0 0 0 0 o o p o 1 604
0 0 0 0 0 ,0 ,1 0 0 0 0 0 o o o o 1 611
0 0 0 0 o o o 1 0 0 0 0 o o p o 1 608
0 0 0 0 o o o 0 1 0 0 0 o o p o 1 625
0 0 0 0 o o o 0 0 1 0 0 o o o o 1 590
0 0 0 0 o o o 0 0 0 1 0 o o o o 1 606
0 0 0 0 o o o 0 0 0 0 1 o o o o 1 595
0 0 0 0 o o o 0 0 0 0 0 1 ,0 , 0 ,0 1 666
0 0 0 0 o o o 0 0 0 0 0 0, 1, 0, 0 1 625
0 0 0 0 o o o 0 0 0 0 0 0, 0, 1, 0 1 591
0 0 0 0 o o o 0 0 0 0 0 0, 0, 0 ,1 1 628
1 1 0 0 o p o 0 0 0 0 0 o o o o 2 34
1 0 1 0 o o o 0 0 0 0 0 o p o o 2 17
1 0 0 1 o p o 0 0 0 0 0 o o o o 2 23
0 1 1 0 o o o 0 0 0 0 0 o p o o 2 19
0 1 0 1 o o p 0 0 0 0 0 o p o o 2 12
0 0 1 1 o o p 0 0 0 0 0 o p o o 2 4
1 1 1 0 o o o 0 0 0 0 0 o o o o 3 0
1 1 0 1 o o o 0 0 0 0 0 o o o o 3 0
1 1 0 0 1 , 0 , 0 0 0 0 0 0 o o o o 3 1
1 0 1 0 1 , 0 , 0 0 0 0 0 0 p o p o 3 2
1 0 0 1 1 , 0 , 0 0 0 0 0 0 o o p o 3 1
0 1 1 0 1 , 0 , 0 0 0 0 0 0 o o p o 3 1
1 0 1 1 o p o 0 0 0 0 0 o o o o 3 0
0 1 1 1 o p o 0 0 0 0 0 o o o o 3 0
1 1 0 0 0 , 1 , 0 0 0 0 0 0 o o o o 3 1
If  m axim um  likelihood 375
testing any error patterns. 1.8% of correction is done by the first error pattern and so on.
From the performance curve in figure 6.1 and 6.2, it is also seen that using 16 tries on 
error patterns and 17 tries on error patterns gives a significant difference in performance, but 
17 tries and 32 tries are not much in different. Therefore, the selection of the number of error 
patterns play a key part in error performance in Dorsch Algorithm. Besides from the table, it
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(31,16) BCH code
Performance curves
Figure 6.1: Performance of (31,16) BCH code in Block Error Rate using Different Number 
of Error pattern
is also seen that using single weight error patterns is more effective that using double weight 
error patterns and using double weight error patterns is more useful than triple weight error 
patterns even though the triple weight error patterns may have less weight than the double 
weight error patterns.
6.5 M o d ifie d  D o rsch  A lg o r ith m  on  RS code
There are some modifications required when applying the Dorsch Algorithm [82] directly 
to RS code. Firstly, as mentioned previously, any k symbols can be an information set, so 
there is no need to check for linear independence of columns of the parity check matrix. 
Secondly, the concept of selecting reliable and unreliable symbols must be adjusted. In this 
implementation, the confidence level of the symbol is the sum of confidences of all the bits.
The next section presents the result of Modified Dorsch Algorithm on RS codes as
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Figure 6.2: Performance of (31,16) BCH code in Bit Error Rate using Different Number of 
Error pattern
well as on the equivalent binary codes.
6.6 R esu lts
Simulations were carried out using on an AWGN channel model with 8-level quantization at 
the receiver. The bit error rate and block error rate performance of various implementation 
of the (7,3)RS codes are shown in 6.3 and 6.4 respectively.
Figure 6.3 and 6.4 show the bit error rate and block error rate performance for 5 dif­
ferent curves, i.e. the uncoded channel, hard decision decoding using Berlekamp Massey 
Algorithm, the Dorsch Algorithm on the (7,3) RS code with 10 test patterns, the Dorsch A l­
gorithm on the equivalent (21,9)binary code with the same test patterns and the maximum 
likelihood performance obtained using the Dorsch algorithm with 512 test patterns. It can 
be seen that hard decision decoding produces the worst performance in the range studied.
(31,16) BCH code
Performance curves
Chapter 6. Soft decision decoding for Reed Solomon codes
6.6: Results Page 113
(7,3) RS code
Performance curves
Eb/No (dB)
Figure 6.3: Performance of (7,3) RS in Bit Error Rate using Dorsch Algorithm
Using the Dorsch algorithm in the binary and multilevel variants shows a distinct difference 
between the two. The (21,9)binary code is able to produce results close to maximum likeli­
hood while the (7,3) RS code, although showing some improvement over hard decision, is 
still well short of maximum likelihood performance with this number of test patterns.
Figure 6.5 shows BER comparisons for the Dorsch algorithm with the same number 
of test patterns on both the (15,11) RS code and its equivalent (60,44) binary code. Again, 
it shows that the binary version out-performs the multilevel version.
Figure 6.6 shows the comparison of the bit error performance of a (15,7) RS code 
using hard decision decoding and using the Dorsch algorithm. It can be seen that using the 
Dorsch algorithm improves the bit error performance only at small range of signal to noise 
ratios.
Upon studying the undecodable error patterns in (15,7) RS codes using the Modified 
Dorsch Algorithm, some are found to be decodable by the hard decision algebraic method.
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(7,3) RS code
Performance curves
Eb/No (dB)
Figure 6.4: Performance of (7,3) RS code in Block Error Rate using Dorsch Algorithm
For example, there is a 3-bit error sequence where the errors are separated into 3 symbols. 
This is recoverable by hard decision. Nevertheless, in the Dorsch algorithm, two of the 
single-bit symbols error were sorted to be in the information set. Hence according to the 
test patterns that here implemented, only a single bit error in the information bit can be 
corrected. So it fails if  using the Modified Dorsch Algorithm.
It appears from these results that the Dorsch algorithm is not well suited to RS codes. 
Detailed study of data from the simulations suggests that the reason is connected with the 
multilevel nature of the codes. For binary codes of rate 1/2 or lower, the chosen information 
set usually consists entirely of high confidence bits, so that there is relatively little need to 
consider errors in the information set. For multilevel codes, however, errors in the informa­
tion set are more likely because the low confidence bits cannot be separated from the other 
bits in the same symbol. Thus it might be expected that the more bits per symbol, the less 
appropriate the Dorsch algorithm w ill be. The improvements obtained by treating certain 
codes as binary codes reinforces this conclusion. The coding gains from soft decision de-
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(15,11) RS code
Performance curves
Eb/No (dB)
Figure 6.5: Performance of (15,11) RS code in Bit Error Rate using Dorsch Algorithm
coding of the (60, 44) binary code are relatively modest, blit the rate of this code is higher 
than is ideal for the Dorsch algorithm.
6.7 B in a ry  e q u iva le n ts  o f RS codes.
One possible factor in the performance of the binary version of the RS codes is whether they 
themselves are cyclic. It has been shown [83] that there exists a class of error correcting 
codes which can be viewed both as binary codes and as multilevel cyclic codes. This class 
contains not only the Burton codes [84] but also some Reed Solomon codes. In particular', 
it includes the (7,3)RS code over GF(8), with p(x) — x3 + x + 1, g(x) =  (x +  «)($ + 
a 2)(a; +  a 3)(re +  a 4 ), and the equivalent (21,9) binary code constructed using the binary 
generator polynomial gb(x) —  (re9 +  x3 + l ) ( x 3 +  x + 1).
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(15,7) RS code
Performance curves
Eb/No (dB)
Figure 6.6: Performance of (15,7) RS code in Bit Error Rate using Dorsch Algorithm
g(x) =  (ic +  Q!)(K +  a2)(s +  a3)(® + «4) (6.11)
=  (x +  a2)(x3 +  x +  1)
=  x4 +  a3®3 +  x2 +  ax +  a3 
= (0,0,1) +  (0,1,1) +  (0,0,1) +  (0,1,0) +  (0,1,1)
gb(x) = x12 + a10 + x9 + x6 + £C4 +  x +  1
=  (a3 +  x +  1)(£9 +  x3 +  1)
This is indeed the same as the (7,3) RS code implemented above and this may be a 
factor in its satisfactory performance relative to the binary version of the other codes.
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6.8 S o rtin g  va lues
To arrange the symbols of RS codes according to the symbol reliability, the symbol reliab­
ility is calculated by summing the sorting values of each bit within the symbol.
In this section, two different sorting values are used as shown in table 6.3. The inten­
tion of this evaluation is to show that different sorting values used can affect the performance 
significantly.
Table 6.3: Soft Decision Matrix in Different Sorting Criteria
Soft decision value sorting value 1 sorting value 2
0,7 7 0.993
1,6 6 0.944
2,5 5 0.846
By a brief analysis of the two sets of sorting values, the second set gives more em­
phasis to the low reliable soft decision values and less emphasis on the high reliable soft 
decision values. For (7,3) RS codes, if  the two symbols of quantized soft decision weight
(7,7,4) and (6,6,5) are to be sorted, using the sorting value 1 w ill consider the (7,7,4) more 
reliable than (6,6,5) while using the sorting value 2 w ill place (6,6,5) to be more reliable 
than (7,7,4).
From the results obtain in Figure 6.7, 6.8 and 6.9, it can be seen that the sorting value 
2 give significant improvement at the high value of
6 .9  C o n c lu s io n
The evaluation of the performance vs error patterns has shown that the complexity of Dorsch 
algorithm can be simplified by using fixed error patterns for binary codes. This also has the 
advantage of regular decoding time.
A new approach to soft decision decoding of Reed Solomon codes by using Modified 
Dorsch Algorithm is also evaluated in this chapter. The Dorsch algorithm does not, however, 
work well with RS codes on the AWGN channel because several bits are treated as one
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Figure 6.7: Performance of (7,3) RS in BER using different Sorting criteria
symbol in RS code and individual bits cannot be separately manipulated. However, if  the 
RS codes can be treated as binary cyclic codes in some special cases, then the performance 
using the Dorsch algorithm is encouraging.
It is also found that using different sorting values w ill affect the result quite signific­
antly.
(7,3) RS code
Performance curves
”To talk in publick, to think in solitude, 
to read and to hear, to inquire, 
and to answer inquiries, is the business of a scholar.”
Samuel Johnson
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(15,11) RS code
Performance curves
Eb/No (dB)
Figure 6.8: Performance of (15,11) RS in BER using different Sorting criteria
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(15,7) RS code
Performance curves
Eb/No (dB)
Figure 6.9: Performance of (15,7) RS in BER using different Sorting criteria
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Chapter 7
Conclusion
7.1  S u m m a ry  o f th e  thesis
In general, this thesis has covered many fundamental areas in the subject of error control 
coding. This includes the advantages and disadvantages of using error control techniques, 
types of error control techniques, information theory, etc.
The understanding of complex Galois field theory in relation to the design of good 
cyclic codes and several encoding strategies are elucidated in Chapter 2.
The survey of efficient decoding algorithms on both hard and soft decisions are 
presented in Chapter 3 which concentrates on related but various approaches.
The following noteworthy contributions to the error coding research field are de­
scribed beginning from Chapter 4 to Chapter 6.
For hard decision decoding of cyclic code of rate between }  and | ,  a new algorithm, 
the Extended Kasami Algorithm, is discovered to be an efficient approach to achieve bounded 
distance performance. The complexity is much lower than Minimum Weight Decoding, 
which is known to be more efficient than algebraic decoding.
One useful finding in the coding area is the selection of different combinations of 
cover positions. By using a newly invented non-mathematical method to locate the best 
cover positions in the Extended Kasami Algorithm, the new cover positions obtained have
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been shown to be able to cut down the complexity and speed up the decoding time compared 
with using the original positions found by Kasami.
For hard decision decoding on lower end Reed Solomon codes, a new decoding al­
gorithm is proposed. The idea is to apply certain cyclic code properties to reshuffle the 
symbol positions in the received sequence. By combining this property with error trapping, 
many decodable error patterns can be trapped and the decoding algorithm can be simplied 
without additional steps to evaluate the error symbol values. Two algorithms making use of 
the above approach, Permutation Error Trapping and Modified Permutation Error Trapping, 
were found to be able to achieve performance close to that of Minimum Weight Decoding 
with complexity significantly reduced.
Much work has also been expended on soft decision decoding of Reed Solomon codes 
using a Modified Dorsch Algorithm. Some interesting characteristics of the types and num­
ber of error patterns with respect to performance have been found. One significant result 
is that by converting RS codes to its equivalent binary form, soft decision near maximum 
likelihood performance can be achieved with merely 10 error patterns in (7,3) RS codes.
Various papers resulting from the work in this thesis have been published at confer­
ences and in some journals. A list of these publications is given ill Appendix C.
7 .2  F u tu re  w o rk
The work presented in this thesis has contributed some added value to the rich and colour­
ful field of error control coding theory. But this is not the end. The study and research 
work produced have the potential of making further contribution to future development. 
Additionally, it is foreseeable that various discoveries can be combined to achieve more 
significant breakthroughs. Some suggestions for further investigations are as follows:
(a). For Extended Kasami Algorithm and Permutation Error Trapping, it is possible to 
incorporate soft decision information. A few soft decision approaches applied to 
Minimum Weight Decoding suggested by Taleb [22] can be equally evaluated on 
EKA and PET.
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(b). The complexity of the Dorsch Algorithms can be further reduced by other valiants, 
such as split information set decoding [81].
(c). Real time implementation is a realistic, practical and commercial way to appreciate 
the strength of newly discovered algorithms. New approach may inspire simplifica­
tion in VLSI design and a study into this aspect could be most important.
(d). Finally, the searching of the very good block codes [85] defined by Shannon [9] is 
one of the greatest challenge which is under thread by many newly discovered codes. 
Concatenated codes and Goppa’s algebraic geometry codes are giving ways to Turbo 
codes [30, 31], Gallager codes [86] and MN (MacKay-Neal) codes [32, 33]. These 
are areas worth researching.
’’I ’ve seed de first an de last... I seed de beginnin,
en now I sees de endin.” 
William Faulkner
Chapter 7. Conclusion
A p p e n d i x  A
Information Theory
In general, Information Theory covers two important bounds in digital communication on
(a), the minimum number of bits per symbol required to represent the source.
(b). the maximum rate at which reliable communication can take place over the channel.
In digital communication, information is closely related to uncertainty. Assume a 
source is modeled as a discrete random variable, S, which takes on M  symbols.
S = {50}5 l,.. .  (A.l)
with probabilities
P(S = s j  =  Pi i =  0 ,1 ,..., M -  1 (A.2)
If an event is certain to happen, no information is gained from observing the event. The 
information gain by observing an event is therefore defined as indirectly proportional to the 
probability of the event.
I(sq) = log(“ ) (A.3)
An important term, entropy H(S), is used to describe tlie uncertainty of the source. The 
entropy H(S) is defined as:
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Theorem A.l Source Coding Theorem Given a discrete memoryless source of entroy 
H(S), the average length of codeword Lfor any given source encoding is bounded as
L > H(S) (A.5)
Huffman coding is a source code whose average length approaches the fundamental 
lim it set by the entropy of a discrete memoryless soucre.
Theorem A.2 Channel Coding Theorem
(a). Let a discrete memoryless source with an alphabet S have entropy H (S) and produce
symbols once every Ts seconds. Let a discrete memoryless channel have capacity C
and be used once every Tc seconds. Then if
H{3) < 7  (A.6)To ~ T,
there exists a coding scheme for which the source output can be transmitted over 
the channel and be reconstructed with an arbitrarily small probability of error. The 
parameter C/Tc is called the critical rate. When the equation A.6 is satisfied with the 
equality sign, the system is said to be signaling at. the critical rate.
(b). Conversely, if
+ >  i
it is not possible to transmit information over the channel and reconstruct it with an 
arbitrarily small probability of error.
I f an error-free channel is considered, the uncertainty about the source information 
is estimated as symbols are received. But in a real channel, the user is left with some re­
sidual uncertainty concerning exact identity of the transmitted information. To configure 
a function corresponding to measure the a posteriori uncertainty of information after re­
ception, consider a DMC, with intput {a;;} with a priori probabilities {P(yi/x{)} where 
(1 < i < M , 1 < j  < Q). The average remaining uncertainty in {xi} after the observation, 
can be expressed by
M Q
H(X/Y) = - Y . T , p 4 i ’yi'>l°Sp 4i/Vi) (A.8)
i=1 j= 1
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The difference between the a priori uncertainty and the a posteriori uncertainty is 
defined as the average mutual information
I(X] Y ) =  H(Xj  -  H(X/Y)  (A.9)
The average mutual information then represents the average rate of transfer of in­
formation through the channel, given the distribution of source symbol and the channel 
transition probabilities.
The channel capacity is defined as the maximum value of I(X\Y)  with respect to all 
input distributions, that is:
C = max. I(X\Y)  (A. 10)
p(Xi)
given in bits per transmitted symbol.
Every channel has a channel capacity, and it can be expressed with various unit of 
measurement. For a band-limited AWGN channel, the channel capacity per unit time is 
given by [17].
Theorem A.3 Channel Capacity Theorem The capacity of a channel of bandwidth B 
hertz, perturbed by additive Gaussian noise of power spectral density N0/2 and limited in 
bandwidth to B, is given by
C = B log2 (1 +  - f - )bits/sec (A. 11)
Where P is the average transmitted power.
Shannon also showed that using an average of all possible codes of length n, the error 
rate over the channel is characterized by a probability of incorrect decoding
Pde < 2-nB{Ri) (A. 12)
where R{ is an information transfer rate less than C, and E(Rj,) is a function of Ri 
and is determined by the characteristics of channel. The implication of the upper bound
in eq. A. 12 is that for any information rate less than C, the error probability can be made
Chapter A. Information Theory
arbitrarily small by increasing the code block length n while holding the code rate constant. 
For convolutional codes, n is replaced by the constraint length.
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Appendix B
Extended Galois Field
The primitive polynomial selected is p(x) — x3 +  x2 +  1.
Table B .l: Polynomial representation of Galois Field GF(8)
Power rep Polynomial basis Normal basis
0 0 0 0 0
P o II 1 1 a4 + a2 + a 7
a a 2 a 1
a2 a 2 4 a2 2
a3 a2 + 1 5 a4 + a 5
a4 a2 + a + 1 7 a4 4
a5 a + 1 3 oi4 + a2 6
a6 a2 + a 6 a2 + a 3
Table B.2: Addition and multiplication table in GF(8) using polynomial basis
M u lt ip lic a t io n
X 0 1 2 3 4 5 6 7
0 0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6 7
2 0 2 4 6 5 7 1 3
3 0 3 6 5 1 2 7 4
4 0 4 5 1 7 3 2 6
5 0 5 7 2 3 6 4 1
6 0 6 1 7 2 4 3 5
7 0 7 3 4 6 1 5 2
A d d itio n
+ 0 1 2 3 4 5 6 7
0 0 1 2 3 4 5 6 7
1 1 0 3 2 5 4 7 6
2 2 3 0 1 6 7 4 5
3 3 2 1 0 7 2 5 4
4 4 5 6 7 0 1 2 3
5 5 4 7 2 1 0 3 2
6 6 7 4 5 2 3 0 1
7 7 6 5 4 3 2 1 0
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Table B.3: Addition and multiplication table in GF{8) using normal basis
A d d itio n
+ 0 1 2 3 4 5 6 7
0 0 1 2 3 4 5 6 7
1 1 0 3 2 5 4 7 6
2 2 3 0 1 6 7 4 5
3 3 2 1 0 7 2 5 4
4 4 5 6 7 0 1 2 3
5 5 4 7 2 1 0 3 2
6 6 7 4 5 2 3 0 1
7 7 6 5 4 3 2 1 0
M u lt ip lic a t io n
X 0 1 2 3 4 5 6 7
0 0 0 0 0 0 0 0 0
1 0 2 5 7 6 4 3 1
2 0 5 4 1 3 6 7 2
3 0 7 1 6 5 2 4 3
4 0 6 3 5 1 7 2 4
5 0 4 6 2 7 3 1 5
6 0 3 7 4 2 1 5 6
7 0 1 2 3 4 5 6 7
It should be noted that normal basis and polynomial basis are equivalent if  both are 
converted to the power representation form. This is because they are not using the different 
type of primitive polynomial p(x). They are only different in chosing different bases to 
represent them in polynomial form. The table B.4 shows the arithmetic table in power 
representation form.
Table B.4: Addition and multiplication table in GF{8) in power representation
A d d itio n
+ 0 1 a a2 a3 or Oi a:
0 0 1 a a2 a3 a4 ab a:b
1 1 0 ab a6 a2 ab a a4
a: a2 a5 0 ab a4 a3 1 a2
a2 a2 a3 a3 0 1 a5 Oi4 a
a3 a3 a2 a4 1 0 a a6 a5
a 4 a4 ab a:3 a5 a 0 Oi2 1
a5 ab a 1 a4 ab a2 0 a3
ab a3 a4 a2 a a5 1 ab 0
M u lt ip lic a t io n
X 0 1 a a2 a3 a4 ab ab
0 0 0 0 0 0 0 0 0
1 0 1 a a2 a3 a4 ab ab
a 0 OL a2 a3 Oi4 a5 ab 1
a2 0 Oi2 a3 a4 a5 a6 1 OL
a3 0 a3 a4 ab a:6 1 a OL2
a4 0 a4 a5 ab 1 a Oi2 OL3
ab 0 ab ab 1 a cx2 a3 a4
Q!6 0 ab 1 a OL2 oi3 a4 QLb
Appendix C
List of Publications
C . l J o u rn a l
• Ho, H.P. and Sweeney, P. Low Complexity decoding of cyclic codes using an extended 
Kasami algorithm. IEE Electronics Letters, Apr 1998
• Ho, H.P. and Sweeney, P. Cover Positions and Decoding Complexity of the Golay 
Code, using an Extended Kasami Algorithm. IEEE Communications Letters, accep­
ted for publication
C .2  C on fe re n ce
• Ho, H.P. and Sweeney, P. Soft Decision Decoding of Reed Solomon Codes using the 
Dorsch Algorithm. IMA Fifth Conference on Cryptography and Coding. Dec 1995.
• Ho, H.P. and Sweeney, P. Extended Kasami Algorithm, presented at IMA Sixth 
Conference on Cryptography and Coding. Dec 1997.
• Ho, H.P. and Sweeney, P. and Paffett, J. Extended Kasami Algorithm for Cyclic codes. 
Globcom 98. Sydney Australia. Nov 1998
• Ho, H.P. and Sweeney, P. and Lange, D. Permutation Error Trapping. IMA con­
ference on Mathematics in Communications. Loughborough University, UK, Dec 
1998
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