We present observations of the Galactic Cepheids Aql and Gem. Our observations are able to resolve the diameter changes associated with pulsation. This allows us to determine the distance to the Cepheids independent of photometric observations. We determine a distance to Aql of 320 AE 32 pc and a distance to Gem of 362 AE 38 pc. These observations allow us to calibrate surface brightness relations for use in extragalactic distance determination. They also provide a measurement of the mean diameter of these Cepheids, which is useful in constructing structural models of this class of star.
INTRODUCTION
The class of pulsating stars known as Cepheids is a cornerstone in determining the distances to nearby galaxies. This is because Cepheids exhibit a well-behaved periodluminosity relation that can be locally calibrated (Jacoby et al. 1992) . In addition, these stars are massive and thus intrinsically very luminous, making it possible to observe Cepheids located in very distant galaxies (Tanvir 1999; Feast 1999) . Because of the usefulness and fundamental importance of Cepheids, it is important to calibrate their period-luminosity relation. This has been done with a variety of methods, including parallax (ESA 1997; Feast & Catchpole 1997) , surface brightness (Laney & Stobie 1995; Fouqué & Gieren 1997; Ripepi et al. 1997) , and Baade-Wesselink methods (Wesselink 1946; Bersier, Burki, & Kurucz 1997) . The period-luminosity relations used currently have uncertainties on the order of 0.09 mag (Feast 1999 ), which in turn make up a significant portion of the systematic uncertainty in estimates to the Large Magellanic Cloud.
Using long-baseline stellar interferometry, it is possible to resolve the diameter changes undergone by a nearby Cepheid during a pulsational cycle. When such diameter measurements are combined with radial velocity measurements of the stellar photosphere, it is possible to determine the size of and distance to the Cepheid. Such a direct measurement is independent of photometric observations and their associated uncertainties.
The Palomar Testbed Interferometer (PTI) is located on Palomar Mountain near San Diego, CA . It combines starlight from two 40 cm apertures to measure the amplitude (aka visibility) of the resulting interference fringes. There are two available baselines, one 110 m baseline oriented roughly north-south (hereafter N-S) and one 85 m baseline oriented roughly north-southwest (called N-W). In a previous paper (Lane et al. 2000) , we presented observations using PTI of the Cepheid Gem. Here we report on additional interferometric observations of Gem, as well as a second Galactic Cepheid, Aql. These observations allow us to determine the distances to these Cepheids, with the aim of reducing the uncertainty in currently used period-luminosity relations for Cepheids.
OBSERVATIONS
We observed the nearby Galactic Cepheids Aql and Gem on 22 nights between 2001 March 13 and July 26. The observing procedure followed standard PTI practice (Boden et al. 1998; . For the observations of Aql, the N-W baseline was used, while observations of Gem used the N-S baseline. Each nightly observation consisted of approximately 10 130 s integrations, during which the fringe visibility was averaged. The measurements were taken in the 1.52-1.74 lm (effective central wavelength 1.65 lm) wavelength region, similar to the astronomical H band. Observations of calibration sources were rapidly (within less than $10 minutes) interleaved with the Cepheid observations, and after each 130 s integration the apertures were pointed to dark sky and a 30 s measurement of the background light level was made.
The calibrators were selected to be located no more than 16 from the primary target on the sky and to have similar H-band magnitudes. In choosing calibration sources, we avoided known binary or highly variable stars. The calibrators used are listed in Table 1 . In this paper we make use of previously published observations of the Cepheid Gem (Lane et al. 2000) . However, in order to improve on the previously published results, we carried out additional observations of this source on 2001 March 13-15. We also observed additional unresolved calibrators, in order to reduce the level of systematic uncertainty. The original data have been jointly rereduced, using the improved calibrator diameters and uncertainties. However, note that the primary calibrator diameter has not changed from the value used in Lane et al. (2000) .
ANALYSIS AND RESULTS

Fringe Visibilities and Limb Darkening
PTI uses either a 10 or a 20 ms sample rate. Each such sample provides a measure of the instantaneous fringe visibility and phase. While the phase value is converted to distance and fed back to the active delay line to provide active fringe tracking, the measured fringe visibility is averaged over the entire 130 s integration. The statistical uncertainty in each measurement is estimated by breaking the 130 s integration into five equal time segments and measuring the standard deviation about the mean value.
The theoretical relation between source brightness distribution and fringe visibility is given by the van Cittert-Zernike theorem. For a uniform-intensity disk model, the normalized fringe visibility (squared) can be related to the apparent angular diameter as
where J 1 is the first-order Bessel function, B is the projected aperture separation, UD is the apparent angular diameter of the star in the uniform-disk model, and 0 is the centerband wavelength of the observation. It follows that the fringe visibility of a point source measured by an ideal interferometer should be unity. For a more realistic model that includes limb darkening, one can derive a conversion factor between a uniform-disk diameter ( UD ) and a limb-darkened disk diameter ( LD ), given by Welch 1994) , where A and B are quadratic limb-darkening coefficients determined by the spectral type of the source (Claret, Díaz-Cordovés, & Giménez 1995) . The limb-darkening correction factors (k ¼ UD = LD ) used for the Cepheids are shown in Table 2 , those for the calibrators in Table 1 .
Visibility Calibration
The first step in calibrating visibilities measured by PTI is to correct for the effects of detector background and read noise, the details of which are discussed in and . However, the visibilities thus produced are not yet final: because of a variety of effects, including systematic instrumental effects, intensity mismatches, and atmospheric turbulence, the fringe visibility of a source measured by PTI is lower than that predicted by equation (1). In practice, the system response function (called the system visibility) is typically $0.75, and furthermore, it is variable on 30 minute timescales. Hence, the visibilities must be calibrated by observing sources of known diameter.
Determining the diameter of the calibration sources was a multistep process, in which we made use of both models and prior observations. For each Cepheid we designated a single, bright K giant as a primary calibrator, which was always observed in close conjunction with the target Cepheid (HD 189695 for Aql and HD 49968 for Gem). We used model diameter estimates for the primary calibrators from previously published results based on spectrophotometry and modeling (Cohen et al. 1999) .
In order to verify that the primary calibrators were stable and had angular diameters consistent with the Cohen et al. (1999) results, we observed them together with a number of secondary calibrators. These secondary calibrators were typically less resolved than the primary calibrators and hence less sensitive to uncertainties in their expected angular diameter. However, they were fainter than the primary calibrators and tended to be located farther away on the sky. For the secondary calibrators, an apparent diameter was estimated using three methods: (1) we used available archival photometry to fit a blackbody model by adjusting the apparent angular diameter, bolometric flux, and effective temperature of the star in question so as to fit the photometry; (2) we repeated the above fit while constraining the effective temperature to the value expected, based on the published spectral type; and (3) we estimated the angular diameter of the star based on expected physical size (derived from spectral type) and distance (determined by Hipparcos). We adopted the weighted (by the uncertainty in each determination) mean of the results from the above methods as the final model diameter for the secondary calibrators, and the uncertainty in the model diameter was taken to be the deviation about the mean.
In addition to the model-based diameter estimates derived above, we also used extensive interferometric visibility measurements for the primary and secondary calibra- tors; given that several of the calibrators were observed within a short enough period of time that the system visibility could be treated as constant, it was possible to find a set of assumed calibrator diameters that are maximally selfconsistent, by comparing observed diameter ratios for which the system visibility drops out. To illustrate, let i be an adjustable parameter, representing the diameter of star i. Let i and i be the theoretical model diameter and uncertainty for star i derived above, and letR R ij and R R ij be the interferometrically observed diameter ratio and uncertainty of stars i and j. For notational simplicity, define R ij as the ratio of i and j . Define the quantity
By adjusting the set of i to minimize 2 , we produce a set of consistent calibrator diameters, taking into account both input model knowledge and observations. The resulting diameter values are listed in Table 1 . Uncertainties were estimated using the procedure outlined in Press et al. (1986) , assuming normally distributed errors. We verified that the primary calibrators were stable as follows. Using the secondary calibrators to calibrate all observations of the primary calibrators, we fitted a constantdiameter, single-star, uniform-disk model to the primary calibrators. In all cases the scatter about the single-star model was similar to expected system performance (Boden et al. 1998 ). For HD 189695, 21 points were fitted, the average deviation in V 2 was 0.035, and the goodness-of-fit parameter of the line fit, 2 per degree of freedom ( 2 dof , not to be confused with eq. [3] above), was 0.46. For HD 49968, 82 points were fitted, the average deviation was 0.038, and 2 dof was 0.76. While the data were being analyzed, it was noticed that during observations with the N-W baseline of relatively low declination sources, such as Aql and its calibrators, the stability of the interferometer system visibility was strongly dependent on the hour angle of the source: for observations of Aql obtained at positive hour angles, the scatter in the system visibility increased by a factor of 2-3, while the mean value trended down by 20% hr À1 . There are two potential explanations for this effect: (1) for these observations the optical delay lines are close to their maximum range, which can exacerbate internal system misalignments and lead to vignetting; and (2) in observations of low-declination sources past transit, the siderostat orientation is such that surface damage near the edge of one of the siderostat mirrors causes vignetting. Thus, it was decided to discard observations of Aql taken at positive hour angles, corresponding to $20% of the available data. We note that including the data does not significantly change the final results ($0.3 ); it merely increases the scatter substantially (for the pulsation fit discussed below, the goodness-of-fit parameter 2 dof increased from 1.06 to 4.5).
Apparent Angular Diameter
Once the measured visibilities were calibrated, we used all the available calibrated data from a given night to determine the apparent uniform-disk angular diameter of the target Cepheid on that particular night, by fitting to a model given by equation (1). Results are given in Tables 3 and 4 and plotted in Figure 1 . Uncertainties were estimated based on the scatter about the best fit. It should be noted that although Aql is known to have a companion (Bö hm-Vitense & Proffitt 1985), the companion is sufficiently faint (average Dm H ¼ 5:75 mag) that it will have a negligible effect (DV 2 $ 0:005) on the fringe visibilities measured in the H band.
It is clear from Figure 1 that the measured angular diameters are not constant with time. Fitting a constant-diameter model to the data produces a rather poor fit (see Table 5 ). However, we list the resulting mean angular diameters in order to facilitate comparison with previous interferometric results.
Distances and Radii
Determining the distance and radius of a Cepheid via the Baade-Wesselink method requires comparing the measured changes in angular diameter with the expansion of the Cepheid photosphere, measured using radial velocity techniques. In order to determine the expansion of the Cepheid photospheres, we fitted a fifth-order Fourier series to previously published radial velocities. For Aql we used data from Bersier (2002) , as well as data published by Jacobsen & Wallerstein (1981 , while for Gem we used data from Bersier et al. (1994) . Both sets of data were from measurements made at optical wavelengths. The measured radial velocities were converted to physical expansion rates using a projection factor ( p-factor) that depends on the detailed atmospheric structure and limb darkening of the Cepheid, as well as on the details of the equipment and software used in the measurement (Hindsley & Bell 1986; Albrow & Cottrell 1994) . It is important to note that the pfactor is not expected to stay constant during a pulsational cycle. The exact phase dependence of the p-factor is beyond the scope of this paper. However, for Aql and Gem, the net effect of a variable p-factor can be approximated by using a 6% larger constant p-factor (Sabbey et al. 1995) . Thus, for both Cepheids we use an effective p-factor of 1:43 AE 0:06, constant for all pulsational phases.
We convert the radial velocity Fourier series into a physical size change by integrating and multiplying by limb-darkening and p-factors. Although the limb darkening does vary with changing T eff during a pulsational cycle, the effect is small: for Gem k varies from 0.960 to 0.967, i.e., less than the quoted uncertainty. The size change can, in turn, be converted into an angular size model with three free parameters: the mean physical radius, the distance to the star, and a phase shift. The last is to account for possible period changes, inaccuracies in period or epoch, or phase lags due to level effects (where the optical and infrared photospheres are at different atmospheric depths; see below). We adjust the model phase, radius, and distance to fit the observed angular diameters. Results of the fits for Aql and Gem are given in Table 5 .
There are several sources of uncertainty in the above fits: in addition to the purely statistical uncertainty, there are systematic uncertainties of comparable magnitude. The three primary sources of systematic uncertainty are uncertainty in the calibrator diameters, uncertainty in the p-factor, and uncertainty in the limb-darkening coefficients. The magnitude of each effect was estimated separately by refitting the model while varying by AE1 each relevant parameter separately. The total systematic uncertainty was calculated as
In order to explore the possibility of wavelength-dependent effects on the measured radial velocity, e.g., those due to velocity gradients in the Cepheid atmospheres ('' level effects ''), we refitted for the radius and distance of Aql, using a radial velocity curve based on radial velocity data obtained at wavelengths of 1.1 and 1.6 lm by Sasselov & Lester (1990) . Because of the limited number of observations available (e.g., only three H-band measurements of Aql), we used the shape of the radial velocity curve derived from the fit to the optical data (i.e., by using the same Fourier coefficients); the IR data were only used to determine an overall amplitude of the velocity curve. For the IR points we used an effective p-factor of 1:41 AE 0:03, as recommended by D. Sasselov (2001, private communication) and based on an analysis by Sabbey et al. (1995) , taking into account both the use of a constant p-factor and the use of parabolic line fitting. The resulting best-fit parameters are very similar to those based on optical radial velocities (i.e., Table 5 (top) and Gem (bottom) as a function of pulsational phase, together with a model based on radial velocity data, but fitting for distance, mean radius, and phase shift. Also shown is the result of fitting a line to all the data. The fits are extended past phase 0 for clarity.
Hence, we conclude that the effects of wavelength dependence of the radial velocity are at present smaller than those of other sources of uncertainty.
The derived parameters (mean radius, distance, and mean uniform-disk angular diameter) can be compared to previously published values derived using a range of techniques (see Table 6 ), including parallax and a variety of surface brightness techniques. There are also several interferometric diameter measurements available in the literature, although to date no other interferometers have directly resolved Cepheid pulsations. Thus, directly measured angular diameters can only be compared in a phase-averaged sense.
Surface Brightness Relations
A wide variety of Cepheid surface brightness relations have been used by various authors (Barnes & Evans 1976; Laney & Stobie 1995; Fouqué & Gieren 1997 ) to derive Cepheid distance scales. We define as surface brightness the quantity
where F i is the surface brightness in magnitudes in passband i, m i is the apparent magnitude in that band, and LD is the apparent angular diameter of the star. With the above relation and a good estimate of F i , one can determine the angular diameter based on photometry alone. Conversely, given measured angular diameters and multiband photometry it is possible to calibrate F i by finding a simple (e.g., linear) relation between F i and a variety of color indexes (e.g., VÀK). We define the following relations Notes.-The uncertainties of the best-fit parameters are broken down into statistical ( stat ) and systematic ( sys ) uncertainties. The goodness-of-fit parameter is a weighted 2 divided by the number of degrees of freedom ( 2 dof ) in the fit. The 2 dof -values of the fits are calculated from data that do not have the systematic (calibrator) uncertainty folded in, since it applies equally to all points.
a Mean apparent uniform-disk angular diameter, determined by fitting a line to all of the data. Note that consistency requires a common zero point (cf. an A0 V star where VÀR ¼ V ÀK ¼ 0).
We used previously published VRK photometry of Aql (Barnes et al. 1997) to derive its apparent magnitude in the above bands as a function of phase, by fitting a low-order Fourier series to the published photometry after correcting for the effects of reddening, following the procedure outlined in Evans & Jiang (1993) . The individual values of E(BÀV ) were taken from Fernie (1990) , and the reddening corrections applied are listed in Table 7 . For each diameter measurement we then used the Fourier series to derive m V and VÀK at the epoch of observation, and using equation (5) we derived the corresponding surface brightness. Results are shown in Figure 2 and listed in Table 8 . We also performed this type of fit using Gem data. In this case we used photometry from Wisniewski & Johnson (1968) and Moffett & Barnes (1984) .
In Table 8 , we compare the derived surface brightness relations with similar relations from work based on nonvariable supergiants (Fouqué & Gieren 1997 ) and on other Cepheid observations (Nordgren et al. 2002) . The F V versus VÀR fits can also be compared with the Gieren (1988) result that the slope of the VÀR surface brightness relation (c) is weakly dependent on pulsational period (P), according to c ¼ À0:359 À 0:020 log P ;
which predicts c ¼ À0:376 for Aql and c ¼ À0:379 for Gem. These comparisons reveal generally good agreement among the various relations in Table 8 .
Period-Radius Relations
The relation between pulsational period and Cepheid radius has received considerable attention in the literature, primarily because early results based on different techniques were discrepant (Fernie 1984; Moffett & Barnes 1987) . Period-radius relations are also useful, in that they can indicate pulsation mode. This is important for calibrating period-luminosity relations, since different modes will yield different relations (Feast & Catchpole 1997; Nordgren et al. 2002) . Note.-Definitions of a, b, and c are in eqs. (6) and (7) In Figure 3 , we compare our measured Cepheid diameters with the values predicted from a range of techniques. Bono, Caputo, & Marconi (1998) calculate a period-radius relation from full-amplitude, nonlinear, convective models for a range of metallicities and stellar masses. Gieren, Moffett, & Barnes (1999) use the surface brightness technique based on V and VÀR photometry and the Fouqué & Gieren (1997) result to derive radii for 116 Cepheids in the Galaxy and the Magellanic Clouds. They find an intrinsic width in their relation of AE0.03 in log R. Laney & Stobie (1995) also use the surface brightness technique for estimating Cepheid diameters. However, they find that infrared photometry (K, JÀK) is less sensitive to the effects of gravity and microturbulence (and presumably also reddening) and hence yields more accurate results. For shorter periods ( 11.8 days), their results indicate smaller diameters, as compared with other relations.
Given the limited sample of only two radius measurements, we can draw only preliminary conclusions: (1) the general agreement between our observations and the relations is good; and (2) the data seem to prefer a shallower slope than, e.g., the Laney & Stobie (1995) relation. This latter observation will have to be confirmed with observations of shorter period Cepheids.
SUMMARY
We have measured the changes in angular diameter of two Cepheids, Aql and Gem, using PTI. By combining these with previously published radial velocity data, we can derive the distance to and mean diameter of the Cepheids. We find Aql to be at a distance of 320 AE 32 pc, with a mean radius of 61:8 AE 7:6 R . We find Gem to be at a distance of 362 AE 38 pc, with a mean radius of 66:7 AE 7:2 R , in good agreement with previous work. The precision achieved is $10% in the parameters; further improvement is at present limited by our understanding of the details of the Cepheid atmospheres. In particular, the details of limb-darkening and projection factors need to be understood, with the projection factors being the largest source of systematic uncertainty.
We note that these results do not rely on photometric surface brightness relations; hence, results derived here can be used to calibrate such relations. We performed such calibrations and found good agreement with previous results. We also note that at present, we have derived distances to only two Cepheids, and although the derived distances are consistent with currently used period-luminosity relations, it will be necessary to observe several more Cepheids with this technique before worthwhile quantitative comparisons can be made.
In the near future, long-baseline interferometers will provide a great deal of useful data in this area. In addition to further observations of the brightest Galactic Cepheids, the very long baselines currently being commissioned at the Navy Prototype Optical Interferometer (Armstrong et al. 2001b ) and the Center for High Angular Resolution Astronomy array (ten Brummelaar et al. 2001 ) will allow direct measurements of the limb-darkening effects through observations of fringe visibilities past the first visibility null. Given the close relation between limb-darkening and projection factors, we expect that improvements in understanding one will improve our understanding of the other. It is also clear that additional photometry and radial velocity measurements would be very useful. In particular, Gem suffers from a lack of good infrared photometry, while concerns about level effects make infrared radial velocity measurements like those of Sasselov & Lester (1990) very desirable. Bono et al. (1998; solid line) , an optical surface brightness relation from Gieren et al. (1999; dotted line) , and an IR surface brightness relation from Laney & Stobie (1995; dashed line) .
