INTRODUCTION

CDSS Definition
In hospital information systems (HIS), there are typically two main systems: Hospital Management Information Systems (HMIS) and Clinical Information Systems (CIS) [1] . HMIS support the hospital administration and transaction processing services while the CIS is used to support the clinical staff activities, to collect and dispose of clinical medical information, and to accumulate rich clinical knowledge. The CIS also provide clinical advice, support clinics, assistant clinical decision-making and to enhance staff efficiency. Clinical decision support systems (CDSS) are part of the CIS. It is an information system which uses expert systems and artificial intelligence (AI) technology to support clinical decision. It makes integrated diagnostic and medical advice bases on the collected patients' information, providing reference for the clinical medical officers.
Key Functions
Clinical decision support systems vary greatly in their complexity, function, and application. A Recent study [2] on health care information management four key functions of CDSS were outlined as follows: 1) Administrative: Supporting clinical coding and documentation, authorization of procedures, and referrals.
2) Managing clinical complexity and details: Keeping patients on research and chemotherapy protocols; tracking orders, referrals follow-up, and preventive care.
3) Cost control: Monitoring medication orders; avoiding duplicate or unnecessary tests. 4) Decision support: Supporting clinical diagnosis and treatment plan processes; and promoting use of best practices, condition-specific guidelines, and population-based management.
Our project will focus on item four, the decision support function and, in particular, utilization of historical laboratory data and outcome data processed through artificial intelligence tools. The combination of historical data and predictive tools provides valuable information in the hands of physicians as they develop a course of treatment for a patient.
BACKGROUND: AI TECHNIQUE IN CDSS
Decisions about medical treatment are best made by a trained and experienced physician. These decision makers can benefit from historical data and artificial intelligence tools. Today the importance of diagnosis as a task requiring computer support in routine clinical situations receives much less emphasis. The strict focus on the medical setting has now broadened across the healthcare spectrum, and instead of AI Medical systems, it is more typical to describe them as CDSS [3] .
In our project, we evaluated and compared two techniques that will be core forecasting tools in a CDSS, which are Data Mining and Neural Networks. The main purpose of doing data mining and knowledge discovery on the medical database is to predict disease and disease classification. Classification and prediction are two forms of data analysis which can be used to describe the model of the important data type or predict the future trends of the data [5] .
Commonly used data mining algorithms are: association rules, decision trees, rough sets, statistical analysis, neural networks, support vector machines, fuzzy clustering, Case-Based Reasoning (CBR), Bayesian forecasting and visualization technology [6] . The common methods used in auxiliary diagnosis of clinical disease are 1) Bayes discriminate analysis 2) artificial neural network 3) decision tree.
However within the context of the study, the focus will be concentrated on decision tree and neural network.
Decision Tree
The decision tree is a very efficient machine learning classification algorithm. It is the origin in the concept of learning systems CLS, and then progress to ID3 method. In the end, it evolved to c5.0 which can handle continuous attributes. Well-known decision tree methods are CART and Assistant [5] .
Decision tree learning uses a decision tree as a predictive model which maps observations about an item to conclusions about the item's target value. In these tree structures, leaves represent classifications and branches represent conjunctions of features that lead to those classifications. One of the biggest advantages of the method is that the learning process does not require the user to understand a lot of background knowledge [6] .
Nonetheless, data mining is a complex process to identify the useful information from large data sets. Although it is common to focus on the development, analysis and application of algorithms, the data selection and data pre-processing are the most timeconsuming activity in the entire data mining process, which affects the process and results [6] .
Neural Network
Artificial Neural Networks have been proven to build efficient rule extraction/classification and forecasting applications. They provide a powerful non-linear machine learning techniques and are able to extract relevant features from large data sets. They are able to utilize and compare equally quantitative and qualitative data which is common in the clinical environments [7] . Neural Networks can handle redundant features as weights are learned from the training data.
The primary disadvantage of neural networks is that they will always arrive at a solution for any data set. This means that the quality of the resulting model is highly dependent on the quality and breath of the training data. It is easy to over-train the model, so that it can only predict the training data set. This can be minimized by assuring that convergence stopping strategies are effective and that the training data set is representative of the solutions space. Also, the resulting neural network solution is simply a node structure with inter-node weights. This requires validation of the output by additional statistical methods (i.e. decision trees) that are more understandable by subject matter experts.
AI ASSISTED CLINICAL DECISION SUPPORT SYSTEM
This study will focus on the demonstration and incorporation of neural network and decision tree techniques into a Clinical Decision Support System. These two AI techniques were selected because of their complementary attributes. Neural networks provide little definition of their predictive result, while decision tree output provides clear connections to historical data. Both methods will provide different information to the physician. Other AI methods should be considered in future work. The database we plan on using for this study was collected at Chiba University hospital in Japan, and is a Practice of Knowledge Discovery in Databases (PKDD) 2005 Discovery Challenge dataset [11] . The data set contains patient data, laboratory data, and liver biopsies data on 771 hepatitis B and C patients. The goal will be to evaluate whether laboratory examinations can be used to estimate the stage of liver fibrosis. If this is possible, physicians may be able to use laboratory examinations as substitutes for biopsies and to aid in the treatment scenario. Liver biopsy is an invasive procedure and entails risk to patients. Decision tree and neural network methods based on a historical dataset will aid physicians in the development of treatment plans for Hepatitis patients.
The overall architectural representation of the system is shown in Figure 1 .
The system is designed to be utilized by a physician to assist them in the development of a treatment plan for Hepatitis B and Hepatitis C patients. This system addresses an important question for the treatment -"Should a liver biopsy procedure be conducted?" This procedure provides important information on the advancement of the disease and fibrosis formation which are the key outcome measures. These fibrosis stage results determine the treatment protocol. This study attempts to predict fibrosis stage base on laboratory and patient data. The methodology and approach of processing data, applying AI techniques, and development of the resulting knowledge base can be utilized as a pattern for other medical treatment needs represented in a CDSS.
Data Processing and Cleaning
The sample hepatitis data set for our study is derived from the ECML/PKDD 2005 Discovery Challenge found at [11]:
The hepatitis dataset contains the results of laboratory examinations taken on the patients of hepatitis B and C, who were admitted to Chiba University Hospital in Japan. Hepatitis A, B and C are virus infections that affect the liver of the patient. Hepatitis B and C chronically inflame the hepatocyte, whereas hepatitis A acutely inflames it. Hepatitis B and C are especially important because they have a potential risk of developing liver cirrhosis or hepatocarcinoma. An indicator that can be used to know the risk of cirrhosis or hepatocarcinoma is fibrosis of hepatocyte. For instance, liver cirrhosis is characterized as the terminal stage of liver fibrosis.
We utilized three tables for our study, as show in Tables 1-3, below:
The MID field provided a common link between the three tables. Since the question we were addressing is to evaluate whether laboratory examinations can be used to estimate the stage of liver fibrosis our goal was to obtain one table that contained patient information, fibrosis stage and laboratory data. We chose to utilize in-hospital laboratory data, as it was more complete and we felt it would have better controls on quality and consistency.
Because of the large volume of data all files were translated into MS Access tables to process. The following steps were utilized: 1) Select all records from 
Methods and Analysis
The objective is to use the decision tree and neural networks to predict fibrosis stage from patient data and laboratory data. We have a data set (see data preparation) of 424 historical that we will use to train and validate a decision tree model and a neural network model. Table 4 is a map of the data we will be using.
Decision Tree Analysis
Data Mining is an analytic process designed to explore data (usually large amounts of data -typically business or market related) in search of consistent patterns and/or systematic relationships between variables, and then to validate the findings by applying the detected patterns to new subsets of data. Decision Tree's are one methodology utilized in the data mining set of tools. The ultimate goal of data mining is prediction -and predictive data mining is the most common type of data mining. For the project, Weka 3.4 [9] which is a collection of machine learning algorithms for data mining tasks is used. The algorithms can either be applied directly to a dataset or called from your own code. Weka contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization. It is also well-suited for developing new machine learning schemes. It also provides Decision Tree capability that we will use in this study.
Decision Tree Testing Procedure
Step 1: Data preprocessing
The input data file needs to be organized in the form of ARFF in order to be processed in the Weka environment. In the file, all the values for the attributes needed to be filled in. If there is any missing value for an attribute, a "?" is used for substitution.
The Figure 2 shows the attributes and the patient's information whose Masked ID is 1. In the input file, even the data for the predicted attribute Biopsy Fibrosis needs to be completed for the training data set. For the analysis 392 patients' information was used to develop the decision tree module and predict the other 32 patients' fibrosis stage.
The remaining 32 patients' data was formatted into a test ARFF file. In this file the fibrosis is substituted with a "?". Figure 3 , below shows the patient's information whose MID is 907.
Step 2: Build the Model and get Decision Tree We used the C4.5 algorithm to construct the decision tree. The root node is the Biopsy Fibrosis with five branches which present the 5 levels where the different laboratory values and patient characteristic are assigned one level at a time. Figure 4 shows a graphical presentation of the complete decision tree model of the data set. The Figure 5 shows a graphical presentation of the branch of the decision tree model where CHE <= 4.48. Step 3: Prediction The result of predicting the values with the constructed decision tree model is shown in Table 5 . The table contains 32 patients' fibrosis stage values; the first column is the actual fibrosis stage, α, from the biopsy; the second is the predict values, β, by the decision tree model; and the third column shows the difference, γ = α -β.
The decision tree model results showed an accuracy of 37.5% (12/32) of correct fibroid prediction. Predicting fibrosis values within a range of +or -one of the actual fibroid stage showed an accuracy of 91% (29/32).
Suggestions to Improve Decision Tree
Accuracy 1) An increase in the number of training data examples will increase the correctness. Hence we can get a more powerful model, if we have a comprehensive training data set.
2) It is possible that obtaining additional laboratory attributes will increase the correctness. We were able to use only 16 laboratory attributes to predict the result. This was limited by the original data availability. We deleted some laboratory data since the incomplete data may also affect the test result.
3) The parameter setting for the decision tree algorithm utilized by Weka software is entered manually. We used the default value for the test because of limited time for the analysis. We may be able to improve results by testing additional parameters.
Neural Network Analysis
Artificial neural networks (ANNs) are systems that are constructed to use some organizational principles resembling those of the human brain. They are information processing systems that demonstrate the ability to learn, recall, and generalize from training patterns or data. ANNs are good at tasks such as pattern matching and classification, data clustering, and forecasting. 
For the experiment we used a freeware tool called Neuro 3 [10] which uses the back propagation neural network (BPN). The term backpropagation refers to the training method by which the weights of the network connection are adjusted. The calculations procedure is feedforward, from input layer through hidden layers to output layer. During training, the calculated outputs are compared with the desired values, and then the errors are backpropagated to correct all weight factors.
All Training factors are defined by the users, including  Number Hidden Layers  The Threshold Value  Transfer functions  Learning Rate  Momentum Coefficient  Maximum Iterations  Convergence Criteria Network and training parameters are stored in scenario files and on projects spreadsheets which may be copied and pasted to other spreadsheet programs.
Neural Network Testing Procedures
The process for testing the predictive capabilities of the Neural Network includes the following steps:
Step 1. Divide the historical data set into a Training Data Set and a Prediction Data Set. 
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Step 2. Define the Neural Net architecture. The number of input nodes is defined by our 19 input (three patient data parameters and 16 laboratory parameters) parameters. And we have one output node (fibroid stage). The number of nodes in the hidden Layer is shown in the Figure 6 .
Step 3. Define the run parameters. For this study we will only adjust the number of iterations that the error will be calculated and the weight adjusted. This error calculation and backpropagation will be executed 10,000 or 30,000 times.
Step 4. Run the neural network model on the training data set. The Neuro 3 tool provides a R-squared value and Sum of Errors for the training data set that provides some indication of the goodness of the model. A example of the Neuro 3 screen is shown in Figure 7 .
Step 5. Utilize the trained neural network in Neuro 3 to predict the fibrosis stage for the prediction data set. Evaluate the goodness of fit by evaluating the percent of predictions that were correct, and that were within plus or minus 1, 2, or 3.
Step 6. Adjust the parameters in Step 1 through
Step 5 until the optimal fit is achieved.
Step 7. Utilize the final selected model and train this model with all 424 historical data elements. Identify any deficiencies in the process or items that would be helpful for future work.
Testing and Validation Results
Eleven neural network models were generated. The best fitting model is Run Number 8, a 19-4-1 architecture trained with 10,000 iterations. This model provides fairly good predictive capabilities with 56% of predictions being correct (γ= α -β = 0) and 90% being within +/-one fibroid stage (γ= α -β = ± 1). The run statistics are show below in Table 6 .
The process of testing and validation of results revealed the following future considerations:
First, the increase in the amount of training data would greatly improve the predictive capability of the tool. This can be observed comparing Run Number 1 to Run Number 6. The application should allow for inclusion of additional data.
Second, additional data elements may increase the predictive capabilities of the tool. We only had sufficient data coverage for 16 laboratory data elements. Additional laboratory data elements should be acquired and evaluated utilizing these techniques.
Third, the analysis tools and selection of neural network architecture and run parameters was selected manually. This was a limitation of time available for this study. Automated analysis techniques and hybrid techniques combining neural network and genetic algorithms should be considered. An illustration of the sensitivity of predictive capabilities to hidden layer nodes shows in the Figure 8 below. The vertical axis shows the percent of patients that the neural network predicted the correct fibrosis stage. The horizontal axis shows the number of hidden nodes specified in the neural network model, indicating that the accuracy of prediction is very sensitive to the number of hidden nodes in the model.
CONCLUSIONS
We have completed the development of a prototype that utilizes publically available patient data to address a single clinical decision-the prediction of fibrosis stage shown in Figure 9 . The near-term customers for our project prototype are clinicians treating Hepatitis B and C patients.
Currently the key diagnostic tool in assessing the degree of liver disease in these patients is a liver biopsy. This procedure is invasive and requires the physician to extract a small amount of the patient's liver using a fine needle and a suction syringe. While complications rates are low, < 3%, when they do occur they have large impacts. Also these procedures are expensive ($ 2,000 -$ 4,000 per test). Within the past several years several non-invasive tests have been developed as alternatives to biopsies. These tests generally require use of ultra sound equipment and/or specialized/proprietary blood test. These include: FibroScan, FIBROSpect II, FibroTest, FibroTest-ActiTest, and HCV-FibroSure. Cost for these test range from $ 400 to $ 700 [8] .
The advantage of our method is that only standard liver panel blood tests are required to make the prediction of liver fibrosis. This provides low cost testing without any additional impact to the patient. Beyond the specific application in our prototype, linking AI tools with clinical decision support systems has wide applicability for other medical and healthcare solutions. We have utilized Visual Studio 2008 for our prototype. With continued modifications beyond the prototype, we will utilize SQL Server 2008. Additionally we are utilizing two open source analytic tools for the AI component of our project. Namely, we are using "Neuro 3" a Visual Basic application for the neural network application and "Weka" for the decision tree portion of our project. 
