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Abstract
One frequently performed task based on topologically created models in the domain of control engineering is the 
design of a filter for state and parameter estimation. However, designing such a filter is an error-prone and difficult 
process even in the case of a well-known model. In fact, the control engineer using such a model may not know all 
relevant details (e.g. nonlinearities) that are obligatory in order to get appropriate estimations. Thus, this paper 
presents a solution to automatically design a filter for state and parameter estimation for unknown models based on 
sigma-point filters [2], achieving a higher accuracy especially for models with major nonlinearities. This task is 
carried out by means of a graphical user interface (GUI) in Matlab. The GUI is designed as a step-by-step tool that 
guides the user through all necessary steps in order to receive appropriate parameters for the underlying filter 
algorithms. The algorithms are based on an Unscented Kalman Filter (UKF), which will be described and 
illuminated. Eventually, the whole process of designing a filter by the help of the GUI will be evaluated on an 
exemplary model.
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1. Introduction
Due to the permanently increasing demands on modern mechatronic systems and their growing complexity, 
design methodologies have to be improved – cf. the ENTIME methodology [1]. Because of this tool support and 
since the development process is split into various steps, details about the created models are often unknown to the 
control engineer working with them.
Designing a filter for state and parameter estimation is an important and frequently done task for mechatronic 
systems like lane assists in the automotive industry or self-optimizing washing machines, etc. Since models of these 
systems are more and more often developed with tools like Dymola, the engineer working with these models may 
not have profound knowledge about the model (e.g. nonlinearities). Besides, a model can be unknown if the control 
engineer uses libraries created by experts that mask model details. Or suppliers, especially in the automotive 
industry, provide a model that has to be used. Therefore, it is very difficult to find an appropriate filter and its 
design-parameters.
One thing that has been done in recent projects [3] is the embedding of models as a black-box into sigma-point 
filters. Thereby, filters can be designed without any further knowledge of the model because the model is only used 
to propagate the sigma-points. Another advantage of these sigma-point filters is that nonlinearities of a model do not 
have to be linearized because the sigma-points will be propagated through the true function of the model [4, 5]. In 
fact, the sigma-points, capturing the true mean and covariance of the random variable that is propagated through the 
model, do not underlie any errors made by previous approximations. The two most common sigma-point Kalman 
filters are the Unscented Kalman Filter and the Central Difference Kalman Filter [4]. 
Once a filter is chosen, there are also a lot of possibilities to manually adapt these filters for example by changing 
the covariances of the measurements and/or the model or to adapt design parameters that can, for example, eliminate 
the effect of higher order statistical moments [4].
In fact, it would be handy to have a tool that could guide the (even unexperienced) user to easily design an 
optimal filter for a model that can finally be exported to real-time hardware. 
This paper shows a solution based on a graphical user interface (GUI) programmed in Matlab. The tool guides 
the user step-by-step through all the necessary operations to be able to implement a model and design an optimal 
filter for real-time hardware.
In the following, the basic concept of sigma-point filters will be described and illuminated with respect to the 
Unscented Kalman Filter (UKF). Afterwards, the methodology for designing a filter with a maximum degree of
automization but with the possibility to manually intervene will be described.
Finally, an example will be shown to see how the GUI works on a specific model.
2. Sigma-Point Filters
Given a model with distinct nonlinearities, a filter like the Extended Kalman Filter (EKF) is not able to generate 
appropriate results [6]. This is because the EKF only uses the first order terms of the Taylor series linearization 
causing large errors in the posterior state and parameter estimation [4]. Furthermore, the EKF can become instable 
when there are discontinuities in the system (e.g. jumps). Then, the Jacobian matrix does not exist and the EKF fails 
to run [5]. To address these drawbacks of the EKF and to improve robustness and accuracy, the sigma-point filters 
are introduced.  In contrast to a Taylor series linearization, the nonlinear function will be approximated by a 
probability density function. That is why the estimation does not underlie any errors made by previous 
approximations [6]. 
Considering a random variable ݔ with the dimension ܮ that will be propagated through a nonlinear function, the 
mean and covariance will be captured. Therefore, a set of weighted samples, the so-called sigma-points, is 
introduced. A selection scheme for these sigma-points is the unscented transformation [4].
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2.1. The Unscented Transformation
The unscented transformation (UT) satisfies the need that the sigma-points capture the true mean and covariance 
of the variable ݔ [4]. A set of sigma-points is consisting of 2ܮ + 1 vectors and their associated weights:
ܵ = {ݓ௜ , ௜ܺ;  ݅ = 0,1, … ,2ܮ}                                       (1)
The following selection scheme for the sigma-points is based on the work of [4]:
ܺ଴ = ݔ               ݓ଴ = ఑௅ା఑ ݅ = 0                                       (2)   
௜ܺ = ݔ + (ඥ(ܮ + ߢ) ௫ܲ)௜ ݓ௜ = ଵଶ(௅ା఑) ݅ = 1, … , ܮ                                       (3)     
௜ܺ = ݔ െ (ඥ(ܮ + ߢ) ௫ܲ)௜ ݓ௜ = ଵଶ(௅ା఑) ݅ = ܮ + 1, … ,2ܮ                         (4)
To get an unbiased estimation, the weightings have to fulfil the following condition:
σ W(i)=12Li=0                         (5)
The weightings can be either negative or positive values. Under the assumption that a set of samples can be 
generated that captures the first two statistical moments of a random variable, the unscented transformation is a 
method to generate the a posteriori states and covariances of this variable [4].
To account for major nonlinearities, the parameter ߢ is introduced. If this parameter is chosen to be greater than 
zero, the sigma-points will be scaled further away from the state vector and vice versa [4]. In case that 
ߢ = 3 െ dim (ݔ) < 0, the weightings will become negative and the covariance matrix will become negative semi 
definite [4]. In fact, the UT cannot be executed anymore. Therefore, the scaled UT was introduced.
2.2. The Scaled Unscented Transformation
The Scaled Unscented Transformation replaces the set of sigma-points by a new set of sigma-points calculated as 
follows:
௜ܺ
ᇱ = ܺ଴ + ߙ( ௜ܺ െ ܺ଴)     ݅ = 0, … ,2ܮ                                       (6)
Here, ௜ܺ are the sigma-points and ௜ܺᇱ are the new, scaled, sigma-points. The scaling factor ߙ can minimize the effect 
of higher order statistical moments [4]. Thereby, it can be ensured that the covariance matrix will not become 
negative semi definite.
The choosing and scaling of the sigma-points can be simplified by setting a new parameter ߣ which reduces the 
number of calculations [4]. The following formulas show how the sigma-points are chosen and weighted:
ߣ = ߙଶ(ܮ + ߢ) െ ܮ ,with 0 < ߙ < 1                                     (7)
ܺ଴ = ݔ ݓ଴(௠) = ఒ௅ାఒ ݓ଴
(௖) = ఒ
௅ାఒ
+ (1 െ ߙଶ + ߚ) ݅ = 0                              (8)  
௜ܺ = ݔ + (ඥ(ܮ + ߣ) ௫ܲ)௜ ݓ௜(௠) = ݓ௜(௖) = ଵଶ(௅ାఒ) ݅ = 1, … , ܮ                         (9)
௜ܺ = ݔ െ (ඥ(ܮ + ߣ) ௫ܲ)௜ ݓ௜(௠) = ݓ௜(௖) = ଵଶ(௅ାఒ)              ݅ = ܮ + 1, … ,2ܮ                       (10)
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The weighting of the zeroth sigma-point directly influences the magnitude of the error in higher order statistical 
moments for prior probability distributions [4].
Moreover, a third parameter ߚ will be introduced to influence the weighting of the zeroth sigma-point for the 
calculation of the covariance. This minimizes the error of higher orders, like the kurtosis, as well if a priori 
knowledge about the distribution of the state vector exists [4]. 
A very common algorithm that is based on the UT is the Unscented Kalman Filter (UKF) which will be presented 
in the next chapter. Another common sigma-point Kalman filter is the Central Difference Kalman Filter (CDKF). 
The CDKF will not be presented here, but for further information the interested reader is referred to the article of 
Rudolph van der Merwe [4].
2.3. The Unscented Kalman Filter
Based on the unscented transformation (UT), the UKF is a Kalman filter using sigma-points to estimate states 
and parameters. 
Apart from the advantage that the filter can be designed independently from the observer model [4], a drawback 
of this filter is that its accuracy and robustness is dependent on some design parameters (described in chapter 2.2). 
These parameters can be set more accurately the more you know about the model in advance (like nonlinearities, 
etc.). 
2.3.1. Algorithm of the UKF
First of all, a new state vector will be defined that is created by combining the old state vector ݔ with the vectors 
of the process noise ݒ and the measurement noise ݊:
         ݔ௞௔ = [ݔ௞ ݒ௞ ݊௞]் (11)
The variable ݇ symbolizes the current time step and ܽ stands for the augmented new state vector.
Since the state vector has an increased dimension, the covariance matrix also has to be augmented by the process 
noise and measurement noise covariances.
After an initialization of the state vector and the covariance matrix the algorithm can be divided into four steps. 
In the first step, the sigma-points will be chosen. This will be done, using equations (8), (9) and (10).
In a second step, an a priori transformation of the sigma-points through the nonlinear function ݂ takes place. This 
is also called the time-update [4].
ܺ௞
௫,ି = ݂(ܺ௞ିଵ௫ ,ܺ௞ିଵ௩ ,ݑ௞ିଵ) (12)
ݔො௞ି = σ  ௜ܹ(௠) ௜ܺ௫,ିଶௐ௜ୀ଴ (13)
௫ܲ,௞ି = σ ௜ܹ(௖)( ௜ܺ,௞௫,ି െ ݔො௞ି)( ௜ܺ,௞௫,ି െ ݔො௞ି)்ଶௐ௜ୀ଴ (14)
Whereas equation (13) describes the calculation of the a priori state vector, equation (14) describes the 
calculation of the a priori error covariance matrix. The vector ݑ represents the known input to the system. The third 
step is to transform the sigma-points through the measurement function ݄ and to calculate the estimated 
measurement (equation (16)). This is called the measurement update [4]. 
ܼ௞ି = ݄(ܺ௞௫,ି,ܺ௞ିଵ௡ ) (15)
ݖƸ௞ି = σ ௜ܹ(௠)ܼ௜ିଶ௪௜ୀ଴ (16)
௭ܲ,෥௞ = σ ௜ܹ(௖)(ଶ௪௜ୀ଴ ܼ௜,௞ି െ ݖƸ௞ି)(ܼ௜,௞ି െ ݖƸ௞ି)் (17)
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௫ܲ௭,෥௞ = σ ௜ܹ(௖)( ௜ܺ,௞௫,ିଶ௪௜ୀ଴ െ ݔො௞ି)(ܼ௜,௞ି െ ݖƸ௞ି)் (18)
Finally, the Kalman matrix ܭ will be calculated to generate the new estimation for the state vector (equation (20)) 
and the covariance matrix (equation (21)):
ܭ௞ = ,ܲ௫௭,෥௞( ,ܲ௭,෥௞)ିଵ (19)
ݔො௞ = ݔො௞ି + ܭ௞(ݖ௞ െ ݖƸ௞ି) (20)
        ௫ܲ,௞ = ௫ܲ,௞ି െ ܭ௞ ௭ܲ,෥௞ܭ௞் (21)
Concerning the computational time of the UKF, it is important to know that the computational time is mainly 
depending on the number of sigma-points [7]. This is why the so-called spherical simplex UKF was introduced and 
presented by Julier [7].
2.3.2. The Symmetric and Spherical Simplex UKF
Since the computational cost of the unscented transformation increases with the number of sigma-points, the 
spherical simplex method only uses ܮ + 2 sigma-points whereas the symmetric method uses 2ܮ + 1 sigma-points. 
Nevertheless, this reduced set of sigma-points completely captures the mean and covariance of the random variable 
ݔ [7]. In the spherical simplex method the hypothesis is made that except for a starting value all the other sigma-
points should be lying on a hypershere that is centred around the starting value. This is why all the sigma-points are 
equally weighted since they should all have the same distance to the centre [7]. The greatest advantage of the 
spherical simplex strategy is the reduction of the computational time. In [8] it is shown that this strategy reduces the 
computation time by around 10 percent which is important for real-time applications. Although it seems as if the 
spherical UKF could replace the symmetric UKF completely, the symmetric UKF performs slightly better in terms 
of accuracy and is therefore still an option. This is because the spherical simplex sigma-points were chosen to 
minimize the third order statistical moments and are only accurate to the second order [7].
3. Filter Design
The preceding chapters pointed out how important it is to choose appropriate design parameters ߠ = {ߙ,ߚ, ߢ} for 
the Unscented Kalman Filter. In the worst case, the filter can become numerically instable if these parameters are 
inaccurate. This is also called a sigma-point collapse in [9]. Aside from these design parameters, it is also important 
to mention that the covariances have a vital impact on the accuracy and robustness of the filter as well - especially 
for distinct nonlinearities. Without knowledge about the measurements, choosing the right covariances is a very 
error-prone process. In fact, setting different covariances should not be too difficult and time consuming. This is 
where the GUI supports the user to easily set and change all the necessary covariance matrices. This process is 
further described in chapter 5.
4. Model Integration
Before the actual tool is presented, the model integration process will shortly be illuminated. For further 
information, a detailed description can be found in [3]. Since models are more and more often generated with the 
help of tools, an elegant way to exchange models between these simulation tools, namely Dymola and Matlab, is 
presented in [3]. Hence, the model created with Dymola can be exported as a so-called functional mock-up unit 
(FMU), providing all necessary functions that are needed for further work on the model. Moreover, the FMU,
consisting of a system-describing XML file and a DLL file, includes all information about the states (like the 
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number and initial starting values) as well as input and output data. Additionally, parameters can be identified when 
they were labeled in the modelling process [3]. Moreover, there are two options to export the FMU: either as a Co-
Simulation, already including a solver, or as a Model Exchange without any solver. With the FMU being exported 
from Dymola and given to the control engineer that wants to design a filter for the model, the GUI can then be 
applied.
5. The GUI
By means of the GUI, even inexperienced users should be enabled to design a filter for unknown, non-analytical 
models with major nonlinearities without any expert knowledge about the underlying filter algorithms. The 
integration of the model into the filter algorithm is automated by importing a FMU (see chapter 4). Moreover, tuning 
the filter is a problem specific task and typically can only be done if the model nonlinearities are well known. In this 
approach, the design and tuning process as well as all necessary parameters for the filter like the process and 
measurement noise are also determined automatically based on the given model and the starting scenario.
Following the step-by-step procedure of the GUI (see Fig.1), the first step of the user is to load a topologically 
built model from Dymola into Matlab. This is done by the interface including the model as a functional mock-up
unit. Once the FMU is loaded, the GUI offers the possibility to show details about it. Namely, the user can see the 
dimensions of the states, the parameters, the inputs and the outputs. Additionally, not only the names of the states 
and parameters are visible but also their initial values. Thereby, the user can directly check if the initial values are 
appropriate or if they have to be adapted. 
In a next step, the user can also load input and output variables like measurement and input data before the filter
algorithms are chosen. This is needed, for example, to have an input for the FMU or to check whether the model and 
the measurements are matching. After loading the I/O-data, the user is again able to check what has been loaded. For 
example, states or parameters of the I/O-data can be plotted and the measurement sample time as well as the total 
measurement time can be checked.
Afterwards, a model check can be performed which is comparing the measurements given with the 
measurements generated by running the inputs on the loaded model. Thus, the user can view if the generated 
(unfiltered) states are comparable with the actual states. 
As the import of the model and I/O-Data is completed, the following steps are concerning the actual state and 
parameter estimation. 
First of all, the user can choose the filter algorithms (step 4 in Fig.1). These algorithms are used to estimate the 
states and parameters. At the beginning, the filter algorithm for the state estimation is chosen. There are many 
variants between which the user can choose (e.g. the UKF or the CDKF). Additionally, each algorithm is listed 
together with some information, showing the user how the algorithm performs with respect to accuracy and 
computational time. 
In case that a parameter estimation should be performed as well, this can be achieved by simply clicking a 
checkbox. This will also enable the user to select particular parameters to be estimated. Once a parameter is 
selected, it is possible to change its settings like the initial value or lower and upper bounds. These bounds are very 
useful to improve the robustness of the filter since the estimation cannot drift to unrealistic values anymore (e.g. 
negative masses). 
If not only a state estimation but also a parameter estimation should be performed, there are two different 
frameworks how this can be achieved: the dual estimation and the joint estimation (both of them are presented in 
[4]). If the user chooses the joint estimation, the state and parameter estimation will be performed simultaneously. 
Otherwise, in case of the dual estimation, the parameter and state estimation is done separately [10]. This is why the 
user has to choose a second filter algorithm for the parameter estimation if the dual estimation is chosen. Both of 
these two methods have their advantages and disadvantages. If the user wants to have less computational time and 
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can deal with a slightly less accurate estimation, the dual estimation should be chosen. The joint estimation also 
takes into account the cross-covariances which results in a better accuracy but slower performance [4]. 
Subsequently, the user can set the covariances (e.g. the covariances of the process or of the measurements). 
These have a vital impact on the accuracy and robustness of the filter. This will be further evaluated in the 
proceeding chapter. Since it is a very time consuming process to manually adapt every covariance matrix separately, 
the option of easily setting different covariances is an important feature of the GUI. The user can simply click a 
particular covariance that has to be changed. Then, a window will show up, containing the covariance matrix where 
each value can be set by selecting an element of the matrix and setting a new (more appropriate) value. Besides, it is 
also possible to automatically generate the covariance matrices of the process and measurement noise. The user can 
use a slider to select whether the covariances should be set so that the algorithm either trusts the measurements or 
the estimations more.
Whereas it is also very time consuming or even impossible to define different design parameters manually for the 
UKF to get more accuracy, a problem specific set of optimized design parameters can automatically be calculated 
via a Gaussian process optimization (step 6 in Fig.1). This optimization generates design parameters that are optimal 
with respect to minimizing a cost function [3]. For more information on how this optimization works exactly, the 
interested reader is referred to [3]. 
After this step, the user can view some plots of the actual states (and parameters) compared to the estimated ones. 
These plots represent a comparison between the actual states and the states estimated by the selected filter algorithm. 
In case of inappropriate estimations, the user can return to steps 4, 5 and 6 of Fig.1 and set, for example, other 
covariances, design parameters or even a completely different filter algorithm. Otherwise, if the user is satisfied with 
the results, the next step can be a check of robustness. This is done for verification of the designed filter. The user 
can load another FMU and different I/O-Data to check whether the simulation is plausible. 
Finally, the designed filter layout can be transformed into C-code for real-time hardware.
6. Results
The GUI presented will be applied on an illustrative example which is a simple double pendulum that is attached 
to a trolley. The system has 6 states: the relative rotation angles (߮ଵ,߮ଶ) and the relative angular velocities (ݓଵ,ݓଶ)
of the pendulum as well as the absolute velocity ݒ଴ and the position ݏ଴ of the trolley. With the help of the following 
plots (Fig. 3 (a) and Fig. 3 (b)), one can see how the choice of different design-parameters and covariance matrices 
affects the accuracy of the estimation.
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Fig. 1. Step-by-step procedure of the GUI.
First, the model check is performed (Fig. 3 (a)). One can see that the unfiltered states generated by the model 
check are not really accurate compared to the actual states. In a next step, the effect of changing a covariance matrix 
is shown (Fig. 3 (b)). In this case, only the covariance matrix of the states was changed but the effect is very 
significant. Whereas estimation 1 (ݔ௘௦௧௜௠௔௧௘ଵ ) is really accurate (except for the end of the simulation time), 
estimation 2 (ݔ௘௦௧௜௠௔௧௘ଶ) is not following the actual states at all. Although the covariance matrix of the states was 
only increased by a factor of 10 in the second estimation, the effect is huge.
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Finally, the effect of changing the design parameters of the UKF should be examined. While the covariance 
matrices have not been changed, the design parameters ߠ = {ߙ,ߚ, ߢ} were set to the standard factors for the 
unscaled UT (ߠ = {1,2,െ3}) and in another step to some optimized values done by a Gaussian process optimization 
[3]. The effect of these parameters was only significant if the state estimation was very inaccurate. In fact, changing 
these parameters only affected the estimation in the case of a bad process covariance (ݔ௘௦௧௜௠௔௧௘ଶ). Estimation 1 
(ݔ௘௦௧௜௠௔௧௘ଵ) was not affected by changing ߠ.
7. Summary and Future Prospects
In the paper in hand, a GUI aided approach to design an optimal filter for online state and parameter estimation 
on unknown, non-analytic models was emerged and illuminated. It has been pointed out that even the inexperienced 
user can much more easily set up a filter and its design parameters to finally get an optimized filter, ready to be 
exported to real-time hardware. This feature of the presented tool will be implemented in a future version. 
Therefore, the transformation of Matlab-Code to C-Code has to be realized. Furthermore, the GUI will be extended 
by a model identification and validation sector (see Fig. 2). This part will be used to identify parameters to be able to 
set more appropriate values for user-selected parameters and to generate more accurate estimations. The preliminary
surface of the presented tool is finally shown in Fig. 2.
Fig. 2. Graphical User Interface (GUI) for an automated filter design for online state- and parameter estimation.
82   Frederik Brunstein et al. /  Procedia Technology  15 ( 2014 )  73 – 83 
Fig. 3. (a) Actual states compared to model check; (b) Actual states compared to estimations.
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