Abstract Heterogeneous networks (HetNets) have the potential to cater for the capacity requirements of mobile broadband services at reduced cost and energy consumption levels. One key aspect in HetNets is the role of the backhaul. More specifically, it is crucial for a mobile operator to understand the impact of specific technological and architectural upgrades in the mobile backhaul network on the capital and operational expenditure (i.e., CAPEX and OPEX). This paper proposes a comprehensive methodology that can be used to analyze the total cost of ownership of a number of backhaul options based on fiber, microwave, and copper technologies. The study considers both a Greenfield and a Brownfield scenario and takes into account the mobile broadband capacity requirements for the time period between years 2015 and 2025. From the results presented in the paper it can be concluded that even though microwave and fiber will be predominately used in the future, the possible migration paths leading to such fiber-and microwave-based backhaul scenarios might be different, depending upon factors such as spectrum and license costs, time to deployment, availability of equipment, and required quality of service levels.
Introduction
Heterogeneous network (HetNet) deployments are becoming more and more popular among mobile operators. The key rationale behind a HetNet deployment is to provide user coverage via macro base stations (BSs) and to guarantee high capacity to costumers only where needed via the ad hoc deployment of small cells, i.e., micro, pico, and/or femto BSs. HetNets have a number of advantages, which include reduced energy consumption both in indoor [1] and in outdoor [2] deployments. In fact, small cells consume less power than macro BSs. In addition, by using small cells to cater for capacity hot spots and to serve costumers residing indoors it is possible to reduce both the number of macro BSs needed in a given area and their transmission power, i.e., by serving mainly outdoors users macro BSs do not need to transmit anymore at very high power to penetrate walls to reach indoor customers.
The advantages of HetNet deployments come at the expense of a more complex and (possibly) more costly backhaul network, compared to the case of homogeneous mobile networks. For example, it has been shown that the total power consumption of a HetNet deployment to a large degree is affected not only by the presence of the backhaul [2] but also by its specific technological and architectural choices [3] . This means that backhaul networks take a share of the cost and of the energy consumption of mobile networks. How significant is this impact depends on the BS deployment scenario as well as on the technology and architectural choice for the backhaul itself. Currently backhaul networks are largely based on microwave, copper, and fiber. These technologies offer different advantages depending on the deployment scenario [4] . Fiber-based alternatives have a relatively high deployment cost (CAPEX) but provide long-term support in terms of offered capacity. A microwave-based backhaul is attractive in terms of short time to market, low investment in infrastructure, and simple deployment. Digital Subscriber Lines (DSLs) might be still appealing for backhauling indoor small cells in the presence of an existing copper infrastructure, bearing in mind their capacity limitations. All the above aspects become crucial for mobile operators the moment they need to make decisions on when and how to deploy their backhaul infrastructure. More specifically, operators need to understand in advance what will be the cost and the energy consumption impact of each one of these technologies (i.e., fiber, microwave, and copper) when having to deploy a completely new backhaul segment (i.e., Greenfield) or when having to upgrade an already existing one (i.e., Brownfield).
This paper presents a comprehensive methodology that can be used to analyze the total cost of ownership (TCO) of a number of backhaul network options based on fiber, copper, and microwave. The use case under examination considers an European urban scenario with both outdoor and indoor users. The latter are served by a layer of femto cells deployed inside the buildings where they reside, while the former are catered by macro BSs. The mobile broadband traffic levels considered in the study include values derived from the past 5 years (2010-2015) and also a short-to-mediumterm future outlook, i.e., requirement envisioned for the year 2016-2025. In order to consider a wide range of options, the TCO analysis presented in the paper looks at both Greenfield and Brownfield scenarios, and it also considers the case in which a new fiber-based backhaul segment can be either deployed (i.e., fiber trenching option) or rented as needed from a third-party entity (i.e., fiber leasing option). To the best of our knowledge this work is among the first presenting such a detailed TCO analysis where both Greenfield and Brownfield deployments are considered. The results derived from the study highlight that it is not possible to find a "one size fits all" backhaul solution. Even if there are no doubts that both microwave and fiber will play a predominant role in future backhaul networks, the possible migration paths might vary. This can be attributed to a number of factors, such as the presence of an existing infrastructure, spectrum and license costs, the availability of equipment, the degree of willingness to invest in a completely new infrastructure, the technological development (possibly reducing cost and power consumption of some equipment), and the quality of service (QoS) to be provided to the end-user. For example, in a Greenfield deployment fiber-based architectures are the most energy-efficient option. However, they lead to relatively high TCO values over a period of 15 years. Leasing the fiber infrastructure might help in reducing CAPEX, but if a mobile operator does not have the possibility to lease dark fibers, the use of a microwave-based backhaul can still provide low TCO values. On the other hand a microwavebased backhaul is not the best in terms of energy efficiency. In a Brownfield deployment, to maximize energy efficiency the best option is to replace immediately all the copper and microwave infrastructure with a fiber-based one. However, this requires a large investment that might not be fully compensated over a 15-year period. In fact, the migration option that leads to the lowest TCO value is based on a gradual migration take-up, where the existing copper and microwave equipment is progressively replaced with fibers.
Related work
The first set of papers addressing the design of backhaul architectures for HetNets, i.e., [3, 5, 6] , focused mostly on energy consumption evaluation.
The authors in [5] assessed the impact of the backhaul segment on the overall HetNet energy consumption under different wireless traffic levels and considering different backhaul technologies. The results presented in the paper showed that the backhaul network can play a significant role in the total power consumption of a HetNet and, more importantly, that this role becomes even more prominent with increasing values of the wireless traffic. The authors in [3] provided models to compute the power consumed by a backhaul network based on fiber (with point-to-point connections) and microwave (with point-to-point, ring, and star topologies). The results presented in the paper showed how the backhaul network is responsible for a significant part of the overall power consumption of HetNets. The authors also showed that fiber-based backhaul architectures are significantly more energy efficient than their microwave-based counterparts. Finally, the authors in [6] analyzed several backhaul options for indoor small cell based on copper, fiber, and microwave. The objective was to evaluate whether backhaul might become a bottleneck when providing mobile broadband services to indoor users. The results presented in the paper showed that the backhaul power consumption may become an issue in the case of very dense indoor small cell deployments and they highlighted how optical fiber is the most energy-efficient technology option.
While the papers just mentioned mainly focused on energy consumption modeling and estimations, there are other works that has been recently published whose aim is to assess and minimize the TCO of backhaul networks. The authors in [7] presented a technoeconomic model to calculate the TCO of HetNets that accounts for the cost of both the wireless (i.e., macro and femto BSs) and the backhaul infrastructure. The results presented in the paper show that in urban areas it is possible to reach up to 70% cost savings using indoor small cell deployments in place of traditional ones based on macro BSs. The works in [8, 9] studied both homogenous and heterogeneous wireless architectures and assessed the impact of their backhaul network on the entire TCO. The results indicate that in HetNets the backhaul network represents a considerable portion of the TCO, while in homogeneous networks, based on macro BSs only, the backhaul cost does not affect significantly the TCO. In [10] the authors evaluated a microwave-based backhaul network for small cells in terms of cost-efficiency and time required for deployment. Their results showed that point-to-point microwave is a costefficient technology to provide high backhaul capacity in short deployment times. Moreover, the authors in [4, 8, 11, 12] assessed the Capital Expenditure (CAPEX) and Operational Expenditure (OPEX) of mobile backhaul networks in several Greenfield deployment scenarios. More specifically, paper [8] assessed the economic impact of fiber and microwave backhaul solutions in the presence of low and high wireless capacity demands, while paper [11] compared the cost of different backhaul deployments based on fiber and copper in a scenario where fixed broadband access is already provided using fiber to the node solutions. Both papers considered HetNets based on small cell deployments. These results show that copper-based backhaul networks can cost up to 70% less than fiber-based backhaul networks. Finally, papers [4, 12] presented a TCO model for backhaul networks that includes a detailed CAPEX and OPEX breakdown. These studies concluded that there is a significant impact in terms of CAPEX during the first years of the wireless network deployments. However, these costs can lead to a good return of investment in the following years when the penetration rate of small cells increases.
To the best of our knowledge, the literature mainly considers Greenfield deployment scenarios where the existence of an infrastructure that can be potentially re-used to backhaul small cells is not accounted for. On the other hand, the majority of the households today are connected via copper cables used to provide Digital Subscriber Line (DSL) services. DSL is a very popular last-mile fixed broadband technology, and up to 2011, about three-fourth of the FTTX (fiber to the x = node/cabinet/building) solutions relied on DSL to connect to end-users [13] . In such a scenario it might become economically convenient to re-use as much as possible legacy DSL solutions for backhauling femto cells, especially the ones deployed indoors. We refer to these cases as Brownfield backhaul deployments.
The contribution of this paper is twofold. It combines the work of [6] and [4] by analyzing both the power consumption and the TCO value of different backhaul architectures in a Greenfield scenario. This allows new important considerations, with respect to the ones already discussed in [6] and [4] . Second, this paper presents and compares the power consumption and the TCO value of different migration options for backhaul networks in a number of Brownfield deployment scenarios. This is a new and important contribution because it shows how different migration paths can lead to very different power consumption levels and TCO values. These new results can help mobile network operators to understand: (i) which is the best way to deploy/upgrade their current backhaul network infrastructure, and (ii) how to choose (when needed) the most energy-and cost-efficient migration paths.
TCO assessment methodology
This section provides an overview of the proposed methodology for assessing the TCO of mobile backhaul networks. The methodology is divided into four phases (Fig. 1) .
The first phase is the traffic demand estimation. It is used to compute the expected wireless traffic requirements in the deployment area for a given year. The inputs are the population density and other relevant data describing the network and service usage such as: the number of active mobile subscribers, the user profile (e.g., heavy or ordinary), the daily traffic variation, and the penetration rate of different mobile terminals. Using the long-term large-scale traffic model proposed in [6] this phase returns the value of the area traffic demand.
The second phase is the wireless deployment. It is used to determine the number of BSs to be deployed in the area. In this case the inputs are the area traffic demand from the previous step in addition to other parameters related to the wireless network technologies to be used, i.e., the capacity of all BS types and the penetration rate of the small cells [6] . Accordingly, it is possible to obtain the number of macro BSs and small cells required to cover the area and to satisfy the wireless traffic requirements of a given year.
The third phase can be of two types. The first one called backhaul deployment refers to a Greenfield scenario where no pre-existing backhaul infrastructure is present in the area. The second one called backhaul migration refers to a Brownfield scenario where there is a pre-existing infrastructure that can be re-used for backhauling small cells. For the backhaul deployment case the inputs are: the output of the wireless network deployment step, the peak capacity of both macro BSs and small cells, the backhaul architecture, and the transmission/switching capacity of the backhaul equipment. For the backhaul migration case there is an additional input, i.e., the description of the technical details of the already existing infrastructure that can be used for backhauling small cells. For both options the output is the number of network devices (e.g., microwave antennas, optical transceivers, and DSL modems) that will have to be deployed in the area.
Finally, the last phase is the total cost of ownership evaluation that returns the overall TCO of the backhaul network. Besides the output of the previous phase, the inputs for this step are: the cost of the equipment in the backhaul network and the cost of other related assets (e.g., energy consumption, fiber trenching, and spectrum leasing). The details of the model utilized to evaluate the total TCO of the backhaul network (which includes both CAPEX and OPEX) are provided in the next section.
TCO assessment model
We provide a detailed description of the TCO assessment methodology introduced in the previous section, and we present the analytic models adopted in our study. First we describe in details the traffic estimation model, then we present the wireless and backhaul network deployment strategy, and we conclude with the detailed description of the TCO evaluation model. The notations used in this section are summarized in Table 1 .
Traffic demand estimation
In this paper we use the traffic model presented in [6] and [14] to estimate the area traffic demand for a given year. Firstly, we calculate the daily area traffic demand R(t) as: where ρ represents the population density in the area and α(t) represents the percentage of active mobile users at a given time of the day t. The term k indicates the terminal type, and N op represents the number of mobile operators serving the area. Finally, r k and s k represent the average data rate for terminal type k and the fraction of the subscribers using terminal type k, respectively. We consider three different terminal types, i.e., laptop, tablet, and smartphone [14] . The users are divided into two groups, i.e., heavy and ordinary users, where the capacity requirements of an ordinary user are lower than those of a heavy user [14] . Based on the assumption that h% of the subscribers are classified as heavy users, the average data rate generated by terminal type k can be defined as:
where r heavy k
[Mbps] and r ordinary k
[Mbps] represent the average data rate generated by a heavy and an ordinary user, respectively.
Using Eqs. (1) and (2) in combination with the forecasted values of the other parameters (i.e., h, N op , s k , r heavy k , and r ordinary k ) it is possible to calculate the daily area traffic demand for a given year. In our study we design the wireless and backhaul networks in order to support the peak daily area traffic demand τ (Mbps/km 2 ) = max t (R(t)), which corresponds to the case α(t) = α max .
Wireless deployment
There are several possible choices for which wireless network architectures could be deployed to satisfy the area traffic demand. They depend on the combination of BS type used (e.g., macro, micro, pico, and femto). In this paper we consider a wireless network architecture that consists of both outdoor macro and indoor femto BSs. We assume that the macro BSs are deployed by the network operator at the rooftops, while the femto BSs are deployed by the end-users in their apartments.
The number of deployed femto BSs (N femto ) is given as a function of the femto penetration rate (η) and the total number of apartments (N ap ) in the area: N femto = N ap η. It is assumed that the apartments are uniformly distributed in N b buildings. Since the macro cellular network must serve the remaining active users (i.e., those which are not served by the femto BSs), the required number of macro BSs can be computed as:
where A[km 2 ] represents the area under consideration. Additionally, N useractive/macro denotes the maximum number of active users that can be served by a macro BS, i.e., N useractive/macro = C maxmacro r , which is the ratio between the maximum transmission capacity of a macro BS (C maxmacro ) and the average data rate per active user (r ).
Backhaul architectures
This section provides a detailed description of the backhaul architectures analyzed in the paper. We consider five backhaul architectures (Fig. 2 ): (i) Microwave, (ii) Fiber to the Node + Microwave, (iii) Fiber to the Building + Microwave, (iv) Fiber to the Home + Microwave, and (v) Fiber to the Home.
Architecture 1 (A1): Microwave
The first backhaul architecture is shown in Fig. 2a and is based on a microwave network with a star topology [3] . The outdoor macro BSs are equipped with microwave antennas, which are directly connected to a hub using a dedicated microwave link. Meanwhile, the femto BSs inside a building are connected to a Gigabit Ethernet Switch (GES) using copper cables (e.g., CAT 5/6/7). The GES aggregates the traffic from the femto BSs inside a building and provides connectivity to a microwave antenna placed on the rooftop. The antenna is in turn connected to a hub using a dedicated microwave link. The microwave links can operate for instance in the range between 5 and 80 GHz, which is the most suited for urban areas [15] . The hubs are equipped with Carrier Ethernet Switches (CESs) that are responsible to aggregate the traffic from the microwave antennas and send it toward the Metro Network (MN). The transmission toward the MN is performed using optical point-to-point links. Small form-factor pluggable plus (SFP+) transceivers are used for transmitting and receiving the optical signals.
The power consumption of this architecture, i.e., P arch1 bh , can be expressed as:
where N bf , N macro , N hub , N MW s , and N MW ul represent the number of buildings with femto BSs, the number of macro BSs, the number of hubs, the total number of CES inside the hubs, and total number of uplink connections between the CESs and MN, respectively. On the other hand, P low-c and P high-c represent the power consumption of a microwave antenna in low and high capacity mode, respectively (according to the power model presented in [3] ). Finally, P GES , P SFP+ , and 
Architecture 2 (A2): Fiber to the Node + Microwave
The second backhaul solution, referred to as Fiber to the Node (FTTN) + Microwave, is presented in Fig. 2b . It consists of a hybrid architecture that employs fiber and copper for backhauling indoor femto BSs and microwave for backhauling outdoor macro BSs. With this architecture, the femto BSs are backhauled using Very high-speed Digital Subscriber Line version 2 (VDSL2) links, which utilize a frequency range up to 30 MHz and provide a maximum downlink capacity over copper cables of 100 [Mbps] for distances up to 300 m.
Each femto BS is connected to a VDSL2 modem that in turn is connected to a DSL Access Multiplexer (DSLAM) using a high-speed connection over copper. The DSLAM is located at a remote node that is usually placed inside a street cabinet close to the user premises. The DSLAMs are connected to a number of CESs using point-to-point optical links. Small form-factor pluggable (SFP) transceivers are used for transmitting and receiving the optical signal between the DSLAMs and the CESs. On the other hand, the macro BSs are connected to the CESs using microwave links (as it was already the case in A1). The CESs aggregate the traffic coming from the wireless network before sending it to the MN via optical links using SFP+ modules. The power consumption of this second architecture, i.e., P arch2 bh , is obtained through the following formula:
where P femto , P modem , P DSLAM , P SFP , and P 
Architecture 3 (A3): Fiber to the Building + Microwave
The third backhaul architecture, referred to as Fiber to the Building (FTTB) + Microwave, is shown in Fig. 2c . Similarly to A1, the femto BSs inside a building are connected to a GES using copper cables. The GES is in turn connected to a CES using optical point-to-point links. SFP transceivers are used at the GES and at the CES to transmit and receive the optical signal. The CESs are connected to the MN using optical links and SFP+ transceivers. Moreover, the macro BSs are backhauled utilizing the previously described microwave infrastructure. The power consumption of A3 can be computed using the following formula: 
Architecture 4 (A4): Fiber to the Home + Microwave
The fourth backhaul solution, referred to as Fiber to the Home (FTTH) + Microwave, is shown in Fig. 2d . In this architecture the indoor femto BSs are backhauled using passive optical networks (PONs). Each femto BS inside a building is directly connected to an optical network unit (ONU). The ONUs are then connected to optical line terminals (OLTs) through passive optical splitters. The OLTs are connected to the MN using optical links and SFP+ transceivers. On the other hand, the macro BSs are backhauled utilizing the same microwave network design presented for the previous architectures. The power consumption of A4 can be expressed as:
where P ONU and P OLT represent the power consumption of an ONU and of an OLT, respectively. The number of ONUs (N ONU ) is equal to the number of femto BSs (N femto ). Meanwhile, N OLT represents the number of OLTs in the network, which is a function of the number of ports per passive splitter (n Splitter ports ) and the number of OLT cards (n OLT cards ). N OLT can be obtained as:
Finally, the dimensioning of the microwave network for backhauling the outdoor macro BSs is the same as the one obtained for A2.
Architecture 5 (A5): Fiber to the Home
The last proposed backhaul solution, referred to as Fiber to the Home (FTTH) backhaul, is shown in Fig. 2e , and it is Here, each one of them is equipped with an ONU connected to an OLT via a passive optical network. The power consumption of this architecture can be expressed as:
In this architecture the total number of ONUs corresponds to the total number of BSs (i.e., femto and macro) in the area. Moreover, N OLT is calculated as in A4.
TCO evaluation
In this section we describe in detail the model used for evaluating the TCO of the backhaul architectures described in the previous section. The TCO model is depicted in Fig. 3 and includes both CAPEX and OPEX.
The CAPEX is obtained as the sum of the costs of the Infrastructure, Installation, and Equipment. Here, the Infrastructure cost refers to the fiber trenching costs (i.e., cost for trenching 1 [km] of fiber times the total fiber length [km] required to serve the area). Furthermore, the Installation cost refers to the cost for installing and setting up the backhaul network equipment. This value is computed by multiplying the total time needed to install the network equipment [hours] with the salary of a technician [USD/hour]. Finally, the Equipment cost is the sum of all the backhaul network equipment costs.
The OPEX accounts for the yearly expenses related to the backhaul network operation. It is the sum of five contributions: Energy, Floor space, Spectrum and fiber leasing, Maintenance, and Fault management. The Energy cost is computed as the product of the cost of energy [USD/kWh] and the sum of the energy (i.e., expressed in kWh) consumed by the entire backhaul network. The latter value is obtained using the power models in Sect. 4.3 and assuming that all the network equipment is active all the time. The Floor space cost is calculated by multiplying the total area required to house the backhaul equipment (e.g., expressed in square meters and including central offices, local exchanges, and antenna mounts) times the rent cost [USD/m 2 ]. The Spectrum and fiber leasing cost covers the expenses of leasing the microwave spectrum [USD/Link] and dark fibers [USD/km]. The Maintenance cost represents the expenditures related to monitoring, repairing, and testing network equipment at the central offices (CO), the local exchanges, and the microwave hubs. It also includes the yearly fees for the software licenses. Finally, the Fault management accounts for cost of repairing each failure that occurs in the backhaul network. More details about the TCO model for backhaul networks are available in the work presented in [4] .
Before going into the details of the case study illustrated in the next section it is worth to highlight the following. The proposed four-step TCO assessment methodology is general and can be applied to any possible mobile network deployment scenario (i.e., the methodology is not tied to the use case specifically considered in this paper). On the other hand, the power models described so far are specific for the architectures under consideration, i.e., A1-5. However, these models can be easily adapted to evaluate the power consumption of any backhaul network based on the combination of copper, microwave, and fiber technologies. Finally, the TCO framework utilized to compute the network CAPEX and OPEX is general and can be applied to any backhaul network architecture.
Case study
In this section the methodology and power consumption models discussed so far are used to evaluate the TCO of the considered backhaul architectures in the context of an European urban scenario. It is assumed that the area under consideration is A = 100 [km 2 ] with buildings uniformly distributed measuring 80 × 80 m and separated from each other by 20 m. The total number of buildings in the area is set to be 10,000, each one with 5 floors and 2 apartments per floor (i.e., the total number of apartments N ap corresponds to 100,000). In addition, it is assumed that the population density is ρ = 3000 users/km 2 and that only one operator serves the area. Moreover, the distances between the CO, local exchanges, and end-users are calculated using a Manhattan street model [16] . In order to compute the traffic demand τ , we assume that 16% of the subscribers are active during peak hours (i.e., α max = 16%) and that the capacity requirement of an ordinary user is 1/8 of the one of a heavy user [14] . Moreover, we assume that a laptop user generates two and eight times more data traffic than a tablet and a smartphone user, respectively. More details about the assumption used to compute the traffic demand can be found in [14, 17] .
The study presented in the paper considers a 15-year time period that goes from year 2010 until year 2025. For each year the traffic demand estimation phase described in Sect. 4.1 is used. It is assumed that in the year 2011 the area is served by a homogeneous wireless network based only on macro BSs, i.e., η = 0. Starting from the year 2010, the wireless deployment evolves toward HetNets (i.e., with the gradual introduction of femto BSs) and there is a linear increase in the femto penetration rate of 5% every year. Regarding the backhaul network, it is assumed that in 2010 the macro BSs are backhauled using microwave point-to-point links.
In the Greenfield scenario, starting from the year 2011, the operator deploys a new backhaul infrastructure to support HetNets. The new infrastructure can either be based on microwave or fiber (it is assumed that the operator will not deploy a new infrastructure based on copper because of its limited capability of supporting high capacity over long distances). As a result, in the Greenfield scenario, the operator (starting from year 2011) can choose either one of backhaul A1, A3, A4 and A5, described in Sect. 4.3.
On the other hand, in the Brownfield scenario the operator is able to leverage on the already existing fiber and copper infrastructure, i.e., the operator owns a backhaul infrastructure like the one described by A2. As a result, in the year 2011 the operator faces two options for network upgrade. The first choice is to continue deploying a microwave-based backhaul (i.e., as the one described by A1), while the second option is to migrate to new network architectures that reuse legacy ducts and trench infrastructure. This migration can be executed according to different models. In the following, we describe some of these alternatives.
Gradual migration take-up (M1) with this migration model, the operator decides to exploit the copper infrastructure to backhaul the indoor femto BSs. As a result, in the year 2011 the operator selects A2. Afterward, the mobile operator gradually migrates from A2 to A5. We assume that the operator starts replacing the copper infrastructure with a PON-based backhaul 3 years before the copper infrastructure is expected to be unable to support the required traffic levels. This occurs when the traffic demand for fixed broadband access networks exceeds 100 [Mbps] per household and is calculated using the traffic forecast model shown in [18] . In addition, the operator also gradually replaces the microwavebased backhaul used for the macro BSs with PONs. This process starts 3 years before the time when the area traffic demand is expected to exceed 1000 [Mbps/km 2 ]. During the migration process in the first year only 20% of the old technology is replaced, in the second year 50%, in the third year 10%, and by the fourth year 100% of the old technology has been replaced with the new one.
Gradual migration take-up (M2) similarly to the previous migration model, in M2 it is assumed that in the year 2011 the operator chooses A2. Afterward, the operator gradually migrates from A2 to A4. The copper infrastructure is gradually replaced with PON-based backhaul (as described in the migration model M1). On the other hand, in this case the operator keeps relying on the microwave-based backhaul for the macro BSs.
Immediate take-up (M3) with this migration model, the operator in 2011 decides to make a large investment replacing at once both the copper and the microwave infrastructure with PONs. Hence, in the year 2011 the operator migrates directly to A5.
Immediate take-up (M4) the M4 model is similar to M3, but in this case the operator only replaces the copper infrastructure with a PON-based backhaul, while keeping the microwave infrastructure for backhauling the macro BSs. As a result, in the year 2011 the operator migrates directly to A4.
No take-up (M5) this case is similar to M1, where the operator chooses A2 and then migrates to A5. However, in this case the migration is not carried out gradually. In fact, the operator keeps the VDSL2 copper infrastructure until its capacity reaches the exhaustion point (i.e., fixed broadband access networks capacity exceeds 100 [Mbps] ) and only at that point the operator replaces it with a PON-based backhaul. Similarly, the replacement of the microwave-based backhaul with PONs is only carried out after the wireless traffic demand exceeds 1000 [Mbps/km 2 ].
No take-up (M6) this migration model is almost the same as M2 with the only difference that the migration from copperbased to PON-based backhaul for the femto cells does not proceed gradually. On the other hand the macro BSs are always backhauled via microwave.
The value of the TCO is evaluated for all the migration options described above to find the most economically attractive. The power consumption and cost values shown in Table 2 are used in our calculations. With respect to the microwave backhaul technology, it is assumed that the microwave antenna power consumption corresponds to P low-c when the traffic at the antenna is lower than 500 [Mbps], and to P high-c when the traffic is higher. Fast Ethernet connections operating at 100 [Mbps] are used inside the buildings to connect the femto BSs to the GES (in A1 and A3). In addition, the femto BSs are distributed uniformly among the buildings and in the area. As a result, the number of GESs (N GES ) is equal to the number of buildings if η > 0.
We assume that the power consumption of a GES linearly scales with the number of ports that are used for backhauling the femto BSs, i.e., P GES = N femto N b n GES ports P max GES , ∀η > 0.1, where P max GES , and n G E S ports are the maximum power of a GES and the total number of ports of the GES, respectively. Moreover, in the Greenfield scenario, two possible values are considered for the maximum distance between the femto BSs and the local exchanges, i.e., 300 [m] and 1 [km] . On the other hand, in the Brownfield scenario, we consider only a maximum distance of 300 [m] between the femto BSs and the local exchanges. This is because VDSL2 technologies are not able to cope with distances longer than 300 [m], i.e., A2 cannot be considered as a migration option.
For this study, a technician salary is assumed to be 72 [USD/h] for the first year and the energy cost is set to 0.15 [USD/kWh]. After the first year we assume a yearly increase based on the geometric progression c n = c 1 q n−1 , where c n represents either a technician salary or the energy cost in the year n and q = 1,03 is the increase ratio [4] . Unless stated differently, a fixed yearly depreciation of 5% is also specified for the network equipment cost.
Results
This section presents the numerical results obtained for the case study described before. It is divided into two parts, i.e., Greenfield and Brownfield considerations. Figure 4 illustrates the total energy consumption cost as a function of the area traffic demand considering A1, A3, A4, and A5. When A1 and A3 are compared, it is evident that using a fiber-based backhaul for femto BSs can significantly reduce the overall energy cost. These savings become even higher when FTTH solutions (A4 and A5) are employed. More specifically, the best results are obtained using a PON-based backhaul for both femto and macro BSs, i.e., A5. Moreover, it can be observed that the energy cost in the scenario where the maximum distance between a local exchange and a femto BS is 300 [m] is the same as in the case where the maximum distance is 1 [km] (even if the total number of required local exchanges is higher when the maximum distance is set to 300 [m]). This is because the energy consumption of a local exchange with the above-mentioned architectures is negligible. In A4 and A5 they are equipped with passive components, while in A3 they do not have any fiber switching component at all. As a result in Fig. 4 the curve for "A5-300 m" and the curve for "A5-1 km" overlap. The same happens to the curve for "A4-300 m" and the curve for "A4-1 km." Figure 5a illustrates the average energy consumption cost, per user, per year. It can be observed that using FTTH and FTTB architectures for backhauling the femto BSs leads to a significant reduction in the energy cost with respect to the microwave-based solution. In particular, when A3 is used, it is possible to save up to 1.57 [USD/user/year] with respect to A1, while with A5 it is possible to save up to 2.16 [USD/user/year]. These savings are slightly higher than the ones that can be obtained with A4. Figure 5b , c provides a more complete picture of the cost analysis of the various architectures by showing the TCO for a period T of 15 years.
Greenfield scenario
The results presented in Fig. 5b are based on the assumption that the operator builds a new infrastructure, which means that for A3, A4, and A5 the operator performs a large investment for trenching the fiber cables to connect the radio BSs to the MN. The figure shows that, due to this large investment, A3, A4, and A5 show a higher TCO than A1 (up to 16.13 [USD/user/year] higher in the case of A4). In fact, A4 is the most expensive and has a TCO as high as 58.48 [USD/user/year].
The results in Fig. 5c are obtained by assuming that when deploying A3, A4, and A5, the operator leases dark fiber from a third-party entity (e.g., an infrastructure operator) to connect the radio BSs to the MN. Leasing dark fiber is an option to decrease CAPEX by avoiding the high investment required for fiber trenching. It also ensures faster deployment time. In this case, a contract is signed between the operator and the third-party entity, where the operator pays a yearly fee in return for the fiber connectivity. Depending on the architecture, the dark fiber leasing might or might not be a good alternative. Figure 5c shows that leasing the dark fiber in A3 is the most attractive solution since it leads to the lowest TCO among all the considered cases (i.e., 15.8 [USD] lower than A1). On the other hand, A4 and A5 become hardly feasible in terms of costs when the maximum distance between the femto BSs and the local exchanges is 1 [km] . In fact, the results show that with these two architectures leasing dark fibers, besides triggering a reduction of CAPEX, has also the unexpected effect of increasing significantly the value of OPEX, up to a point in which a solution based on leasing fiber resources becomes even more expensive than trenching a fiber infrastructure. This is because of the higher distance between the local exchange and the endusers (i.e., 1 [km] instead of 300 [m] ) that requires the leasing of more fiber in the network. Figure 6 shows the energy consumption cost of the different migration alternatives described in Sect. 5. These values given year, the value of the minimum amount of capacity that a fixed broadband segment should be able to offer according to the EU digital agenda requirements are reported as a function of the area traffic demand. The horizontal axis reports also, for a given year, the value of the minimum amount of capacity that a fixed broadband segment should be able to offer according to the EU Digital Agenda requirements [18] . This latter value is important to understand when a copper-based broadband segment will reach its exhaustion point, i.e., a value of capacity greater or equal than 100 [Mbps] . It can be observed that the immediate takeup approaches (M3 and M4) are the most energy-efficient solutions. On the other hand, the migration options that employ no take-up (M5 and M6), i.e., that exploit existing copper infrastructure for backhaul until the copper capacity reaches its exhaustion point, are the least energy efficient. This is because M5 and M6 keep using a copper-based infrastructure for a longer period of time. Note that the curves corresponding to M5 and M6 overlap in all but one case (i.e., after 1129 [Mbps/km 2 ]), while the curves corresponding to M3 and M4 overlap up to 84 [Mbps/km 2 ]. Moreover, the energy consumption performance when using gradual take-up strategies (M1 and M2) lies in the middle of the previous cases. M1 and M2 solutions perform better in terms of energy cost with respect to M5 and M6 because the VDSL2 infrastructure begins to be replaced at an earlier point in time (i.e., 3 years before the capacity of copper is exhausted). Finally, it is evident from Fig. 6 that all the considered migration strategies (M1-M6) present a lower energy cost than the backhaul solution that is based on microwave only (i.e., A1). In fact, using microwave links for backhauling the indoor femto BSs leads to a higher energy consumption than using any fixed broadband infrastructure (i.e., based on copper or fiber). Figure 7a shows the energy cost per user per year. The results show that among the Brownfield migration alternatives, M3 is the most energy efficient since it leads to an energy cost of 1.06 [USD/user/year]. This low cost is due to the fact that the upgrade toward PON (i.e., A5) already occurred in the year 2011, i.e., when indoor BSs are first deployed. Figure 7b presents the TCO values for the proposed Brownfield migration alternatives. Remember that in our study we take into account a fixed yearly depreciation for the network equipment cost of 5%. It can be seen that the migration options based on immediate take-up (M3 and M4) are the most expensive due to the high initial investment costs (which translates into high CAPEX values). However, the migration options based on gradual take-up (M1 and M2) and those based on no take-up (M5 and M6) show very similar costs and represent the least expensive alternatives in terms of cost per user per year. This proves that using the legacy copper infrastructure close to (or up to) the capacity exhaustion may bring significant financial benefits for an operator. However, it should be noted that M5 and M6 have the slightly higher OPEX values because they present higher energy, maintenance, and fault management costs. Figure 7c shows the TCO values for the different migration strategies when considering a yearly depreciation rate for the network equipment of 2.5%. It can be seen that the trends are similar to those in Fig. 7b , even if the relative difference between the different solutions is slightly smaller. Our results show that exploiting the legacy copper infrastructure leads to a reduction in costs for the operators and the M1 and M2 migration models are the most economically beneficial.
Brownfield scenario

Sensitivity analysis
This section presents a sensitivity analysis with the objective of validating the results presented in previous section. The backhaul technologies are divided into three categories: copper, fiber, and microwave. The most significant cost parameter (i.e., the one having the largest impact on the TCO) is determined for each category. This parameter is then varied in the range between 70 and 130% with respect to its original value (shown in Table 2 ), and the corresponding impact on the TCO is evaluated. (Table 2) With respect to copper-based backhaul solutions, the most relevant TCO parameter is the cost of the DSL modem (categorized as Equipment cost in Fig. 3 ). The parameter is varied between 70 and 130% of its original value (reported in Table 2 ), and no significant changes are detected in the total TCO value of the copper-based backhaul architectures. As a result, it can be concluded that varying the DSL modem cost does not affect the conclusions drawn in the previous sections.
With respect to fiber-based backhaul solutions, the most relevant TCO parameter depends on whether the operator is deploying its own fiber infrastructure or is leasing dark fibers. In the former case, the most relevant TCO parameter is the fiber trenching cost (categorized as Infrastructure cost in Fig. 3 ). Figure 8 shows the results obtained by varying the fiber trenching cost between 70 and 130% of its original value reported in Table 2 . It is clear that when the fiber trenching cost is reduced, A3 becomes the most attractive solution in financial terms (A3 becomes more cost efficient than A1 when the fiber trenching cost is reduced below 91% of its original value). However, A4 and A5 always remain the most expensive alternatives. Moreover, increasing the fiber trenching cost does not affect the conclusions drawn in the previous sections.
If the operator leases the dark fiber, the most relevant TCO parameter is the fiber leasing cost (categorized as Spectrum and fiber leasing cost in Fig. 3 ). Figure 9 shows the results obtained by varying the fiber leasing cost between 70 and 130% of its original value (shown in Table 2 ). It can be noted that reducing the fiber leasing cost does not significantly affect the conclusions drawn in the previous sections. In fact, A3 remains the most attractive backhaul solution. The only observable change is that A5 is found to be more cost efficient than A1 if the fiber leasing cost is reduced to 72% of its original value (but only in case when the distance between the femto BSs and local exchanges is at most 300 [m]).
With respect to the microwave-based backhaul solutions, there are two cost parameters that have a large impact on the TCO. The first one is the cost of the microwave antenna (categorized as Equipment cost in Fig. 3 ). We varied this parameter between from 70 and 130% of its original value, and the (Table 2) . Two cases are presented: a The operator trenches and owns the fiber infrastructure, b the operator leases dark fibers corresponding impact on the TCO is shown in Fig. 10 . In particular, Fig. 10a presents the case when the operator trenches the fiber infrastructure. The figure shows that decreasing the microwave antenna cost does not change the conclusions drawn in previous section and that A1 remains the most costefficient solution. However, increasing the antenna cost to 126% of its original value makes A3 the most attractive solution from an economical standpoint. Figure 10b presents the case when the operator leases dark fibers. The trends are similar to the one in Fig. 10a . More specifically, reducing the cost of the microwave antenna does not affect the results and A3 remains the most cost-efficient solution. However, increasing the microwave antenna cost over 103% of its original value makes A1 more expensive than A5 (in case when the distance between the femto BSs and local exchanges is at most 300 [m]). In addition, increasing the antenna cost over (Table 2) 124% of its original value also makes A4 more cost efficient than A1. The second TCO parameter whose variation is critical in a microwave-based backhaul is the spectrum leasing cost (categorized as Spectrum and fiber leasing cost in Fig. 3 ). Figure 11 shows the TCO values of the proposed backhaul architectures obtained by varying the spectrum leasing cost between 70 and 130% of its original market value. Only the case with fiber leasing was taken into account because in the case with fiber trenching the conclusions drawn in the previous sections remain unchanged. Figure 11 shows that reducing the spectrum cost does not affect the overall conclusions already discussed so far, i.e., A3 remains the most cost-efficient option. On the other hand, increasing the spectrum cost over 28% of its original value makes A5 more cost-effective than A1 (in case when the distance between the femto BSs and local exchanges is at most 300 [m]).
Based on the sensitivity analysis results discussed so far we can state that changing the cost of the parameters that have largest impact on the TCO of the proposed backhaul architectures did not significantly affect the overall conclusions drawn in the previous sections. However, it was observed that the costs of fiber trenching and of the microwave antenna are the most sensitive since a relatively small change can bring significant differences in the relative TCO values of some backhaul architectures.
Conclusions
This article proposed a total cost of ownership (TCO) assessment methodology that can be used to evaluate the TCO performance of backhaul networks. The methodology includes four steps: (i) wireless traffic demand estimation, (ii) wireless network deployment, (iii) backhaul network deployment (for Greenfield scenarios) or backhaul network migration (for Brownfield scenarios), and (iv) TCO evaluation. The TCO assessment methodology was employed in a Greenfield scenario to compare the TCO values of four backhaul network architectures and in a Brownfield scenario to compare the TCO values of six backhaul network migration options. In both cases a wireless network composed of indoor femto and outdoor macro BSs was considered.
The analysis of the Greenfield scenario proves that backhaul architectures based on PONs are very energy efficient, but they also require a large investment (due to trenching or leasing of the fiber infrastructure) that leads to high TCO values. This is particularly true when the distance between femto BSs and local exchanges is long (e.g., greater or equal to 1 [km]). Our results prove that using a fiber to the building (FTTB) infrastructure for backhauling femto BSs and a microwave links for backhauling macro BSs becomes the most cost-efficient solution when it is possible to lease dark fiber already deployed in the area.
The analysis of the Brownfield scenario shows that from an energy consumption perspective the best solution is to migrate toward PONs as early as possible (i.e., migration options M3 and M4). However, this also results in very high TCO values. A more cost-efficient solution is to exploit the existing copper infrastructure for backhauling the indoor femto cells and gradually replace it starting from a few years before the copper capacity exhaustion point (i.e., migration options M1 and M2).
Finally, we plan to extend the study presented in the paper and to apply the proposed assessment methodology to evaluate the impact that spatial and temporal traffic variations have on the TCO value of a mobile network (i.e., radio + transport). In this regard we also plan also to investigate potential dynamic energy management schemes specifically tailored for the proposed architectures.
