Abstract-In this letter, we explore the use of self-dual attribute profiles (SDAPs) for the classification of hyperspectral images. The hyperspectral data are reduced into a set of components by nonparametric weighted feature extraction (NWFE), and a morphological processing is then performed by the SDAPs separately on each of the extracted components. Since the spatial information extracted by SDAPs results in a high number of features, the NWFE is applied a second time in order to extract a fixed number of features, which are finally classified. The experiments are carried out on two hyperspectral images, and the support vector machines and random forest are used as classifiers. The effectiveness of SDAPs is assessed by comparing its results against those obtained by an approach based on extended APs.
I. INTRODUCTION
T HE development in hyperspectral sensors is leading to an increased availability of data having both high spectral and spatial resolution. The high spectral resolution (i.e., hundreds of channels acquired in very narrow spectral bands) allows a very accurate identification of surface materials. The high spatial resolution enables precise analysis of small heterogeneous spatial structures present in the surveyed scene. The modeling of the characteristics of spatial objects can be achieved by processing an image with a set of mathematical morphology operators. In this context, region-based filtering tools [1] (called connected operators) have recently received significant attention due to their effectiveness in both extracting spatial information and preserving the geometrical characteristics of the objects in images (i.e., borders of regions are not distorted since only an image is processed by merging its flat zones). Attribute filters (AFs) [2] are a set of connected operators that are able to simplify a grayscale image according to an arbitrary measure (i.e., attribute), such as scale, shape, and contrast. In Dalla Mura et al. [3] , the authors proposed to use AFs in a multilevel approach, called attribute profiles (APs), for dealing with the heterogeneity of objects present in remote sensing high-resolution images (both in scale and shape). Dalla Mura et al. [4] showed interesting properties of APs when extended to hyperspectral images [extended APs (EAPs)] and used as spatial features for classification. Dalla Mura et al. [4] , [5] applied APs to the first few principal components [i.e., principal component analysis (PCA)] and to the independent components (i.e., independent component analysis), extracted from a hyperspectral image, respectively. Dalla Mura et al. [6] proposed self-dual APs (SDAPs) with an area attribute as a variant of APs for the classification of very high geometrical resolution images. The use of SDAPs proved to be more effective than APs for modeling the spatial information (i.e., bright and dark regions are simultaneously processed) even with a reduced number of features. Subsequently, Cavallaro et al. [7] compared APs with SDAPs obtained by different attributes and filtering strategies and showed that SDAPs could achieve higher classification accuracy. In this letter, we propose extended SDAPs (ESDAPs), a generalization of SDAPs for the extraction of spatial features for the classification of hyperspectral images. A classic approach extracting spectral-spatial classification based on a two-step supervised feature extraction technique [8] is adopted with the nonparametric weighted feature extraction (NWFE) method [9] . We aim to compare the capability of extracting the spatial information of EAPs and ESDAPs components when considering different attributes. This is done by analyzing at the classification accuracies provided by the support vector machines (SVMs) and random forest (RF) classifiers. The remainder of this letter is organized as follows. Section II reviews the features reduction methods by focusing on the supervised NWFE. The concepts of morphological AFs and ESDAPs are introduced in Section III. The experimental analysis (which includes the description of the data sets), the setup and the results are described in Section IV. Section V concludes this letter with some remarks and possible future research directions.
II. FEATURE EXTRACTION
Feature extraction in hyperspectral images is an important processing step that can improve the effectiveness of a classifier [10] . Several approaches have been developed to address this task. They are typically based on statistical methods, which might face significant challenges particularly when dealing with data of high dimensionality [11] . Data mining techniques are included in the classification of remote sensing images for [10] . NWFE is a supervised method (i.e., it computes the transformation according to the properties of the training set), and assigns different weights to each sample in order to compute the weighted means. Since NWFE is based on a nonparametric extension of scatter matrices (i.e., between-class and within-class), the algorithm is able to extract a desired number of features (higher than the number of classes) and can work well even for data that are not in Gaussian distribution [10] .
III. DEFINITION OF ESDAPS
We define ESDAP as an extension of SDAPs for the analysis of hyperspectral images. ESDAPs are based on morphological AFs applied on the inclusion tree, which is a hierarchical representation of the image [13] .
AFs are a set of connected operators defined in the mathematical morphology framework [14] . They proved to be effective tools for the analysis of the spatial information in images. Connected operators process an image by removing flat zones (i.e., a set of connected isointensity pixels) according to a given criterion T based on a single or multiple attributes (e.g., geometrical, textural, and spectral). Since only flat zones can be processed, the result of the filtering preserves geometrical features such as the borders. AFs can be efficiently implemented on an equivalent representation of an image, such as the component tree (i.e., min-tree or max-tree [15] ) or the inclusion tree (also known as the tree of shapes) [13] . The representation of the image as max-tree (min-tree) can be used to perform an attribute thinning γ T (thickening φ T ), which is an antiextensive (extensive) idempotent transformation [3] . Self-dual connected operators ρ T [6] can be obtained by considering the inclusion tree representation since it stores both the min-and max-trees.
The application of AFs on a given tree structure is composed by the following three steps. 1) Compute the tree representation of the image (i.e., identification of connected components and modeling the hierarchical structure between the components). 2) Pruning the tree by removing the nodes whose associated regions do not fulfill a given binary predicate T . The predicate usually compares an attribute α computed on the pixels corresponding to a node X in the tree and gives the threshold value taken as reference λ: e.g., T = α(X) ≥ λ. 3) Converting the pruned tree back to the image.
A. Tree Representations
Mathematical morphology provides a model for representing images by using structure level sets [16] . A discrete 2-D grayscale image can be fully represented by sets of connected components (i.e., lower and upper level sets [17] ) obtained by a thresholding computed over all the values within the image. An inclusion relationship between the extracted connected components allows to associate each of them to a node of a tree and to represent the image as a hierarchical structure. The min-tree and max-tree represent the components in the lower and upper level sets, respectively. The min-tree models the inclusion of regions according to decreasing ordering relation among the gray level (i.e., ≤), therefore the tree contains only the shapes that are darker than their neighborhood (i.e., the gray level of each region is lower than their neighborhood gray level). The max-tree is dual and contains only the regions that are brighter than the gray level of their neighboring pixels. These trees are complementary representations of the image, since usually not all the components present in the min-tree are also present in the max-tree and vice versa. A more general representation of the image is given by the inclusion tree, a quasi-self-dual representation [13] , which includes both min-tree and max-tree in a single structure. An operation called saturation is applied to the connected components. It gives flat regions that are obtained by progressively merging nested regions. The inclusion tree can be built by an efficient algorithm called Fast Level Sets Transform [13] . The inclusion tree is a complete representation of the input image meaning that the image can be fully retrieved from the tree.
B. APs and SDAPs
APs are introduced in remote sensing in [3] as a sequential application of AFs based on a min-tree (i.e., attribute thickening operation φ T ) and max-tree (i.e., attribute thinning operation γ T ). The AP is obtained by filtering an image u with attribute operators using a predicate with increasing threshold
with φ and γ being the thickening and thinning operators based on the predicate T , respectively, and T λ a set of L ordered predicates. APs provide a multilevel characterization of the spatial features, which can be useful for the classification of very highresolution remote sensing images [3] .
The SDAPs [6] , are proposed as a version of the APs based on self-dual connected operators ρ T computed on the inclusion tree of the image instead of considering a min-tree or maxtree. The use of the inclusion tree as a structure representing the image allows simultaneously accessing the information present on both min-tree and max-tree. Moreover, the selfdual connected operators that are computed on the inclusion tree produce a greater simplification of the image with respect to nondual filters, since they operate simultaneously on bright and dark components of the image. SDAPs are obtained by filtering an image u with attribute operators using a predicate with increasing threshold values Fig. 1 . Example of EAP computed on the first two FCs extracted by NWFE from the Indian Pines data set. The EAP is generated by the concatenation of four APs derived from F C 1 and F C 2 . Each AP is composed of three levels: a thickening image φ T , the original FC, and the γ T image. All the filtering φ T and γ T are computed with moment of inertia and the threshold values Shown in Table III . Fig. 2 . Example of ESDAP computed on the first two FCs extracted by NWFE from Indian Pines data set. The ESDAP is generated by the concatenation of four SDAPs derived from F C 1 and F C 2 . Each SDAP is composed of two levels: the original FC, and the ρ T image. All the filtering are computed with moment of inertia and the threshold values shown in Table III. with ρ being the self-dual operator based on the predicate T , and T λ a set of L ordered predicates. Dalla Mura et al. in [4] proposed EAPs as the application of APs to hyperspectral data. An EAP is obtained by concatenating the APs (i.e., based on a single attribute) built on several feature components (FCs) extracted by a reduction technique (i.e., PCA) computed on the hyperspectral image. Thus, the EAP can be formally defined as
An example of EAPs derived from the first two FCs with the moment of inertia attribute is reported in Fig. 1 . Analogously to the definition of EAP, we propose ESDAPs, which are generated by concatenating the SDAPs computed on different components. Each SDAP is built on one of the N features components extracted by a feature reduction transformation from a hyperspectral image
(4) An example of ESDAP, which is derived from the first two FCs with the moment of inertia attribute, is reported in Fig. 2 . In contrast to APs, the SDAPs are composed of N + 1 images, whereas APs, built with the same sequence of λ s are made up of 2N + 1 images. Fig. 3 . Flowchart of the spectral-spatial classification approach based on the two-step supervised NWFE.
IV. EXPERIMENTAL ANALYSIS

A. Data Sets
The experimental analysis has been carried out on two hyperspectral images acquired by the AVIRIS and ROSIS sensors, respectively. The former captured a scene of the Indian Pines, Indiana, and is made up of 145 × 145 pixels and 200 spectral bands (with spatial resolution 20 m). The latter represents a portion of the city of Pavia, Italy, and is made up of 640 × 340 pixels with 103 data channels and a spatial resolution of 1.3 m. The Pavia and Indian Pines ground reference data contain 9 and 16 classes [see Figs. 4(a) and 5(a)], respectively (further information can be found in [5] and [18] ). The experiments for Indian Pines are run ten times with a set of different training sets randomly selected (10% of the labeled samples are taken for each class), whereas for Pavia, the classifier used the training set available with the data [19] .
B. Experimental Setup
In order to deal with the dimension of the original data and with the elevated number of features extracted by the morphological processing (i.e., EAP and ESDAP), we propose the flowchart shown in Fig. 3 . The hyperspectral data sets are reduced by NWFE into a subspace of FCs. The AP and SDAP are applied to the first FCs, which contain more than 99% of the total variance of the data. This leads to the definition of EAP and ESDAP, respectively. Finally, since the EAP and the ESDAP built on the different extracted components result in a high number of features, the NWFE is performed for the second time, with only the first ten features selected to be classified (to ensure fair comparison of the capability in modeling the spatial information between EAP and ESDAP). For all the experiments, the leave-one-out covariance estimator is applied to regularize the within-class scatter matrix for the performances of the NWFE (i.e., necessary in small training sample size situation). The mixing parameter β [20] is fixed at 0.5. For both data sets, the EAP and ESDAP were computed on the FCs extracted by NWFE considering attribute and threshold values reported in Table III (the thresholds were manually selected by a visual analysis of the scenes). The area (i.e., EAP a and ESDAP a ) and the length of the diagonal (i.e., EAP d and ESDAP d ) allow the extraction of objects based on their size. The moment of inertia (i.e., EAP i and ESDAP i ) can describe the geometry of structures (i.e., elongated objects can be discriminated from compact ones) [21] . Finally, standard deviation (i.e., EAP s and ESDAP s ) can model the homogeneity of the pixels gray levels belonging to different regions. The stacked vector approach, which was applied in [5] , is considered here in order to concatenate the different EAP and ESDAP in a simple vector of features.
For each experiment, the performance is reported in terms of overall accuracy (OA), average accuracy (AA), and the Kappa coefficient (K) obtained by the SVM and RF classifiers. For the SVM, the radial basis function kernel is adopted, and the regularization C and kernel γ parameters are estimated by exploiting a grid search using a tenfold cross-validation. The RF classifier is composed by 150 trees. 
C. Experimental Results
In order to evaluate the performance of SDAPs for the classification of hyperspectral images, we compare the accuracies obtained by ESDAP attr with the results given by EAP attr (i.e., same attributes and threshold values). The classification accuracies are reported in Tables I and II for Pavia and Indian Pines data sets, respectively. For both cases, we report the accuracies achieved with the original data (i.e., 103 and 200 spectral bands) and with the FCs extracted by NWFE in the first step. The spectral channels do not provide enough information to the classifier to achieve very high accuracies. However, the NWFE performs a very efficient extraction of most of the information components leading to similar results that are generated by the whole spectral information. In spite of the different data sets, when considering the single EAP attr and ESDAP attr , the information given as input to the classifier is more complete (i.e., spectral and spatial features), and an improvement in the overall classification accuracies is achieved. For each experiment (i.e., attribute), the EAP attr and ESDAP attr are generated on the extracted features components (i.e., which contain more than 99% of the total variance of the data), and the NWFE is applied a second time. In order to better investigate the capability of the extended profiles in extracting informative features, the classification step is carried out with a reduced number of FEs provided by the second-step NWFE. In particular, since the variance of the data changes among the different profiles (i.e., EAP attr and ESDAP attr ) and attributes, the Tables I and II report the accuracies obtained by classifying only the first ten FCs. In the case of a single attribute, for the Indian Pines data set, ESDAP d outperforms the rest of the attributes (OA of 94,36% and 93,97% for SVM and RF, respectively), whereas in the Pavia data set the best accuracy is provided by ESDAP a (OA of 96,41% and 95,75% for the SVM and the RF, respectively). In both cases, the corresponding ESDAP d and ESDAP a perform better than EAP d and EAP a (see the corresponding classification maps in Figs. 4 and 5 for the SVM classifier). The stacked vector approach gives the best results in the Indian Pines data set (both classifiers) and in the Pavia University data set (RF classifier) for the ESDAP attr . For the other cases, the information extracted by the different attributes is redundant, thus penalizing the generalization capability of the classification algorithms (i.e., Hughes phenomenon). In all the experiments, the capability of SDAP attr in modeling the information within heterogeneous scenes (i.e., FCs) is noticeable. In [6] and [7] , it was already shown that spatial information can be better modeled by SDAP attr even with a reduced number of features with respect to considering the AP attr . The experimental results show that this property holds also for the extended version of the SDAP attr (i.e., ESDAP attr ) in the case of different attributes, data sets, and classifiers.
V. CONCLUSION
In this letter, we have presented the ESDAPs as the extended concept of SDAPs for the classification of hyperspectral images. NWFE was adopted in a two-step fashion: i) for reducing the number of features contained in the original data; and ii) for extracting a fixed number of features (i.e., 10) from the different morphological profiles. We proved that in a hyperspectral domain, SDAPs (i.e., multilevel application of AFs based on inclusion tree) are a more efficient tool for the analysis of the spatial information than APs. Our future research aims to explore new strategies for the selection of the threshold values by exploring the information present in the inclusion tree structure.
