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Abstract
Let R be a finite ring with identity, T its set of idempotents. We study the subsets of T that can be closed
under multiplication and the implications that fact has to the structure of R. We consider the subset M of all
minimal idempotents and zero and prove that M is closed under multiplication if and only if R is a direct
sum of local rings. We achieve this by studying the properties of units that are preserved by idempotents.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper let R denote a finite ring with identity 1 = 0. We denote the group of units of R
by G and the Jacobson radical of R by J . Let T denote the set of all idempotents of R. We say
that an idempotent e is trivial if either e = 0 or e = 1. The reader is assumed familiar with the
theory of finite rings (as presented in [2]).
Let 1 denote the usual relation on the set of idempotents, that is e1 f ⇔ ef = f e = e. Let
M denote the set of all (nonzero) minimal idempotents (according to 1) and zero and assume
that M is closed under multiplication.
We define a relation e f ⇔ e = ef e and we prove that is a preorder on any multiplicative
closed subset S of T . We define that e ∼ f if and only if e  f and at the same time also
f  e. We prove that ∼ is an equivalence relation on S and examine the connection between the
relations  and 1.
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We prove that if e preserves G then each equivalence class contains all conjugates of e and that
if the equivalence classes of minimal idempotents contain all conjugates then the same is true for
every idempotent.
In the next section we define the set He = {x ∈ G; exe is a unit of eRe} and prove that He is a
subgroup of G for every idempotent e. We then study the properties of R according to the proper-
ties of He for minimal idempotents e. We prove that if He = G for every minimal idempotent e,
R is a direct sum of local rings, where the number of summands equals the maximal number of
mutually orthogonal minimal idempotents of R. We then use the above results to prove that M
is closed under multiplication if and only if R is a direct sum of local rings.
2. Preorder on T
Assume from now on that M , the set of all minimal idempotents of R and zero, is closed
under multiplication.
2.1. Definition. Let e, f ∈ T . We say that e f , if e = ef e.
2.2. Proposition. The relation  is reflexive and transitive on M .
Proof. Let e  f and f  g, that is e = ef e and f = fgf . Then e = ef (gf e) =
ef (gf e)(gf e) = (e(fgf )e)gf e = egf e, so e  gf . Similarly, we see that e  fg. Since
fg  g, we prove with the similar argument as above that e  gfg, which implies that
e = egfge = eg(egfge) = ege, so e g. 
2.3. Definition. Let e, f ∈ T . We say that e ∼ f , if e  f and f  e. Let [e] denote the set
{x ∈ T ; x ∼ e}.
2.4. Corollary. ∼ is an equivalence relation on M .
2.5. Lemma. Let e, f, g,h ∈ M . If [e] = [f ] and [g] = [h], then [eg] = [f h].
Proof. We shall only prove that eg  f h, since the other inequality can be proved simi-
larly. To do this, it suffices to prove that if e  f then eg  fg and then use transitivity of
the relation, because the fact that fg  f h can be established with a similar proof. Since
(eg)e(eg) = eg, we see that eg  e  f and similarly we can conclude that ge  f . Then
eg = egf eg = e(ge)gf eg = e(gefge)gf eg = egefg(eg), which implies eg  efg. However,
efg  fg by the previous argument, so we can then use transitivity and get eg  fg. 
The set M/∼ is then partially ordered with the relation . Let 1 denote the usual partial
ordering of the set of idempotents, e 1 f ⇔ ef = f e = e. Let us examine the connection
between the two relations.
2.6. Proposition. If an idempotent e is minimal (according to 1) then the class [e] is minimal
(according to ) in M/∼.
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ef e = e. Since f = f ef , ef e = 0 implies that f e = 0 and then also f = f ef = 0. So, e  f
and thus [e] = [f ]. 
3. The conjugates of an idempotent
In this section we will examine the conditions necessary for the class [e] to equal the class
[aea−1] for e ∈ M and a ∈ G.
The following notion of an idempotent e preserving G was introduced in [4]. We say that
an idempotent e preserves G if eGe is a subset of the group of units of eRe, or equivalently, if
(1 − e) + eG is a subset (or, indeed, a subgroup) of G.
3.1. Lemma. Let e ∈ M and a ∈ G. Then eae is a unit of eRe if and only if ea−1e is a unit of
eRe. In this case, (eae)−1 = ea−1e.
Proof. Since M is closed under multiplication, we know that f = eaea−1e ∈ T . We can write
a−1f a = (a−1ea)e(a−1ea), so ea−1ea = ea−1f a, thus ea−1e = (ea−1e)(eae)(ea−1e). Now, if
ea−1e is a unit of eRe, we get (ea−1e)(eae) = (eae)(ea−1e) = e. We can use a similar argument
if eae is a unit. 
3.2. Theorem. Let e ∈ T and a ∈ G. Then eae is a unit of eRe if and only if e ∼ aea−1.
Proof. Assume that eae is a unit of eRe. The previous lemma tells us that we have eaea−1e = e,
so e  aea−1. Since we also know that ea−1eae = e, we multiply this with a from the left and
with a−1 from the right and see that aea−1  e. The opposite implication follows directly from
the relations e aea−1 and aea−1  e. 
3.3. Corollary. Assume that e is an idempotent which preserves G. Then [e] = [aea−1] for every
a ∈ G.
3.4. Theorem. Let a ∈ G and [e] = [aea−1] for every minimal idempotent e. Then e ∼ aea−1
for every e ∈ T .
Proof. Choose an arbitrary idempotent e ∈ T . We can write e = e1 + e2 + · · · + en for some
number n, where all ei are minimal idempotents and ei is orthogonal to ej for i = j . Choose
an arbitrary unit a ∈ G and look at the element aea−1eaea−1. We can write aea−1eaea−1 =∑
i,j,k aeia
−1ej aeka−1, but since ei is minimal, we can easily see that aeia−1 is also min-
imal for every i. This, using Lemma 2.5, implies that [aeia−1ej aeka−1] equals to [eiej ek].
We can conclude that aea−1eaea−1 =∑i aeia−1eiaeia−1. However, Theorem 3.2 implies that
eiaei is a unit of eiRei , so this gives us aea−1eaea−1 =∑i aeia−1 = aea−1. Therefore, we get
aea−1  e and a similar argument also yields e aea−1. 
3.5. Corollary. Let R be semi-simple and eae = 0 for every minimal idempotent e and every
a ∈ G. Then every idempotent preserves G.
Proof. If e is minimal and R semi-simple then eRe is a field, so eae = 0 is a unit and the
statement then follows directly from Theorems 3.2 and 3.4. 
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f is orthogonal to e and f is a conjugate of e if and only if ebe = 0 for some element b ∈ G.
Proof. If e = af a−1 then f e = 0 implies f af = 0, but since f = a−1ea, this also implies
eae = 0. Assume now that ebe = 0 for some b ∈ G. As we have seen in the proof of Lemma 3.1,
eb−1e = (eb−1e)(ebe)(eb−1e), so ebe = 0 if and only if eb−1e = 0. We can now choose f =
beb−1. Observe that f = e, since otherwise we get ebe = eb = 0, thus e = 0. 
3.7. Corollary. If R is semi-simple and no two minimal orthogonal idempotents are conjugates
of each other, then every idempotent preserves G.
Proof. A direct consequence of Proposition 3.6 and Corollary 3.5. 
4. Subgroup of preserved units
Choose an arbitrary nonzero idempotent e ∈ T . Consider the set of all units of G that are
preserved by the idempotent e. In the next sections we will examine what effect this set has to
the decomposition of R, so let us now find out about some of its properties.
4.1. Definition. Let e ∈ T and let He denote the set {a ∈ G; eae is a unit of eRe}.
4.2. Proposition. Let e ∈ T . Then
(1) He = {a ∈ G; (1 − e)a(1 − e) is a unit of (1 − e)R(1 − e)}.
(2) He = {a ∈ G; e + (1 − e)a ∈ G}.
(3) He = {a ∈ G; (1 − e) + ea ∈ G}.
(4) He = {a ∈ G; [aea−1] = [e]}.
Proof. The equality (3) was proved in [4, Lemma 1] (observe that if a ∈ He then the inverse
of (1 − e) + ea is 1 + ea−1e(1 − a) and if a is an element of the set (3) and x is the inverse
of (1 − e) + ea then exe is the inverse of eae). Similarly, the set (1) is equal to the set (2) and
Theorem 3.2 tells us that the set (4) is equal to He. Also, Lemma 3.1 implies that a ∈ He if and
only if a−1 ∈ He, therefore a ∈ He ⇔ (1 − e) + ea−1 ∈ G ⇔ ((1 − e) + ea−1)a ∈ G, so the He
is equal to the set (2). 
We will now prove that the set He is in fact a subgroup of G. In order to do this, we will need
the following definition.
4.3. Definition. Let e ∈ T , a, b ∈ G. Define a relation ∼e with: a ∼e b if and only if ea +
(1 − e)b ∈ G.
4.4. Lemma. ∼e is an equivalence relation.
Proof. Reflexivity is obviously true. If ea + (1 − e)b ∈ G, then e + (1 − e)ba−1 ∈ G and by
Proposition 4.2 and Lemma 3.1 also e + (1 − e)ab−1 ∈ G, thus the relation is symmetric. Now,
choose a ∼e b. Proposition 4.2 tells us that [ab−1e(ab−1)−1] = [e] and this directly implies that
[a−1ea] = [b−1eb]. 
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Proof. Choose some arbitrary a, b ∈ He and prove that ba−1 ∈ He. If a ∼e 1 and b ∼e 1 then
a ∼e b, thus e + (1 − e)ba−1 ∈ G. 
Let us now examine some properties of groups He.
4.6. Theorem. Let e, e1, e2 ∈ T . Then the following statements hold:
(1) He = H1−e .
(2) If e = e1 + e2 for e1 orthogonal to e2, and a ∈ He, then a ∈ He1 if and only if a ∈ He2 .
(3) If a ∈ G, then Haea−1 = aHea−1.
Proof. (1) The statement holds because of Proposition 4.2.
(2) Choose a ∈ He . Then a ∈ He1 implies that e1ae1 = e1(eae)e1 is a unit of e1(eRe)e1. But
the complement of e1 in eRe is e2 and eae is a unit of eRe, so by the above, e2(eae)e2 is a unit
of e2(eRe)e2 and similarly we prove the opposite implication.
(3) We verify that exex−1e = e holds if and only if (aea−1)(axa−1)(aea−1)(ax−1a−1)×
(aea−1) = aea−1 holds. 
Remark. In this section we have so far not used the fact that M is closed under multiplication.
All of the above holds even if only the set of all conjugates of a fixed idempotent and zero is
closed.
4.7. Theorem. If e1 ∈ T is orthogonal to e2 ∈ T then He1 ∩ He2 ⊆ He1+e2 .
Proof. Let a ∈ He1 ∩He2 . Then [ae1a−1] = [e1] and so [e2ae1a−1] = [e2e1] = 0 by Lemma 2.5,
therefore e2ae1 = 0 and similar proofs also tell us that e1ae2 = e1a−1e2 = e2a−1e1 = 0. So,
(e1 + e2)a(e1 + e2)a−1(e1 + e2) = e1 + e2, therefore a ∈ He1+e2 . 
4.8. Proposition. Let e, f ∈ T be orthogonal minimal idempotents. If [xex−1] = [f ] for every
x ∈ G, then He+f = He ∩ Hf .
Proof. Choose a ∈ He+f , so (e+f )a(e+f )a−1(e+f ) = e+f . By Theorem 4.6(2), it suffices
to show that either f af a−1f = f or ea−1eae = e. Multiply the equation from left and right with
f and see that f = f af a−1f + f aea−1f . It suffices to prove that f af a−1f is a unit of fRf ,
since it is also an idempotent and must therefore equal f . Assume that this is not the case. Since
fRf is local, f aea−1f is a unit, therefore it equals f , since it is also an idempotent. This
implies that f  aea−1. However, if we change the roles of e and f and start with a−1 ∈ He+f ,
we also see that e  a−1f a, therefore [aea−1] = [f ], which is a contradiction. We have proved
that a ∈ He+f implies a ∈ He and a ∈ Hf , so proposition holds because of Theorem 4.7. 
5. Decompositions of R
In this section we will show that if He equals G for every minimal idempotent e (in other
words, when every minimal idempotent preserves group G), then R decomposes as a direct sum
of local rings.
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Proof. Nicholson in [3] defined the notion of a potent ring (meaning idempotents can be lifted
modulo Jacobson radical J and every left ideal, not contained in J contains a nonzero idempo-
tent). This is true for finite rings (see, for instance, [2, Theorems 7.5 and 7.11]). Proposition 1 in
[1] tells us that a potent ring R is semiperfect, meaning that every element is a sum of a unit and
an idempotent. 
5.2. Theorem. If every minimal idempotent preserves G (equivalently, He = G for every minimal
idempotent e) then R is a direct sum of local rings and the number of summands equals the
maximal number of mutually orthogonal minimal idempotents in R.
Proof. Choose some minimal orthogonal idempotents e = f and let a ∈ G be an arbitrary unit.
Then [af a−1] = [f ], so [0] = [ef ] = [eaf a−1]. This implies that eaf = 0 for every a ∈ G,
therefore eGf = 0. Now, choose an arbitrary g ∈ T . We can write g =∑i gi for some mu-
tually orthogonal minimal idempotents gi . However, for each i we have either [gi] = [e] or
[gie] = [0], since every minimal idempotent preserves G and by [2, Theorem 7.13], we can
write gi = xif x−1i , where either f = e or f is orthogonal to e. This now implies that eTf = 0
and therefore eRf = 0 by Lemma 5.1. Now, if we write 1 = e1 + · · · + en for some minimal
mutually orthogonal idempotents ei , we get the decomposition of R, R = e1Re1 ⊕ · · · ⊕ enRen,
and each ring eiRei is indeed local because each ei is minimal. 
5.3. Corollary. Let R be a semi-simple ring and assume that no two minimal orthogonal idempo-
tents are conjugates of each other. Then R is a direct sum of fields and the number of summands
equals the maximal number of mutually orthogonal minimal idempotents in R.
Proof. Corollary 3.7 and Theorem 5.2 imply that R is a direct sum of local rings. However, since
R is semi-simple, eRe is a field for every minimal idempotent e by [2, Theorem 7.8]. 
5.4. Lemma. Let R be the n × n matrix ring over a field F . Then M is not closed under multi-
plication.
Proof. Choose elements
e =
⎡
⎢⎢⎣
1 1 . . . 1
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
⎤
⎥⎥⎦ and f =
⎡
⎢⎢⎣
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
0 . . . 0 1
⎤
⎥⎥⎦ .
We can easily see that e and f are minimal idempotents in R and that ef = 0 with (ef )2 = 0. 
5.5. Theorem. If M is closed under multiplication, then every minimal idempotent preserves G.
Proof. Let e, f ∈ T (R) be idempotents such that e + J and f + J are minimal idempotents
in R/J . We can choose e and f such that they are also both minimal in R. Examine the direct
decomposition of R/J . If there is any proper matrix direct summand, then we can choose e + J
and f +J to be the elements from the lemma above. We can conclude that (ef )2 +J = J , so ef
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So, R/J is a direct sum of fields, therefore it is commutative. Choose a unit a ∈ G and an
arbitrary minimal idempotent e ∈ T . We see that (e+J )(a +J )(e+J ) = ae+J , so ea−1eae =
e + j = e + eje for some j ∈ J . However, eje is a nilpotent element of eRe, therefore eae is a
unit. 
5.6. Corollary. M is closed under multiplication if and only if R is a direct sum of local rings.
Proof. Direct consequence of Theorems 5.5 and 5.2. 
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