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We study the competition model
˛ut(x, t)−d1(x) Du(x, t)=la1(x) u−b(x) u2−c(x) uv,
vt(x, t)−d2(x) Dv(x, t)=ma2(x) v−e(x) v2−d(x) uv,
where the coefficient functions are strictly positive over the underlying spatial
region W except b(x), which vanishes in a nontrivial subdomain of W, and is
positive in the rest of W. We show that there exists a critical number lg such that if
l < lg, then the model behaves similarly to the well-studied classical competition
model where all the coefficient functions are positive constants, but when l > lg,
new phenomena occur. Our results demonstrate the fact that heterogeneous
environmental effects on population models are not only quantitative, but can be
qualitative as well. In part I here, we mainly study two kinds of steady-state
solutions which determine the dynamics of the model: one consists of finite
functions while the other consists of generalized functions which satisfy (u, v)=(., 0)
on the part of the domain that b(x) vanishes, but are positive and finite on the rest
of the domain, and are determined by certain boundary blow-up systems. The
research is continued in part II, where these two kinds of steady-state solutions will
be used to determine the dynamics of the model. © 2002 Elsevier Science (USA)
Key Words: competition model; boundary blow-up.
1. INTRODUCTION
In this paper, we demonstrate how heterogeneous environmental effects
can greatly change the dynamical behaviour of a population model. We
consider the competition model given by
˛ut(x, t)−d1(x) Du(x, t)=la1(x) u−b(x) u2−c(x) uv,
vt(x, t)−d2(x) Dv(x, t)=ma2(x) v−e(x) v2−d(x) uv,
where x ¥ W and t \ 0, W denotes a smooth bounded domain in RN (N \ 2),
D denotes the Laplacian operator on the space variable x, d1, d2, a1, a2, b,
c, d, e are nonnegative functions over W, and l, m are positive constants.
The dependence on the space variable x of these coefficient functions
represents the fact that the two species u and v are competing in a spatially
heterogeneous environment. In a spatially homogeneous environment,
these coefficient functions should be replaced by positive constants; in such
a case, the above system is known as the classical Lotka–Volterra competition
model with diffusion, which has attracted considerable amounts of study,
see, for example, [BB1, BB2, CL, D1-3, DD, DB, EFL, GL, HL, KL, RP]
and the references therein.
It is interesting to know what qualitative changes will occur to the
behaviour of the competition model once spatial heterogeneity is intro-
duced. If all the coefficient functions are strictly positive on W, then it is
easily checked that the mathematical techniques for treating the homoge-
neous case work as well for the heterogeneous case and no essential quali-
tative changes occur to the model. We will show, however, that when some
of the coefficient functions vanish in W, which we call a degeneracy, then
essential qualitative changes do occur.
Throughout this paper, we suppose that u and v satisfy homogeneous
Dirichlet boundary conditions, though our methods work for Neumann
and Robin type boundary conditions as well. Note that the Dirichlet
boundary condition means that the environment outside W is lethal. We
also remark that only nonnegative solutions are of interest to us.
To demonstrate the qualitative change of the model, we will consider the
case that b(x) has a degeneracy but all other coefficient functions are
strictly positive over W. By the degeneracy on b(x), we mean it vanishes on
a nonempty proper subdomain of W and is positive in the rest of W. To
avoid unnecessary mathematical complications, we assume that d1=d2=
a1=a2=e=1 and that c, d are positive constants. Thus, our model
reduces to
˛ut(x, t)−Du(x, t)=lu−b(x) u2−cuv,vt(x, t)−Dv(x, t)=mv−v2−duv,
u|“W×(0,.)=v|“W×(0,.)=0.
(1.1)
We want to point out that our method works as well without these simpli-
fications.
We will show that there exists a critical number lg such that (1.1)
behaves as if b(x) is a positive constant if l < lg, but if l > lg,
then interesting new phenomena occur. This shows that heterogeneous
environmental effects on population models are not only quantitative, but
can be qualitative as well.
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In the absence of v, the species u satisfies
ut−Du=lu−b(x) u2, u( · , t)|“W=0. (1.2)
When b(x) is strictly positive, (1.2) is a logistic model for the single species
u, and its dynamics has been completely understood. Namely, if l [ l1,
then for any nontrivial nonnegative initial value u( · , 0), the solution u(x, t)
of (1.2) converges to 0 as tQ., whereas if l > l1, then any such solution
converges to the unique positive steady-state of (1.2). Here l1 denotes the
smallest eigenvalue of the problem
−Du=lu, u|“W=0.
If b(x) vanishes on a nontrivial subdomain W0 of W, and is positive
elsewhere in W, then recent research shows that the dynamics of (1.2) is
changed a great deal, see [DH, DG, FKLM, GGLS, LS1, Ou] and the
references therein. In particular, the population of u has a bound from
above over W0 W¯0, but it could grow to infinity over W0 as time t goes to
infinity; moreover, the global attractor of (1.2) is determined by two kinds
of steady-state solutions of (1.2), one consists of finite functions on W,
while the other consists of generalized functions which are infinite over W0
and finite on the rest of W, governed by certain boundary blow-up
problems. The details will be recalled in Section 2 below. Note that if b(x)
is identically zero, then (1.2) reduces to the so called Malthusian model.
Thus the case that b(x) vanishes on W0 gives a model which is a mixture of
the logistic and the Malthusian models, and it is called a degenerate logistic
model in [DG]. From this point of view, one naturally expects significant
changes in the behaviour of (1.1) when b(x) exhibits such a degeneracy.
Our research in this paper will reveal in detail these changes.
As a biological explanation, (1.1) can be regarded as describing the
hypothetical situation that in a certain environment W, the existing species
u, governed by a degenerate logistic growth law, could be out of control in
terms of population blow-up in the region W0 due to the degeneracy; and in
the absence of a suitable predator on u, a competitor v, obeying classical
logistic growth (and hence its population is always under control), is
introduced in the hope of limiting the over growth of u. The assumption
that u and v do not obey the same kind of growth law while compete each
other is possible if, for example, v is chosen such that its spectrum of food
supplies is not entirely the same as that of u. Our results (in part I and
part II) imply that the goal of getting u under control can be achieved
through a careful choice of v, together with ‘‘good’’ initial states of both u
and v. Therefore, giving that u is the existing species, the timing of the
introduction of v is important.
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The results in this paper (both part I and part II) will play an important
role in obtaining stable positive solutions of the classical competition
model that possess prescribed patterns. To be more precise, for any e > 0,
˛ut(x, t)−d1Du(x, t)=lu−[b(x)+e] u2−cuv,
vt(x, t)−d2Dv(x, t)=mv−v2−duv,
is a classical competition model which is a perturbation of the degenerate
problem (1.1). For any prescribed set of finitely many disjoint closed sub-
domains D1, ..., Dm of the underlying domain W, it can be proved that if
b(x) is identically zero on D1 2 · · · 2 Dm and positive in the rest of W, then
for suitable l, m and all small e > 0, the above perturbed problem has a
stable positive steady-state solution (ue, ve) that has pattern D1 2 · · · 2 Dm,
that is, the ratio of ue/ve over D1 2 · · · 2 Dm is much bigger than that over
the rest of W. To keep the length of this paper reasonable, we restrict to the
case m=1 here and concentrate on some other aspects of the above
perturbed problem (see part II), while leaving the study on the realization
of prescribed patterns to a forthcoming paper [Du2]. In [DL], realization
of prescribed patterns in the logistic model was established.
Interesting previous study on the heterogeneous environmental effects on
competition models can be found, for example, in [CC, AC, CCH, L1, L2,
LS2]. In [CC, AC, CCH], they mainly considered, in our terms here, the
degeneracy caused by l=l(x) and m=m(x), whereas in [L1, L2, LS2], the
degeneracy caused by c=c(x) and d=d(x) was discussed.
For technical reasons, let us be more accurate about the degeneracy of
b(x). We suppose that the vanishing set W0 has C2 boundary “W0, and that
W0 is open and connected, and W¯0 … W.
We also assume that b ¥ C(W¯), and denote W+=W0 W¯0. Thus b(x) is
identically zero on W0 and is strictly positive on W+.
In Section 2, we first recall the main results for the degenerate logistic
equation, which will be repeatedly used throughout the paper. We then
study (1.1) for the case that l is below the critical number. We show that
the dynamical behaviour of (1.1) for this case is basically the same as when
b(x) is a positive constant.
Section 3 is devoted to the study of the (finite) steady-state solutions of
(1.1) for the case that l is above the critical number lg. It shows that there
exists mg such that (1.1) has no positive steady-state solution if m < mg, but
there is at least one such solution if m > mg (see Theorem 3.1). Moreover,
there are parameter ranges such that (1.1) has an asymptotically stable
positive steady-state solution (see Theorems 3.1 and 3.6). This means that it
is possible to find a competitor v to u such that the two species has a stable
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coexistence state, though without such a competitor, u is bound to blow up
as tQ. (since l > lg). The range of m that (1.1) has a positive steady-state
solution here is strikingly different from that for the case l < lg: the former
is an infinite interval while the later is a finite interval (see Theorem 2.4).
The second part of Section 3 studies the generalized steady-state
solutions of (1.1), where the u component equals . on W0 but is finite
and positive in W+, and the v component is identically zero on W0 and is
positive in W+. These solutions are determined by a boundary blow-up
problem (see (3.8)). Among many other things, we show that when m is
greater than certain values, then there are maximal and minimal generalized
positive steady-state solutions for (1.1); while when m is small, no such
solution exists.
The importance of these generalized steady-state solutions will be
revealed in Part II of the paper, where the dynamical behaviour of (1.1) in
the case l > lg is discussed. It is shown that the generalized steady-state
solutions of (1.1) play a very important role in understanding the dynamics
of (1.1). But we leave the detailed description to Part II.
2. PRELIMINARY RESULTS AND WEAK GROWTH RATE OF u
In this section, we consider the case that l, the growth rate of the species
u, is below a certain critical number to be specified below. We show that
the dynamics of (1.1) in this case is similar to the case that b(x) is a positive
constant. Thus, for weak growth rate of u, the degeneracy of b(x) has little
effects on the behaviour of the model.
Most of the results in this section are known, or follow easily from
variations of known methods. Therefore, their proofs are postponed to
Section 4, the Appendix. Nevertheless, this section provides necessary
preliminary results for discussions in Section 3 and in Part II; and as results
for (1.1) here are similar to the nondegenerate case, it also serves as a
review of the known results for the case b(x) is a positive constant.
2.1. The Degenerate Logistic Equation
In our discussions throughout this paper, the following degenerate logistic
equation plays an important role.
ut−Du+fu=lu−b(x) u2, u|“W=0, (2.1)
where f is a given function in C(W¯).
Problem (2.1) was studied in [DH] for the case f=0, but as was
mentioned in Remark 1.1(ii) there, most of the arguments and results there
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carry over to the case that D is replaced by a general self-adjoint second
order strongly elliptic operator. Indeed, for the special case that −D is
replaced by −D+f as in (2.1), one easily checks that all the arguments and
results there still hold (including Theorem 2.8 and Proposition 4.4 there)
except that the proof of Theorem 3.6 in [DH] should be modified a little
(details explained in the proof of Theorem 2.1 in Part II of this paper), and
the regularity of the solution u should be weakened accordingly.
In the following, we recall briefly the main results of [DH] when carried
over to (2.1), and some earlier results which combined give a rather
complete understanding of the dynamics of this problem. The following
boundary blow-up problem is needed in describing these results.
−Du+fu=lu−b(x) u2 in W+, u|“W=0, u|“W0=.. (2.2)
Here, u|“W0=. means
u(x)Q. as x ¥ W+ and d(x, “W0)Q 0.
For WŒ=W, or W0, or any other subdomain of W, we denote by lW
−
1 (f)
the first eigenvalue of the problem
−Du+fu=lu in WŒ, u|“WŒ=0.
Theorem 2.1 (Boundary Blow-Up Problem). (i) For any l ¥ (−.,.),
problem (2.2) has a minimal positive solution U
¯
l and a maximal positive
solution U¯l.
(ii) If there exist positive constants c and b such that limxQ “W0 b(x)/
[d(x, W0)]c=b, then (2.2) has a unique positive solution Ul.
Theorem 2.2 (Steady-State Solutions). (i) When l ¨ (lW1 (f), lW01 (f)),
u=0 is the only nonnegative steady-state solution of (2.1);
(ii) When l ¥ (lW1 (f), lW01 (f)), (2.2) has a unique positive steady-state
solution ul, and lQ ul is continuous as a map from (l
W
1 (f), l
W0
1 (f)) to C(W¯);
(iii) ul Q 0 uniformly in W as lQ l
W
1 (f), and if we denote l0=l
W0
1 (f),
then
(a) ul Q. as l q l0 uniformly on W¯0;
(b) ul Q U¯
l0 as l q l0 locally uniformly on W¯0 W¯0.
Theorem 2.3 (Dynamical Behaviour). (i) When l [ lW1 (f), then u — 0
attracts all the solutions of (2.1) with admissible nonnegative initial data.
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(ii) For l ¥ (lW1 (f), lW01 (f)), the unique positive solution ul attracts all
the solutions of (2.1) with admissible nontrivial nonnegative initial values.
(iii) If l \ lW01 (f), then for any given admissible nontrivial nonnegative
initial value, the unique solution u(t, x) of (2.1) satisfies
(a) for any fixed x ¥ W¯0, u(t, x)Q. as tQ.;
(b) for any fixed x ¥ W¯0 W¯0, OtQ. u(t, x) [ U¯l(x), JtQ. u(t, x)
\ U
¯
l(x).
(c) if (2.2) has a unique positive solution Ul, then for any fixed
x ¥ W¯0 W¯0, limtQ. u(t, x)=Ul(x).
If (2.2) has a unique positive solution Ul, and define
U˜l(x)=˛., x ¥ W¯0
Ul(x), x ¥ W+,
then the conclusion of Theorem 2.3 (iii) can be restated as
(iii)Œ U˜l attracts all the solutions of (2.1) with nontrivial nonnegative
initial data.
2.2. The Steady-State Solutions
This subsection is devoted to the understanding of the nonnegative
steady-state solutions of (1.1) for the case that l is below the critical value
lg=lW01 (0). Thus, throughout this subsection, we assume that
0 < l < lW01 (0). (2.3)
Remembering we have assumed d1=d2=1, these steady-state solutions
of (1.1) are nonnegative solutions of
˛ −Du=lu−b(x) u2−cuv,−Dv=mv−v2−duv,
u|“W=0, v|“W=0.
(2.4)
Clearly, (u, v)=(0, 0) is always a solution to (2.4). If v=0, then u
satisfies (2.2) with f=0, and hence, by Theorem 2.2, we have a good
understanding of the nonnegative solutions of (2.4) of the type (u, 0). If
u=0, then v satisfies
−Dv=mv−v2, v|“W=0. (2.5)
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It is well known that (2.5) has only the trivial nonnegative solution v=0
when m [ lW1 (0), and it has a unique positive solution besides v=0 when m
is greater than this number. Throughout this paper, we will use hm to
denote this unique positive solution of (2.5) when m > lW1 (0). Thus, we also
have a complete understanding of the nonnegative solutions of (2.4) of the
type (0, v). The solution (0, 0) is called the trivial solution, and the solutions
of the type (u, 0) and (0, v) are called semi-trivial solutions.
It is the positive solutions (u, v), where u and v are both nonnegative and
not identically zero, that are the most interesting. If (u0, v0) is a positive
solution of (2.4), then from the equation for v0, we find
−Dv0+f0v0=mv0, where f0=v0+cu0.
Thus,
m=lW1 (f0) > l
W
1 (0),
where we have used the well-known property that lW1 (f) depends continu-
ously and monotonously on f. Moreover, by a standard comparison
argument, one sees that
0 < v0(x) < hm.
Now looking at the equation for u0, and using Theorem 2.2, we deduce
lW1 (cv0) < l < l
W0
1 (cv0).
As lW1 (cv0) > l
W
1 (0), it follows that l > l
W
1 (0). Thus, a necessary condition
for (2.4) to have a positive solution is that
l > lW1 (0), m > l
W
1 (0). (2.6)
We assume (2.6) from now on in this subsection. Therefore,
lW1 (0) < l < l
W0
1 (0).
Using Theorem 2.2, we see that (2.4) has a unique semi-trivial solution of
the type (u, 0) with u=U, the unique positive solution of (2.2) with f=0.
Consider the function f(m)=lW1 (chm). It is well known that mQ hm is
continuous and increasing with hm Q 0 uniformly on W¯ as mQ l
W
1 (0) and
hm Q. locally uniformly in W as mQ.. Hence f(m) is a continuous
function which is strictly increasing and
f(lW1 (0))=l
W
1 (0), f(.)=..
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It follows that there exists a unique m0 > lW1 (0) such that f(m
0)=l. This
number m0 and the number m0=l
W
1 (dU) will play an important role in
determining the range of m where (2.4) has a positive solution, the other
parameters being regarded as fixed.
Theorem 2.4. Let lW1 (0) < l < l
W0
1 (0). Then
(i) (Existence and nonexistence) There exist mg and mg satisfying
lW1 (0) < mg [ mg <. such that (2.4) has no positive solution for m ¨ [mg, mg],
and has at least one positive solution for m ¥ (mg, mg).
(ii) (Location of mg and mg) mg [min{m0, m0}, mg \max{m0, m0}.
(iii) (Continuum) There is a continuum of positive solutions of (2.4),
S={(m, u, v)} … R×C(W¯)×C(W¯), that connects the semi-trivial solutions
(m0, U, 0) and (m0, 0, hm0). Moreover,
mg=inf{m: (m, u, v) ¥ S}, mg=sup{m: (m, u, v) ¥ S}.
(iv) (Multiplicity) If mg <min{m0, m0}, then (2.4) has at least two
positive solutions for m ¥ (mg, min{m0, m0}), and at least one positive solution
for m=mg. If mg >max{m0, m0}, then (2.4) has at least two positive solutions
for m ¥ (max{m0, m0}, mg), and at least one positive solution for m=mg.
Moreover, all these solutions can be chosen from the continuum S.
The proof of this theorem follows the approach of [DB], and is given in
the Appendix.
Remark 2.5. (i) The arguments in [D3, DB] can be easily modified to
show that the case mg <min{m0, m0} or mg >max{m0, m0} often occurs.
(ii) In the very special case that m0=m0, our Theorem 2.4 does not
rule out the possibility that mg=mg. By conclusion (iii) of this theorem, in
this case, the solution branch has to be ‘‘straight’’, giving a continuum of
positive solutions of (2.4) for the single value m=mg=mg. When m=l and
b(x) — 1, it has been shown in [CL] that such an unusual situation does
occur when d=c=1. We suspect that mg=mg never occurs to (2.4) due to
the introduction of b(x).
2.3. Dynamical Behaviour
In this subsection, we discuss the dynamical behaviour of the parabolic
system (1.1) (with d1=d2=1) for the case that l satisfies (2.3). The fact
that (1.1) defines a monotone dynamical system will play an important role
in the discussion here.
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Denote X=C(W¯), X+={u ¥X : u(x) \ 0, for all x ¥ W}. Then P=
(−X+)×X+ is a cone in E=X×X, and P induces an order in E,
(u1, v1) [P (u2, v2) if (u2, v2)−(u1, v1)=(u2−u1, v2−v1) ¥ P,
i.e., u2(x) [ u1(x), v2(x) \ v1(x), for all x ¥ W.
A simple comparison of (1.1) with the decoupled system
˛ut−Du=lu−b(x) u2, u|“W=0
vt−Dv=mv−v2, v|“W=0
(2.7)
shows that any solution of (1.1) remains in X+×X+, and is defined for all
t > 0, whenever the initial value (u0, v0) is in X+×X+. Moreover, for any
such solution (u, v),
O
tQ.
u(t) [ U, O
tQ.
v(t) [ hm.
Here, and in what follows, (u(t), v(t)) denotes (u( · , t), v( · , t)). This shows
that the order interval
[(U, 0), (0, hm)]P={(u, v) ¥ E : (U, 0) [P (u, v) [P (0, hm)}
is a global attractor for solutions of (1.1) with nonnegative initial values.
An application of the parabolic maximum principle shows that (1.1) is
order-preserving for the order induced by P in E, namely,
(u1(0), v1(0)) [P (u2(0), v2(0)) implies
(u1(t), v1(t)) [P (u2(t), v2(t)) for all t > 0,
where (u1, v1) and (u2, v2) are solutions of (1.1).
The following theorem covers the case that (1.1) has no steady-state
positive solutions, and it shows that the dynamics of (1.1) on X+×X+ can
be completely described for this case.
Theorem 2.6. Let (u, v) be a solution of (1.1) with initial value (u0, v0),
u0, v0 ¥X+0{0}.
(i) If 0 < l [ lW1 (0), then (u, v)Q (0, 0) uniformly on W as tQ. if
0 < m [ lW1 (0), and that limit is (0, hm) if m > lW1 (0).
(ii) If lW1 (0) < l < l
W0
1 (0), then (u, v)Q (U, 0) uniformly on W as
tQ. if 0 < m < mg, and that limit is (0, hm) if m > mg, where U, mg and mg
are as in Theorem 2.4.
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The proof of Theorem 2.6 is postponed to the Appendix. The biological
interpretation of Theorem 2.6 is the following. When no co-existence can
be reached, at least one of the two species will be wiped out in the long run,
and which species will die out depends on the specific growth rates of the
two species.
The case left by Theorem 2.6 is basically the case when (1.1) has a
positive steady-state solution:
lW1 (0) < l < l
W0
1 (0), mg < m < m
g.
The dynamics of (1.1) for this case is rather complicated, and we will divide
this case into several subcases.
(i) m0 < m0, m0 < m < m0.
(ii) mg <min{m0, m0}, mg < m <min{m0, m0}.
(iii) mg >max{m0, m0}, max{m0, m0} < m < mg.
(iv) m0 < m0, m0 < m < m0.
Theorem 2.7. In case (i), (2.4) has a minimal positive solution (u
¯
, v
¯
) and
a maximal positive solution (u¯, v¯) in the sense that any positive solution (u, v)
of (2.4) satisfies (u
¯
, v
¯
) [P (u, v) [P (u¯, v¯). Moreover, the order interval
[(u
¯
, v
¯
), (u¯, v¯)]P={(u, v) ¥ E : (u¯
, v
¯
) [P (u, v) [P (u¯, v¯)}
attracts all the solutions of (1.1) with nontrivial nonnegative initial values.
Note that, if the maximal and minimal solutions coincide, then the order
interval reduces to one point, and Theorem 2.7 gives a complete description
for the dynamical behaviour of (1.1). However, a counter-example in
[D3, Sect. 3] can be easily modified to show that there are cases that these
two solutions are different.
Theorem 2.8. In case (ii), (2.4) has a maximal positive solution (u¯, v¯)
and the order interval [(U, 0), (u¯, v¯)]P attracts all the solutions of (1.1) with
nontrivial nonnegative initial values.
Note that in Theorem 2.8, there is at least one more positive steady-state
solution of (1.1) in that order interval. Moreover, the bifurcation and
analyticity argument of [D3] can be used to show that the maximal
solution (u¯, v¯) is asymptotically stable. The other end point of the order
interval, (U, 0), is also asymptotically stable, as it is linearly stable. Thus,
inside this order interval, the so called global attractor, the long time behaviour
of the solution (u, v) of (1.1) depends on its initial value (u0, v0). If (u0, v0)
is close enough to (U, 0), then (u, v)Q (U, 0) as tQ., while if the initial
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value is close enough to (u¯, v¯), then (u, v)Q (u¯, v¯) as tQ.. If the initial
value is not close to either end points, and is not a steady-state solution,
the long time behaviour of (u, v) is not fully known.
Theorem 2.9. In case (iii), (2.4) has a minimal positive solution (u
¯
, v
¯
),
and the order interval [(u
¯
, v
¯
), (0, hm)]P attracts all the solutions of (1.1) with
nontrivial nonnegative initial values.
Remarks similar to that for case (ii) apply for the dynamics of (1.1) in
the order interval [(u
¯
, v
¯
), (0, hm)]P here.
Finally let us consider case (iv). In this case, the two semitrival solutions
(U, 0) and (0, hm) are linearly stable, and hence asymptotically stable.
Theorem 2.6 guarantees at least one positive steady-state solution for (1.1),
but we are unable to reduce the analysis of its dynamics to a global attractor
smaller than [(U, 0), (0, hm)]P like in the previous cases. Note that, the
behaviour of the system on [(U, 0), (0, hm)]P is similar to that for cases (ii)
and (iii) on their corresponding order intervals.
The proofs of Theorems 2.7–2.9 are similar and are postponed to the
Appendix.
2.4. A Useful Lemma
In this subsection, we prove a simple lemma which will be used
frequently in the paper.
Lemma 2.10. Let {un} …W1, 20 (W) satisfy
−Dun [ aun, un \ 0, ||un ||. [ b,
for all n \ 1, where a and b are positive constants. Then, subject to a sub-
sequence, un converges weakly in W
1, 2
0 (W) and strongly in L
p(W) ( for all
p > 1) to some u ¥W1, 20 (W) 5 L.(W). If we assume further that ||un ||. \
c > 0 for all n, then u – 0.
Proof. From −Dun [ aun we obtain
F
W
|Nun |2 dx [ a F
W
u2n dx [ ab2 |W|.
That is to say that {un} is bounded in the Hilbert space W
1, 2
0 (W). There-
fore, subject to a subsequence, un converges weakly in W
1, 2
0 (W) and
strongly in L2(W) to some u ¥W1, 20 (W). Since ||un ||. [ b, the convergence of
un Q u in L2(W) implies the convergence in Lp(W) for any p > 1 and
0 [ u [ b.
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If further ||un ||. \ c > 0, we show that u – 0. Indeed, if u — 0, then we
have un Q 0 in Lp(W), for all p > 1. Therefore, (−D)−1 un Q 0 in W2, p(W),
which implies that (−D)−1 un Q 0 in C1(W¯) by the Sobolev imbedding
theorem. Then it follows from
0 [ un [ a(−D)−1 un,
that un Q 0 in L.(W), contradicting ||un ||. \ c. Therefore, we must have
u – 0. The proof is complete. L
3. STRONG GROWTH RATE OF u: STEADY-STATE SOLUTIONS
In this section, we consider the case that the growth rate of u is beyond
the critical number lW01 (0). That is, we assume
l > lW01 (0). (3.1)
We will show that in this case, the set of steady-state solutions of (1.1)
changes a great deal from the case that l < lW01 (0), justifying the name
‘‘critical number’’ for lW01 (0). The change of the dynamical behaviour of
(1.1) will be discussed in Part II.
3.1. Classical Steady-State Solutions
This subsection is concerned with the steady-state solutions of (1.1) for
the case (3.1). Note that, now we still have the semitrivial solution (0, hm),
but we no longer have semitrivial solutions of the form (u, 0) unless we
extend the definition of the function u to allow . as its values. Solutions of
this latter type will be discussed in the next subsection; in the present sub-
section, we consider only classical solutions. We observe that the equation
l=lW1 (chm) still determines uniquely a number m
0 > lW1 (0), i.e.,
l=lW1 (chm0).
Our first main result of this subsection is the following.
Theorem 3.1. Suppose (3.1) holds. Then
(i) (Existence and nonexistence) There exists mg [ m0 such that (2.4)
has no positive solution for m < mg, and it has at least one positive solution for
m > mg.
(ii) (Multiplicity and stability) If mg < m0, then (2.4) has at least two
positive solutions for m ¥ (mg, m0), and at least one positive solution for
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m=mg. Moreover, at least one positive solution is asymptotically stable for
m ¥ (mg, m0).
(iii) (Continuum) All the positive solutions of (2.4) stated in (i) and (ii)
above can be chosen from an unbounded positive solution branch S of (2.4)
which joins the semitrivial solution (m0, 0, hm0) and ..
Note the difference that the range of m where (2.4) has a positive solution
in Theorem 2.4 is a finite interval, whereas in Theorem 3.1, it is an infinite
interval. In our second main result of this subsection, we will give an
estimate on the location of mg. It implies that mg < m0 whenever d is small.
We will prove Theorem 3.1 by a series of lemmas.
Lemma 3.2. Suppose (un, vn) is a positive solution of (2.4) with m=mn,
{mn} is bounded, and ||un ||. Q. as nQ.. Then we necessarily have
l=lW01 (0).
Proof. Since (2.4) has a positive solution with m=mn, we necessarily
have mn > l
W
1 (0). By assumption, we can find some positive numberM such
that mn [M for all n.
From the equation for vn, we obtain −Dvn [ mnvn, and 0 [ vn [ hmn [
mn [M. By Lemma 2.10, subject to a subsequence, we may assume that
vn Q vg weakly in W1, 2(W) and strongly in Lp(W) for any p > 1. Moreover,
vg is nonnegative and is L. bounded.
Let u˜n=un/||un ||.. Then it follows from the equation for un that
−Du˜n [ lu˜n. Hence, we can use Lemma 2.10 again to conclude that,
subject to a subsequence, u˜n Q u˜ weakly in W1, 2(W) and strongly in Lp(W)
(for all p > 1). Moreover, u˜ – 0.
We show next that u˜=0 almost everywhere in W+. By Lemma 2.1 in
[DH], we easily see that un [ U¯ l on W+, where U¯ l is given in Theorem 2.1.It follows that un is uniformly bounded on any compact subset of W¯0 W¯0.
As ||un ||. Q., it follows that u˜n Q 0 uniformly on any compact subset of
W¯0 W¯0. Therefore, u˜=0 almost everywhere in W+. As “W0 is smooth
enough, this implies u˜ ¥W1, 20 (W0).
For any f ¥ C.0 (W0), considering it as extended to be zero outside W0,
and multiplying it to the equation satisfied by u˜n, and integrating over W,
we deduce, remembering b(x)=0 on W0, that
F
W0
Nu˜n ·Nf dx=l F
W0
u˜nf dx−c F
W0
u˜nvnf dx.
Letting nQ. in the above identity, we obtain
F
W0
Nu˜ ·Nf dx=l F
W0
u˜f dx−c F
W0
u˜vgf dx.
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This implies that u˜, when restricted to W0, is a weak solution of the
problem
−Du=(l−cvg) u in W0, u|“W0=0. (3.2)
As l−cvg is in L.(W0), by elliptic regularity, u˜ is C1 over W0, and the weak
Harnack inequality applied to (3.2) implies that u˜ > 0 in W0.
We now look at the equation satisfied by vn. Multiplying this equation
by an arbitrary positive function k ¥ C.0 (W), and then integrate over W. It
gives
F
W
Nvn ·Nk dx=mn F
W
vnk dx−F
W
v2nk dx−d F
W
unvnk dx.
From this we obtain
F
W
u˜nvnk dx=
− >W Nvn ·Nk dx+mn >W vnk dx− >W v2nk dx
d ||un ||.
.
Passing to the limit nQ. in the above identity, we deduce
F
W
u˜vgk dx=0.
But since all three functions in the above identity are nonnegative, and k
and u˜ are positive on W0, we necessarily have vg=0 almost everywhere in
W0. Thus (3.2) reduces to
−Du˜=lu˜ in W0, u˜|“W0=0.
As u˜ is positive, we must have l=lW01 (0), as required. L
Lemma 3.3. Let (3.1) hold. Then there exists a branch of positive solu-
tions of (2.4), S={(m, u, v)} … R×C(W¯)×C(W¯), which starts from the
semitrivial solution (m0, 0, hm0), and satisfiesC={m : (m, u, v) ¥ S} ‡ (m0,.).
Thus, for any m ¥ (m0,.), (2.4) has at least one positive solution.
Proof. Due to (3.1), the decoupling technique used in the proof of
Theorem 2.4 does not work any more. We will use a global bifurcation
approach as in [BB2]. As many details here are simple variations of
standard arguments in [BB2], we will be rather brief.
Problem (2.4) is equivalent to an abstract equation of the form
H(m, w)=w−F(m, w)=0,
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where w=(u, v) and
F(m, w)=((−D)−1 (lu−b(x) u2−cuv), (−D)−1 (mv−v2−duv)).
Here H is regarded as a map from R×C(W¯)×C(W¯) to C(W¯)×C(W¯). Let
us remark that due to the regularity of (−D)−1, we can also work in the
space where C(W¯) is replaced by, for example, C1(W¯), which is sometimes
more convenient when the positivity of solutions is concerned. Such change
of spaces does not affect our results.
We have a curve of semitrivial solutions
S1={(m, 0, hm) : m > l
W
1 (0)}.
A minor modification of the bifurcation analysis of [BB2, Section 5] shows
that a global branch of positive solutions of H(m, w)=0 bifurcates from S1
at (m0, 0, hm0). In fact, the local bifurcation theory of [CR] guarantees that
the part of S near (m0, 0, hm0) consists of a nice curve, and there is no posi-
tive solution here other than those on this curve. By the variation of the
Rabinowitz global bifurcation theory as given in [BB2], and a positivity
analysis through the use of the maximum principle, S is unbounded unless
it joins some point of the form (m, u, 0) where u \ 0. We show that S
cannot join such a point. Otherwise, we can find a sequence of points
(mn, un, vn) ¥ S such that (mn, un, vn)Q (m, u, 0). Thus, (un, vn) are positive
solutions of (2.4) with m=mn. It follows from vn Q 0 that l
W0
1 (cvn)Q
lW01 (0) < l. Thus, for all large n, l
W0
1 (cvn) < l. By Theorem 2.2, this implies
that
−Du+cvnu=lu−b(x) u2, u|“W=0
has no positive solution, contradicting the fact that un is a positive solution
to this equation. Hence S must be unbounded.
It remains to show that S can only become unbounded through
mQ+.. For any (m, u, v) ¥ S, v satisfies
−Dv=mv−v2−duv, v|“W=0.
It follows that m > lW1 (0) and 0 [ v [ hm. Thus v stays bounded whenever m
stays bounded. Suppose by way of contradiction that C={m : (m, u, v) ¥ S}
is a bounded set. Then there must exist a sequence (mn, un, vn) ¥ S such that
||un ||. Q.. As {mn} is bounded, we can use Lemma 3.2 to deduce
l=lW01 (0), contradicting (3.1). This finishes the proof. L
Lemma 3.4. Suppose (3.1) holds. Then there exists mg ¥ (lW1 (0), m0] such
that (2.4) has no positive solution for m < mg, and it has at least one positive
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solution for m > mg. Moreover, if mg < m0, (2.4) has at least one positive
solution for m=mg.
Proof. Let mg denote the infimum of the set of those m for which (2.4)
has a positive solution. From the equation for v, one easily sees that any
such m satisfies m > lW1 (0). Thus, mg \ lW1 (0). If mg=m0, then the conclusion
follows from Lemma 3.3. Therefore, we only need to consider the case that
mg < m0. By Lemma 3.3, it suffices to show that for any m ¥ [mg, m0], (2.4)
has a positive solution.
We show first that (2.4) has a positive solution for m=mg. Otherwise, by
the definition of mg, we can find a sequence (mn, un, vn) such that (un, vn) is
a positive solution of (2.4) with m=mn, and mn > mg, mn Q mg. By Lemma
3.2 and (3.1), we know that ||un ||. is bounded. As 0 [ vn [ hm0, ||vn ||. is
also bounded. Thus we can use the equations they satisfy and elliptic regu-
larity to conclude that, subject to a subsequence, (un, vn)Q (ug, vg) in
C(W¯)×C(W¯). Passing to the limit in the equations for un and vn, we find
that (ug, vg) is a nonnegative solution of (2.4) with m=mg. As we have
assumed that (2.4) has no positive solution with m=mg, at least one of the
component in (ug, vg) is identically zero. If vg=0, then vn Q 0 and hence
lW01 (cvn)Q l
W0
1 (0) < l. But by Theorem 2.2, this implies that
−Du−cvnu=lu−b(x) u2, u|“W=0
has no positive solution for all large n, contradicting the fact that un is such
a solution. Therefore, we must have ug=0. But then vg is a positive
solution to
−Dv=mgv−v2, v|“W=0.
Thus we must have vg=hmg . Now we use the equation for un to deduce
l=lW1 (b(x) un+cvn), and since un Q 0 and vn Q v
g=hmg , it follows
l=lW1 (b(x) un+cvn)Q l
W
1 (chmg ),
contradicting the definition of m0. Thus, (2.4) must have a positive solution
for m=mg. Let us use (ug, vg) to denote such a solution. Note that
mg > l
W
1 (0) follows from this existence result.
From the equation for vg, we see that vg < hmg < hm0. For any function v
in the order interval
[vg, hm0]={v ¥ C(W¯) : vg(x) [ v(x) [ hm0(x), for all x ¥ W},
using (3.1) and the definition of m0, we find that
lW1 (cv) < l < l
W0
1 (cv),
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and l=lW1 (cv) only if v=hm0. Thus, by Theorem 2.2, the problem
−Du+cvu=lu−b(x) u2, u|“W=0,
has a unique positive solution u=u(v) for any v in that order interval
unless v=hm0. One easily shows that u(v) depends continuously on v and
decreases with v. Moreover, u(v)Q 0 as vQ hm0. We define u(hm0)=0. Now
the problem
−Dv=mv−v2−du(v) v, v|“W=0 (3.3)
behaves exactly as (4.1) in the Appendix except that now we only consider
those v which belong to the order interval [vg, hm0]. For each m ¥ (mg, m0),
hm0 is a strict upper solution to (3.3) and vg is a strict lower solution, thus
(3.3) has a maximal positive solution vm ¥ [vg, hm0]. Clearly (u(vm), vm) is a
positive solution of (2.4) with this m.
It remains to show that (2.4) has a positive solution when m=m0. Let vm
be defined as in the last paragraph, and choose mn ¥ (mg, m0), mn Q m0.
A simple compactness argument shows that up to a subsequence, vmn Q v
0
uniformly and v0 solves (3.3) with m=m0. Clearly, v0 ¥ [vg, hm0]. If v0 ] hm0,
then (u(v0), v0) is a positive solution of (2.4) with m=m0, finishing
the proof. Therefore, we suppose that v0=hm0. By a local bifurcation
analysis as mentioned in the proof of Lemma 3.3, we know all the positive
solutions (m, u, v) of (2.4) near (m0, 0, hm0) belong to a smooth curve SŒ
which is part of S. Thus, as (mn, u(vmn ), vmn )Q (m
0, 0, hm0), for all large n,
(mn, u(vmn ), vmn ) ¥ SŒ. Denote by Sœ the open subcurve of SŒ which connects
(mn, u(vmn ), vmn ) and (m
0, 0, hm0). Then from the properties of SŒ, we know
the set S0Sœ must be connected. This connected set contains point with
m=mn, namely (mn, u(vmn ), vmn ), and by Lemma 3.3, it also contains point
with arbitrarily large m. Therefore, its connectedness guarantees that the m
range of this set covers [mn,.). In particular, (2.4) has a positive solution
with m=m0. This finishes the proof. L
It follows from Lemma 3.3 that the range of m in S, namely
C={m: (m, u, v) ¥ S}, always covers the interval (m0,.). It is interesting to
know whether it is exactly [mg,.) when mg < m0. Part of the next result
shows that this is indeed the case.
Lemma 3.5. Let (3.1) hold, and suppose mg < m0. Then C=[mg,.), and
for any m ¥ (mg, m0), (2.4) has at least two positive solutions and with at least
one positive solution asymptotically stable. Moreover, these solutions can be
chosen from the continuum S.
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Proof. We will prove these conclusions through an analysis of the
continuum S … R×C(W¯)×C(W¯).
By elliptic regularity, we easily see that S is also a connected set in
R×C10(W¯)×C
1
0(W¯), where C
1
0(W¯)={u ¥ C1(W¯) : u(x)=0, for all x ¥ “W}.
For our discussions later, it is convenient to use C10(W¯) instead of C(W¯).
Denote X1=C
1
0(W¯), and E1=X1×X1. Then P1=P 5 E1 is a cone in E1
which induces the following order in E1:
(u1, v1) [P1 (u2, v2)
if and only if u2(x) [ u1(x), v2(x) \ v1(x), for all x ¥ W.
In the proof of Lemma 3.4, we have shown that for each m ¥ (mg, m0),
(3.3) has a maximal positive solution vm ¥ [vg, hm0] which gives a positive
solution (um, vm) of (2.4), where um=u(vm). It is easily seen that this is the
maximal positive solution of (2.4) under the order induced by P1; in
particular, (2.4) has no other positive solution in the order interval
[(um, vm),.)P1={(u, v) ¥ E1 : (u, v) \P1 (um, vm)}.
The argument in the proof of Lemma 3.4 can be easily extended to show
that (3.3) with m=mg also has a maximal positive solution vmg , and which
provides a maximal positive solution (umg , vmg ) of (2.4), where umg=u(vmg ).
A careful reading of the proof of Lemma 1 in [D3] shows that the
method there can be modified slightly to show that the maximal solutions
(um, vm), mg < m < m0, are asymptotically stable.
We claim that for any m ¥ [mg, m0), (m, um, vm) ¥ S. To prove this, for
each such m, we denote
Dm=[m,.)×[(um, vm),.)P1 .
By the strong maximum principle, we see that (m0, 0, hm0) is in int(Dm),
the interior of Dm. Therefore S contains points in the interior of Dm. If
we can show that S also contains points which are not in Dm, then by the
connectedness of S, S must contain points on “Dm, the boundary of Dm.
We will then prove that S 5 “Dm contains exactly one point, namely,
(m, um, vm), thus proving (m, um, vm) ¥ S. We will see that the multiplicity
result also follows from this fact. The idea here is from [DB].
To show that S contains points outside Dm, we prove the following
stronger result: There exists some constant M0 > 0 such that any
(m, u, v) ¥ S with m \M0 is outside Dm.
Note that Lemma 3.3 guarantees that S has point with arbitrary large m.
Suppose the above conclusion is not true. Then we can find a sequence
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(mn, un, vn) ¥ S, such that mn Q. and (mn, un, vn) ¥ Dm. Thus, un [ um,
vn \ vm. It follows that dun [M — d ||um ||.. From the equation for vn, we
deduce
−Dvn \ mnvn−v2n−Mvn,
which implies vn \ hmn −M. It follows that, as nQ.,
lW1 (cvn) \ lW1 (chmn −M)Q..
But from the equation for un, and Theorem 2.2, we deduce l
W
1 (cvn) < l.
This contradiction shows our conclusion above is true. Hence we have
proved that S 5 “Dm ]”.
To prove our claim, it remains to show that S 5 “Dm={(m, um, vm)}.
Let (mŒ, uŒ, vŒ) be an arbitrary point in S 5 “Dm. Then, mŒ \ m and
(uŒ, vŒ) \P1 (um, vm). If mŒ=m, then as (um, vm) is the only solution of (2.4) in
[(um, vm),.)P1 , we necessarily have (uŒ, vŒ)=(um, vm). If mŒ > m, then from
−DvŒ=mŒvŒ−(vŒ)2−duŒvŒ > mvŒ−(vŒ)2−dumvŒ,
we deduce vŒ± vm, that is, for any v in a small neighborhood of vŒ in E1,
v \ vm on W. It follows that
−DuŒ=luŒ−b(x)(uŒ)2−cuŒvŒ < luŒ−b(x)(uŒ)2−cvmuŒ,
which implies uŒ° um. Thus (mŒ, uŒ, vŒ) is in the interior of Dm, contradicting
the assumption that it is on the boundary of this set. Hence S 5 “Dm=
{(m, um, vm)}.
We still need to prove the multiplicity result. Using the conclusion
proved above, we know that S 5 “Dmg consists of exactly one point
(mg, umg , vmg ). By Lemma 3.1 of [DB], this implies that S0 int(Dmg ) is
connected. Our argument in the last paragraph implies that (m, um, vm) ¥
int(Dmg ) for all m ¥ (mg, m
0). Now as the connected set S0 int(Dmg ) contains
the point (mg, umg , vmg ) and all the points in S with m \M0, it must have
points with all the intermediate values of m. In particular, for any
m ¥ (mg, m0), (2.4) has at least one positive solution (u, v) such that
(m, u, v) ¥ S0 int(Dmg ), and hence (u, v) is different from (um, vm). This
finishes the proof. L
Clearly Theorem 3.1 follows from Lemmas 3.2–3.5.
One natural question about Theorem 3.1 is whether the case mg < m0
really occurs. Furthermore, if it occurs, one would like to have an estimate
of mg. Our next result answers these questions.
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Theorem 3.6. Suppose (3.1) holds and let m
¯
be determined (uniquely) by
l=lW01 (chm
¯
).
Then m
¯
< mg [ m0. Moreover, mg Q m
¯
as dQ 0, and mg Q m0 as dQ..
Thus, mg < m0 for all small d, and m
¯
< mg [ m0 is the best possible estimate
for mg.
Proof. Let us start with proving m
¯
< mg [ m0. If mg=m0, then clearly
mg > m
¯
. If mg < m0, then by Theorem 3.1, (2.4) has a positive solution
(ug, vg) with m=mg. From the equation for ug, and Theorem 2.2, we find
l < lW01 (cv
g). But vg < hmg . Hence l < l
W0
1 (chmg ). As mQ l
W0
1 (chm) is a
strictly increasing function of m, it follows from the definition of m
¯
and the
above inequality that m
¯
< mg. Thus we always have m
¯
< mg [ m0.
To show mg Q m
¯
as dQ 0, we regard (2.4) with small d as a perturbation
of the problem with d=0, namely,
˛ −Du=lu−b(x) u2−cuv,−Dv=mv−v2,
u|“W=0, v|“W=0.
(3.4)
Problem (3.4) can be reduced to a single equation
−Du=lu−b(x) u2−chmu, u|“W=0, (3.5)
as v=hm is the unique positive solution for the second equation in (3.4).
Using Theorem 2.2 to (3.5), we find that (3.5) has a positive solution if and
only if
lW1 (chm) < l < l
W0
1 (chm),
that is, if and only if m
¯
< m < m0. Moreover, when these inequalities are
satisfied by m, (3.4) has a unique positive solution (um, hm), where um
denotes the unique positive solution of (3.5).
The linearised eigenvalue problem of (3.4) at its unique positive solution
(um, hm) is
˛ −Dh=lh−2b(x) umh−chmh−cumk+gh,−Dk=mk−2hmk+gk,
h|“W=0, k|“W=0.
From this expression we see that all the eigenvalues of this problem are real
and there is a smallest eigenvalue which is given by
g1=min{l
W
1 (2bu
m+chm)−l, l
W
1 (2hm)−m}.
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From the equations for hm and um, we easily deduce
lW1 (bu
m+chm)=l and l
W
1 (hm)=m.
Hence g1 > 0. This implies in particular that (um, hm) is a nondegenerate
solution of (3.4), i.e., 0 is not an eigenvalue of the linearised eigenvalue
problem.
Let us note that m
¯
and m0, by definition, are independent of d. Now given
any small e > 0, and m ¥ (m
¯
, m
¯
− e), by our discussions in the previous
paragraph, (3.4) has a unique nondegenerate positive solution (um, hm). By
a simple application of the implicit function theorem, for all small d, (2.4)
has a unique solution (ud, vd) near (um, hm) in E1, where E1 is the space
defined in the proof of Lemma 3.5. The closeness of (ud, vd) to (um, hm) in
the E1 norm guarantees that (ud, vd) is a positive solution of (2.4) with such
d. Thus, mg [ m < m
¯
+e for such small d. As we have already proved that
mg > m
¯
, our above argument implies that mg Q m
¯
as dQ 0.
To prove mg Q m0 as dQ., we argue indirectly. Suppose there is a
sequence dn Q. such that for (2.4) with d=dn, the corresponding
mg=mn [ m0−d for some constant d > 0 and all n. By Theorem 3.1, (2.4)
with d=dn and m=mn has a positive solution (un, vn), namely,
˛ −Dun=lun−b(x) u2n−cunvn,−Dvn=mnvn−v2n−dnunvn,
un |“W=0, vn |“W=0.
(3.6)
As m
¯
[ mn [ m0−d, we may assume, by passing to a subsequence if
needed, that mn Q m as nQ.. From the equation for vn, we can use
Lemma 2.10 to deduce that, subject to a subsequence, vn Q v weakly in
W1, 2(W) and strongly in Lp(W) for any p > 1. Moreover, it follows from
0 [ vn [ hmn that 0 [ v [ hm.
Consider now the sequence {un}. By passing to a subsequence when
needed, we have two cases to consider: (a) {||un ||.} is bounded, (b) ||un ||.
Q. as nQ..
If case (b) occurs, then the argument used in the proof of Lemma 3.2
leads to l=lW01 (0), a contradiction to (3.1). Thus we must have case (a).
Now the right hand side of the equation for un in (3.6) has an L. bound
independent of n. Hence, by elliptic regularity and Sobolev imbeddings,
subject to a subsequence, un converges to some function u in the C1 norm,
and u is a weak solution of the problem
−Du=(l−b(x) u−cv) u, u|“W=0.
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As l−b(x) u−cv is L. bounded, and u is nonnegative, by the weak
Harnack inequality, we have either u — 0 or u > 0 in W. If u > 0 in W, then
we multiply the equation for vn by some f ¥ C.0 (W) satisfying f > 0 in W,
integrate it over W, and obtain, after some simple rearrangements,
F
W
unvnf dx=(dn)−1 1mn F
W
vnf dx−F
W
v2nf dx+F
W
vn Df dx2 .
Passing to the limit nQ., we deduce >W uvf dx=0. As v \ 0 and
u > 0, f > 0 in W, we necessarily have v — 0. But this implies vn Q 0 in Lp
for any p > 1, and hence, by the variational characterization of lW01 (cvn), we
easily obtain lW01 (cvn)Q l
W0
1 (0). In view of (3.1), this implies that for all
large n, lW01 (cvn) < l. But by Theorem 2.2, this last inequality implies that
−Du=lu−b(x) u2−cvnu, u|“W=0
has no positive solution for such n, contradicting the fact that un is such a
solution. Therefore we must have u — 0.
Let u˜n=un/||un ||.. Then −Du˜n [ lu˜n, and we can use Lemma 2.10 to
deduce that, up to a subsequence, u˜n Q u˜ weakly inW1, 2(W) and strongly in
Lp(W) for any p > 1. Moreover, u˜ is nonnegative and not identically zero.
As u˜n satisfies
−Du˜n=lu˜n−||un ||. b(x) u˜
2
n−cu˜nvn, u˜n |“W=0, (3.7)
and ||un ||. Q 0, we pass to the limit nQ. in (3.7) and obtain
−Du˜=lu˜−cvu˜, u˜|“W=0.
Thus, l=lW1 (cv). Recall we have v [ hm < hm0. Hence l < lW1 (chm0),
contradicting the definition of m0. This finishes the proof. L
Remark 3.7. The proof of Theorem 3.6 suggests that when d is small
enough but fixed, then starting from (m0, 0, hm0), the positive solution
branch S of (2.4) forms a nice curve which follows the positive solution
curve {(m, um, hm) : m
¯
< m < m0} of (3.4) until m is close to mg, where by
Theorem 3.1, S has to make a turn to the right. It is usually difficult to give
a complete description of S for m near mg. But a limiting bifurcation
method has been developed in [Du1, DL1, DL2], where for similar situa-
tions, complete descriptions of the solution branch near the turning point
were obtained. It seems possible that this method can be explored here to
prove that, starting from (m0, 0, hm0), S is a smooth curve parameterized by
m until it reaches m=mg, where it makes a simple turn to the right. But we
refrain from doing this highly technical task here.
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3.2. Generalized Steady-State Solutions
As we will see in Part II, to determine the dynamics of (1.1), we also need
to understand certain steady-state solutions (u, v) of (1.1) of an unusual
type, that is, u is finite and positive on W+ but equals . on W0, whereas v is
positive on W+ and is identically zero on W0. Such solutions will be called
generalized steady-state solutions, and they are governed by the following
boundary blow-up problem,
˛ −Du=lu−b(x) u2−cuv, x ¥ W+,−Dv=mv−v2−duv, x ¥ W+,
u|“W=0, u|“W0=., v|“W+=0.
(3.8)
To understand (3.8), we need the following generalized logistic problem,
−Dv+fv=mv−v2 in W+, v|“W+=0, (3.9)
where f ¥ C(W+ 2 “W), and f|“W0=..
Define fn=min{f, n}. Then clearly fn ¥ C(W¯+) and fn(x)Q f(x) for
any x ¥ W+ as nQ.. Moreover, lW+1 (fn) is increasing with n. Let B be a
small open ball whose closure is contained in W+. Then,
lW+1 (fn) [ lB1 (fn) [ lB1 (f|B) <..
It follows that limnQ. l
W+
1 (fn) exists. We define l
W+
1 (f) to be this limit.
Theorem 3.8. Let f be as above. Then (3.9) has no positive solution if
m [ lW+1 (f), and it has a unique positive solution v ¥W1, 20 (W+) if m > lW+1 (f).
Proof. We may assume that f \ 0 on W+, for otherwise, we can simply
replace f by f− infW+f, and m by m− infW+f. It follows that fn \ 0 for all n.
We first prove the existence result. Suppose l > lW+1 (f). Then l >
lW+1 (fn) for all n. Hence (3.9) has a unique positive solution vn when f
is replaced by fn. Since fn \ 0 by our assumption above, we obtain
−Dvn [ mvn. Moreover, we have the estimate 0 [ vn [ fm, where fm denotes
the unique positive solution of
−Dv=mv−v2, v|“W+=0.
Hence, by Lemma 2.10, subject to a subsequence, vn Q v weakly in
W1, 20 (W+) and strongly in L
p(W+) for any p > 1.
We claim that v – 0. Otherwise, vn Q 0 in Lp for any p > 1, and it follows
from this and
0 [ vn [ m(−D)−1 vn
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that vn Q 0 in L.. Now from the equation for vn we obtain, for any e > 0
and all large n,
m=lW+1 (fn+vn) [ lW+1 (fn+e)=e+lW+1 (fn)Q e+lW+1 (f),
contradicting the assumption that m > lW+1 (f).
It is easily checked that v is a positive weak solution of (3.9). Thus the
existence is proved.
To show uniqueness, we suppose that there is a positive solution vg
besides the solution v obtained above. Then, on W+,
−D(v−vg)+f(v−vg)=m(v−vg)−(v+vg)(v−vg).
It follows that
[−D(v−vg)](v−vg)+fn(v−vg)2 [ m(v−vg)2−(v+vg)(v−vg)2.
Integrating over W+, we obtain
F
W+
|N(v−vg)|2 dx+F
W+
(fn+v+vg)(v−vg)2 dx [ m F
W+
(v−vg)2 dx.
This implies that m \ lW+1 (fn+v+vg) or v−vg — 0. We show that the
latter alternative occurs and hence proving uniqueness. Indeed, if m \
lW+1 (fn+v+v
g), then let kn satisfy
−Dkn+(fn+v+vg) kn=l
W+
1 (fn+v+v
g) kn,
kn |“W+=0, ||kn ||.=1, kn > 0.
One easily sees, using −Dkn [ mkn and Lemma 2.10, that subject to a sub-
sequence, kn converges weakly in W1, 2(W+) and strongly in Lp(W+) (for all
p > 1) to some k \ 0. Moreover, k satisfies
−Dk+(f+v+vg) k=lW+1 (f+v+v
g) k, k|“W+=0,
and k – 0. Applying the weak Harnack inequality to the equation for k on
any compact subset of W+, we see that k must be positive over W+.
Recall that subject to a subsequence, the unique positive solution vn of
(3.9) with f replaced by fn satisfies vn Q v in Lp(W+) for any p > 1. We
multiply the equation for vn by kn, integrate over W+, and obtain,
F
W+
[lW+1 (fn+v+v
g) kn−(fn+v+vg) kn] vn dx
=F
W+
[mvn−(vn+fn) vn] kn dx.
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Thus,
0 \ (lW+1 (fn+v+vg)−m) F
W+
vnkn dx=F
W+
(v+vg−vn) vnkn dx.
Passing to the limit nQ. in the above inequality, we deduce
>W+vgvk dx [ 0. But this is impossible as all three functions vg, v, and k are
positive in W+, where the fact that vg and v are positive comes from an
application of the weak Harnack inequality to the equations they satisfy on
compact subsets of W+. This proves the uniqueness.
We consider finally the nonexistence problem. Suppose m [ lW+1 (f). If
(3.9) has a positive solution v with such a m, then for any n \ 1,
−Dv+fnv [ mv−v2,
that is, v is a lower solution to
−Dv+fnv=mv−v2, v|“W+=0. (3.10)
As fn \ 0, any constant M satisfying M> m is an upper solution to (3.10).
Hence the classical logistic equation (3.10) has a positive solution vn
satisfying v [ vn [M. Note that this implies m > lW+1 (fn) and hence
m \ lW+1 (f). It follows that m=lW+1 (f).
Denote mn=l
W+
1 (fn) and let kn satisfy
−Dkn+fnkn=mnkn, kn |“W+=0, kn > 0, ||kn ||.=1.
As before, we deduce that subject to a subsequence, kn Q k weakly in
W1, 20 (W+) and strongly in L
p(W+) ( for all p > 1). Moreover, k satisfies
−Dk+fk=lW+1 (f) k, k|“W+=0,
and k > 0 in W+. We now multiply the equation for kn by vn, integrate over
W+, and obtain
F
W+
(mnkn−fnkn) vn dx=F
W+
(mvn−v
2
n−fnvn) kn dx.
It follows that
F
W+
v2nkn dx=(m−mn) F
W+
knvn dx.
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Letting nQ. in the above identity, we obtain >W+v2k dx=0, which is a
contradiction as v and k are positive in W+. Therefore, we must have
m > lW+1 (f). The proof is complete. L
For convenience, we will use C. to denote the set of functions f in
C(W+ 2 “W) which satisfy f|“W0=.. From Theorem 3.8 we know that, for
f ¥ C., lW+1 (f) plays a central role in understanding (3.9). Our next result
gives some properties of lW+1 (f) which will be used later.
Theorem 3.9. For each f ¥ C., lW+1 (f) corresponds to a positive eigen-
function, that is, there exists k ¥W1, 20 (W+), k > 0 in W+ such that
−Dk+fk=lW+1 (f) k, k|“W+=0,
in the weak sense. Moreover,
(i) if there exists kg ¥W1, 20 (W+), kg > 0 in W+, such that it satisfies
−Dkg+fkg=mkg, kg|“W+=0
in the weak sense, then m=lW+1 (f);
(ii) if f1, f2 ¥ C., f1 [ f2 and f1 – f2, then lW+1 (f1) < lW+1 (f2);
(iii) if fk, f ¥ C., fkQ f uniformly on any compact subset of W+ 2 “W,
and the sequence {infW+f
k} is bounded from below, then lW+1 (f
k)Q lW+1 (f)
as kQ..
Proof. The conclusion that lW+1 (f) corresponds to a positive eigen-
function has been already proved in the proof of Theorem 3.8. Therefore
we need only prove (i)–(iii).
To show (i), let k > 0 be an eigenfunction corresponding to lW+1 (f). We
multiply the equation for k by kg, integrate over W+, and obtain
F
W+
(m−f) kkg dx=F
W+
(lW+1 (f)−f) kk
g dx.
It follows that m=lW+1 (f). Note that >W+ fkkg dx=>W+(mkkg−Nk ·Nkg) dx
is finite.
To prove (ii), we use the conditions on f1 and f2 to find a small closed
ball B contained in W+ such that f1 < f2 on B. Let f
i
n=min{f
i, n},
i=1, 2. Then f1n [ f2n for all n, and for all large n, f in=f i on B. Let k1n and
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k2n be the corresponding eigenfunctions of l
W+
1 (f
1
n) and l
W+
1 (f
2
n), respec-
tively, and both k1n and k
2
n are positive and have L
.(W+) norm 1. Then we
multiply the equation for k1n by k
2
n, integrate over W+, and obtain
F
W+
[lW+1 (f
1
n) k
1
n−f
1
nk
1
n] k
2
n dx=F
W+
[lW+1 (f
2
n) k
2
n−f
2
nk
2
n] k
1
n dx.
It follows that, for all large n,
[lW+1 (f
2
n)−l
W+
1 (f
1
n)] F
W+
k1nk
2
n dx=F
W+
(f2n−f
1
n) k
1
nk
2
n dx
\ F
B
(f2−f1) k1nk
2
n dx. (3.11)
The argument in the proof of Theorem 3.8 shows that, by passing to a
subsequence when needed, k in Q k
i weakly in W1, 2(W+) and strongly in
Lp(W+) ( for all p > 1). Moreover, k1 and k2 are positive on W+. Therefore,
letting nQ. in (3.11), we obtain
[lW+1 (f
2)−lW+1 (f
1)] F
W+
k1k2 dx \ F
B
(f2−f1) k1k2 dx > 0.
It follows that lW+1 (f
2) > lW+1 (f
1), as we wanted.
We now consider (iii). From the conditions on fk, we know that
{lW+1 (f
k)} is a bounded sequence. Let kk be a positive eigenfunction corre-
sponding to lW+1 (f
k) and satisfies ||kk||.=1. For convenience, let us denote
mk=l
W+
1 (f
k). As {mk} is bounded, by passing to a subsequence, we may
assume mk Q m as kQ.. By the assumptions on fk, we can find a constant
M0 > 0 such that fk+M0 > 0 for all k. Thus we have
−Dkk [ (mk+M0) kk [Mkk, for all k \ 1,
where the constantM is chosen such that M−M0 > mk for all k. From the
above inequality and Lemma 2.10 we deduce that subject to a subsequence,
kk converges weakly in W1, 20 (W+) and strongly in L
p(W+) ( for all p > 1) to
some kg > 0 which satisfies
−Dkg+fkg=mkg, kg|“W+=0,
in the weak sense. By conclusion (i) proved above, this implies m=lW+1 (f).
As we have passed to subsequences several times in the above argument,
what we actually proved above is that any subsequence of {mk} has a
further subsequence which converges to lW+1 (f). But this implies mk Q
lW+1 (f) as kQ.. This finishes the proof. L
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Remark 3.10. Let us show that the condition that {infW+ f
k} is
bounded from below cannot be removed from (iii) in Theorem 3.9. Indeed,
let Bk be a sequence of closed balls contained in W+, whose radius rk
converges to zero and whose center xk approaches “W0. Let mk=lB
−
k
1 (0)
where B −k is the ball with center xk and radius rk/2, and let tk be a smooth
function on W+ such that tk=−k−mk on B
−
k and tk=0 outside Bk. Then
one easily sees that, for any f ¥ C., fk — f+tk ¥ C. and fk converges
uniformly to f on any compact subset of W+ 2 “W. But
lW+1 (f
k) [ lB
−
k
1 (f
k)=lB
−
k
1 (−k−mk)=−kQ −..
Let us now return to the boundary blow-up problem (3.8) and deduce a
nonexistence result by using Theorem 3.8 and Theorem 3.9. Let us remark
that though we are mainly interested in the case that l satisfies (3.1) here,
but all our results in this subsection hold for arbitrary l ¥ (−.,.).
We note that if (u, v) is a positive solution of (3.8), then from the
equation for v and Theorem 3.9 we deduce
m=lW+1 (du+v) > l
W+
1 (0).
To obtain a better necessary condition, we will need the condition on b(x)
in (ii) of Theorem 2.1, namely, there exist positive constants c and b such
that
lim
xQ “W0
b(x)
[d(x, W0)]c
=b. (3.12)
By that theorem, when (3.12) is satisfied, (2.2) has a unique positive
solution for any f ¥ L.(W).
For m > lW+1 (0), let fm denote the unique positive solution of
−Dv=mv−v2, v|“W+=0.
We suppose that (3.12) is satisfied, and let U and Um denote the unique
positive solution of (2.2) with f=0 and f=fm, respectively. It can be
easily proved, using the uniqueness of positive solutions to (2.2), that
mQ Um is continuous in the sense that mQ m0 implies that Um Q Um0 uni-
formly on any compact set of W+ 2 “W. By conclusion (iii) of Theorem 3.9,
this implies that mQ lW+1 (dUm) is continuous. If we use U
n
m to denote the
unique positive solution satisfying the same differential equation and
boundary conditions as Um except that U
n
m |“W0=n, then a standard upper
and lower solution argument shows that, for fixed n, Unm increases with m.
As Unm Q Um as nQ., Um is nondecreasing with m. It then follows that
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Um1 \ Um2 and Um1 – Um2 when m1 > m2. Hence, by Theorem 3.9, mQ
lW+1 (dUm) is strictly decreasing.
We are now ready to analyze the continuous function f(m)=
m−lW+1 (dUm), defined for m > l
W+
1 (0). When mQ l
W+
1 (0), fm Q 0 and hence
Um Q U. Thus
lim
mQ l
W+
1 (0)
f(m)=lW+1 (0)−l
W+
1 (dU) < 0.
As Um < U for all m > l
W+
1 (0), we have
f(m) > m−lW+1 (dU)Q. as mQ..
It follows that there is a unique zero m˜ > lW+1 (0) for the strictly increasing
function f(m).
If (3.8) has a positive solution (u0, v0), then, using (3.12), it is easily seen
that
Um < u0 < U, 0 < v0 < fm.
From the equation for v0, by Theorem 3.8 and Theorem 3.9, we deduce
m > lW+1 (du0) > l
W+
1 (dUm).
Thus, f(m) > 0. It follows that m > m˜. Thus we have proved the following
nonexistence result.
Theorem 3.11. The boundary blow-up problem (3.8) has no positive
solution if m [ lW+1 (0). If (3.12) holds and let m˜ > lW+1 (0) be defined as above,
then (3.8) has no positive solution if m [ m˜.
Next we are going to prove some existence results for (3.8). Let us denote
by U
¯
the minimal positive solution of (2.2) with f=0, and denote
m¯=lW+1 (dU¯
). If (3.12) holds, then U
¯
=U and
m¯ > lW+1 (dUm˜)=m˜,
as U > Um for any m > l
W+
1 (0). We will, however, prove the existence results
without the assumption (3.12).
Lemma 3.12. Suppose m > m¯=lW+1 (dU¯
). Then for any positive constant
m, the problem
˛ −Du=lu−b(x) u2−cuv, x ¥ W+,−Dv=mv−v2−duv, x ¥ W+,
u|“W=0, u|“W0=m, v|“W+=0,
(3.13)
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has a maximal positive solution (um, vm) in the sense that any other positive
solution (u, v) of (3.13) satisfies u \ um, v [ vm. Moreover, if m2 > m1 > 0,
then um2 \ um1, vm2 [ vm1.
Proof. Let (u0, v0)=(0, fm), and define (un, vn) inductively by
˛ −Dun+Mun=(l+M) un−1−b(x) u2n−1−cun−1vn−1, x ¥ W+,−Dvn+Mvn=(m+M) vn−1−v2n−1−dun−1vn−1, x ¥ W+,
un |“W=0, un |“W0=m, vn |“W+=0,
where M is a positive constant to be specified below. It is easily checked
that, provided
M>max{||bUm ||.+c ||fm ||.−l, ||fm ||.+d ||Um ||.},
we have
un−1 [ un, vn−1 \ vn, un [ Um, V [ vn [ fm, (3.14)
where Um denotes the unique positive solution to
−Du=lu−b(x) u2, u|“W=0, u|“W0=m,
and V denotes the unique positive solution to
−Dv=mv−v2−dU
¯
v, v|“W+=0.
It follows that there exist positive functions um and vm such that limnQ. un(x)
=um(x) and limnQ. vn(x)=vm(x). Moreover, a simple regularity and
compactness argument shows that (um, vm) solves (3.13).
If (u, v) is any positive solution to (3.13). Then u \ u0 and v [ v0, and it
follows that u \ un, v [ vn for all n. Hence u \ um and v [ vm.
If m2 > m1 > 0, then we choose m=m1 and (u0, v0)=(um2, vm2) in the
iteration scheme above with a larger M if necessary, and we find that un is
a decreasing sequence which converges to some u, and vn is an increasing
sequence which converges to some v [ fm, and (u, v) is a positive solution
of (3.13) with m=m1. Hence, u \ um1 and v [ vm1. But um2=u0 \ u and
vm2=v0 [ v. Therefore um2 \ um1, vm2 [ vm1. This finishes the proof. L
Theorem 3.13. For any m > m¯=lW+1 (dU¯
), (3.8) has a maximal positive
solution (u, v) in the sense that if (u˜, v˜) is another positive solution of (3.8),
then u [ u˜ and v \ v˜.
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Proof. By Lemma 3.12, for any positive integer m, (3.13) has a positive
solution (um, vm) and um [ um+1, vm \ vm+1.
From (3.14), we find that
um [ Um [ U¯ , V [ v
m [ fm. (3.15)
Therefore there exist positive functions u and v such that um(x)Q u(x)
and vm(x)Q v(x) as mQ.. It is further easily checked that (u, v) is a
positive solution to (3.8). Indeed, by elliptic regularity and (3.15), one easily
sees that umQ u [ U
¯
and vmQ v \ V in C2(WŒ) for any compact subset WŒ
of W+ 2 “W. Hence (u, v) satisfies the differential equations in (3.8) and the
boundary conditions on “W in the classical sense. To see v ¥W1, 20 (W+), we
can use −Dvm [ mvm to deduce, as before, that subject to a subsequence,
vm converges weakly in W1, 20 (W+) and strongly in L
2(W+) to some vg.
It follows that vg=v and hence v ¥W1, 20 (W+). To see that u|“W0=., we
use an indirect argument. Suppose for some sequence xn ¥ W+, xn Q “W0,
u(xn) [M0 for some constantM0. Then, since um is an increasing sequence
and converges to u, um [ u and hence um(xn) [ u(xn) [M0 for all m and all
n. But this clearly is in contradiction to um|“W0=m.
It remains to show that the positive solution (u, v) obtained above is a
maximal positive solution to (3.8). Let (u˜, v˜) be any positive solution of
(3.8). By a simple variant of Lemma 2.3 in [DH], we see that the problem
−Du=lu−b(x) u2−cuv˜ in W+, u|“W=0, u|“W0=m
has a unique positive solution ug, and by Lemma 2.1 there, ug [ u˜
and actually strict inequality holds except along “W. It follows that
lW+1 (du˜) > l
W+
1 (du
g). By Theorem 3.8 and the equation for v˜, we know
m > lW+1 (du˜). Hence m > l
W+
1 (du
g) and the problem
−Dv=mv−v2−dugv, v|“W+=0
has a unique positive solution vg and vg \ v˜ due to ug [ u˜.
Now we define (u0, v0)=(ug, v˜) and for m > 0, define un, vn by the
iteration scheme in the proof of Lemma 3.12. We easily see that
v1=vg \ v0 and u1=u0. Therefore we must have
un \ un+1, vn [ vn+1 [ fm.
It follows that un Q uˆ, vn Q vˆ and (uˆ, vˆ) is a positive solution of (3.13). By
Lemma 3.12, uˆ \ um and vˆ [ vm. But we have u˜ \ ug=u0 \ uˆ and
v˜=v0 [ vˆ. Therefore u˜ \ um, v˜ [ vm which implies that u˜ \ u and v˜ [ v. The
proof is complete. L
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If m >max{mg, m¯}, where mg and m¯ are given in Theorems 3.1 and 3.13,
respectively, then (2.4) has both classical solutions and generalized solu-
tions (i.e., solutions of (3.8)). If (u, v) is a classical solution and (uˆ, vˆ) a
generalized solution, then they satisfy the same differential equations on
W+ while on “W+, u [ uˆ, v \ vˆ. It is interesting to know whether u [ uˆ, v \ vˆ
holds on all of W+ and for every such solutions (u, v) and (uˆ, vˆ). Though
we cannot prove that this is true in general, but we do have the following
result.
Theorem 3.14. Let m >max{mg, m¯} and (u, v) be a positive (classical)
solution of (2.4), then there exists a positive solution (uˆ, vˆ) of (3.8) such that
u|W+ [ uˆ and v|W+ \ vˆ.
Proof. For any integer m > ||u||L.(W), we let (u0, v0)=(u|W+ , v|W+ ), and
define (un, vn) by the iteration scheme in the proof of Lemma 3.12. We may
need to enlarge the constant M there if necessary. Then one easily checks
that
un [ un+1 [ Um, V [ vn+1 [ vn [ fm.
Hence, as before, un Q uˆm, vn Q vˆm as nQ., and (uˆm, vˆm) is a positive
solution of (3.13).
Unlike the situation in Lemma 3.12 where (um, vm) is a maximal solution
to (3.13), here it is not obvious that (uˆm, vˆm) is independent of the constant
M in the iteration scheme. But we can show that this is the case. Indeed, let
M1 andM2 both satisfy the requirement forM in the iteration scheme, and
let (u (1)n , v
(1)
n ) and (u
(2)
n , v
(2)
n ) be the corresponding sequences obtained from
the iteration scheme with (u (1)0 , v
(1)
0 )=(u
(2)
0 , v
(2)
2 )=(u|W+ , v|W+ ) andM=M1
and M=M2, respectively. Then u
(1)
n is increasing with n and converges to
some uˆm1 , v
(1)
n is decreasing with n and converges to some vˆ
m
1 , and (uˆ
m
1 , vˆ
m
1 ) is
a positive solution to (3.13). It follows that
uˆm1 \ u (1)0 =u(2)0 , vˆm1 [ v (1)0 =v(2)0 .
From this we easily see that uˆm1 \ u (2)n , vˆm1 [ v (2)n , and hence uˆm1 \ uˆm2 ,
vˆm1 [ vˆm2 , where uˆm2 and vˆm2 are defined analogously. Similarly, we can prove
uˆm1 [ uˆm2 , vˆm1 \ vˆm2 . Thus uˆm1=uˆm2 , vˆm1=vˆm2 . That is, (uˆm, vˆm) is independent
of the constantM.
Now we are ready to show that mQ uˆm is increasing and mQ vˆm is
decreasing. In fact, for ||u||. < m1 < m2, let (u
(i)
n , v
(i)
n ) denote the sequence
obtained from the iteration scheme in the proof of Lemma 3.12 with
m=mi and (u
(i)
0 , v
(i)
0 )=(u|W+ , v|W+ ), i=1, 2, and with M sufficiently large.
Then it is easily seen that u (1)n [ u (2)n and v (1)n \ v (2)n . It follows that uˆm1 [ uˆm2
and vˆm1 \ vˆm2, as required.
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The proof of Theorem 3.13 can now be applied to (uˆm, vˆm) which shows
that (uˆ, vˆ) given by
uˆ= lim
mQ.
uˆm, vˆ= lim
mQ.
vˆm
is a positive solution of (3.8). Moreover, we have
uˆ \ uˆm \ un \ u0=u|W+ , vˆ [ vˆ
m [ vn [ v0=v|W+ .
This finishes the proof. L
Finally in this subsection, we look at when (3.8) has a minimal positive
solution (u, v) in the sense that any other positive solution (u˜, v˜) of (3.8)
satisfies u \ u˜ and v [ v˜. The following theorem gives a result of this kind.
Theorem 3.15. Let U¯ denote the maximal positive solution of (2.2) with
f=0. Then for any m > lW+1 (dU¯), (3.8) has a minimal positive solution.
Proof. Since m > lW+1 (dU¯), by Theorem 3.8,
−Dv=mv−v2−du¯v in W+, v|“W+=0
has a unique positive solution v1. By Theorem 2.1,
−Du=lu−b(x) u2−cv1u in W+, u|“W=0, u|“W0=.,
has a maximal positive solution u1.
For n \ 2, we define inductively un and vn as follows. vn is the unique
positive solution of
−Dv=mv−v2−dun−1v in W+, v|“W+=0,
and un is the maximal positive solution of
−Du=lu−b(x) u2−cvnu in W+, u|“W=0, u|“W0=..
It is easily checked that
U¯ \ u1 \ u2 \ · · · \ un \ · · · \ Ug, v1 [ v2 [ · · · [ vn [ · · · [ hm,
where Ug is the minimal positive solution of
−Du=lu−b(x) u2−chmu in W+, u|“W=0, u|“W0=..
Moreover, one also easily sees that un Q u, vn Q v and (u, v) is a positive
solution of (3.8).
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If (u˜, v˜) is another positive solution of (3.8), then we have u˜ [ u¯ and
hence v1 [ v˜. It follows that u1 \ u˜. From here and the definition of un and
vn, we easily deduce vn [ v˜ and un \ u˜. Therefore v [ v˜ and u \ u˜, as
required. The proof is complete. L
Remark 3.16. (i) It follows from Theorems 3.14 and 3.15 that when
m >max{mg, l
W+
1 (dU¯)}, any positive solution (u, v) of (2.4) satisfies
u|W+ [ u¯
and v|W+ \ v¯
, where (u
¯
, v
¯
) is the minimal positive solution of (3.8).
(ii) One can prove Theorem 3.13 without using Lemma 3.12, but
using an iteration argument similar to that in the proof of Theorem 3.15,
starting from (0, hm) and with un being the minimal positive solution of the
boundary blow-up problem. However, the argument involving Lemma 3.12
seems essential in the proof of Theorem 3.14.
4. APPENDIX
In this section, we give the proofs of Theorems 2.4 and 2.6–2.9.
Proof of Theorem 2.4. We follow the approach of [DB], where the case
that b(x) is a positive constant was studied.
It follows from (2.3) that 0 < l < lW01 (cv) for any nonnegative function
v ¥ C(W¯). Hence, by Theorem 2.2, for any such v,
−Du=lu−b(x) u2−cuv, u|“W=0
has a unique positive solution uv if l
W
1 (cv) < l, and it has no positive
solution if lW1 (cv) \ l. Denote
u(v)=˛uv, when lW1 (cv) < l
0, when lW1 (cv) \ l.
Clearly (u(v), v) will be a solution of (2.4) if v satisfies the following single
equation with the nonlocal term u(v),
−Dv=mv−v2−du(v) v, v|“W=0. (4.1)
Conversely, if (u, v) is a positive solution of (2.4), then we must have
u=u(v) and v satisfies (4.1). It has been observed in [DB] that problem
(4.1), though with a nonlocal term, defines a monotone operator, and
hence monotonicity argument can be combined with a global bifurcation
argument to give a good description of the positive solution set {(m, v)} of
(4.1), which in turn describes the positive solution set of (2.4).
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Let us explain the main ideas of the proof, while leaving the details to
the reader as they are contained in [DB]. From a bifurcation analysis, it
can be shown that (4.1) has a positive solution branch S+0 which connects
(m0, 0) and (m0, hm0). Moreover, any (m, v) ¥ S+0 has the property that
u(v) > 0. Thus
S={(m, u(v), v) : (m, v) ¥ S+0 }
is a positive solution branch of (2.4) that connects the two semitrival
solutions (m0, U, 0) and (m0, 0, hm0). Note that, by definition, u(0)=U and
u(hm0)=0.
Let mg be the infimum of the set of all m for which (2.4) has a positive
solution, and let mg be the supremum of this set. If mg=min{m0, m0} and
mg=max{m0, m0}, then all our statements follow from the existence of
the branch S. If at least one of the inequalities mg <min{m0, m0} and
mg >max{m0, m0} occurs, we can use the monotonicity of (4.1) to show that
the m range of the branch S covers the interval (mg, mg) together with the
end point which satisfies an inequality above. The key point here is that
maximal and minimal solutions of (4.1) must lie on S+0 . The multiplicity
results also come from this fact.
The fact that mg > l
W
1 (0) comes from the following easy observation. If
mg=min{m0, m0}, then clearly mg > l
W
1 (0). If mg <min{m0, m
0}, then by (iv),
(2.4) has a positive solution (ug, vg) for m=mg. Therefore, using the equa-
tion for vg, we must have mg > l
W
1 (dug) > l
W
1 (0). This finishes the proof. L
Proof of Theorem 2.6. In case (i), the results follow from a simple use of
the properties of the logistic problem. If 0 < m [ lW1 (0), then a comparison
with (2.7) shows (u, v)Q (0, 0) as tQ.. If m > lW1 (0), then a comparison
of the u component with the first equation in (2.7) shows uQ 0 as tQ.,
and a comparison of the v component with the second equation of (2.7)
shows OtQ. v [ hm. However, using the fact that uQ 0 as tQ., for any
given small e > 0, there exists T > 0 such that u(x, t) < e for t \ T. Thus, a
comparison of v with the solution of
Vt−DV=(m− e) V−V2, V|“W=0, V(x, T)=v(x, T)
shows JtQ. v \ hm− e. As e can be arbitrarily small, we deduce
JtQ. v \ hm. Hence, we must have vQ hm as tQ..
In case (ii), the order preserving property of (1.1) will be used. We use
an idea in [D3, Sect. 4], where a similar result for the case that b(x) is a
positive constant is proved.
It is easily checked that the semitrivial solution (0, hm) is linearly unstable
if 0 < m < m0, and it is linearly stable if m > m0. For the semitrivial solution
(U, 0), it is linearly stable if 0 < m < m0, and it is linearly unstable if m > m0.
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Thus, when 0 < m < mg, (0, hm) is linearly unstable and (U, 0) is linearly
stable. For this case, let (h, k) be an eigenfunction corresponding to
the smallest eigenvalue of the linearisation of (2.4) at (0, hm). A simple
calculation shows
−Dh=lW1 (chm) h−chmh, h|“W=0, (4.2)
−Dk=mk−2hmk−dhmh+gh, k|“W=0, (4.3)
where g=lW1 (chm)−l < 0 is the smallest eigenvalue. Thus we can choose h
to be positive, and then (4.3) determines a unique k which is negative, since
the inverse operator L=(−D−m+2hm)−1 is positive, and f=−dhmh+gh is
negative, and k=Lf. It follows that, for any small e > 0,
(ue, ve)=(0, hm)+e(h, k) [P (0, hm).
Moreover, by the strong maximum principle for the equations satisfied by
hm and k, one sees that (ue, ve) ¥X+×X+. A crucial fact about (ue, ve) is
˛ −Due [ lue−b(x) u2e −cueve,
−Dve \ mve−v2e −dueve.
(4.4)
That is, (ue, ve) is an upper steady-state solution of the dynamical system
(1.1) in the order induced by P. As (U, 0) [P (ue, ve) is a steady-state solution
of (1.1), it follows from a well-known result in monotone dynamical
systems ([DHe, H, Ma, S]) that, as tQ., the unique solution (Ue, Ve) of
(1.1) with initial data (ue, ve) converges to a steady-state (ug, vg) of (1.1)
satisfying (U, 0) [P (ug, vg) [P (ue, ve). But by Theorem 2.4, the only such
steady-state solution (ug, vg) of (1.1) is (U, 0). Thus (Ue(t), Ve(t))Q (U, 0)
as tQ..
Now let us consider the solution (u, v) of (1.1) with initial data (u0, v0). If
(U, 0) [P (u0, v0) [P (ue, ve), then it follows from the order preserving
property of (1.1) that (U, 0) [P (u(t), v(t)) [P (Ue(t), Ve(t)) for all t > 0,
and hence (u(t), v(t))Q (U, 0) as tQ.. If (u0, v0) does not have this
property, we are to show that (u(T), v(T)) has this property for suitably
large T and small e, and hence (U, 0) [P (u(t), v(t)) [P (Ue(t−T),
Ve(t−T)) for all t > T, which implies, again, (u(t), v(t))Q (U, 0) as tQ..
It remains to find such T and e.
Comparing v with the unique solution of the second equation in (2.7)
with initial value v0, one sees that OtQ. v(t) [ hm. Thus, for any given
d > 0, we can find T1 such that
v(t) [ hm+d, for all t \ T1.
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We may assume that d > 0 is small enough such that
l > lW1 (chm+cd).
From the equation for u, we find
ut−Du \ lu−b(x) u2−c(hm+d) u when t \ T1.
It follows that u(t) \ w(t) for t \ T1, where w is the unique solution of
wt−Dw=lw−b(x) w2−c(hm+e) w, w|“W=0, w(T1)=u(T1). (4.5)
Using Theorem 2.3, we know that w(t)Q wg as tQ., where wg is the
unique positive steady-state solution of (4.5). A regularity and compactness
argument implies that w(t) \ wg/2 for all large t, say t \ T2 > T1. Hence
u(t) \ wg/2, for all t \ T2.
Now we look at the equation for v and obtain
vt−Dv [ mv−v2−d(wg/2) v, for all t \ T2.
It follows that v(t) [ z(t) for t \ T2, where z denotes the unique solution of
zt−Dz=mz−z2−d(wg/2) z, z|“W=0, z(T2)=v(T2). (4.6)
By well-known result on the logistic problem, z(t)Q zg as tQ., where
zg is the maximal nonnegative steady-state solution of (4.6). A simple
comparison argument shows that zg < hm. Now we use the strong
maximum principle, and see that for small enough e > 0, and large enough
T3, the following hold:
wg/2 > ue, zg < ve, z(t) [ ve, for all t \ T3.
Thus, we can choose T=T3. This finishes the proof for the case 0 < m < mg.
The case m > mg is proved by a similar argument, and we leave the details
to the reader. L
Proof of Theorem 2.7. By the discussion at the beginning of case (ii) in
the proof of Theorem 2.6, we know that in this case, the two semitrivial
solutions (U, 0) and (0, hm) are linearly unstable. Therefore, we can con-
struct the upper solution (ue, ve) of (2.4) as in the proof of Theorem 2.6. By
Lemma 2.6 of [DB], (4.1) has a maximal solution which gives a maximal
positive solution (u¯, v¯) of (2.4) in the order induced by P, i.e., any positive
solution (u, v) of (2.4) satisfies (u, v) [P (u¯, v¯). Now a simple variant of the
argument in the proof of Theorem 2.6 shows that, for e > 0 sufficiently
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small, the unique solution (Ue, Ve) of (1.1) with initial value (ue, ve)
converges to (u¯, v¯) as tQ.. It follows, again by modifying the arguments
in the proof of Theorem 2.6, that any solution (u, v) of (1.1) with initial
value (u0, v0) as given in Theorem 2.6 satisfies
J
tQ.
u(t) \ u¯, O
tQ.
v(t) [ v¯. (4.7)
Similarly, by Lemma 2.6 of [DB], we can find a minimal positive solu-
tion (u
¯
, v
¯
) of (2.4), and using the fact that (U, 0) is linearly unstable, we
can prove that
O
tQ.
u(t) [ u
¯
, J
tQ.
v(t) \ v
¯
. (4.8)
Combining (4.7) and (4.8), we obtain the last conclusion in Theorem 2.7.
L
Proof of Theorem 2.8. In this case, (U, 0) is linearly stable, and (0, hm)
is linearly unstable. Theorem 2.6 guarantees that (2.4) has at least two
positive solutions. By Lemma 2.6 of [DB], there is a maximal positive
solution (u¯, v¯) for (2.4). Thus we can use the argument in the proof of
Theorem 2.7 above to deduce (4.7). This proves Theorem 2.8. L
Proof of Theorem 2.9. This case is symmetric to case (ii) covered by
Theorem 2.8. Now (U, 0) is linearly unstable and (0, hm) is stable. By
Lemma 2.6 of [DB], (2.4) has a minimal positive solution (u
¯
, v
¯
). We omit
the details. L
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