In this paper we have considered an inequality having 11 divergence measures. Out of them three are logarithmic such as Jeffryes-Kullback-Leiber [4] [5] J-divergence. Burbea-Rao [1] Jensen-Shannon divergence and Taneja [7] arithmetic-geometric mean divergence. The other three are non-logarithmic such as Hellinger discrimination, symmetric χ 2 −divergence, and triangular discrimination. Three more are considered are due to mean divergences. Pranesh and Johnson [6] and Jain and Srivastava [3] studied different kind of divergence measures. We have considered measures arising due to differences of single inequality having 11 divergence measures in terms of a sequence. Based on these differences we have obtained many inequalities. These inequalities are kept as nested or sequential forms. Some reverse inequalities and equivalent versions are also studied.
Introduction
Let Γn = P = (p1, p2, ..., pn) pi > 0,
be the set of all complete finite discrete probability distributions. Let us consider the two groups of divergence measures:
• Logarithmic divergence measures
qi ln 2qi pi + qi ,
and
pi + qi 2 ln pi + qi 2 √ piqi .
• Non-logarithmic divergence measures
The logarithmic measures I(P ||Q), J(P ||Q) and T (P ||Q) are three classical divergence measures known in the literature on information theory and statistics are Jensen-Shannon divergence, J-divergence and Arithmetic-Geometric mean divergence respectively [7] [8] . The non-logarithmic measures ∆(P ||Q), h(P ||Q) and Ψ(P ||Q) are respectively known as triangular discrimination, Hellingar's divergence and symmetric chi-square divergence. In 2005, the author [9] proved the following inequality among these six symmetric divergence measures:
The above inequality (1) admits many nonnegative differences among the divergence measures. Based on these nonnegative differences, the author [9] proved the following result:
where, for example DI∆ := I − 
is nonnegative and convex in the pair of probability distribution (P, Q) ∈ Γn × Γn. (ii) there exists the real constants α, βsuch that α < β and
then we have the inequalities:
α C f 2 (P ||Q) ≤ C f 1 (P ||Q) ≤ β C f 2 (P ||Q).
The Lemma 1.1 is due to Csiszár [2] and the Lemma 1.2 is due to author [8] . The aim of this paper is to consider more measures in (1) and improve the inequalities given in (2) . These measures are based on the some well-known mean divergences.
Mean Divergence Measures
Author [10] studied the following inequality G(P ||Q) ≤ N1(P ||Q) ≤ N2(P ||Q) ≤ A(P ||Q),
where pi + qi 2 = 1.
The above inequality admits non-negative differences given by
and h(P ||Q) = 2DAN 1 (P ||Q) = DAG(P ||Q) = DN 1 G(P ||Q).
New Measures
Jain and Srivastava [3] and Kumar and Johnson [6] respectively studied the measures
In total we have 11 divergence measures. By the application of Lemmas 1 and 2 we can put them in a single inequality as 1 4 ∆ ≤ I ≤ 4M1 ≤ F.
(5)
Pyramid
The 11 measures appearing in the inequalities (5) admits 55 non-negative differences. These 55 non-negative difference satisfies some obvious inequalities given below in the form of pyramid or triangular:
The following equalities hold: In view of Lemmas 1 and 2, the measures appearing in the above pyramid are convex in a pair of probability distributions and can be written as
where fAB(x) = fA(x) − fB(x), A ≥ B with the property that f ′′ AB (x) ≥ 0, ∀x > 0.
In this paper our aim is to extend the results given by (2) by taking all possible nonnegative differences given in the above pyramid. These inequalities we have put in nested or sequential form.
Nested Inequalities
In this section, we shall try to put the measures appearing in above pyramid in terms of nested or sequential form. This we have done in a theorem below.
Theorem 2.1. The following inequalities hold:
Proof. In view of (6) we shall prove the theorem just writing the expressions for fAB(x). The rest part is understood obviously.
After simplification, we observe that equivalently, we have to show the following:
I ≤ 1 36
Let us consider the function gI
, then we have
Here we have
Calculating the first order derivative of the function gI M 1 ∆(x), we get
This gives
Expression (11) is valid only when k1(x) > 0, ∀x > 0, x = 1. Now, we shall show that k1(x) > 0, ∀x > 0, x = 1. Let us consider
After simplifications, we have
By the application Lemma 1.2 over (11) and (12) we get (9) , proving the required result.
Argument: Let a and b two positive numbers, i.e., a > 0 and
We have used this argument to prove k1(x) > 0, ∀x > 0, x = 1. We shall use frequently this argument to prove the other parts of the theorem.
Remark 2.1. From the above proof we observe that it is sufficient to write expressions similar to (10) , (11) and (12 
.
Equivalently, we have to show that
We can write Ω1 := n i=1 qifΩ 1 (qi/pi), where
, with
Let us consider
After simplifications, we get
Since h2(x) > 0, proving that k2(x) > 0. This proves the required result.
Equivalently, we have to show that Ω2 = 11 12
We can write Ω2 := n i=1 qifΩ 2 (qi/pi), where
, with k3(x) = k2(x) > 0. This proves the required result.
We can write Ω3 := n i=1 qifΩ 3 (qi/pi), where
, with k4(x) = k2(x) > 0. This proves the required result.
For
We can write Ω4 := n i=1 qifΩ 4 (qi/pi), where
, with k5(x) = k2(x) > 0. This proves the required result.
Simplifying the above expression, we get
Since h6(x) > 0, proving that k6(x) > 0. Also we have
It holds in view of (2).
This give
Since h7(x) > 0, this gives that k7(x) > 0. Also we have
provided k8(x) > 0. In order to prove k8(x) > 0, let us consider
Since h8(x) > 0, this gives that k8(x) > 0. Also we have
where k9(x) = k8(x) > 0. This give
Also we have
where k10(x) = k8(x) > 0. This gives
where
Solving the polynomial equation v(t) = 0, we observe that there are no real solutions. All the twelve solutions are complex and are given by This means that for all t > 0, either v(t) > 0 or v(t) < 0. Calculating a particular value of v(t), for example for t = 1, we get v(1) = 128 > 0. This means that v(t) > 0, for all t > 0, and hence u(x) > 0, ∀x > 0. Let us consider
Since h11(x) > 0, this gives that k11(x) > 0. Also we have
provided k12(x) > 0. In order to prove k12(x) > 0, let us consider
Since h12(x) > 0, this gives that k12(x) > 0. Also we have
Since h13(x) > 0, this gives that k13(x) > 0. Also we have
Since h14(x) > 0, this gives that k14(x) > 0. Also we have
provided k16(x) > 0. In order to prove k16(x) > 0, let us consider
Since h16(x) > 0, this gives that k16(x) > 0. Also we have
Since h17(x) > 0, proving that k17(x) > 0. Also we have
where k18(x) = k17(x) > 0. This gives
where k19(x) = k17(x) > 0. This gives
provided k20(x) > 0. In order to show k20(x) > 0, let us consider
Since h20(x) > 0, proving that k20(x) > 0. Also we have
provided k21(x) > 0. In order to prove k21(x) > 0, let us consider
Since h21(x) > 0, this gives that k21(x) > 0 Also we have
provided k22(x) > 0. In order to prove k22(x) > 0, let us consider
After simplification, we have 
Since h22(x) > 0, proving that k22(x) > 0. Also we have
provided k23(x) > 0. In order to prove k23(x) > 0, let us consider
After simplification, we get 
Since h23(x) > 0, this gives that k23(x) > 0 Also we have
where k24(x) = k23(x) > 0. This gives
ForD
provided k25(x) > 0. In order to prove k25(x) > 0, let us consider a function
Since h25(x) > 0, this gives that k25(x) > 0. Also we have β = sup
where k26(x) = k25(x) > 0 This gives
Also, we have
where k27(x) = k25(x) > 0 This gives
For
It is true in view of (2).
provided k28(x) > 0. In order to prove k28(x) > 0, let us consider
Since h28(x) > 0, proving that k28(x) > 0. Also we have β = sup
provides k29(x) > 0. In order to prove k29(x) > 0, let us consider After simplifications, we have .
We know that x + 1 ≥ 2 √ x, this allows us to conclude that
This gives us h29(x) > 0. Hence k29(x) > 0. Also we have
provided k30(x) > 0. In order to prove k30(x) > 0, let us consider
Since h30(x) > 0, this gives that k30(x) > 0. Also we have
where k31(x) = k30(x) > 0.This gives
Also we have 
provided k33(x) > 0. In order to prove k33(x) > 0, let us consider
After simplifications, we have 
Since h33(x) > 0, this gives that k33(x) > 0. Also we have
7/2 + 478x 4 + 484x 9/2 + +135x 6 + 60x 13/2 + 240x 11/2 + 60x
provided k34(x) > 0. In order to prove k34(x) > 0, let us consider After simplification, we get 
Since h34(x) > 0, this gives that k34(x) > 0. Also we have
provided k35(x) > 0. In order to prove k35(x) > 0, let us consider
Since h35(x) > 0, this gives that k35(x) > 0. Also we have
where k36(x) = k35(x) > 0. This gives
, and
Where k37(x) = k35(x) > 0. This gives
provided k38(x) > 0. In order to prove k38(x) > 0, let us consider
Since h38(x) > 0, proving that k38(x) > 0. Also we have
. 
Also,we have
provided k40(x) > 0. In order to prove k40(x) > 0, let us consider
Since h40(x) > 0, proving that k40(x) > 0. Also we have
provided k41(x) > 0. In order to prove k41(x) > 0, let us consider
The polynomial equation m(t) = 0 of 24 th degree admits 24 solutions. Out of them 22 are complex (not written here) and two of them are real given by
Reverse Inequalities
In view of Theorem 2.1, we shall derive some inequalities in reverse order for the last three lines of the pyramid.
Combining the inequalities given in the 10
th line of the pyramid and the one given in (7) having the measure F (P ||Q), we have the following extended inequality 
According to inequalities given in pyramid we have D with different multiplicative constants. Again we call the expression (15) as reverse inequalities 3. Combining the inequalities given in the 8 th line of the pyramid and the one given in (7) having the measure Ψ(P ||Q), we have the following extended inequality 
We observe that the measure D
29
K 0 T don't appears in the reverse side. Moreover, it don't appears in Theorem 2.1 too.
Similarly we can write reverse inequalities for the other lines of the pyramid.
