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Abstract
Instead of merely improving the spectral efficiency (SE), improving the energy efficiency (EE) is
another important concern for multibeam satellite systems, due to the power constraint of satellites.
However, so far there has been no detailed work on the precoding design concerning the EE for
multibeam satellite. In this work, the EE maximization problem is investigated for multibeam satellite
systems under the total power constraint as well as the quality of service (QoS) constraints. Precoding
design algorithms based on zero forcing (ZF) and sequential convex approximation (SCA) are presented
respectively. In particular, these algorithms are verified by the real measured channel data of multibeam
satellite systems. Numerical results show that the precoding algorithm based on SCA outperforms that
based on ZF. It is also implied that the EE cannot be always improved by solely increasing the power of
the satellite, while reducing the satellite operation power is an effective way for the EE improvement.
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2I. INTRODUCTION
With rapid development of satellite manufacturing, multibeam satellite communication is a
promising candidate for the next generation satellite communications due to its high spectral
efficiency (SE) [1]. To support the terabit capacity, full frequency reuse among beams is attractive
since larger bandwidth can be provided for each user [2], [3]. As a consequence, precoding is
required for multibeam satellite systems to mitigate inter-beam interference so as to improve
the SE. In [4], a generic iterative algorithm for SE maximization with linear power constraints
is proposed to optimize the precoding and power allocation alternatively for unicast multibeam
satellite systems. Then in [5], multicast multibeam satellite systems is considered, where the
precoding and power allocation are jointly optimized under the power constraints of each beam.
More recently in [1], a robust precoding scheme for multicast multibeam satellite system is
proposed based on a first perturbation model, considering that the channel state information will
be corrupted at the satellite gateway.
The aforementioned works only consider SE of multibeam satellite systems, while the total
power consumption is not taken into account. Note that the satellite is usually powered by
solar battery. The power consumption of the satellite is nonnegligible. Energy efficiency (EE),
defined as the ratio of the system throughput over total power consumption, is an important
factor for multibeam satellite systems. In fact, EE maximization has already been extensively
studied in terrestrial wireless communications [6], [7]. Inspired by these work, we consider the
EE aspect for multibeam satellite system. Improving EE can reduce the satellite size and extend
the satellite lifetime. The power amplifier of the transponder can operate linearly, avoiding non-
linearity and intermodulation products. Currently, the work on EE maximization for multibeam
satellite systems is only reported by [8]. However, the detailed steps for precoding are not clear
and the constraints of quality of service (QoS) for different users are not considered.
In this letter, we consider the EE maximization problem for multibeam satellite systems under
the total power constraint and the QoS constraints. We present two precoding algorithms based
on zero forcing (ZF) and sequential convex approximation (SCA). In the first algorithm, we
use the Dinkelbach’s method to solve the fractional programming. In the second algorithm,
we sequentially convert the original nonconvex problem by SCA and finally approximate it
as a convex optimization problem. The detailed steps for the precoding design are provided.
In particular, the algorithms are verified by the measured channel data of multibeam satellite
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3systems.
The notations are defined as follows. U , CN , R and C represent the uniform distribution,
complex Gaussian distribution, set of real numbers and set of complex numbers. x(n) represents
the value of x after the nth iteration.
II. SYSTEM MODEL
We consider a broadband satellite system which provides service to fixed users via multiple
beams. The array feed reflector transforms N feed signals into K transmitted signals. By using
time division multiplexing (TDM), a single user per beam is scheduled at each time slot. To
improve the spectral efficiency, full frequency reuse is considered.
Based on the above settings, the multibeam satellite channel H ∈ CK×N from the satellite to
users can be modeled as [5]
H = ΦA, (1)
where Φ ∈ CK×K represents the phase variation effects due to different propagation paths among
the satellite and the users, and A ∈ RK×N represents the multibeam antenna pattern.
Since the satellite antenna feed spacing is relatively small compared to the long propagation
path, the phases among one user and all antenna feeds are commonly assumed to be identical
in line-of-sight (LOS) environment [4]. Hence, Φ is a diagonal matrix with the ith diagonal
entry defined as [Φ]i,i , e
jφi, i = 1, ..., K, where φi denotes a uniformly distributed variable,
i.e., φi ∼ U(0, 2π).
The entry at the kth row and nth column of A is given by
ak,n =
√
GRGk,n
4π dk
λ
√
κTRBW
, (2)
where GR, Gk,n and dk denote the receiving antenna gain of the users, the gain between the nth
feed and the kth user, and the distance between the satellite and the kth user, respectively. λ,
BW , κ and TR are the wavelength, the bandwidth, Boltzmann constant, and the clear sky noise
temperature of the receiver, respectively.
The received signal is
y =HWx+ n, (3)
where y ∈ CK×1 is a signal vector received by K users, W ∈ CN×K is a precoding matrix to
be designed, x ∈ CK×1 is the data to be transmitted to the users, and n ∈ CK×1 is an additive
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4white Gaussian noise (AWGN) vector with each entry identically and independently distributed,
i.e., n ∼ CN (0, σ2IK). We further define H , [hT1 ,hT2 , ...,hTK ]T and W , [w1,w2, ...,wK ],
where hk ∈ C1×N is the channel row vector from the satellite to the kth user and wk ∈ CN×1
is the kth column of W . Therefore, the received signal of the kth user can be written as
yk = hkwkxk +
∑
j∈K,j 6=k
hkwjxj + nk, k ∈ K, (4)
where xk is the kth entry of x representing the data intended for the kth user, nk is the kth
entry of n, and K , {1, 2, ..., K} is an user set. For simplicity, we assume the power of the
data symbols is normalized, i.e., |xk| = 1, k ∈ K.
The signal-to-interference-and-noise ratio (SINR) of the kth user is
Γk =
|hkwk|∑
j∈K,j 6=k |hkwj | + σ
, k ∈ K. (5)
The total power consumed by the platform and the payloads of satellite is supplied by the
solar wings and battery. The platform power consumption is on the same order of magnitude as
the payloads power consumption. Generally, the payloads power consumption mainly includes
the power consumed by the power amplifiers for the user link, the feeder link and the remote
sensing and control link, as well as the on-board signal units. Since different satellite has different
parameters, we denote the power consumption of satellite platform generally as P0. Now we can
formulate the problem of energy efficiency maximization as
max
W
BW
∑
k∈K ln(1 + Γk)∑
k∈K ‖wk‖22 + P0
(6a)
s.t.
∑
k∈K
‖wk‖22 ≤ PT , (6b)
Γk ≥ Γ¯k, k ∈ K, (6c)
where PT is the maximum transmission power defined by the power amplifier on the satellite,
Γ¯k is the threshold related to the QoS constraint of the kth user. Since BW is a constant, we
drop it in the deviarion of the algorithms in order to ease the notations.
III. ENERGY EFFICIENT PRECODING
A. ZF-based Precoding
By using ZF precoding, where the interference among the users can be entirely eliminated,
we define B ,HH(HHH)−1 and denote bk as the kth column of B. We have
wk = pk
bk
‖bk‖22
, k ∈ K, (7)
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5where pk is the power of wk. Therefore, (5) is rewritten as
Γk =
|hkwk|
σ
=
|pk|ck
σ
, k ∈ K, (8)
where ck , |hkbk|2/‖bk‖42 is solely determined by H . We further define αk , |pk|2, k ∈ K.
Then the design of W in (6) is converted to the design of αk, k ∈ K, where (6) can be written
as
max
αk
∑
k∈K ln (1 + αkck/σ
2)∑
k∈K αk + P0
(9a)
s.t.
∑
k∈K
αk ≤ PT , (9b)
αk ≥ σ2Γ¯k/ck, k ∈ K. (9c)
Using Dinkelbachs method and introducing a Lagrange multiplier λ, the new optimization
problem can be expressed as
max
αk
∑
k∈K
ln
(
1 +
αkck
σ2
)
−
(
µ+ λ
)∑
k∈K
αk (10a)
s.t. αk ≥ σ2Γ¯k/ck, k ∈ K, (10b)
where the constant λPT−µP0 in the objective function is ignored. Note that (10a) can be divided
into K independent subproblems with respect to αk, where the kth subproblem can be expressed
as
max
αk
ln
(
1 +
αkck
σ2
)
− (µ+ λ)αk , Lk (11a)
s.t. αk ≥ σ
2Γ¯k
ck
, k ∈ K. (11b)
Let ∂Lk
∂αk
= 0, we can obtain αk =
(
1
µ+λ
− σ2
ck
)
. Therefore, the optimal solution of (11) is
α∗k = max
{(
1
µ+ λ
− σ
2
ck
)
,
σ2Γ¯k
ck
}
(12)
for given µ and λ. In fact, λ can be obtained via bisection search while µ can be determined by
iterative algorithms.
The proposed energy efficient precoding algorithm based on ZF is presented in Algorithm
1. First, we initialize µ to be zero, i.e., µ(0) = 0. The lower bound and upper bound for the
bisection search are initialized to be λL = 0 and λU = 1000, respectively. ǫ and ξ are used to
control the stop condition of the bisection search and Algorithm 1, respectively. The bisection
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6search is included in the steps from step 4 to step 12, where the finally obtained αk is denoted
as α
(i)
k . Then we obtain µ
(i+1) by
µ(i+1) =
∑
k∈K ln
(
1 + α
(i)
k ck/σ
2
)
∑
k∈K α
(i)
k + P0
. (13)
We repeat the above procedures until the stop condition is satisfied. Finally we output α∗k, which
is the optimized result of αk through Algorithm 1. Considering that the phase rotation does not
affect the power, we assume pk is real. Therefore, the designed wk can be obtained via (7),
where pk =
√
α∗k.
B. SCA-based Precoding
By approximating the EE maximization problem in (6) as a convex optimization problem, we
present a precoding algorithm based on SCA in this section.
We first introduce two variables t and z, so that we can rewrite (6) as
max
t,z,W
√
t (14a)
s.t.
∑
k∈K
ln (1 + Γk) ≥
√
tz, (14b)
√
z ≥
∑
k∈K
‖wk‖22 + P0, (14c)
∑
k∈K
‖wk‖22 ≤ PT , (14d)
Γk ≥ Γ¯k, k ∈ K, (14e)
where t and z represent squared energy efficiency and squared total power consumption, respec-
tively.
Based on the fact that the hyperbolic constraint xy ≥ z2, x ≥ 0, y ≥ 0 is equivalent to
‖[2z, (x − y)]T‖2 ≤ (x+ y), (14c) can be rewritten in second-order cone (SOC) representation
with a newly introduced variable z′ as

z+1
2
≥
∥∥∥[z−12 , z′]T
∥∥∥
2
(z′−P0)+1
2
≥
∥∥∥∥
[
(z′−P0)−1
2
,wT1 , ...,w
T
K
]T∥∥∥∥
2
.
(15)
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7Algorithm 1 ZF-based precoding algorithm
1: Input: σ2, Γ¯k, ck, PT .
2: Initialization: i← 0, µ(0) ← 0, λL ← 0, λU ← 1000, ǫ← 0.1, ξ ← 10−3.
3: repeat
4: repeat
5: λ← (λL + λU)/2.
6: Obtain αk, k ∈ K via (12).
7: if
∑
k∈K αk < PT then
8: λU ← (λL + λU)/2,
9: else
10: λL ← (λL + λU)/2.
11: end if
12: until |λU −λL| ≤ ǫ and
∑
k∈K αk ≤ PT , where the finally obtained αk is denoted as α(i)k .
13: Obtain µ(i+1) via (13). i = i+ 1.
14: until |µ(i) − µ(i−1)| ≤ ξ
15: Output: α∗k.
Considering the phase rotation does not affect the power, we rewrite (14e) equivalently as the
following SOC representation

1√
Γ¯k
hkwk ≥
(
σ2 +
∑
j∈K,j 6=k |hkwj |2
)2
Im(hkwk) = 0
. (16)
Since the constraint (14b) is still nonconvex, we rewrite (14b) as the following two constraints
by introducing γ , [γ1, γ2, ...γK ]
T as
∑
k∈K
ln γk ≥
√
tz, (17)
1 + Γk ≥ γk, k ∈ K. (18)
Then (17) can be recast as the following two constraints by introducing ρ , [ρ1, ρ2, ...ρK ]
T as
∑
k∈K
ρk ≥
√
tz, (19)
ln γk ≥ ρk ⇔ γk ≥ eρk , k ∈ K. (20)
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8Algorithm 2 SCA-based precoding algorithm
1: Initialization: i← 0, ξ ← 10−3.
2: Find any precoding matrix W (0) that satisfies (14d) and (16) as initial value of W .
3: Obtain Γ
()
k via (5) and then compute γ
(0)
k via (18).
4: Obtain β
(0)
k and z
(0) via (23) and (14c), respectively.
5: Obtain t(0) by t(0) ←
(∑
k∈K lnγ
(0)
k
)2
/z(0).
6: repeat
7: Solve convex optimization problem (26) given W (i), γ(i), β(i), z(i), t(i), where the
solutions are denoted as W ∗, γ∗, β∗,z(∗), t(∗).
8: Update W (i+1) ←W ∗, γ(i+1) ← γ∗, β(i+1) ← β∗, z(i+1) ← z∗, t(i+1) ← t∗, i← i+ 1.
9: until |t(i) − t(i−1)| ≤ ξ.
10: Output: W ∗.
It is observed that (20) is a convex constraint. But
√
tz in (19) is jointly concave with respect
to t and z on the domain t ≥ 0, z ≥ 0. According to [9], the convex upper bound is
√
tz ≤ Ξ(i), (21)
Ξ(i) ,
√
t(i)z(i) +
t− t(i)
2
√
z(i)
t(i)
+
z − z(i)
2
√
t(i)
z(i)
.
In fact, Ξ(i) are the first order Taylor series of
√
tz on the point of
(
t(i), z(i)
)
. Then (19) is
converted to a linear constraint.
By introducing β , [β1, β2, ...βK ]
T , we can further rewrite (18) as
hkwk ≥
√
(γk − 1)βk, k ∈ K, (22)
βk ≥ σ2 +
∑
j∈K
j 6=k
|hkwj|2, k ∈ K. (23)
It is observed that (23) is a convex constraint.
Similarly, the approximation of (19) can also be applied to (22) and the convex upper bound
of
√
(γk − 1)βk is denoted as Υ(i)k , k ∈ K where
√
(γk − 1)βk ≤ Υ(i)k , k ∈ K (24)
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9Υ
(i)
k ,
√(
γ
(i)
k − 1
)
β
(i)
k +
γk − γ(i)k
2
√
β
(i)
k
/
(γ
(i)
k − 1)
+
βk − β(i)k
2
√
(γ
(i)
k − 1)
/
β
(i)
k . (25)
Note that maximizing
√
t is equivalent as maximizing t. (14) is finally converted to a convex
optimization problem as
max
t,z,W ,γ,ρ,β
t (26a)
s.t.
∑
k∈K
ρk ≥ Ξ(i), (26b)
hkwk ≥ Υ(i)k , k ∈ K, (26c)
(14d), (15), (16), (20), (23). (26d)
The proposed energy efficient precoding algorithm based on SCA is outlined in Algorithm 2.
First, we initialize W , γ, β, z, t from step 2 to step 5 as the input of subsequent iterations.
Then from step 6 to step 9, we repeat the procedures of solving (26) with the CVX [9] tool
and updating the parameters until the stop condition is satisfied. Finally, we output W ∗ as the
designed precoding matrix.
IV. NUMERICAL RESULTS
Now we provide numerical results based on the measured channel data of multibeam satellite
systems, which is provided by the European Space Agency (ESA). The multibeam satellite
works in the 20GHz Ka band. The user bandwidth, the user antenna gain and G/T are 500MHz,
41.7dBi and 17.68dB/K , respectively. For simplicity, we only consider 7 beams of totally 245
beams that cover the Europe, i.e., N = K = 7. The SINR thresholds of all users are randomly
generated between −2.85 ∼ 2dB [5]. The Boltzmann constant is 1.38 × 10−23J/K . Since we
normalize the noise power by κTRBW in (2), we set σ
2 = 1 [1]. The parameter for the stop
condition of Algorithm 1 and Algorithm 2 is set to be ξ = 10−3.
As shown in Fig. 1, we compare the convergence for Algorithm 1 and Algorithm 2, where
we set PT = 14dBW and P0 = 18.75dBW. It is seen that both Algorithm 1 and Algorithm 2
can fast converge within a small number of iterations. As shown in Fig. 2, we compare the
EE for different PT and P0. The multibeam interference mitigation (MBIM) algorithm [1] is
also included for comparisons. As PT increases, three curves first grow, and then the curves of
January 8, 2019 DRAFT
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Fig. 1. Convergence of Algorithm 1 and Algorithm 2.
Algorithm 1 and Algorithm 2 get flat while the curve of MBIM falls. The reason that MBIM
falls is that the increment of power consumption is faster than that of data rate. It is implied that
the EE cannot be always improved by solely increasing the power of the satellite. Therefore, it
is not a necessity to equip the satellite with large power for the signal transmission to the users.
On the other hand, we also reduce P0 from P0 = 21.76dBW to P0 = 18.75dBW and make
the same simulation. It is seen that around 66.67% improvement of EE can be achieved with
the 13.83% reduction of P0 for Algorithm 2, which indicating that reducing the constant power
consumption is another effective way to improve the EE.
V. CONCLUSIONS
We have studied the EE maximization problem for multibeam satellite systems under the total
power constraint and the QoS constraints. This work may provide a reference to the practical
design of multibeam satellite. Future work will focus on the precoding design regarding the
tradeoff between the SE and EE.
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