Abstract. L. Leindler obtained a necessary and sufficient condition in order to a function f ∈ L p having Fourier coefficients of rest bounded variation belong to the Besov class. In the present paper the analogue of this result is proved with function having Fourier coefficients of mean rest bounded variation. We also discuss embedding relations between the Besov classes.
Introduction
The properties of the Besov classes have been studied by many authors (see [7] , [13] , [14] ). First we recall some results concerning classes of sequences.
In [10] Leindler defined a new such class. If γ ≡ c and c n > 0, then we call the sequence c the Rest Bounded Variation Sequence; and briefly we write c ∈ RBV S. In [9] and [11] Leindler introduced the class of Mean Rest Bounded Variation Sequences (M RBV S), where γ is defined by a certain arithmetical mean of the coefficients, e.g., It is easy to see that the class γ * m M RBV S includes the class RBV S, consequently the almost monotone and monotone sequences, too; but γ m M RBS does not, in general. In [16] we proved that RBV S = γ * m M RBV S. Namely, we shown that the sequence The aim of the present paper is to show γ m M RBV S ⊂ γ * m M RBV S and γ m M RBV S = γ * m M RBV S. In [7] and [11] L. Leindler generalized the results of Potapov [13] and Potapov and Berisha [14] to the class RBV S and γ m M RBV S, respectively. In present paper we shall also prove that these results are true for the class γ * m M RBV S. Let L p , 1 ≤ p ≤ ∞, be the space of 2π periodic, measurable functions f with the norm
Denote by E n (f ) p the best approximation of f in L p -metric by trigonometric polynomials T n of the degree at most n and by ω k (f ; t) p the modulus of continuity of order k ∈ N
A function α is called σ-type if it is measurable on [0, 1], integrable on [δ, 1] for every δ ∈ (0, 1), and there exist positive constants C 1 and C 2 such that
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A positive function α is said to satisfy λ-condition, λ > 0, if there exists a positive constant C 3 such that
We write I 1 ≪ I 2 if there exists a positive constant K such that I 1 ≤ KI 2 . If I 1 ≪ I 2 and I 2 ≪ I 1 hold simultaneously, then we write I 1 ≍ I 2 .
Throughout the paper we shall also use the following notation:
Main results
Now, we formulate our results.
Theorem 2. Let for 1 < p < q ≤ ∞, the function α satisfies λ-condition with
If (a n ) ∈ γ * m M RBV S and f has the Fourier expansion
Remark 1. Theorem 1 implies that Theorems 2, 3, 4 improve the results of [7] and [11] .
Lemmas
To prove our theorem, the following lemmas will be needed.
hold for any p ≥ 1; while if 0 < p < 1, then the inequality in (3.1) and (3.2) hold with opposite direction.
and a necessary condition is
Lemma 8. Let f has the Fourier expansion (2.1) with (a n ) ∈ γ * m M RBV S. If 1 < p < ∞ and
Proof. The sufficiency of condition (3.7) follows easily from Lemma 7, since (3.7) and (a n ) ∈ γ * m M RBV S imply (3.5). Now, we prove the necessity of (3.7). It is clear that
Similarly, we get that
Using inequalities (3.8) and (3.9) into (3.6), we see that (3.6) implies (3.7). Thus, if x −γ f (x) ∈ L p , then by Lemma 7 (3.6) holds whence (3.7) is also true. The proof is complete.
In special case when β = 0 the above lemma leads us to the following remark.
Lemma 9. Assume that f has the Fourier expansion (2.1), where (a n ) ∈ γ * m M RBV S. If 1 < p < ∞ and
The above lemma is a special case of Theorem 1 in [8] for cosine series
Proof. We apply Remark 2 to the function
by the theorem of M. Riesz [15] , we get (3.10)
If (a n ) ∈ γ * m M RBV S then applying Lemma 10 we obtain
The inequalities (3.10) and (3.11) imply the assertion of Lemma 12.
Lemma 13. Assume that f ∈ L p , 1 < p < q ≤ ∞, has the Fourier expansion (2.1) with (a n ) ∈ γ * m M RBV S. If q < ∞, then
and if q = ∞, then
Proof. By Lemma 9, we have
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Using the inequality (3.2) of Lemma 1 and Lemma 12, we get
To estimate S 2 we apply Lemma 9. Thus
and by Lemma 3
Thus our proof is complete.
Proofs of Theorems 4.1. Proof of Theorem 1 First we show that
Using this we have
In [16] we proved that the sequence d, defined in (1.2), belongs to the class γ * m M RBV S. Now, we show that d / ∈ γ m M RBV S. Namely, for m ≥ 1 we have
Hence γ * m M RBV S = γ m M RBV S and our proof is complete.
Proof of Theorem 2
By Lemma 11, the first inequality in (2.2) holds, whence
To prove the second inequality in (2.2), we use Lemma 5. If f ∈ B (q, θ, α * ), then
Thus we get the second inequality in (2.2), and therefore
also holds. This completes the proof.
Proof of Theorem 3
As the begin we verify the first inequality in (2.3). If 1 < p ≤ 2, then (2.3) follows from Lemma 14. If 2 ≤ p < ∞, then using (1.1), Lemma 12, Jackson's theorem and the property of ω k (f ; δ), we get
Since (a n ) ∈ γ * m M RBV S, using Hölder's inequality with p and p p−1 , and applying again Lemma 12, we obtain
Putting it into the following sum and applying Lemma 4, we get the following estimate
From (4.1) and (4.2) the first inequality in (2.3) also holds for 2 ≤ p < ∞, thus it is true for any 1 < p < ∞. Now, we prove that
also holds. For 2 ≤ p < ∞ it follows from Lemma 14. If 1 < p ≤ 2, then using Lemma 4 and Lemma 9 we get
and by Hölder's inequality with p and p p−1 we have 
