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Abstract—In this paper, Cramer-Rao lower bounds (CRLBs) for
estimation of signal parameters related to periodically moving ob-
jects in pulse-based ultra-wideband (UWB) systems are presented.
The results also apply to estimation of vital parameters, such as
respiration rate, using UWB signals. In addition to obtaining the
CRLBs, suboptimal estimation algorithms are also presented.
First, a single-path channel with additive white Gaussian noise
is considered, and closed-form CRLB expressions are obtained
for sinusoidal object movements. Also, a two-step suboptimal
algorithm is proposed, which is based on time delay estimation
via matched filtering followed by least-squares estimation, and its
asymptotic optimality property is shown in the limit of certain
system parameters. Then, a multipath environment is considered,
and exact and approximate CRLB expressions are derived. More-
over, suboptimal schemes for parameter estimation are studied.
Simulation studies are performed for the estimation of respiration
rates in order to evaluate the lower bounds and performance of
the suboptimal algorithms for realistic system parameters.
Index Terms—Cramer-Rao lower bound (CRLB), estimation
theory, impulse radio (IR), least-squares (LS) estimation, matched
filtering, ultra-wideband (UWB).
I. INTRODUCTION
AFTER the US Federal Communications Commission(FCC) approved the limited use of ultra-wideband (UWB)
technology in February 2002 [1], communications and imaging
systems that employ UWB signals have drawn considerable
attention. A UWB signal is defined to be one that possesses
an absolute bandwidth larger than 500 MHz or a fractional
(relative) bandwidth larger than 20%. The large bandwidth of
UWB signals not only facilitates high-speed data transmission,
but also results in high time resolution, which is crucial for
precise ranging and location estimation [2], [3].
Commonly, impulse radio (IR) systems, which transmit very
short duration pulses with a low duty cycle, are employed to
implement UWB systems ([4]–[7]). In an IR communications
system, a train of pulses is sent and information is usually con-
veyed by the positions or the amplitudes of the pulses, which
correspond to pulse position modulation (PPM) and pulse am-
plitude modulation (PAM), respectively. In multi-user environ-
ments, in order to prevent catastrophic collisions among pulses
of different users and thus provide robustness against multiple
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access interference, each information symbol is represented by a
sequence of pulses and the positions of the pulses within that se-
quence are determined by a pseudorandom time-hopping (TH)
sequence specific to each user [4].
In addition to communication applications, UWB systems
have also been considered for radar/imaging applications, such
as medical imaging [8], [9], ground penetrating radars [10],
through-wall imaging [11], [12], and surveillance systems [13].
In this paper, we consider the problem of estimating the param-
eters of a moving object in a given environment by means of
pulse-based UWB signals, where the main focus is to estimate
the frequency of a periodically moving object. The problem
framework also covers the case in which there is no object in
the environment; hence, both detection of periodic movements
and estimation of movement parameters are performed. From
this viewpoint, the problem can be considered in a UWB radar
framework. The main advantages of UWB radars [14] compared
to conventional narrowband radars [15]–[17] are high accuracy,
low transmission power, and good penetration capability, which
facilitates through-the-wall applications [11], [12], [18].
Parameter estimation problem for moving objects bears some
resemblance to channel estimation problem as well [19]–[22],
since information on movement parameters can be obtained by
observing the time variation of the signal delays corresponding
to reflections from the object. However, in the movement esti-
mation problem, the main parameters to be estimated are related
to the time varying multipath components only, and the other
channel parameters such as the channel coefficients and delays
(corresponding to other multipath components) are all consid-
ered as nuisance parameters. On the other hand, the channel es-
timation problem [19], [20], [22] considers channel coefficients
and delays as the main parameters to be estimated. In addition,
the observation interval in a movement estimation problem is
considerably larger than that in a channel estimation problem.
For that reason, multipath components are assumed to be static
for the latter case. On the other hand, in a movement-estimation
scenario, multiple pulse bursts are employed, where the delays
between consecutive bursts are comparable to the period of the
movement in the environment [23].
Estimation of signal parameters related to a periodically
moving object has applications in vital signs monitoring, such
as respiration rate estimation, since UWB pulses have suffi-
ciently high time resolution to detect movements of a human
chest, and even of a heart [23]–[27]. Use of UWB signals
for vital signal monitoring facilitates many medical appli-
cations, such as respiratory activity monitoring in intensive
care units, cardiac monitoring, sudden infant death syndrome
detection and arterial-wall motion monitoring [24]. In addition
to noninvasive monitoring applications, estimation of vital
1932-4553/$25.00 © 2007 IEEE
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Fig. 1. Transmitted signal structure for estimation of signal parameters related
to object movement. Pulses in each burst are used to improve SNR at the re-
ceiver, and different bursts give information about movement parameters.
(medical) signal parameters can be very important in many
other scenarios, such as searching people under debris after an
earthquake and through-the-wall health monitoring of hostages
[23].
Previous studies on (periodic) movement estimation via
UWB signals were usually focused on medical or security
applications. In [24], possible medical applications of UWB
signals are studied, and their penetration and reflection proper-
ties are investigated. In [25] and [26], estimation of respiration
and heartbeat rates via UWB signals is studied experimentally.
A mathematical framework for estimation of medical signal pa-
rameters is established in [23], which investigates pulse-based
UWB signals and filtering approaches for estimation of respi-
ration and heartbeat rates. In [18], a UWB radar is designed to
determine the location of moving people behind walls.
Although UWB parameter estimation problem for period-
ically moving objects was studied for medical and security
applications [18], [23]–[26], no studies have considered the
theoretical limits and asymptotically optimal solutions for
this parameter estimation problem. In this paper, we derive
Cramer-Rao lower bounds (CRLBs) for estimation of signal
parameters related to a periodically1 moving object, and study
maximum likelihood and suboptimal estimation algorithms for
single-path and multipath channel conditions. We also numeri-
cally evaluate CRLBs for a practical respiration rate estimation
scenario, and compare the performance of the suboptimal
algorithms with the CRLBs.
The remainder of the paper is organized as follows. In
Section II, the signal model used for parameter estimation
is presented. In Section III, the maximum likelihood (ML)
solution is obtained and generic CRLB expressions are derived.
Closed-form expressions for theoretical limits and an asymp-
totically optimal solution are studied in Section IV for single
path additive white Gaussian noise (AWGN) channels. Then, in
Section V, multipath channels are studied and theoretical limits
and suboptimal algorithms are investigated. Finally, numerical
examples and simulation results are presented in Section VI,
followed by the concluding remarks in Section VII.
II. SIGNAL MODEL
The transmitted signal consists of a sequence of pulse bursts
as shown in Fig. 1, and is expressed as follows:
(1)
1The derivations are first obtained for any generic displacement function,
not necessarily periodic. Then, simpler expressions are obtained for sinusoidal
movements.
where is the number of bursts, is the burst period, and
is a burst of pulses, which consists of pulses and is
expressed as
(2)
with denoting the transmitted pulse and being the in-
terval between consecutive pulses. It is assumed that ,
where denotes the width of .
The burst of pulses in (1) is aimed at an object being moni-
tored, and the reflections are collected by a receiver. As in typ-
ical pulse-based radar applications [28], pulses in each burst are
employed to obtain a reliable channel profile, and comparison
of channel profiles obtained from consecutive bursts is used to
estimate certain parameters of the object in the environment.
The received signal can be expressed as
(3)
where represents the signal part, with representing the
vector of all unknown signal parameters, and denotes zero-
mean white Gaussian noise with unit spectral density. It is as-
sumed that the average noise power (or ) is known. From the
transmitted signal model in (1), the signal part in (3) can
be expressed as2
(4)
where is the received pulse burst via the th multipath
component, , with denoting
the received pulse via the th path, represents
the set of indices for multipath components, and are, re-
spectively, the channel coefficient and the delay for the th multi-
path component , and represents the time displace-
ment function induced by the periodically moving object in the
environment with denoting the unknown signal
parameters related to the displacement function. Note that the
channel coefficients and delays for all multipath components
except the th one are assumed to be constant during the ob-
servation of signal bursts [23], [27] and that the th multi-
path component represents the reflection from the object (e.g., a
human chest), which results in a variable path delay among dif-
ferent signal bursts. Also note that for the received signal model
in (3) and (4), it is assumed that there is only one periodically
moving object in the environment.
The unknown parameter vector in (4) consists of unknown
signal parameters related to , and the parameters related
to the multipath channel, which can be expressed as
(5)
with and . Without loss of gener-
ality, the multipath components are assumed to be ordered; i.e.,
.
2L   fbg consists of the elements of set L that are different from b.
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It is also assumed that
, so that there is no interference
between consecutive pulse bursts, which is usually the case in
practical situations3 [23].
III. ML SOLUTION AND GENERIC CRLB EXPRESSIONS
When the signal in (3) is observed over a time interval
, with , the log-likelihood function of can be
expressed as
(6)
where denotes a constant independent of .
Considering real signals, the ML solution can be obtained
from (6) as
(7)
which requires exhaustive search over the parameter space for
, which is impractical in most cases.
From (6), the components of the Fisher information matrix
(FIM) can be obtained as follows:
(8)
for and
(9)
for , where represents the th element of the parameter
vector in (5).
From (8) and (9), explicit exact and approximate expressions
for the theoretical limits of signal parameter estimation are de-
rived in Sections IV and V.
IV. SINGLE-PATH SCENARIO
A. General Theory
For an AWGN channel model with a single path component,
the signal part in (4) can be expressed as4
(10)
where in (5) becomes equal to in this case.
Although the signal model in (10) is not very realistic for
wideband pulse-based systems, the analysis for the single-path
scenario provides important intuition for the parameter estima-
tion problem, and the main ideas in the analysis can be employed
to obtain results for a multipath scenario (Section V). Also, this
model gets more accurate when directional antennas are used
3Note that, for the simplicity of the expressions, we assume the same
pulsewidth T for all UWB pulses p (t) l 2 L. The analysis in the paper can
be extended straightforwardly to the case in which UWB pulses received via
different multipath components have different pulsewidths.
4In this case, it is assumed that the receiver is synchronized to the incoming
signal. This assumption will be removed in Section V.
for transmission and reception, and/or an efficient clutter re-
moval algorithm [28] is applied before parameter estimation. Of
course, the theoretical limits on the accuracy of parameter esti-
mation obtained using the single path model in this section pro-
vides a lower bound for the multipath case as well, since more
nuisance parameters exist for the latter. Note, however, that the
lower bound for the single-path case may not be very tight for
the multipath scenario.
From (10), (8) and (9) can be expressed, after some manipu-
lation, as
(11)
(12)
for and , where the subscript de-
notes the single path scenario, and is the energy of the first
derivative of the pulse burst (denoted as ); i.e.,
(13)
Note that from the definition of the effective bandwidth of ,
i.e.,
(14)
with denoting the Fourier transform of , in (13)
can be expressed as
(15)
where is the energy of .
The CRLB for the covariance of an unbiased estimate of
can be expressed as [29]
(16)
where means that is nonnegative definite.
Let denote the rate (frequency) parameter to be esti-
mated (e.g., respiration rate). Then, the CRLB for estimating
can be stated as
(17)
where denotes the element of matrix in the th row and
th column.
B. Sinusoidal Displacement Function
For the remainder of this section, the displacement func-
tion is modeled to have three unknown parameters;
frequency , phase and time shift corresponding to max-
imum displacement from nominal position. In other words,
. The main parameter of interest is the fre-
quency of the displacement function, which corresponds, for
example, to respiration rate of a human. The phase parameter
is another unknown since the initial position of the object
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(e.g., chest cavity) is not known by the receiver. Also, the time
shift for the maximum displacement amount from the nominal
object position, , is commonly unknown. Since the frequency
is the main parameter of interest, the phase and the maximum
displacement parameters, and , are treated as nuisance
parameters.
For the special case of a displacement function modeled by a
sinusoidal function [23], [27], is given by
(18)
From (18), (11) and (12), the CRLB in (17) can be obtained as5
(19)
where
(20)
with .
Although the exact CRLB can be obtained from (19) and (20),
a simpler and more intuitive expression can be obtained in the
case of a large number of received pulse bursts . The following
result can be used to obtain an approximate CRLB expression
for large .
Proposition 1: Assume that . Then, as
, the CRLB for multiplied by is expressed as
(21)
Proof: See Appendix A.
Note that, in practice, is selected to be larger than
twice the maximum possible frequency of the displacement
function. For example, in [23], for respiratory-rate estimation,
is chosen to be 0.1 second, which corresponds to
being about 10 times the common value for . Therefore, the
assumption of is valid in most practical situations.
For large , the CRLB for can be approximated, from (21),
as
(22)
where the second expression is obtained from (15), with
.
5For the remainder of this section, the subscript b is dropped for convenience.
Fig. 2. Two-step suboptimal solution for estimation signal parameters.
From (22), it is observed that as the maximum time displace-
ment amount or the number of bursts increases, the min-
imum achievable variance decreases with the square of these
terms. In addition, (or, the product of the and the
square of the effective bandwidth) is inversely proportional to
the CRLB. It is also important to note from (22) that the approx-
imate expression for the minimum achievable accuracy is inde-
pendent of the true frequency and phase values. In other words,
for any frequency satisfying and any phase, the
achievable accuracy is the same for given , and
values.
Comparison of (22) with the CRLB for estimating the fre-
quency of a sinusoidal signal (single tone) in AWGN (e.g., [33,
pp. 56–57]) reveals that the CRLB in (22) is inversely propor-
tional to the square of the number of bursts (or the observa-
tion interval), whereas the CRLB for frequency estimation of a
single tone is inversely proportional to the cube of the number
of samples (or the observation interval). In addition, there is an
additional dependence on the effective bandwidth in (22) since
the accuracy of frequency estimation depends on the accuracy
of time-delay estimation for the signal model given by (10) and
(18), which is affected by the effective bandwidth of the pulses.
C. Suboptimal Solution
Now that the best achievable accuracy for frequency estima-
tion has been obtained, the problem of obtaining a practical
solution that (asymptotically) achieves this best accuracy is con-
sidered next. Note that the ML solution in (7) is an optimal solu-
tion; however, it requires correlation of the received signal over
the observation interval with the template signal for
various values of the parameter , which has prohibitive com-
plexity for practical implementations.
Instead of the ML solution in (7), the solution described in
Fig. 2 is proposed. Namely, from pulses in each burst, the
delay (displacement) of the signal in that burst interval is esti-
mated. Let denote the delay of the th burst. Note
that can be estimated by the conventional TOA estimation al-
gorithm based on matched filter or correlator outputs [15], [30].
Let denote the delay estimates
obtained from matched filter processing. Then, these delay es-
timates are used by a least-squares (LS) estimator as shown in
Fig. 2 to estimate the unknown parameters
(23)
Note that this two-step algorithm is considerably simpler and
more practical than the ML solution in (7) since it does not have
to perform correlations over the whole observation interval for
all different values of . Instead, it first performs a search over
a single dimension, namely time delay, using the matched filter
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outputs for each given burst. Then, it uses these time delay esti-
mates from different bursts for the LS estimation of the desired
signal parameter(s).
The proposed two-step algorithm provides a suboptimal so-
lution in general. However, it will be shown in the remainder
of this section that the performance of this two-step algorithm
gets very close to the CRLB given by (11)–(16), under certain
conditions. Towards this end, the following result is considered
first:
Lemma 1 [31], [32]: Consider the signal model
(24)
where is zero-mean white Gaussian noise with unit spec-
tral density, and is the time delay to be estimated. If is
estimated at a matched-filter output with large , where
, the estimate can be mod-
eled as
(25)
where is a Gaussian random variable with
.
In other words, Lemma 1 states that for signals with large
and/or effective bandwidth , the error of the conventional
time delay estimation can be modeled by a zero mean Gaussian
random variable. Note that the result of Lemma 1 basically fol-
lows from the fact that the matched filter (correlator) is an ML
estimate for the time delay, hence provides an unbiased estimate
and achieves the CRLB asymptotically [29].
According to the two-step solution illustrated in Fig. 2, the
received signal in (3) is first used to estimate time de-
lays , . More specifically, for
is used for estimating using a conventional
matched-filter approach. For large , these time delay es-
timates are modeled, according to Lemma 1, as
(26)
for , where are independent
and identically distributed Gaussian random variables with zero
mean and variance . Then, the following proposition states
the optimality property of the two-step algorithm in Fig. 2.
Proposition 2: For a given set of time delay measurements
modeled by (26), the CRLB for the
covariance matrix of an unbiased estimate of is the same as
the expression in (16), where the FIM is given by (11)–(13).
Proof: From the model in (26) for the time delay estimates,
the distribution of for a given is obtained as
(27)
Then, the FIM can be shown to be equal to that given by (11) and
(12), by using the fact that the expression for in Lemma 1,
, can be expressed as [33].
Note that the LS estimator in (23) can be shown to be the ML
estimator for according to the signal model in (26). Since the
ML estimator asymptotically achieves the CRLB [29], which is
equal to the CRLB given by (11)–(16) according to Proposition
2, the LS solution in (23) provides an asymptotically optimal so-
lution for estimating under the conditions stated in Lemma 1.
V. MULTIPATH CASE
A. General Theory
For the multipath case, the unknown parameter vector in (5)
consists of both the parameters of the displacement function, ,
and those of the multipath channel, and . Therefore, the FIM
in (8) and (9) can be expressed as
(28)
where the subscript represents the multipath case, and
denotes the transpose of .
The submatrices in (28) can be obtained from (4), (8), and
(9) after some manipulation. For example, it can be shown that
, where is the FIM for the single-path case,
given by (11) and (12). The expressions for the remaining sub-
matrices of are given in Appendix B.
Direct calculation of the CRLB for frequency estimation,
, requires the inversion of the
FIM in (28), which is computation intensive in most cases.
However, it can be shown that the same CRLB can be obtained
by inverting a reduced FIM depending on the pulsewidth,
the displacement function, and the multipath channel profile.
Assume that ; that is, the max-
imum time displacement is always smaller than the pulsewidth6.
Also assume that the interval between consecutive pulses
in a burst is sufficiently large so that there is no inter-pulse
interference; i.e., . Let denote
the set of indices of multipath components that arrive after
(before) the th multipath component and partially overlap with
it in at least one burst interval. In other words
(29)
(30)
Similarly, let represent the set of indices of mul-
tipath components that arrive after (before) the multipath com-
ponent corresponding to the maximum (minimum) element of
, and partially overlap with it; i.e.,
(31)
(32)
6This is a practical assumption for the cases of respiration or heartbeat rate
estimation. For example, for a pulsewidth of 0.5 ns, the maximum displacement
should be smaller than 15 cm, which is always satisfied for those scenarios.
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where , , and
represents the number of consecutive non-empty
sets starting from . Note that
and can be expressed as
and , respectively7.
From (29)–(32), the set of multipath components that par-
tially overlap with the th multipath component, directly or in-
directly, can be expressed as
(33)
for the multipath components arriving after and before the th
one, respectively. Note that and in (29) and (30) repre-
sent the sets of multipath components that partially overlap with
the th one directly, while and for in (31) and
(32) represent the sets of multipath components that partially
overlap with the th one indirectly; i.e., through other multipath
components. For example, the multipath components in (or
) do not overlap with the th one, but partially overlap with
at least one multipath component that partially overlaps with the
th one; i.e., they partially overlap with the th multipath com-
ponent through some other multipath components.
Then, the set of multipath components that (partially) overlap
the th one directly or indirectly, including the th multipath
component itself, can be expressed as
(34)
where and are as given in (33).
Then, the following result states that a reduced FIM based on
(33) and (34) can be used to obtain the CRLB for estimating the
unknown parameters of the displacement function.
Proposition 3: For , the
CRLB for calculated from the FIM in (28) is the same as the
CRLB that is obtained by using the following reduced FIM:
(35)
where8
(36)
(37)
with being given by (29)–(34).
Proof: See Appendix C.
Proposition 3 states that inversion of the reduced FIM in (35)
is sufficient to obtain the CRLB for estimating the parameters
7Note that (31) and (32) are defined only for N > 1 and N > 1,
respectively.
8[I] represents a matrix with its jth column being equal to the A(j)th
column of I for j = 1; . . . ; jAj, where A(j) is the jth element of set A and
jAj represents the number of elements in A. Similarly, [I] represents a
jA j jA j matrix whose element in the kth row of the jth column is equal to
the element of I in the A (k)th row of the A (j)th column.
of the displacement function, . The reduced FIM is a
matrix, where represents the number
of elements in , which is given by (34). The amount of com-
plexity reduction depends on , which is a random variable
characterized by the channel statistics, the pulsewidth and the
displacement function, as can be observed from (29)–(33).
For a multipath channel model with Poisson arrivals for the
multipath components [34], it is possible to obtain the (approx-
imate) statistics for . Note that indoor UWB channel models
[35], [36] also specify Poisson arrivals for clusters and multi-
path components inside each cluster9.
Let , for , denote the event that the
th multipath component partially overlaps with the
th multipath component, or it partially overlaps with the
th one without partially overlapping with the th one.
Similarly, , for , represents the event that
the th multipath component partially overlaps with the
th multipath component, or it partially overlaps with
the th one without partially overlapping with the th
one. Also let and represent, respectively, the number
of elements in and in (33). Then, the probability mass
function (PMF) of can be expressed as
(38)
for , and .
Note that the PMF in (38) can be obtained by the observation
that implies that each multipath components in the
set either collides with the previous mul-
tipath component, or collides with the th one directly without
colliding with the previous one10, and that the th mul-
tipath component collides with neither the th nor the th
multipath component. A similar expression can be obtained for
the PMF of , as well.
Assume that ,
, and . For a multipath channel with Poisson arrivals
and a single cluster, it can be shown that the events for
are approximately independent for
(see Appendix D). Then, the PMF of can be obtained
from (38), after some manipulation, as seen in (39), shown at the
bottom of the page, where is the rate of the Poisson process.
This expression can also be used for by replacing
with . From (39), the expected value of can be
obtained as
(40)
9To be precise, the IEEE 802.15.4a channel model specifies a mixture of two
Poisson processes for the ray arrivals in each cluster [36]. The analysis can be
extended to cover that case as well. However, a single Poisson process is con-
sidered for clarity of the expressions.
10This is possible due to the variable delay of the bth multipath component.
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Fig. 3. CDF of Y for various pulsewidths. The lines are obtained from (41),
and the cross signs () represent the simulation results.
and can be obtained from (40) by replacing s
by s. Then, the expectation of , the size of in (34),
can be obtained from .
Let . Due to the independence of and
, which is a property of Poisson arrivals, the PMF of can
be obtained by the convolution of in (39) and
as , and
(41)
for , where
(42)
under the assumption that .11
As an example, the cumulative distribution function (CDF)
of is plotted in Fig. 3 for various pulsewidths, where ,
, , and are used. It is
observed from the figure that is smaller than 15
11The expression for L  2b  1 can be obtained in a similar manner.
most of the time, which is a considerable complexity reduction
compared to 100 multipaths.
B. Resolvable Case
In the resolvable case, the th multipath component does
not overlap with any other multipath components in any of
the bursts12. In this case, a simple CRLB expression can be
obtained.
Corollary 1: For , the CRLB for can be
expressed as
(43)
where is the FIM for the single path case in Section IV
,
(44)
and , with
(45)
Proof: See Appendix E.
It is observed from Corollary 1 that the CRLB does not
depend on the nominal delay of the multipath component
reflecting from the object, . In other words, the exact pulse
position is not crucial in the absence of partial overlaps with
the th component. Also, it is noted from (11), (12) and (43)
that the CRLB is inversely proportional to .
For a sinusoidal displacement function as in (18), a simple
approximate result can be obtained for a large number of bursts,
.
Proposition 4: Consider a sinusoidal displacement function
given by . Assume that
and . Then, as , the CRLB
for multiplied by is expressed as
(46)
Proof: See Appendix F.
12Multipath components other than the bth one can still overlap with each
other.
(39)
412 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 1, NO. 3, OCTOBER 2007
For large , the CRLB for can be approximated, from (46),
as
(47)
where the second equation is obtained from (15) with
. Similar to the single-path case in Section IV, it is
observed from (47) that as the maximum time displacement
amount or the observation interval increases, the minimum
achievable variance decreases with the square of these terms.
In addition, (or, ) is inversely proportional to
the CRLB. It is also important to note from (47) that the ap-
proximate expression for the minimum achievable accuracy is
independent of the true frequency and phase values.
C. Suboptimal Solutions
The ML solution in Section III requires correlation of the in-
coming signal with a template signal for all different values of
the parameter as described in (7), which has prohibitive com-
plexity for practical applications. In order to have an asymp-
totically optimal solution based on matched filter (correlation)
processing at individual burst intervals and LS estimation, as in
Section IV-C, the matched filter template for each burst interval
should in general match to the received signal in a burst, which
consists of multipath components. In that case, the time delay
estimates for each multipath component can be approximated
by Gaussian random variables around the true time delays [31].
Hence, an LS estimator based on matched filter outputs from dif-
ferent burst intervals can be designed. However, the complexity
of the overall algorithm is still very high, since the matched fil-
tering at each burst interval needs to be performed over unknown
parameters of the multipath channel.
The only special case in which the two-step solution based on
matched filtering and LS estimation results in a low-complexity
and asymptotically optimal solution is the resolvable case; i.e.,
the th multipath component does not collide with any other
multipath components in any burst interval. In this case, if the
nominal delay of the th multipath component, , is known (for
example, by assuming the knowledge of the distance between
the object, e.g., a human chest, and the transceiver), matched
filtering with a template signal matched to the received pulse
[ in (4)] yields an estimate for for each
, which has Gaussian distribution around the true
displacement value, as in Section IV-C, for sufficiently large
SNR and/or effective bandwidth. In other words, the resolv-
able case with a known is the same as the single-path case in
Section IV-C, since the other multipath components has no ef-
fect on the th one. Therefore, the analysis in Section IV-C also
proves that the two-step approach can asymptotically attain the
CRLB for ; i.e., , for the resolvable case.
In practice, delays between multipath components in indoor
UWB channels can be smaller than the pulsewidth. Also there
is no prior information about the collision of the multipath com-
ponent from the object, the th multipath component, with any
other multipath components. Therefore, it may not be very prac-
tical to assume a resolvable case and employ matched filtering
based on a single pulse. In order to overcome the effects of mul-
tipath components interfering with the th component, a filtering
approach can be applied. Since the interfering multipath com-
ponents are all stationary whereas the signal component due to
the object is time varying, a high pass filter can be applied to
the received signal to eliminate the signal components that do
not vary among consecutive burst intervals13. The easiest way to
implement such a high pass filter is to subtract the average of the
received signals in different bursts from each signal in a given
burst, as considered in [23]. After such a filtering operation, the
filtered signal can be obtained from (3) and (4) as
(48)
where represents the filtered noise. After the filtering, the
Fourier transform (FT) of the filtered signal along a cer-
tain set of samples yields an estimate for the frequency param-
eter of the displacement function [23]. Due to the practicality of
this filtering approach for multipath channels, the performance
analysis in Section VI will focus on the study of this approach
instead of the matched filter-based schemes.
VI. SIMULATION RESULTS
In this section, numerical studies and simulations are per-
formed to evaluate the exact and approximate CRLB expres-
sions, and to investigate the performance of suboptimal algo-
rithms discussed in Sections IV-C and V-C.
A sinusoidal displacement function, as in (18), is considered,
and the following Gaussian mono-cycle is employed as the re-
ceived pulse shape for all multipath components [39]:
(49)
where is used to adjust the energy of the pulse in the simu-
lations, and determines the pulsewidth .
In Fig. 4, the exact and approximate CRLB expressions in
(19) and (22), respectively, are compared for various SNRs and
pulsewidths14. The system parameters are ,
, , , and . Although the fre-
quency and phase are set to certain values, the results are prac-
tically the same for any frequency satisfying and
any phase. From Fig. 4, it is observed that the exact and approx-
imate CRLBs match very closely for all SNR and values. In
addition, the accuracy increases as the pulsewidth is decreased.
This is intuitive since higher time resolution results in better lo-
calization of the object. This can be also observed from (22),
since shorter pulses have larger as can be deduced from (15).
In Fig. 5, the lower bounds for the exact and approximate CRLB
13In radar terminology, the unwanted (interfering) multipath components are
called clutter. Various filtering approaches were studied in the radar literature in
order to mitigate the effects of clutter for the case in which the object of interest
(“target”) is moving while the objects generating the clutter are stationary [28],
[37], [38]. The conventional clutter removal approach in such a case is to use
high-pass filters. [37].
14Square-roots of the expressions are plotted and the lower bounds are ob-
tained in units of Hz.
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Fig. 4. Exact and approximate CRLB versus SNR for various pulsewidths,
where N = 50 bursts are transmitted.
Fig. 5. Exact and approximate CRLB versus the number of bursts,N , for var-
ious pulsewidths at SNR = 20 dB.
expressions are plotted against the number of bursts, , for var-
ious pulsewidths, at . It is observed from the
figure that the approximation gets very accurate when more than
30 bursts are transmitted.
In Fig. 6, all the parameters are the same as in the previous
case, except that 700 pulse bursts are employed as in the exper-
iment in [23]. The lower bounds are plotted versus pulsewidth
for various SNRs. It is observed again that as the pulsewidth de-
creases, the accuracy of the estimation increases. Moreover, the
slope decreases as the SNR increases, which means that for high
SNRs, the loss in accuracy when using wider pulses (pulses with
smaller bandwidths) is smaller than the loss for low SNRs.
Fig. 7 compares the performance of the suboptimal LS so-
lution in Section IV-C with the exact and approximate lower
bounds for , , , and .
For the LS solution, averages over realizations are av-
eraged to calculate root-mean-square errors (RMSEs) for each
SNR. For each realization, random noise, and values are
generated. Considering a respiration rate estimation scenario,
is generated randomly from . From Fig. 7, it is ob-
served that for large SNR, the performance of the LS solution
converges to the lower bound, as expected.
Fig. 6. CRLB versus pulsewidth for various SNRs, where N = 700 bursts
are transmitted.
Fig. 7. RMSE versus SNR for the LS solution and the exact and approximate
CRLBs for N = 50 bursts.
In Fig. 8, a resolvable multipath channel as described in
Section V-B is considered, and exact and approximate CRLBs
are plotted against the number of bursts, , for various
pulsewidths. The received multipath component has an ampli-
tude of 0.05; i.e., , the SNR is 30 dB, and the other
system parameters are as in the previous case. Both the generic
expression in Proposition 3, and the simplified expression in
Corollary 1 are plotted in order to verify the simplified CRLB
expression given by (43)–(45). It is observed from the figure
that the approximate expression given by (46) gets very close
to the exact CRLB after around . Also, the CRLBs get
smaller as the pulsewidth decreases, since the narrower pulses
provide more resolution.
In Fig. 9, the channel models for line-of-sight residential
(CM-1) and office (CM-3) environments according to the IEEE
802.15.4a channel model [36] are considered 15, and the average
CRLB expressions, averaged over 100 channel realizations,
are plotted. The system parameters are given by ,
, , , , , and the
15Note that the IEEE 802.15.4a channel models may not be very suitable for
the scenario considered in this paper. However, the main purpose is to verify the
theoretical analysis.
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Fig. 8. Exact and approximate CRLB versus N for various pulsewidths, at
SNR = 30 dB.
Fig. 9. CRLB versus SNR for CM-1 and CM-3 of the IEEE 802.15.4a channel
model [36], where N = 50 bursts are transmitted.
nominal round-trip time of the multipath component reflecting
from the object (with respect to the first multipath component
arriving at the receiver) is assumed to be 20 ns. Then, at each
channel realization, the multipath component closest to the
delay of 20 ns is considered as the one reflecting from the ob-
ject. It is noted from the figure that both the generic expression
in Proposition 3 and the exact and approximate expressions
for the resolvable case, (43)–(45) and (47), respectively, yield
very close CRLBs. Moreover, the lower bounds for CM-1 are
smaller than the ones for CM-3, since the average power of
the multipath component closest to the 20 ns delay is 4.4 dB
larger for CM-1 than that for CM-3. Also note that for reliable
estimation in multipath environments, an SNR of around 40 dB
may be needed, which is not a very large value considering the
fact that each burst can be transmitted in a time interval on the
order of seconds (0.1 s. in the simulations)16.
16Since the observation time is on the order of seconds, considerable signal
energy can be collected at the receiver and quite large SNR values can be ob-
served depending, among other factors, on the distance from the object, the prop-
agation environment, and the type of the object.
Fig. 10. RMSE of the FT-based solution [23] and CRLB versus SNR forN =
50 bursts. Averaging over 100 realizations of CM-1 and CM-3 are performed.
Finally, Fig. 10 compares the performance of the FT-based
algorithm [23] described in Section V-C with the average
CRLBs for CM-1 and CM-3. The same parameters as for Fig. 9
are used, except that the frequency is generated randomly
from . For the FT-based scheme, a sampling rate
of 40 GHz is assumed [23]. It is observed from Fig. 10 that
the FT-based scheme gets quite close to the lower bound for
high SNR values17. However, for very high SNRs, the sampling
errors cause an error floor.
VII. CONCLUSION
Theoretical limits for estimation of signal parameters related
to a periodically moving object has been studied for pulse-based
UWB systems. First, a generic expression for the CRLB has
been obtained for estimating the parameters of a moving object.
Then, the single-path scenario has been studied, and exact and
approximate closed-form CRLB expressions have been derived.
Also, a two-step asymptotically optimal algorithm has been pro-
posed. Then, the analysis has been extended to the multipath
case, and CRLBs and suboptimal algorithms have been investi-
gated. Simulations results have been used to verify the analysis
and to evaluate the theoretical limits for a practical respiration
rate estimation scenario.
APPENDIX
A. Proof of Proposition 1: Consider the following relation
[40]:
(50)
with and .
From (50) and its derivatives with respect to and/or ,
closed-form expressions for , , , , and
17The nominal delay of the bth multipath component is assumed to be known
in the simulations.
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in (20) can be obtained18. Then, the limit of as
can be calculated, after some manipulation, as in
Proposition 1.
In the derivations, is assumed to be nonzero. Hence,
the case in which is considered; i.e.,
, as stated in the proposition.
B. FIM for the Multipath Case: By differentiating (4) with
respect to various parameters, the submatrices in (28) can be
obtained from (8) and (9). Namely, is as seen in (51), shown
at the bottom of the page, for , where is the energy
of and . Similarly,
can be expressed as in (52), shown at the bottom of the page,
for , where is the energy of and
. Also, is given by
(53)
for and , and
(54)
18The detailed expressions and the derivations are omitted due to space
limitations.
for and , where
and . Finally, we have (55), shown
at the bottom of the page, for .
C. Proof of Proposition 3: Let and represent, respec-
tively, the channel coefficients and the delays of the multipath
components that belong to in (34). In other words,
and . Let and represent the remaining elements of
and , respectively; i.e., and .
Instead of calculating the FIM as in (28), one can
consider the FIM for the rearranged parameter vector
(56)
where is as given in Proposition 3
(57)
and
(58)
Since the multipath components in do not overlap with
any of the multipath components in [cf. Equation (29)–(32)],
it can be shown from (53)–(55) that . Therefore, in (56)
is a block-diagonal matrix, which implies that
. Hence, the CRLB for can be obtained directly from
in this case.
(51)
(52)
(55)
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Fig. 11. Ratio between the second and the first term of (60) for h = 0:1 ns.
D. Approximate Independence of : First con-
sider and . The conditional probability of given
can be expressed as
(59)
where the independence of intervals between different path ar-
rivals is used. After some manipulation, it can be shown that
(60)
where the first term corresponds to .
For practical values of the system parameters and for
, the ratio between the second term and the first term in (59)
can be shown to be very small. For example, for ,
that ratio is plotted in Fig. 11 for various rate parameters of the
Poisson process. Hence, it can be shown that
(61)
Similar analysis can also be performed for
for . Hence, the PMF of
in (38) can be approximated as
(62)
from which (39) can be obtained. Similar analysis also applies
to the PMF of .
E. Proof of Corollary 1: For , there is no
multipath component overlapping with the th component; i.e.,
[see (33) and (34)]. Therefore, the reduced FIM can
be obtained from Proposition 3 and Appendix B as
(63)
where
(64)
and is a matrix with its th row, given by
(65)
with being given by (45).
From the formula for block matrix inversion [41], it can be
shown that
(66)
Then, from the fact that , the expression in Corol-
lary 1 can be obtained from (64)–(66), (11) and (12), after some
manipulation.
F. Proof of Proposition 4: From the expression in (43), it
is observed that
(67)
It can be shown, from (44) and (45), that the second term
becomes zero19. Therefore, the result in the proposition follows
directly from Proposition 1.
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