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Abstract
For each congruence class containing a nilpotent matrix, all possible nilpotent Jordan structures occurring
in that class are determined. The only two constraints are: a fixed number of Jordan blocks, determined by
the rank of the class, and a minimum number of one-by-one blocks, determined by the dimension of the
intersection of the null spaces of A and A∗, for A representative of the class. An important tool, that may be
of independent interest, is a unitary similarity version of the Jordan canonical form.
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1. Introduction
A matrix B ∈ Mn is said to be congruent to A ∈ Mn if there is a nonsingular matrix C ∈ Mn
such that B = C∗AC. Congruence is an equivalence relation on Mn and, thus, partitions Mn into
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equivalence classes. In [1,2], the first two authors described the set of spectra occurring within
any given congruential equivalence class. It turned out that the nature of the description hinged
importantly on the relative position between 0 and the field of values of a representative of the
class (this relative position being a congruential invariant). This raises a natural further question:
fixing a spectrum, what is the variation among possible Jordan structures within an equivalence
class? Of course, this is interesting only when the spectrum contains repeated eigenvalues, and we
begin the investigation of it here in case the eigenvalues are all 0 (the “nilpotent case”). Except for
the 0 matrix, the nilpotent case involves only one of the three possible relative positions between
0 and the field of values: 0 in the interior of the field, and this remains the case when 0 is an
eigenvalue in the presence of other eigenvalues (in which case the present work is relevant).
In addition, the nilpotent case is quite different technically from, say, nonsingular cases, with
regard to variation in Jordan structure. In the nilpotent case, there is an obvious constraint upon
Jordan structure. Rank is a congruential invariant, so that the number of Jordan blocks in the
nilpotent case is a congruential invariant as well. We also note another, less obvious, constraint:
the number of one-by-one Jordan blocks in the congruence class of A ∈ Mn is bounded below by
the dimension ofN(A), the intersection of Null(A) and Null(A∗), the null spaces of A and A∗, a
congruential invariant, as proven herein. Much less obvious is that these are the only congruential
constraints. Our main result is that, within a congruence class containing a nilpotent matrix, all
nilpotent Jordan structures, with the same number of Jordan blocks and at least as many 1-by-1
blocks as dimN(A), actually occur. (We also note that, as C∗AC is similar to CC∗A, when C
is nonsingular, the Jordan structures occurring in the congruence class of A coincide with the
Jordan structures occurring among positive definite multiples of A. Thus, solving one problem is
equivalent to solution of the other.)
We use the following conventional submatrix notation throughout. For A ∈ Mn, we denote by
A[α;β] the submatrix of A lying in rows α and columns β, and the principal submatrix A[α;α]
is abbreviated by A[α].
2. The unitary Jordan Form
A key tool in the proof of our main result is a special triangular form under unitary similarity,
from which the usual Jordan form may simply be read off as a conjugate partition. Since unitary
similarity is both a congruence and a similarity, congruential manipulation of this “unitary Jordan
form” allows us to see how the Jordan form may change under congruence.
For application here, we state this unitary Jordan form for nilpotent matrices. However, if a
matrix A ∈ Mn has a single eigenvalue λ, then A = λIn + M , in which M is a nilpotent matrix
with the same Jordan block structure as A. If N = U∗MU is the unitary Jordan form of M ,
then U∗AU = λIn + N is the unitary Jordan form of A. If A has distinct eigenvalues λ1, . . . , λk
(with multiplicities), by Schur’s Theorem, A is unitarily similar to an upper triangular matrix A′
such that the equal eigenvalues occur consecutively on its main diagonal. Moreover, the Jordan
form of the principal submatrix Ai associated with the eigenvalue λi has the correct Jordan block
structure for that eigenvalue [4]. Thus, if N1, . . . , Nk are the unitary Jordan forms of A1, . . . , Ak ,
respectively, then A is unitarily similar, via a block diagonal matrix, to a triangular matrix whose
principal blocks are N1, . . . , Nk .
Our first result is to prove this unitary Jordan form for a nilpotent matrix.
Theorem 1. Let M ∈ Mn and 0 = n0 < n1 < · · · < nl = n be l distinct integers. Then M is a
nilpotent matrix such that
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dim Null(Mk) = nk, (1)
k = 1, . . . , l, if and only if there exists a unitary matrix U ∈ Mn such that A = U∗MU has the
form ⎡
⎢⎢⎢⎢⎢⎢⎣
0 A12 A13 · · · A1l
0 A23 · · · A2l
0
.
.
.
...
0
.
.
. Al−1,l
0
⎤
⎥⎥⎥⎥⎥⎥⎦
, (2)
in which Aij is an (ni − ni−1)-by-(nj − nj−1) matrix and Ai,i+1 has full column rank, for
i = 1, . . . , l − 1 and j = i + 1, . . . , l.
Proof. (⇒) Suppose that M is a nilpotent matrix satisfying (1) for k = 1, . . . , l. Let u1, . . . , un
be an orthonormal basis of Cn such that u1, . . . , unk is a basis of the right nullspace of Mk ,
k = 1, . . . , l. Let U = [u1 · · · un] and A = U∗MU .
We first prove that A[nk + 1, . . . , n; 1, . . . , nk+1] = 0, for k = 0, . . . , l − 1, which implies
that A has the form (2) for some blocks Aij . Because Ak = U∗MkU , the first nk columns of
Ak are zero, while the submatrix consisting of the last n − nk columns of Ak has full column
rank. Thus, Ak = [0 R], for some n-by-(n − nk) matrix R with full column rank. Let B =
A[1, . . . , nk; 1, . . . , nk+1] and C = A[nk + 1, . . . , n; 1, . . . , nk+1]. Then, because the first nk+1
columns of Ak+1 are zero,
[0 R]
[
B
C
]
= 0.
As R has full column rank, this implies that C = 0.
We now prove that Ak,k+1 has full column rank for k = 1, . . . , l − 1. It follows from a straight-
forward calculation that
Ak =
[
0 Dk
0 0
]
, (3)
where
Dk =
⎡
⎢⎢⎢⎢⎢⎢⎣
k∏
j=1
Aj,j+1 ∗
.
.
.
0
l−1∏
j=l−k
Aj,j+1
⎤
⎥⎥⎥⎥⎥⎥⎦
(4)
is an nl−k-by-(n − nk) matrix, k = 1, . . . , l − 1. Since rank(Ak) = n − nk , Dk has full column
rank. Thus,
rank
⎛
⎝ k∏
j=1
Aj,j+1
⎞
⎠ = nk+1 − nk,
which implies that rank(Ak,k+1) = nk+1 − nk .
(⇐) Suppose that there exists a unitary matrix U ∈ Mn such that A = U∗MU has the form
(2), in which Aij is an (ni − ni−1)-by-(nj − nj−1) matrix for all i and j and Ai,i+1 has full
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column rank for all i. Then, for k = 1, . . . , l − 1, Ak has the form (3), where Dk is as in (4). By
some well-known rank inequalities [4], for i = 1, . . . , l − k,
nk+i − nk+i−1  rank
⎛
⎝k+i−1∏
j=i
Aj,j+1
⎞
⎠ 
k+i−1∑
j=i
rank(Aj,j+1) −
k+i−2∑
j=i
(nj+1 − nj )
=
k+i−1∑
j=i
(nj+1 − nj ) −
k+i−2∑
j=i
(nj+1 − nj ) = nk+i − nk+i−1,
which implies
rank
⎛
⎝k+i−1∏
j=i
Aj,j+1
⎞
⎠ = nk+i − nk+i−1.
Therefore, Dk has full column rank and
dim Null(Mk) = dim Null(Ak) = n − rank(Ak) = nk,
k = 1, . . . , l − 1. Also, because Ml = Al = 0, dim Null(Ml) = n = nl . 
Notice that the side length of the ith zero block on the block diagonal of the unitary Jordan
form of the nilpotent matrix M is equal to the number of Jordan blocks in the Jordan normal form
of M whose size is greater than or equal to i. In fact, according to Theorem 1, the size of the ith
block on the diagonal of the unitary Jordan form of M is
ai = ni − ni−1 = dim Null(Mi) − dim Null(Mi−1)
= dim Null(J i) − dim Null(J i−1),
where J is the Jordan normal form of M . A straightforward calculation shows that the nullity of
the j th power of a p-by-p Jordan block is j if p  j and p otherwise. Therefore, the difference
between the nullities of the ith power and the (i − 1)th power of a p-by-p Jordan block is 1 if
p  i and zero otherwise. Thus, dim Null(J i) − dim Null(J i−1) is equal to the number of Jordan
blocks whose size is greater than or equal to i. In particular, a1 is the number of Jordan blocks in
the Jordan normal form of M . Clearly, a1  · · ·  al .
We say that a matrix A ∈ Mn is of type K(a1, . . . , al), with a1  · · ·  al > 0, if A has the
form (2) with the side length of the ith zero block on the block diagonal of A equal to ai . By
K(a1, . . . , al, 0, . . . , 0) we also denote a matrix of type K(a1, . . . , al). If, for some permutation
σ of {1, . . . , l}, ci = aσ(i), i = 1, . . . , l, K({c1, . . . , cl}) also denotes K(a1, . . . , al).
Let q1, . . . , qr be positive integers. We say that a matrix M ∈ Mn is of type J (q1, . . . , qr ) if
it is a direct sum of r nilpotent Jordan blocks of sizes q1, . . . , qr .
Let M ∈ Mn be a nilpotent matrix. Suppose that (q1, . . . , qr ) is a partition of n into r positive
integers and (a1, . . . , al) is the dual partition of (q1, . . . , qr ). It follows from the discussion above
that the Jordan normal form of M is of type J (q1, . . . , qr ) if and only if the unitary Jordan form
of M is of type K(a1, . . . , al).
IfA has the form (2), we call the blocksAi,i+1, i = 1, . . . , l − 1, the superdiagonal blocks ofA.
Lemma 2. Let M ∈ Mn be a matrix with unitary Jordan form of type K(a1, . . . , al), al > 0. Let
Ci,i+1 be an ai-by-ai+1 matrix with full column rank, i = 1, . . . , l − 1. Then M is congruent to
a matrix of type K(a1, . . . , al) with superdiagonal blocks C1,2, . . . , Cl−1,l .
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Proof. Suppose that M is unitarily similar to a matrix A of the form (2), where Ai,i+1 has full
column rank, i = 1, . . . , l − 1. We prove by induction on l that there is a nonsingular matrix
C = Q1 ⊕ · · · ⊕ Ql , with Qi ∈ Mai , such that C∗AC is of type K(a1, . . . , al) with superdi-
agonal blocks C1,2, . . . , Cl−1,l . Suppose that l = 2. Since A1,2 and C1,2 are of the same size
and have full column rank, there is a nonsingular matrix Q1 ∈ Ma1 such that C1,2 = Q∗1A1,2. Let
C = Q1 ⊕ Ia2 . Clearly,C∗AC is of typeK(a1, a2) and has superdiagonal blockC1,2. Now assume
that l > 2 and there is a nonsingular matrix D = Q2 ⊕ · · · ⊕ Ql such that D∗A[a1 + 1, . . . , n]D
is of type K(a2, . . . , al) with superdiagonal blocks C2,3, . . . , Cl−1,l . Since A1,2Q2 and C1,2 are
of the same size and have full column rank, there is a nonsingular matrix Q1 ∈ Ma1 such that
C1,2 = Q∗1A1,2Q2. Let C = Q1 ⊕ D. Then C∗AC has the desired form. 
3. A lower bound for the number of one-by-one Jordan blocks
In this section we prove that the dimension of N(M) is a lower bound for the number of
one-by-one Jordan blocks in the Jordan normal form of any matrix congruent to M .
Lemma 3. LetM ∈Mn,andC∈Mn be a nonsingular matrix.Then dimN(M)=dimN(C∗MC).
Proof. Let x ∈ Cn. It is easy to see that x ∈N(M) if and only if C−1x ∈N(C∗MC) and, thus,
the result follows. 
Lemma 4. Let M ∈ Mn and m = dimN(M). Then M is unitarily similar to a matrix of the form
0m ⊕ B, for some B ∈ Mn−m.
Proof. Let u1, . . . , um be an orthonormal basis ofN(M) and extend this set of vectors to an
orthonormal basis u1, . . . , um, um+1, . . . , un of Cn. Let
U = [u1 . . . um um+1 . . . un] .
Then, U∗MU = 0m ⊕ B, for some B ∈ Mn−m. 
The next result is an immediate consequence of Lemmas 3 and 4.
Theorem 5. Let M ∈ Mn and m = dimN(M). Then any matrix congruent to M has at least m
one-by-one zero Jordan blocks in its Jordan normal form.
Theorem 6. Let A ∈ Mn be a matrix of type K(a1, . . . , al). Then dimN(A) = a1 − rank(B),
where B = A[1, . . . , a1; a1 + 1, . . . , n].
Proof. The matrix A has the form
A =
[
0a1 B
0 C
]
,
with C ∈ Mn−a1 . Moreover, the submatrix[
B
C
]
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has full column rank. Let x = [yT zT]T, where y ∈ Ca1 and z ∈ Cn−a1 , be an arbitrary element
ofN(A). Then Ax = 0 and x∗A = 0.
As Ax = 0 if and only if[
B
C
]
z = 0,
then z = 0.
Also, x∗A = 0 if and only if B∗y + C∗z = B∗y = 0. The dimension of the solution space of
this equation is dim Null(B∗) = a1 − rank(B∗) = a1 − rank(B). 
4. Changing the difference between the sizes of two Jordan blocks
Let A ∈ Mn be a matrix of type K(a1, . . . , al). For convenience, we define ai = 0 for i > l.
By ni we denote the sum a1 + · · · + ai , i  1.
Throughout this section we will often need to specifically describe a block of A, which may
or may not be empty. The context should make clear when it is empty.
4.1. Decreasing the difference between the sizes of two Jordan blocks
Lemma 7. Any matrix of type K(a1, . . . , al), with ai−1 > ai  ai+1 > ai+2, 2 < i  l − 1, is
congruent to one of type
K(a1, . . . , ai−1, ai + 1, ai+1 − 1, ai+2, . . . , al).
Proof. Let A = [Aij ] ∈ Mn be a matrix of type K(a1, . . . , al) as in (2). Bearing in mind Lemma
2, assume that
Aj,j+1 =
[
Iaj+1
0
]
,
for j = i − 2, i − 1, i, and
Ai+1,i+2 =
[
0
Iai+2
]
,
Note that Ai−1,i and Ai+1,i+2 have at least a zero row.
Case 1: There is p, with ai < p  ai−1, such that the entry of A in position (ni−2 + p, ni + 1),
say x, is nonzero. Subtract 1
x
times row ni−2 + p from row ni−1 + 1 to produce a 0 in posi-
tion (ni−1 + 1, ni + 1). The compensating column operation does not alter the entries in the
positions corresponding to the principal and superdiagonal blocks of A. Let A′ be the matrix
obtained in this way. Now A′[ni−1 + 1, . . . , ni + 1] = 0 and A′[ni + 2, . . . , ni+1] = 0. Also,
A′[ni−2 + 1, . . . , ni−1; ni−1 + 1, . . . , ni + 1], A′[ni−1 + 1, . . . , ni + 1; ni + 2, . . . , ni+1] and
A′[ni + 2, . . . , ni+1; ni+1 + 1, . . . , ni+2] have full column rank. The principal blocks of A′ not
mentioned remain in the same positions as in A and remain 0; the superdiagonal blocks not
mentioned remain of full column rank. The matrix A′ is of the type claimed in the statement of
the Lemma.
Case 2: For all p, with ai < p  ai−1, the entry in position (ni−2 + p, ni + 1) is zero. Per-
mute row ni−1 with row ni−1 + 1 to produce a 1 in position (ni−1, ni + 1) and 0 in position
(ni−1 + 1, ni + 1). The compensating columns permutation produces a 1 in positions (ni−3 +
ai−1, ni−1 + 1) and (ni−2 + 1, ni−1).
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Let x denote the entry obtained in position (ni−3 + ai−1, ni−1). Add 1 − x times column
ni−1 + 1 to column ni−1 to replace x by 1. The compensating row operation does not produce
relevant changes in the unitary Jordan form. Subtract row ni−3 + ai−1 from row ni−2 + 1 to
produce 0 in position (ni−2 + 1, ni−1). Notice that now the entry in position (ni−2 + 1, ni−1 + 1)
is −1. The compensating column operation does not produce relevant changes in the unitary
Jordan form. The matrix A′ obtained is of the type claimed in the statement of the Lemma, with
the principal and superdiagonal blocks in the same positions as in the matrix obtained in Case 1.

Lemma 8. Any matrix of typeK(a1, . . . , al),withai−1 > ai  ai+1 = · · · = ai+r > ai+r+1, 2 <
i  l − r, r > 1, is congruent to one of type
K(a1, . . . , ai−1, ai + 1, ai+1, . . . , ai+r−1, ai+r − 1, ai+r+1, . . . , al).
Proof. Let A = [Aij ] ∈ Mn be a matrix of type K(a1, . . . , al) as in (2). Bearing in mind Lemma
2, assume that
Aj,j+1 =
[
Iaj+1
0
]
,
for j = i − 2, i − 1, i,
Aj,j+1 = Iai ,
for j = i + 1, . . . , i + r − 1, and
Ai+r,i+r+1 =
[
0
Iai+r+1
]
.
Let A′ be the matrix obtained from A exactly in the same way as in the proof of Lemma 7. Then,
A′[ni−1 + 1, . . . , ni + 1] = 0, A′[ni+r−1 + 2, . . . , ni+r ] = 0 and A′[nj + 2, . . . , nj+1 + 1] =
0, for j = i, . . . , i + r − 2. Also, the submatrices A′[ni−2+1, . . . , ni−1; ni−1+1, . . . , ni + 1],
A′[ni−1+1, . . . , ni + 1; ni + 2, . . . , ni+1 + 1], A′[nj +2, . . . , nj+1+1; nj+1 + 2, . . . , nj+2 +
1], j = i, . . . , i+r − 3, A′[ni+r−2+2, . . . , ni+r−1 + 1; ni+r−1 + 2, . . . , ni+r ] and A′[ni+r−1 +
2, . . . , ni+r ; ni+r + 1, . . . , ni+r+1] have full column rank. The principal blocks of A′ not men-
tioned remain in the same positions as in A and remain 0; the superdiagonal blocks not mentioned
remain of full column rank. The matrix A′ has the type claimed in the statement of the Lemma.

Lemma 9. Any matrix of type K(a1, . . . , al), with al > 0, a2 > ai, 2 < i < j  l, is congruent
to one of type
K({a1, . . . , ai−1, ai + 1, ai+1, . . . , aj−1, aj − 1, aj+1, . . . , al}).
Proof. Without loss of generality, we may assume that ai−1 > ai ; otherwise it is equivalent to
decrease the value of i until the above condition is satisfied. Let A be of type K(a1, . . . , al).
Unless ai  ai+1 = ai+2, apply Lemma 7 to show that A is congruent to A1 of type
K(a1, . . . , ai + 1, ai+1 − 1, . . . , al).
If ai  ai+1 = · · · = ai+r > ai+r+1, r  2, use Lemma 8 to show that A is congruent to A1 of
type
K(a1, . . . , ai + 1, ai+1, . . . , ai+r−1, ai+r − 1, . . . , al).
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Depending upon the value of j , we have either completed the proof of the lemma or not. If not, we
continue in the same manner, working on the unitary Jordan form of A1, by replacing the value
of i by i + 1 in the Lemma 7 case or i + r in the Lemma 8 case, to produce a matrix A2. (Notice,
for example, that after two Lemma 7 steps, A2 is of type
K(a1, . . . , ai + 1, ai+1, ai+2 − 1, . . . , al),
i.e. the i + 1st a is restored to its original value.) After a finite number (at most j − i) of appli-
cations of Lemma 7 or Lemma 8, as needed, the resulting matrix will be of the claimed type.

Lemma 10. Let A ∈ Mn be a matrix of type K(a1, . . . , al), with a1 > a2  a3 > a4. Suppose
that
rank(A[1, . . . , a1; a1 + 1, . . . , n]) > a2. (5)
Then A is congruent to a matrix of type
K(a1, a2 + 1, a3 − 1, a4, . . . , al).
Proof. Let A = [Aij ] ∈ Mn be a matrix of type K(a1, . . . , al) as in (2). Bearing in mind Lemma
2, assume that
Aj ,j+1 =
[
Iaj+1
0
]
,
for j = 1, 2, and
Aj ,j+1 =
[
0
Iaj+1
]
,
for j = 3, . . . , l − 1.
Case 1: There is p, with a2 < p  a1, such that the entry in position (p, n2 + 1) is non-
zero. Add a multiple of row p to row n1 + 1 to produce a 0 in position (n1 + 1, n2 + 1). The
corresponding column operation does not produce any changes. Let A′ be the matrix obtained.
Now note thatA′[n1 + 1, . . . , n2 + 1] = 0 andA′[n2 + 2, . . . , n3] = 0. Also,A′[1, . . . , n1; n1 +
1, . . . , n2 + 1], A′[n1 + 1, . . . , n2 + 1; n2 + 2, . . . , n3] and A′[n2 + 2, . . . , n3; n3 + 1, . . . , n4]
have full column rank. The principal blocks of A′ not mentioned remain in the same positions
as in A and remain 0; the superdiagonal blocks not mentioned remain of full column rank. The
matrix A′ is of the type claimed in the statement of the Lemma.
Case 2: For all p, with a2 < p  a1, the entry in position (p, n2 + 1) is zero. Because of (5),
there isp, with a2 < p  a1, such thatA has a nonzero entry in rowp. Let q be the smallest integer
such thatA has a nonzero entry in position (p, q). Let i be such thatni < q  ni+1. Add a multiple
of row p to rows p + 1, . . . , ni−1 to produce zeros in rows p + 1, . . . , ni−1 of column q. These
operations do not change the principal and superdiagonal blocks of A. Also, the corresponding
column operations do not produce any changes in the matrix. Add column q to column n2 + 1 to
produce a nonzero entry in position (p, n2 + 1). Note that this operation produces a 1 in position
(ni−1 + t, n2 + 1), for some t such that 1  t  ai . The corresponding row operation does not
change the entries in the positions corresponding to the principal and superdiagonal blocks of A.
Add a multiple of row n1 + 1 to row ni−1 + t to produce 0 in position (ni−1 + t, n2 + 1). This
operation may change the entries in columns n3 + 1, . . . , q − 1, q + 1, . . . n of row ni−1 + t .
The corresponding column operation does not alter the entries in the positions corresponding to
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the principal and superdiagonal blocks of A as well as row p. Now add a multiple of column
q to columns n3 + 1, . . . , q − 1 to produce zeros in row ni−1 + t of these columns. Note that
no other entries are changed, except, eventually, the corresponding entries in rows 1, . . . , p. The
corresponding row operations do not change the positions corresponding to the principal and
superdiagonal blocks of A. Let B be the matrix obtained. The matrix B is of type K(a1, . . . , al)
and the entry in position (p, n2 + 1) is nonzero. Now the proof follows as in Case 1 by replacing
A by B. 
Lemma 11. Let A ∈ Mn be a matrix of type K(a1, . . . , al), with a1 > a2  a3 = · · · = ar >
ar+1, r > 3. Suppose that
rank(A[1, . . . , a1; a1 + 1, . . . , n]) > a2.
Then A is congruent to a matrix of type
K(a1, a2 + 1, a3, . . . , ar−1, ar − 1, ar+1, . . . , al).
Proof. Let A = [Aij ] ∈ Mn be a matrix of type K(a1, . . . , al) as in (2). Bearing in mind Lemma
2, assume that
Aj ,j+1 =
[
Iaj+1
0
]
,
for j = 1, 2, and
Aj ,j+1 =
[
0
Iaj+1
]
,
for j = 3, . . . , l − 1. Let A′ be the matrix obtained as in the proof of Lemma 10. Now note that
A′[n1 + 1, . . . , n2 + 1] = 0, A′[nj + 2, . . . , nj+1 + 1] = 0, j = 2, . . . , r − 2, and A′[nr−1 +
2, . . . , nr ] = 0. Also, the corresponding superdiagonal blocks have full column rank. The matrix
obtained is of the type claimed in the statement of the Lemma. 
4.2. Increasing the difference between the sizes of two Jordan blocks
Lemma 12. Any matrix of typeK(a1, . . . , al),with al  0, ai > ai+1 + 1, 2  i  l − 1, is con-
gruent to one of type
K(a1, . . . , ai−1, ai − 1, ai+1 + 1, ai+2, . . . , al).
Proof. Let A = [Aij ] ∈ Mn be a matrix of type K(a1, . . . , al) as in (2). Bearing in mind Lemma
2, assume that
Ai−1,i =
[
0
Iai
]
and Ai,i+1 =
⎡
⎣ 0Iai+1
01,ai+1
⎤
⎦ .
Add row ni−1 to row ni−1 + 1. The compensating column operation does not alter the posi-
tions corresponding to the principal and superdiagonal blocks of A. Let A′ be the matrix ob-
tained in this way. NowA′[ni−1 + 1, . . . , ni − 1] = 0 andA′[ni, . . . , ni+1] = 0. Also,A′[ni−2 +
1, . . . , ni−1; ni−1 + 1, . . . , ni − 1] and A′[ni−1 + 1, . . . , ni − 1; ni, . . . , ni+1] have full column
rank. The principal blocks of A′ not mentioned remain in the same positions as in A and remain
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0; also, the superdiagonal blocks not mentioned remain having full column rank. The matrix A′
is of the type claimed in the statement of the Lemma. 
Lemma 13. Any matrix of typeK(a1, . . . , al), al  0,withai = ai+1 + 1 > ai+1 = · · · = ai+r >
ai+r+1, 2  i  l − r − 1, r  1, is congruent to one of type
K(a1, . . . , ai−1, ai − 1, ai+1, . . . , ai+r−1, ai+r , ai+r+1 + 1, ai+r+2, . . . , al).
Proof. Let A = [Aij ] ∈ Mn be a matrix of type K(a1, . . . , al) as in (2). Bearing in mind Lemma
2, assume that
Aj,j+1 =
[
0
Iaj+1
]
,
for j = i − 1, i, and
Ai+r,i+r+1 =
[
Iaj+1
0
]
,
for j = i + 1, . . . , i + r .
Let A′ be the matrix obtained as in the proof of Lemma 12. Now A′[ni−1 + 1, . . . , ni −
1] = 0, A′[nj , . . . , nj+1 − 1] = 0, j = i, . . . , i + r − 1, and A′[ni+r , . . . , ni+r+1] = 0. Also,
A′[ni−2 + 1, . . . , ni−1; ni−1 + 1, . . . , ni − 1], A′[ni−1 + 1, . . . , ni − 1; ni, . . . , ni+1 − 1],
A′[nj , . . . , nj+1 − 1; nj+1, . . . , nj+2 − 1], j = i, . . . , i + r − 2, and A′[ni+r−1, . . . , ni+r − 1;
ni+r , . . . , ni+r+1] have full column rank. The principal blocks of A′ not mentioned remain in the
same positions as in A and remain 0; also, the superdiagonal blocks not mentioned remain having
full column rank. The matrix A′ is of the type claimed in the statement of the Lemma. 
Lemma 14. Any matrix of type K(a1, . . . , al), al  0, with ai > aj + 1, 2  i < j  l, is con-
gruent to one of type
K({a1, . . . , ai−1, ai − 1, ai+1, . . . , aj−1, aj + 1, aj+1, . . . , al}).
Proof. Without loss of generality, we may assume that ai > ai+1 and aj−1 > aj ; otherwise it is
equivalent to increase the value of i and decrease the value of j until the above conditions are
satisfied. Let A be of type K(a1, . . . , al). If ai > ai+1 + 1, apply Lemma 12 to show that A is
congruent to A1 of type
K(a1, . . . , ai − 1, ai+1 + 1, . . . , al).
If ai = ai+1 + 1 > ai+1 = · · · = ai+r > ai+r+1, r  1, use Lemma 13 to show that A is con-
gruent to A1 of type
K(a1, . . . , ai−1, ai − 1, ai+1, . . . , ai+r−1, ai+r , ai+r+1 + 1, ai+r+2, . . . , al).
Depending upon the value of j , we have either completed the proof of the lemma or not. If not, we
continue in the same manner, working on the unitary Jordan form of A1, by replacing the value of
i by i + 1 in the Lemma 12 case or i + r + 1 in the Lemma 13 case, to produce a matrix A2. Note
that, in case the proof is not completed, if Lemma 12 was applied, ai+1 + 1 > aj + 1;if Lemma 13
was applied, ai+r > aj and ai+r+1 /= aj , which implies ai+r+1 > aj and ai+r+1 + 1 > aj + 1.
After a finite number (at most j − i) of applications of Lemma 12 or Lemma 13, as needed, the
resulting matrix will be of the claimed type. 
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5. Main result
We may now combine our lemmas from Section 4 to obtain the following result.
Theorem 15. Let A ∈ Mn be a matrix of type K(a1, . . . , al), al > 0. Let b1  · · ·  bs > 0, with
b1 = a1, b1 + · · · + bs = n and b1 − b2  dimN(A). Then A is congruent to a matrix of type
K(b1, . . . , bs).
Proof. Let A ∈ Mn be a matrix of type K(a1, . . . , al). Note that, by Theorem 5, a1 − a2 
dimN(A).
If l < s, let al+1 = · · · = as = 0; if s < l, let bs+1 = · · · = bl = 0. Let m = max{l, s}.
Let k ∈ {1, . . . , m} be the greatest integer such that ak /= bk . The proof is by induction on k.
Note that, since a1 = b1, k  3.
Case 1. Suppose that k = 3.
Subcase 1.1. Suppose that a3 > b3. Then a2 < b2, which implies a1 = b1  b2 > a2. Also,
a3 > b3  b4 = a4. Since
a1 − a2  dimN(A) = a1 − rank(A[1, . . . , a1; a1 + 1, . . . , n]),
where the equality follows from Theorem 6, then
rank(A[1, . . . , a1; a1 + 1, . . . , n] > a2. (6)
By Lemma 10, A is congruent to a matrix A′ of type K(a1, a2 + 1, a3 − 1, a4, . . . , am). If b3 =
a3 − 1 then A′ has the desired form. If b3 < a3 − 1 repeat the application of Lemma 10 until we
obtain a matrix of type K(b1, . . . , bm). Note that, by Lemma 3, dimN(A) = dimN(A′).
Subcase 1.2. Suppose that a3 < b3. Since a2  a3, b2  b3 and a2 + a3 = b2 + b3, then a2 >
a3 + 1. By Lemma 14, A is congruent to a matrix A′ of type K(a1, a2 − 1, a3 + 1, a4, . . . , am).
If b3 = a3 + 1 then A′ has the desired form. If b3 > a3 + 1 repeat the application of Lemma 14
until we obtain a matrix of type K(b1, . . . , bm).
Case 2. Induction step. Suppose that k  4. Assume that the theorem holds if the greatest
integer r for which ar /= br is less than k. We will see that the theorem holds if the greatest integer
r for which ar /= br is k. Assume that bk /= ak and bi = ai for i > k.
Let t and x be nonnegative integers such that 0  x < k − 2 and
(k − 2)t + x = a2 + · · · + ak−1.
Let a′i = t + 1, i = 2, . . . , 1 + x, and a′i = t , i = 2 + x, . . . , k − 1. Note that the definition of
the a′i’s implies that a2  a′2 and a′k−1  ak−1. By the induction hypothesis, we can perform a
congruence on A such that the resulting matrix A1 is of type
K(a1, a
′
2, . . . , a
′
k−1, ak, ak+1, . . . , am).
Note that, by Lemma 3, dimN(A1) = dimN(A).
Subcase 2.1. Suppose thatak > bk . Thenak − 1  bk  bk+1 = ak+1, which impliesak − 1 
ak+1. If x > 0, by Lemma 9, A1 is congruent to a matrix A2 of type
K(a1, a
′
2, . . . , a
′
1+x, a′2+x + 1, a′3+x, . . . , a′k−1, ak − 1, ak+1, . . . , am).
If x = 0, then a1  b2 > a′2. Also, as a2  a′2 and because of Theorem 6, (6) holds with A
replaced by A1 and a2 replaced by a′2. If a′k−1 > ak , by Lemmas 10 or 11, A1 is congruent to a
matrix of type
K(a1, a
′
2 + 1, . . . , a′k−1 − 1, ak, ak+1, . . . , am),
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which, by Lemma 9, is congruent to a matrix A2 of type
K(a1, a
′
2 + 1, . . . , a′k−1, ak − 1, ak+1, . . . , am); (7)
If a′k−1 = ak , by Lemmas 10 or 11, A1 is congruent to a matrix A2 of type (7). Note that, by
Lemma 3, dimN(A) = dimN(A2). If ak − 1 = bk , then the induction hypothesis implies that
A2 is congruent to a nilpotent matrix of type K(b1, . . . , bm). If ak − 1 > bk , then repeat the
procedures in this case, by replacing A by A2. After a finite number of steps we obtain a matrix
A3 of type K(a1, b′2, . . . , b′k−1, bk, . . . , bm), with b2  b′2. Then, by the induction hypothesis,
A3 is congruent to a nilpotent matrix of type K(b1, . . . , bm).
Subcase 2.2. Suppose that ak < bk . Because bi  bk  ak + 1, i = 2, . . . , k, then
b2 + · · · + bk  ak(k − 1) + k − 1, (8)
which implies a′2 > ak + 1, otherwise
b2 + · · · + bk = a2 + · · · + ak
= a′2 + · · · + a′k−1 + ak
(ak + 1)(k − 2) + ak
= ak(k − 1) + k − 2,
which contradicts (8). Thus, a′2 > ak + 1 and, because of the definition of the a′i’s, a′i  ak + 1,
i = 2, . . . , k − 1. By Lemma 14, A1 is congruent to a matrix A2 of type
K({a1, a′2 − 1, . . . , a′k−1, ak + 1, ak+1, . . . , am}).
Note that, by Lemma 3, dimN(A) = dimN(A2). If ak + 1 = bk , then the induction hypothesis
implies that A2 is congruent to a nilpotent matrix of type K(b1, . . . , bm). If ak + 1 < bk , then
repeat the procedures in this case by replacing A by A2. After a finite number of steps we
obtain a matrix A3 of type K(a1, b′2, . . . , b′k−1, bk, . . . , bm), with a2  b′2. Then, by the induction
hypothesis, A3 is congruent to a nilpotent matrix of type K(b1, . . . , bm). 
The next result gives a complete description of the possible nilpotent Jordan forms under
congruence, which was our motivating goal.
Theorem 16. Let A ∈ Mn be a nilpotent matrix and (p1, . . . , pm) be a partition of n into m
positive integers. Then there exists a nilpotent matrix B such that B is congruent to A and the
Jordan normal form of B is of type J (p1, . . . , pm) if and only if m = n − rankA and
#{i ∈ {1, . . . , m} : pi = 1}  dimN(A). (9)
Proof. (⇒) Suppose that the Jordan normal form of B is of type J (p1, . . . , pm). Then m =
n − rankB. Since A and B are congruent, rankB = rankA and, thus, m = n − rankA. Condition
(9) follows from Lemma 3 and Theorem 5.
(⇐) Follows from Theorem 1 and Theorem 15. 
We note that since this paper was submitted, we have found that the unitary Jordan form
(Theorem 1) that we use here and in [3] has been noticed in other contexts. See [5] for references.
We also note that, as may be seen from the proof, if the A and B of our main result (Theorem
16) happen to be real, then the matrix carrying the congruence may be taken to be real. This is also
a consequence of the classical fact that if two real matrices are congruent via a complex matrix,
they are also congruent via a real matrix.
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