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Abstract
Micro-CT imaging is an increasingly popular tool in the internal investigation
of objects and materials. However, as an X-ray based technique, a potentially
harmful radiation dose is deposited in the sample during the measurement. In
(non small-animal) micro-CT imaging one is dealing with a strong variation
in measurement systems and settings, resulting in many different acquisition
circumstances and the absence of standard imaging protocols. Therefore,
the deposited dose is rarely studied for micro-CT applications. This research
aimed at developing a fast simulation technique to predict the dose associ-
ated with micro-CT scanning. Its performance is compared with that of two
different Monte Carlo simulation tools and with a straight forward approach
to estimate an upper limit for the dose. The fast simulation method, ob-
taining a dose estimation based on the energy absorption coefficient, is much
faster than the Monte Carlo simulations, and the results are accurate within
30%. This enables us to predict the dose for a known sample and a known
scanner setup, without complex Monte Carlo simulations and will allow re-
searchers to avoid radiation damage or unwanted radiation induced effects,
an increasingly important concern in 3D and 4D micro-CT scanning.
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1. Introduction
High resolution X-ray computed tomography (micro-CT) is an increas-
ingly popular technique for non-destructive internal sample visualisation. A
drawback of X-ray imaging is the deposition of a radiation dose in the ob-
ject being imaged. For medical applications, it is important to quantify and
minimize this dose, because it can be harmful to the patient’s health. In
comparison to medical scans, micro-CT scans have a much higher resolution,
hence a smaller voxel size, which typically gives rise to a higher dose in the
object under investigation [1, 2]. For a given material, the absorbed dose
scales roughly linearly with the number of interactions per unit of volume,
hence for a fixed signal to noise ratio the dose will scale as (voxel volume)−1.
In medical CT, the degrees of freedom are strongly limited by the available
protocols implemented by the manufacturer. These standardised protocols
facilitate the dose calculation and verification by means of phantoms with
incorporated dosimeter(s), because only a limited amount of combinations
of the degrees of freedom need to be studied. In modern micro CT systems,
the source-object distance (SOD) can be varied and is an additional degree
of freedom, as well as the scan time and the type of source. Furthermore,
micro-CT can be used in a large number of research domains, and the ob-
jects under investigation can vary strongly in size and composition, hence
no standardized protocols are available and for smaller objects, incorporat-
ing dosimeter probes without affecting the dosimetric behaviour is typically
impossible. The variety of setup properties, acquisition settings and sample
composition make standardized dosimetry tests very difficult to define and
perform.
Due to the differences between micro-CT and medical CT, the standard-
ized dosimetry calculations and measurements of medical applications cannot
be applied in micro-CT scans. For practically all applications of micro-CT,
except for small animal micro-CT scanners [3, 4, 5, 6, 7], very little informa-
tion is available in literature about dose deposition in the samples. Occasion-
ally, the dose in a sample is mentioned as background information [8], but
the reliability of these values is limited because it is almost never specified
how this dose is obtained. In some cases, the dose is measured [9] or calcu-
lated [10, 11], though even in these cases the validity of the measurement or
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calculation is not investigated. For a large number of applications, the dose
is of minor importance, because the sample will not be affected by the dose
involved in laboratory-based micro-CT. However, some samples are radiation
sensitive. A first example are materials of which the colour can change due
to radiation [12]. A second example are plants which need to be examined
several times during their lifetime. Although plants do not necessarily die,
their growth can be stopped or suspended by the radiation [13]. These two
examples indicate that it can be important to have a good approximation of
the deposited dose that the sample under investigation will receive during the
total scan time. The International Commission on Radiological Protection
(ICRP) already studied the relation between absorbed dose and damage in
fauna and flora [14]. In addition, the increasing popularity of 4D scans with
long exposure times arouses interest for dose estimations among researchers
in the microtomography community. Monte Carlo simulations are a strong
tool to calculate the expected dose in a sample, but their biggest drawback
is that those simulations are time-consuming. Therefore, the aim of this
study is to provide a fast and sufficiently accurate method (roughly within
a factor of 2 of accuracy) for the present purpose. The obtained results are
compared with two different Monte Carlo simulation tools. These results can
for example be used to be correlated with observed radiation induced effect
patterns [15].
2. Materials and methods
2.1. The proposed dose estimation method
The proposed method, referred to as the µen-method, divides the mater-
ials between the source and the object under investigation (which is usually
(part of) the sample) in slabs, perpendicular to the X-ray beam axis. These
slabs are called material slabs and can represent actual filter materials, air
and sample materials. The dose is calculated in the last material slab, which
we call the relevant sample slab and corresponds to (a part of) the sample.
In front of the relevant sample slab, the X-ray beam is attenuated in the
material slabs.
The dose, D, is defined as the deposited energy, Edep, in a volume divided
by the mass of that volume, m:
D =
Edep
m
. (1)
3
The used volume for Edep and m is that of a cube with the thickness of
the relevant slab as edge length. The unit of dose is Gray (Gy), which
corresponds to 1 Joule per kilogram. A user-defined X-ray energy spectrum
is used for energy dependent X-ray beam attenuation calculation. The source
spectrum is divided in energy bins as described in [16]. A parallel beam is
assumed, and the limits of this assumption are explored in section 3.2. For
every energy bin, the general calculation process is:
1. In every material slab prior to the object under investigation the beam
is attenuated according to the law of Lambert-Beer using the linear
attenuation coefficient, µ, of the specified material. The material slabs
can correspond with filters used for beam filtration, that are mostly
positioned close to the source and far from the sample. They can also
correspond with a part of the object if the main interest is the dose in a
subsequent part deeper in the object i.e. the already above mentioned
‘relevant slab’.
2. In the relevant sample slab, the dose is calculated by using the energy
absorption coefficient, µen, which allows to determine the amount of
energy deposited in a layer [17]. Only one material slab of interest can
be specified in this method.
At the end, the contributions of all energy bins are summed.
In the material slabs, every photon that interacts through photo-electric ab-
sorption or Compton scattering is removed from the beam. The scattered
photons that will in reality eventually reach the relevant sample slab are thus
ignored. In section 3.3 we investigate the effect of ignoring these scattered
photons. In this approach the Rayleigh scattered photons are neglected,
which is a good approximation because the direction of the photon is only
slightly changed, and the photon can leave the slab with its original energy.
More information on the different interaction mechanisms of X-rays can be
found in [18].
In the relevant sample slab the dose is calculated using the energy absorp-
tion coefficient, µen. These energy absorption coefficients are defined for
infinitely thin slabs and allow to calculate the transmitted intensity of an
X-ray beam, whereby only the energy of the secondary electrons produced in
the interaction processes is deposited in the slab. The difference between the
linear attenuation coefficient and the energy absorption coefficient for water
is shown in figure 1. Especially in the energy range used in micro-CT, the
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difference becomes significant. As µen is defined for infinitesimal thin layers,
the influence of slabs with finite thickness will be investigated in section 3.1
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Figure 1: Comparison between the mass attenuation coefficient and the mass
energy absorption coefficient for water as a function of the photon energy.
The µ/ρ and µen/ρ values are taken from the current photon interaction
database at the National Institute of Standards and Technology [19].
The fast method is developed in the framework of an in-house developed
tool for polychromatic X-ray transmission calculation dubbed Setup Optim-
iser, part of the CT projection simulation framework ARION [16]. The
framework is based on the law of Lambert-Beer to calculate the measured
attenuation of a polychromatic X-ray beam through an object using a high-
precision Monte Carlo modellation of the tube X-ray energy spectrum and
polychromatic detector response. The geometry is simplified to a series of
consequent slabs with a given thickness of a specific material. As the method
presented here uses the same slab approach, it was convenient to be incor-
porated in the Setup Optimiser as an extension.
Next to the proposed method, the linear attenuation coefficient in the relev-
ant slab can also be considered to calculate the dose. However, it is obvious
that this latter dose is in most cases an upper limit for the actual deposited
dose since the total energy of all interacting photons is locally deposited, i.e.
the energy escape from the interaction volume due to for example Compton
scattering and fluorescent X-rays is not taken into account. This effect is
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stronger for high-energy photons, and in this approach Rayleigh scattered
photons are also neglected. This dose can be referred to as the “total depos-
ition” dose and will be useful in the remainder of this paper for the inter-
pretation of the results of the fast method and the Monte Carlo simulations.
2.2. Monte Carlo simulations
The Monte Carlo simulations were performed using BEAMnrc [20] and
Geant4 [21], two simulation tools that have already been compared for a wide
range of applications [22, 23, 24, 25, 26, 27]. BEAMnrc is a software tool
to model radiation beams using EGSnrc (electron gamma shower) developed
by the National Research Council Canada. EGSnrc is used to address a
broad range of questions about the propagation of radiation in materials. It
is particularly well-suited for medical physics purposes, but given its flexible,
modular design and companion utilities, EGSnrc can also be used for a vast
range of other applications, including the simulation of research and indus-
trial linac beams, X-ray emitters, radiation shielding, and more [20]. Geant4
is another toolkit for the simulation of the passage of particles through mat-
ter. It is developed at CERN and its areas of application include high en-
ergy, nuclear and accelerator physics, as well as studies in medical and space
science [21]. In Geant4 we used a reference physics list, which guarantees
usage of a well-validated combination of physics models. The chosen list
was ‘QBBC’, which contains both the electromagnetic and hadronic physics
processes. Both Monte Carlo simulations take into account Compton scat-
tering, Photo-electric effect, Rayleigh scattering, Bremsstrahlung, atomic re-
laxations and multiple electron scattering.
To optimize the efficiency of the simulations with a cone beam, the open-
ing angle of the simulated beam is chosen such that the complete object
is irradiated by the beam and only a minimum of the generated photons
will never hit the object. The used beam parameters for each geometry are
mentioned in section 2.4. All simulations are performed with a total of 108
photons present in the simulated beam, to reduce the uncertainty of the dose
simulation results below 0.5% and limit the simulation time.
2.3. Spectral properties
The performed simulations are based on the geometry of HECTOR [28],
one of the scanners at the ‘Centre for X-ray Tomography’ of Ghent Univer-
sity (UGCT; www.ugct.ugent.be [29]). This system is a custom-built and
flexible high resolution X-ray CT scanner, developed in collaboration with
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the spin off company XRE (www.xre.be, presently part of TESCAN). Due to
its high flexibility and large range of tube voltage (20-240 kV) and image res-
olution (3-200 µm), this setup has become the work horse of the facility and
is used in a wide variety of applications [e.g. 30, 31, 32, 33, 13]. Furthermore,
the main components which make up this system, notably an X-RAY WorX
X-ray tube with a tungsten target, have well-known properties provided by
the manufacturers, which allows for detailed component simulations. The
X-ray beam energy spectrum used in the simulations is the beforehand simu-
lated output energy spectrum of the X-ray tube of HECTOR, simulated with
BEAMnrc as described in [16]. For every possible tube voltage, the spectrum
is simulated once, and all obtained spectra are stored in a spectrum library.
An example of simulated X-ray spectra can be seen in figure 2. All simula-
tion methods (µen, BEAMnrc and Geant4) make use of the same simulated
X-ray energy spectra.
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Figure 2: Simulated spectra with peak voltage 100 and 200 kVp of the X-ray
source of HECTOR. The simulations are performed with BEAMnrc and the
workflow is experimentally verified (unpublished data).
2.4. Evaluated geometries
Four different tests, reflecting the effect of variation in sample size and
composition, beam geometry and sample shape, scattering processes and the
slab approach to describe filters and samples were performed. They are
conceived to gain a better insight on the influence of different degrees of
freedom as they are commonly used in X-ray micro-CT scanning.
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1 To study the effect of the sample dimensions and composition, a cube of a
given material (air, water, silicon dioxide or iron, which represent the
actual spectrum of materials scanned in micro-CT X-ray imaging) with
different dimensions was used as sample. The edge lengths of the cubes
were 0.1, 0.2, 0.5, 1, 2, and 5 cm and they were positioned with their
side facing the source at 5 cm from the X-ray source in vacuum. Be-
cause of the vacuum, the photons can only interact in the cubes, which
excludes the possible effects from the surrounding materials. All simu-
lations were performed with a parallel beam with a square cross-section
with the same dimensions as the sample. The used X-ray spectrum of
100 kVp and 50 W target power of a directional tube [28] was already
shown in figure 2. The parallel beam covers the complete sample and is
chosen here to exclude cone beam effects. Indeed, in a cone beam there
is a variation of path lengths through the sample contrary to a parallel
beam. This gives the opportunity to examine the correctness of the
results of the slab approach, without including errors due to different
path lengths.
2 To study the effect of beam geometry and sample shape, in the second
test two sample shapes were considered, a cube with edge length 1
cm and a cylinder with height 1 cm and radius 0.5 cm, both made of
SiO2, representing a geological material. The surrounding material was
vacuum. The chosen tube settings were a cone beam with tube voltage
of 100 kVp and tube power of 50 W. The distance between the source
and the front of the object was ranging from 0.5 to 50 cm, to quantify
the induced effect caused by the different path lengths of photons from a
cone beam. For the smallest distances, the mean path lengths will differ
significantly between photons of a parallel beam or a cone beam. For
the largest source-object-distance, the mean path length in the sample
will not differ largely for the two beam geometries. The opening angle
of the cone was chosen in such a way that the complete object was
irradiated. The opening angle was ranging from 110◦ for a distance of
0.5 cm between source and object to 1.7◦ for a distance of 50 cm. The
photons were isotropically emitted within the cone, thus ignoring the
heeling effect. This assumption is valid because for CT scanning this
effect will be averaged during a rotation.
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3 To examine the influence of scattered photons, the third geometry was
a 1 cm water cube with a filter in front. Vacuum was again used as
surrounding material. The distance between the source and the object
was 50 cm, but the distance between the sample and the filter was
ranging from 0 to 30 cm. The simulations were performed with a filter
of 1 mm Al on the one hand and 1 mm Cu on the other hand. The tube
settings were 100 kVp and 50 W. The cone opening angle was 2◦ and
the photons were isotropically emitted within the cone. The geometry
is shown in figure 3.
Figure 3: A transversal view of the used geometry. The distance between
the X-ray source (T) and the sample (S) is fixed. The distance (d) between
the filter (F) and the sample is ranging from 0 to 30 cm.
4 To evaluate the correctness of the simplified geometry consisting of layers
in the µen-method, a more complex sample was used. The dose depos-
ition was studied in a carbon cylinder inside a wooden wall, mimicking
a pencil. The radius of the carbon tube was 1 mm and the thickness
of the wooden wall was 2.5 mm. The height of the cylinder was 10 cm
and the centre of the object was positioned at 20 cm from the source.
To make the simulations as realistic as possible, the cylinder was po-
sitioned in air. The geometry is shown in figure 4. The simulations
were performed with different tube spectra, ranging from 20 to 200
kVp, in steps of 10 kVp. The tube current was kept constant at 0.5
mA, resulting in a range of powers from 10 W for 20 kVp to 100 W
for 200 kVp. The cone opening angle was 30◦ and the direction of the
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simulated photons was isotropically spread. In the µen-method, a slab
of 19.65 cm air and a slab of 2.5 mm wood were used as material slabs
and the object was a slab of 2 mm carbon (previously referred to as
the relevant slab).
Figure 4: A schematic view of the used geometry. The X-ray source is
denoted by T and the pencil phantom by P.
Analogous simulations were performed with more dense materials. The
used geometry was a limestone sphere with a diameter of 1 cm with
a spherical diamond inclusion with a diameter of 1 mm. For this geo-
metry, only Geant4 is used as Monte Carlo tool because spherical ob-
jects are not included in the standard BEAMnrc package.
3. Results and Discussion
3.1. Dimension of the sample
Simulations of the dose deposition in cubes with different dimensions
consisting of 4 different materials (air, water, silicon dioxide and iron) were
performed. The results are shown in figure 5, where the dose averaged over
the sample volume is plotted against sample size. It must be noted that
the dose is not deposited homogeneously over the sample volume and the
local dose deposition follows in first order the exponential attenuation of the
beam through the sample. Particularly for highly attenuating materials the
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local dose deposition can be much larger than the average. However, the
study of this local dose deposition is rather complex and out of the scope of
this work. Furthermore, in X-ray CT this heterogeneous dose deposition is
typically less pronounced with increasing transmission and also the rotational
movement of the sample yields an averaging effect. As an extra indication
the transmission for some sample sizes is added in figure 5. The higher the
transmission, the more homogeneous the dose will be.
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Figure 5: Mean dose rate as function of the sample size. The tube voltage
was 100 kVp and the tube power 50 W. The distance between the source
and the front of the object was 5 cm. Note that the transmission axis is not
linear.
For the simulations in water, silicon dioxide and iron, the mean dose de-
creases as function of the sample size. This decrease is due to the exponential
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Table 1: The average path length travelled by an electron as it slows down
to rest, calculated in the continuous-slowing-down approximation (CSDA-
range). This data is taken from the NIST database [34].
CSDA-range (mm)
Energy (keV) Air Water SiO2 Iron
20 8.12 0.0086 0.0047 0.0018
80 92.12 0.0977 0.0518 0.0187
125 196.02 0.2083 0.1097 0.0392
beam attenuation in the sample. Only for the simulations of the air cubes,
all simulation techniques yield a different behaviour. The Geant4 simulations
clearly show a dose build-up effect. The range of this effect is a result of the
mean free path of secondary electrons. In air, those particles can travel a
significant distance before depositing all their energy, as shown in table 1.
For all other materials the range of the dose build-up is much smaller than
the scale we look at.
The simulation of BEAMnrc also indicates a dose build-up, however the
effect is significantly smaller. It is therefore clear that BEAMnrc and Geant4
cope differently with secondary electrons. Only in the rather rare situation
of such an extreme manifestation of dose build-up, this results in large vari-
ations between the two Monte Carlo simulations. For all other materials the
difference between those two simulation tools are negligible for the scales
looked at. The µen-method and the total deposition method do not take
electron transport and photon scattering into account, so dose build-up is
not observed for those simulations. Figure 6 shows the results normalised
on the total deposition method as this curve can be determined analytically
and is easy to interpret.
The first conclusion we can make is that the two Monte Carlo techniques
yield the same results (except for air as discussed above). We also see that
the Monte Carlo simulations always yield clearly lower doses than the total
deposition method, even without Rayleigh scattered photons included in the
latter. Note that both Monte Carlo tools do include Rayleigh scattering.
Secondly, we can conclude that the energy absorption coefficient method
approaches the total deposition value for objects with low transmission thus
high absorption. Nearly all photons are absorbed in the material resulting
in the same average dose estimation.
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Figure 6: Normalised dose rate as function of the sample size. The same
data as shown in figure 5 is used for this figure. Note that the normalised
dose correponds with the normalised deposited energy.
A last conclusion is that the energy attenuation coefficient method shows
good agreement with the Monte Carlo simulations for relevant object sizes.
Except for the simulations in air, the difference between the energy absorp-
tion coefficient method and the Monte Carlo simulations is maximum 30%.
The behaviour of the results of the Monte Carlo simulations with respect to
those obtained with the methods based on energy- and linear attenuation
coefficients is a complex interplay of material and sample size, which de-
termine the ratio of photoelectric absorbed over Compton scattered photons
and the mean path length of the X-ray photons, thus the surface and depth
from which photons can be scattered from the sample. All these effects are
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Table 2: The computation time of the different simulation methods, all per-
formed on a normal desktop computer.
µen BEAMnrc Geant4
Air 104 ms 53.8 s 1670.8 s
Water 104 ms 528.1 s 1887.8 s
SiO2 104 ms 1914.5 s 2009.3 s
Iron 104 ms 6641.3 s 2042.4 s
taken into account in the Monte Carlo simulations. The same simulations
have been performed for a spectrum of 20 and 200 kVp and the results show
comparable trends at lower and higher atomic number of the materials, re-
spectively (the results can be found in the supplementary figures). E.g.: the
trend for the simulations of the silicon dioxide cubes with a spectrum of
20 kVp is the same as for the iron cubes at 100 kVp. For higher energies
the difference between the total deposition method on the one hand and
the three simulation methods on the other hand becomes larger. Especially
high energy photons are able to escape after (multiple) scattering from the
volume and thus the assumption that all the interacted photons will deposit
their complete energy is less correct for high energy spectra in comparison
to spectra with a low end point energy.
Next to the obtained results, also the computation times can be compared.
In table 2 the simulation times for the different methods is compared for the
simulations of the cubes with edge length of 1 cm. The other dimensions
will give similar results. All simulation methods are performed on a standard
desktop computer. It is immediately clear that the µen-method is some orders
of magnitude faster than the two Monte Carlo simulations. Note that the
time for setting up the simulations is not included.
3.2. Effect of the cone beam geometry and sample shape
According to section 3.1 the fast estimation method (µen) gives sufficiently
accurate dose estimations for parallel beams. To study the effect of a cone
beam on the results, the SOD is varied, while two sample geometries are
simulated to study the sample shape effect: a cube of SiO2 with edge length
1 cm and a cylinder of SiO2 with height and diameter 1 cm. By increasing the
source object distance, the corresponding opening angle of the cone hitting
the sample decreases and the cone beam geometry approaches more and more
the parallel beam geometry. As expected, the dose obtained in cone beam
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geometry scales with a factor 1/SOD2. The results are shown in figure 7 and
are normalised to the total deposition method to compensate for the 1/SOD2
factor and make the difference between the different simulation techniques
clearly visible.
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Figure 7: Normalised dose rate as function of the source object distance. The
used tube voltage was 100 kVp. For visibility reasons, only the Monte Carlo
results for both the cube and cylinder obtained with BEAMnrc are shown
as the difference between these and the Geant4 results was negligible. The
results shown for the µen-method and the total deposition approach apply to
both sample shapes, because every sample shape is simplified as a slab.
For the µen-method and the total deposition approach, these two sample
geometries are exactly the same because they are modelled identical in the
slab approach. However, it is clear that the Monte Carlo calculated dose in
the cylinder is higher than in the cube as the cylinder is - on average - smaller
(see observed trends in figure 5). This indicates that the mean path length
of the photons is smaller in the cylinder than in the cube and the average
beam intensity through the sample is therefore larger for the cylinder. It was
checked that for both sample geometries the simulation with a source object
distance of 50 cm gives the same results as a simulation with a parallel beam.
The size of the induced deviation due to the cone beam will be dependent
on the specific cone angle. Especially for large solid angles, and thus small
source object distances, the results calculated with the slab approach are less
reliable. As an example, the aforementioned system HECTOR typically has
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a cone opening angle of 30◦, corresponding with an SOD of 2.64 cm for a
cube with edge length 1 cm. From figure 7 it can be seen that for an SOD of
2.64 cm, the dose will be lower than determined with the µen-method. The
deviation between the results of an opening angle of 30◦ and the results of a
quasi parallel beam is approximately 20%.
3.3. Effect of scattered photons
Figure 8 shows the dose rate as function of the distance between the filter
and the sample. For the µen-method, each distance results in exactly the
same dose estimation, because photon scattering effects are not included.
For the Monte Carlo simulations, each data point is the result of a different
simulation with a different geometry.
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Figure 8: Dose rate as function of distance between filter and sample. The
distance is plotted on a logarithmic scale to include the filters positioned
both far away from the sample (at the source) and close to the sample. The
used tube settings are 100 kVp and 50 W.
For small distances, the dose is almost constant, because all photons that
are scattered from the filter in the forward direction will reach the sample.
For large distances the dose is also constant, because almost none of the
scattered photons will reach the sample. The tipping point occurs when the
distance between the filter and the sample is of the same order of magnitude
as the dimension of the sample. Although there is a relation between dose
and distance between filter and sample, the effect is relatively small, which
proves that the results will be barely influenced by neglecting the scattered
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photons in the filters. The maximal deviation between µen-method and the
Monte Carlo simulations is 12.5%.
3.4. Simplification of complex geometries
The results of the simulations mimicking the pencil are shown in figure
9a. In general, the total deposition approach gives an upper limit for the
dose, as expected. The larger the tube voltage, the larger the overestimation
is, due to the increasing importance of Compton scattering. However, for the
smallest tube voltage of 20 kV, the total deposition method underestimates
the Monte Carlo simulations by approximately 4%. This is caused by the
photons scattered in the wooden wall, that will reach the carbon tube and
deposit their energy. These scattered photons are removed from the beam
in the total deposition method and in this particular case, they play a non-
negligible role.
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Figure 9: Dose rate in the pencil as function of the tube voltage. A constant
tube current of 0.5 mA is used. a) The four different simulation methods are
displayed. b) The three relevant simulation methods are shown.
To take a closer look to the three other simulation techniques, the same
results are plotted without the total deposition method in figure 9b. The
results of both Monte Carlo techniques differ on average by 8%. The simu-
lation method with the energy absorption coefficient is closely following the
BEAMnrc simulations and differs maximally 14% from the Geant4 simula-
tions.
The results are analogous for the limestone sphere with a diamond inclu-
sion. Again, for the smallest tube voltage, the total deposition method gives
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an estimation below the results of the Geant4 simulations. The difference
between the energy absorption coefficient method and the Geant4 simula-
tions is about 17%. This deviation is larger than for the pencil geometry,
because for a spherical inclusion the available surface from which scattered
photons can enter the inclusion is also larger. As such, also for complex geo-
metries, not consisting of layers, simulations with a simplified geometry can
give useful approximations.
3.5. Limitations of the used techniques and future improvements
The different simulation techniques all have their own specific shortcom-
ings. The biggest drawback of BEAMnrc is that the user has to make use of
predefined geometrical shapes. This makes it difficult and sometimes even
impossible to perfectly mimic the real geometry. In contrast to BEAMnrc,
it is possible with Geant4 to use a random geometry. The user has to spe-
cify this geometry with a Geometry Class written in C++. Therefore, the
defining of the geometry is more flexible but also more time-consuming in
Geant4 than in BEAMnrc. The Monte Carlo simulations are also the most
time-consuming technique. One simulation using a prior calculated beam
spectrum takes on average 10 minutes, although the simulation time strongly
depends on the used materials and tube voltage. Every Monte Carlo sim-
ulation presented in this manuscript is performed with 108 photons in the
beam, without variance reduction techniques resulting in an estimated dose
with an error smaller than 0.5%. Typically, simulations with high Z mater-
ials and a spectrum with a high tube voltage cause longer simulation times
than the opposite situation. The dose simulations performed with the energy
attenuation coefficient are calculated on the fly.
The geometrical argument is also valid for the µen-method. The user can
only specify different layers without any geometrical information. A second
drawback of the proposed method is that the energy attenuation coefficient
is defined for infinitely small sample sizes and is thus an approximation for
most realistic sample sizes. Additionally, in the material slabs every photo-
electric or Compton interacted photon will be removed from the X-ray beam.
This also causes scattered photons to disappear at the interaction point, but
in reality they mostly travel a certain distance before depositing their energy.
Thus far the dose averaged over the sample is studied in a static situation.
In reality, the dose is deposited heterogeneously throughout the sample. Fur-
thermore, in tomography the object rotates, which makes dose calculations
more complex. However, as already mentioned in section 3.1 the averaging
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over the sample already compensates up to some extent for the rotational
movement. For a homogeneous object the dose rate should be multiplied by
the scan time to obtain the dose during the total scan, provided that the at-
tenuation is not too strong. This method is not suited for non-homogeneous
objects e.g. radiation sensitive inclusions in a larger object. Taking the ro-
tation into account in more detail and studying the local dose deposition are
future goals.
Up to now, a fast simulation technique is developed and compared with
two Monte Carlo techniques. All the assumptions and simplifications are
extensively tested. The next step is to compare these simulations with meas-
urements performed at our CT-scanners.
4. Conclusion
In this paper, a fast dose simulation method is presented and compared
with two different Monte Carlo simulation programs, BEAMnrc and Geant4,
and with a total deposition approach to estimate an upper limit for the dose.
The results of the two Monte Carlo simulations are mostly comparable. The
drawback of these simulations is that the preparation and execution of the
simulations make them time-consuming. We show that it is possible to cal-
culate an estimation for the dose based on the energy absorption coefficient.
For most geometries this latter method gives sufficiently accurate results for
the applications of micro-CT scanning, for which an accuracy of a factor
of 2 is typically sufficient. With this method, an error even smaller than
30% is achieved for realistic objects and scanning parameters. This will en-
able researchers in various fields to study the effects of radiation, hitherto
impossible due to the absence of quantitative measurements of the exposed
dose.
The most important advantage of the fast simulation method is that the
results are immediately obtained. All simulation methods, except Geant4,
have the same drawback: a rather limited flexibility to describe the sample
in which to simulate the dose deposition. Future goals are to expand the
techniques to a rotating sample instead of a static sample, studying the local
dose deposition and to compare the simulations with actual experimental
results.
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