ABSTRACT Music is everywhere in the world, and its applications in commerce are extremely versatile. Generally speaking, in order to create some music for background music, it is necessary to engage sound recordists and instrumental performers. However, the process is very time-consuming and costly. In this paper, a real-time emotion-based music accompaniment system is proposed to solve this issue. For different emotions, a fuzzy logic controller is designed to adjust the tempo of the music, and an adaptive partition evolutionary genetic algorithm is developed to create corresponding melodies. The chord progressions are generated via music theory, and the instrumentation is disposed by the conception of the probability. What is noteworthy is that all the processes can be output by Virtual Studio Technology in real time so that users can listen directly to the composing results from any emotions. From the experimental results, the proposed adaptive partition evolutionary genetic algorithm performs better than other optimal algorithms in such topics.
I. INTRODUCTION
Music plays an integral role in the life of human beings. When we watch movies, go shopping, or rest on the couch, it is always a pleasure to listen to music. We sometimes also use music to inspire, relax, or frighten people, such as marching bands on national holidays, bossa nova music in coffee shops, or soundtracks in horror films. Why does music have such an effect on human emotions? The reason is that the neural activity in the human brain is associated with the reward value of music, a finding that is confirmed in recent studies [1] , [2] . It can be seen that music not only affects our brains, but also changes our lives. Therefore, music is important for making our lives more colorful. Unfortunately, if the music needs to be various and changeable to meet the needs of our emotions, it is necessary to spend a lot of money to engage musicians or a band. Therefore, a real-time emotion-based music accompaniment system is proposed in this study to perform the tasks of musicians and to reduce the costs. Through the technology proposed in this study, music accompaniment can be with us everywhere and any time.
Another interesting issue is how to define emotions. Are there any measurable criteria for the variety of emotions? In 1980, Russell proposed a model in the literature [3] to solve this problem. This model was constructed with two dimensions: arousal and valence. Arousal determines the degree of arousal or calmness, while valence determines the level of pleasantness or unpleasantness. All the emotions can be defined through these two degrees of value. Nowadays, the arousal-valence indicator is being utilized in many applications [4] - [7] , the most influential of which is the emotional recognition of audio [8] - [12] and images [13] - [19] . The values of arousal and valence can be obtained based on these various analysis methods. In this paper, Russell's model is also applied to define the positions of the emotions. It is worth noting that all the applications mentioned above can be concatenated with the proposed system for the accompaniment.
Music generation techniques are still in the development phase today. However, many preliminary results have been presented in the literature. One study [20] proposed a good method for melody generation, and the composing criterion was based on data mining results. Reference [21] proposed an intelligent algorithm method for the other parts of the accompaniment. A piano accompaniment generation system was developed for the machine learning task in [22] . In addition, the jazz walking bass pattern can be generated via the procedures proposed in [23] . And reference [24] introduced a composing technique based on frequent pattern mining. Although these studies provide good composing abilities, the repeatability of the composed phrases is very high and the generated music is independent of emotions. Based on the emotional expression of the harmonic progression, the literature [25] gives a good solution for emotion based composition. This method is processed according to the valence values of chord pairs, and the generated music is indeed able to meet the needs of emotions. However, the process of chord progression generation may produce unreasonable results, and the generation of music is not real time. Literature [26] presents a music composition system with interactive genetic algorithm. The calculation methods of the fitness values in this work are evaluated by music theory. Therefore, the generated melodies are reasonable and trustworthy. However, this work does not provide the accompaniment method for the whole music. The output sequences of this work are just the melody lines. In reference [27] , the evolutionary algorithm is also adopted for the melody generation. The fitness values are evaluated by a recurrent neural network. After the training process, the fitness grade is indeed increased. Nevertheless, there is also no accompaniment method presented in this paper. Literature [28] gives good results in obtaining data for the enhancement of creative systems. The valence-arousal plane is also adopted for the definition of the emotions in the system. Besides, this work also provides a comprehensive choosing guide of parameters for the emotional creative systems. However, these parameters are too complicated for the proposed system. Consequently, substituting the complex parameters, a simple and effective fuzzy logic defining method of the instrument selections is proposed in this paper.
In order to solve the problems mentioned above, a real-time emotion-based music accompaniment system is proposed in this paper. There are many factors which can affect the emotional mood of the music, such as instrument selection, playing patterns, tempo, chord progression, melody, and so on. In response to these various factors, several techniques are developed in this study. The selection of the instruments is decided upon by the concept of probability in the arousalvalence plane, and the playing patterns are chosen according to the current emotion. In the aspect of music tempo, a fuzzy controller is designed to adjust the tempo of the song. By utilizing this fuzzy controller, the song tempo can be adjusted smoothly during the transformation of the emotions. Finally, melody can be regarded as the soul of music. So generating a suitable melody is a very important issue during composition. Therefore, the powerful adaptive partition evolutionary genetic algorithm (APEGA) is proposed to generate satisfactory melodies in real time.
After hundreds of millions of years of evolution, a massive amount of wisdom is contained in nature. A number of algorithms have been inspired by nature [29] , such as genetic algorithms (GA) [30] and particle swarm optimization (PSO) [31] . GA was inspired based on the concept of the evolution of the chromosome, and PSO was designed from the social behavior of birds in a flock or fish in a school. These algorithms are widely used in many applications, and they also provide good performances [32] , [33] . Moreover, many extended algorithms based on these concepts have been developed, such as evolutionary particle swarm optimization (EPSO) [34] , hybrid genetic algorithm, and particle swarm optimization (GA-PSO) [35] .
On the other hand, according to the history of human evolution, various pieces of evidence have shown that evolution occurred in different parts of human body. These evolution processes have made human beings perform better and more appropriately for survival. An interesting research study on the evolution of the human shoulder was presented in the literature [36] . This study indicated that the human ability to do high-speed throwing is credited to humeral evolution. Reference [37] gives a correlation between the ability to do endurance running and the evolution of man. They believed that the reason our ancestors could survive is attributed to the ability to do endurance running; and rapid growth in brain volume is one of the key points in the ability to endure. Another research study is about the origins of human hairlessness [38] . In order to make human skin dry, human beings had to evolve a better perspiration system. The characteristics of human hairlessness help us to perform thermolysis and maintain a constant temperature in the body. Furthermore, the characteristics of organisms can be determined by the genes in the chromosomes. According to the rules of survival, the gene, which is suitable for survival, will be retained. The concept of APEGA proposed in this study is inspired by the partition evolution of organisms in nature. Based on considerations of the strengths and weaknesses in the various parts of the genes, the genes with low fitness in the chromosomes will evolve through an efficient procedure. Through this novel approach, melody generation will be well-performed in real time.
The major contributions of this paper are: 1) developing a powerful real time emotion-based music accompaniment system; 2) designing a fuzzy tempo controller to adjust the tempo of the music in a smooth manner; 3) applying music theory for the reasonable configurations of chord progressions; 4) proposing a novel APEGA method to generate melodies; and 5) verifying the feasibility and practicality of the entire accompaniment system. This paper is organized as follows. In Section II, an overview of the accompaniment system is given. The emotion-based composition methods are described in Section III; the details of the instrument configurations, fuzzy tempo controller, chord progression generations, and melody compositions are also contained in this section. Next, the experimental results are presented to demonstrate the feasibility and practicality of the proposed accompaniment system in Section IV. The generated music can be played in real time via Virtual Studio Technology (VST). Section V concludes the paper.
II. OVERVIEW OF THE MUSIC ACCOMPANIMENT SYSTEM
The interface of the proposed music accompaniment system is shown in Fig. 1 . To make the interface of the music accompaniment system easier to understand, there are no more redundant items in the window. Block (A) includes the MIDI port selection box, tempo adjusting bar, Start/Stop buttons, and mixer for volume balance. Users can directly change the processing state or the playing effect here. The circles in block (B) describe the positions of the emotions on the valence-arousal plane. In the valence-arousal plane, the ''valence'' dimension ranges from the positive mood to negative mood, and the ''arousal'' dimension denotes the aroused degree of the current emotion. Basing on this two-dimension model, all the emotions can be defined by a position on the valence-arousal plane. The valence-arousal positions of the emotions used in this paper also have been well defined in the literature [4] , with 12 significant emotions employed in this approach. Besides, the 12 emotions -''angry,'' ''afraid,'' ''frustrated,'' ''miserable,'' ''sad,'' ''bored,'' ''sleepy,'' ''serious,'' ''serene,'' ''happy,'' ''excited,'' and ''astonished,'' the emotion named ''neutral'' represents the average position of all the emotions., with 12 significant emotions employed in this approach. Besides the 12 emotions -''angry,'' ''afraid,'' ''frustrated,'' ''miserable,'' ''sad,'' ''bored,'' ''sleepy,'' ''serious,'' ''serene,'' ''happy,'' ''excited,'' and ''astonished,'' the emotion named ''neutral'' represents the average position of all the emotions. The yellow star denotes the current emotion; its position can be defined by the user. However, some circles of emotions are changed from gray to red, which means that the probability of the emotion is higher. The calculation method of the probability will be addressed in the next section. After the composing process is completed, all the chord progressions and melodies are illustrated on the sequencer in block (C). When the music is playing, the current chord and note are depicted in red. The architecture of the music accompaniment system is described in Fig. 2 . First, the current emotion position on the valence-arousal plane is input from the emotion input system. Then, the fuzzy tempo controller and instrument configuration system change the music tempo and the volume of the instruments simultaneously. Initially, the chord progression configuration and the melody generation are processed. However, if the current emotion changes a lot, the chord and melody generation are executed again. All the computation results will be sent to the music player, which will play music that corresponds with the current emotion in real time. There are five basic units for composition in the proposed system, which are pad, melody, guitar, bass, and drum, as indicated in Fig. 3 . In the aspects of pad and melody, 13 different tone colors are chosen to be performed. The 13 tone colors of the pad are different from the melody. The timbres of the pad are soft and shadowy, while the voices in the melody are hard and bright. All the timbres are produced to be the synthetic sounds or suitable real instruments from VST. In the guitar parts, both acoustic and electric guitars perform for the accompaniment. There are 4 playing styles which can be selected, each of which includes 8 playing patterns. To make the songs more varied, the 8 playing patterns are chosen randomly at the start time of the sections. In order to increase the rhythm of the songs, bass and drum are included for the composition. There are 7 playing patterns on bass and 14 playing patterns on drum. The playing patterns of drum and bass are determined by the arousal of the current emotion. We found out in this work that, through combinations of VOLUME 3, 2015 various units, styles, and patterns, the emotions of the music can be changed comprehensively. When the music accompaniment system starts, the patterns of the bass and drum will be decided. At the same time, the pad, bass, drum, and guitars will also be played in a major or minor tonality corresponding to the current emotion. The drums will be beaten in interlude mode for the pre-beat. Then there is enough time to calculate the optimal chord progressions and melodies during the time between bar -1 and bar 0. The subject of the music, the melody, starts to play at bar 0. However, the playing patterns of the drum and bass will be decided upon again at the starting time of every bar. Generally, a grooving interlude is performed at the end bar of the sections for connection with the next section, so the drum will fill in at bars 3, 7, 11, 15, and 19. Nevertheless, if the current emotion changes, a grooving interlude will also be executed to provide a transient state during the playing process. If the current emotion changes a lot, such as the emotion going from happy to sad and so on, the time position will restart to bar -1 at bars 4 and 12. At the end bar of the song, the time position will also go back to bar −1 for the next run. After this, an entirely new song will be produced and performed immediately. 
III. EMOTION-BASED COMPOSITION METHODS
Fig . 5 gives the system flowchart for the emotion-based music accompaniment generation. After the emotion is input, the configuration of the instruments will be determined. The selection of the instruments is important during the composition. Besides, the same song played with different instruments might lead to entirely different emotional expressions.
For example, the same phrases played by the distortion tones of the electric guitar sometimes make us feel aroused or excited. On the contrary, the acoustic guitar makes us feel serene and peaceful. Therefore, it is necessary to develop and utilize an accurate method for choosing the optimal instruments. Music tempo is also an important issue for emotional expression. A fast tempo might make people nervous, while a slow tempo may help people feel relaxed. In this paper, a fuzzy tempo controller is proposed to adjust the music tempo. By applying this proposed fuzzy controller, the tempo can be changed smoothly during the transitions of the different emotions. On the other hand, to generate corresponding melodies, the chord progressions must be constructed beforehand. Equally, different chord types may cause distinct feelings, such as the major chords and the minor chords. Major chords denote happiness, while minor chords trend to sadness. After the chord progression setting is complete, the melodies which are suitable for the chord progressions will be generated via the proposed APEGA. To make the structure of the song more integrated, musical form will be applied in the final step. More details on these methods will be addressed in the following subsections.
A. INSTRUMENT CONFIGURATION
Actually, emotions cannot be defined comprehensively in a particular word. For instance, if you say that you are miserable. To some extent, you still may feel a little sad or frustrated. Therefore, according to the conception of probability, you can say that the emotional probability of being miserable is the highest one. However, the probability of being sad or frustrated may be the second or third one. In a much more extreme case, if you are miserable, is there any possibility you can still feel happy? A positive answer is definitely possible; but the probability of being happy will be very low in this case. Therefore, defining the probability of the emotions is a good way to select optimal combinations of instruments to provide the tonal voice corresponding to the specific emotions. The calculation of the emotional probability is defined as follows:
where P denotes the probability of the emotion. (v, a) and (v e , a e ) are the current emotional positions and the center position of the specific emotions on the valence-arousal plane, respectively. σ represents the standard deviation of the Gaussian function. Vol e is the instrument volumes corresponding to the emotions; Vol max is the maximum volume defined by the users. In the aspects of pad and melody, all the instrument volumes are determined by the above equations. The probabilities of emotions are shown in Fig. 6 . Here, the value of σ is set to be 0.2. ''Neutral'' represents the average position of all the center positions of the emotions, and its tone is chosen as a moderate sound. The reason for adopting such an emotion is that if the current emotion is near the average position, all the probabilities of emotions will be similar, then all the instruments will play at the same time. This is not the result that we want because it is not clear enough to express the emotions in such a situation. In the aspect of guitars, the membership functions of the playing style and the parts of the guitars are indicated in Fig. 7 . No matter what kind of guitar is chosen, there are four playing styles which can be chosen. The parts of the styles are defined by the valence of the current emotion, where Style A represents the most negative valence, and Style D represents the most positive valence. The determination of the parts of the acoustic and electric guitars is based on the arousal of the current emotion. Aroused emotions are performed by the electric guitar, and tranquil emotions are performed by the acoustic guitar. From the calculations of these membership functions, it is feasible to balance the volumes of each partition for the particular emotional expression.
To enhance the rhythm of the song, the bass and drum are arranged in the proposed music accompaniment system. There are seven patterns included in the playing methods of the bass, and 14 patterns in the drum grooving. The selection criterion for these patterns is according to the arousal value of the current emotion, as shown in Fig. 8 . 
B. FUZZY TEMPO CONTROLLER
The tempo of the songs will affect the expression of the emotions. A fast tempo might make people nervous, while a slow tempo may help people feel relaxed. Therefore, the desired tempo T d can be defined as follows:
where a is the arousal value of the current emotion, and its value is within [−1,1]. T max and T min are the maximum and minimum values of the tempo. In this paper, T max is set to be 180 beats per minute (BPM), and T min is set to be 60 BPM. That is, if the arousal value of the current emotion is 1, then the desired tempo is 180 BPM; otherwise, if the arousal value of the current emotion is −1, the desired tempo is 60 BPM. The rest may be deduced by analogy from the equation mentioned above. However, if the arousal value changes a lot, the tempo of the music will also be transformed rapidly. This discontinuous result will make the listener feel uncomfortable and strange. In order to solve this issue, a fuzzy tempo controller is designed in this study. Fig. 9 denotes the window of the fuzzy tempo controller and its rule table. The corresponding membership functions are represented in Fig. 10 . e describes VOLUME 3, 2015 the error value between the ideal tempo and the actual tempo. e denotes the variation value of e. Output represents the correction value of the current tempo.
C. CHORD PROGRESSION METHOD
Chord progression is also one of the key points in emotional expression. Different combinations of chords lead to distinct feelings. In the keys of C major or A minor, diatonic chords can be regarded as C, Dm, Em, F, G, Am, and Bm7-5. The circle of thirds, fifths, and sevenths are illustrated in Fig. 11 . The chords shown in red belong to the major chord; the others trend to the minor chord. A circle of thirds, fifths, and sevenths is very practical in music theory. In order to find the next chord which is reasonable, following the arrows in Fig. 11 is a good solution. For example, if the current key is C major, in general, the first chord will be C. Then the next chord can be chosen by the indication of three arrows: Am, F, or Dm. If Am is selected, we can follow these three arrows again to find the next approved chords: F, Dm, or Bm7-5. The rest may be deduced by analogy until the chord progression is completed. Following the approach mentioned above, the combinations of chords can be various. Therefore, the chord progression tree can be built as shown in Fig. 12 . All the possible combinations are contained in this tree, and the links between chords are weighted by the weighting values. After the weighting values are assigned, the total score of each path can be realized as follows: (5) where w is the weighting values; S ijk denotes the score of the path linked by w i , w ij , and w ijk . The score of the path is summed by the weighting values. Just as for the red path in Fig. 12 , its score will be calculated as w 1 + w 11 + w 111 . v is the valence value of the current emotion, and r w is a random number within [1] , [3] . These weighting values will be influenced by the next chord. If the next chord is major, then the weighting value will be added by the current valence value; otherwise, the weighting value will be subtracted by the current valence value. Such practices can make the selection results more in line with the current emotion. That is to say, if the current emotion trends to positive, the selected probabilities of major chords will be higher, and vice versa. 
D. APEGA MELODY GENERATION
From the concept of partition evolution mentioned above, the wisdom of the evolution in nature is worth learning and following. In this study, chromosome representation is illustrated in Fig. 13 . The number signed by −100 at the beginning describes the pause. After the first note appears, as shown by the number 5 in Fig. 13 , the number signed by −100 will be regarded as the sustain, which belongs to the previous note. In this paper, a maximum of 32 notes are contained in a chromosome, and all the notes can be transformed to pause or sustain as necessary. The estimation method of the fitness value is adopted from the literature [20] ; this method is preprocessed by data mining, and the weighting values will be calculated from the mining results. Then the fitness value can be obtained by the summation of the weights in the notes. Fig. 14 shows the operation of partition evolution.
If the chromosome evolves, the genes with low fitness will be replaced by another. The sources of the replaced genes are randomly chosen from the n b best of chromosomes, where n b is determined by 10 in this work. And the evolution rate is decided by the following equation:
where Evo is the evolution rate of the chromosome, and Epoch max and Epoch min denote the maximum and minimum epochs of the whole process, respectively. α is a scale factor within [0, 1], and its value is set to be 0.4 in this paper. Fit max and Fit min describe the maximum and minimum fitness values of all the chromosomes; Fit represents the fitness value of the current chromosome. The pseudo code of APEGA is described in Fig. 15 . As with the basic process of GA, after the initial population is generated, each individual's fitness will be evaluated. And then the process of selection, partition evolution, crossover, mutation, and evaluating each individual's fitness is repeated until the terminating condition is satisfied. Finally, the best solution will be returned for the request. The computation of the entire procedure is efficient and effective, which is also the reason to develop and choose such an algorithm for this work. 
E. MUSICAL FORM
To make the structure of the music more integrated, the musical form is applied to the generated song. The literature [20] suggests good guidelines for this topic. Similar to the songs we listen to in daily life, some phrases are repeated in the specific partitions. This approach makes the music more thematic. In this study, all the music can be separated into five sections. In the aspect of the first three bars of Section I, Section II, and Section V, the melodies are formed by Form A. In contrast, the first two bars of Section III and Section IV are formed by Form B, as shown in Fig. 16 . No matter whether they are Form A or Form B, the melodies will be identical in the same forms. The selected method of melody is according to its fitness value. The melody with the highest fitness value will be chosen and duplicated to the other bars in the same form. Finally, the integral music can be composed by the computing method mentioned above. It is noteworthy that these calculating processes can be practiced in real time. After the music is composed completely by the computer, it can be played immediately through VST.
IV. EXPERIMENTAL RESULTS
Two part experiments are demonstrated in this section. Part A denotes the comparison with other intelligent algorithms, and part B shows the application of the proposed music accompaniment system. Further details are explained as follows.
A. COMPARISON WITH OTHER INTELLIGENT ALGORITHMS
Up to now, the literature for the music accompaniment system with the emotional model is still quite scarce. The comparisons described in this section are focus on the performance of the algorithms. Many intelligent algorithms are used widely nowadays. In order to compare with other algorithms, similar or common algorithms such as GA [20] , PSO [31] , EPSO [34] , and GA-PSO [35] are chosen for this experiment. The parameter settings are illustrated in Table 1 , and the learning results are shown in Fig. 17 . The iteration of each algorithm is set to be 1500, and the learning curve is the average result of 100 testing times. For the melody generating applications, the performances of the GA-based algorithms are better than PSO-based methods. It is because that the velocity calculations of PSO may lead the particles move from an acceptable solution to a worse result. Besides, the good partitions of the particles may be disappeared after the updating operations, and this method sometimes may get stuck in the local optima. On the other hand, the GA-based algorithms do not update all the dimensions of the chromosome every time. After the operations of Reproduction, Crossover, Mutation, and Selection, the good partition of the chromosome are still preserved. Moreover, in order to speed up the convergence speed, the APEGA is proposed to overcome this drawback. Obviously, the convergence speed of APEGA is much faster than that of other algorithms, and such a characteristic is very practical and suitable for this work. Fig. 18 shows the application of the proposed system. In this part, five videos are chosen for arrangement in pairs with the proposed music accompaniment system. These five videos are ''The angry screens of wrestling games'' [39] , ''Mr. Been bored at the church'' [40] , ''Sleepy animals'' [41] , ''Serene landscapes of photographer M. Breitung'' [42] , and ''The exciting West Indian Day Carnival Parade in New York'' [43] . When the videos are played, the proposed music accompaniment system accompanies in real time. Even when the mood of the scene changes, the music is still transformed smoothly. Therefore, it can be seen that the proposed system is feasible and practical for the music accompaniment applications. Because the preferences and feelings of the music are different for everyone, a questionnaire is used to investigate the satisfactions of the proposed system. As illustrated in Table 2 , there are 6 questions for one subject, and the subjects can submit the scores (1 point to 5 point) for each question. In this paper, 16 subjects (10 males and 6 females) are randomly chosen for this questionnaire. In order to understand the acceptance of the users for the generated music, in question 1, subjects are requested to listen to the music of the demonstration video. The emotion is changed to several positions in this video. Then the subjects can submit the scores of the satisfactions of the generated music. Furthermore, in order to investigate the influence and the emotional matching degree of the generated music, in question 2 to 6, subjects are initially requested to watch one of the 5 muted video sequences, which are shown in Fig. 18 . After that, subjects can watch the video with the generated music again to evaluate the influence and the emotional matching degree of the generated music. The order of the corresponding video sequence belonged to question 2 to 6 are ''The angry screens of wrestling games [39] ,'' ''Mr. Been bored at the church [40] ,'' ''Sleepy animals [41] ,'' ''Serene landscapes of photographer M. Breitung [42] ,'' and ''The exciting West Indian Day Carnival Parade in New York [43] ,'' respectively.
B. APPLICATION OF THE PROPOSED ACCOMPANIMENT SYSTEM
To a certain extent, the ranges of the scores are widely distributed. However, in spite of the generated music cannot achieve the requisitions of all the subjects, such as subject 3 and subject 10, many subjects still express their satisfaction on these tests. The satisfaction results of Q2 and Q3 are 63% and 66%, respectively. Since some subjects feel that the music is not ''angry'' enough for the wrestling scenarios, and the definitions of the ''bored-emotion music'' are extremely distinct for everyone, some subjects do not give the high scores for these two questions. Nevertheless, the satisfaction results of Q4, Q5 and Q6 are 74%, 79%, and 70%, respectively. It shows that the influence and the emotional matching degree of the generated music for the emotion of ''sleepy,'' ''serene'' and ''exciting'' are more satisfied with the users. Especially in Q5, the satisfaction degree is the highest (79%). Almost the whole subjects feel that the generated music is serene, and the generated musical emotions for the pictures are well matched. Besides, the overall average satisfaction is 71.25%; this result means that the proposed system can be accepted by the general public. Notice that the musical preference of people is strongly subjective, and the value of the art is hard to be measured. If and only if one person approves it, the novel technique of the proposed system is still worth to be developed continually.
V. CONCLUSIONS
This study proposes a creative and practical music accompaniment system. Such an accompaniment system is realized by fuzzy logic and APEGA. Emotions can be expressed by a combination of the instruments, the playing patterns, the tempo of the music, the chord progressions, and the melodies. This paper considers all the factors mentioned above to develop an automatic emotional music accompaniment system. The proposed fuzzy tempo controller is a novel work for the music accompaniment system, and it also provides a good solution for the adjustment method during the transforming of the emotions. The music theory based chord progression generation method achieves the goal of being reasonable and in line with the current emotion. Most of the music accompaniment system does not have the ability of the emotional translation function. However, basing on the proposed method, the real-time emotional translation function is implemented in this paper. Importantly, the developed APEGA offers very fast convergence speed, and it is also the main key point for performing the composing results in real time. The experimental results demonstrate the performance of the proposed APEGA, and the convergence speed of APEGA is much faster than that of other algorithms. The questionnaire results show that the proposed music accompaniment system provides good performance for the users. Besides, the proposed accompaniment system can be used in many applications. Except for the video accompaniment experiment shown in this study, it is feasible to apply to any emotional recognition system. The proposed system is also can be used in the low cost varied music accompaniment occasions, such as the soundtrack of the movie, the music accompaniment in a speech or a party, and so on. In the future, the music accompaniment system on the computer might meet all of our music needs.
