In this paper, we developed new numeric and symbolic algorithms to find the inverse of any nonsingular heptadiagonal matrix. Symbolic algorithm will not break and it is without setting any restrictive conditions. The computational cost of our algorithms is O(n). The algorithms are suitable for implementation using computer algebra system such as MAPLE, MATLAB and MATHEMATICA. Examples are given to illustrate the efficiency of the algorithms.
Introduction
Then × n general heptadiagonal matrices take the form: a n−3 b n−3 c n−3 d n−3 e n−3 f n−3 g n−3 0 a n−2 b n−2 c n−2 d n−2 e n−2 f n−2 a n−1 b n−1 c n−1 d n−1 e n−1 a n
where {a i } 4≤i≤n , {b i } 3≤i≤n , {c i } 2≤i≤n , {d i } 1≤i≤n , {e i } 1≤i≤n , {f i } 1≤i≤n , and {g i } 1≤i≤n are sequences of numbers such that g i = 0, g n−2 = g n−1 = g n = 1 and f n−1 = f n = e n = 0. Heptadiagonal matrices are frequently arise from boundary value problems. So a good technique for compute the inverse of such matrices is required. Also, These kind of matrices appear in many areas of science and engineering [1] [2] [3] [4] [5] [6] [7] [8] [9] . To the best of our knowledge, the inversion of a general heptadiagonal matrix of the form (1.1) has not been considered.
In [10] , Karawia described a reliable symbolic computational algorithm for inverting general cyclic heptadiagonal matrices by using parallel computing along with recursion. An explicit formula for the determinant of a heptadiagonal symmetric matrix is given in [6] . Many researchers are studied special cases of heptadiagonal matrix. In [11] , the authors presented a symbolic algorithm for finding the inverse of any general nonsingular tridiagonal matrix. A new efficient computational algorithm to find the inverse of a general tridiagonal matrix is presented in [12] based on the Doolittle LU factorization. In [13] , the authors introduced a computationally efficient algorithm for obtaining the inverse of a tridiagonal matrix and a pentadiogonal matrix and they assumed a few conditions to avoid failure in their own algorithm. The motivation of the current paper is to establish efficient algorithms for inverting heptadiagonal matrix. We generalized the algorithm [13] for finding the inverse of a general heptadiagonal matrix and we presented an efficient symbolic algorithm for finding the inverse of such matrices. The development of a symbolic algorithm is considered in order to remove all cases where the numeric algorithm fails.
The paper is organized as follows: In Section 2, Main result is presented. New numeric and symbolic algorithms are given in Section 3. In Section 4, Illustrative examples are presented. Conclusions of the work are given in Section 5.
Main Result
In this section, we present recurrence formulas for the columns of the inverse of a heptadiagonal matrix H. When the matrix H is nonsingular, its inversion is computed as follows. Let
where C k is the kth column of the inverse matrix H −1 . By using the fact HH −1 = I n , where I n is the identity matrix, the first (n − 3) columns can be obtain by relations
where E k is the kth unit vector.
From (2.1), we note that if we knowing the last three columns C n , C n−1 , and C n−2 then we can recursively compute the remaining (n − 3) columns C n−3 , C n−4 , ..., C 1 .
At this point it is convenient to give recurrence formulas for computing C n , C n−1 , and C n−2 .
Consider the sequence of numbers {A i } 1≤i≤n+3 , {B i } 1≤i≤n+3 ,and {C i } 1≤i≤n+3 characterized by a term recurrence relations
and
Now, we can give matrix forms for term recurrences (2.2), (2.3) and (2.4)
where
Let's define the following determinants:
By simple calculations, we have
12)
Theorem 2.1.(generalization version of theorem 3.1 in [13] ) Suppose that X n+1 = 0, then H is invertible and
14)
15)
, (2.12) and (2.13) we obtain C n , C n−1 , and C n−2 . The proof is completed.
3 New numeric and symbolic algorithms for the inverse of heptadiagonal matrix
In this section, we formulate the result in the previous section . It is a numerical algorithm to compute the inverse of a general heptadiagonal matrix of the form (1.1) when it exists.
Algorithm 3.1 To find the inverse of heptadiagonal matrix (1.1).
let f n−1 = f n = e n = 0 and g n−2 = g n−1 = g n .
INPUT: Order of the matrix n and the components a i , b j , c k , d l , e l , f l , and g l for i = 4, 5, ..., n, j = 3, 4, ..., n, k = 2, 3, ..., n, and l = 1, 2, ..., n, OUTPUT: The inverse of heptadiagonal matrix H −1 .
Step 1: Compute the sequence of numbers A i , B i , and C i for i = 1, 2, ..., n + 3 using (2.2), (2.3) and (2.4) respectively. Step 2: Compute X i , i = 1, 2, ..., n + 1 using (2.8), Y i , i = 1, 2, ..., n + 2 using (2.9) and Z i , i = 1, 2, ..., n + 3 using (2.10).
Step 3: Compute the last three columns C n , C n−1 , and C n−2 using (2.14), (2.15), and (2.16) respectively.
Step 4: Compute the remaining (n-3)-columns C j , j = n − 3, n − 4, ..., 1 using (2.1).
Step 5:
The numeric algorithm 3.1 will be referred to as NINVHEPTA algorithm. The computational cost of NINVHEPTA algorithm is 103n + 69 operations.
As can be easily seen, it breaks down unless the conditions g i = 0 are satisfied for all i = 1, 2, ..., n − 3. So the following symbolic algorithm is developed in order to remove the cases where the numeric algorithm fails. let f n−1 = f n = e n = 0 and g n−2 = g n−1 = g n .
Step 1: If g i = 0 for any i = 1, 2, ..., n − 3 set g i = t(t is just a symbolic name).
Step 2: Compute the sequence of numbers A i , B i , and C i for i = 1, 2, ..., n + 3 using (2.2), (2.3) and (2.4) respectively.
Step 3: Compute X i , i = 1, 2, ..., n + 1 using (2.8), Y i , i = 1, 2, ..., n + 2 using (2.9) and Z i , i = 1, 2, ..., n + 3 using (2.10).
Step 4: Compute the last three columns C n , C n−1 , and C n−2 using (2.14), (2.15), and (2.16) respectively.
Step 5: Compute the remaining (n-3)-columns C j , j = n − 3, n − 4, ..., 1 using (2.1).
Step 6: Substitute the actual value t = 0 in all expressions to obtain the elements of columns C j , j = 1, 2, ..., n.
The symbolic algorithm 3.2 will be referred to as SINVHEPTA algorithm. The computational cost of SINVHEPTA algorithm is 103n + 69 operations. Based on SINVHEPTA algorithm, a MAPLE procedure for inverting a general nonsingular heptadiagonal matrix H is listed as an Appendix.
ILLUSTRATIVE EXAMPLES
In this section we give three examples for the sake of illustration. •
Step 5: 
Solution: i-By applying the NINVHEPTA algorithm, it breaks down since g 2 = 0. ii-By applying the SINVHEPTA algorithm, it yields ], and
].
• Step 2: X = [ ].
• Step 3: •
