The third generation mobile system or Universal Mobile Telecommunication System (UMTS) offers IP based multimedia applications and services with end-to-end quality of service (QoS) guarantee. The key part providing these services is the policy-based QoS control architecture in the IP Multimedia Subsystem (IMS). In this tutorial article, we describe the network entities involved in the policy-based QoS architecture, their interactions to realize quality of service guarantee in the UMTS network, and the communication interfaces employed in the interactions.
Introduction
The Universal Mobile Telecommunication System (UMTS) is standardized by the 3 rd Generation Partnership Project (3GPP) to be the future high-speed mobile telecommunication system that will support both circuit-switched (CS) and packetswitched (PS) services. Although the UMTS PS domain can support IP QoS enabled multimedia applications, there are many ways of establishing QoS guaranteed IP multimedia sessions. The UMTS network must discover the QoS requirements of an IP multimedia session through a signaling protocol before it can map and reserve the required amount of resources along the data path in the PS domain. In order to support interoperation among UMTS network providers, the IP Multimedia Subsystem (IMS) is standardized by the 3GPP to serve Session Initiation Protocol (SIP) signaled IP multimedia services over the UMTS PS domain.
The central problem of providing consistent end-to-end IP QoS services is the difficulty in configuring network devices like routers and switches to handle packet flows in a manner that satisfies their requested QoS requirements. This problem is especially acute when the end-to-end data path of an IP QoS session crosses multiple administrative domains managed by different operators. Although the operators may agree on the QoS requirements of a particular set of IP services, they may not configure their network devices in the same way to implement the services due to differences in their network topologies, QoS mechanisms available in the network devices and other nontechnical/management requirements. Thus, there is a need to create a solution that permits network operators, including UMTS network operators, to easily configure their networks to implement consistent IP QoS services without dealing with the complexity of their networks.
Policy-Based Networking (PBN) is a novel approach to configure a myriad of network devices in an administrative domain to implement a set of IP QoS services. Basically, network operators negotiate Service Level Agreements (SLAs) that describe the sets of IP QoS services that they have mutually contracted to provide. Individual operators then transform the QoS requirements specified in the SLAs into sets of policy rules that are applied to their network domains to implement the contracted IP QoS services. These policy rules describe the amount of network resources required to realize the QoS services without going into the details of how to configure the network devices. The policy rules are then translated into network device configuration actions by automated entities in the domain that know intimately the network topology and the deployed network devices. Hence PBN provides a high abstraction view of a network to its operator, and this helps the operator in the deployment of new IP QoS services as it does not need to consider details concerning size or complexity of its network. The use of automated policy translation entities further facilitates the dynamic control of network resources. This is important because the 3GPP desires to reserve QoS resources in the PS domain only in response to an IP multimedia session set-up. By allocating QoS resources on-demand, the UMTS IMS can support a larger number of IP multimedia sessions efficiently.
The IETF has defined a policy framework [1] to transform sets of policy rules to network device configurations in an administrative domain. Figure 1 is one possible instantiation of the policy framework that includes two elements, the Policy Repository and the Policy Management Tool, that are not explicitly described in [1] , but nonetheless are important in a practical system. The sets of policy rules are described in the form of policy models [2] which are stored in the Policy Repository through the Policy Management Tool. The Policy Decision Point (PDP) retrieves the appropriate policy rules from the Policy Repository in response to policy events that are triggered by the contracted IP QoS services, e.g., the reception of an RSVP message by the Policy Enforcement Point (PEP). It translates the acquired policy rules into a set of QoS mechanism configuration actions that is communicated to the PEP as policy decisions. The PEP then executes the actions spelt out in the supplied decisions to handle the triggering policy events in accordance with the requested IP QoS services. Alternatively, the retrieved policy rules may be returned to the PEP, which is capable of translating them into configuration actions. These policy rules can be cached in the PEP so that similar future triggering policy events can be serviced locally without further interactions with the PDP.
This tutorial article provides an introduction to the policy-based QoS architecture in the UMTS IMS that is adapted from the IETF policy framework. Although large parts of the architecture are currently still under investigation, the article aims to provide readers with a consolidated view of a significant amount of information that has been extracted from the many relevant IETF drafts and 3GPP technical specifications. The article is organized as follows. In Sections 2 and 3, the architecture of the UMTS IMS and its components that are involved in policy-based QoS control are described. In Section 4, the policy communication reference point, called the Go interface, is described. The procedure for establishing an IP multimedia session is presented in Section 5. Finally, Section 6 concludes the article by briefly highlighting some issues in the policy-based QoS architecture of the UMTS IMS that have not been addressed by the current 3GPP standardization activities.
IP Multimedia Subsystem of UMTS
In recent years, IP based networks have become ubiquitous. The 3GPP has also adopted IP as the traffic transport with the release of the 3GPP Release 4 specifications. The advantages of using IP technologies include their wide availability, the ease with which new applications can be deployed rapidly, and the ability to support different types of services on a common IP platform, which does away with the need for an operator to manage multiple network types. By using IP as the traffic transport, it is also natural to adopt IP for signaling. The 3GPP has chosen SIP as the signaling protocol for setting up IP multimedia sessions.
To support IP based multimedia services, the IP Multimedia Subsystem (IMS) is introduced in the 3GPP Release 5 specifications. It provisions IP based multimedia services as an extension of the UMTS PS domain (Figure 2 ). The added IMS functionalities are control functionalities; the user data traffic is still carried by the PS domain. The main advantage of the IMS is that it offers operators a scalable service platform on which new services can be developed rapidly in a flexible way, without requiring any change to the PS domain.
Three new functionalities are introduced in the IMS. These are the Media Gateway Control Function (MGCF), the Call State Control Function (CSCF), and the Media Resource Function (MRF). There are three types of CSCFs, each playing a specialized role. The Proxy CSCF (P-CSCF) is the first contact point within the IMS for a User Equipment (UE). It behaves like a SIP Proxy [3] that accepts SIP messages and routes them to other CSCFs. The Serving CSCF (S-CSCF) controls the session states in the network by enforcing the service profiles of participating parties retrieved from a Home Subscriber Server (HSS), which is a user database of the operator. The S-CSCF serving a is the contact point of a UMTS network for all externally originated connections destined to a UE within the network. The role of an I-CSCF is to maintain network configuration independence, and to hide the configuration, capacity, and topology of a network from external parties.
The MGCF provides the control signaling capabilities for interworking with other circuitswitched (CS) systems (e.g., PSTN networks). It controls the Media Gateway (IM-MGW) which provides the user traffic data interworking functionalities. Finally, the MRF serves as a multi-party conferencing and announcement server. 
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Policy Architecture in the UMTS IMS
Having put in place the functionalities to handle IP multimedia calls, the next big challenge is to ensure that sufficient QoS resources are provided to authorized users in the UMTS network. A policy-based QoS solution is adopted by the 3GPP for this purpose. The reasons for this approach are discussed in Section 5. We now describe the policy architecture in the UMTS IMS.
As mentioned in Section 1, the reference model of a policy-based network consists of two main elements, the PDP and the PEP [1] . PEPs often reside in policy aware network nodes that carry out actions stipulated by policy rules. The actions taken are based on the decisions of a PDP, which retrieves the policy rules from a repository. The PDP is the final authority which the PEP needs to refer to for actions to be taken.
In the IMS, the Policy Control Function (PCF) plays the role of the PDP. The PCF can be a logical component of a P-CSCF or a separate entity altogether. Since the Gateway GPRS Serving Node (GGSN) is in the data path, it is the logical location to place the PEP. The policy repository can be an entity external to the PCF. A Lightweight Directory Access Protocol (LDAP) capable data store is likely to be used for this purpose.
The PCF communicates with the PEP via the Go interface [4] . It allows two modes of operation. In the "push" mode, the PCF initiates communication with the PEP and sends the PEP its decision. In the "pull" mode, the PEP initiates communication with the PCF to request a decision for a particular IP flow. The Go interface and the protocol used for communication on the interface are described in Section 4. Figure 3 depicts the relationship between these entities. In the following subsections, each of these network elements will be described.
PCF in Proxy-CSCF
During the establishment of a SIP session, a P-CSCF is the first contact point in the IMS domain for a UE [5] . Hence it is the natural place to authorize the usage of network resources such as the bandwidth requested by the UE. The QoS requirements of the UE are carried in the Session Description Protocol (SDP) description within a Session Initiation Protocol (SIP) message. Besides the QoS requirements in the SDP description, the PCF also examines the source and destination IP addresses and port numbers in its decision-making. The PCF refers to the policy rules, which are generally stored in a policy repository, governing the local domain. It then generates an authorization token that uniquely identifies the SIP session across multiple Packet Data Protocol (PDP) contexts terminated by a GGSN. This token is sent to the UE via SIP messages so that the UE can use it to identify the associated session flows to the PEP in the GGSN in subsequent transmission of IP packets. This mechanism is consistent with the IETF specification on supporting media authorization in the SIP protocol [6] . The flow of events in session set-up is described in Section 5. 
PEP in Gateway GPRS Support Node (GGSN)
In the PS domain, a GGSN maintains connectivity to other packet switched external networks such as the Internet. From the service point of view, the GGSN controls which IP flows are permitted into the external IP network by policing the IP packets based on their source and destination IP addresses and port numbers [5] . As such, it is logical to embed the PEP in the GGSN. The role of the PEP is to ensure that only authorized IP flows are allowed to use network resources that have been reserved and allocated to them.
The policy enforcement function in the GGSN is called a " gate" . A gate comprises a packet classifier, a traffic meter, and the relevant packet handling mechanisms for packets that have been matched by the packet classifier. When an IP flow is authorized by the PCF to use the specified network resources, the PEP opens the " gate" for the flow and effectively commits the network resources to the flow by allowing it to pass through the packet handling mechanisms (i.e., policing or marking). On the other hand, if an IP flow is not permitted by the PCF to use the requested resources, the PEP closes the " gate" and drops the IP packets of the flow. This process is called policy-based admission control. It ensures that an IP flow is only allowed to use resources that have been approved by the policy rules. The above process takes place at the IP bearer service (BS) level. The translation/mapping function within the GGSN will map this resource information into the format used by the admission control function at the UMTS BS level.
The PEP may store decisions in a local policy decision point, thus allowing the GGSN to make the admission control decisions without additional interactions with the PCF. This will reduce the traffic over the Go interface and lessen the processing load on the PCF.
User Equipment (UE)
The UE obtains an authorization token from the P-CSCF via SIP signaling during a session set-up. This token is used to provide the binding mechanism that associates the PDP context bearer to the IP flow in order to support IP policy enforcement in the GGSN. By examining this token received from the GGSN, the PCF can direct the GGSN to admit or drop the flow.
Go Interface and Protocol
In the IMS, the session set-up signaling is separated from the data path of the session. The PCF resides on the signaling path while the GGSN resides on the data path. The role of the PCF is to authorize the establishment of a session at the policy level. To actually establish the data path of the session, the GGSN must reserve the proper level of QoS resources. To tie policy level authorization to the corresponding QoS resource reservation, the PEP component of the GGSN must validate the reservation request with the PCF. The Go interface facilitates the necessary communication between the PCF and the PEP to realize this validation [4] .
The 3GPP has provisionally agreed on the use of the Common Open Policy ServicePolicy Provisioning (COPS-PR) protocol [7] as the communication protocol on the Go interface [8] . The COPS-PR protocol is an extended version of the base COPS [9] protocol to support policy provisioning in the PEP by the PCF.
Advantages of COPS-PR based Go interface
The COPS-PR protocol provides a simple request-response framework to transport policy information reliably between the PEP and the PCF through a TCP connection. The PEP acts as a client that sends requests, updates and deletes to the PCF, which acts as its policy server. The PCF returns decisions to the PEP in response to its requests. Finally, the PEP terminates the transaction by replying with reports on the execution status of the decisions. To ensure that there is no conflict in the policy decisions received by the PEP, it is connected to only one authoritative PCF in a policy domain. Other PCFs in the same policy domain are used as backups in a fail-over system.
The PEP and the PCF maintain state information for every request initiated by the PEP. Therefore, the PCF can track the status of the PEP and potentially initiate a policy information transaction for an existing request state by sending unsolicited decisions to the PEP. In addition, the PCF can formulate decisions to new requests by referencing previously installed request states that are related to the new requests. The stateful nature of the COPS-PR protocol permits the PCF to push configuration information to the PEP and remove this information when it is no longer needed. This function forms the basis of policy provisioning in the PEP by the PCF.
The policy information is encapsulated as self-identifying data objects, instantiated from the Policy Information Base (PIB) [10] modules, in COPS-PR messages that are exchanged between the PEP and the PCF. The PIB modules are tree-like data structures describing a network device's packet handling mechanisms that can be configured to implement policies in the PEP, and the network events that can trigger the exchange of policy information. The COPS-PR protocol can easily support new functionalities like IMS policy provisioning in a network device by extending its current set of PIB modules through the definition of a UMTS Go interface PIB module. This additional PIB module describes UMTS specific information like the Packet Data Protocol (PDP) context states of QoS requesting media sessions that must be exchanged between the PCF and PEP to permit the data path reservation of resources previously authorized in the signaling path. Neither the COPS-PR protocol state machine nor the COPS-PR message formats need to be changed.
The set of policy events that will trigger the PEP to solicit decisions from the PCF are specified in the policy information installed in the PEP during the PEP configuration request transaction. This set of events can be adjusted in real-time by the PCF in response to new or modified QoS requirements. As a result, the network operator gains the flexibility of limiting the number of policy events requiring decisions from the PCF and the ability to add new policy events whenever they are required.
The PCF may also supply the PEP with QoS mechanism configuration information to handle policy events during the PEP configuration request transaction. By provisioning policies in the PEP, the amount of policy information exchanged on the Go interface can be reduced. However, the cost of policy provisioning is that the PEP must store more policy information than is necessary in order to handle all possible policy events.
COPS-PR messages are secured against unauthenticated users, message replays and alteration of information by message level security mechanisms. The communication channel can be further secured using IP Security (IPsec) [11] and Transport Layer Security (TLS) [12] protocols.
COPS-PR Usage for Go Interface
Three separate procedures that must be performed on the Go interface in the COPS-PR protocol are PEP initialization, PEP configuration request and policy outsourcing. The PEP initialization procedure must be completed successfully before any policy information transaction can be performed. A simple policy information transaction such as a PEP configuration request involves the exchange of a sequence of COPS-PR Request, Decision and Report State messages. These procedures are described in detail using Figure 4 in the following subsections. 
PEP Initialization
When the PEP first starts up, it establishes a TCP connection to the PCF by listening on the well-known server port 3288. The location of the PCF may be pre-configured by the network operator or is discovered through some unspecified service location mechanisms. All communication between the PEP and the PCF occurs through this TCP connection. Once the TCP connection is established, the PEP may negotiate a security association with the PCF to facilitate the application of security mechanisms on the communication channel.
The PEP component in the GGSN implements a client-type that supports only policy provisioning related functions. The PEP sends a Client-Open message to the PCF to indicate the client-type it supports. The address of the last PCF for the given client-type whose decisions are still cached in the PEP is also provided in the Client-Open message to facilitate the proper state synchronization in a fail-over operation. The PCF returns a Client-Accept message if it supports the indicated client-type, or a Client-Close message with the appropriate error code if it does not support the indicated client-type.
Before the communication channel between the PEP and the PCF can be torn down, either policy entity must send a Client-Close message to initiate the proper resource clean up.
PEP Configuration Request
The PEP component of a GGSN requests the PCF to supply the policy configuration information right after the establishment of the COPS-PR connection. The PEP sends its capability information in a COPS-PR Request message to install a request state in the PCF. This capability information consists of data structures from the Differentiated Services (DiffServ) PIB [13] module to control the DiffServ mechanisms, and the UMTS Go interface PIB [8] module that describes the control of gating, the UMTS media authorization and the QoS charging functions in the GGSN. It also specifies the combination of roles assigned to the interfaces of the PEP. A role is a string associated to an interface to facilitate the easy association of policies to the QoS mechanisms of the network device [10] . Besides that, the PEP may also specify the type of bearer signaling (e.g., Packet Data Protocol (PDP) context signaling) that can be provided to assist the PCF in deciding the policies that the PEP can install and enforce [8] .
The request state that is installed by the PEP in the PCF corresponds to a portion of the PEP's local state that must be configured before it can handle any UMTS QoS request. A client-handle provided by the PEP is used to refer to the information and decisions communicated between the two policy entities for this request state. Subsequent modifications to the installed request state can be made by either the PEP or the PCF by referencing this client-handle in the COPS-PR messages. The request state in the PCF is deleted by the PEP through a COPS-PR Delete Request State message when it is no longer needed.
Based on the capability information provided and the policies to be implemented in the PEP, the PCF returns a solicited COPS-PR Decision message that contains the initial set of policies that must be configured in the PEP. Basically, the PCF informs the PEP the types of events (e.g., receipt of a PDP context message) that will require the triggering of policy outsourcing. The PEP may be provided with the configuration information to handle the specified triggering policy events. In addition, the PEP may be provided with the configuration information for handling non-triggering policy events.
The PEP must receive a solicited COPS-PR Decision message for a COPS-PR Request message it has sent before a new COPS-PR Request message can be generated for the same request state. Thus, coupled with the in-sequence delivery nature of the TCP connection, the PEP does not need to provide any additional mechanism to correlate COPS-PR requests to their decisions. Note that all requests will trigger decisions regardless of the success or failure of COPS-PR message processing. 
Policy Outsourcing
Once the PEP configuration request procedure is completed, the PEP can start handling policy events. A number of UMTS specific policy events that trigger policy information transactions on the Go interface have been defined. Outsourced UMTS Decisions can be sent unsolicited by the PCF to update the PEP with new policy information or to modify its installed policy information. An unsolicited decision may be triggered by the P-CSCF notifying of a SIP event such as Commit or Revoke. Similarly, UMTS Service Usage Reports may be sent unsolicited by the PEP to report the accounting information associated with the policy control to the PCF. In addition, changes in the PEP can be reported to the PCF by sending it unsolicited UMTS Service Usage Reports.
When the GGSN receives a Delete PDP Context Request, its PEP component must delete the installed request state in the PCF by sending it a COPS-PR Request message called UMTS Service Usage Termination before releasing the QoS resources reserved for the PDP context. If all the resources associated with a particular installed request state are to be released, the termination message functions exactly like a COPS-PR Delete Request State message. If only some of the resources associated with a particular installed request state are to be released, the termination message functions exactly like a COPS-PR Request message with updated information. A UMTS Service Usage Termination is also sent for any other events that force the PEP to release the reserved QoS resources, e.g., a network link failure or the UE losing its radio connection.
Policy-Based QoS Delivery
There are several reasons why a policy-based QoS framework is adopted for the UMTS. Policy-based QoS control allows network operators to configure their network devices easily. It provides a high level view of the network devices and allows the automated translation of business level policies to suitable information for configuring network devices.
UMTS requires a strict authorization of users so that the network resources are not abused. Once authorized and approved, the UMTS must guarantee that the resources are made available to the legitimate users. If these requirements are not met, these users may be denied the use of the resources, leading to dissatisfaction with the quality of service provided. To ensure that this is not the case, all IP multimedia calls must go through the following steps:
1. Authorization of resources; 2. Reservation of resources. This is to make sure that the resources are available when the " phone" rings; 3. Once the called party picks up the " phone" , the network resources reserved previously are committed. The charging process is then triggered.
In all these steps, policy rules are used in approving the requests, and the PCF is the sole approving authority. By changing the policy rules in the PCF, a network operator can alter the IP multimedia services it offers to its subscribers without having to know the details of its network configuration and the types and mechanisms of the network devices.
To meet the above requirements, two procedures are needed for the establishment of an IP multimedia session in addition to the normal GPRS bearer establishment procedures. These procedures are Authorize QoS Resources and Approval of QoS Commit [14] . Similarly, the procedures, Removal of QoS Commit and Revoke Authorization of QoS Resources, are carried out to reverse the authorization and commitment of QoS resources when an IP multimedia session is terminated. The following provides an overview of the session set-up procedures, in particular, the emphasis is on the additional procedures introduced by the service-based local policy.
Session Establishment Procedures
The establishment of an IP multimedia service session with policy control differs from that without policy control in that additional steps are taken to check the policy rules for a decision on whether to grant or deny the required network resources to the session. As the signaling messages used to set up the session take a different path from that used for the data flow, an authorization token and a flow identifier are used to associate the session with its IP data flow [8] . The GGSN, which is located on the data path, relies on this binding information to enforce the policy rules on the IP data flows. Figure 5 depicts the sequence of events that take place during the establishment of an IP multimedia service session. Note that a number of signaling messages have been omitted for clarity. The events are described in the following paragraphs:
Steps 1-5: The UE sends a session set-up request (i.e., SIP INVITE) to the P-CSCF indicating, among other things, the media streams to be used in the session. This message is routed to the called party via a number of other CSCFs (viz., the caller and callee S-CSCFs) along the signaling path. The S-CSCFs perform the appropriate session control services for the UEs. In particular, they maintain a session state that is needed by the network operator to support the requested service.
Steps 6-14: The called party responds with a provisional SIP 183 response message. This message is routed to the calling party via the same CSCFs along the (reversed) signaling path. When the callee P-CSCF receives this message, it examines the SDP description within the message to determine the QoS parameters requested for the session. The P-CSCF sends the necessary information in this SIP message (e.g., the bandwidth, IP addresses and ports, etc.) to the PCF for authorization of the session request. If the policy permits, the PCF responds with an authorization token that can be used to identify the authorized session and resources. The P-CSCF includes the token in the response (SIP 183 message) and forwards it to the caller's UE. A similar process is carried out at the caller P-CSCF when it receives the SIP 183 message. This process of authorization by the PCF and the generation of a token is called " Authorize QoS Request" .
Steps 15-22: In between steps 14 and 15, other message exchanges take place between the caller and the callee. However, these are not important in this particular example and are omitted for clarity. The caller's UE starts the resource reservation by sending a PDP Context Activation Request to the GGSN. The authorization token and the flow identifier(s) from the PCF are included to identify the IP data flow(s) of the session. When the GGSN receives the PDP Context Activation Request, it sends a policy decision request to the PCF to determine whether the resource reservation request should be accepted. The PCF uses the token in the message to correlate the request for resources with the media authorization previously granted to the session. The PCF then sends a decision to the GGSN. If the PCF approves the resource reservation, the GGSN sends a PDP Context Activation Response to the UE indicating that the resource reservation has been completed. A similar process takes place at the callee's end.
Steps 23-31: In between steps 22 and 23, there are other events, e.g., 180 Ringing, that take place. These events are omitted to prevent cluttering Figure 5 . When the callee answers the call, a SIP 200 OK message is sent towards the caller. When the SIP 200 OK reaches the P-CSCF, it will approve the QoS commitment by sending a decision to the GGSN. Upon receiving this message, the GGSN opens the gate, thereby effectively permitting the IP data flow to use the resources reserved previously. Once this is done, the GGSN responds to the PCF with a report on the status of the session. A similar process takes place at the caller's end. When this entire process is completed, the proper resources on the data path have been reserved and committed to the session.
Conclusion and Open Issues
From the outset in the design of the UMTS IMS, the 3GPP has expended substantial effort to control QoS resources along the data path of an IP multimedia service session through its session control element, the P-CSCF/PCF. By applying service-level local policies at the PCF, it is hoped that network operators can gain finer control of user access to their networks and the amount of QoS resources that can be requested from the network. The ability to control service access and QoS resource consumption in a 3G network is necessary for the deployment of commercially viable mobile services that are attractive to end-users requiring different levels of quality of service. However, despite the efforts and advances that have been made by the 3GPP in the standardization of the policy-based QoS architecture for the UMTS IMS, there remain some open issues that must be addressed.
The 3GPP standardization process has largely focused on tying up policy authorization on the session control path with the QoS resource commitment along the session data path. So far, no attempt has been made to define the contents of the service-level local policies, their storage and retrieval from a policy repository, and the method in which the QoS parameters in an SDP description are mapped to the appropriate policies. It is conceivable that the 3GPP will adopt the policy information models specified by the IETF. But how these models are used in the UMTS IMS must be specified to guide network operators and network device vendors in their implementations.
The IMS is built upon the PS domain of the UMTS. Only applications that employ SIP to carry out session control signaling in the PS domain are governed by the PCF in the IMS. There are many other applications that do not employ SIP in their operations and are thus not subjected to the policies in the PCF. Sessions of these applications too will require QoS resources to be committed along their data paths. Hence, it is obvious that the PCF does not have total control over the QoS resources available in the GGSN. The issue of how QoS resource control in the GGSN is handled by SIP and non-SIP signaled applications has not been discussed.
It has been the intention of the 3GPP to provide the maximum flexibility in the amount of policy information that is provisioned in the GGSN and that which is supplied in decisions made by the PCF during policy outsourcing. The amount of policy information to be provisioned or outsourced is not driven solely by performance considerations but also by security considerations. It is possible for the UE to request the GGSN to commit different amounts of QoS resources from that authorized by the PCF. To prevent theft of service in this scenario, it is necessary to verify that the requested QoS resources match the authorized QoS resources. This verification can be performed by the GGSN based on the provisioned policy information as updated by the PCF' s decisions during outsourcing. Alternatively, the PCF must supply the GGSN with the authorized QoS resources in its decision before the verification can be performed. Which QoS resource verification method is used will affect the amount of policy information that is provisioned or outsourced.
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