Abstract. Component-based software engineering proposes building complex applications from COTS (Commercial Off-The-Shelf) organized into component markets. Therefore, the main development effort is required in selection of the components that fit the specific needs of an application. In this article, we propose a mechanism allowing the automatic selection of a component among a set of candidate COTS, according to functional and non-functional properties. This mechanism has been validated on an example using the ComponentSource component market.
Introduction
Component-Based Software Engineering allows developers to build a system from reusable pre-existing commercial off-the-shelf (COTS) components. The two immediate potential benefits for such an approach are reduced development costs and shorter time-to-market [1] . For this reason, more and more software applications are built using COTS rather than being developed from scratch, as this is something that fewer and fewer companies can afford [2] . However, due to the intrisic nature of COTS as "black-box" units put into markets by third party publishers, software development life-cycle must be rethought in depth [3, 4] . In fact, COTS-based software development leads to constant trade-offs between requirement specification, architecture specification and COTS selection [5] . In this context, it becomes impossible to specify requirements without asking if the marketplace provides COTS that can satisfy them. And one cannot specify an architecture without asking if there are COTS to integrate it.
In such a context, COTS selection becomes particularly important [6] . So important that a bad requirements definition associated to a poor selection of COTS products can lead to major failures [7] . There are also extra costs due to the investigation of hundreds of candidates disseminated into several different markets and libraries, not to mention the diversity of components' description formats. Finally, this phase can become so time-consuming that it may annihilate the initial promise of cost and time reductions [6] . Therefore, the only solution to maintain these gains is to have a selection process [1] that would be well-defined, repeatable, and as automated as possible.
In this paper, we propose a mechanism that allows application designers to select, among a vast library of candidates, the one that best satisfies a specific need, modeled by a virtual component called a "target component". Section 2 will detail existing approaches, as well as their limits. In section 3 we will present our own approach. Then, before concluding, in section 4 we will present a validation of this approach using ComponentSource [8] as a component marketplace.
COTS Selection Techniques
The issue is the following one: given a vast number of COTS components from all origins, disseminated in several different markets, how can the one that will best satisfy an application's specific need be chosen ?
Presentation of Current Selection Processes
Works in the field of component selection are trying to answer this fundamental question. C. Güngör En and H. Baraçli [6] listed many of these works. This study shows that most selection processes provide at least the three following phases: evaluation criteria definition, prioritization of these criteria, and COTS candidates' evaluation according to these criteria. Usually, in order to achieve these phases, selection processes use multi-criteria decision making techniques (MCDM). The most used MCDM techniques are Weighted Scoring Method or WSM [9] and Analytic Hierarchy Process or AHP [10] . WSM consists in using the following formula: score c =Σ n j=1 (weight j * score cj ), where weight weight j represents the importance of j-th criterion compared to the n-1 other evaluation criteria, and local score score cj evaluates the satisfaction level of the j-th criterion by candidate c. Thus, total score score c represents the global evaluation value for candidate c. Therefore, the best candidate is the one that has the highest total score. AHP is a technique that organizes the definition and prioritization of evaluation criteria. It consists in decomposing a goal in a hierarchical tree of criteria and sub-criteria whose leaves are available candidates. Inside each criteria-node, the importance of each sub-criterion is estimated compared to others. For example, the criterion "performance" can be divided in two sub-criteria "response time" and "resource consumption", the first sub-criterion having a weight twice higher than the second one. Then, one can use a formula such as WSM to evaluate each candidate c by aggregating local scores score cj1 , ..., score cjn inside each node j, and propagating all these sums to the root of the tree to get c's total score. Now, let us take a look at the contributions made by main works in the field of component selection. OTSO [11] is considered as one of the first selection processes dedicated to COTS components. In addition to the three phases described above, it adds other ones such as pre-selection of COTS to identify potentially relevant candidates and limit their number (therefore it acknowledges the difficulty to manually evaluate too many candidates). PORE [7] is a selection process that pleads in favor of a progressive selection. Candidates are filtered and their number decreases while the description of the needs becomes more accurate. DEER [12] is aimed at selecting single components, or assemblies
