Here's what I'm taking the pragmatic encroacher to say. First, the idea that you can act on what you know. Whatever you know is certain enough to form a basis for rational action-to be taken as given for practical purposes. In other words, if you know X, then you are practically certain of X, in the following sense: for any action A, if it is rational for you to do A conditional on X, then it is unconditionally rational for you to do A. So (following Anderson and Hawthorne) I take pragmatic encroachment to involve this thesis: 1 Practical Adequacy: If you know X then you are practically certain of X.
The second idea is that this practical condition on knowing X goes along with how much is at stake in X being true. There are two pieces to this. The first is that practical adequacy imposes a certain threshold on the "strength of epistemic position" or "epistemic probability" that you need in order to know X (e.g. Fantl and McGrath 2009, 29) . I assume that what we're talking about here is the kind of probability that figures in decision theory, often called your credence in X. The second piece is that the practical probability-threshold is higher when more is at stake. Here is a way of stating the pragmatic encroachers' second idea.
Stakes Set Threshold:
For a practical situation s and a proposition X, there is a threshold p(X, s) such that to be practically certain of X in s requires having credence C(X) ≥ p (X, s) . More is at stake in X in s than in Y in t iff the threshold p(X, s) is higher than the threshold p (Y, t) This thesis is the main thing I'm taking the pragmatic encroacher to say about stakes.
I'll also assume a bit of standard decision theory (in the style of Jeffrey 1983). For each proposition A, there is a certain quantity V(A), your expected value of A. In a given practical situation, there are certain available actions, the alternative things you are in a position to willingly do. For simplicity we identify each action with a corresponding proposition (such as "I bring an umbrella"). These are the assumptions I'll use about expected values:
It is rational to do A conditional on X iff for each available B, V(A∧X) ≥ V(B∧X) Expected value is a weighted sum of cases:
(That is, the value of doing A is the weighted average of the value of doing A when X turns out to be true and the value of doing A when X turns out to be false, with each case weighted by how probable it is if you do A.
Finally, let's make some simplifying assumptions about the kind of decision situation that you face. (I'll relax some of these later.) Suppose you face a forced choice between two actions, A and B. Suppose also that the proposition X is simple with respect to your decision: whether X is true is independent of which action you choose. (We aren't concerned here with the more complicated issues involved in knowing things that you are in a position to bring about or prevent. If your decision is about whether to bring an umbrella, then "It will rain today" is simple, but "My umbrella will get lost today" is not.) 2 This means:
Finally, suppose that conditional on X, A is strictly better than B:
These assumptions straightforwardly imply a particular account of how much is at stake. In this situation acting on X amounts to doing A rather than B. So you are practically certain of X if and only if it is unconditionally rational for you to do A-that is, iff
Since expected value is a weighted sum of cases, we can rewrite this condition:
Because X is simple, this can be simplified and rearranged:
So, since the left side is positive, it follows that being practically certain of X is equivalent to the following condition:
The number on the left side of this inequality is your odds of X. So in the simple case of just two available actions, you are practically certain of X iff your odds of X are higher than the number on the right side. Let's call that number the stakes ratio, S(X, s) (where s labels the simple decision scenario just described). Your probability of X is high enough for practical certainty just in case your odds of X are at least S(X, s). Since your probability of X gets higher as your odds get higher, this means that the probability-threshold for practical certainty is higher when S(X, s) is higher.
3 And according to Stakes Set Threshold there is more at stake just when the probability-threshold is higher. So we can conclude:
Pragmatic encroachment and decision theory together imply this account of how much is at stake.
Let's look at what the stakes ratio S(X) is like. (I'll drop the mention of the situation when it's clear in context.) It is a ratio between two quantities: the cost of being wrong about X, V(B ∧ ¬X) − V(A ∧ ¬X), and the benefit of being right about X, V(A ∧ X) − V(B ∧ X). Recall that A is the best action conditional on X-so if you rationally act on X then A is what you do. So V(A ∧ ¬X) is the expected value of acting on X when X turns out to be false. The cost of being wrong about X is how much worse acting on the mistaken assumption of X is than the alternative action would be. As this cost gets bigger, more is at stake in X being true. The benefit of being right about X is how much better it is to act on X than its alternative, supposing X turns out to be true. As this benefit increases, the stakes ratio goes down: since there is more in favour of acting on X, it takes less confidence to make it rational to do so.
Here's an example: Keith DeRose's classic "bank case" (1992 (This is what you might hope, since "Low Stakes" and "High Stakes" are standard labels for these two cases). Note that if which action is best doesn't turn on X at all-the case where V(B∧¬X) isn't any better than V(A ∧ ¬X)-then the stakes ratio isn't even positive. In that case practical adequacy doesn't impose any constraint on your probabilities at all.
(The more general case where more than two actions are available only requires a slight modification. In that case, practical certainty requires that V(A) be at least as good as each alternative. So by the same reasoning, in the more general case
This calculation is still based on the assumption that X is simple.)
The stakes ratio has a peculiar feature: it isn't sensitive to the absolute magnitudes of the costs and benefits involved, just their proportions. For example 4 suppose I have to choose between two boxes, exactly one of which contains £1. And suppose you also have to choose between two boxes, exactly one of which contains £1000. In each of our situations, the stakes ratio for the money being in Box A is 1 ∶ 1, since the cost of wrongly acting on the assumption that the money is in Box A is just the same as the benefit of rightly acting on that assumption. So we get the conclusion that there is exactly as much at stake in the money being in Box A in the £1 situation as there is in the £1000 situation. In each case, the probability that makes it rational to choose one box over the other is just 1 ⁄ 2 . So what it takes to make it rational to act on the money being in Box A is equally undemanding for each of us (assuming that choosing a box is the only relevant action). But as a judgment about how much is at 4 Thanks to Charity Anderson for helpful discussion of this case.
stake this is at least a bit counter-intuitive. It seems more natural to say that there is more at stake in the money being in Box A when there is more money involved. But remember, we didn't get this far by trying to respect intuitions about cases. Rather, we derived consequences from certain pragmatic encroachment theses together with decision theory. So we face a choice. Give up standard decision theory. Give up the idea that how much is at stake is what sets the threshold for a practical condition on knowledge, either by giving up pragmatic encroachment altogether or by finding some other way of characterising the view. Or accept an account of how much is at stake which is at odds with some of our intuitive responses to cases like these.
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