Introduction
The challenge of balancing the competing objectives of allowing statistical analysis of confidential data and maintaining confidentiality is of great interest to national statistical agencies and other data custodians seeking to make their data available for research. This balance is often characterised as a trade-off between disclosure risk and data utility, where disclosure risk attempts to capture the probability of a data release resulting in a disclosure, while data utility attempts to capture some measure of the usefulness of the released data, see [6] . To date, most of the literature on addressing this balance has focussed on data about individuals, however, the same problem arises in the context of data about businesses and enterprises. It is the purpose of this paper to provide an empirical evaluation of existing methodology for individual data being applied to business data.
Several national statistical agencies have started to explore the option of releasing only synthetic data comprising original records with sensitive values replaced with synthetic values, see [21] and [12] . As discussed by [5] , the model used to generate the synthetic values is fundamental to the performance of synthetic data. Current practice for generating synthetic data typically employs sequential modelling strategies based on parametric or semi-parametric models similar to those for imputation of missing data in [16] . Unfortunately, the process of estimating effective statistical models needed for the synthesis can be a difficult and labour-intensive task. To avoid this difficulty, it has recently been proposed that statistical model estimation could be replaced by easily-implemented methods from machine learning, as has been done in missing data imputation (see [11] and [3] ).
[5] have conducted a simulation study to compare four data synthesisers based on machine learning algorithms, using a subset of the 2002 Uganda census public use file. Among these, they found the CART synthesiser to be best suited as a general-purpose, low-cost approach to generating partially synthetic data with good utility and acceptable disclosure risk.
The different characteristics of business data compared with population census and survey data give rise to the possibility that synthesisers may have a different effect. In this paper we explore the applicability of the CART synthesiser for synthetic business data through an empirical evaluation of the use of two variants of it for an example of a business data set. We compare the synthesisers' performance on both disclosure risk and data utility in comparison with traditional statistical disclosure control and remote analysis methods.
In particular, we give a detailed example enabling a comparison of the outputs of exploratory data analysis and linear regression under two variants of the CART synthesiser, as well as an evaluation with respect to analysis of the original data. We use the same sample business data set and analyses used by [15] , which then enables a direct comparison of traditional statistical disclosure control (SDC), remote analysis, and synthetic data approaches for confidentiality protection.
While it is certainly true that any method designed to protect confidentiality introduces error, and may indeed give misleading conclusions, our analysis of the results for synthesisers based on CART models has provided some evidence that this error is not random but is due to the particular characteristics of business data. We conclude that more careful analysis needs to be done in applying these methods and end users certainly need to be aware of possible discrepancies.
The remainder of the paper is structured as follows. In Section 2 we describe the particular characteristics of business data and give an overview of the approaches currently implemented by national statistical agencies making business data available for research. Section 3 describes the sample data set we will use and outlines our construction of synthetic versions of it. Sections 4, 5, and 6 contain the main results of the paper. They provide a comparison of exploratory data analysis and linear regression results for the original data and the two synthetic data sets. Section 6 also reproduces some of the results of [15] for linear regression under the SDC and remote approaches, for easier comparison. In Section 7 we explore the impact of different algorithm stopping criteria on the results, and we conclude with a discussion in Section 8.
Business Data and Confidentiality
Before discussing confidentiality of business data in particular, we introduce some terminology to be used in the paper.
Traditional approaches to balancing data use with confidentiality protection include statistical disclosure control (SDC) methods such as rounding, swapping, or deleting values and adding random noise to data, see [7] and [10] . Under the synthetic approach, as in Section 1, no actual microdata but only synthetic data are released. A remote analysis system accepts a query from an analyst, runs it on data held in a secure environment, then returns confidentialised results, see for example, [9] , [18] , and [23] .
Privacy, confidentiality and commercial sensitivity
Much of the literature on statistical disclosure control, synthetic data, and remote analysis assumes the context of census or survey data about individual persons. In this case, the data custodian usually has an obligation to keep the data confidential, in order to protect the individuals' privacy. Here privacy can be understood as the interest a person has in controlling the dissemination of information about themselves, whereas confidentiality can be understood as the expectation on a data custodian not to disseminate this information.
In this paper, we are concerned with business data, which are often developed to facilitate analysis at the microeconomic level of a range of policy issues based around business growth and performance. Such data usually contain commercially sensitive information about individual businesses, for example, production, employment, customs, financial, and tax data. Although the concept of privacy is not relevant, the businesses have an interest in controlling the dissemination of information about themselves, and the data custodian usually has an obligation to keep the data confidential.
Thus, data custodian agencies usually have a responsibility to protect the confidentiality of business data as well as household and individual data, although for the different reason of commercial sensitivity rather than individual privacy. In practice the objective is the same-not to reveal confidential information in a given data setand therefore the same range of approaches is available. On the other hand, business data are quite different in nature from census and survey data, and the particular characteristics of business data mean that it is more challenging to protect business data confidentiality.
Business data often exhibit some or all of the following characteristics, which highlight this difference from household or individual data.
1. Business survey data exhibit a characteristic pattern in sample inclusion probabilities, which heighten the confidentiality issues for large businesses:
(a) An individual large business would be always included. Thus business data often include a census of large businesses. (b) An individual medium-sized business would be frequently included. (c) An individual small business would be seldom included. Note that there is a very large number of small businesses so the sample contains a sufficient number of them, so as to not raise confidentiality concerns.
2. There are generally few variables. 3. Most variables are continuous rather than discrete. 4. The distributions of many variables are highly skewed. 5. Business data commonly include enterprises which have the characteristics of being outliers on each of many variables. These are the large businesses in the industry sector or sectors sampled.
The consequences of this difference were highlighted in a 2006 survey of OECD countries [1] , which found that "Only a limited number of countries permit some form of access to business microdata; illustrating the practical difficulties inherent in preserving confidentiality of individual businesses." The survey analysts also found this to be particularly true in smaller economies where large businesses are more prominent. They concluded that: "The increased difficulty and the risks associated with disclosure of business microdata have so far stopped some countries from moving forward in this domain."
It is the purpose of this paper to investigate whether the differences in data set characteristics lead to differences in the applicability of regression-tree-based synthetic data methods to business data compared with census data.
Examples of current practice for enabling statistical analysis of business microdata
In this section we provide a brief overview of approaches currently used by the Australian Bureau of Statistics, the United Kingdom Office for National Statistics, and the United States Census Bureau for enabling research analysis of business microdata. This overview is provided only as examples of policy options, since none of the data we use in this paper comes from any of these agencies. We use only publicly-available information found on the agencies' websites, which has led to some inconsistency between the depth of information provided in the following three subsections.
Australian Bureau of Statistics
The Australian Bureau of Statistics (ABS) releases confidentialised business microdata as Confidentialised Unit Record Files (CURFs) on CD-ROM, as well as through its Remote Access Data Laboratory and its On-site Data Laboratory. 1 The ABS CURFs contain confidentialised data from ABS surveys in the form of unit records and represent the most detailed statistical information available from the ABS for researchers and analysts to conduct statistical analysis.
As noted in [24] , "It is ABS policy that no information will be released that compromises the undertaking of confidentiality we have made with providers. In practice this means that: Aggregated data will not be published or released at a fine level if -The major proportion is from one business, or -There are fewer than three businesses contributing.
Data suppression occurs in these instances. When releasing unit record information, -Any identifying information is removed (i.e., name, address etc), -Units that are spontaneously identifiable are removed (such as very large businesses in certain industries who will be recognisable from other information on the data set) and -Some data perturbation occurs to maintain both the confidentiality and structure of the data set."
The ABS acknowledges that: "It is primarily the impact that the confidentiality policy has on the release of information from ... large businesses that is of concern."
United Kingdom Office for National Statistics
The United Kingdom Office for National Statistics (ONS) Business Data Linking (BDL) Project provides access to business data only via its secure on-site microdata lab, where academic researchers can carry out statistical analyses.
2 This data is confidential, therefore access is tightly restricted.
The restrictions can be summarised as:
1. Only researchers fully employed at bona fide academic or charitable research institutes, or civil servants, may have access. There is no facility at the moment for PhD students. 2. The employer is required to sign an agreement taking collective responsibility for the actions of all its researchers. Researchers are required to agree to standard secondment contract terms. There is no access without signed agreements. 3. Projects must be of academic value and demonstrate (a) a clear interest for ONS in the results and (b) the specific need for the data sets requested. 4. Access is only granted through BDL's secure microdata lab on site at ONS premises.
A research project must specify which data set it wants to use, why it wants to use it, and why the data cannot be found elsewhere. Additional data sets may be contributed or linked by researchers. The procedures BDL uses to ensure efficient and safe access to data include the signing of relevant contracts.
United States Census Bureau
The Census Bureau's Center for Economic Studies (CES) allows special research projects using microdata files, under strictly controlled confidentiality rules, at Census Research Data Centers (RDC).
3 Researchers with approved RDC projects gain restricted access to selected internal microdata from the Census Bureau and other statistical agencies for statistical purposes only. In addition, the CES research program develops public-use business data products by combining and enhancing existing data. The US Department of Labor Bureau of Labor Statistics (BLS) also has an onsite researcher program at the BLS national office in Washington, D.C. 4 The program allows access to confidential microdata to eligible researchers for approved statistical analysis.
To protect the confidentiality of the data, researchers are not permitted to store confidential data files on their own computer equipment. The BLS provides an IBMcompatible personal computer (PC) subject to the following four conditions:
1. The PC is either stand-alone or connected to an internal server where the confidential data files are stored. 2. Each PC is equipped with PC SAS. The server is equipped both with SAS and Stata statistical software. On a case-by-case basis, a researcher may be permitted to load his or her own statistical software onto the PC or server provided that licensing agreements are observed. 3. BLS PCs do not provide access to e-mail or the Internet. 4 . BLS staff review all printouts, disks, reports, and other project outputs to ensure that data confidentiality is protected. Although researchers are allowed to bring microdata into the BLS national office for merging to confidential BLS microdata, any resulting merged microdata sets (with or without identifiers) are considered confidential and must remain onsite at the BLS national office.
Visiting researchers may bring their own laptops to conduct outside work and to connect to the internet.
Potential applicability of the synthetic data approach to business data
As discussed above, it is primarily the large businesses that cause confidentiality concerns because large business records are usually outliers on each of many variables, and so the business itself is recognisable and identifiable from the data. Most SDC approaches do not provide sufficient protection to outliers, so all outliers are removed from the data, and this is indeed how large businesses are often treated in business data (see Section 2.2.1). Therefore, released business data sets often only cover small and medium sized enterprises, and conclusions can only be drawn for this restricted part of the business sector.
It has been suggested that remote analysis servers may overcome this difficulty, since analysis is conducted on the original data which includes the large businesses. On the other hand, remote analysis server outputs cannot be assumed to be non-disclosive and so need to also undergo confidentialisation including removal of outliers from plots (see, for example, [13, 14, 23] . A comparison of the impact of SDC and remote analysis methods on exploratory data analysis and linear regression conducted on a business data set is found in [15] . The results suggest that remote analysis may provide generally more accurate exploratory data analysis and regression results than SDC, provided the analyst understands the output confidentialisation methods and their potential impact.
It is the purpose of the current paper to continue the effort to understand the impact on statistical analysis of business data of different confidentialisation treatments, and in particular to expand the investigation to include partially synthetic data constructed from the same original data set. For the comparison, we retain all the large businesses in the partially synthetic data, and synthesise all sensitive variables. 
Sugar Farms Data
In this section we describe the original data set we will use, and outline our construction of synthetic versions of it. We provide a brief overview of the application of SDC and remote analysis methods to the data as in [15] . We show that the different confidentialisation approaches have similar values on an approximate measure of disclosure risk, so that comparisons of their utility can reasonably be made.
Original Sugar Farms data
We will use the Sugar Farms data from a 1982 survey of the sugar cane industry in Queensland, Australia, see [4] . The data set corresponds to a sample of 338 Queensland sugar farms, where the sample was stratified by cane growing region and size of quota and within each stratum a simple random sample was selected. The data set has one nominal categorical variable: Cane Growing Region (region) and five continuous variables: Sugar Cane Area (area), Sugar Cane Harvest (harvest), Receipts (receipts), Costs (costs), and Profit (profit). The variable profit is calculated as the difference between receipts and costs and is not considered further in this paper. There are no missing values.
The sugar farms are distributed across the regions as shown in Table 1 . The variation in the number of farms across the regions will become important in Section 3.5.
The Sugar Farms data set displays many of the characteristics of business data, as discussed in Section 2.1, namely: it has few variables, most of which are continuous with highly skewed distributions, and it has five large farms, all of which are outliers on most of the variables.
Statistical disclosure control on the Sugar Farms data
In this subsection we give a very brief introduction to the SDC approach to confidentialising the Sugar Farms Data, for details see [15] . Our method is to remove or limit identifying information, suppress spontaneously identifiable units such as very large businesses, and use data perturbation. In this section we give details of the statistical disclosure control techniques that we applied to the Sugar Farms data.
First, the records for the five large farms with receipts over 6300K were deleted. The variable region is not disclosive, and was not confidentialised. The variable area was determined to be a key identifying variable because of the risk of matching area values to public registers of farm size and thereby re-identifying farms. It is common practice to reduce the risk of matching to external databases by coarsening the key identifying variables, so we categorised area into six groups, namely up to 29, 30-39, . . ., 60-79 and 80 and over. The categorisation of area was chosen so that the cross-classification of area with region has at least 3 farms in each cell.
In official statistics data sets such as the Sugar Farms Data, it is important to preserve additivity constraints in the data set, and we therefore used Gaussian additive noise. Note that the removal of the large farms avoids the problem of needing excessive additive noise. Each of the target survey variables: harvest, receipts, costs, and profit was perturbed by the addition of random noise generated from a multivariate normal distribution. This noise was chosen to preserve the mean and covariance structure of the target survey variables, as well as ensuring the edit constraint of profit being equal to receipts minus costs for each farm, see [22] . However, it is important to note that the process preserves the properties of the data set without the large farms, as these are removed prior to the addition of noise.
Remote analysis on the Sugar Farms data
In this subsection we give a brief introduction to the remote analysis approach to confidentialising the Sugar Farms Data, for details see [15] .
Under remote analysis, the data are first analysed, then the results are confidentialised. One of the main ways that disclosures of information about variable values can occur is through the existence of small numbers of data cases with a given combination of values (this is the problem of so-called small cells in tabular data). Therefore many of the measures taken to confidentialise analysis output simply ensure that each combination of variable values has sufficient data cases represented, through data winsorising or aggregation, and by rounding or smoothing of the results. Additional disclosure risk associated with influential large outliers can be reduced by using robust methods.
Synthetic Sugar Farms data
We use Classification and Regression Trees (CART) to construct partially synthetic Sugar Farms data, see [5] , [19] , and [2] . CART is a tool for estimating the conditional distribution of a univariate outcome given multivariate predictors. It is a non-parametric recursive decision tree learning technique, which partitions the predictor space so that subsets of units formed by the partition have relatively homogeneous outcomes. CART induces a binary split of the predictor space at each step, and if the splits are represented in a tree then a strictly binary tree is generated with leaves corresponding to the subsets of units formed by the partition. In the synthesiser, the values in each leaf represent the conditional distribution of the outcome variable for units with predictor variable values satisfying the partitioning criteria that define the leaf.
, denote a data set with observations Y ij on n units and d variables. In order to synthesise all values of one variable Y i in a data set given values of all the other variables Y −i , we first fit a tree TREE i for outcome Y i and predictors Y −i . If Y i is categorical then each split is chosen to minimise the Gini index in the child nodes [8] , while if Y i is continuous then each split is chosen to minimise the deviance of Y i in the child nodes. Splitting ceases when the Gini index or deviance at a node is less than some custodian-specified threshold or the number of units in a child node is less than some other custodian-specified threshold k. These two thresholds enable the custodian to control the trade-off between disclosure risk and data utility.
Once the tree TREE i is fitted, for any record in the data set we can follow the split criteria down through the nodes until we find that record's terminal leaf. Let L w be the wth terminal leaf in TREE i , and let Y In the case of the Sugar Farms data, we used the above procedure to synthesise all values of the sensitive variables: area, harvest, costs, and receipts. Region is not sensitive and was not synthesised, giving rise to partially synthetic data. We chose the threshold k = 5 for the minimum number of records in each leaf, as it provided sufficient accuracy and reasonably fast running time, as well as protecting confidentiality by ensuring that at least 5 units contribute to any synthetic value. Further details about this choice, including a comparison with results for k = 2 and k = 7, is provided in Section 7. We also imposed a maximum threshold of 10 records per leaf, in order to ensure the synthetic data would be a good fit to the original data. Further, we ordered the variables using the method described in [19] and constructed a number m synthetic data sets. We used m = 10 data sets for the statistical analyses, however, we constructed m = 100 synthetic data sets to investigate the approximate disclosure risk in Section 3.5 and the significance of regression coefficient for the variable area in Section 6.1.
In this data set, the variable region was not considered sensitive and has not been synthesised. On the other hand, farm location could be expected to have an impact on farm harvest, costs, and receipts, and even possibly farm area, so we decided to also investigate the potential role of the variable region on the data set syntheses. We therefore constructed two types of synthetic data sets. In the first, we separated the units into four sub-data sets by region and synthesised the sub-data sets separately before reassembling the full data set. In the second, we conducted the synthesis on the whole data set. Since the two methods gave different estimates and inferences, we provide the results of both for comparison.
Approximate disclosure risk
In the process of confidentialising a data set, original values are changed to confidentialised or protected values. One measure of the overall difference between the confidentialised data set and the original one is the sum of the relative absolute differences between the variable values in the confidentialised data set and the corresponding variable values in the original data set. The larger the value of this measure, the more different is the confidentialised data set overall from the original one, and the more difficult it would be expected to be, overall, to extract confidential information from it. We therefore propose to use this measure as an approximation to disclosure risk, see also [15] .
Since the variable region was not confidentialised, the disclosure risk measure is calculated for each of the four regions separately. There is a slight complication regarding the treatment of the large farms. The large farms were removed from the data under the SDC approach, for reasons explained in Section 2.3, which means that they were not included in the calculation of the disclosure risk measure. In order to ensure comparability of the disclosure risk measure across the approaches, the large farms were also omitted from the calculation of the disclosure risk measure for the remote analysis and synthetic data approaches, even though they would be included in the analysis itself. The process for calculating approximate disclosure risk for a variable v is as follows:
First, remove the large farms from the data and for r = 1, . . . , 4, let N r be the number of farms remaining in Region r. The approximate disclosure risk for variable v in Region r is given by the formula:
where v i is the value of variable v for farm i in the original data and cv i is the value of variable v for farm i in the confidentialised data. Table 2 provides a comparison of the approximate disclosure risk measures for the SDC, remote analysis, and synthetic approaches. Given that the approximate disclosure risk measure is a sum of 333 relative absolute values, it is noticeable that the values across the regions, variables, and approaches all fall within a small range of values from around 2 to around 21. In each region, the variability is reduced further, with Region 1 values ranging from around 10 to around 21, Region 2 values ranging from around 2 to around 7, Region 3 values ranging from around 7 to around 20 and Region 4 values ranging from around 5 to around 17. The difference in the ranges in each region is most likely due to the different numbers of farms in each region. For example, Region 1 has about three times as many farms as Region 2, and the values of the disclosure risk measures are also larger. This investigation suggests that the approaches under the four measures of SDC, remote analysis, and synthetic data with region pooled or separate all give measures that are similar in magnitude within a region and therefore we can Table 2 : Approximate disclosure risk for sensitive variables harvest, receipts and costs within regions (not including large farms) for the different confidentiality approaches assume that the confidentialised data sets constructed under the different approaches provide similar confidentiality protection.
Recall that the values in Table 2 
Univariate exploratory data analysis of the Sugar Farms data
In this section we provide a comparison of univariate exploratory data analysis results for the original data and the two types of synthetic Sugar Farms data, in Figure 2 . The results for the synthetic data are based on a random selection from the m = 10 generated data sets. We focus on the variable area, as it is representative of the sensitive variables, and note that the results are directly comparable with those for SDC and remote analysis found in [15] . To be precise, Figures 2(a) and 2(b) for the original data are identical to The histograms and densities for the synthetic data sets in Figures 2(c) and 2(e) give the analyst quite good information about the shape of the variable distribution, when compared with the original data in Figure 2(a) .
Similarly, the normal Q-Q plots for the synthetic data sets in Figures 2(d) and 2(f) both indicate a departure from normality similar to that observed for the original data in Figure 2(b) . Each plot is curved with slope increasing from left to right, implying that each distribution is skewed to the right. This indicates that a transformation of the variable, such as log-transformation, would give a better result in analyses that assume normality.
In summary, the synthetic data sets provide good information about the distribution of the variable area, in comparison with the original data.
Bivariate Exploratory Data Analysis of the Sugar Farms Data
In this section we provide a comparison of bivariate exploratory data analysis results for the original data and the two synthetic Sugar Farms data sets. The same sample synthetic data set as in Section 4 is used for the synthetic data boxplots and scatter plots. For the correlation analysis on the synthetic data in Section 5.2, we used m = 10 synthetic data sets and applied the methods of [17] to estimate each correlation statistic as the average of the estimates calculated with standard procedures on each of the m = 10 data sets. The corresponding significance is calculated using the underlying distribution of the average of estimates.
Again, the results are directly comparable with those for SDC and remote analysis found in [15] .
Bivariate: Area and costs with region
Output from bivariate exploratory data analysis for area with region and costs with region is shown for the original and synthetic data sets with region separate and pooled in Figure 3 . For comparison, results for area and costs with region under SDC and remote analysis are found in O'Keefe and Shlomo [15, Figures 10 and 11] , respectively.
For both area and costs, the plots in Figure 3 are quite similar. For area, the boxplots for synthetic data with region separate (Figure 3(c) ) mostly have fewer outliers than those for the region pooled synthetic data (Figure 3(e) ). For costs, the synthetic data with region pooled (Figure 3(f) ) has some undesirable outliers in Region 1.
In summary, the boxplots for the synthetic data with region pooled provide good central information about the variable distributions but tend to show more outliers.
Bivariate: Pairs from area, receipts and costs
Output from bivariate exploratory data analysis for receipts with area and costs with area is shown for the original and synthetic data sets with region separate and pooled in Table 3 shows that the synthetic data Figure 4 : Bivariate exploratory data analysis output for receipts and costs with area on the Sugar Farms data, for the original data, synthetic data with region separate, and synthetic data with region pooled.
set with region pooled produces more highly correlated variables than the synthetic data set with region separate, and so is more similar to the original data set in that respect. This observation might be because the trees constructed by CART on separate regions may not be deep enough to adequately represent the correlations. This could potentially be an issue for other data sets which display the same characteristic. For the chi-square test, all approaches provide the same decision in terms of rejecting the null hypothesis of independence at a given significance level.
In summary, both the original and synthetic data seem to provide fairly similar bivariate information about these pairs of variables, except that the synthetic with region separate CART underestimates the correlation amongst the variables.
Regression Analysis
We are interested in modelling receipts as the response variable, with explanatory variables region, area, harvest, and costs. Since profit is a derived variable calculated as the difference between receipts and costs, we omit it from the model to avoid collinearity. The exploratory data analysis conducted suggests that it is appropriate to transform the variables receipts, harvest, and costs using the log function, so our model has log(receipts) as response, with region, area, log(harvest), and log(costs) as explanatory variables.
The regression is conducted in the traditional manner on the original Sugar Farms data, and under the SDC and remote analysis approaches. For the regression analysis on the synthetic data in Section 5.2, we used m = 10 synthetic data sets and applied the methods of [17] to estimate each correlation statistic as the average of the estimates calculated with standard procedures on each of the m = 10 data sets. The corresponding significance is calculated using the underlying distribution of the average of estimates.
As for the exploratory data analysis results, the output is directly comparable with the output for SDC and remote analysis found in [15] , some of which is reproduced in the tables below for comparison. Table 4 shows the regression coefficients and their significance values for the SDC, remote analysis approaches, as well as the original and two synthetic data sets.
Summary results
The most important observation is that the synthetic data with region pooled underestimates the significance of each of region(2), region(4), and costs. On the other hand, the synthetic data with region separate incorrectly indicates that area is significant, an error also seen in the SDC-generated data set. There are also differences observed in the values of the coefficients, with the synthetic data with region pooled underestimating the coefficients for each region and log(costs), while the synthetic data with region separate significantly underestimates the coefficient of log(harvest).
SDC

Remote analysis Original
Synthetic data (m = 10) The observed differences in the regression results occur probably because the CART models underestimate the strong correlation structure between the variables in the data set. The extent of the underestimation seems to depend mostly on the minimum number k of observations in a leaf allowed during the generation of trees for the CART model, and we will investigate the impact of different choices for k in Section 7.
Due to the randomness in the synthetic data generation methods, variation is observed in the values of the coefficients and statistics across the m = 10 data sets. This was particularly evident in the p-values for the area coefficient. In order to assist with understanding the potential impact of this effect, in Figure 5 we have provided a histogram of p-values for the coefficient of area from m = 100 replications of the process, for synthetic data with region separate or pooled.
We observe that the synthetic data with region separate (Figure 5(a) ) has generally smaller p-values and higher significance levels for the coefficient of area than with region pooled (Figure 5(b) ). We do not know why this would be the case.
Overall goodness-of-fit statistics
Values of overall goodness-of-fit statistics for the regression are shown in Table 5 .
The R squared and adjusted R squared are smaller for the synthetic data approaches Table 5 : Goodness-of-fit statistics for linear regression of log(receipts) on region, area, log(harvest), and log(costs) approaches: SDC, remote analysis, original data, and synthetic data with region separate or pooled.
than for the other approaches and original data, indicating that the proportion of total variability that is accounted for by the models is smaller for the synthetic data approaches, but the values still indicate high explanatory power for the models.
The F statistics for the synthetic data are smaller even than under the SDC approach, indicating that the level of significance of the model could be smaller, but the corresponding p-values indicate that the models are still significantly valid.
The residual standard errors are greater for the synthetic data approaches than the other approaches and original data, and are greater for the SDC approach than for the original data. The difference between the results for remote analysis and the original data is due to the robust regression procedure implemented in the remote analysis approach. Because the residual standard error is the square root of the sum of the squares of the difference between the observed and predicted values divided by the degrees of freedom, this means that in the synthetic data approaches the predicted values will be further from the synthetic observed values than in the other approaches.
The observed differences in goodness-of-fit statistics across the approaches is probably due to the fact that the SDC and synthetic data approaches introduce more randomness into the data and so weaken the sorts of relationships that are investigated with regression analysis. The implication is that the analyst needs to be aware that relationships in the original data may be stronger than is indicated in the synthetic data, for example, in model selection. In a sense, the values of the goodness-of-fit statistics quantify these differences.
Model diagnostics
For the regressions, plots of the residuals by the fitted values and normal Q-Q plots of the residuals are provided for the original data and the synthetic data with region separate or pooled in Figure 6 . Again, these are the average of the values on the m = 10 individual synthetic data sets.
The synthetic data residuals in Figures 6(c) and 6(e) are more spread than the original data residuals in Figure 6 (a), consistent with the the smaller R squared values observed in Section 6.2. The residuals do not reveal any meaningful pattern, so the regression models are likely to be valid.
The normal Q-Q plots for the synthetic data (Figures 6(d) and 6(f)) show that the respective regression models satisfy the assumption that the residuals are normally distributed, as also observed in the original data ( Figure 6(b) ). It is possible that the influence of the large farms or the high leverage observations in the original data set are diminished due to the random process involved in the generation of the synthetic data.
Choice of Stopping Criterion
The choice of stopping criterion is very important to the trade-off between the level of confidentiality protection and the degree to which the synthetic data are a good approximation of the original data. To be more precise, a lower value of k (minimum number of units per leaf in the tree) would lead to a greater number of smaller leaves, which would improve the degree to which the synthetic data are a good approximation of the original data. On the other hand, a lower value of k would lead to a lower degree of aggregation in the original data and therefore would tend to reduce the confidentiality protection afforded by the synthetic data.
In our study we chose the value k = 5 after investigating this trade-off for a range of values. As we have seen, with this stopping criterion the synthetic data underestimated the correlation amongst the variables, and results for linear regression on the synthetic data set led to incorrect conclusions about the significance of variables.
In this section we investigate the effect of the parameter k on the variable correlations and linear regression results to see whether a different value might perform better. In particular, we provide correlation and linear regression results for the choices k = 2, k = 5, and k = 7, in Tables 6, 7 , and 8. These are the analogues of Tables 3, 4 , and 5. The work reported in this chapter was done as a separate study, hence new synthetic data were generated; therefore table entries in this section may differ from the corresponding table entries in earlier sections.
The values of the Pearson Correlation Coefficients in Table 6 generally decrease with increasing k for the same treatment of region, and are lower for region pooled than for region separate for the same value of k. Only the synthetic data set with k = 2 and region pooled does not underestimate the correlations amongst the variables as measured by the Pearson Correlation Coefficient. For the chi-square test, all choices provide the same decision in terms of rejecting the null hypothesis of independence at a given significance level. Table 7 shows that the regression analysis on the synthetic data for each value of k and region pooled underestimates the significance of the variable costs, though the underestimation is greater for k = 5 and k = 7. In addition, the regression analysis on the synthetic data with k = 5 and k = 7 and region pooled underestimates the significance of the variable region(2) and region (4) . With k = 7 and region pooled the significance of the variable region(3) is also underestimated.
The residual standard errors are greater for all the synthetic data approaches than the other approaches (SDC and remote analysis, see Table 5 ) and original data, so the predicted values will be further from the synthetic observed values than in the other approaches.
The R squared and adjusted R squared are smaller for all the synthetic data approaches than for the other approaches and original data, except that the synthetic data with k = 2 has greater values than those for the SDC approach. Therefore, the proportion of total variability that is accounted for by the models is smaller for the synthetic data approaches, but the values still indicate high explanatory power for the models.
The F statistics for the synthetic data are smaller for all the synthetic data ap- Table 7 : Coefficient estimates and significance levels for linear regression of log(receipts) on region, area, log(harvest), and log(costs) for the original data and synthetic data with k = 2, 5, and 7 and region separate or pooled. proaches than for the other approaches and original data, except that the synthetic data with k = 2 has greater values than those for the SDC approach. Therefore the level of significance of the model could be smaller, but the corresponding p-values indicate that the models are still significantly valid.
Original
The synthetic data set with k = 2 and region pooled is the only synthetic data set that does not underestimate the correlations amongst the variables. In addition, the linear regression results for this case are generally comparable with the results on the original data, except that the significance of the variable costs was underestimated. On the other hand, the value k = 2 means that synthetic values are drawn from clusters of two records with relatively homogeneous outcomes. In many applications this is likely to be judged as insufficient to protect confidentiality.
Discussion and conclusions
In this paper we explored the use of synthetic data in the context of data confidentiality, and in particular for protecting the confidentiality of business data undergoing statistical analysis. We discussed a detailed example enabling a comparison of the outputs of exploratory data analysis under two variants of a synthetic data approach, and evaluation with respect to analysis of the original data. The chosen approach was identified by [5] as being best suited among four non-parametric synthesisers as a general-purpose, low-cost approach to generating partially synthetic datasets with good utility and acceptable risks. The example contributes to developing an understanding of the potential applicability of the synthetic data approach in addressing the balance between microdata access and confidentiality protection for business data, in comparison with other approaches.
In our example of analysis on the Sugar Farms business data set, we obtained similar results for univariate exploratory data analysis on the synthetic data and on the original data. However, this was not the case for bivariate exploratory data analysis and linear regression, probably because the CART models underestimate the strong correlation structure between the variables in the data set. The extent of underestimation seems to depend mostly on the minimum number k of observations in a leaf allowed during the generation of trees for the CART model. We investigated the impact of different choices for k. The synthetic data set with k = 2 and region pooled was the only synthetic data set that did not underestimate the correlations amongst the variables. In addition, the linear regression results for this case were generally comparable with the results on the original data, except that the significance of the variable costs was underestimated. On the other hand, the value k = 2 means that synthetic values are drawn from clusters of two records with relatively homogeneous outcomes. In many applications this is likely to be judged insufficient to protect confidentiality. [5] suggested that synthesisers based on regression trees can give rise to synthetic data that provide reliable estimates and low disclosure risks, and are easily implemented. They identified a subset of the 2002 Uganda census public use microdata file to treat as a population, and repeatedly took random samples from it. For each sample, they gener-ated partially synthetic data sets from each of four types of nonparametric synthesizers and computed point estimates and 95% confidence intervals for 162 estimands spanning representative analyses, including regressions and a variety of population percentages.
Our example seems to indicate that such synthesisers based on regression trees cannot be assumed to be immediately applicable in the context of business data. This may be because business data can have strong correlation structures, a situation exacerbated by the presence in business data of records corresponding to large enterprises that are outliers on each of many variables. These could be expected to make large contributions to correlation measures. As we have already noted, regression trees struggle to adequately capture correlation structure in data sets, suggesting a possible reason for the issues observed.
