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THE BLOCH-OKOUNKOV CORRELATION FUNCTIONS OF
NEGATIVE LEVELS
SHUN-JEN CHENG, DAVID G. TAYLOR, AND WEIQIANG WANG
Abstract. Bloch and Okounkov introduced an n-point correlation function
on the fermionic Fock space and found a closed formula in terms of theta func-
tions. This function affords several distinguished interpretations and in par-
ticular can be formulated as correlation functions on irreducible ĝl
∞
-modules
of level one. These correlation functions have been generalized for irreducible
integrable modules of ĝl
∞
and its classical Lie subalgebras of positive levels by
the authors. In this paper we extend further these results and compute the
correlation functions as well as the q-dimensions for modules of ĝl
∞
and its
classical subalgebras at negative levels.
1. Introduction
1.1. Bloch-Okounkov [BO] (also [Ok]) formulated an n-point correlation func-
tion on the fermionic Fock space and found a beautiful closed formula for it in
terms of Jacobi theta functions. This function has since made appearances in sev-
eral distinct setups including Gromov-Witten theory and Hilbert schemes. The
viewpoint taken in that paper is to regard the original Bloch-Okounkov functions
as correlation functions on irreducible ĝl∞-modules of level one. In this sense,
these correlation functions have been generalized for irreducible integrable mod-
ules of ĝl∞ at positive levels [CW], and also generalized for integrable modules
of classical Lie subalgebras of ĝl∞ (of type B,C,D) at positive levels [TW, W2]
(also cf. [Mil]). These Bloch-Okounkov functions can be also viewed as a refined
version of character formulas for the corresponding modules.
The Lie algebra ĝl∞ and its classical subalgebras were introduced by the Kyoto
school [DJKM1, DJKM2] in connection with vertex operators and KP integrable
hierarchies, etc., and they have played fundamental roles in representation theory
of infinite-dimensional Lie algebras. They are also intimately related to theW1+∞
algebra and its classical subalgebras (cf. [KWY] and references therein).
1.2. The goal of this paper is to study the Bloch-Okounkov correlation functions
for (mostly) irreducible highest weight modules of negative levels. There are
several dualities [W1] (also see [KR] for type A) on various Fock spaces of bosonic
ghosts (also called βγ systems in physics literature) between a finite-dimensional
Lie group on one side and ĝl∞, or one of its classical subalgebras, on the other side.
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These dualities are natural infinite-dimensional generalizations of the classical
Howe duality for finite-dimensional Lie groups/algebras [Ho1, Ho2]. The modules
of ĝl∞ and other Lie algebras under consideration in the present paper appear in
these Howe duality decompositions. In fact, these dualities are the essential tools
that allow us to reduce the calculation of the correlation functions of a general
negative level to those of the bottom levels (i.e. level −1 or −1
2
), and the precise
relation involves summation over the Weyl group of the corresponding Lie group
in Howe duality. Similar ideas have been used in [CW, TW].
We show that the n-point correlation functions at the bottom levels satisfy
certain q-difference equations (such an idea goes back to [BO, Ok] in the original
setup). We are able to compute the 1-point and 2-point correlation functions
at the bottom levels explicitly in terms of certain q-hypergeometric series (cf.
[GR]), but the general n-point case remains open. The negative level case is
technically more complicated than the positive level case treated in our earlier
works [CW, TW], and the difference between negative level and positive level is
already apparent at their bottom levels.
The modules considered in this paper all possess a natural Z+-grading with
finite-dimensional subspaces, and thus it makes sense to ask for their q-dimension
(i.e. graded dimension). The strategy used to calculate the correlation functions
allows us to determine explicitly the q-dimensions (which can be regarded as the
0-point correlation function) for the corresponding modules. The q-dimension
formula at the bottom level has been folklore, but the general case appears to
be new. Indeed, the q-dimension formula at the bottom level boils down to an
intriguing q-series identity, which affords several different proofs to date [BCMN,
FeF, K1]. Each of these proofs is complicated yet very interesting in its own way,
using super boson-fermion correspondence or the underlying Virasoro algebra
structure of the Fock space of bosonic ghosts, just as the celebrated Jacobi triple
product identity underlies the boson-fermion correspondence. Here we offer a
very short combinatorial proof of this remarkable identity.
The consideration of the c∞-modules of level l −
1
2
in this paper, which is the
only positive level case left out of [TW] since it involves bosonic Fock space, also
helps to complete the study of the correlation functions and q-dimensions for
integrable modules of all classical Lie subalgebras of ĝl∞.
1.3. This paper is organized as follows. We treat the n-point correlation func-
tions for ĝl∞-modules of negative level in Section 2. The same is then done in
Section 3 for the classical Lie subalgebra of ĝl∞ of type C and in Section 4 for
type D. We note that the subalgebra of type B of negative level does not fea-
ture in a Howe duality and thus does not appear in this work. Along the way,
q-dimension formulas are also given in each case.
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1.4. Notations. For a classical simple Lie algebra, we use the standard notation
to denote the roots by εi − εj , ±εi and ±2εi etc. By (·, ·) we mean the usual
symmetric bilinear form determined by (εi, εj) = δij and write ‖x‖
2 = (x, x).
Further we let ρ =
∑l
i=1(l−i)εi, ρB =
∑l
i=1(l−i+
1
2
)εi, and ρC =
∑l
i=1(l−i+1)εi.
Given a Lie algebra x∞ with x = a, c, d, we denote L(x∞; Λ, k) the irreducible
x∞-module of highest weight Λ and level k.
We denote by N the set of natural numbers and by Z+ the set of nonnegative
integers.
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2. The a∞-correlation functions and q-dimension formulas
2.1. Some q-series identities. We start with some combinatorial preparation.
For an indeterminate q we let
(a)0 = 1,
(a)n = (1− a)(1− aq) · · · (1− aq
n−1), for n ∈ N,
(a)∞ = (1− a)(1− aq)(1− aq
2) · · · =
∞∏
i=0
(1− aqi).
Alternatively we may also regard q as a complex number with |q| < 1 to ensure
the functions in this paper converge as analytic functions. For r, s ∈ Z+, recall
the q-hypergeometric series (cf. [GR])
rΦs(a1, · · · , ar; b1, · · · , bs; z) =
∞∑
n=0
(a1)n · · · (ar)n
(b1)n · · · (bs)n(q)n
(
(−1)nqn(n−1)/2
)1+s−r
zn.
In the sequel we will frequently use the following well-known identities (cf.
[GR])
∞∑
m=0
(−z)mqm(m−1)/2
(q)m
= (z)∞,
∞∑
l=0
(a)l
(q)l
zl =
(az)∞
(z)∞
.(2.1)
Proposition 2.1. For a given k ≥ 0, we have
∞∑
l=0
ql
(q)l(tq)l+k
=
1
(q)∞(tq)∞
∑
m≥0
(−1)mqm(m+1)/2+kmtm.(2.2)
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Proof. We calculate using (2.1)
(tq)∞
∞∑
l=0
ql
(q)l(tq)l+k
=
∞∑
l=0
ql(tql+1+k)∞
(q)l
=
∞∑
l=0
ql
(q)l
∞∑
m=0
(−tql+1+k)mqm(m−1)/2
(q)m
=
∞∑
m=0
(−t)mqm(m+1)/2+mk
(q)m
∞∑
l=0
q(m+1)l
(q)l
=
∞∑
m=0
(−t)mqm(m+1)/2+mk
(q)m
1
(qm+1)∞
=
1
(q)∞
∑
m≥0
(−1)mqm(m+1)/2+mktm.
This finishes the proof. 
We give a short elementary proof of the following identity that appeared in the
literature with different but more complicated proofs (cf. e.g. [BCMN, FeF, K1]).
Theorem 2.1. We have
1
(u)∞(u−1q)∞
=
1
(q)2∞
∞∑
m=0
(−1)mq
1
2
m(m+1)
(∑
k≥0
qkmuk +
∑
k>0
qk(m+1)u−k
)
=
1
(q)2∞
∑
m∈Z
(−1)mq
1
2
m(m+1) 1
1− uqm
.
Here it is understood that
1
1− uqm
=
{ ∑∞
k=0(uq
m)k, if m ≥ 0,
−
∑∞
k=1(u
−1q−m)k, if m < 0.
(2.3)
Proof. Using Proposition 2.1 (in the fourth line below) and (2.1), we have
1
(u)∞(u−1q)∞
=
∞∑
l=0
ul
(q)l
∞∑
n=0
(u−1q)n
(q)n
=
∑
k≥0
uk
∞∑
n=0
qn
(q)n(q)n+k
+
∑
k>0
u−k
∞∑
n=0
qn+k
(q)n(q)n+k
=
1
(q)2∞
(
∑
k≥0
∞∑
m=0
(−1)mqm(m+1)/2qkmuk +
∑
k>0
∞∑
m=0
(−1)mqm(m+1)/2qkmqku−k)
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=
1
(q)2∞
∞∑
m=0
(−1)mq
1
2
m(m+1)
(∑
k≥0
qkmuk +
∑
k>0
qk(m+1)u−k
)
=
1
(q)2∞
∑
m∈Z
(−1)mq
1
2
m(m+1) 1
1− uqm
.
The last equation follows by the interpretation (2.3). 
2.2. Lie algebra a∞. Denote by gl the Lie algebra of all matrices (aij)i,j∈Z sat-
isfying aij = 0 for |i− j| ≫ 0. Denote by Eij the infinite matrix with 1 at (i, j)
th
place and 0 elsewhere and let the weight of Eij be j−i. This defines a Z–principal
gradation gl =
⊕
j∈Z glj . Denote by a∞ ≡ ĝl∞ = gl⊕ CC the central extension
given by the following 2–cocycle with values in C (cf. [DJKM1]):
α(A,B) = tr ([J,A]B) ,(2.4)
where J =
∑
j≤0Ejj. The Z–gradation of the Lie algebra gl extends to a∞ by
letting the weight of C be 0. This leads to a triangular decomposition (i.e. a
direct sum of subspaces of positive, zero, and negative weights):
a∞ = (a∞)+ ⊕ (a∞)0 ⊕ (a∞)−,
where (a∞)0 = gl0 ⊕ CC. Let
Hai = Eii − Ei+1,i+1 + δi,0C, i ∈ Z.
Denote by L(a∞; Λ, k) the highest weight a∞–module with highest weight Λ ∈
(a∞)
∗
0 and level k, where C acts as a scalar k · I. Let Λ
a
j ∈ (a∞)
∗
0 be the funda-
mental weights, i.e. Λaj (H
a
i ) = δij. The Dynkin diagram for a∞, with fundamental
weights labeled, is the following:
. . . ◦ ◦ ◦ ◦ ◦ . . .
−2 −1 0 1 2
2.3. The 1-point a∞-functions of level −1. Consider a pair of free bosonic
ghosts
γ±(z) =
∑
r∈ 1
2
+Z
γ±r z
−r− 1
2 ,
with nontrivial commutation relations
[γ+r , γ
−
s ] = δr+s,0, r, s ∈
1
2
+ Z.
Let F−1 denote the Fock space generated by γ±(z) with vacuum vector |0〉 (cf.
[K1] for more on Fock spaces and normal ordering : : in vertex algebras). An
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action of a∞ of level −1 on F
−1 is given by (cf. e.g. [W1]):
E(z, w) ≡
∑
i,j∈Z
Eijz
i−1w−j = −:γ+(z)γ−(w):,
so that Eij = −:γ
+
−i+ 1
2
γ−
j− 1
2
:. The Virasoro field is given by
L(z) =
∑
n∈Z
Lnz
−n−2 =
1
2
(
:γ+(z)∂γ−(z):− :∂γ+(z)γ−(z):
)
,
and we have [L0, γ
±
r ] = −rγ
±
r . According to the eigenvalues of the charge operator
e11 =
∑
r∈ 1
2
+Z :γ
+
r γ
−
−r:, the a∞-module F
−1 has the following decomposition:
F−1 =
⊕
n∈Z
F−1(n).
Following Bloch-Okounkov [BO], we introduce the following operators in a∞:
:A(t): =
∑
k∈Z
Ekkt
k− 1
2 ,
A(t) = :A(t): +
C
t
1
2 − t−
1
2
.
When acting on F−1, A(t) = −
∑
r∈ 1
2
+Z t
rγ+−rγ
−
r .
Define the Bloch-Okounkov n-point a∞-correlation function (or n-point a∞-
function for short) of level −1 (associated to m ∈ Z) to be
A
(m)
−1 (q; t1, . . . , tn) := tr F−1
(m)
(qL0A(t1) · · ·A(tn)).
For a partition λ we use ℓ(λ) and |λ| to denote the length and the size of λ
respectively.
Lemma 2.1. We have
(i)
∑
ℓ(λ)=l
q|λ| =
ql
(q)l
,
(ii)
∑
ℓ(λ)=l
q|λ|tλi =
tql
(1− q) · · · (1− qi−1)(1− qit) · · · (1− qlt)
, i ≤ l.
Proof. Part (i) follows from the identity
∑
ℓ(λ)≤l q
|λ| = (q)−1l , while (ii) follows
from another well-known identity∑
ℓ(λ)≤l
q|λ|tλi =
1
(1− q) · · · (1− qi−1)(1− qit) · · · (1− qlt)
.

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Theorem 2.2. The one-point function A
(0)
−1(q; t) is given by
2Φ1(0, 0; q; q)
t−
1
2 − t
1
2
+ t
1
2
∞∑
i=1
qi−1
(q)i−1(q)i−1
(
3Φ2(0, 0, q; tq
i, qi; q)− 1
)
−t−
1
2
∞∑
i=1
qi−1
(q)i−1(q)i−1
(
3Φ2(0, 0, q; t
−1qi, qi; q)− 1
)
.
Proof. Note that γ+−r1γ
+
−r2 · · · γ
+
−rl
γ−−s1 · · · γ
−
−sl
|0〉 is an eigenvector of qL0A(t) of
eigenvalue q
Pl
i=1(ri+si)
(∑l
i=1(t
ri − t−si)−
∑
r∈ 1
2
+Z+
t−r
)
. Since F−1(0) has a basis
given by γ+−r1 · · · γ
+
−rlγ
−
−s1 · · · γ
−
−sl|0〉 for r1 ≥ · · · ≥ rl > 0; s1 ≥ · · · ≥ sl > 0, l ≥ 0,
we have by Lemma 2.1 that
A
(0)
−1(q; t)(2.5)
=
∞∑
l=0
q−l
∑
ℓ(λ)=ℓ(µ)=l
q|λ|+|µ|
(
l∑
i=1
(tλi−
1
2 − t−µi+
1
2 ) +
1
t−
1
2 − t
1
2
)
=
2Φ1(0, 0; q; q)
t−
1
2 − t
1
2
+
∞∑
l=1
q−l
∑
ℓ(λ)=ℓ(µ)=l
q|λ|+|µ|
( l∑
i=1
(tλi−
1
2 − t−µi+
1
2 )
)
.
We compute that
∞∑
l=1
q−l
∑
ℓ(λ)=ℓ(µ)=l
q|λ|+|µ|
l∑
i=1
tλi−
1
2
= t−
1
2
∞∑
l=1
q−l
l∑
i=1
q2lt
(1− q) · · · (1− qi−1)(1− qit) · · · (1− qlt)(q)l
= t
1
2
∞∑
i=1
∞∑
l=i
ql
(q)i−1(q)l(qit)l−i+1
= t
1
2
∞∑
i=1
qi−1
(q)i−1(q)i−1
∞∑
s=1
qs
(tqi)s(qi)s
= t
1
2
∞∑
i=1
qi−1
(q)i−1(q)i−1
(
3Φ2(0, 0, q; tq
i, qi; q)− 1
)
.
Now the theorem follows from this computation and (2.5). 
2.4. The generalized 1-point a∞-function. Let A be the operator on F
−1
acting trivially on |0〉 such that [A, γ+r ] = γ
+
r , and [A, γ
−
r ] = 0, for all r ∈
1
2
+ Z.
Let B be the operator acting trivially on |0〉 with [B, γ−r ] = γ
−
r , and [B, γ
+
r ] = 0,
for all r ∈ 1
2
+ Z.
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Theorem 2.3. We have
tr F−1(q
L0xAyBA(t)) =
1
(t−
1
2 − t
1
2 )(xq
1
2 )∞(yq
1
2 )∞
+
x(tq)
1
2 (xtq
3
2 )∞
(1− xq
1
2 )(tq)∞(xq
1
2 )∞(yq
1
2 )∞
2Φ2(xq
1
2 , xq
1
2 ; xq
3
2 , txq
3
2 ; tq2)
−
y(t−1q)
1
2 (yt−1q
3
2 )∞
(1− yq
1
2 )(t−1q)∞(xq
1
2 )∞(yq
1
2 )∞
2Φ2(yq
1
2 , yq
1
2 ; yq
3
2 , yt−1q
3
2 ; t−1q2).
Proof. By Lemma 2.1 and (2.1), we have
∞∑
k=0
q−
k
2 zk
∑
ℓ(µ)=k
q|µ| =
1
(zq
1
2 )∞
.
Since the vector γ+−r1γ
+
−r2 · · ·γ
+
−rlγ
−
−s1 · · ·γ
−
−sk |0〉 is an eigenvector of x
AyBqL0A(t)
of eigenvalue xlykq
Pl
i=1 ri+
Pk
j=1 sj
(∑l
i=1 t
ri −
∑k
j=1 t
−sj −
∑
r∈ 1
2
+Z+
t−r
)
, we have
tr F−1(x
AyBqL0A(t))
=
∞∑
k=0
ykq−
k
2
∑
ℓ(µ)=k
q|µ|
∞∑
l=0
xlq−
l
2
∑
ℓ(λ)=l
q|λ|
( l∑
i=1
tλi−
1
2 −
k∑
j=1
t−µj+
1
2
)
+
1
(xq
1
2 )∞(yq
1
2 )∞(t
− 1
2 − t
1
2 )
.
Next we claim that
∞∑
l=1
xlq−
l
2
∑
ℓ(λ)=l
q|λ|
l∑
i=1
tλi−
1
2(2.6)
=
x(tq)
1
2 (xtq
3
2 )∞
(1− xq
1
2 )(tq)∞(xq
1
2 )∞
2Φ2(xq
1
2 , xq
1
2 ; xq
3
2 , xtq
3
2 ; tq2).
To see this we compute directly
∞∑
l=1
xlq−
l
2
∑
ℓ(λ)=l
q|λ|
l∑
i=1
tλi−
1
2
= t
1
2
∞∑
l=1
∞∑
i=1
xlq
l
2
(q)i−1(1− tqi) · · · (1− tql)
= t
1
2
∞∑
i=1
1
(q)i−1(tqi)∞
∞∑
l=i
xlq
l
2 (tql+1)∞
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= t
1
2
∞∑
i=1
1
(q)i−1(tqi)∞
∞∑
l=i
xlq
l
2
∞∑
m=0
q
1
2
m(m−1)qm(l+1)(−t)m
(q)m
= t
1
2
∞∑
m=0
q
1
2
m(m−1)(−tq)m
(q)m
∞∑
i=1
1
(q)i−1(tqi)∞
∞∑
l=i
xlql(m+
1
2
)
=
t
1
2
(tq)∞
∞∑
m=0
q
1
2
m(m−1)(−tq)m
(q)m
∞∑
i=1
(tq)i−1
(q)i−1
xiqi(m+
1
2
)
1− xqm+
1
2
=
xt
1
2
(tq)∞
∞∑
m=0
q
1
2
m(m−1)(−tq)mqm+
1
2
(q)m(1− xq
m+ 1
2 )
∞∑
i=1
(tq)i−1
(q)i−1
(xq(m+
1
2
))i−1
=
xt
1
2
(1− xq
1
2 )(tq)∞
∞∑
m=0
q
1
2
m(m−1)(−tq)mqm+
1
2 (xq
1
2 )m
(q)m(xq
3
2 )m
(xtqm+
3
2 )∞
(xqm+
1
2 )∞
=
x(tq)
1
2 (xtq
3
2 )∞
(1− xq
1
2 )(tq)∞(xq
1
2 )∞
∞∑
m=0
q
1
2
m(m−1)(−tq2)m(xq
1
2 )2m
(q)m(xq
3
2 )m(xtq
3
2 )m
=
x(tq)
1
2 (xtq
3
2 )∞
(1− xq
1
2 )(tq)∞(xq
1
2 )∞
2Φ2(xq
1
2 , xq
1
2 ; xq
3
2 , xtq
3
2 ; tq2).
The theorem now follows from this and a similar expression for the other sum-
mation (involving yB). 
Remark 2.1. Noting that the operator B − A is the same as the operator e11
defined earlier, we have
A
(m)
−1 (q; t) = [z
m] tr F−1(q
L0xAyBA(t))|x=z−1,y=z.
Here and below [zm]X denotes the coefficient of zm in the expansion of X in
z. For this reason, we refer to tr F−1(q
L0xAyBA(t)) as the generalized 1-point
a∞-function.
2.5. The generalized 2-point a∞-function. We will compute the generalized
2-point a∞-function tr F−1q
L0xAyBA(t1)A(t2). Similar to the computation of the
generalized 1-point function in the previous subsection, the calculation of the
generalized 2-point function essentially boils down to the following calculation:
∞∑
i=1
∞∑
j=i+1
∞∑
l=j
xlq
l
2 t1t2
(q)i−1(1− qit1) · · · (1− qj−1t1)(1− qjt1t2) · · · (1− qlt1t2)
=
t1t2
(qt1t2)∞
∞∑
i=1
1
(q)i−1
∞∑
j=i+1
(qt1t2)j−1
(1− qit1) · · · (1− qj−1t1)
∞∑
l=j
xlq
l
2 (ql+1t1t2)∞
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=
t1t2
(qt1)∞(qt1t2)∞
∞∑
i=1
(qt1)i−1
(q)i−1
∞∑
j=i+1
(qjt1)∞(qt1t2)j−1
∞∑
l=j
xlq
l
2 (ql+1t1t2)∞
=
t1t2
(qt1)∞(qt1t2)∞
∞∑
i=1
(qt1)i−1
(q)i−1
∞∑
j=i+1
(qjt1)∞(qt1t2)j−1
×
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)
(q)s
∞∑
l=j
(xqs+
1
2 )l
=
t1t2
(qt1)∞(qt1t2)∞
×
∞∑
i=1
(qt1)i−1
(q)i−1
∞∑
j=i+1
(qjt1)∞(qt1t2)j−1
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)(xqs+
1
2 )j
(q)s(1− xq
s+ 1
2 )
=
t1t2
(qt1)∞(qt1t2)∞
×
∞∑
i=1
(qt1)i−1
(q)i−1
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)
(q)s(1− xq
s+ 1
2 )
∞∑
j=i+1
(xqs+
1
2 )j(qjt1)∞(qt1t2)j−1,
which is equal to
t1t2
(qt1)∞
∞∑
i=1
(qt1)i−1
(q)i−1
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)
(q)s(1− xq
s+ 1
2 )
∞∑
j=i+1
(qjt1)∞
(qjt1t2)∞
(xqs+
1
2 )j
=
t1t2
(qt1)∞
∞∑
i=1
(qt1)i−1
(q)i−1
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)
(q)s(1− xq
s+ 1
2 )
∞∑
j=i+1
∞∑
m=0
(t−12 )m
(q)m
(qjt1t2)
m(xqs+
1
2 )j
=
t1t2
(qt1)∞
∞∑
i=1
(qt1)i−1
(q)i−1
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)
(q)s(1− xq
s+ 1
2 )
∞∑
m=0
(t−12 )m
(q)m
(t1t2)
m
∞∑
j=i+1
(xqm+s+
1
2 )j
=
t1t2
(qt1)∞
∞∑
i=1
(qt1)i−1
(q)i−1
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)
(q)s(1− xq
s+ 1
2 )
∞∑
m=0
(t−12 )m
(q)m
(t1t2)
m (xq
m+s+ 1
2 )i+1
1− xqm+s+
1
2
=
t1t2
(qt1)∞
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)
(q)s(1− xq
s+ 1
2 )
×
∞∑
m=0
(t−12 )m
(q)m
(t1t2)
m (xq
m+s+ 1
2 )2
1− xqm+s+
1
2
∞∑
i=1
(qt1)i−1
(q)i−1
(xqm+s+
1
2 )i−1
=
t1t2
(qt1)∞
∞∑
s=0
(−qt1t2)
sq
1
2
s(s−1)
(q)s(1− xq
s+ 1
2 )
∞∑
m=0
(t−12 )m
(q)m
(t1t2)
m (xq
m+s+ 1
2 )2
1− xqm+s+
1
2
(xqm+s+
3
2 t1)∞
(xqm+s+
1
2 )∞
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=
x2qt1t2(xq
3
2 t1)∞
(1− xq
1
2 )2(xq
1
2 )∞(qt1)∞
×
∞∑
s=0
(xq
1
2 )3s(−q
3t1t2)
sq
1
2
s(s−1)
(xq
3
2 t1)s(q)s(xq
3
2 )2s
∞∑
m=0
(t−12 )m(q
2t1t2)
m(xqs+
1
2 )2m
(q)m(xq
s+ 3
2 )m(xq
s+ 3
2 t1)m
=
x2qt1t2(xq
3
2 t1)∞
(1− xq
1
2 )2(xq
1
2 )∞(qt1)∞
×
∞∑
s=0
(xq
1
2 )3s(−q
3t1t2)
sq
1
2
s(s−1)
(xq
3
2 t1)s(q)s(xq
3
2 )2s
3Φ2(t
−1
2 , xq
s+ 1
2 , xqs+
1
2 ; xqs+
3
2 , xqs+
3
2 t1; q
2t1t2).
Denote the above expression by Γ(x, t1, t2). We point out that all the 3-2 q-
hypergeometric series in Γ(x, t1, t2) are of type II, meaning that 3Φ2(a, b, c; d, e; z)
satisfies de
abc
= z. Define
Γ(x, y, t1, t2) :=
(t1t2)
− 1
2
(q
1
2 y)∞
(
Γ(x, t1, t2) + Γ(x, t2, t1)
)
.
To simplify notation we set
Ω(x, y, t) :=
x(tq)
1
2 (xtq
3
2 )∞
(1− xq
1
2 )(tq)∞(xq
1
2 )∞(yq
1
2 )∞
2Φ2(xq
1
2 , xq
1
2 ; xq
3
2 , txq
3
2 ; tq2).
The following is now a straightforward calculation, based on the above calcu-
lations.
Theorem 2.4. The generalized 2-point a∞-function tr F−1q
L0xAyBA(t1)A(t2) is
equal to
Γ(x, y, t1, t2) + Γ(y, x, t
−1
1 , t
−1
2 ) + Ω(x, y, t1t2) + Ω(y, x, t
−1
1 t
−1
2 )
+
1
t
− 1
2
1 − t
1
2
1
(
Ω(x, y, t2)− Ω(y, x, t
−1
2 )
)
+
1
t
− 1
2
2 − t
1
2
2
(
Ω(x, y, t1)− Ω(y, x, t
−1
1 )
)
− (xq
1
2 )∞(yq
1
2 )∞
(
Ω(x, y, t1)Ω(y, x, t
−1
2 ) + Ω(x, y, t
−1
1 )Ω(y, x, t2)
)
+
1
(t
− 1
2
1 − t
1
2
1 )(t
− 1
2
2 − t
1
2
2 )(xq
1
2 )∞(yq
1
2 )∞
.
Remark 2.2. The 2-point a∞-function can be recovered from the generalized 2-
point a∞-function:
A
(m)
−1 (q; t1, t2) = [z
m] tr F−1(q
L0xAyBA(t1)A(t2))|x=z−1,y=z.
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2.6. The n-point a∞-functions of level −l. Let l ∈ N. Recall a generalized
partition λ of depth l is an ordered l-tuple of non-increasing integers; that is,
λ = (λ1, λ2, . . . , λl) where λ1 ≥ · · · ≥ λl. Associated to a generalized partition
λ = (λ1, λ2, . . . , λl) we define a highest weight Λ(λ) of a∞ via
Λ(λ) = (λl − λ1 − l)Λ
a
0 +
i−1∑
k=1
(λk − λk+1)Λ
a
l + λiΛ
a
i ,
where i is the index of the last positive entry of λ.
We let F−l := (F−1)⊗l to denote the Fock space generated by l pairs of free
bosonic fields γ±,i(z) =
∑
r∈ 1
2
+Z γ
±,i
r z
−r−1/2, i = 1, · · · , l, with non-trivial com-
mutation relations [γ+,ir , γ
−,j
s ] = δijδr+s,0. On F
−l there is an action of a∞ of level
−l given by
E(z, w) = −
l∑
i=1
:γi,+(z)γi,−(w):.
Furthermore there exists a commuting action of the general linear algebra gl(l)
whose elementary matrices eij acts by the formula
eij = −
∑
r∈1/2+Z
: γ+,i−r γ
−,j
r : .
This action lifts to that of GL(l).
Proposition 2.2. [KR] (also see [W1, Theorem 5.1]) We have the following
(GL(l), a∞)-module decomposition:
F−l ∼=
⊕
λ
Vλ(GL(l))⊗ L(a∞; Λ(λ),−l),
where λ is a generalized partition of depth l and Vλ(GL(l)) is the irreducible
GL(l)-module of highest weight λ.
The Bloch-Okounkov n-point a∞-function of level −l (associated to a general-
ized partition λ of depth l) is defined as
Aλ−l(q; t1, . . . , tn) = tr L(a∞;Λ(λ),−l)q
L0A(t1)A(t2) · · ·A(tn).
Theorem 2.5. The n-point a∞-function of level −l, A
λ
−l(q; t1, . . . , tn), is equal to∑
σ∈Sl
(−1)ℓ(σ)A
(k1)
−1 (q; t1, . . . , tn) · · ·A
(kl)
−1 (q; t1, . . . , tn),
where ki = (λ+ ρ− σ(ρ), εi).
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Proof. We shall denote by eij , 1 ≤ i, j ≤ l, the standard matrix elements in the
Lie algebra gl(l). Applying tr F−lz
e11
1 · · · z
ell
l q
L0A(t1) · · ·A(tn) to both sides of the
identity in Proposition 2.2, we obtain that
l∏
i=1
tr F−1z
eii
i q
L0A(t1) · · ·A(tn) =
∑
λ
ch
gl
λ (z1, . . . , zl)A
λ
−l(q; t1, . . . , tn),
since zeiii acts on the left-hand side only on the i
th tensor factor. On the other
hand, we have
l∏
i=1
tr F−1z
eii
i q
L0A(t1) · · ·A(tn) =
l∏
i=1
(∑
mi∈Z
zmii A
(mi)
−1 (q; t1 . . . , tn)
)
=
∑
m∈Zl
zm11 · · · z
ml
l A
(m1)
−1 (q; t1, . . . , tn) · · ·A
(ml)
−1 (q; t1, . . . , tn).
Recall (cf. [FH, pp. 399]) that
ch
gl
λ (z1, . . . , zl) =
|zλi+l−ij |
|zl−ij |
,(2.7)
where |aij| denotes the determinant of the matrix (aij).
Combining the above identities with the Weyl denominator formula, we obtain
that∑
λ
|zλi+l−ij |A
λ
−l(q; t1, . . . , tn)
=
∑
σ∈Sl
(−1)ℓ(σ)zσ(ρ)
l∏
i=1
tr F−1z
eii
i q
L0A(t1) · · ·A(tn)
=
∑
σ∈Sl
(−1)ℓ(σ)zσ(ρ)
∑
m∈Zl
zm11 · · · z
ml
l A
(m1)
−1 (q; t1, . . . , tn) · · ·A
(ml)
−1 (q; t1, . . . , tn),
where we denote zσ(ρ) =
∏l
i=1 z
(σ(ρ),εi)
i .
Now the theorem follows from comparing the coefficients of
∏l
i=1 z
λi+l−i
i on
both sides of the above identity. 
Remark 2.3. Combining Theorem 2.5 with the calculation of the 1-point and 2-
point functions of level −1 in the previous subsections, we have computed the
1-point and 2-point a∞-functions of level −l.
2.7. A q-difference equation for a∞-functions. Even though it is difficult
to compute the n-point function in general, we have the following q-difference
equation of level −1 which could be helpful (compare [BO, Ok] for a difference
equation of level 1).
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Theorem 2.6. The n-point a∞-function of level −1 satisfies the following q-
difference equation:
A
(0)
−1(q; qt1, . . . , tn)
=
n−1∑
s=0
(−1)s+1
∑
1<i1<···<is≤n
A
(0)
−1(q; t1ti1 · · · tis, . . . , t̂i1 , . . . , t̂is, . . . ),
where ̂ denotes a deleted term.
Proof. Applying the commutation relation for A(t) and γ−r repeatedly yields
A(t2) · · ·A(tn)γ
−
r =
∑
P⊂{2,...,n}
(−1)|P |
(∏
i∈P
tri
)
γ−r
∏
i 6∈P
A(ti).
Below we write tr = tr F−1
(0)
. Taking trace of the above gives
tr qL0γ+−rA(t2) · · ·A(tn)γ
−
r =
∑
P⊂{2,...,n}
(−1)|P |
(∏
i∈P
tri
)
tr qL0γ+−rγ
−
r
∏
i 6∈P
A(ti).
It follows from the commutation relation for L0 that
− tr qL0γ+−rA(t2) · · ·A(tn)γ
−
r = − tr γ
−
r q
L0γ+−rA(t2) · · ·A(tn)
= −qr tr qL0γ−r γ
+
−rA(t2) · · ·A(tn).
Multiplying both sides of the above by tr1 and summing over r ∈
1
2
+ Z, we
obtain by using A(t) = −
∑
r∈ 1
2
+Z t
rγ−r γ
+
−r (which follows from the definition of
A(t) and commutation relations among γ±r ) that
tr qL0A(qt1)A(t2) · · ·A(tn)
=
n−1∑
s=0
(−1)s+1
∑
1<i1<···<is≤n
A
(0)
−1(q; t1ti1 · · · tis , . . . , tˆi1 , . . . , tˆis , . . . ).
This finishes the proof. 
2.8. The q-dimension formula of an a∞-module of level −l. Let l ∈ N. We
shall denote the q-dimension of the module L(a∞; Λ(λ),−l) by
Qλ−l(q) := tr L(a∞;Λ(λ),−l)q
L0 .
Lemma 2.2. We have the following identity:
l∏
i=1
1
(ziq
1
2 )∞(z
−1
i q
1
2 )∞
=
∑
λ
ch
gl
λ (z1, . . . , zl) · tr L(a∞;Λ(λ),−l)q
L0.
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Proof. Apply tr F−lq
L0ze111 · · · z
ell
l to both sides of Proposition 2.2. From the for-
mulas for eii in [W1], on the left-hand side, z
eii
i only acts on the i
th tensor factor
and the resulting formula follows from the structure of the bosonic Fock space
F−1. For the right-hand side, only ze111 · · · z
ell
l acts on Vλ(GL(l)). 
Proposition 2.3. Let k ∈ Z. The q-dimension of the irreducible a∞-module of
highest weight Λ(k) and level −1 is
Q
(k)
−1(q) =
1
(q)2∞
∑
m≥0
(−1)mq
1
2
m(m+1)+|k|(m+ 1
2
).
Proof. By Lemma 2.2 and the identity in Theorem 2.1 with u = zq
1
2 , we have∑
k∈Z
zkQ
(k)
−1(q) =
1
(zq
1
2 )∞(z−1q
1
2 )∞
=
1
(q)2∞
∞∑
m=0
(−1)mq
1
2
m(m+1)(
∑
k≥0
qk(m+
1
2
)zk +
∑
k>0
qk(m+
1
2
)z−k)
=
1
(q)2∞
∑
k∈Z
∞∑
m=0
zk(−1)mq
1
2
m(m+1)q|k|(m+
1
2
).
The proposition follows by comparing the coefficients of zk on both sides. 
Theorem 2.7. The q-dimension of the a∞-module of highest weight Λ(λ) and
level −l is
Qλ−l(q) =
∑
σ∈Sl
(−1)ℓ(σ)Q
(k1)
−1 (q) · · ·Q
(kl)
−1 (q),
where ki = (λ+ ρ− σ(ρ), εi).
Proof. Note that
l∏
i=1
1
(ziq
1
2 )∞(z
−1
i q
1
2 )∞
=
l∏
i=1
(∑
k∈Z
zki Q
(k)
−1(q)
)
=
∑
k∈Zl
zk11 · · · z
kl
l Q
(k1)
−1 (q) · · ·Q
(kl)
−1 (q).
Using Lemma 2.2, the character formula (2.7) and the Weyl denominator for-
mula, we get∑
λ
|zλi+l−ij |Q
λ
−l(q) = |z
l−i
j |
∑
k∈Zl
zk11 · · · z
kl
l Q
(k1)
−1 (q) · · ·Q
(kl)
−1 (q)
=
∑
σ∈Sl
(−1)ℓ(σ)
l∏
i=1
z
(σ(ρ),εi)
i
∑
k∈Zl
zk11 · · · z
kl
l Q
(k1)
−1 (q) · · ·Q
(kl)
−1 (q).
Comparing the coefficients of
∏l
i=1 z
λi+l−i
i on both sides gives the result. 
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3. The c∞-correlation functions and q-dimension formulas
3.1. Lie algebra c∞. Let
c∞ = {(aij)i,j∈Z ∈ gl | aij = −(−1)
i+ja1−j,1−i}
be a Lie subalgebra of gl of type C [DJKM2]. Denote by c∞ the central extension
of c∞ given by the restriction of the 2-cocycle (2.4) to c∞. Then c∞ inherits from
a∞ a triangular decomposition with Cartan subalgebra (c∞)0. We let
Hci = Eii + E−i,−i −Ei+1,i+1 −E1−i,1−i, i ∈ N,
Hc0 = E0,0 −E1,1 + C.
Denote by Λci ∈ (c∞)
∗
0 the i-th fundamental weight of c∞, i.e. Λ
c
i(H
c
j ) = δij .
The Dynkin diagram of c∞ is:
◦ > ◦ ◦ ◦ . . .
0 1 2 3
The Lie algebra c∞ is generated by
Eij − (−1)
i+jE1−j,1−i, i, j ∈ Z,
which can be organized into a generating series as
E(z, w) :=
∑
i,j
(
Eij − (−1)
i+jE1−j,1−i
)
zi−1w−j.
Following [TW], we introduce the following operators in c∞:
:C(t): =
∑
r∈ 1
2
+Z+
(tr − t−r)
(
Er+ 1
2
,r+ 1
2
− E 1
2
−r, 1
2
−r
)
,
C(t) = :C(t): +
2
t
1
2 − t−
1
2
C.
3.2. The 1-point c∞-function of level −
1
2
. Let χ(z) =
∑
r∈ 1
2
+Z χrz
−r− 1
2 be a
free bosonic field with commutation relations
[χr, χs] = (−1)
r+ 1
2 δr+s,0, r, s ∈
1
2
+ Z.
The Fock space F−
1
2 (cf. [FF, W1]) generated by χ(z) is a c∞-module of level −
1
2
given by
E(z, w) = :χ(z)χ(−w):,
or equivalently by letting
Eij − (−1)
i+jE1−j,1−i = (−1)
−j :χ−i+ 1
2
χj− 1
2
:.
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When acting on F−
1
2 we have
C(t) =
∑
r∈ 1
2
+Z+
(
(−1)r+
1
2 trχ−rχr − (−1)
r+ 1
2 t−rχrχ−r
)
=
∑
r∈ 1
2
+Z
(−1)r+
1
2 trχ−rχr,
:C(t): =
∑
r∈ 1
2
+Z+
(−1)r+
1
2 (tr − t−r):χ−rχr:
=
∑
r∈ 1
2
+Z+
(
(−1)r+
1
2 trχ−rχr − (−1)
r+ 1
2 t−rχ−rχr
)
.
Lemma 3.1. We have [C(t), χs] = −(t
s − t−s)χs.
Proof. For s > 0 we compute that
[C(t), χs] =
∑
r>0
(−1)r+
1
2 tr[χ−r, χs]χr − (−1)
r+ 1
2 t−rχr[χ−r, χs]
= −(ts − t−s)χs.
The case for s < 0 is similar. 
Let L0 be the zero mode of the Virasoro field so that [L0, χ−r] = rχ−r and
L0|0〉 = 0. Define the n-point c∞-function of level −
1
2
as
C
(0)
− 1
2
(q; t1, . . . , tn) = tr
F
− 12
qL0C(t1) · · ·C(tn).
Theorem 3.1. The 1-point c∞-function C
(0)
− 1
2
(q; t) is equal to
1
(q
1
2 )∞(t
− 1
2 − t
1
2 )
−
1
(q
1
2 )∞(1− q
− 1
2 )
t
1
2 (tq
3
2 )∞
(tq)∞
2Φ2(q
1
2 , q
1
2 ; q
3
2 , tq
3
2 ; q2t)
+
1
(q
1
2 )∞(1− q
− 1
2 )
t−
1
2 (t−1q
3
2 )∞
(t−1q)∞
2Φ2(q
1
2 , q
1
2 ; q
3
2 , t−1q
3
2 ; q2t−1).
Proof. The Fock space F−
1
2 has a basis given by
vλ = χ−λ1+ 12
χ−λ2+ 12
· · · |0〉,
where λ = (λ1, λ2, · · · ) runs over all partitions. By Lemma 3.1
C(t)vλ =
(
l∑
i=1
(tλi−
1
2 − t−λi+
1
2 ) +
1
t−
1
2 − t
1
2
)
vλ,
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and hence we have
C
(0)
− 1
2
(q; t) =
1
(q
1
2 )∞(t
− 1
2 − t
1
2 )
+
∞∑
l=1
q−
l
2
∑
l(λ)=l
q|λ|
l∑
i=1
(tλi−
1
2 − t−λi+
1
2 ).
Now the theorem follows by applying (2.6) (with x = 1) twice. 
We remark that the above q-hypergeometric series is again of type II.
3.3. A q-difference equation for c∞-functions of level −
1
2
.
Theorem 3.2. The n-point c∞-function satisfies the q-difference equation:
C
(0)
− 1
2
(q; qt1, t2, . . . , tn) =
n−1∑
s=0
∑
1<i1<···<is≤n
∑
ǫia=±1
(−1)s+#ǫC
(0)
− 1
2
(q; t1t
ǫi1
i1
· · · t
ǫis
is , . . . , t̂i1, . . . , t̂is , . . . ),
where #ǫ stands for the number of ǫia’s that are equal to −1.
Proof. For r > 0, by Lemma 3.1 we have
(3.1) C(t2) · · ·C(tn)χr =
∑
S⊂{2,...,n}
(−1)|S|
∏
i∈S
(tri − t
−r
i )χr
∏
i 6∈S
C(ti),
and
(3.2) C(t2) · · ·C(tn)χ−r =
∑
S⊂{2,...,n}
(−1)|S|
∏
i∈S
(t−ri − t
r
i )χ−r
∏
i 6∈S
C(ti).
We will write tr instead of tr
F
− 12
below. Let us simplify notation by setting
S±r := tr q
L0χ∓rC(t2) · · ·C(tn)χ±r.
Then (3.1) and (3.2) imply the following:
(3.3) S+r =
∑
S⊂{2,...,n}
(−1)|S|
∏
i∈S
(tri − t
−r
i ) tr q
L0χ−rχr
∏
i 6∈S
C(ti),
and
(3.4) S−r =
∑
S⊂{2,...,n}
(−1)|S|
∏
i∈S
(t−ri − t
r
i ) tr q
L0χrχ−r
∏
i 6∈S
C(ti).
It is clear that ∏
i∈S
(t±ri − t
∓r
i ) =
∑
ǫi=±1,i∈S
(−1)#ǫ
∏
i∈S
(tǫii )
±r.
We will compute ∑
r>0
(
(−1)r+
1
2 tr1S
+
r − (−1)
r+ 1
2 t−r1 S
−
r
)
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in two different ways. Using (3.3) and (3.4) it is equal to
∑
r>0
∑
S⊂{2,...,n}
(−1)|S|
∑
ǫi=±1,i∈S
(−1)#ǫ tr qL0
×
(
(−1)r+
1
2 (t1
∏
i∈S
(tǫii ))
rχ−rχr − (−1)
r+ 1
2 (t1
∏
i∈S
(tǫii ))
−rχrχ−r
)∏
i 6∈S
C(ti),
which, using the definition of C(t), is
(3.5)
n−1∑
s=0
(−1)s
∑
1<i1<···<is≤n
∑
ǫia=±1
(−1)#ǫC
(0)
− 1
2
(t1t
ǫi1
i1
· · · t
ǫis
is
, . . . , t̂i1, . . . , t̂is , . . . ).
On the other hand, using the commutation relation [L0, χ−r] = rχ−r, we see
that for any r,
tr qL0χ−rC(t2) · · ·C(tn)χr = trχrq
L0χ−rC(t2) · · ·C(tn)
= qr tr qL0χrχ−rC(t2) · · ·C(tn).
Now we have that
(3.6)
∑
r>0
(
(−1)r+
1
2 tr1S
+
r − (−1)
r+ 1
2 t−r1 S
−
r
)
= tr qL0C˜(qt)C(t2) · · ·C(tn),
where
C˜(t) =
∑
r>0
(
(−1)r+
1
2 trχrχ−r − (−1)
r+ 1
2 t−rχ−rχr
)
.
One verifies that C˜(t) = C(t), by observing that
∑
r>0 t
r = t
1
2
1−t
coincides with
−
∑
r>0 t
−r = t
− 12
t−1−1
. Equating (3.5) and (3.6) now completes the proof. 
3.4. The n-point c∞-functions of level l −
1
2
. Let l ∈ N. Let Fl be the
Fock space generated by l pairs of free fermions ψ±,p(z) =
∑
r∈ 1
2
+Z ψ
±,p
r z
−r− 1
2 ,
p = 1, · · · , l, with non-trivial commutation relations
[ψ+,pr , ψ
−,q
s ]+ = δp,qδr+s,0, for r, s ∈
1
2
+ Z.
Let Fl−
1
2 ≡ F−
1
2 ⊗ Fl. The Lie algebra c∞ acts on F
l− 1
2 by (see [W1])∑
i,j∈Z
(Ei,j − (−1)
i+jE1−j,1−i)z
i−1w−j
=
l∑
k=1
(
:ψ+,k(z)ψ−,k(w): + :ψ+,k(−w)ψ−,k(−z):
)
+ :χ(z)χ(−w):.
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It follows that the operator C(t) acts on Fl−
1
2 as
C(t) =
∑
r∈ 1
2
+Z
l∑
p=1
tr
(
ψ+,p−r ψ
−,p
r + ψ
−,p
−r ψ
+,p
r
)
+
∑
r∈ 1
2
+Z
(−1)r+
1
2 trχ−rχr.
From [W1, Lemma 4.6] we have an action of the Lie superalgebra osp(1, 2l) on
Fl−
1
2 that commutes with the action of c∞. It is known that the finite-dimensional
simple osp(1, 2l)-modules, denoted by Vλ(osp(1, 2l)), are parameterized by parti-
tions λ of length ≤ l as highest weights. Associated to a partition λ = (λ1, . . . , λl)
we define a highest weight Λ(λ) of c∞ via
Λ(λ) = (l −
1
2
− j)Λc0 +
j∑
k=1
Λcλk ,
if λ1 ≥ . . . ≥ λj > λj+1 = . . . = λl = 0.
Proposition 3.1. [W1, Theorem 4.3] We have the (osp(1, 2l), c∞)-module de-
composition
Fl−
1
2 ∼=
⊕
λ
Vλ(osp(1, 2l))⊗ L(c∞; Λ(λ), l−
1
2
).
Let t = (t1, . . . , tn). The Bloch-Okounkov n-point c∞-function of level l −
1
2
(associated to a partition λ of length ≤ l) is defined as
Cλ
l− 1
2
(q; t) ≡ Cλ
l− 1
2
(q; t1, . . . , tn) = tr L(c∞;Λ(λ),−l)q
L0C(t1)C(t2) · · ·C(tn).
Lemma 3.2. The character chospλ (z1, . . . , zl) := tr Vλ(osp(1,2l))(z
e11
1 · · · z
ell
l ) of the
irreducible osp(1, 2l)-module of highest weight λ is given by
ch
osp
λ (z1, . . . , zl) =
∣∣∣zλi+l−i+ 12j − z−(λi+l−i+ 12 )j ∣∣∣∣∣∣zl−i+ 12j − z−(l−i+ 12 )j ∣∣∣ .
Proof. Recall (cf. [K2]) that the positive even roots for osp(1, 2l) are given by
Φ0 = {2εi, εi±εj |1 ≤ i 6= j ≤ l} and the positive odd roots by Φ1 = {εi|1 ≤ i ≤ l}.
The character formula for Vλ(osp(1, 2l)) is given by [K2]
chVλ(osp(1, 2l)) =
∏
α∈Φ1
(1 + e−α)
∑
σ∈W (Cl)
(−1)ℓ(σ)eσ(λ+ρosp)−ρosp
∏
α∈Φ0
(1− e−α)
,
where ρosp =
1
2
∑
α∈Φ0
α− 1
2
∑
α∈Φ1
α.
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Denote by ΦB the root system for type B, i.e. ΦB = {εi, εi ± εj|i 6= j}. It is
easy to see that ρosp is equal to ρB. Note that
1 + e−εi
1− e−2εi
=
1
1− e−εi
.
Since the Weyl group is the same for type C and type B, the character of
Vλ(osp(1, 2l)) coincides with irreducible so(2l + 1)-character of highest weight
λ, which is known (cf. [FH]) to be given by the right-hand side of the formula in
the lemma. 
Let use denote by F(z, q, t) = tr F1z
e11qL0C(t1) · · ·C(tn).
Lemma 3.3. We have the following q-series identity:
tr
F
− 12
qL0C(t1) · · ·C(tn) ·
l∏
i=1
F(zi, q, t) =
∑
λ
ch
osp
λ (z1, . . . , zl)C
λ
l− 1
2
(q; t).
Proof. The identity results by applying tr
F
l− 12
ze111 · · · z
ell
l q
L0C(t1) · · ·C(tn) to both
sides of Proposition 3.1. On the left-hand side, zeiii only acts on the i
th tensor
factor of Fl and not on F−
1
2 . For the right-hand side, ze111 · · · z
ell
l acts only on the
first tensor factor of Vλ(osp(1, 2l)) and q
L0C(t1) · · ·C(tn) acts only on the second
tensor factor. 
Define the theta function
Θ(t) := (t
1
2 − t−
1
2 )(q)−2∞ (qt)∞(qt
−1)∞,
and let Θ(k)(t) =
(
t d
dt
)k
Θ(t) for k ∈ Z+. Denote
Fbo(q; t) :=
1
(q)∞
∑
σ∈Sn
det
(
Θ(j−i+1)(tσ(1)···tσ(n−j))
(j−i+1)!
)n
i,j=1
Θ(tσ(1))Θ(tσ(1)tσ(2)) · · ·Θ(tσ(1)tσ(2) · · · tσ(n))
where it is understood below that 1
(−k)!
= 0, for k ∈ N. We recall the formula for
the original Bloch-Okounkov n-point correlation function of the a∞-module F
1
(k)
of level 1 [BO, Ok] is given by
(3.7) tr F1
(k)
(qL0A(t1) · · ·A(tn)) = q
k2
2 (t1 · · · tn)
kFbo(q; t1, · · · , tn).
Theorem 3.3. The n-point c∞-function, C
λ
l− 1
2
(q; t1, . . . , tn), is equal to
C
(0)
− 1
2
(q; t) ·
∑
σ∈W (Bl)
(−1)ℓ(σ) q
‖λ+ρB−σ(ρB)‖
2
2
l∏
a=1
( ∑
~ǫa∈{±1}n
[~ǫa](Πt
~ǫa)kaFbo(q; t
~ǫa)
)
,
where ka = (λ+ ρB − σ(ρB), εa), and for an expression ~ǫ = (ǫ1, · · · , ǫn) we define
[~ǫ] = ǫ1 · · · ǫn and
∏
t~ǫa = tǫ11 · · · t
ǫn
n .
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Proof. This proof mirrors the one used in [TW]. The Weyl denominator of type
Bl (also the denominator of ch
osp
λ ) reads that
|z
l−i+ 1
2
j − z
−(l−i+ 1
2
)
j | =
∑
σ∈W (Bl)
(−1)ℓ(σ)zσ(ρB),
where we denote zµ = zµ11 · · · z
µl
l , for µ = (µ1, . . . , µl). It follows from Lemma 3.3
and C(t) = A(t)− A(t−1) that∑
σ∈W (Bl)
(−1)ℓ(σ)zσ(ρB) · C
(0)
− 1
2
(q; t)
×
l∏
a=1
∑
ka∈Z
zkaa q
k2a
2
∑
~ǫa∈{±1}n
[~ǫa] ·
(
Πt~ǫa
)ka
Fbo(q; t
~ǫa)

=
∑
λ
|z
λi+l−i+
1
2
j − z
−(λi+l−i+
1
2
)
j | · C
λ
l− 1
2
(q; t),
where we have used (3.7) in the above calculation. Among the monomials zµ in
the expansion of |z
λi+l−i+
1
2
j −z
−(λi+l−i+
1
2
)
j |, there is exactly one dominant monomial
with µ1 ≥ · · · ≥ µl ≥ 0, which is z
λ+ρB . The theorem follows by comparing the
coefficient of zλ+ρB on both sides of the above equation. 
3.5. The q-dimension of a c∞-module of level l −
1
2
. Let l ∈ N. The q-
dimension of the c∞-module L(c∞; Λ(λ), l−
1
2
) is
cQλ
l− 1
2
(q) := tr L(c∞;Λ(λ),l− 12 )
qL0 .
We can derive the following q-dimension formula from the (osp(1, 2l), c∞)-
duality (see Proposition 3.1), where the second formula is easily seen to be equiv-
alent to the first by [TW, Lemma 3.10].
Theorem 3.4. Let λ = (λ1, . . . , λl) be a partition of length ≤ l. We have
cQλ
l− 1
2
(q) =
1
(q
1
2 )∞(q)l∞
·
∑
σ∈W (Bl)
(−1)ℓ(σ)q
‖λ+ρB−σ(ρB)‖2
2
=
1
(q
1
2 )∞(q)l∞
· q
‖λ‖2
2
∏
1≤i≤l
(
1− qλi+l−i+
1
2
)
×
×
∏
1≤i<j≤l
(
1− qλi−λj+j−i
) (
1− qλi+λj+2l−i−j+1
)
.
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Proof. By applying tr ze111 · · · z
ell
l q
L0 to both sides of the duality in Proposition 3.1,
we obtain
l∏
i=1
(
tr F1z
eii
i q
L0
)
tr
F
− 12
qL0 =
∑
λ
ch
osp
λ (z1, . . . , zl)
cQ
l− 1
2
λ (q).
Noting by the Jacobi triple product identity that
tr F1z
eiiqL0 =
∏
r≥0
(1 + qr+
1
2 z)(1 + qr+
1
2z−1) =
1
(q)∞
∑
k∈Z
zkq
k2
2
and that
tr
F
− 12
qL0 =
1
(q
1
2 )∞
,
a completely analogous argument as for Theorem 3.3 applies. 
3.6. The n-point c∞-functions of level −l. Let l ∈ N. Let F
−l denote the
Fock space generated l pairs of free bosonic fields γ±,p(z) =
∑
r∈ 1
2
+Z γ
±,p
r z
−r− 1
2
(p = 1, . . . , l) with non-trivial commutation relations
[γ+,pr , γ
−,q
s ] = δpqδr+s,0, for r, s ∈
1
2
+ Z.
According to [W1, Section 5.2] there is an action of c∞ on F
−l, from which we
conclude that
C(t) =
∑
r∈Z+ 1
2
l∑
p=1
tr(−γ+,p−r γ
−,p
r + γ
−,p
−r γ
+,p
r ).
There is also an action of the Lie group O(2l) on F−l which commutes with the
action of c∞.
Denote the parameter set for simple O(2l)-modules (cf. [BtD, W1]) by
C := {(λ1, λ2, . . . , λl) | λ1 ≥ λ2 ≥ · · · ≥ λl > 0, λi ∈ Z}
∪ {(λ1, λ2, . . . , λl−1, 0)⊗ det, (λ1, λ2, . . . , λl−1, 0) |
λ1 ≥ · · · ≥ λl−1 ≥ 0, λi ∈ Z} .
Associated to λ ∈ C we define a highest weight Λ(λ) for c∞
Λ(λ) = (−l − λ1)Λ
c
0 +
l∑
k=1
(λk − λk+1)Λ
c
0,
if λ = (λ1, . . . , λl) with λl > 0,
Λ(λ) = (−l − λ1)Λ
c
0 +
j∑
k=1
(λk − λk+1)Λ
c
0,
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if λ = (λ1, . . . , λj, 0, . . . , 0), and
Λ(λ) = (−l − λ1)Λ
c
0 +
j−1∑
k=1
(λk − λk+1)Λ
c
0 + (λj − 1)Λ
c
j + Λ
c
2l−j,
if λ = (λ1, . . . , λj, 0, . . . , 0)⊗ det.
Proposition 3.2. [W1, Theorem 5.3] We have the following (O(2l), c∞)-module
decomposition:
F−l ∼=
⊕
λ∈C
Vλ(O(2l))⊗ L(c∞; Λ(λ),−l),
where Vλ(O(2l)) is the irreducible O(2l)-module parameterized by λ.
Definition 3.1. The n-point c∞-function of level −l (associated to a partition λ
of length ≤ l) is
Cλ−l(q; t1, . . . , tn) =
{
tr L(c∞;Λ(λ),−l)q
L0C(t1) · · ·C(tn), λl 6= 0,
tr L(c∞;Λ(λ),−l)⊕L(c∞;Λ(λ⊗det),−l)q
L0C(t1) · · ·C(tn), λl = 0.
Proposition 3.3. The n-point function of level −1, C
(m)
−1 (q; t1, . . . , tn), is given
by
[zm]
∑
~ǫa∈{±1}n
[~ǫa] tr F−1z
e11qL0A(tǫ11 ) · · ·A(t
ǫn
n ).
Proof. Since by definition C(t) = A(t)− A(t−1), we have
C(t1) · · ·C(tn) =
n∏
j=1
(
A(tj)− A(t
−1
j )
)
=
∑
~ǫ∈{±1}n
ǫ1ǫ2 · · · ǫnA(t
ǫ1
1 )A(t
ǫ2
2 ) · · ·A(t
ǫn
n ).
Recall that
F−1 ∼= ⊕m∈ZF
−1
(m)
where F−1(m) is the m-eigenspace of e11. Proposition 3.2 states that F
−1
(m)
∼= F−1(−m)
as c∞-modules for m 6= 0, and also that F
−1
(0)
∼= L(c∞; Λ(∅),−1) ⊕ L(c∞; Λ(∅ ⊗
det),−1). Noting that
tr F−1z
e11qL0C(t1) · · ·C(tn) =
∑
m∈Z
zm tr F−1
(m)
qL0C(t1) · · ·C(tn)
=
∑
m∈Z
zmC
(|m|)
−1 (q; t1, . . . , tn),
the result follows. 
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Lemma 3.4. [TW, Lemma 3.2] Denote by choλ(z1, . . . , zl) the character of the
irreducible O(2l)-module Vλ(O(2l)). Then
ch
o
λ(z1, . . . , zl) = cλ
∣∣∣zλi+l−ij + z−(λi+l−i)j ∣∣∣∣∣∣zl−ij + z−(l−i)j ∣∣∣ ,
where cλ = 1 if λl = 0, and cλ = 2 if λl 6= 0.
Theorem 3.5. Let λ = (λ1, . . . , λl) be a partition. The function C
λ
−l(q; t1, . . . , tn)
is equal to ∑
σ∈W (Dl)
(−1)ℓ(σ)C
(k1)
−1 (q; t1, . . . , tn) · · ·C
(kl)
−1 (q; t1, . . . , tn),
where ki = (λ+ ρ− σ(ρ), εi) ≥ 0.
Proof. Apply the trace of ze111 · · · z
ell
l q
L0C(t1) · · ·C(tn) to both sides of the isomor-
phism in Proposition 3.2. On the left-hand side, zeiii acts only on the i
th tensor
factor, so it becomes
l∏
i=1
tr F−1z
eii
i q
L0C(t1) · · ·C(tn) =
l∏
i=1
∑
mi∈Z
zmii C
(|mi|)
−1 (q; t1, . . . , tn)
=
∑
m∈Zl
zm11 · · · z
ml
l C
(|m1|)
−1 (q; t1, . . . , tn) · · ·C
(|ml|)
−1 (q; t1, . . . , tn).
On the right-hand side, ze111 · · · z
ell
l acts only on the module Vλ(O(2l)) while
qL0C(t1) · · ·C(tn) acts on L(c∞; Λ(λ),−l), so it becomes∑
λ∈C
ch
o
λ(z1, . . . , zl)C
λ
−l(q; t1, . . . , tn)
=
∑
λ∈C
cλ
∣∣∣zλi+l−ij + z−(λi+l−i)j ∣∣∣∣∣∣zl−ij + z−(l−i)j ∣∣∣ · Cλ−l(q, t1, . . . , tn).
Thus, equating both sides gives us∑
m∈Zl
zm11 · · · z
ml
l C
(|m1|)
−1 (q; t1, . . . , tn) · · ·C
(|ml|)
−1 (q; t1, . . . , tn)
=
∑
λ∈C
cλ
∣∣∣zλi+l−ij + z−(λi+l−i)j ∣∣∣∣∣∣zl−ij + z−(l−i)j ∣∣∣ · Cλ−l(q, t1, . . . , tn).
Multiplying both sides by the Weyl denominator of type Dl, i.e.,
1
2
|zl−ij + z
−(l−i)
j | =
∑
σ∈W (Dl)
(−1)ℓ(σ)zσ(ρ),
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we obtain that∑
σ∈W (Dl)
(−1)ℓ(σ)zσ(ρ)
∑
m∈Zl
zm11 · · · z
ml
l C
(|m1|)
−1 (q; t1, . . . , tn) · · ·C
(|ml|)
−1 (q; t1, . . . , tn)
=
∑
λ∈C
cλ/2 ·
∣∣∣zλi+l−ij + z−(λi+l−i)j ∣∣∣Cλ−l(q; t1, . . . , tn).
The result follows by comparing the coefficients of
∏l
i=1 z
λi+l−i
i on both sides,
noting that its coefficient in |zλi+l−ij + z
−(λi+l−i)
j | is precisely 2/cλ. 
The 1-point (respectively, 2-point) c∞-function of level −l now follows by com-
bining Proposition 3.3, Theorem 3.5, Remark 2.1 (respectively, Remark 2.2).
3.7. The q-dimension of a c∞-module of level −l. Let us denote by
cQλ−l(q)
the q-dimension of L(c∞; Λ(λ),−l), or in the case that λl = 0, the q-dimension of
L(c∞; Λ(λ),−l)⊕ L(c∞; Λ(λ⊗ det),−l).
Proposition 3.4. We have the following q-dimension formula of level −1 (for
k ∈ Z+):
cQ
(k)
−1(q) =
1
(q)2∞
∑
m≥0
(−1)mq
1
2
m(m+1)+|k|(m+ 1
2
).
Proof. We can identify L(c∞; Λ
c(k),−1) = L(a∞; Λ
a(k),−1) in F−1 for k > 0
by comparing Propositions 2.2 and 3.2, where we have temporarily used the
superscripts a, c to distinguish the weights for a∞ and c∞ respectively; also we
have L(c∞; Λ
c(0),−1) ⊕ L(c∞; Λ
c((0) ⊗ det),−1) = L(a∞; Λ
a(0),−1). Now the
result follows from Proposition 2.3. 
Theorem 3.6. Let λ = (λ1, . . . , λl) be a partition. We have the following q-
dimension formula:
cQλ−l(q) =
∑
σ∈W (Dl)
(−1)ℓ(σ) cQ
(k1)
−1 (q) · · ·
cQ
(kl)
−1 (q),
where ki = (λ+ ρ− σ(ρ), εi).
Proof. The proof is similar to that of Theorem 3.5, and we omit the details. 
3.8. The n-point c∞-functions of level −l −
1
2
. Denote by C 1
2
the following
parameter set for irreducible O(2l + 1)-modules ([BtD, W1]):
{(λ1, λ2, . . . , λl)⊗ det, (λ1, λ2, . . . , λl) | λ1 ≥ λ2 ≥ . . . ≥ λl ≥ 0, λi ∈ Z} .
Associated to λ ∈ C 1
2
we define the highest weight Λ(λ) of c∞ as
Λ(λ) = (−l − λ1 −
1
2
)Λc0 +
j∑
k=1
(λk − λk+1)Λ
c
k,
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if λ = (λ1, . . . , λj, 0, . . . , 0) and
Λ(λ) = (−l − λ1 −
1
2
)Λc0 +
j−1∑
k=1
(λk − λk+1)Λ
c
k + (λj − 1)Λ
c
j + Λ
c
2l−j+1,
if λ = (λ1, . . . , λj, 0, . . . , 0)⊗ det.
According to [W1, Section 6.2], there exist commuting actions of c∞ and of
O(2l + 1) on F−l−
1
2 .
Proposition 3.5. [W1, Theorem 6.2] We have the following (O(2l + 1), c∞)-
module decomposition:
F−l−
1
2 ∼=
⊕
λ∈C1
2
Vλ(O(2l + 1))⊗ L(c∞; Λ(λ),−l−
1
2
),
where Vλ(O(2l + 1)) is the irreducible O(2l + 1)-module parameterized by λ.
The operator C(t) acting on F−l−
1
2 can be expressed now as
C(t) =
∑
r∈Z+ 1
2
l∑
p=1
tr(−γ+,p−r γ
−,p
r + γ
−,p
−r γ
+,p
r ) +
∑
r∈Z+ 1
2
(−1)r+
1
2 trχ−rχr.
Definition 3.2. The Bloch-Okounkov n-point c∞-function of level −l−
1
2
(asso-
ciated to a partition λ of length ≤ l) is defined as
Cλ
−l− 1
2
(q; t1, . . . , tn) = tr L(c∞;Λ(λ),−l− 12 )⊕L(c∞;Λ(λ⊗det),−l−
1
2
)q
L0C(t1) · · ·C(tn).
Theorem 3.7. The function Cλ
−l− 1
2
(q; t1, . . . , tn) is given by
C
(0)
− 1
2
(q; t1, . . . , tn) ·
∑
σ∈W (Bl)
(−1)ℓ(σ)C
(k1)
−1 (q; t1, . . . , tn) · · ·C
(kl)
−1 (q; t1, . . . , tn),
where ki = (λ+ ρB − σ(ρB), ǫi) ≥ 0.
Proof. The proof is similar to that of Theorem 3.5, where instead we use the Weyl
group of type Bl and replace the character ch
o
λ therein with
ch
b
λ(z1, . . . , zl) =
∣∣∣zλi+l−i+ 12j − z−(λi+l−i+ 12 )j ∣∣∣∣∣∣zl−i+ 12j − z−(l−i+ 12 )j ∣∣∣ .
Note that the factor cλ therein does not appear in this computation, and also
note that zeiii does not act on F
− 1
2 which produces the appearance of the factor
C
(0)
− 1
2
(q; t1, . . . , tn) in the formula. Finally Vλ(O(2ℓ+1)) and Vλ⊗det(O(2ℓ+1)) are
isomorphic as modules over the Lie algebra of O(2ℓ+1), and hence they have the
same character. 
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The 1-point c∞-function of level −l now follows by combining Theorem 3.1,
Proposition 3.3, Theorem 3.7, Remark 2.1.
3.9. The q-dimension of a c∞-module of level −l −
1
2
. Again, let us denote
by cQλ
−l− 1
2
(q) the q-dimension of L(c∞; Λ(λ),−l−
1
2
)⊕L(c∞; Λ(λ⊗ det),−l−
1
2
).
Theorem 3.8. The q-dimension cQλ
−l− 1
2
is
cQλ−l(q) =
1
(q
1
2 )∞
∑
σ∈W (Bl)
(−1)ℓ(σ) cQk1−1(q) · · ·
cQ
kl
−1(q),
where ki = (λ+ ρB − σ(ρB), εi).
Proof. This can be proved similarly to Theorem 3.7 and we will skip the details.

4. The d∞-correlation functions and q-dimension formulas
As the methods involved in the d∞ case are similar to the cases of a∞ and c∞
treated in the previous sections, we shall be more sketchy in this section.
4.1. Lie algebra d∞. Let
d∞ = {(aij)i,j∈Z ∈ gl | aij = −a1−j,1−i}
be a Lie subalgebra of gl of type D [DJKM2]. Denote by d∞ = d∞
⊕
CC the
central extension given by the restriction of 2-cocycle (2.4) to d∞. Then d∞
has a natural triangular decomposition induced from a∞ with Cartan subalgebra
(d∞)0 = (a∞)0 ∩ d∞. Given Λ ∈ (d∞)
∗
0, we let
Hdi = Eii + E−i,−i −Ei+1,i+1 −E−i+1,−i+1 (i ∈ N),
Hd0 = E0,0 + E−1,−1 − E2,2 − E1,1 + 2C.
Denote by Λdi the i-th fundamental weight of d∞, i.e. Λ
d
i (H
d
j ) = δij . The Dynkin
diagram of d∞ is:
 
  
◦
❅
❅❅
◦
◦ ◦ ◦· · ·
0
1
2 3 4
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4.2. The n-point d∞-functions of level −l. Following [W2, TW], we introduce
the following operator
D(t) =
∑
k∈N
(tk−
1
2 − t
1
2
−k)(Ek,k −E1−k,1−k) +
2
t
1
2 − t−
1
2
C.
Regarding d∞ as a subalgebra of a∞, we have D(t) = A(t) − A(t
−1). According
to [W1, Section 5.1] we have an action of d∞ on F
−l, from which we obtain
D(t) =
l∑
p=1
∑
r∈ 1
2
+Z
tr(−γ+,p−r γ
−,p
r + γ
−,p
−r γ
+,p
r ).
There is also an action of the Lie group Sp(2l) on F−l that commutes with the
action of d∞.
Associated to a partition λ = (λ1, . . . , λl) of length ≤ l, we define a highest
weight Λ(λ) for d∞ to be
Λ(λ) = (−2l − λ1 − λ2)Λ
d
0 +
l∑
k=1
(λk − λk+1)Λ
d
k,
with the convention that λl+1 = 0.
Proposition 4.1. [W1, Theorem 5.2] We have the following (d∞, Sp(2l))-module
decomposition:
F−l ∼=
⊕
λ
Vλ(Sp(2l))⊗ L(d∞; Λ(λ),−l),
where Vλ(Sp(2l)) denotes the irreducible Sp(2l)-module of highest weight λ.
The n-point d∞ function of level −l (associated to a partition λ of length ≤ l)
is defined to be
Dλ−l(q; t1, . . . , tn) := tr L(d∞;Λ(λ),−l)q
L0D(t1) · · ·D(tn),
where L0 is as usual a degree operator.
Proposition 4.2. The function D
(m)
−1 (q; t1, . . . , tn) is given by
[zm]
∑
~ǫa∈{±1}n
[~ǫa] tr F−1z
e11qL0A(tǫ11 ) · · ·A(t
ǫn
n )
− [zm+2]
∑
~ǫa∈{±1}n
[~ǫa] tr F−1z
e11qL0A(tǫ11 ) · · ·A(t
ǫn
n ),
where as before we denote ~ǫ = (ǫ1, . . . , ǫn) and [~ǫ] = ǫ1ǫ2 · · · ǫn.
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Proof. Recalling that D(t) = A(t)− A(t−1) when acting on F−1, we have
tr F−1z
e11qL0D(t1) · · ·D(tn)
=
n∏
j=1
tr F−1z
e11qL0
(
A(tj)− A(t
−1
j )
)
=
∑
~ǫ∈{±1}n
[~ǫ] tr F−1z
e11qL0A(tǫ11 )A(t
ǫ2
2 ) · · ·A(t
ǫn
n )
=
∑
m∈Z
zm
∑
~ǫ∈{±1}n
[~ǫ] tr F−1
(m)
qL0A(tǫ11 )A(t
ǫ2
2 ) · · ·A(t
ǫn
n ).
Applying the trace of ze11qL0D(t1) · · ·D(tn) to both sides of Proposition 4.1 when
l = 1 yields
tr F−1z
e11qL0D(t1) · · ·D(tn) =
∑
m∈Z+
ch
sp
(m)(z) · tr L(d∞;Λ(m),−1)q
L0D(t1) · · ·D(tn).
Combining the above equations, substituting the character formula chsp(m)(z) =
(zm+1 − z−(m+1))/(z − z−1), and clearing denominators give us
(z − z−1)
∑
m∈Z
zm
∑
~ǫ∈{±1}n
[~ǫa] tr F−1q
L0A(tǫ11 )A(t
ǫ2
2 ) · · ·A(t
ǫn
n )
=
∑
k∈Z≥0
(zk+1 − z−(k+1)) · tr L(d∞;Λ(k),−1)q
L0D(t1) · · ·D(tn).
Now the proposition follows. 
Theorem 4.1. The function Dλ−l(q; t1, . . . , tn) is given by∑
σ∈W (Cl)
(−1)ℓ(σ)D
(k1)
−1 (q; t1, . . . , tn) · · ·D
(kl)
−1 (q; t1, . . . , tn),
where ki = (λ+ ρC − σ(ρC), εi).
Proof. Recall the Sp(2l)-character formula (cf. [FH, 24.18])
ch
sp
λ (z1, . . . , zl) =
∣∣∣zλi+l−i+1j − z−(λi+l−i+1)j ∣∣∣∣∣∣zl−i+1j − z−(l−i+1)j ∣∣∣ .
The proof proceeds in the same way as that of Theorem 2.5, using now Propo-
sition 4.1, replacing chglλ with ch
sp
λ , clearing denominators and comparing coeffi-
cients. Note that Sl therein is replaced with the Weyl group W (Cl). 
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4.3. The q-dimension of a d∞-module of level −l. Denote by
dQλ−l(q) the
q-dimension of L(d∞; Λ(λ);−l).
Proposition 4.3. Let k ∈ Z+. The q-dimension of the irreducible d∞-module of
highest weight Λ(k) and level −1 is
dQ
(k)
−1(q) =
1
(q)2∞
∑
m≥0
(−1)mq
1
2
m(m+1)
(
qk(m+
1
2
) − q(k+2)(m+
1
2
)
)
.
Proof. This proof is similar to that of Proposition 2.3. By Proposition 4.1 and
the Sp(2)-character formula (and clearing the Weyl denominator (z − z−1)), we
arrive at the following identity∑
r∈Z+
(zr+1 − z−(r+1)) dQ
(r)
−1(q) = (z − z
−1)
1
(q)2∞
∑
r∈Z
∞∑
m=0
zr(−1)mq
1
2
m(m+1)q|r|(m+
1
2
).
The result now follows by comparing the coefficient of zk+1 on both sides. 
Theorem 4.2. The q-dimension of the irreducible d∞-module of highest weight
Λ(λ) and level −l is
dQλ−l(q) =
∑
σ∈W (Cl)
(−1)ℓ(σ) dQ(k1)−1 (q) · · ·
dQ
(kl)
−1 (q),
where ki = (λ+ ρC − σ(ρC), εi).
Proof. This follows from an appropriate change of the Weyl groups from Sl to
W (Cl) in the proof of Theorem 2.7. 
4.4. The n-point d∞-functions of level −l+
1
2
. Introduce a neutral fermionic
field φ(z) =
∑
n∈Z+ 1
2
φnz
−n− 1
2 which satisfies the following commutation relations:
[φm, φn]+ = δm,−n, m, n ∈ Z+
1
2
.
Denote by F
1
2 the Fock space of φ(z). According to [W1, Section 6.1], the Fock
space F−l+
1
2 = F−l ⊗ F
1
2 admits the commuting actions of osp(1, 2l) and d∞.
Associated to a partition λ = (λ1, . . . , λl) of length ≤ l, we define a highest
weight Λ(λ) for d∞:
Λ(λ) = (−2l + 1− λ1 − λ2)Λ
d
0 +
l∑
k=1
(λk − λk+1)Λ
d
k,
where λ is a partition and we again take the convention that λl+1 = 0.
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Proposition 4.4. [W1, Theorem 6.1] We have the following (osp(1, 2l), d∞)-
module decomposition
F−l+
1
2 ∼=
⊕
λ
Vλ(osp(1, 2l))⊗ L(d∞; Λ(λ),−l +
1
2
),
where the summation is over all partitions λ with ℓ(λ) ≤ l.
We can express the operator D(t) acting on F−l+
1
2 as
D(t) =
∑
r∈ 1
2
+Z
l∑
p=1
tr(−γ+,p−r γ
−,p
r + γ
−,p
−r γ
+,p
r ) +
∑
r∈ 1
2
+Z
trφ−rφr.
Recall that the n-point d∞-function of level
1
2
, D
(0)
1
2
(q; t1, . . . , tn), has been
computed in [TW, W2].
Theorem 4.3. The n-point d∞-function of level −l +
1
2
, Dλ
−l+ 1
2
(q; t1, . . . , tn), is
given by
D
(0)
1
2
(q; t1, . . . , tn)
∑
σ∈W (Bl)
(−1)ℓ(σ)D
(k1)
−1 (q; t1, . . . , tn) · · ·D
(kl)
−1 (q; t1, . . . , tn),
where ki = (λ+ ρB − σ(ρB), ǫi).
Proof. The proof is similar to that of Theorem 2.5, where we replace chglλ with
ch
osp
λ (using Lemma 3.2). Note that z
eii
i does not act on F
1
2 which produces the
appearance of the factor D
(0)
1
2
(q; t1, . . . , tn) in the result. 
4.5. The q-dimension of a d∞-module of level −l +
1
2
.
Theorem 4.4. The q-dimension of the irreducible d∞-module of highest weight
Λ(λ) and level −l + 1
2
is
dQλ
−l+ 1
2
(q) = (−q
1
2 )∞
∑
σ∈W (Bl)
(−1)ℓ(σ) dQ
(k1)
−1 (q) · · ·
dQ
(kl)
−1 (q),
where ki = (λ+ ρB − σ(ρB), εi).
Proof. The proof proceeds as that of Theorem 2.7 with a few changes. First, we
substitute the Weyl group of type B for Sl. Now note that z
eii
i does not act on
F
1
2 , which produces a factor of tr
F
1
2
qL0 out front, which is equal to (−q
1
2 )∞. 
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