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DISTANCES BETWEEN ZEROES AND CRITICAL POINTS FOR
RANDOM POLYNOMIALS WITH I.I.D. ZEROES
ZAKHAR KABLUCHKO AND HAUKE SEIDEL
Abstract. Consider a random polynomial Qn of degree n+1 whose zeroes are i.i.d. random
variables ξ0, ξ1, . . . , ξn in the complex plane. We study the pairing between the zeroes of Qn
and its critical points, i.e. the zeroes of its derivative Q′n. In the asymptotic regime when
n → ∞, with high probability there is a critical point of Qn which is very close to ξ0. We
localize the position of this critical point by proving that the difference between ξ0 and the
critical point has approximately complex Gaussian distribution with mean 1/(nf(ξ0)) and
variance of order log n · n−3. Here, f(z) = E[ 1z−ξk ] is the Cauchy–Stieltjes transform of the
ξk’s. We also state some conjectures on critical points of polynomials with dependent zeroes,
for example the Weyl polynomials and characteristic polynomials of random matrices.
1. Introduction
Critical points of a polynomial Q are defined as complex zeroes of its derivative Q′. The
Gauss–Lucas theorem states that the critical points of any polynomial are contained in the
convex hull of its zeroes. Numerous results on the location of the zeroes and the critical
points of deterministic polynomials can be found in the book [14].
In this paper, we shall be interested in random polynomials. Let ξ0, ξ1, . . . be a sequence of
independent and identically distributed random variables taking complex values. Consider
the random polynomial
Qn(z) :=
n∏
k=0
(z − ξk).
The study of critical points of such polynomials was initiated by Pemantle and Rivin [13].
Confirming their conjecture, one of the authors proved in [8] that that the empirical proba-
bility measure
µn =
1
n
∑
z∈C : Q′n(z)=0
δz (1)
counting (with multiplicities) the critical points of Qn converges in probability (and weakly)
to the probability distribution of ξ0. That is, for large n, the critical points have approx-
imately the same distribution as the zeroes. The reader should keep in mind that this
does not necessarily hold in the deterministic setting. For example, the zeros of the poly-
nomial Q(z) = zn − 1 are the n-th roots of unity, which are all on the unit circle, while
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Figure 1. Zeroes and critical points of a random polynomial of degree n =
1000 whose i.i.d. zeroes have uniform distribution on the unit disk. Red disks:
zeroes. Blue diamonds: critical points.
the critical points of Q are all equal 0. Further results in this direction were obtained
in [18, 19, 11, 12, 6, 1, 16, 15].
It was observed by Hanin [4, 3, 5] that the zeroes and critical points of various random
large-degree polynomials tend to appear in pairs; see Figure 1. More precisely, the distance
between the zero and the closest critical point is usually much smaller than the typical
distance between close zeroes. Among other results, Hanin [5] localised the position of the
critical point associated to some fixed zero up to an error term of order o(1/n). The purpose
of the present article is to prove a central limit theorem describing the random fluctuations
of the critical point near its expected position. We deal with polynomials having i.i.d. zeroes,
as defined above, but numerical simulations suggest that some of the results should hold for
other ensembles of random polynomials. This will be discussed in Section 4.
1.1. Notation. Let B¯r(u) = {z ∈ C : |z − u| ≤ r} be the closed disk of radius r centered
at u ∈ C. Let NC(0, σ2) denote a complex normal distribution with mean 0 and variance
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σ2 ≥ 0. If X follows this distribution, which we denote by X ∼ NC(0, σ2), then ReX and
ImX are independent real Gaussian variables with mean zero and variance σ2/2. For σ2 > 0,
the Lebesgue density of X is given by (piσ2)−1e−|z|
2/σ2 , z ∈ C, whereas for σ2 = 0 we have
X = 0 a.s.
2. Main results
Recall that ξ0, ξ1, . . . is a sequence of i.i.d. random variables taking complex values and
that we are interested in the sequence of random polynomials
Qn(z) :=
n∏
k=0
(z − ξk).
The next result describes the location of the critical points of Qn near its zero ξ0. We need
the Cauchy–Stieltjes transform of the ξk’s, which is defined by
f(z) = E
[
1
z − ξ1
]
(2)
for those values z ∈ C for which E| 1
z−ξ1 | <∞.
Theorem 2.1. Assume that the ξk’s have a Lebesgue density p : C→ [0,∞) which is contin-
uous on some open set D ⊂ C and vanishes on C\D . Further, let f be non-zero Lebesgue-a.e.
on D . Finally, let r1, r2, . . . > 0 be a positive sequence satisfying
lim
n→∞
nrn = +∞ and lim
n→∞
√
nrn = 0. (3)
(a) The probability of the event that Qn has exactly one critical point in the disk B¯rn(ξ0)
converges to 1 as n→∞, namely
lim
n→∞
P
[
there is unique ζ ∈ B¯rn(ξ0) such that Q′n(ζ) = 0
]
= 1.
(b) Denoting the unique critical point of Qn in B¯rn(ξ0) by ζn, if it exists uniquely, and
defining ζn arbitrarily otherwise, we have
f 2(ξ0)√
pip(ξ0)
√
n
log n
(
n (ζn − ξ0) + 1
f (ξ0)
)
d−→
n→∞
NC(0, 1). (4)
As we shall show in Lemma 5.7, below, the Cauchy–Stieltjes transform f exists finitely
everywhere on D . The above theorem will be deduced from the following somewhat easier
statement in which ξ0 is replaced by a deterministic zero. Let ξ1, ξ2, . . . be i.i.d. random
variables with complex values. Fix some deterministic u0 ∈ C and consider the random
polynomials
Pn(z) := (z − u0)
n∏
k=1
(z − ξk).
We are interested in the location of the critical point near u0.
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Theorem 2.2. Assume that on a sufficiently small disk around u0, the random variables ξk
have a Lebesgue density p that is continuous at u0. Also, let the Cauchy–Stieltjes transform
f given by (2) satisfy f(u0) 6= 0. Finally, let r1, r2, . . . > 0 be a sequence of positive numbers
satisfying
lim
n→∞
nrn = +∞ and lim
n→∞
√
nrn = 0. (5)
(a) The probability of the event that the random polynomial Pn has exactly one critical
point in the disk B¯rn(u0) converges to 1 as n→∞, that is
lim
n→∞
P[there is unique ζ ∈ B¯rn(u0) such that P ′n(ζ) = 0] = 1. (6)
(b) Denoting this critical point by ζn, if it exists uniquely, and defining ζn arbitrarily
otherwise, we have
f 2(u0)
√
n
log n
(
n (ζn − u0) + 1
f (u0)
)
d−→
n→∞
NC (0, pip(u0)) . (7)
Note that outside a small neighborhood of u0 the distribution of ξ1 may be completely
arbitrary, for example it may have atomic or singular components. The existence of the
Cauchy–Stieltjes transform at u0 will be established in Lemma 5.7, below.
It follows from Theorem 2.2 (a) that for every α ∈ (1/2, 1), the probability that the disk
B¯n−α(u0) contains exactly one critical point ζn converges to 1. On the other hand, one can
prove that the distance between u0 and the closest zero of Pn satisfies
lim
n→∞
P
[√
n min
k=1,...,n
|ξk − u0| ≤ r
]
= 1− e−p(u0)pir2 , r > 0. (8)
Indeed, since the density of the ξk’s is continuous at u0, we have P[|ξk − u0| ≤ s] ∼ p(u0)pis2
as s ↓ 0, from which (8) easily follows. That is, in the case when p(u0) > 0, the typical
distance from u0 to the closest zero is of order 1/
√
n. As we shall see in the next paragraph,
the distance to the associated critical point ζn is of order 1/n, which is much smaller.
Part (b) of the theorem describes the “fluctuations” of the critical point ζn. Roughly
speaking, part (b) states that ζn satisfies
ζn = u0 − 1
nf(u0)
+
√
pip(u0) log n
n3/2|f 2(u0)| (N + o(1)), (9)
where N ∼ NC(0, 1) is complex standard normal. The next corollary of Theorem 2.2 provides
a “confidence disk” for the critical point associated with u0.
Corollary 2.3. For every fixed R > 0, the probability that the critical point ζn is not con-
tained in the disk of radius √
pip(u0) log n
n3/2|f 2(u0)| R
centered at the point u0 − 1nf(u0) converges to e−R
2
, as n→∞.
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Proof. The probability mentioned in the statement of the corollary equals
P
[√
n
log n
|f 2(u0)|√
pip(u0)
∣∣∣∣n (ζn − u0) + 1f (u0)
∣∣∣∣ > R
]
.
By Theorem 2.2 (b) and the continuous mapping theorem, this expression converges to
P[|N | > R] = e−R2 , where N ∼ NC(0, 1) is complex standard normal random variable. 
3. Examples
In this section we shall give several special cases of the above results. In these examples, the
density p(z) is rotationally invariant, and the Cauchy–Stieltjes transform defined in (2) can
be computed explicitly. The next proposition, which is standard, follows essentially from
the fact that the two-dimensional electrostatic field generated by the uniform probability
distribution on a circle centered at 0 vanishes inside the circle and coincides with the field
generated by a unit charge at 0 outside the circle.
Proposition 3.1. Let ξ1 be a complex random variable whose Lebesgue density p(z) = q(|z|)
depends on its argument z only by its absolute value. Then the Cauchy–Stieltjes transform
of ξ1 is
f(z) =
1
z
P [|ξ1| ≤ |z|] = 2pi
z
∫ |z|
0
rq(r)dr, if z 6= 0, (10)
and f(0) = 0.
Proof. Let first z 6= 0. Using the identity∫ 2pi
0
dφ
z − reiφ =
{
0, if |z| < r,
2pi
z
, if |z| > r, (11)
after passing to polar coordinates, we obtain
f(z) =
∫
C
p(u)
z − udu =
∫ ∞
0
rq(r)
∫ 2pi
0
1
z − reiφdφdr =
2pi
z
∫ ∞
0
rq(r)1{|z|>r}dr
=
2pi
z
∫ |z|
0
rq(r)dr =
1
z
∫
B¯|z|(0)
p(u)du =
1
z
P [|ξ1| ≤ |z|] .
For z = 0 we have, using polar coordinates,
f(0) = −
∫
C
p(u)
u
du = −
∫ ∞
0
rq(r)
∫ 2pi
0
1
reiφ
dφdr = 0.

Example 3.2. If ξ0, ξ1, . . . are i.i.d. with the uniform distribution on the unit disk, the
density is given by p(z) := 1
pi
1{|z|<1} and the Cauchy–Stieltjes transform is
f(z) =
1
z
P [|ξ1| ≤ |z|] = 1
z
(min {|z|, 1})2 =
{
z, if |z| ≤ 1,
1/z, if |z| ≥ 1.
6 ZAKHAR KABLUCHKO AND HAUKE SEIDEL
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Figure 2. Zeroes and critical points of a Weyl polynomial (left) and the
characteristic polynomial of a Ginibre random matrix (right). The degree is
n = 500 in both cases. Red disks: zeroes. Blue diamonds: critical points.
Since |ξ0| < 1 a.s., Theorem 2.1 takes the form
ξ¯20
√
n
log n
(
n(ζn − ξ0) + 1
ξ¯0
)
d−→
n→∞
NC(0, 1).
In fact, ξ¯20 can be replaced with |ξ0|2 since the result holds conditionally on ξ0 (Theorem 2.2)
and NC(0, 1) is a rotationally invariant distribution. Note that 1/ξ¯0 becomes large if ξ0 is
close to 0, which explains why the distance between the zero and the corresponding critical
point tends to become larger for zeroes close to the origin; see Figure 1.
Example 3.3. If ξ1, ξ2, . . . are standard complex normal, the density is p(z) =
1
pi
e−|z|
2
and
the Cauchy–Stieltjes transform is
f(z) =
2
z
∫ |z|
0
re−r
2
dr =
1
z
(
1− e−|z|2
)
,
if z 6= 0, and f(0) = 0.
4. Conjectures
The above results suggest several conjectures on critical points of random polynomials with
not necessarily i.i.d. zeroes. Roughly speaking, we shall try to transform the information on
the quality of the pairing near some individual zero (see Theorem 2.1) into conjectures on
the behavior of the distances between all zeroes and the corresponding critical points. For
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concreteness, we shall consider the following three families of random polynomials whose
zeroes are asymptotically uniformly distributed on the unit disk.
(a) Polynomials with i.i.d. zeroes
pi.i.d.n (z) =
n∏
k=1
(z − ξk),
where ξ1, ξ2, . . . are i.i.d. random variables having uniform distribution on the unit
disk; see Figure 1.
(b) Weyl polynomials
pWeyln (z) =
n∑
k=0
Xk
(z
√
n)k√
k!
,
where X0, X1, . . . are i.i.d. random variables; see Figure 2, left panel.
(c) Characteristic polynomials of the form
pcharn (z) = det(An − z
√
n),
where An = (aij)
n
i,j=1 is a random n × n-matrix with i.i.d. entries aij; see Figure 2,
right panel.
Let pn(z) be a random polynomial chosen according to one of the above models. Denote
by Z1,n, . . . , Zn,n its complex zeroes, and let W1,n, . . . ,Wn−1,n be its critical points, i.e. the
zeroes of p′n. The empirical distribution of zeroes and the empirical distribution of critical
points are random probability measures on C defined by
µzeroesn :=
1
n
n∑
k=1
δZk,n , µ
crit
n :=
1
n− 1
n−1∑
k=1
δWk,n ,
It is known that for all three models, the empirical distribution of zeroes converges to
the uniform distribution on the unit disk provided suitable moment conditions are satisfied.
More precisely, let M1(C) be the space of probability measures on C endowed with the
weak topology. We say that a sequence (µn)n∈N of random elements with values in M1(C)
converges in probability to some deterministic probability measure µ ∈ M1(C), if for every
ε > 0,
lim
n→∞
P[ρ(µn, µ) > ε] = 0,
where ρ is any metric generating the weak topology onM1(C). This mode of convergence is
denoted by µn
P−→ µ. For all three models (under appropriate moment conditions) we have
µzeroesn
P−→ Unif(B¯1(0)), as n→∞,
where Unif(B¯1(0)) is the uniform probability distribution on the unit disk. For polynomials
with i.i.d. zeroes, this is just the law of large numbers for empirical processes. For charac-
teristic polynomials, this is the circular law; see [20] for the the proof under the assumption
Eaij = 0, E|aij|2 = 1. Finally, for Weyl polynomials, this was proved in [9] under the as-
sumption E log+ |X0| <∞. Similarly, for the empirical measure of critical points it is known
8 ZAKHAR KABLUCHKO AND HAUKE SEIDEL
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Figure 3. The sample {1/(n(Zk,n − ζk,n)) : k = 1, . . . , n} of the normalized
inverse differences between the zeroes and the associated critical points. Left
panel: Weyl polynomial. Middle panel: Characteristic polynomial of a Gini-
bre random matrix. Right panel: Polynomial with i.i.d. zeroes distributed
uniformly on the unit disk. The degree is n = 500 in all three cases.
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Figure 4. Left: Atoms in a realization of ν
(1)
n for Qi.i.d.n . Right: Empiri-
cal distribution function (black) of the sample {√2 Re dn,k : 1 ≤ k ≤ n} for
the random polynomial pi.i.d.n , together with the standard normal distribution
function (blue). The degree is n = 500 in both cases.
that
µcritn
P−→ Unif(B¯1(0)), as n→∞,
in the case of Weyl polynomials [9, Remark 2.11] and polynomials with i.i.d. zeroes [8].
For characteristic polynomials, this was conjectured in [11], where analogous relations were
established for some other ensembles of random matrices.
To state conjectures on the quality of the pairing between the zeroes and the critical
points, we need to introduce more notation. For every zero Zk,n, where k ∈ {1, . . . , n}, let
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ζk,n be the critical point of pn most close to Zk,n, that is p
′
n(ζk,n) = 0 and
|ζk,n − Zk,n| = min{|z − Zk,n| : z ∈ C, p′n(z) = 0}.
For polynomials with i.i.d. zeroes, Theorem 2.2 (see also (9) and Example 3.2) suggests the
approximations
ζk,n ≈ Zk,n − 1
nZ¯k,n
, ζk,n ≈ Zk,n − 1
nZ¯k,n
+
√
log n
n3/2|Zk,n|2Nk, (12)
where Nk ∼ NC(0, 1). In order to quantify the quality of these approximations, introduce
the random measures
νn :=
n∑
k=1
δ1/(n(Zk,n−ζk,n)) and χn :=
n∑
k=1
δdk,n ,
where
dk,n := |Zk,n|2
√
n
log n
(
n(Zk,n − ζk,n)− 1
Z¯k,n
)
. (13)
We view νn and χn as random elements with values in the space M1(C); see Figure 3 for
realisations of νn in all three models and Figure 4 (left panel) for a realisation of χn in
the i.i.d. zeroes model. If the first approximation in (12) is valid, then we should have
1/(n(Zk,n − ζk,n)) ≈ Z¯k,n. This suggests that νn should be close to the distribution of the
Z¯k,n’s, which is uniform on the unit disk. Numerical simulations, see Figure 3, support the
following
Conjecture 4.1. For all three models, under appropriate moment conditions, we have
νn
P−→ Unif(B¯1(0)), as n→∞.
Similarly, if the second, more refined approximation in (12) is valid, then we should have
dk,n ≈ −Nk. The following conjecture is supported by numerical simulations:
Conjecture 4.2. For random polynomials with i.i.d. zeroes we have
χn
P−→ NC(0, 1), as n→∞,
where NC(0, 1) denotes the standard normal distribution on C.
Numerical simulations suggest that the analogue of Conjecture 4.2 holds for characteristic
polynomials if
√
n/ log n is replaced by another (unknown) normalizing sequence in the
definition of dk,n; see (13). For Weyl polynomials, the limit seems to be some heavy-tailed,
non-normal distribution.
5. Proofs
If no cancellation occurs, the critical points of Pn coincide with the zeroes of its logarithmic
derivative
P ′n(z)
Pn(z)
=
1
z − u0 +
n∑
k=1
1
z − ξk .
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To prove Theorem 2.2, we shall establish a functional limit theorem for the logarithmic
derivative in a suitable small scaling window near the conjectured location of the critical
point. Then, we shall show that the zero of the limit process (which is easy to compute)
approximates the rescaled critical point of Pn. Since the logarithmic derivative is a sum
of independent random variables, it is natural to conjecture that its functional limit is a
Gaussian process. This is indeed true. However, it turns out that the second moment of the
summands is (just) infinite: they are in the non-normal domain of attraction of the normal
law. This explains the logarithmic factor appearing in Theorems 2.1 and 2.2.
5.1. Functional central limit theorem. The classical central limit theorem states that if
X1, X2, . . . are non-degenerate i.i.d. real-valued random variables with finite second moment,
then
X1 + . . .+Xn − an
bn
d−→
n→∞
N (0, 1), (14)
where we may take an = nEX1 and bn =
√
nVarX1. However, there exist examples of
random variables with infinite second moment for which (14) continues to hold with the
same limiting normal distribution but with some other choice of the normalizing sequences
an and bn. The set of all such variables, referred to as the non-normal domain of attraction
of the normal distribution, can be characterized by the condition P[|X1| > t] = `(t)t−2 for
some function `(t) that varies slowly at +∞; see [7, Theorem 2.6.2].
We shall be interested in the complex version of this situation. The following example
is one of the simplest ones. If ξ1, ξ2, . . . are independent random variables having uniform
distribution on the unit disk B¯1(0) in the complex plane, then we claim that
1√
n log n
n∑
k=1
1
ξk
d−→
n→∞
NC(0, 1). (15)
Observe that the second moment of 1
ξ1
is infinite, and notice the additional factor
√
log n
in the normalization. This term has the same origin as the factor which showed up in
Theorems 2.1 and 2.2. In fact, we shall need a more general theorem.
Theorem 5.1. Let ξ1, ξ2, . . . be a sequence of i.i.d. random variables with complex values.
Assume that in some neighborhood of 0, these variables have Lebesgue density p that is
continuous at 0. Let (zn)n∈N be a complex sequence satisfying |zn| = O(n−1/2−κ), as n→∞,
for some κ > 0. Then,
1√
n log n
n∑
k=1
(
1
zn − ξk − f(0)
)
d−→
n→∞
NC (0, pip(0)) . (16)
For example, if the ξk’s have the uniform distribution on the unit disk, we arrive at (15) by
taking zn = 0 and observing that f(0) = 0. The sequence zn in Theorem 5.1 was introduced
for technical reasons which will become clear later.
Next we state a functional version of Theorem 5.1. It will play a crucial role in our proof
of Theorem 2.2. For ρ > 0 we denote by Aρ the space of continuous functions on the closed
disk B¯ρ(0) = {|z| ≤ ρ} which are analytic on the open disk {|z| < ρ}. Endowed with the
supremum norm, Aρ becomes a Banach space.
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Theorem 5.2. Let ξ1, ξ2, . . . be a sequence of i.i.d. random variables with complex values.
Assume that in some neighborhood of 0, these variables have Lebesgue density p that is
continuous at 0, and let their Cauchy–Stieltjes transform f satisfy f(0) 6= 0. Fix any ρ > 0
and define the functions
zn(w) := − 1
nf(0)
+
w
√
log n
n
3
2 (f(0))2
, |w| ≤ ρ. (17)
Then we have the following weak convergence of stochastic processes on the space Aρ:(
1√
n log n
n∑
k=1
(
1
zn(w)− ξk − f(0)
))
|w|≤ρ
w−→
n→∞
(N)|w|≤ρ, (18)
where N ∼ NC(0, pip(0)).
Note that each particular realisation of the limit process in (18) is a constant function.
Remark 5.3. Observe also that the function on the left-hand side of (18) may have poles in
the disk B¯ρ(0), in which case it is not an element of the space Aρ. To turn the left-hand side
of (18) into a well-defined random element of Aρ, we agree to re-define the function to be
identically 0 each time it has a pole in B¯ρ(0). Thus, instead of a meromorphic function h we
in fact consider the analytic function h1{h∈Aρ}. We shall see below that the probability of
having poles in B¯ρ(0) goes to 0 as n→∞, so that these poles do not affect the distributional
convergence.
5.2. Proof of Theorem 5.1. The proof is based on the following result, see [10, Theo-
rem 3.2.2], which is somewhat more general than the Lyapunov (and even Lindeberg) central
limit theorem. We denote by | · | the Euclidean norm in Rm and by CovZ the covariance
matrix of an Rm-valued random vector Z.
Theorem 5.4 (General CLT for Random Vectors). For every n ∈ N, let {Zn,k : 1 ≤ k ≤ kn}
be independent Rm-valued random vectors. Assume that the following conditions hold:
(a) For every ε > 0, limn→∞
∑kn
k=1 P[|Zn,k| > ε] = 0.
(b) For some positive semidefinite matrix Σ,
Σ = lim
ε↓0
lim sup
n→∞
kn∑
k=1
Cov
[
Zn,k1{|Zn,k|<ε}
]
= lim
ε↓0
lim inf
n→∞
kn∑
k=1
Cov
[
Zn,k1{|Zn,k|<ε}
]
. (19)
Then, the random vector Sn :=
∑kn
k=1(Zn,k − E[Zn,k1{|Zn,k|<R}]) converges weakly to a mean
zero Gaussian distribution on Rm with covariance matrix Σ. Here, R > 0 is arbitrary.
In the proof of Theorem 5.1 we shall need the following
Lemma 5.5. Fix some R > 0 and let gδ : [0, R] → C be a uniformly bounded family of
complex-valued measurable functions parametrized by δ ∈ [0, 1] and having the following
property: For every ε > 0 there exist r0, δ0 ∈ (0, R) such that
|gδ(r)− g0(0)| < ε for every δ ∈ [0, δ0] and r ∈ [0, r0].
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That is, gδ(r) is continuous at (0, 0) as a function of r and δ. Then, as δ ↓ 0, we have
lim
δ↓0
1
log 1
δ
∫ R
δ
gδ(r)
r
dr = g0(0). (20)
Proof. Fix any ε > 0 and choose sufficiently small δ0, r0 ∈ (0, R) as in the lemma. For every
δ ∈ (0,min{δ0, r0, 1}) we have∣∣∣∣∫ r0
δ
gδ(r)
r
dr − (log r0 − log δ)g0(0)
∣∣∣∣ = ∣∣∣∣∫ r0
δ
gδ(r)− g0(0)
r
dr
∣∣∣∣ ≤ ∫ r0
δ
ε
r
dr = ε(log r0 − log δ).
Dividing by log 1
δ
> 0, we obtain∣∣∣∣ 1log 1
δ
∫ r0
δ
gδ(r)
r
dr − (log r0 − log δ)g0(0)
log 1
δ
∣∣∣∣ ≤ ε(log r0 − log δ)log 1
δ
. (21)
Observing that (log r0−log δ)
log 1
δ
converges to 1 as δ ↓ 0, we conclude that all accumulation points
of 1
log 1
δ
∫ r0
δ
gδ(r)
r
dr, as δ ↓ 0, are contained in the disk of radius ε centered at g0(0). Now,
lim sup
δ↓0
∣∣∣∣∫ R
r0
gδ(r)
r
dr
∣∣∣∣ <∞
by the assumption that the family gδ is uniformly bounded. It follows that all accumulation
points of the bounded function 1
log 1
δ
∫ R
δ
gδ(r)
r
dr, as δ ↓ 0, are contained in the same disk of
radius ε centered at g0(0). Since this holds for every ε > 0, we arrive at (20). 
Proof of Theorem 5.1. We shall show that the random variables
Zn,k :=
1
(zn − ξk)
√
n log n
, k = 1, . . . , n,
fulfil the assumptions of Theorem 5.4. Observe that Zn,1, . . . , Zn,n are independent and
have the same distribution as Zn := Zn,1. These complex variables are considered as two-
dimensional random vectors, so that m = 2 in the setting of Theorem 5.4.
Whenever helpful we shall analyze Vn := zn− ξ1 instead of ξ1. We shall denote the density
of Vn by qn(z) = p(zn−z). Since p is continuous at 0, there is a sufficiently small R > 0 such
that p exists and is bounded in the disk B¯2R(0) by some constant C. Since limn→∞ zn = 0,
the density qn is bounded on the smaller disk B¯R(0) by the same constant C provided n is
sufficiently large.
Condition (a) of Theorem 5.4. To verify this condition, we need to check that for every
η > 0,
lim
n→∞
n∑
k=1
P
[∣∣∣∣ 1(zn − ξk)√n log n
∣∣∣∣ > η] = limn→∞nP
[∣∣∣∣ 1Vn√n log n
∣∣∣∣ > η] = 0. (22)
For sufficiently large n, we have
nP
[∣∣∣∣ 1Vn√n log n
∣∣∣∣ > η] = nP [|Vn| < 1η√n log n
]
= n
∫
{
|z|< 1
η
√
n logn
} qn(z)dz ≤ nCpi
η2n log n
,
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which converges to 0, thus verifying (22).
Condition (b) of Theorem 5.4. To verify this condition, it suffices to show that for every
η > 0,
lim
n→∞
n∑
k=1
Cov
[
1
(zn − ξk)
√
n log n
1{∣∣∣∣ 1(zn−ξk)√n logn
∣∣∣∣<η}
]
=
(
pi
2
p(0) 0
0 pi
2
p(0)
)
. (23)
Recall that by identifying C with R2 we can consider complex-valued random variables as
two-dimensional random vectors. The above can be simplified to
lim
n→∞
nCov
[
Zn1{|Zn|<η}
]
=
(
pi
2
p(0) 0
0 pi
2
p(0)
)
. (24)
It suffices to prove that
lim
n→∞
nE
[(
ReZn1{|Zn|<η}
)2]
= lim
n→∞
nE
[(
ImZn1{|Zn|<η}
)2]
=
pi
2
p(0), (25)
lim
n→∞
nE
[
ReZn ImZn1{|Zn|<η}
]
= 0, (26)
lim
n→∞
n(E[ReZn1{|Zn|<η}])2 = lim
n→∞
n(E[ImZn1{|Zn|<η}])2 = 0. (27)
Proof of (25) and (26). Recall that Zn = 1/(Vn
√
n log n). In view of the identities EZZ¯ =
E (ReZ)2 +E (ImZ)2 and EZ2 = E (ReZ)2 −E (ImZ)2 + 2iEReZ ImZ, it suffices to show
that
lim
n→∞
nE
[
ZnZn1{|Vn|> 1η√n logn}
]
= pip(0) and lim
n→∞
nE
[
Z2n1
{
|Vn|> 1η√n logn
}] = 0. (28)
Let n be so large that 1
η
√
n logn
< R. We split the above expectations up into
E
[
ZnZn1{|Vn|> 1η√n logn}
]
= E
[
ZnZn1{ 1
η
√
n logn
<|Vn|<R
}]+ E [ZnZn1{|Vn|≥R}] , (29)
E
[
Z2n1
{
|Vn|> 1η√n logn
}] = E [Z2n1{ 1
η
√
n logn
<|Vn|<R
}]+ E [Z2n1{|Vn|≥R}] . (30)
For the second summands on the right-hand sides of (29) and (30) we have the estimates
E
[
ZnZn1{|Vn|≥R}
]
=
1
n log n
E
[
1
|Vn|21{|Vn|≥R}
]
≤ 1
R2n log n
= o
(
1
n
)
,
∣∣EZ2n1{Vn≥R}∣∣ ≤ E [ZnZn1{|Vn|≥R}] = o( 1n
)
,
which gives
lim
n→∞
nE
[
ZnZn1{Vn≥R}
]
= 0 and lim
n→∞
nE
[
Z2n1{Vn≥R}
]
= 0. (31)
We now analyze the first summands on the right-hand sides of (29) and (30). To this end,
we shall use Lemma 5.5. Recalling that the density of Vn near 0 is qn and passing to polar
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coordinates, we can write
nE
[
ZnZn1{ 1
η
√
n logn
<|Vn|<R
}] = 1
log n
∫
{
1
η
√
n logn
<|v|<R
} qn(v)|v|2 dv
=
1
log n
∫ R
1
η
√
n logn
1
r
∫ 2pi
0
qn(re
iφ)dφdr.
Here we can use Lemma 5.5 with δ(n) := 1
η
√
n logn
, gδ(n)(r) =
∫ 2pi
0
qn(re
iφ)dφ and g0(r) =∫ 2pi
0
p(reiφ)dφ. Note that g0(0) = 2pip(0). The assumptions of Lemma 5.5 are fulfilled since
by the continuity of p at 0 and the condition limn→∞ zn = 0, for every ε > 0 we have
|gδ(n)(r)− g0(0)| =
∣∣∣∣∫ 2pi
0
(qn(re
iφ)− p(0))dφ
∣∣∣∣ ≤ ∫ 2pi
0
|p(zn − reiφ)− p(0)|dφ ≤ ε
if n is sufficiently large and r is sufficiently small. Applying Lemma 5.5 we obtain
n
[
EZnZn1{ 1
η
√
n logn
<|Vn|<R
}] = log (η√n log n)
log n
1
log 1
δ(n)
∫ R
δ(n)
gδ(n)(r)
r
dr −→
n→∞
g0(0)
2
= pip(0).
Similarly, using Lemma 5.5 with δ(n) := 1
η
√
n logn
, gδ(n)(r) =
∫ 2pi
0
e−2iφqn(reiφ)dφ and g0(r) =∫ 2pi
0
e−2iφp(reiφ)dφ, we obtain
nE
[
Z2n1
{
1
η
√
n logn
<|Vn|<R
}] = 1
log n
∫
{
1
η
√
n logn
<|v|<R
} qn(v)
v2
dv
=
1
log n
∫ R
1
η
√
n logn
1
r
∫ 2pi
0
e−2iφqn(reiφ)dφdr =
log
(
η
√
n log n
)
log n
1
log 1
δ(n)
∫ R
δ(n)
gδ(n)(r)
r
dr −→
n→∞
0
because g0(0) =
∫ 2pi
0
e−2iφp(0)dφ = 0. This completes the proof of (28) and thus of (25)
and (26).
Proof of (27). Since both |E[ReZn1{|Zn|<η}]| and |E[ImZn1{|Zn|<η}]| can be upper bounded
by E|Zn|, it suffices to prove that
lim
n→∞
√
nE|Zn| = 0. (32)
Recalling that Zn = 1/(Vn
√
n log n) and that on the disk B¯R(0), the random variable Vn has
density qn bounded by C, we can write
E|Zn| = 1√
n log n
E
1
|Vn| =
1√
n log n
∫
B¯R(0)
qn(v)
|v| dv +
1√
n log n
E
[
1
|Vn|1{|Vn|>R}
]
≤ 1√
n log n
∫
B¯R(0)
C
|v|dv +
1√
n log n
1
R
= O
(
1√
n log n
)
,
which proves (32). The proof of (23) is thus complete.
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Now we can apply Theorem 5.4 that yields, for every ρ > 0,
1√
n log n
n∑
k=1
(
1
zn − ξk − E
[
1
zn − ξk1
{∣∣∣ 1zn−ξk ∣∣∣<ρ√n logn}
])
d−→
n→∞
NC (0, pip(0)) . (33)
In view of Slutsky’s lemma, to complete the proof of Theorem 5.1, we need to show that
lim
n→∞
√
n
log n
(
E
[
1
zn − ξk1
{∣∣∣ 1zn−ξk ∣∣∣<ρ√n logn}
]
− f(0)
)
= 0. (34)
Proof of (34). Since the density p of the ξk’s exists and is bounded in a neighborhood of 0,
and since limn→∞ zn = 0, for sufficiently large n we have the estimate∣∣∣∣E [ 1zn − ξk1{∣∣∣ 1zn−ξk ∣∣∣≥ρ√n logn}
]∣∣∣∣ ≤ ∫
B¯ 1
ρ
√
n logn
(zn)
p(u)
|zn − u|du ≤ C
∫
B¯ 1
ρ
√
n logn
(zn)
∣∣∣∣ 1u− zn
∣∣∣∣ du
= C
∫
B¯ 1
ρ
√
n logn
(0)
1
|v|dv =
2piC√
n log nρ
= O
(
1√
n log n
)
.
(35)
Thus,
E
[
1
zn − ξk1
{∣∣∣ 1zn−ξk ∣∣∣<ρ√n logn}
]
= E
[
1
zn − ξk
]
+O
(
1√
n log n
)
= f(zn) +O
(
1√
n log n
)
.
Using Lemma 5.7, below, together with the monotone increasing property of the function
x 7→ |x log x|, 0 < x < 1/e, and the condition zn = O(n−1/2−κ) with κ > 0, we obtain
E
[
1
zn − ξk1
{∣∣∣ 1zn−ξk ∣∣∣<ρ√n logn}
]
− f(0) = f(zn)− f(0) +O
(
1√
n log n
)
= O(|zn log |zn||) +O
(
1√
n log n
)
= O
(
1√
n log n
)
,
thus proving (34). This completes the proof of Theorem 5.1. 
Remark 5.6. For later use, observe that (34) continues to hold if ρ
√
n log n is replaced by any
larger sequence dn. Indeed, after this replacement (35) holds with the better error estimate
O(1/dn), while the rest of the proof remains the same.
The following lemma, which we already used above, will be essential at several places in
the proof.
Lemma 5.7. Let U be a random variable that has a Lebesgue density p on some disk B¯r(0)
and may have arbitrary distribution outside this disk. Assume also that p is bounded by a
constant c1 on B¯r(0). Then, the Cauchy–Stieltjes transform f(z) := E[ 1z−U ] exists finitely on
B¯r/2(0) and for a suitable constant C > 0 we have
|f(z)− f(0)| ≤ C|z log |z|| for all z ∈ C such that |z| < 1
2
min{1, r}. (36)
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Proof. To prove the finiteness of the Cauchy–Stieltjes transform on B¯r/2(0), take some z ∈
B¯r/2(0) and write
E
∣∣∣∣ 1z − U
∣∣∣∣ = E [∣∣∣∣ 1z − U
∣∣∣∣1{U∈B¯r/2(z)}]+ E [∣∣∣∣ 1z − U
∣∣∣∣1{U /∈B¯r/2(z)}] .
The second expectation can be trivially bounded by 2/r, so let us consider the first one.
The density of the random variable z−U , denoted by q(x), exists on the ball B¯r/2(0) and is
bounded by c1 there. Hence,
E
[∣∣∣∣ 1z − U
∣∣∣∣1{U∈B¯r/2(z)}] = ∫
B¯r/2(0)
q(w)
|w| dw ≤ c1
∫
B¯r/2(0)
dw
|w| = c1
∫ r/2
0
∫ 2pi
0
dsdθ = pirc1,
which is finite. Let us prove (36). By definition of f , we have
|f(z)− f(0)| =
∣∣∣∣E [ 1z − U + 1U
]∣∣∣∣ = ∣∣∣∣E [ z(z − U)U
]∣∣∣∣ ≤ |z|E [ 1|z − U ||U |
]
.
In the following, let z ∈ C be such that |z| < 1
2
min{1, r}. Our aim is to show that
E
[
1
|z − U ||U |
]
≤ C| log |z||. (37)
First of all, if |U | ≥ r, then by the triangle inequality, |z − U | ≥ r
2
and hence
E
[
1
|z − U ||U |1{|U |≥r}
]
≤ E
[
1
r2/2
]
=
2
r2
= const <
C
4
| log |z||
provided C is sufficiently large. If 2|z| ≤ |U | < r, then |U − z| ≥ |U | − |z| ≥ 1
2
|U | by the
triangle inequality and therefore
E
[
1
|z − U ||U |1{2|z|≤|U |<r}
]
≤ E
[
2
|U |21{2|z|≤|U |<r}
]
=
∫ r
2|z|
∫ 2pi
0
2
s2
p(seiθ)sdsdθ
≤ 4pi
∫ r
2|z|
c1
s
ds = 4pic1(log r − log(2|z|)) = const− 4pic1| log |z|| ≤ C
4
| log |z||.
It remains to estimate the expectation on the event F = {|U | ≤ 2|z|}. Consider the events
E1 = {|U | ≤ |U−z|} and E2 = {|U | ≥ |U−z|}. By the triangle inequality, |U−z|+|U | ≥ |z|,
hence on the event F ∩ E1 we have |U − z| ≥ 12 |z| and
E
[
1
|z − U ||U |1F∩E1
]
≤ E
[
2
|U ||z|1F
]
=
∫ 2|z|
0
∫ 2pi
0
2
r|z|p(re
iθ)rdrdθ
≤ 4pi|z|
∫ 2|z|
0
c1dr ≤ 8pic1 = const ≤ C
4
| log |z||.
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Similarly, on the event F ∩ E2 we have |U | ≥ 12 |z|. Thus,
E
[
1
|z − U ||U |1F∩E2
]
≤ E
[
2
|U − z||z|1F
]
=
∫
B¯2|z|(0)
2p(w)dw
|w − z||z| ≤
2c1
|z|
∫
B¯2|z|(0)
dw
|w − z|
≤ 2c1|z|
∫
B¯3|z|(z)
dw
|w − z| =
2c1
|z|
∫ 3|z|
0
∫ 2pi
0
1
r
rdrdθ = const ≤ C
4
| log |z||,
where we passed to polar coordinates with the origin shifted to the point z. Taking everything
together, we arrive at (37), thus completing the proof. 
5.3. Proof of Theorem 5.2. We divide the proof into two parts. First we show that the
finite-dimensional distributions converge and then we shall prove tightness.
Lemma 5.8. Under the assumptions of Theorem 5.2, for all d ∈ N and w1, . . . , wd ∈ C, the
following weak convergence of random vectors holds true:(
1√
n log n
n∑
k=1
(
1
zn(wj)− ξk − f(0)
))
j=1,...,d
d−→
n→∞
(N, . . . , N),
where N ∼ NC(0, pip(0)). The components of the limit vector almost surely are equal.
Proof. By Theorem 5.1, we have
1√
n log n
n∑
k=1
(
1
zn(w1)− ξk − f(0)
)
d−→
n→∞
N.
To prove the lemma it is sufficient to show that for all i ∈ {2, . . . , d},∣∣∣∣∣ 1√n log n
n∑
k=1
(
1
zn(w1)− ξk − f(0)
)
− 1√
n log n
n∑
k=1
(
1
zn(wi)− ξk − f(0)
)∣∣∣∣∣ P−→n→∞ 0. (38)
Using the definition of zn(w) we obtain∣∣∣∣∣ 1√n log n
n∑
k=1
(
1
zn(w1)− ξk − f(0)
)
− 1√
n log n
n∑
k=1
(
1
zn(wi)− ξk − f(0)
)∣∣∣∣∣
=
1√
n log n
∣∣∣∣∣
n∑
k=1
zn(wi)− zn(w1)
(zn(w1)− ξk)(zn(wi)− ξk)
∣∣∣∣∣
=
1
n2
∣∣∣∣∣
n∑
k=1
wi − w1
(zn(w1)− ξk)(zn(wi)− ξk)
∣∣∣∣∣ · 1|f(0)|2
≤ |wi − w1|
n2
∣∣∣∣∣ supζ1,ζ2∈C : |ζ1|,|ζ2|≤Cn
n∑
k=1
1
(ζ1 − ξk)(ζ2 − ξk)
∣∣∣∣∣ · 1|f(0)|2
since |zn(w1)| and |zn(wi)| can be upper bounded by Cn for some constant C. The proof is
completed by a use of Lemma 5.9, see below, with sn =
C
n
and an =
1
n2
. 
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Lemma 5.9. In the situation of Theorem 5.2, fix positive sequences sn ∈ (0, 1) and an > 0
satisfying
sn = o
(
1√
n
)
, an = o
(
1
n| log sn|
)
, n→∞. (39)
Writing sup|z1|,|z2|≤sn as a shorthand for supz1,z2∈C:|z1|,|z2|≤sn, we have
an sup
|z1|,|z2|≤sn
∣∣∣∣∣
n∑
k=1
1
(z1 − ξk) (z2 − ξk)
∣∣∣∣∣ P−→n→∞ 0. (40)
Proof. Consider the random event An := {|ξ1| > 2sn, . . . , |ξn| > 2sn}. It suffices to show that
lim
n→∞
anE
[
sup
|z1|,|z2|≤sn
∣∣∣∣∣
n∑
k=1
1
(z1 − ξk) (z2 − ξk)
∣∣∣∣∣1An
]
= 0 (41)
and limn→∞ P[Acn] = 0. By the triangle inequality, on the event An we have |zj − ξk| ≥ |ξk|2
for all j ∈ {1, 2} and k ∈ {1, . . . , n}. Using this together with the trivial estimate 1An ≤
1{|ξk|>2sn}, we arrive at
anE
[
sup
|z1|,|z2|≤sn
∣∣∣∣∣
n∑
k=1
1
(z1 − ξk) (z2 − ξk)
∣∣∣∣∣1An
]
≤ anE
[
n∑
k=1
4
|ξk|21{|ξk|>2sn}
]
= 4annE
[
1
|ξ1|21{|ξ1|>2sn}
]
.
For a sufficiently small r > 0, the density p of ξ1 satisfies supz∈B¯r(0) |p(z)| ≤ C by the
continuity of p at 0. Splitting the expectation and passing to the polar coordinate system,
we obtain
4annE
[
1
|ξ1|21{|ξ1|>2sn}
]
= 4ann
∫
B¯r(0)\B¯2sn (0)
p(u)
|u|2 du+ 4annE
[
1
|ξ1|21{|ξ1|>r}
]
≤ 4ann
(
2piC
∫ r
2sn
1
s
ds+O(1)
)
= 4ann (−2piC log(2sn) +O(1)) ,
Under the given requirements (39), this upper bound goes to 0, thus proving (41).
It remains to prove that limn→∞ P[Acn] = 0. Since the density p exists and is bounded on
a small neighborhood of 0 and since limn→∞ sn = 0, for sufficiently large n the union bound
yields
P[Acn] = P[∃k ∈ {1, . . . , n} : |ξk| ≤ 2sn] ≤ nP[|ξ1| ≤ 2sn] ≤ n4pis2nC, (42)
which converges to 0 since s2n = o(
1
n
) by (39). 
In the proof of Theorem 5.2 the remaining step is to prove tightness.
Lemma 5.10. Under the assumptions of Theorem 5.2, the sequence of stochastic processes(
1√
n log n
n∑
k=1
(
1
zn(w)− ξk − f(0)
))
|w|≤ρ
, n ≥ n0, (43)
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is tight on the Banach space Aρ.
Proof. We split the sequence into
1√
n log n
n∑
k=1
(
1
zn(w)− ξk − f(0)
)
(44)
=
1√
n log n
n∑
k=1
(
1
zn(w)− ξk − f(0)
)(
1{|ξk|<n− 23 } + 1{|ξk|≥n− 23 }
)
. (45)
In fact, instead of n−
2
3 we could have chosen any sequence an > 0 satisfying
lim
n→∞
nan = +∞, lim
n→∞
√
nan = 0.
It has already been proven in (42), in the proof on Lemma 5.9, that
P
[
∃k ∈ {1, . . . , n} : |ξk| < n− 23
]
−→
n→∞
0.
This implies that
P
[
1√
n log n
n∑
k=1
(
1
zn(·)− ξk − f(0)
)
1{|ξk|<n− 23} ≡ 0
]
−→
n→∞
1. (46)
Therefore, it suffices to show that the sequence of stochastic processes(
1√
n log n
n∑
k=1
(
1
zn(w)− ξk − f(0)
)
1{|ξk|≥n− 23 }
)
|w|≤ρ
, n ≥ n0, (47)
is tight on Aρ. To this end, we shall show that
βn(w) := E
∣∣∣∣∣ 1√n log n
n∑
k=1
(
1
zn(w)− ξk − f(0)
)
1{|ξk|≥n− 23}
∣∣∣∣∣
2
is bounded by a constant that does not depend on n ≥ n0 and |w| ≤ ρ. This implies
tightness on Aρ by [17, Remark on p. 341]. Since the summands are i.i.d. (but their mean
is, in general, non-zero), we have
βn(w) =
1
log n
E
[∣∣∣∣ 1zn(w)− ξ1 − f(0)
∣∣∣∣2 1{|ξ1|≥n− 23 }
]
+
n− 1
log n
∣∣∣∣E [( 1zn(w)− ξ1 − f(0)
)
1{|ξ1|≥n− 23 }
]∣∣∣∣2
The second summand goes to 0 by (34); see also Remark 5.6. In fact, this convergence is
even uniform in w as long as |w| ≤ ρ since (34) holds uniformly in |zn| = O(n−1/2−κ), which
is fulfilled for zn = zn(w). Turning to the first summand, the inequality |a+b|2 ≤ 2|a|2 +2|b|2
leads to the estimate
1
log n
E
[∣∣∣∣ 1zn(w)− ξ1 − f(0)
∣∣∣∣2 1{|ξ1|≥n− 23}
]
≤ 2
log n
E
[∣∣∣∣ 1zn(w)− ξ1
∣∣∣∣2 1{|ξ1|≥n− 23}
]
+
2|f(0)|2
log n
.
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The second term is O(1), so let us consider the first one. The subsequent estimates are
uniform over |w| ≤ ρ. Splitting the expectation and using the inequality |ξ1 − zn(w)| ≥ |ξ1|2 ,
which holds for large n on the event |ξ1| ≥ n− 23 because zn(w) = O( 1n), we obtain
2
log n
E
[∣∣∣∣ 1zn(w)− ξ1
∣∣∣∣2 1{|ξ1|≥n− 23 }
]
≤ 2
log n
E
[∣∣∣∣ 1zn(w)− ξ1
∣∣∣∣2 1{|ξ1|≥R}
]
+
8
log n
E
[
1
|ξ1|21
{
n−
2
3≤|ξ1|<R
}]
The first expectation on the right-hand side is O(1) because |zn(w) − ξ1| is bounded away
from 0 on the event {|ξ1| ≥ R}. To bound the second summand, we pass to polar coordinates
and use the fact that the density p exists and is bounded by a constant C on the disk B¯R(0),
thus arriving at
8
log n
E
[
1
|ξ1|21
{
n−
2
3≤|ξ1|<R
}] = 8
log n
∫ R
n−
2
3
∫ 2pi
0
p(reiφ)
r
dφdr
≤ 16piC
log n
∫ R
n−
2
3
1
r
dr =
32
3
piC +O
(
1
log n
)
= O(1).
Taking everything together, we obtain βn(w) = O(1) uniformly over n ≥ n0 and |w| ≤ ρ,
thus proving that the sequence in (47) is tight. 
5.4. Proof of Theorem 2.2. Without restriction of generality we assume that u0 = 0. We
shall study the zeros of the logarithmic derivative
P ′n(z)
Pn(z)
=
d
dz
logPn(z) =
d
dz
(
log z +
n∑
k=1
log(z − ξk)
)
=
1
z
+
n∑
k=1
1
z − ξk (48)
instead of those of P ′n. Indeed, since the Lebesgue density p of the random variables ξk exists
in some neighborhood of 0, the probability that Pn, for some n, has a multiple zero in this
neighborhood is 0. Thus, for sufficiently large n, the polynomial Pn has no multiple zeroes
in B¯rn(0), with probability 1, and hence the zeroes of P ′n/Pn in B¯rn(0) coincide with those
of Pn.
Proof of (6). Our aim is to show that with probability converging to 1, the polynomial Pn
has exactly one critical point in the disk B¯rn(0). Let Tr(0) = {z ∈ C : |z| = r} be the circle
with radius r > 0 that is centered at the origin. The main step in proving (6) is the following
Lemma 5.11. We have
sup
z∈Trn (0)
∣∣∣∣ 1n P ′n(z)Pn(z) − f(0)
∣∣∣∣ P−→n→∞ 0. (49)
Proof. First of all, observe that by (48),
sup
z∈Trn (0)
∣∣∣∣ 1n P ′n(z)Pn(z) − f(0)
∣∣∣∣ = sup
z∈Trn (0)
∣∣∣∣∣ 1nz + 1n
n∑
k=1
1
z − ξk − f(0)
∣∣∣∣∣ .
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Since
lim
n→∞
sup
z∈Trn (0)
∣∣∣∣ 1nz
∣∣∣∣ = limn→∞ 1nrn = 0,
to prove the lemma it suffices to show that
sup
z∈B¯rn (0)
∣∣∣∣∣ 1n
n∑
k=1
1
zn − ξk − f(0)
∣∣∣∣∣ P−→n→∞ 0. (50)
As a first step we shall prove the following weak law of large numbers: For every complex
sequence (zn)n∈N converging to 0, we have
1
n
n∑
k=1
1
zn − ξk
P−→
n→∞
f(0). (51)
Fix some ε > 0 and p ∈ (1, 2). An inequality due to von Bahr and Esseen [21] states that for
centered, independent real or complex random variables η1, . . . , ηn with finite p-th absolute
moment we have
E|η1 + . . .+ ηn|p ≤ 2
n∑
k=1
E|ηk|p. (52)
Using the inequalities of Markov, von Bahr–Esseen, and finally the inequality |a + b|p ≤
2p−1(|a|p + |b|p), we obtain
P
[∣∣∣∣∣ 1n
n∑
k=1
1
zn − ξk − f(zn)
∣∣∣∣∣ > ε
]
≤ 1
(nε)p
E
∣∣∣∣∣
n∑
k=1
(
1
zn − ξk − f(zn)
)∣∣∣∣∣
p
≤ 2
(nε)p
n∑
k=1
E
∣∣∣∣ 1zn − ξk − f(zn)
∣∣∣∣p ≤ 2pnp−1εp
(
E
∣∣∣∣ 1zn − ξ1
∣∣∣∣p + |f(zn)|p) . (53)
We have |f(zn)|p = O(1) since in fact limn→∞ f(zn) = f(0) by Lemma 5.7. Let qn(z) =
p(zn − z) be the density of zn − ξ1. Since p is continuous at 0, there is a sufficiently small
R > 0 such that p is bounded in the disk B¯2R(0) by some constant C. It follows from
limn→∞ zn = 0 that the density qn is bounded on the smaller disk B¯R(0) by the same
constant C provided n is sufficiently large. Thus,
E
∣∣∣∣ 1zn − ξ1
∣∣∣∣p = E [∣∣∣∣ 1zn − ξ1
∣∣∣∣p 1{|zn−ξ1|>R}]+ ∫
B¯R(0)
qn(z)
|z|p dz ≤
1
Rp
+
∫
B¯R(0)
C
|z|pdz = O(1).
Hence, the probability on the right-hand side of (53) converges to 0 proving that
1
n
n∑
k=1
1
zn − ξk − f(zn)
P−→
n→∞
0. (54)
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To complete the proof of (51) recall that limn→∞ f(zn) = f(0) by Lemma 5.7. We prove (50).
By Lemma 5.9 with sn = rn and an =
1
n
we have
sup
z′,z′′∈B¯rn (0)
∣∣∣∣∣ 1n
n∑
k=1
(
1
z′ − ξk −
1
z′′ − ξk
)∣∣∣∣∣ P−→n→∞ 0. (55)
Together with (51) this yields (50) by the triangle inequality, thus completing the proof of
the lemma. 
Now we are in position to prove (6). By Rouche´’s theorem [2, pp.125–126], if the event
E(1)n :=
{
sup
z∈Trn (0)
∣∣∣∣ 1n P ′n(z)Pn(z) − f(0)
∣∣∣∣ < |f(0)|
}
occurs, then the difference between the number of zeroes and the number of poles of the
function 1
n
P ′n
Pn
on the disk B¯rn(0) is equal to the difference between the numbers of zeroes and
poles of the constant function z 7→ f(0), which is 0. Since f(0) 6= 0, (49) implies that
lim
n→∞
P
[
E(1)n
]
= 1. (56)
On the other hand, the probability of the event
E(2)n :=
{
P ′n
Pn
has exactly one pole in B¯rn(0)
}
converges to 1 since 0 is a pole of P ′n/Pn and thus
P
[
E(2)n
]
= P[there is no z ∈ B¯rn(0)\{0} : Pn(z) = 0] = P
[
n⋂
k=1
{ξk /∈ B¯rn(0)}
]
−→
n→∞
1.
The convergence to 1 that we claim in the last step was established in (42). Putting the
results together we have
P[Pn has exactly one critical point in B¯rn(0)] = P
[
P ′n
Pn
has exactly one zero in B¯rn(0)
]
≥ P[E(1)n ∩ E(2)n ] −→
n→∞
1.
This completes the proof of (6).
Proof of (7). Recall that without restriction of generality we assume that u0 = 0. Also,
from (17) we recall the notation
zn(w) = − 1
nf(0)
+
w
√
log n
n
3
2 (f(0))2
, w ∈ C. (57)
Observe that zn : C→ C is an affine function. Its inverse is denoted by z−1n . Recall that ζn
is the zero of P ′n in the disk B¯rn(0) if it exists uniquely, and ζn is arbitrary otherwise. Our
aim is to show that
z−1n (ζn)
d−→
n→∞
N ∼ NC(0, pip(0)). (58)
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Take some bounded, continuous function ϕ : C→ R. We need to show that
lim
n→∞
Eϕ(z−1n (ζn)) = Eϕ(N). (59)
It suffices to assume that ϕ ≥ 0 since in the general case we can write ϕ = ϕ+−ϕ− and use
linearity.
Let ρ > 0 and recall that Aρ denotes the Banach space of functions that are continuous
on the closed disk B¯ρ(0) and analytic in its interior, endowed with the supremum norm.
Theorem 5.2 implies that(
1√
n log n
(
P ′n(zn(w))
Pn(zn(w))
− nf(0)− 1
zn(w)
))
|w|≤ρ
=
(
1√
n log n
n∑
k=1
(
1
zn(w)− ξk − f(0)
))
|w|≤ρ
w−→
n→∞
(N)|w|≤ρ
weakly on the space Aρ. Here, N ∼ NC(0, pip(0)) is as above a complex normal random
variable. Using the Taylor expansion
1
zn(w)
= −nf(0)− w
√
n log n+ o
(√
n log n
)
, as n→∞, (60)
that follows from (57), and applying Slutsky’s lemma, we obtain(
1√
n log n
P ′n(zn(w))
Pn(zn(w))
+ w
)
|w|≤ρ
w−→
n→∞
(N)|w|≤ρ (61)
weakly on Aρ. Note that f(·) 7→ f(·) + · defines a continuous mapping from Aρ to itself.
Using the continuous mapping theorem we deduce that(
1√
n log n
P ′n(zn(w))
Pn(zn(w))
)
|w|≤ρ
w−→
n→∞
(N − w)|w|≤ρ (62)
weakly on Aρ. The idea of what follows is quite simple. Assuming that ρ is sufficiently large,
the right-hand side has a unique zero at N . On the other hand, if there is a unique critical
point ζn of Pn in the disk B¯rn(0) (which has probability converging to 1 as n → ∞), then
the left-hand side has a zero at z−1n (ζn). Given the weak convergence (62), it is natural to
conjecture the distributional convergence of the corresponding zeroes, that is z−1n (ζn) → N
in distribution. This would yield (58).
In the following we shall justify the above heuristics. First of all, recall our convention,
see Remark 5.3, that the function on the left-hand side of (62) is considered on the event
that its denominator has no zeroes. Strictly speaking, (62) means that(
1√
n log n
P ′n(zn(w))
Pn(zn(w))
1Gn(ρ)
)
|w|≤ρ
w−→
n→∞
(N − w)|w|≤ρ (63)
where we defined the random event
Gn(ρ) = {the disk zn(B¯ρ(0)) contains no zeroes of Pn}.
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Note that limn→∞ P[Gn(ρ)] = 1, as we have already shown in the proof of (42). Consider
the functional Ψ : Aρ → R defined as follows:
Ψ(f) =
{
ϕ(z), if f has exactly one zero, denoted by z, in the interior of B¯ρ/2(0),
0, otherwise,
where f ∈ Aρ. As always, zeroes of analytic functions are counted with multiplicities. By
the Hurwitz theorem on the zeroes of a perturbed analytic function [2, p. 152], the functional
Ψ is continuous at every f ∈ A, where
A = {f ∈ Aρ : f has no zeroes on the boundary of B¯ρ/2(0)}. (64)
Note that the sample paths of the process (N −w)|w|≤ρ belong to A with probability 1. The
continuous mapping theorem applied to (63) yields
Ψ
(
1√
n log n
P ′n(zn(·))
Pn(zn(·))1Gn(ρ)
)
d−→
n→∞
Ψ(N − ·).
Since |Ψ(f)| ≤ supz∈C ϕ(z) <∞ for every f ∈ Aρ, we can pass to expectations obtaining
lim
n→∞
EΨ
(
1√
n log n
P ′n(zn(·))
Pn(zn(·))1Gn(ρ)
)
= EΨ(N − ·). (65)
By the definition of Ψ, we have
Ψ(N − ·) = ϕ(N)1{|N |<ρ/2}.
In addition to the event Gn(ρ) defined above consider the random events
Fn(ρ/2) = {the disk zn(B¯ρ/2(0)) contains exactly one zero of P ′n},
Hn = {the disk B¯rn(0) contains exactly one zero of P ′n}.
By (42) and part (a) of Theorem 2.2, the probability of Gn(ρ)∩Hn converges to 1 as n→∞.
In the following, we work on the event Gn(ρ)∩Hn. Observe that for sufficiently large n, we
have zn(B¯ρ/2(0)) ⊂ B¯rn(0). Hence, on the event Fn(ρ/2) ∩ Gn(ρ) ∩Hn, the only zero of P ′n
in zn(B¯ρ/2(0)) is ζn. On the other hand, on the event (Gn(ρ) ∩ Hn)\Fn(ρ/2), there are no
zeroes of P ′n in zn(B¯ρ/2(0)). It follows that
Ψ
(
1√
n log n
P ′n(zn(·))
Pn(zn(·))1Gn(ρ)
)
= ϕ(z−1n (ζn))1Fn(ρ/2) on the event Gn(ρ) ∩Hn.
Thus, we can write (65) in the following form:
lim
n→∞
E
[
ϕ(z−1n (ζn))1Fn(ρ/2)
]
= E
[
ϕ(N)1{|N |<ρ/2}
]
.
This looks almost like the desired statement (59) except that we still need to remove the
indicator functions. This can be done as follows. Using that ϕ is non-negative, we can write
lim inf
n→∞
E
[
ϕ(z−1n (ζn))
] ≥ lim
n→∞
E
[
ϕ(z−1n (ζn))1Fn(ρ/2)
]
= E
[
ϕ(N)1{|N |<ρ/2}
]
.
Since this holds for every ρ > 0, we may let ρ→ +∞, which yields the lower bound
lim inf
n→∞
E
[
ϕ(z−1n (ζn))
] ≥ E [ϕ(N)] .
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To prove the upper bound, observe that
E
[
ϕ(z−1n (ζn))
] ≤ E [ϕ(z−1n (ζn))1Fn(ρ/2)]+ ‖ϕ‖∞P[F cn(ρ/2)],
where ‖ϕ‖∞ = supz∈C |ϕ(z)|. It follows that for every ρ > 0,
lim sup
n→∞
E
[
ϕ(z−1n (ζn))
] ≤ E [ϕ(N)1{|N |<ρ/2}]+ ‖ϕ‖∞ lim sup
n→∞
P[F cn(ρ/2)],
and to complete the proof of the upper bound it remains to show that
lim
ρ→+∞
lim sup
n→∞
P[F cn(ρ/2)] = 0. (66)
By definition, F cn(ρ/2) is the union of the following two events:
F (0)n (ρ/2) = {the disk zn(B¯ρ/2(0)) contains no zeroes of P ′n},
F (≥2)n (ρ/2) = {the disk zn(B¯ρ/2(0)) contains at least two zeroes of P ′n}.
Since for sufficiently large n, we have zn(B¯ρ/2(0)) ⊂ B¯rn(0) and hence the event F (≥2)n (ρ/2)
is contained in the complement of Hn, we have
lim
n→∞
P[F (≥2)n (ρ/2)] = 0. (67)
To estimate the probability of F
(0)
n (ρ/2), consider the following functional Ψ0 : Aρ → R:
Ψ0(f) = 1{f has no zeroes in B¯ρ/2(0)}.
Clearly, Ψ0 is continuous on A defined in (64), and hence the same argumentation as in (65)
leads to
lim
n→∞
EΨ0
(
1√
n log n
P ′n(zn(·))
Pn(zn(·))1Gn(ρ)
)
= EΨ0(N − ·) = P[|N | > ρ/2].
By definition of Ψ0, this yields
lim sup
n→∞
P[F (0)n (ρ/2)] ≤ lim
n→∞
EΨ0
(
1√
n log n
P ′n(zn(·))
Pn(zn(·))1Gn(ρ)
)
= P[|N | > ρ/2].
Letting ρ → +∞ and recalling (67), we arrive at (66), thus proving (59). The proof of (7)
and of Theorem 2.2 is complete. 
5.5. Proof of Theorem 2.1. Without restriction of generality, let p > 0 on D (otherwise,
we can replace D by D\{p = 0}). The conditional distribution of Qn given that ξ0 = u0 can
be identified with that of Pn. Part (a) of Theorem 2.2 implies
lim
n→∞
P
[
there is unique ζ ∈ B¯rn(ξ0) such that Q′n(ζ) = 0
∣∣ξ0 = u0] = 1 (68)
for all u0 ∈ D such that f(u0) 6= 0. Recall that this condition is violated only on a set
of Lebesgue measure 0 of u0’s. Hence, by the total probability formula and the dominated
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convergence theorem
P[there is unique ζ ∈ B¯rn(ξ0) such that Q′n(ζ) = 0]
=
∫
D
P
[
there is unique ζ ∈ B¯rn(ξ0) such that Q′n(ζ) = 0
∣∣ξ0 = u0] p(u0)du0
−→
n→∞
∫
D
p(u0)du0 = 1.
To prove part (b) of the theorem, recall that a sequence of complex-valued random variables
(Xn)n∈N converges to a random variable X in distribution iff limn→∞ Eϕ(Xn) = Eϕ(X) for
every bounded continuous function ϕ : C → R. So, let ϕ be such function. Then, part (b)
of Theorem 2.2 and the definition of weak convergence yield
lim
n→∞
EQn
[
ϕ
(
f 2(ξ0)√
pip(ξ0)
√
n
log n
(
n (ζn − ξ0) + 1
f (ξ0)
))∣∣∣∣∣ξ0 = u0
]
= lim
n→∞
EPn
[
ϕ
(
f 2(u0)√
pip(u0)
√
n
log n
(
n (ζn − u0) + 1
f (u0)
))]
= Eϕ(N),
for all u0 ∈ D such that f(u0) 6= 0. Here, N ∼ NC(0, 1) is a standard complex normal
variable. Using this together with the dominated convergence theorem, we obtain
EQn
[
ϕ
(
f 2(ξ0)√
pip(ξ0)
√
n
log n
(
n (ζn − ξ0) + 1
f (ξ0)
))]
=
∫
D
EQn
[
ϕ
(
f 2(ξ0)√
pip(ξ0)
√
n
log n
(
n (ζn − ξ0) + 1
f (ξ0)
))∣∣∣∣∣ξ0 = u0
]
p(u0)du0
−→
n→∞
∫
D
Eϕ(N)p(u0)du0 = Eϕ(N).
Since this holds for every bounded continuous function ϕ, the proof is complete. 
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