Capacity Bounds for Communication Systems with Quantization and Spectral
  Constraints by Dutta, Sourjya et al.
Capacity Bounds for Communication Systems with
Quantization and Spectral Constraints
Sourjya Dutta, Abbas Khalili, Elza Erkip, Sundeep Rangan
Dept. of Electrical and Computer Engineering,
Tandon School of Engineering, New York University, Brooklyn, NY, USA
Abstract—Low-resolution digital-to-analog and analog-to-
digital converters (DACs and ADCs) have attracted considerable
attention in efforts to reduce power consumption in millime-
ter wave (mmWave) and massive MIMO systems. This paper
presents an information-theoretic analysis with capacity bounds
for classes of linear transceivers with quantization. The transmit-
ter modulates symbols via a unitary transform followed by a DAC
and the receiver employs an ADC followed by the inverse unitary
transform. If the unitary transform is set to an FFT matrix, the
model naturally captures filtering and spectral constraints which
are essential to model in any practical transceiver. In particular,
this model allows studying the impact of quantization on out-
of-band emission constraints. In the limit of a large random
unitary transform, it is shown that the effect of quantization can
be precisely described via an additive Gaussian noise model. This
model in turn leads to simple and intuitive expressions for the
power spectrum of the transmitted signal and a lower bound to
the capacity with quantization. Comparison with non-quantized
capacity and a capacity upper bound that does not make linearity
assumptions suggests that while low resolution quantization has
minimal impact on the achievable rate at typical parameters in
5G systems today, satisfying out-of-band emissions are potentially
much more of a challenge.
Index Terms—Quantization, millimeter wave, analog-to-digital
conversion, digital-to-analog conversion, out of band emission.
I. INTRODUCTION
All digital communications systems rely on digital-analog
and analog-digital converters (ADCs and DACs). In recent
years, there has been considerable interest in systems with
so-called low resolution DACs and ADCs where the number
of bits is very small (typically 3-4 bits in I and Q). These
architectures have attracted particular attention in the context
of energy-efficient approaches for next-generation millimeter
wave (mmWave) and massive MIMO systems [1]–[19]. In
particular, mmWave systems rely on communication across
wide bandwidths with large numbers of antennas [20], [21].
Power consumption thus becomes a key issue, particularly
in so-called fully digital architectures where signals from all
antennas are digitized for fast beam-tracking, initial access and
spatial multiplexing [1]–[3], [7], [12].
At low resolutions, it is critical to evaluate the effect of
quantization accurately, and there is now a large body of
work on characterizing the capacity of such systems [8]–[10],
[13]–[19], [22]. The most common model is to approximate
the quantizer in either the DAC or ADC via an additive
Gaussian noise (AGN) model [23], [24]. There are several
works that provide rigorous analysis of the AGN model under
variety of assumptions such as the high rate regime or dithered
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Fig. 1: System model with transform modulation and demod-
ulation with quantization at both the transmitter and receiver.
The transform modulation is modeled as a multiplication by
VH prior to quantization at the transmitter, while a spectrum
analyzer and receiver employ the inverse transform V.
quantization [23], [25]–[28]. The AGN model has also been
used in the analysis of low resolution mmWave systems [13]–
[19]. In such systems, while the AGN and other Gaussian noise
predictions match simulations, its use has not been rigorously
justified.
This paper presents a simple, but rigorous method, for
analyzing a large class of linear communication systems.
Specifically, we analyze a general transmitter and receiver
with quantization in conjunction with linear modulation and
demodulation as shown in Fig. 1. A transmitter encodes data
through an unitary transform VH prior to the DAC. The DAC
is modeled by a function Qtx(·). The continuous-valued signal
x is passed through a memoryless channel F(·). The receiver
then uses an ADC Qrx(·) followed by an inverse transform V
to recover the transmitted symbols.
If V were an FFT-matrix, then the model can be considered
as a simplified version of a frequency-domain filtering. Also,
the spectrum of the transmitted signal can be modeled through
the transform r = Vx. We find an achievable rate for this
system and the power spectral density of the transmitted
signal as a function of the DAC and ADC functions in a
certain large random limit where V ∈ CN×N is selected
uniformly among the unitary matrices and N → ∞. We also
find a capacity upper bound for a given transmitted power
spectral density considering the DAC and the ADC, but not
limiting transmit/receive processing to linear operations. Our
key results are as follows:
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• Rigorous AGN model: We show that the effect of quanti-
zation can be precisely modeled as additive, independent
Gaussian noise. This result makes the AGN analysis of
[23] in the setting of Fig. 1 rigorous, even in the low rate
regime.
• Predictions on the rate and power spectrum: The AGN
model provides asymptotically exact, simple and intuitive
expressions for spectrum of the transmitted signal and a
lower bound for the capacity of the quantized channel.
• Sampling rate and spectral modeling: Many prior in-
formation theoretic analyses of low-resolution commu-
nication systems assume that the symbol rate equals the
sample rate (see, for example, [8], [13]). However, almost
all practical transceivers use a sampling rate higher than
the signal bandwidth to reduce the filtering requirements
in the analog domain. Oversampling is also needed in
systems with variable bandwidths where sub-channels are
selected digitally (see Sec. V for an example based on 5G
New Radio standard [29]). Previous works accounting for
oversampling consider very specific up-sampling methods
[30]. In contrast, our methods enable exact calculations of
the power spectrum and bounds on capacity under general
spectral mask constraints.
• Implications for fully-digital architectures for 5G New
Radio: Several prior simulation studies have predicted
that with 3 – 4 bits, the loss from quantization in achiev-
able rate is minimal for data and control plane operations
in most 5G cellular use cases [1]–[3], [7], [12], [16]–
[19]. Our analysis provides a rigorous confirmation of this
minimal loss in achievable rate. However, we also show
that simple linear modulation results in a hard limit on
the degree to which the out-of-band (OOB) noise can be
suppressed. This OOB noise is, in fact, much more of an
issue that the rate loss at most practical parameter values
in 5G systems today, particularly in licensed spectrum
deployments where adjacent carrier leakage is strictly
limited.
• Upper bounds on OOB suppression for any transmitter:
The high OOB levels with the simple linear modulator
raises the question if there are any transmitter (possibly
non-linear) that can provide greater OOB suppression.
Interestingly, our capacity upper bound for a given power
spectral density closely matches the achievable rate by the
linear transform transmitter in some regime, but shows
possibility for greater OOB suppression in other regimes.
A full version of this paper can be found in [31] that includes
all proofs.
II. SYSTEM MODEL
A. Transceiver with Transform Modulation and Demodulation
We consider the general transceiver system with quantiza-
tion and transform modulation and demodulation shown in
Fig. 1. The transmitter constructs a vector of N symbols
z = (z0, . . . , zN−1) which are modulated as u = VHz
where V ∈ CN×N is some unitary matrix. The transformed
values are quantized to result in a transmitted vector x =
Qtx(u) = Qtx(V
Hz), where Qtx(·) models the DAC. If V
were an FFT matrix, we could consider the symbols z as the
values of the transmitted signal in frequency domain and u
the pre-quantized values in time-domain. The modulation can
thus be regarded as a simplified version of OFDM (where
we ignore the cyclic prefix). In addition, if we zero-pad the
input frequency-domain symbols z, the transformed vector
u = VHz can be seen as an linearly up-sampled version of z.
The transmitted time-domain symbols are passed through a
general channel of the form,
y = F(x, ξ), (1)
where F(·) is some mapping and ξ is noise independent of
the channel input x. Most commonly, we will be interested in
the AWGN case, y = hx + ξ, where h is the channel gain.
The channel (1) can also model certain non-linearites in the
RF front-end [3]. The receiver first passes the signal through
an ADC Qrx(y) and then performs the inverse transform
operation to obtain ẑ = VQrx(y).
B. Spectrum and Capacity
We are interested in estimating the effect of quantization on
two key quantities: the frequency-domain power spectrum and
the capacity.
To model the spectrum, let r = Vx which is the transform
of the transmitted signal x. The component |rk|2 can be
regarded as the energy of the signal at frequency k, k =
0, . . . , N − 1. We assume the frequency is divided into M
sub-bands and let ak ∈ {1, . . . ,M} be the variable that
indicates which sub-band frequency k belongs to. We call
a = (a0, . . . , aN−1) the sub-band selection vector and let,
δm(a) :=
1
N
N−1∑
k=0
1{ak=m}, (2)
which represents the fraction of the frequency components in
sub-band m. We also define,
φm(r) :=
1
N
N−1∑
k=0
1{ak=m}|rk|2, (3)
which represents the energy per sample in sub-band m.
An achievable rate for the system can be computed by
fixing some distribution on z and computing the mutual
information I(z; ẑ) between the transmitted vectors z and
received frequency-domain vectors, ẑ. For the input distribu-
tion, we will use an independent complex Gaussian in each
frequency. Specifically, we will assume the components zk are
independent with,
zk ∼ CN(0, Pm) when ak = m, (4)
where Pm is the symbol energy on any component in sub-band
m. The average per symbol energy is,
P =
1
N
E‖z‖2 = 1
N
E‖u‖2 =
M∑
m=1
δmPm, (5)
where δm are the bandwidth fractions (2).
III. ACHIEVABLE SPECTRAL ENERGY AND RATE
A. Large System Limit
To make the analysis tractable, we consider a certain large
system limit of random instances of the system indexed by
the dimension N with N → ∞. For each N , instead of
considering the deterministic FFT matrix V, we suppose that
V = V(N) is a random unitary matrix that is uniformly
distributed on the N×N unitary matrices i.e., Haar distributed.
The sub-band selection vectors a = a(N) are assumed to be
a deterministic sequence satisfying,
lim
N→∞
1
N
|{ak(N) = m}| = δm. (6)
The condition (6) imposes that asymptotically a fraction δm
of the components are in sub-band m.
For the DAC function, Qtx(u), we require that it is Lip-
schitz continuous and componentwise separable (or, equiva-
lently memoryless operation) meaning that
x = Qtx(u)⇐⇒ xn = Qtx(un), (7)
for some scalar-input, scalar-output function Qtx(·). The com-
ponentwise function Qtx(·) does not change with N . Similarly,
we assume that the channel F(·) and receiver ADC function
act componentwise with Lipschitz functions F (·) and Qrx(·).
This corresponds to a memoryless channel. Typical quantizers
are not Lipschitz continuous, but they can be approximated
arbitrarily closely by a Lipschitz function. We will validate
through simulations in Sec. V that our predictions hold true
even for standard discontinuous quantizers.
B. Achievable Spectral Energy Distributions
We first compute the asymptotic power spectral distribution
of the transmitted symbols x. We define:
αtx :=
1
P
E [Q∗tx(U)U ] , τtx :=
1
P
E|Qtx(U)−αtxU |2, (8)
where P is the average per symbol energy in z in (5), Q∗tx(U)
is the complex conjugate of Qtx(U) and the expectation in (8)
is over U ∼ CN (0, P ).
Theorem 1. Under the above assumptions, let r = Vx be the
frequency-domain representation of the transmitted signal x.
Then the energy in each sub-band converges almost surely to,
sm := lim
N→∞
1
N
N−1∑
k=0
|rk|21{ak=m}
= δm
[|αtx|2Pm + τtxP ] . (9)
In particular, the total energy per symbol converges almost
surely as,
stot := lim
N→∞
1
N
‖x‖2 = (|αtx|2 + τtx)P . (10)
Proof. See Appendix C. 
The proof of Theorem 1 shows, in fact, that the frequency-
domain representation of the transmitted symbols can be
written as
r = Vx = αtxz+wtx, (11)
where wtx has components that are asymptotically indepen-
dent of z and “Gaussian-like” with distribution CN(0, τtxP ).
The vector wtx can be thought as the transmitter quantization
noise. The precise sense in which wtx is Gaussian-like is
given is somewhat technical and given in the Appendix. What
is relevant is that the effect of quantizing and returning to
frequency domain has the effect of scaling the signal z and
adding Gaussian noise. This makes precise the AGN model
in [23], [24] used in several prior analyzes of low-resolution
digital architectures [7], [12].
From Theorem 1, we see that the fraction of power in sub-
band m is,
νm :=
sm
stot
=
δm(|αtx|2Pm/P + τtx)
|αtx|2 + τtx . (12)
For a given DAC function Qtx(·) and input power level P ,
it is shown in Appendix D that there exists power levels Pm
resulting in an energy fraction vector ν = (ν1, . . . , νM ) if and
only if νm ≥ 0,
∑
m νm = 1 and
νm ≥ δmτtx|αtx|2 + τtx . (13)
We will call the set of ν satisfying these constraints linear
feasible set. Note that (13) shows there is a lower bound
on the energy in any sub-band. This arises, intuitively, from
the fact that the quantization noise is white and places energy
across the spectrum. We will see below that this results in high
OOB emissions settings where the sampling rate is higher than
the signal bandwidth.
C. Achievable Rate
We next compute the asymptotic achievable rate given by
the per symbol mutual information between the transmitted
symbols z and received symbols ẑ:
Rlin := lim inf
N→∞
1
N
I(z; ẑ), (14)
We will call this the linear rate, since it would be the rate
achievable by the linear transmitter and receiver in Fig. 1.
Assuming the components of the noise ξn are i.i.d. with some
distribution ξn ∼ Ξ with E|Ξ|2 <∞, similar to (8), we define
αrx :=
1
P
E [S∗U ] , τrx :=
1
P
E|S − αrxU |2, (15)
where S is the complex random variable,
S = Qrx (F (Qtx(U),Ξ)) , U ∼ CN (0, P ), (16)
S∗ is the complex conjugate of S, and U is independent of Ξ.
Theorem 2. Under the above assumptions, the linear rate is
almost surely bounded below by,
Rlin ≥
M∑
m=1
δm log
(
1 +
|αrx|2Pm
τrxP
)
. (17)
Proof. See Appendix E. 
The rate has a simple interpretation. It is shown in Ap-
pendix E that the received symbols are given by,
ẑ = αrxz+wrx, (18)
where wrx is asymptotically independent of z and “Gaussian-
like” with components CN (0, τrxP ) and can be seen as
representing the combined effect of the noise in the channel
as well as the DAC and ADC quantization noise. Similar to
Theorem 1, the precise sense in which wrx is asymptotically
Gaussian is given in the proof. Since z has power Pm in sub-
band m, the rate lower bound (17) is simply the Gaussian
capacity under the AWGN model (18). Note that the presented
lower bound is achieved using Gaussian inputs. However, as
we will show in Sec. IV, using Gaussian inputs is not optimal
since it does not achieve the maximum high SNR rate. Finding
the optimal input distribution is left for future work.
D. Achievable Rate in an AWGN Channel
It is useful to consider the special case when we have an
additive white Gaussian noise (AWGN) channel modeled with
the function F (X,Ξ) = X + Ξ and Ξ ∼ CN (0, σ2). Also, to
make the calculations simple, suppose we assume there is no
quantization at the receiver so that Qrx(yn) = yn. Substituting
these distributions into (15), and using the expressions in (8),
we can show that
αrx = αtx, τrx = τtx +
σ2
P
. (19)
Substituting these values into (17), we obtain,
Rlin ≥
M∑
m=1
δm log
(
1 +
|αtx|2Pm
τtxP + σ2
)
. (20)
Hence we get the AWGN capacity with a loss from the DAC
quantization noise.
E. Achievable Rate When There is No Noise
We now consider the noise-free case.
Theorem 3. In an AWGN channel if σ2 = 0, then the rate
bound in (20) is given by,
Rlin ≥ log
(
1 +
|αtx|2
τtx
)
−D(δ‖ν), (21)
for any set of power distributions νm is given by (12).
Proof. See Appendix F. 
Even with no noise, the rate is finite since linear processing
results in Gaussian-like quantization noise. Also, the linear
rate in (21) is only achievable for feasible power allocations
(13).
The rate bound (21) has an interesting interpretation. The
first term on the right hand side of (21), log(1+ |αtx|2/τtx), is
the rate in (20) if the energies in the sub-bands were allocated
evenly, Pm = P for all m. Also, observe that from (12),
when Pm = P , νm = δm. So the case of ν = δ corresponds
to the equal power allocation case. The second term, D(δ‖ν),
in the right hand side of (21) is a measure of the loss as a
result of non-uniformly allocating the power. In particular, if
one attempts to reduce the power in some sub-band (e.g. it
is an adjacent carrier), there will be a linear modulation rate
penalty.
IV. QUANTIZED CAPACITY UPPER BOUND
The results above show that a linear transceiver in con-
junction with quantization limits system performance in two
key ways: (a) there is a limit (13) to which OOB emissions
can be suppressed; and (b) even in the regimes in which a
desired spectral mask is feasible, there is a rate penalty due
to quantization noise. These shortcomings raise the question
of whether there are transceivers (possibly non-linear) that
can achieve better rate under quantization constraints. To
understand this, consider again transmitting on N complex
symbols, x = (x0, . . . , xN−1). Model the DAC constraint as
a constraint, xn ∈ A where A ⊂ C are the possible values of
the (complex) DAC. We will write this constraint as,
x ∈ AN := {x | xn ∈ A} , (22)
To impose the spectral mask constraints, let s = (s1, . . . , sM )
be a vector of target energies in each sub-band. Recall that
φm(Vx) in (3) is the energy in a sub-band for a transmitted
vector x. Thus, the set
GN (V, ) :=
{
x ∈ AN | φm(Vx) ∈ [sm − , sm] ∀m
}
,
(23)
represents the set of vectors x satisfying the DAC constraint
and the sub-band energy constraints within some tolerance
 > 0. If we restrict the modulation to vectors in the set
GN (V, ), then the maximum rate any modulation method
can obtain is,
RN (V, ) :=
1
N
log |GN (V, )| , (24)
where |GN (V, )| is the cardinality of GN (V, ).
As before, assume V ∈ CN×N is Haar-distributed on the
unitary matrices. Since V is random, the rate RN (V, ) in
(24) is also random. We can use Jensen’s inequality to upper
bound the expected rate,
ERN (V, ) =
1
N
E log |GN (V, )| ≤ 1
N
logE|GN (V, )|.
Here, the expectation is over V. We will be interested in the
asymptotic value of this upper bound,
R := lim
→0
lim
N→∞
1
N
logE|GN (V, )|. (25)
In this definition, we take the limit  → 0 to ensure that the
modulator asymptotically matches the target sub-band energy
levels exactly. Note that the order of the limits over N and 
is important.
-5 0 5 10 15 20 25 30
0
1
2
3
4
5
6
Fig. 2: Achievable rate of a system where all the transmit
power is allocated to one of two sub-band for different number
of DAC bits.
Theorem 4. Let s = (s1, . . . , sM ) be a set of target sub-
band energy levels. We define stot as the total energy, and
ν = (ν1, . . . , νM ) as the vector of energy distributions
stot :=
M∑
m=1
sm, νm =
sm
stot
. (26)
Then, under the above assumptions, the asymptotic rate upper
bound in (25) is given by,
R = Hmax(stot)−D(δ‖ν). (27)
Here Hmax(s) is given by
Hmax(s) = max
V
H(V ) s.t. E|V |2 = s, (28)
where the maximization is over all discrete random variables
V on the set A with second moment E|V |2 = s.
The rate upper bound in (27) has a natural interpretation.
The term Hmax(stot) is the maximum entropy we could obtain
if we are restricted to the DAC constellation A and need to
achieve a certain total power stot. If we select the symbols of
xn from the distribution that achieves this entropy, we would
obtain an output spectrum that is flat. If we need to have
a non-uniform power spectrum, we pay an additional penalty
D(δ‖ν). The term D(δ‖ν) is precisely the power distribution
loss we saw in the linear rate lower bound (21). Note that
as in Theorem 3, Theorem 4 applies to the no-noise case.
Comparing the rate lower and upper bounds in these theorems,
we see that there is a gap,
R−Rlin ≤ Hmax(stot)− log
(
1 +
|αtx|2
τtx
)
. (29)
We will see in the simulations below that for most practical
values, this gap is less than one bit.
V. NUMERICAL RESULTS
To illustrate the results, consider a system where the trans-
mission bandwidth is divided into two equal sub-bands of
normalized widths δ1 = δ2 = 0.5. The base-band signal u
0 10 20 30 40 50
0
2
4
6
8
10
Fig. 3: Rate versus adjacent channel leakage in a two sub-band
system. The solid lines show the upper bounds on the achiev-
able rate (Theorem 4) and the dashed lines show the achievable
rate predicted by the linear AGN model (Theorem 3).
is designed such that all its energy is concentrated over the
first sub-band (representing an in-band signal). Any leakage
into sub-band 2 (representing an adjacent band) is undesirable.
Most wireless standard specify a minimum ratio of the in-
band to the adjacent band power which defines the spectrum
mask. The transmitter is equipped with a b-bit DAC. The finite
resolution of the DAC introduces quantization noise both in-
band and in the adjacent carrier.
The effect of the quantization noise on the in-band signal is
shown in Fig. 2. The achievable rate over an AWGN channel
for different SNRs and DAC resolutions (b) is computed using
(20) assuming a scalar uniform quantizer in both real and
imaginary components (I and Q). We observe that as the
resolution of the DAC increases the achievable rate of the
system becomes closer to the ideal AWGN capacity (i.e.,
b = ∞). Note that the high SNR achievable rate approaches
b bits per sample instead of 2b (b bits from in-phase and b
bits from quadrature components) since half of the bandwidth
is used due to spectral mask constraints. More interestingly,
we see that in the low SNR regime there is very little or
no loss in rate due to low resolution quantizers. Practical
mmWave systems generally operate at the low SNR range
[12], particularly when SNR is achieved with beamforming.
The results thus confirm that the rate loss will be negligible
in typical low-SNR cellular settings as observed in extensive
simulations mentioned earlier [7]–[10], [13]–[19].
On the other hand, a more serious issue is the spectral
mask constraint. Fig. 3 plots the no-noise achievable rate from
(21) as a function of the signal to adjacent power, P1/P2,
sometimes called the adjacent carrier leakage ratio (ACLR).
We see that, with linear modulation, the maximum ACLR with
non-zero rate is strictly limited. Fig. 3 also plots the theoretical
maximum rate vs. ACLR from Theorem 4. In the feasible
regime, the linear rate is within one bit of this upper bound.
But, the upper bound at least permits higher ACLRs suggesting
that more advanced transmitters may be able to suppress OOB
emissions further.
x ↑m
Interpolate
LPF DAC ×
fc
PA
Fig. 4: Simplified diagram showing standard linear upconver-
sion and transmission.
Practical low resolution 5G Systems: Our theory applies
to a theoretical random transform model. We illustrate the
model’s predictive capabilities in a practical transceiver shown
in in Fig. 4. We consider typical for multi-carrier operation in
the 5G New Radio (NR) standard [29] using common param-
eters for 28 GHz [32]. To accommodate variable bandwidths,
the DAC is typically run at a maximum sample rate. In this
case, we assume an NR standard rate of fsamp = 2×491.5 =
983 MHz. A mobile may be allocated a smaller bandwidth, say
200 MHz, which would be produced in the NR standard via
an OFDM signal at 2× 122.6 MHz. The modulated baseband
signal would be then digitally upconverted to the sampling rate
of fsamp MHz and digitally filtered to reject spectral images.
This interpolated signal is passed through a b-bit DAC.
Fig. 5 shows the output power spectral density (PSD) under
various numbers of bits in the DAC. We see that the low
DAC resolution creates quantization noise across the entire
bandwidth. The level of that noise increases as the DAC
resolution (b) is lowered. Moreover, the OOB noise has a flat
spectrum (with some decay due to the zero order hold circuit)
and justifies the Gaussian model in (11).
Next, Fig. 6 shows the ratio of the in-band power (P1) to the
power “leaked” into the adjacent band (P2) and compares the
simulated system with linear AGN model in Theorem 1. We
see that the AGN model is within ≈ 1 dB of the simulated ad-
jacent channel leakage ratio. The error comes from the fact that
the practical simulation models a zero order hold circuit which
attenuates some of the OOB noise. Further, the NR OFDM
specifications includes a guard band (≈ 10 MHz) which is
not included in the theoretical calculations. Otherwise, we see
that the theoretical model provides an excellent prediction of
the spectrum in a practical low-resolution transmitter.
VI. CONCLUSIONS AND FUTURE WORK
We have presented a simple large random limit model
for analyzing the effect of quantization on a class of linear
transceivers. Importantly, the analysis rigorously captures both
the effects on rate and power spectrum, including OOB
emissions – key properties for emerging mmWave systems.
The analysis confirms earlier simulations that, for 5G systems,
low-resolution transceivers cause negligible loss in achievable
communication rates. However, OOB emissions are more
problematic. From an information theoretic perspective, this
motivates consideration of more advanced modulation and
demodulation methods used in conjunction with low resolution
DAC and ADC. An obvious class of methods would be
Fig. 5: PSD of the linear modulator used for transmitting a
400 MHz channel centered at 28 GHz in a 5G NR system
sample rate fsamp = 983 Ms/s. The PSD is shown for various
number of bits (n) in the DAC.
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Fig. 6: ACLR with a finite DAC resolution (b) for a 200 MHz
3GPP NR OFDM transmitter compared with the proposed
AGN model.
approximate message passing (AMP) algorithms designed for
systems with random unitary transforms [33]–[38]. These
methods indeed have already been used in mmWave low-
resolution receivers [39]. In addition, improved bounds similar
to Theorem 4 can likely be derived from related statistical
physical techniques that analyze systems exactly of this form
[40], [41].
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APPENDIX A
EMPIRICAL CONVERGENCE OF RANDOM VARIABLES
For the results in Section III, we need to first review
some technical definitions on empirical convergence of random
variables. The analysis framework was developed by Bayati
and Montanari [42] and also used in the VAMP analysis of
[34]. For a given p ≥ 1, a map g : Cd → Cr is called pseudo-
Lipschitz of order p if
‖g(r1)− g(r2)‖ ≤ C‖r1 − r2‖
(
1 + ‖r1‖p−1 + ‖r2‖p−1
)
,
(30)
for some constant C > 0. Note that when p = 1, we obtain
the standard definition of Lipschitz continuity.
Now suppose that for each N , x(N) is a block vector
x(N) = (x1, . . . ,xN ) with components xn ∈ Cd for some
fixed dimension d. Thus, the total length of the vector is Nd.
Let X ∈ Cd be a random vector. We say that the components
x(N) converge empirically to X with p-th order moments if
lim
N→∞
1
N
N−1∑
n=0
φ(xn(N)) = E [φ(X)] , (31)
for all pseduo-Lipschitz functions of order p. Loosely speak-
ing, the condition requires that the empirical distribution of the
components of x(N) converge in distribution to the random
variable X . The condition will be satisfied when xn are i.i.d.
with distribution X . We will often drop the index N and write,
lim
N→∞
{xn} PL(p)= X. (32)
APPENDIX B
DISTRIBUTIONS UNDER RANDOM TRANSFORMS
We next need a key result from [34] that describes the
distribution of vectors under random unitary transforms. Con-
sider a sequence of systems indexed by N , and for each N
suppose that V ∈ CN×N is uniformly distributed on the
unitary matrices. Let (x, s) = (x(N), s(N)) be a sequence of
vectors that converge empirically to random variables (X,S)
in that
lim
N→∞
{(xn, sn)} PL(2)= (X,S). (33)
Now consider a vector y generated by,
y = Vφ(VHx, ξ), (34)
where φ(·) is some function that operates componentwise in
that
y = φ(z, ξ)⇐⇒ yn = φ(zn, ξn),
for some scalar-valued, Lipschitz-continuous function φ(·).
Assume that ξ also converges empirically in that
lim
N→∞
{ξn} PL(2)= Ξ,
for some random variable Ξ. To analyze the statitistics on y,
we define three key quantities:
P := E|X|2, (35a)
α :=
1
P
E(Zφ(Z,Ξ)), (35b)
τw :=
1
P
E|φ(Z,Ξ)− αZ|2. (35c)
where Z ∼ CN(0, P ).
Proposition 1. Under the above assumptions, the components
of (y,x, s) converge empirically as,
lim
N→∞
{(yn, xn, sn)} PL(2)= (Y,X, S), (36)
where (X,S) are the random variables in (33) and
Y = αX +W, W ∼ CN(0, τwP ), (37)
with W independent of (X,S).
Proof. This is a special case of one iteration of the general
convergence result in [34, Appendix D]. That work considers
the real-valued case, but the complex case can be proven
similarly. 
The model (37) shows that transformation on x to produce y
recovers a linearly scaled x plus Gaussian noise. The scaling
factor α and Gaussian noise variance τw can be computed
from the distributions of the components.
APPENDIX C
PROOF OF THEOREM 1
The theorem is a direct application of the linear model in
Propposition 1. To use the proposition, first observe that, due
to (6) and the Gaussian distribution on z in (4), we have that
the sub-band selection a and the frequency-domain inputs z
converge empirically as,
lim
n→∞{(zn, an)}
PL(2)
= (Z,A), (38)
where A ∈ {1, . . . ,M} is a discrete random variable with
Pr(A = m) = δm and Z is the conditional complex Gaussian,
Z ∼ CN (0, Pm) when A = m.
In particular, the average energy of Z is,
E|Z|2 =
M∑
m=1
δmPm =: P . (39)
Now, the frequency domain components of the transmitted
vector x are given by,
r = Vx = VQ(VHz).
Proposition 1 then shows that the components of (r, z,a)
converge empirically as,
lim
N→∞
{(rn, zn, an)} PL(2)= (R,Z,A),
and
R = αtxZ +Wtx, Wtx ∼ CN (0, τtxP ),
where Wtx is independent of Z. The sub-band energies,
sm := lim
N→∞
N−1∑
k=0
|rk|21{ak=m}
= E
[|R|21{A=m}]
= E
[|αtxZ +Wtx|2|A = m]Pr(A = m)
=
[|αtx|2Pm + τtxP ] δm. (40)
This proves (9). To prove (10),
stot =
M∑
m=1
sm =
M∑
m=1
[|αtx|2Pm + τtxP ] δm
= (|αtx|2 + τtx)P ,
where the last step used (39) and the fact that
∑
m δm = 1.
APPENDIX D
THE LINEAR RATE REGION
The following proposition shows that power allocations νm
are feasible if and only if they satisfy (13).
Proposition 2. Let αtx ∈ C, τtx > 0, P > 0 and δm ≥ 0
with
∑
m δm = 1 be given. For any ν = (ν1, . . . , νM ), the
following are equivalent:
(a) There exists Pm ≥ 0 such that P =
∑
m δmPm and νm
is given by (12) for all m.
(b) νm satisfies (13) for all m and
∑
m νm = 1.
Proof. (a) ⇒ (b): Suppose there exists Pm ≥ 0 as in (a)
and let νm be given by (12). Since P =
∑
m δmPm, we have∑
m νm = 1. Also, since Pm ≥ 0, we have νm in (12) satisfies
the lower bound (13).
(b) ⇒ (a): Conversely, suppose we are given ν satisfying
(13) with
∑
m νm = 1. Set,
Pm =
[
νm
δm
(|αtx|2 + τtx)− τtx
]
P
|αtx|2 . (41)
Therefore, νm satisfies (12). Since νm satisfies (13), Pm in
(41) satisfies Pm ≥ 0. Also,∑
m
δmPm =
P
|αtx|2
[∑
m
νm(|αtx|2 + τtx)−
∑
m
δmτtx
]
=
P
|αtx|2
[|αtx|2 + τtx − τtx] = P ,
where we have used the fact that
∑
m νm = 1 and
∑
m δm =
1. 
APPENDIX E
PROOF OF THEOREM 2
We need two basic mutual information lemmas. For m =
1, . . . ,M , let z(m) and ẑ(m) denote the sub-vectors of z and
ẑ with components in sub-band m. That is,
z(m) = {zk|ak = m},
and ẑ(m) is defined similarly.
Lemma 1. The mututal information is bounded below by,
I(z; ẑ) ≥
M∑
m=1
I(z(m); ẑ(m)). (42)
Proof. By the mutual information chain rule,
I(z; ẑ) ≥
M∑
m=1
I(z(m); ẑ|z(1), . . . , z(m−1)). (43)
Also, since the components z are independent, the vectors z(m)
are independent for different m. Hence,
H(z(m)|z(1), . . . , z(m−1)) = H(z(m)). (44)
Therefore,
I(z(m); ẑ|z(1), . . . , z(m−1)) = H(z(m)|z(1), . . . , z(m−1))
−H(z(m)|ẑ, z(1), . . . , z(m−1))
(a)
= H(z(m))−H(z(m)|ẑ, z(1), . . . , z(m−1))
(b)
≥ H(z(m))−H(z(m)|ẑ)
(c)
≥ H(z(m))−H(z(m)|ẑ(m))
= I(z(m)|ẑ(m)), (45)
where (a) follows from (44), and (b) and (c) follows from the
fact that conditioning always reduce the entropy. Substituting
(45) into (44) proves (42). 
Lemma 2. Suppose that z ∈ Cd is a complex Gaussian
random vector with i.i.d. components zk ∼ CN (0, P ). Let
y be any other random vector with correlation coefficient,
ρ :=
|E(zHy)|2
E‖y‖2E‖z‖2 =
|E(zHy)|2
E‖y‖2Pd .
Then, the mutual information between z and y is bounded
below by,
I(z;y) ≥ −d ln(1− ρ).
Proof. The mutual information is,
I(z;y) = H(z)−H(z|y). (46)
Since z is i.i.d. with d components distributed as CN (0, P ),
H(z) = d ln(pieP ). (47)
Now, given y, z will have a conditional variance,
σ2 :=
1
d
E
[‖z− ẑ(y)‖2] , (48)
where ẑ(y) is the MMSE estimator of z given y. So, the
conditional entropy H(z|y) is bounded below by the entropy
of the Gaussian,
H(z|y) ≤ d ln(pieσ2). (49)
But, we can further bound H(z|y) by replacing σ2 with the
variance for a linear estimator,
σ2 ≤ 1
d
[
E‖z‖2 − E‖z
Hy‖2
E‖y‖2
]
=
1
d
[
P − |E(z
Hy)|2
E‖y‖2
]
. (50)
Therefore, substituting (47), (49) and (50) into (46),
I(z;y) ≥ d ln(pieP )− d ln(pieσ2) ≥ −d ln(1− ρ).

We use these lemmas as follows. In each sub-band m, the
components of z(m) are i.i.d. complex Gaussians with zero
mean and variance Pm. So, by Lemma 2,
I(z(m); ẑ(m)) ≥ −Nm ln(1− ρ(m)), (51)
where Nm is the number of coefficients in sub-band m and
ρ(m) is the correlation coefficient,
ρ(m) :=
|E ((z(m))Hẑ(m)) |2
E‖ẑ(m)‖2Pm . (52)
Now, (6) shows that Nm/N → δm. So, if we divide (51) by
N and take the limit we get,
lim inf
N→∞
1
N
I(z(m); ẑ(m)) ≥ −δm ln(1− ρ(m)). (53)
where ρ(m) is the limiting correlation,
ρ(m) := lim
N→∞
ρ(m) (54)
To compute the limiting correlation in (58), we use a
similar calculation to the proof of Theorem 1. Specifically,
the received symbols are given by,
ẑ = VG(VHz+ ξ).
Proposition 1 then shows that the components of (ẑ, z,a)
converge empirically as,
lim
N→∞
{(ẑn, zn, an)} PL(2)= (Ẑ, Z,A),
and
Ẑ = αrxZ +Wrx, Wrx ∼ CN (0, τrxP ),
where Wrx is independent of Z. Now, we have that,
lim
N→∞
1
N
(z(m))Hẑ(m) = lim
N→∞
1
N
z∗k ẑk1{ak=m}
= E
[
Z∗Ẑ1{Ak=m}
]
= E
[
ZẐ|A = m
]
Pr(A = m)
= E [Z∗(αrxZ +Wrx)|A = m] δm
= αrxPmδm,
where we have used that, conditional on A = m, E|Z|2 = Pm
and E(Z∗Wrx) = 0. Hence,
lim
N→∞
1
N2
∣∣∣E(z(m))Hẑ(m)∣∣∣2 = |αrx|2P 2mδ2m. (55)
Similar calculations show that,
lim
N→∞
1
N
E‖ẑ(m)‖2 = [|αrx|2Pm + τrxP ] δm (56)
lim
N→∞
1
N
E‖z(m)‖2 = Pmδm. (57)
Substituting (55), (56) and (57) into (52), we obtain that the
limit in (58) is given by,
ρ(m) :=
|αrx|2P 2mδ2m
Pm
[|αrx|2Pm + τrxP ] δ2m = |αrx|
2Pm
|αrx|2Pm + τrxP
.
(58)
Hence, from (53), we obtain
lim inf
N→∞
1
N
I(z(m); ẑ(m)) ≥ δm log
(
1 +
|αrx|2Pm
τrxP
)
. (59)
Substituting (59) into the sum (42) obtains (17).
APPENDIX F
PROOF OF THEOREM 3
This is a straightforward mathematical manipulation
Rlin
(a)
≥
M∑
m=1
δm log
(
1 +
|αtx|2Pm
τtxP
)
=
M∑
m=1
δm log
(
τtxP + |αtx|2Pm
τtxP
)
(b)
=
M∑
m=1
δm log
(
νm(|αtx|2 + τtx)P
δmτtxP
)
= log
(
1 +
|αtx|2
τtx
)
+
M∑
m=1
δm log
(
νm
δm
)
= log
(
1 +
|αtx|2
τtx
)
−D(δ‖ν).
where (a) follows from (20) with σ2 = 0 and (b) follows from
(12). This proves (21).
APPENDIX G
PROOF OF THEOREM 4
We first need a lemma to characterize the maximum entropy,
Hmax(s) in (28). Let S be a random variable given by |x|2
where x uniformly distributed on the set of DAC constellation
points x ∈ A. Hence, E(S) is the average energy per sample
if the modulator uniformly selects sequences from the DAC
output. Let λS(θ) be its cummulant generating function,
λS(θ) = logE exp(θS) = log
(
1
|A|
∑
x∈A
eθ|x|
2
)
, (60)
and, let IS(s) be its Legendre transform,
IS(s) := sup
θ
[θs− λ(θ)] . (61)
Lemma 3. The maximum entropy in (28) is given by,
Hmax(s) = log |A| − IS(s). (62)
Proof. Consider a set of distributions of a discrete random
variable Vθ on the set A, parameterized by the scalar real
variable θ, where
P (Vθ = x) =
1
|A|Z(θ)e
θ|x|2 , Z(θ) =
1
|A|
∑
x∈A
eθ|x|
2
. (63)
It is known that if θ is selected such that E|Vθ|2 = s, then Vθ is
the maximum entropy distribution over all random variables V
on A with E|V |2 = s. Observe that the cummulant generating
function (60) is,
λS(θ) = logZ(θ).
A standard result on exponential families is that,
λ′S(θ) = E|Vθ|2.
Now, for any s, we have
IS(s) = θ̂s− λS(θ̂),
where
θ̂ = arg max
θ
[sθ − λS(θ)] . (64)
Since θ̂ is the maximizer in (64),
λ′S(θ̂) = s⇒ s = E|Vθ̂|2.
So, Vθ̂ is the maximum entropy distribution with E|V |2 = s.
Also, the entropy of PMF of Vθ̂ in (63) is,
Hmax(s) = H(Vθ̂) = −E logP (Vθ̂)
= log |A|+ logZ(θ̂)− θ̂E|Vθ̂|2
= log |A|+ log λS(θ̂)− θ̂s
= log |A| − IS(s). (65)

We now proceed to the proof of Theorem 4. There are |A|N
sequences in the set AN . So, if we let xN be the random
vector uniformly generated on AN , we have that the expected
cardinality of the set GN (V, ) in (23) is,
E|GN (V, )| = |A|N Pr(φ(VxN ) ∈ [s− , s]),
where the probability is taken over the random vector xN and
the matrix V. Hence, the rate upper bound in (25) is
R = ln |A|+ lim
→0
lim
N→∞
1
N
ln Pr(φ(VxN ) ∈ [s− , s]). (66)
So, we need to compute a tail probability. This is a standard
large deviations calculation. Define the random variable,
SN :=
1
N
‖xN‖2, (67)
which represents the per sample total energy in the vector xN .
Also, let uN be the unit vector,
uN =
1
‖xN‖VxN =
1
‖VxN‖VxN . (68)
Since V is Haar distributed on the unitaries, uN is uniformly
distributed on the sphere of radius one and independent of xN .
Also, let
νN,m :=
1
N
N−1∑
k=0
1{ak=m}|uk|2, (69)
which is the fraction of the energy of u in sub-band m. With
these definitions, if r = Vx the sub-band energies in (3) is
given by,
φm(r) :=
1
N
N−1∑
k=0
|rk|21{ak=m}
(a)
=
1
N
‖x‖2
N−1∑
k=0
|uk|21{ak=m}
(b)
= SNνN,m (70)
where (a) holds since r = Vx = ‖x‖2u, and (b) holds from
the definition of SN in νN,m in (67) and (69). So, xN ∈
GN (V, ) if and only if,
SNνN,m ∈ [sm − , sm] (71)
for all m. Therefore, if we define the set,
G := {(s,ν) | sνm ∈ [sm − , sm]} , (72)
the constraint (71) can be written as (SN ,νN ) ∈ G, and the
rate upper bound (66) is given by,
R = ln |A|+ lim
→0
lim
N→∞
1
N
ln Pr ((SN ,νN ) ∈ G) . (73)
We will calculate the probability using large deviations.
First, since SN in (67) is given by,
SN =
1
N
N−1∑
n=0
|xn|2,
which is an empirical average of i.i.d. random variables with
distribution S, the random variable |x|2 where x is uniformly
distributed on the DAC constellation points A. By Cramer’s
theorem, it satisfies the large deviations principle (LDP) with
rate function, IS(s) [43].
Also, each component νN,m is the energy fraction of the
projection of an N -dimensional complex unit vector onto a
sub-space of dimension Nm with Nm = δmN . Thus, νN has
the Dirchelet distribution with probability density,
p(νN ) =
1
B(α)
M∏
m=1
ναm−1N,m ,
where α is the vector with coefficients,
αm = Nδm,
and
B(α) =
∏
m Γ(αm)
Γ(
∑
m αm)
.
Using Sterling’s approximation for large N , the density is
approximately given by,
p(νN ) ≈ exp [−ND(δ‖ν)] .
Therefore, νN satisfies the LDP with rate function
Iν(ν) = D(δ‖ν).
Since SN and νN are independent, they have a rate IS(s)+
Iν(ν). By the property of the rate function,
lim
N→∞
1
N
ln Pr ((SN ,νN ) ∈ G)
= − inf
s,ν∈G
[IS(s) +D(δ‖ν)] . (74)
Using the definition of (72) and the fact that IS(s) is contin-
uous, we obtain
lim
→0
lim
N→∞
1
N
ln Pr ((SN ,νN ) ∈ G)
= − inf
s,ν∈G0
[IS(s) +D(δ‖ν)] . (75)
But, taking  = 0 in (72), we see that G0 is the set
G := {(S,ν) | sνm = sm ∀m} .
Since
∑
m νm = 1, the only point in G0 are the s = stot =
∑
m sm and νm = sm/stot. Therefore,
lim
→0
lim
N→∞
1
N
ln Pr ((SN ,νN ) ∈ G)
= −IS(stot)−D(δ‖ν).
Substituting this into (73),
R = ln |A| − IS(stot)−D(δ‖ν). (76)
From Lemma 3, this can be re-written as,
R = Hmax(stot)−D(δ‖ν). (77)
