Abstract. We introduce and study a class of free boundary models with "nonlocal diffusion", which are natural extensions of the free boundary models in [17] and elsewhere, where "local diffusion" is used to describe the population dispersal, with the free boundary representing the spreading front of the species. We show that this nonlocal problem has a unique solution defined for all time, and then examine its long-time dynamical behavior when the growth function is of Fisher-KPP type. We prove that a spreading-vanishing dichotomy holds, though for the spreading-vanishing criteria significant differences arise from the well known local diffusion model in [17] .
Introduction
In this paper we introduce and study a free boundary model with "nonlocal diffusion" (to be described in detail later), which may be viewed as an extension of the following free boundary model with "local diffusion":
t > 0, g(t) < x < h(t), u(t, g(t)) = u(t, h(t)) = 0, t > 0, g ′ (t) = −µu x (t, g(t)), h ′ (t) = −µu x (t, h(t)), t > 0,
where f is a C 1 function satisfying f (0) = 0, µ > 0 and g 0 < h 0 are constants, and u 0 is a C 2 function which is positive in (g 0 , h 0 ) and vanishes at x = g 0 and x = h 0 . For logistic type of f (u), (1.1) was first studied in [17] , as a model for the spreading of a new or invasive species with population density u(t, x), whose population range (g(t), h(t)) expands through its boundaries x = g(t) and x = h(t) according to the Stefan conditions g ′ (t) = −µu x (t, g(t)), h ′ (t) = −µu x (t, h(t)). A deduction of these conditions based on some ecological assumptions can be found in [6] . It was shown in [17] that problem (1.1) admits a unique solution (u(t, x), g(t), h(t)) defined for all t > 0. Its long-time dynamical behavior is characterized by a "spreading-vanishing dichotomy": Either (g(t), h(t)) is contained in a bounded set of R for all t > 0 and u(t, x) → 0 uniformly as t → ∞ (called the vanishing case), or (g(t), h(t)) expands to R and u(t, x) converges to the unique positive steady state of the ODE v ′ = f (v) locally uniformly in x ∈ R as t → ∞ (the spreading case). Moreover, when spreading occurs, These results have been extended to cases with more general f (u) in [19, 27] , and more accurate estimates for g(t), h(t) and u(t, x) for the spreading case have been obtained in [20] . Among the many further extensions, we only mention the extension to various heterogeneous environments in [12, 13, 15, 16, 30, 31, 40] , and extensions to certain Lotka-Volterra two-species systems and epidemic models in [18, 21, 24, 39] and [7, 23, 33] (see also the references therein).
Problem (1.1) is closely related to the following associated Cauchy problem (1.2) U t − dU xx = f (U ), t > 0, x ∈ R,
Indeed, it follows from [14] that, if the initial functions are the same, i.e., u 0 = U 0 , then the unique solution (u, g, h) of (1.1) and the unique solution U of (1.2) are related in the following way: For any fixed T > 0, as µ → ∞, (g(t), h(t)) → R and u(t, x) → U (t, x) locally uniformly in (t, x) ∈ (0, T ] × R. Thus (1.2) may be viewed as the limiting problem of (1.1) (as µ → ∞). Problem (1.2) with U 0 a nonnegative function having nonempty compact support has long been used to describe the spreading of a new or invasive species; see, for example, classical works [1, 22, 28] . In both (1.1) and (1.2), the dispersal of the species is described by the diffusion term du xx , widely known as a "local diffusion" operator. It has been increasingly recognized that the dispersal of many species is better described by "nonlocal diffusion" rather than local diffusion as used in (1.1) and (1.2) (see, e.g., [34] ). An extensively used nonlocal diffusion operator to replace the local diffusion term du xx is given by Problem (1.3) and its many variations have been extensively studied in recent years; see, for example, [2, 4, 8, 10, 25, 26, 32, [35] [36] [37] [38] 41] and the references therein. In particular, several classical results on (1.2) as a model for spreading of species have been successfully extended to (1.3) and its variations.
In contrast, the nonlocal version of (1.1) has not been considered so far. The main purpose of this paper is to propose a nonlocal version of (1.1) and then study its well-posedness and long-time dynamical behavior. We note that a solution u(t, x) of (1.3) is not differentiable in x in general, and therefore it is reasonable to expect that the Stefan conditions in (1.1) do not extend readily to the nonlocal diffusion case. Moreover, when (1.3) is restricted to a bounded interval [a, b] for the space variable x, it is well known that for t > 0, u(t, x) > 0 for x ∈ {a, b} and the values of u(t, a) and u(t, b) are implicitly determined by the equation itself. As we will see below, this will no longer be the case for the corresponding free boundary problem at the free boundaries x = g(t) and x = h(t).
The nonlocal version of (1.1) we propose in this paper has the following form:
(1.4)
J(x − y)u(t, y)dy − du(t, x) + f (t, x, u), t > 0, x ∈ (g(t), h(t)), u(t, g(t)) = u(t, h(t)) = 0, t > 0,
+∞ h(t)
J(x − y)u(t, x)dydx, t > 0,
g(t)
−∞
where x = g(t) and x = h(t) are the moving boundaries to be determined together with u(t, x), which is always assumed to be identically 0 for x ∈ R \[g(t), h(t)]; d and µ are positive constants. The initial function u 0 (x) satisfies
with [−h 0 , h 0 ] representing the initial population range of the species. We assume that the kernel function J : R → R is continuous and nonnegative, and has the properties
The growth term f : R + × R × R + → R is assumed to be continuous and satisfies (f1): f (t, x, 0) ≡ 0 and f (t, x, u) is locally Lipschitz in u ∈ R + , i.e., for any L > 0, there
Let us now explain the meaning of the free boundary conditions in (1.4). According to the nonlocal dispersal rule governed by the dispersal kernel J(x − y), the total population mass moved out of the range [g(t), h(t)] at time t through its right boundary x = h(t) per unit time is given by
As we assume that u(t, x) = 0 for x ∈ [g(t), h(t)], this quantity of mass is lost in the spreading process of the species. We may call this quantity the outward flux at x = h(t) and denote it by J h (t). Similarly we can define the outward flux at x = g(t) by
Then the free boundary conditions in (1.4) can be interpreted as assuming that the expanding rate of the front is proportional to the outward flux, by a factor µ > 0:
So the population range expands at the cost of the loss of certain population mass.
We note that in (1.4), the growth function f is more general than that in (1.1) where f is independent of (t, x). Our results in this paper on global existence and uniqueness of the solution to (1.4) will be proved under the conditions (J), (f1) and (f2) only. More precisely, we have the following result: Theorem 1.1. Under the conditions (J), (f1) and (f2), for every u 0 satisfying (1.5), problem (1.4) has a unique solution (u, g, h) defined for all t > 0.
For the long-time dynamical behavior of (1.4), for simplicity, we will add more restrictions on f . More precisely, we will require additionally (f3): f = f (u) is independent of (t, x), and
u is strictly decreasing for u ∈ R + , (f4): f ′ (0) exists and f ′ (0) > 0.
A prototype of growth functions f (u) satisfying (f1)-(f4) is given by f (u) = au − bu 2 with a and b positive constants. We have the following conclusions: Theorem 1.2 (Spreading-vanishing dichotomy). Suppose (J) and (f1)-(f4) hold, and u 0 satisfies (1.5). Let (u, g, h) be the unique solution of problem (1.4). Then one of the following alternatives must happen for (1.4):
(i) Spreading: lim t→+∞ (g(t), h(t)) = R and lim t→+∞ u(t, x) = v 0 locally uniformly in R, where v 0 is the unique positive zero of f (u), (ii) Vanishing: lim t→+∞ (g(t), h(t)) = (g ∞ , h ∞ ) is a finite interval and lim t→+∞ u(t, x) = 0 uniformly for x ∈ [g(t), h(t)]. , then there exists a unique ℓ * > 0 such that spreading always happens if h 0 ≥ ℓ * /2; and for h 0 ∈ (0, ℓ * /2), there exists a unique µ * > 0 so that spreading happens exactly when µ > µ * .
As we will see in Section 3.2, ℓ * depends only on f ′ (0), d and the kernel function J. On the other hand, µ * depends also on u 0 . Remark 1.4. We note that for the corresponding local diffusion model in [17] , no matter how small is the diffusion coefficient d in du xx relative to f ′ (0), vanishing can always happen if h 0 and µ are both sufficiently small. However, for (1.4), Theorem 1.3 indicates that when d ≤ f ′ (0), spreading always happens no mater how small h 0 , µ and u 0 are. This is one of the most striking differences between the local and nonlocal diffusion models discovered in this paper. Remark 1.5. In a forthcoming paper, we will study the spreading speed of (1.4) when spreading happens. Remark 1.6. After this paper is completed, we learned of the preprint [9] , where (1.4) with f ≡ 0 is studied, and some high space dimension cases are also considered. Interesting asymptotic behavior of the solution to (1.4) with f ≡ 0 is established in [9] , which naturally is very different from our case here where a Fisher-KPP growth term f is used in (1.4).
The rest of the paper is organized as follows. In Section 2 we prove that (1.4) has a unique solution defined for all t > 0. Although this is based on the contraction mapping theorem, our approach is very different from those used in similar free boundary problems with "local diffusion". For example, we introduce and use a parameterized ODE problem in the proof of Lemma 2.3, which is a key step for our first contraction mapping argument to work; in the proof of Theorem 2.2, we make use of the fact that h ′ (t) and −g ′ (t) have a positive lower bound for small t > 0, which is crucial for our proof of the second contraction mapping result. In Section 3, we study the long-time dynamical behavior of the solution to (1.4) under the conditions (J) and (f1)-(f4), where Theorems 1.2 and 1.3 will be proved. Here we make use of various comparison principles, and also properties of principal eigenvalues of the associated nonlocal linear operators, and initial value problems over fixed spatial domains.
2. Global existence and uniqueness for (1.4) In this section we prove the global existence and uniqueness of the solution to problem (1.4). For convenience, we first introduce some notations. For given h 0 , T > 0 we define
The following theorem is the main result of this section.
Theorem 2.1. Suppose that (J) and (f1)-(f2) hold. Then for any given h 0 > 0 and u 0 (x) satisfying (1.5), problem (1.4) admits a unique solution (u(t, x), g(t), h(t)) defined for all t > 0.
The rest of this section is devoted to the proof of Theorem 2.1. The following Maximum Principle will be used frequently in our analysis to follow. Lemma 2.2 (Maximum Principle). Assume that (J) holds, and g ∈ G h 0 ,T , h ∈ H h 0 ,T for some h 0 , T > 0. Suppose that u(t, x) as well as u t (t, x) are continuous in Ω g,h and satisfies, for some c ∈ L ∞ (Ω g,h ),
Proof. To simplify notations, for s ∈ (0, T ] we write
Let w(t, x) = e kt u(t, x), where k > 0 is a constant chosen large enough such that
J(x − y)w(t, y)dy
Denote p 0 = sup (t,x)∈Ω T p(t, x) and T * = min T, 1 2(d+p 0 ) . We are now in a position to prove that w ≥ 0 in Ω T * . Suppose that
By (2.1), w ≥ 0 on the parabolic boundary of Ω T , and hence there exists (t * , x * ) ∈ Ω T * such that w inf = w(t * , x * ) < 0. We now define
Integrating (2.2) from t 0 to t * we obtain
Since w(t 0 , x * ) = e kt 0 u(t 0 , x * ) ≥ 0, we deduce
which is a contradiction to the assumption that w inf < 0. Hence it follows that w(t, x) ≥ 0 and thus u(t, x) ≥ 0 for all (t, x) ∈ Ω T * . If T * = T , then u(t, x) ≥ 0 in Ω T follows directly; while if T * < T , we may repeat this process with u 0 (x) replaced by u(T * , x) and (0, T ] replaced by (T * , T ]. Clearly after repeating this process finitely many times, we will obtain u(t, x) ≥ 0 for all (t, x) ∈ Ω T . Now assume that u(0, x) ≡ 0 in [−h 0 , h 0 ]. To complete the proof, it suffices to show that w > 0 in Ω T . Suppose that there is a point (t * , x * ) ∈ Ω T such that w(t * , x * ) = 0.
First, we claim that w(t * , x) = 0 for x ∈ (g(t * ), h(t * )).
Otherwise, there exists
Then at (t * ,x), u(t * ,x) = 0 and by (2.2), we get
J(x − y)w(t * , y)dy > 0, due to assumption (J). This is impossible. Thus w(t * , x) = 0 for x ∈ (g(t * ), h(t * )). Hence, by (2.2), for
This implies that u(0, x) ≡ 0 in [−h 0 , h 0 ], which is a contradiction.
The following result will play a crucial role in the proof of Theorem 2.1.
Lemma 2.3. Suppose that (J) and (f1)-(f2) hold, h 0 > 0 and u 0 (x) satisfies (1.5). Then for any T > 0 and (g, h) ∈ G h 0 ,T × H h 0 ,T , the following problem
where K 0 is defined in the assumption (f2).
Proof. We break the proof into three steps.
Step 1: A parametrized ODE problem.
Clearly t x = T for x = g(T ) and x = h(T ), and t x < T for x ∈ (g(T ), h(T )). For any given φ ∈ X u 0 ,g,h , consider the following ODE initial value problem (with parameter x):
J(x − y)φ(t, y)dy − dv(t, x) +f (t, x, v).
Thanks to the assumption (f1), for any
where
In other words, the function
in all its variables in this range. Hence it follows from the Fundamental Theorem of ODEs that, for every fixed x ∈ (g(T ), h(T )), problem (2.6) admits a unique solution, denoted by
We first show that V φ (t, x) < L for t ∈ (t x ,T ]. Arguing indirectly we assume that this inequality does not hold, and hence, in view of
It follows that L ≤ L − 1. This contradiction proves our claim. We now prove the first inequality in (2.7). Sincẽ
we have
We have thus proved (2.7), and therefore the solution V φ (t, x) of (2.6) is uniquely defined for t ∈ [t x , T ].
Step 2: A fixed point problem.
Let us note that
, and V φ (t, x) = 0 for t ∈ [0, T ) and x ∈ ∂(g(t), h(t)) = g(t), h(t) . Moreover, by the continuous dependence of the unique solution on the initial value and on the parameters in the equation, we also see that V φ (t, x) is continuous in (t, x) ∈ Ω s for any s ∈ (0, T ), and hence V φ | Ω s ∈ X s , where for convenience of notation, we define for any s ∈ (0, T ],
We then define the mapping Γ s : X s → X s by Γ s ψ = Vψ| Ωs , whereψ ∈ X T is an extension of ψ from X s to X T . From the definition of Vψ we easily see that Γ s ψ does not depend on the particular form of the extension from ψ toψ. We also see that if Γ s ψ = ψ then ψ(t, x) solves (2.3) for t ∈ (0, s], and vice versa.
The main task in this step is to show that for sufficiently small s > 0, Γ s has a unique fixed point in X s . We prove this conclusion by the contraction mapping theorem; namely we prove that for such s, Γ s is a contraction mapping on a closed subset of X s , and any fixed point of Γ s in X s lies in this closed subset.
Firstly we note that X s is a complete metric space with the metric
Fix M > max 4 u 0 ∞ , K 0 and define
Clearly X M s is a closed subset of X s . We show next that there exists δ > 0 small depending on M such that for every s ∈ (0, δ], Γ s maps X M s into itself, and is a contraction mapping. Let φ ∈ X M s and denote v = Γ s φ. Then v solves (2.6) with T replaced by s. It follows that (2.7) holds withT replaced by s and V φ replaced by v. We prove that for all small s > 0,
Let us observe that due to (f1)-(f2), there exists K * > 0 such that
Now from (2.6) we obtain, for t ∈ [t x , s] and x ∈ (g(s), h(s)),
It follows that, for such t and x,
and
Thus v = Γ s φ ∈ X M s , as we wanted. Let us note from the above choice of δ 1 that it only depends on d and K * .
Next we show that by shrinking δ 1 if necessary, Γ s is a contraction mapping on X M s when s ∈ (0, δ 1 ]. So let φ 1 , φ 2 ∈ X M s , and denote
It follows that, for t x < t ≤ s and x ∈ (g(t), h(t)),
We thus deduce, for such t and x,
For such s we may now apply the Contraction Mapping Theorem to conclude that Γ s has a unique fixed point V in X M s . It follows that v = V solves (2.3) for 0 < t ≤ s. If we can show that any solution v of (2.3) satisfies 0 ≤ v ≤ M in Ω s then v must coincides with the unique fixed point V of Γ s in X M s . We next prove such an estimate for v. We note that v ≥ 0 already follows from (2.7). So we only need to prove v ≤ M . We actually prove the following stronger inequality
It suffices to show that the above inequality holds with M 0 replaced by M 0 + ǫ for any given ǫ > 0. We argue by contradiction. Suppose this is not true. Then due to
Since v(t * , g(t * )) = v(t * , h(t * )) = 0, for y ∈ (g(t * ), h(t * )) but close to the boundary of this interval, v(t * , y) < M ǫ . It follows that
This contradiction proves (2.9). Thus v satisfies the wanted inequality and hence coincides with the unique fixed point of Γ s in X M s . We have now proved the fact that for every s ∈ (0, δ], Γ s has a unique fixed point in X s .
Step 3: Extension and completion of the proof.
From Step 2 we know that (2.3) has a unique solution defined for t ∈ [0, s] with s ∈ (0, δ]. Applying Step 2 to (2.3) but with the initial time t = 0 replaced by t = s we see that the unique solution can be extended to a slightly bigger interval of t. Moreover, by (2.9) and the definition of δ in Step 2, we see that the new extension can be done by increasing t by at least someδ > 0, withδ depends only on M 0 and d. Furthermore, from the above proof of (2.9) we easily see that the extended solution v satisfies (2.9) in the newly extended range of t. Thus the extension byδ for t can be repeated. Clearly by repeating this process finitely many times, the solution of (2.3) will be uniquely extended to t ∈ [t x , T ). As explained above, now (2.9) holds for t ∈ [t x , T ), and hence to prove (2.4), it only remains to show V g,h (t, x) > 0 for t ∈ (0, T ) and x ∈ (g(t), h(t)). However, due to (f1)-(f2) and (2.9), we may write f (t, x, V g,h (t, x)) = c(t, x)V g,h (t, x) with c ∈ L ∞ (Ω s ) for any s ∈ (0, T ). Thus we can use Lemma 2.2 to conclude.
Proof of Theorem 2.1. By Lemma 2.3, for any T > 0 and (h, g) ∈ G h 0 ,T × H h 0 ,T , we can find a unique V g,h ∈ X u 0 ,g,h that solves (2.3), and it has the property
Using such a V g,h (t, x), we define the mappingΓ byΓ(g, h) = g,h , where
To simplify notations, we will write
To prove this theorem, we will show that if T is small enough, thenΓ maps a suitable closed subset Σ T of G T × H T into itself, and is a contraction mapping. This clearly implies thatΓ has a unique fixed point in Σ T , which gives a solution (V g,h , g, h) of (1.4) defined for t ∈ (0, T ]. We will show that any solution (u, g, h) of (1.4) with (g, h) ∈ G T × H T must satisfy (g, h) ∈ Σ T , and hence (g, h) must coincide with the unique fixed point ofΓ in Σ T , which then implies that the solution (u, g, h) of (1.4) is unique. We will finally show that this unique solution defined locally in time can be extended uniquely for all t > 0.
We now carry out this plan in several steps.
Step 1: Properties of (g,h) and a closed subset of
The definitions ofh(t) andg(t) indicate that they belong to C 1 ([0, T ]) and for 0 < t ≤ T , (2.11)
These identities already implyΓ(g, h) = (g,h) ∈ G T ×H T , but in order to showΓ is a contraction mapping, we need to prove some further properties ofg andh, and then choose a suitable closed subset of G T × H T , which is invariant underΓ, and on whichΓ is a contraction mapping. Since v = V g,h solves (2.3) we obtain by using (f1)-(f2) and (2.4) that (2.12)
It follows that (2.13)
By (J) there exist constants ǫ 0 ∈ (0, h 0 /4) and δ 0 > 0 such that (2.14)
Using (2.11) we easily see
We now assume that (g, h) has the extra property that
provided that T > 0 is small enough, depending on (µ, M 0 , h 0 , ǫ 0 ). We fix such a T and notice from the above extra assumption on (g, h) that
Combining this with (2.13) and (2.14) we obtain, for such T and t ∈ (0, T ],
with c 0 depending only on (J, u 0 , f ). Thus, for sufficiently small
We can similarly obtain, for such T ,
for some positive constantc 0 depending only on (J, u 0 , f ). We now define, for s ∈ (0,
Our analysis above shows thatΓ
Step 2:Γ is a contraction mapping on Σ s for sufficiently small s > 0. Let s ∈ (0, T 0 ], (h 1 , g 1 ), (h 2 , g 2 ) ∈ Σ s , and note that Σ s is a complete metric space under the metric
For i = 1, 2, let us denote
We also define
where C 0 depends only on (µ, u 0 , J, f ). Let us recall that V i is always extended by 0 in [0,
Similarly, we have, for t ∈ [0, s],
Therefore, (2.17)
Next, we estimate V 1 − V 2 C(Ωs) . We denote U = V 1 − V 2 , and for fixed (t * , x * ) ∈ Ω s , we consider three cases separately.
It follows from the equations satisfied by V 1 and V 2 that U (0, x * ) = 0 and for 0 < t ≤ s,
We have
Thus for some C 1 > 0 depending only on (d, u 0 , M 0 , J), we have
It follows that (2.20)
Case 2. x * ∈ (h 0 , H 1 (s)).
In this case there exist t * 1 , t * 2 ∈ (0, t * ) such that x * = h 1 (t * 1 ) = h 2 (t * 2 ). Without loss of generality, we may assume that 0 < t * 1 ≤ t * 2 . Now we use (2.18) for t ∈ [t * 2 , t * ], and obtain
It follows that (2.21)
and hence from the equation satisfied by V 1 we obtain
If t * 1 = t * 2 then clearly U (t * 2 , x * ) = 0. If t * 1 < t * 2 , then using
, and thus
Therefore there exists some positive constant C 3 = C 3 (µc 0 , C 2 ) such that
Substituting this and (2.19) proved in Case 1 above to (2.21), we obtain (2.22)
Without loss of generality we assume that h 1 (s) < h 2 (s). Then H 1 (s) = h 1 (s), H 2 (s) = h 2 (s) and
We thus obtain (2.23)
The inequalities (2.20), (2.22) and (2.23) indicate that, there exists C 5 > 0 depending only on (µc 0 , d, u 0 , J, f ) such that, whether we are in Cases 1, 2 or 3, we always have
Analogously, we can examine the cases x * ∈ (G 2 (s), −h 0 ) and x * ∈ (G 1 (s), G 2 (s)] to obtain a constant C 6 > 0 depending only on (µc 0 , d, u 0 , J, f ) such that (2.24) holds with C 5 replaced by C 6 . Setting C * := max C 5 , C 6 , we thus obtain
It follows that
Let us recall that the above inequality holds for all s ∈ (s, T 0 ] with T 0 given near the end of Step 1. Set T 1 := min T 0 , 1 2C * . Then we easily deduce
Substituting this inequality into (2.17) we obtain, for s ∈ (0, T 1 ],
Thus if we define T 2 by 2C 0 (2C * + 1)T 2 = 1 2 , and T * := min T 1 , T 2 , then
i.e.,Γ is a contraction mapping on Σ T * .
Step 3: Local existence and uniqueness. By Step 2 and the Contraction Mapping Theorem we know that (1.4) has a solution (u, g, h) for t ∈ (0, T * ]. If we can show that (g, h) ∈ Σ T * holds for any solution (u, g, h) of (1.4) defined over t ∈ (0, T * ], then it is the unique fixed point ofΓ in Σ T * and the uniqueness of (u, g, h) follows.
So let (u, g, h) be an arbitrary solution of (1.4) defined for t ∈ (0, T * ]. Then
By Lemma 2.3, we have
, h(t)).
It follows that [h(t) − g(t)]
We thus obtain
Therefore if we shrink T * if necessary so that
Moreover, the proof of (2.15) and (2.16) gives
Thus indeed (g, h) ∈ Σ T * , as we wanted. This proves the local existence and uniqueness of the solution to (1.4).
Step 4: Global existence and uniqueness. By Step 3, we see the (1.4) has a unique solution (u, g, h) for some initial time interval (0, T ), and for any s ∈ (0, T ), u(s, x) > 0 for x ∈ (g(s), h(s)) and u(s, ·) is continuous over [g(s), h(s)]. This implies that we can treat u(s, ·) as an initial function and use Step 3 to extend the solution from t = s to some T ′ ≥ T . Suppose (0,T ) is the maximal interval that the solution (u, g, h) of (1.4) can be defined through this extension process. We show thatT = ∞. OtherwiseT ∈ (0, ∞) and we are going to derive a contradiction.
Firstly we notice that (2.25) now holds for t ∈ (0,T ). Since h(t) and g(t) are monotone functions over [0,T ), we may define to the initial function and the parameters in the equation, we see that u(t, x) is continuous in ΩT . By assumption, u ∈ C(Ω s ) for any s ∈ (0,T ). To show this also holds with s =T , it remains to show that u(t, x) → 0 as (t, x) → (T , g(T )) and as (t, x) → (T , h(T )) from ΩT . We only prove the former as the other case can be shown similarly. We note that as x ց g(T ), we have t x րT , and so
J(x − y)u(τ, y)dy − du(τ, x) + f (τ, x, u(τ, x)) dτ
Thus we have shown that u ∈ C(ΩT ) and (u, g, h) satisfies (1.4) for t ∈ (0,T ]. By Lemma 2.2 we have u(T , x) > 0 for x ∈ (g(T ), h(T )). Thus we can regard u(T , ·) as an initial function and apply Step 3 to conclude that the solution of (1.4) can be extended to some (0,T ) withT >T . This contradicts the definition ofT . Therefore we must haveT = ∞.
3. Long-time behavior of (1.4): Spreading-vanishing dichotomy 3.1. Some preparatory results. 
Then the unique positive solution (u, g, h) of problem (1.4) satisfies
and h(t) ≤ h(t) for 0 < t ≤ T and x ∈ R.
The triplet (u, g, h) above is called an upper solution of (1.4). We can define a lower solution and obtain analogous results by reversing all the inequalities in (3.1) and (3.2).
Proof. First of all, thanks to (1.5) and Lemma 2.2, one sees that u > 0 for 0 < t ≤ T, g(t) < x < h(t), and thus both h and −g are strictly increasing.
For small ǫ > 0, let (u ǫ , g ǫ , h ǫ ) denote the unique solution of (1.4) with h 0 replaced by
We claim that h ǫ (t) < h(t) and g ǫ (t) > g(t) for all t ∈ (0, T ]. Clearly, these hold true for small t > 0. Suppose that there exists t 1 ≤ T such that
Without loss of generality, we may assume that h ǫ (t 1 ) = h(t 1 ) and g ǫ (t 1 ) ≥ g(t 1 ).
We now compare u ǫ and u over the region
Let w(t, x) = e k 1 t (u − u ǫ ), where k 1 > 0 is a constant to be determined later. Then for all (t, x) ∈ Ω ǫ,t 1 , there is
for some L ∞ function C(t, x). Choosing k 1 large such that p 1 (t, x) :
Furthermore, according to the definition of
which is a contradiction. The claim is thus proved, i.e., we always have h ǫ (t) < h(t) and g ǫ (t) > g(t) for all t ∈ (0, T ]. Then the above arguments yield that u(t, x) > u ǫ (t, x) in Ω ǫ,T .
Since the unique solution of (1.4) depends continuously on the parameters in (1.4), the desired result then follows by letting ǫ → 0.
The following result is a direct consequence of the comparison principle, where to stress the dependence on the parameter µ, we use (u µ , g µ , h µ ) to denote the solution of problem (1.4). 
Proof. This result is well known, and can be proved by the arguments in the proof of Lemma 2.2; the situation here is actually much simpler. We omit the details.
3.1.2.
Some related eigenvalue problems. Here we recall and prove some results on the principal eigenvalue of the linear operator L Ω + a :
where Ω is an open interval in R, possibly unbounded, a ∈ C(Ω) and J satisfies (J). Define
) is an eigenvalue of the operator L Ω + a with a continuous and positive eigenfunction, we call it a principal eigenvalue.
In this paper, we are particularly interested in the properties of λ p (L (ℓ 1 ,ℓ 2 ) + a 0 ), with a 0 a positive constant and −∞ ≤ ℓ 1 < ℓ 2 ≤ +∞. In this special case, it is well known (see, e.g., [5, 11, 29] ) that λ p (L (ℓ 1 ,ℓ 2 ) + a 0 ) is a principal eigenvalue. Moreover, we show that the following conclusions hold.
Proposition 3.4. Assume that the kernel J satisfies (J), a 0 is a positive constant and −∞ < ℓ 1 < ℓ 2 < +∞. Then the following hold true:
is strictly increasing and continuous in ℓ :
Proof. Since a 0 is a constant, it follows easily from the definition that λ p (L (ℓ 1 ,ℓ 2 ) + a 0 ) depends only on ℓ := ℓ 2 − ℓ 1 . So we only need to prove the stated conclusions for (ℓ 1 , ℓ 2 ) = (0, ℓ).
(i) Supposel > ℓ and denote
To prove the monotonicity in ℓ it suffices to show λ p <λ p . Letφ be a positive eigenfunction corresponding toλ p . Thenφ is positive and continuous over [0,l] , and
Therefore we can find ǫ > 0 small so that
We may now use the definition of λ p (L (0,ℓ) + a 0 ) above to obtain λ p ≤λ p − ǫ <λ p . This proves the monotonicity. We next prove the continuity in ℓ. By Lemma 2.4 in [5] we have, for any ℓ 0 > 0,
It remains to show
and let φ 0 (x) > 0 be a corresponding eigenfunction of λ 0 p . We extend φ 0 (x) by defining φ 0 (x) = φ 0 (ℓ 0 ) for x ≥ ℓ 0 , and denote the extended φ 0 still by itself. We claim that for any ǫ > 0, there exists δ > 0 small so that for all ℓ ∈ (ℓ 0 , ℓ 0 + δ),
Clearly this implies λ 0 p < λ p (L (0,ℓ) + a 0 ) ≤ λ 0 p + ǫ for such ℓ, and (3.5) is a consequence of this conclusion. So to complete the proof of the continuity on ℓ, it suffices to prove the above claim.
We have, for ℓ > ℓ 0 ,
provided that ℓ ∈ (ℓ 0 , ℓ 0 + δ ǫ ), with δ ǫ := min{δ 1 ǫ , δ 2 ǫ }. This clearly implies our claim and the continuity of λ p (L (0,ℓ) + a 0 ) on ℓ is thus proved.
(ii) We use the variational characterization of λ p (L (0,ℓ) + a 0 ), namely (see, e.g., [5] )
It then follows from the above variational characterization that
Then taking φ ≡ 1 as the test function in the variational characterization of λ p (L (0,ℓ) + a 0 ) we obtain, for all large ℓ > 0,
Since ǫ > 0 can be arbitrarily small, it follows that
which together with λ p (L (0,ℓ) + a 0 ) ≤ a 0 proves the desired result.
(iii) We want to show that
is a principal eigenvalue, there exists a strictly positive function
Therefore
This proves (3.6).
3.1.3. Some nonlocal problems over fixed spatial domains. We now recall some well known conclusions for nonlocal diffusion equations over fixed spatial domains. We first consider the problem
where −∞ < ℓ 1 < ℓ 2 < +∞.
Proposition 3.5 ( [3, 11]).
Denote Ω = (ℓ 1 , ℓ 2 ) and suppose (J) and (f1)-(f4) hold. Then (3.7) admits a unique positive steady state u Ω in C(Ω) if and only if
Moreover, for u 0 (x) ∈ C(Ω) and u 0 ≥, ≡ 0, (3.7) has a unique solution u(t, x) defined for all t > 0, and it converges to
We note that when (f1)-(f4) hold, the function f (u) has a unique positive zero v 0 ∈ (0, K 0 ). Proposition 3.6. Assume (J) and (f1)-(f4) hold. Then there exists L > 0 such that for every interval (ℓ 1 , ℓ 2 ) with length
) > 0 and hence (3.7) has a unique positive steady state u (ℓ 1 ,ℓ 2 ) ; moreover,
Proof. Since f ′ (0) > 0, by Lemma 2.4 of [5] and Proposition 3.4, we have
and so there exists L > 0 large such that
Fix a positive function u 0 ∈ L ∞ (R) ∩ C(R). By Lemma 3.3 we can use a simple comparison argument to show that the unique solution u (ℓ 1 ,ℓ 2 ) (t, x) of (3.7) has the property
Letting t → +∞, it follows that, when |I 1 | > L,
This monotonicity property implies that to show (3.8) , it sufficies to prove it along any particular sequence (ℓ n 1 , ℓ n 2 ) with ℓ n 1 → −∞, ℓ n 2 → +∞ as n → ∞. Fix z 1 , z 2 ∈ R and consider (z i − n, z i + n), i = 1, 2. There exits N ∈ N such that for n ≥ N ,
Due to Proposition 3.5, one sees that for n ≥ N , the problem (3.9)
admits a unique positive steady stateũ i,n ∈ C([z i − n, z i + n]) and its unique solution u i,n (t, x)
By making use of Lemma 3.3 and the ODE problem
we deduce u i,n (t, x) ≤ u(t) and henceũ i,n ≤ K 0 . Therefore there existsũ i ∈ L ∞ (R) such that u i,n (x) converges toũ i (x) for every x ∈ R as n → +∞. Since f = f (u), one sees thatũ 1 (x − z 1 + z 2 ) =ũ 2 (x). We now show that
and hence, for n ≥ N ,
which implies thatũ 1 ≥ũ 2 in R by letting n → +∞. Similarly, we haveũ 1 ≤ũ 2 in R. Hence (3.10) holds. From (3.10) it follows immediately thatũ 1 (x) ≡ c 0 is a constant in R as z 1 and z 2 are arbitrary. It then follows thatũ i,n (x) converges to c 0 locally uniformly in R as n → +∞ thanks to Dini's theorem. This in turn implies that c 0 is a steady state of (3.7) with (ℓ 1 , ℓ 2 ) is replaced by (−∞, +∞) and hence must be a positive zero of f (u). Thus c 0 = v 0 andũ 1,n (x) = u (z 1 −n,z 1 +n) (x) converges to v 0 locally uniformly in R as n → +∞, which implies (3.8).
The spreading-vanishing dichotomy and criteria.
Throughout this subsection, we always assume that (J) and (f1)-(f4) hold. Let u 0 satisfy (1.5), and (u, g, h) be the unique solution of (1.4). Since h(t) and −g(t) are increasing in time t, h ∞ := lim t→+∞ h(t) ∈ (h 0 , +∞] and g ∞ := lim t→+∞ g(t) ∈ [−∞, −h 0 ) are well-defined. Theorems 1.2 and 1.3 will follow from the results proved below.
Moreover, for such ǫ, there exists T ǫ > 0 such that
Since λ p (L (g∞+ǫ,h∞−ǫ) + f ′ (0)) > 0, Proposition 3.5 indicates that the solution w ǫ (t, x) of (3.11) converges to the unique steady state W ǫ (x) of (3.11) uniformly in [g ∞ + ǫ, h ∞ − ǫ] as t → +∞. Moreover, by Lemma 3.3 and a simple comparison argument we have
Thus, there exists T 1ǫ > T ǫ such that
Note that since J(0) > 0, there exist ǫ 0 > 0 and δ 0 > 0 such that J(x) > δ 0 if |x| < ǫ 0 . Thus for 0 < ǫ < min ǫ 1 , ǫ 0 /2 and t > T 1ǫ , we have
This implies h ∞ = +∞, a contradiction to the assumption that h ∞ − g ∞ < +∞. Therefore, we must have
We are now ready to show that u(t, x) → 0 uniformly in [g(t), h(t)] as t → +∞. Letū(t, x) denote the unique solution of (3.12)
, h(t)] as t → +∞. This completes the proof.
Lemma 3.8. h ∞ < +∞ if and only if −g ∞ < +∞.
Proof. Arguing indirectly, we assume, without loss of generality, that h ∞ = +∞ and −g ∞ < +∞. By Proposition 3.4, there exists
We now consider
Similar to the first part of the proof of Theorem 3.7, by choosing ǫ < ǫ 0 /2, we have g ′ (t) < −c < 0 for all t large. This is a contradiction to −g ∞ < +∞. Proof. Thanks to Lemma 3.8, h ∞ − g ∞ = +∞ implies that h ∞ = −g ∞ = +∞. Choose an increasing sequence {t n } n≥1 satisfying
Denote g n = g(t n ), h n = h(t n ) and let u n (t, x) be the unique solution of the following problem (3.13)
By Lemma 3.3 and a comparison argument we have
Since λ p (L [gn,hn] + f ′ (0)) > 0, by Proposition 3.5, (3.13) admits a unique positive steady state u n (x) and
By Proposition 3.6, lim n→∞ u n (x) = v 0 locally uniformly in x ∈ R.
It follows from this fact, (3.14) and (3.15) that To complete the proof, it remains to prove that
Letû(t) be the unique solution of the ODE problem
By Lemma 2.1 we have u(t, x) ≤û(t) for t > 0 and x ∈ [g(t), h(t)]. Sinceû(t) → v 0 as t → ∞, (3.17) follows immediately.
Combining Theorems 3.7 and 3.9, we obtain the following Spreading-Vanishing Dichotomy:
Theorem 3.10 (Spreading-vanishing dichotomy). One of the following alternative must happen for (1.4):
(i) Spreading: h ∞ = −g ∞ = +∞ and lim t→+∞ u(t, x) = v 0 locally uniformly in R;
(ii) Vanishing: h ∞ − g ∞ < +∞ and lim t→+∞ u(t, x) = 0 uniformly in [g(t), h(t)].
Next we look for criteria guaranteeing spreading or vanishing for (1.4). From Proposition 3.4 we see that if
. Combining this with Theorem 3.7 we immediately obtain the following conclusion:
Theorem 3.11. When (3.18) holds, spreading always happens for (1.4).
We next consider the case
In this case, by Proposition 3.4, there exists ℓ * > 0 such that
where I stands for a finite open interval in R, and |I| denotes its length.
Theorem 3.12. Suppose that (3.19) holds. If h 0 ≥ ℓ * /2 then spreading always happens for (1.4). If h 0 < ℓ * /2, then there exists µ > 0 such that vanishing happens for (1.4) if 0 < µ ≤ µ.
Proof. If h 0 ≥ ℓ * /2 and vanishing happens, then [g ∞ , h ∞ ] is a finite interval with length strictly bigger than 2h 0 ≥ ℓ * . Therefore λ p (L (g∞,h∞) + f ′ (0)) > 0, contradicting the conclusion in Theorem 3.7. Thus when h 0 ≥ ℓ * /2, spreading always happens for (1.4).
We now consider the case h 0 < ℓ * /2. We fix h 1 ∈ (h 0 , ℓ * /2) and consider the following problem Similarly,ĝ(t) > −h 1 for any t > 0. Thus (3.20) gives that
J(x − y)ŵ(t, y)dy − dŵ + f (ŵ) for t > 0, x ∈ [ĝ(t),ĥ(t)].
Secondly, due to (3.21), it is easy to check that ĥ (t)
g(t)
J(x − y)ŵ(t, x)dydx < 2h 1 C 1 e λ 1 t/4 . Thusĥ ′ (t) = 2µh 1 C 1 e λ 1 t/4 > µ ĥ (t)
J(x − y)ŵ(t, x)dydx.
Similarly, one hasĝ
ĝ(t) −∞ J(x − y)ŵ(t, x)dydx.
Now it is clear that (ŵ,ĥ,ĝ) is an upper solution of (1.4). Hence, by Theorem 3.1, we have u(t, x) ≤ŵ(t, x), g(t) ≥ĝ(t) and h(t) ≤ĥ(t) for t > 0, x ∈ [g(t), h(t)].
This completes the proof.
Theorem 3.13. Suppose that (3.19) holds and h 0 < ℓ * /2. Then there existsμ > 0 such that spreading happens to (1.4) if µ >μ.
Proof. Suppose that for any µ > 0, h ∞ − g ∞ < +∞. We will derive a contradiction. First of all, notice that by Theorem 3.7, we have λ p (L (g∞,h∞) + f ′ (0)) ≤ 0. This indicates that h ∞ − g ∞ ≤ ℓ * . To stress the dependence on µ, let (u µ , g µ , h µ ) denote the solution of (1.4). By Below is a sharp criteria in terms of µ for the spreading-vanishing dichotomy.
Theorem 3.14. Suppose that (3.19) holds and h 0 < ℓ * /2. Then there exists µ * > 0 such that vanishing happens for (1.4) if 0 < µ ≤ µ * and spreading happens for (1.4) if µ > µ * .
Proof. Define Σ = {µ : µ > 0 such that h ∞ − g ∞ < +∞} .
By Theorems 3.12 and 3.13 we see that 0 < sup Σ < +∞. Again we let (u µ , g µ , h µ ) denote the solution of (1.4), and set h µ,∞ := lim t→+∞ h µ (t), g µ,∞ := lim t→+∞ g µ (t), and denote µ * = sup Σ.
According to Corollary 3.2, u µ , −g µ , h µ are increasing in µ > 0. This immediately gives that if µ 1 ∈ Σ, then µ ∈ Σ for any µ < µ 1 and if µ 1 ∈ Σ, then µ ∈ Σ for any µ > µ 1 . Hence it follows that (3.22) (0, µ * ) ⊆ Σ, (µ * , +∞) ∩ Σ = ∅.
To complete the proof, it remains to show that µ * ∈ Σ. Suppose that µ * ∈ Σ. Then h µ * ,∞ = −g µ * ,∞ = +∞. Thus there exists T > 0 such that −g µ * (t) > ℓ * , h µ * (t) > ℓ * for t ≥ T .
Hence there exists ǫ > 0 such that for |µ − µ * | < ǫ, −g µ (T ) > ℓ * /2, h µ (T ) > ℓ * /2, which implies µ ∈ Σ. This clearly contradicts (3.22) . Therefore µ * ∈ Σ.
