[1] Mesoscale oceanic vortex dipoles are stable coherent vortex structures formed by two closely packed regions of opposite sign vertical vorticity. The authors investigate periodic oscillations in the vortices that make barotropic and baroclinic dipoles depart from a complete steady state. These oscillations are a pair of vortex Rossby waves (VRWs) and are numerically simulated using a three-dimensional, Boussinesq, and f-plane model. The evolution of balanced (void of inertia-gravity waves), static, and inertially stable dipoles is examined under different initial conditions. These initial conditions include the vortex potential vorticity (PV) geometry, initial distance between vortices, and PV extrema. The numerical results show that each VRW is an oscillation with azimuthal wave number 2 that amplifies preferentially at two vortex locations and has an angular phase speed of the same sign as the vortex vertical vorticity. The VRWs in the dipole (dipole VRWs) imply an oscillation in the dipole speed of displacement and, in baroclinic dipoles, interchange between kinetic and potential energy as well. In the absence of any external forcing, the amplitude, periodicity, and phase speed of the dipole VRWs depend on the initial conditions, especially on the PV extrema, vortex geometry, and initial distance between vortices. It is found that steady dipoles are possible but their steadiness is not robust in the sense that any small perturbation will cause the development of VRWs.
Introduction
[2] Oceanic vortex dipoles are basically two closely packed regions of opposite sign vertical vorticity. Dipoles are stable coherent vortex structures frequently found in the oceans and atmosphere, especially at the mesoscale and submesoscale since they commonly develop by baroclinic instability of boundary or deep ocean currents. Because of their important role in geophysical fluid dynamics, dipoles have been the subject of a large number of theoretical, laboratory, observational, and numerical studies. To mention just a few, some have addressed the dipole formation [van Heijst and Flór, 1989; Mied et al., 1991; Spall and Robinson, 1990; Kloosterziel and van Heijst, 1991; Spall, 1995; Orlandi and Carnevale, 1999; Sansón et al., 2001; Feng et al., 2007] , the dipole structure [Norbury, 1973; Fedorov and Ginsburg, 1986; Couder and Basdevant, 1986; Sheres and Kenyon, 1989; Simpson and Lynn, 1990; Carton, 2001] , and dipole dynamics [Pierrehumbert, 1980; Rasmussen et al., 1996; Eames and Flór, 1998; Kizner et al., 2003; Pallàs-Sanz and Viúdez, 2007] . Other investigations have focused on their interaction, namely dipole-dipole interaction [McWilliams and Zabusky, 1982; van Heijst and Flór, 1989; Velasco Fuentes and van Heijst, 1995; Dubosq and Viúdez, 2007] , dipole-topography interaction [Kloosterziel et al., 1993; Carnevale et al., 1997] , and dipole-wave interaction [Godoy-Diana et al., 2006] .
[3] Even though the knowledge we currently have on these geophysical dipoles has been significantly expanded in the last decade there still remain some dipole characteristics that deserve further investigation. This is the case of the dipole VRWs, a pair of vortex Rossby waves in the vortices that, though not strong enough to break the dipole stability, makes the dipole depart from a complete steady state as measured in the reference frame of the translating dipole. VRWs are the vortex analogue of planetary Rossby waves, with the radial gradient of vertical vorticity serving as the restoring mechanism [Montgomery and Kallenbach, 1997; Brunet and Montgomery, 2002] . Although the dipole VRWs have been previously reported in numerical simulations [e.g., Pallàs-Sanz and mention vortex oscillations in their study of ageostrophic motion in dipoles) it has never been characterized and examined in detail before.
[4] In this paper we carry out an analysis of the dipole VRWs through a series of numerical experiments using an ocean, process oriented circulation model. The numerical experiments correspond to different initial dipole configurations prescribed by the initial potential vorticity (PV) field. We first briefly introduce the numerical model, relevant mathematical definitions, initial conditions, and the dipole VRWs in section 2. It turns out that the dipole VRWs, being a pair of vortex Rossby waves, are conveniently described using PV anomalies relative to the time averaged PV dipole state. The PV anomaly fields need to be computed in the dipole reference frame in such a way that these field anomalies exclude the changes due to the translating dipole. Next, the dipole VRWs are investigated under different initial conditions, both in a barotropic (two-dimensional, 2-D) and baroclinic (three-dimensional, 3-D) ocean in sections 3 and 4, respectively. These initial conditions include dipole configurations with ellipsoidal or elliptical vortices as well as the Chaplygin-Lamb type dipole. The importance of the vortex PV extrema, initial distance between vortices, and vortex geometry is considered. We find that the dipole VRWs are internal oscillations of wave number 2 and angular phase speed positive in the cyclone and negative in the anticyclone. Other dipole VRWs characteristics like amplitude, periodicity, and phase speed, depend on the vortices properties mentioned before. Finally, concluding remarks are given in section 5.
Basic Definitions and Numerical Model
[5] We use a three-dimensional numerical model to simulate rotating, volume-preserving, nonhydrostatic, stably stratified flows under the f-plane and Boussinesq approximations . The numerical simulations are initialized using the PV initialization approach . The main characteristic of this model is the explicit conservation of PV via its advection on isopycnal surfaces using the contour advection algorithm of [Dritschel and Ambaum, 1997] . This approach allows long time integrations of the vortical flow with minimum diffusive effects.
[6] The state variables are the components of the vector potential J = (j, y, f), which provide the velocity u = Àf # Â J and the vertical displacement of isopycnals D = Àe 2 # Á J, where the Prandtl ratio e À1 = c = N/f is the ratio between background Brunt-Väisälä and Coriolis frequencies. There are three prognostic scalar equations. The first two equations are for the rate of change of the ageostrophic horizontal vorticity A h = (A, B) (w h À w h g )/f, where w h is the relative horizontal vorticity and w h g is the geostrophic horizontal vorticity. To avoid the generation of grid-scale noise, a biharmonic hyperdiffusion term m # q 4 A h is added to the A h equations. Above m is the hyperviscosity coefficient (chosen by specifying the e-folding time e f = 50 for the largest wave number component) and # q (@/@x, @/@y, @/@z) is the gradient operator in the quasigeostrophic (QG), vertically stretched space. The third equation is the material conservation of PV anomaly v on isopycnals, dv/dt = 0, where the PV anomaly
P is the dimensionless PV, and w = (x, h, z) is the vorticity vector. The horizontal potential J h (j, y) is obtained every time step by inverting A h = # 2 J h , while the vertical potential f is recovered from the inversion of the v definition above.
[7] In the case of 2-D flow we have w h = D = A = B = j = y = 0, so that the 3-D system of equations degenerates in the PV conservation equation for the PV anomaly v, which becomes identical to the conservation of the dimensionless vertical vorticityz z/f = v = # h 2 f. More details of the theoretical basis of the numerical model are given in Appendix B.
Numerical Parameters
[8] We use a triply periodic numerical domain with (n x , n y , n z ) = (128, 128, 128) grid points (unless otherwise noticed), vertical extent L z = 2p (which defines the unit of length) and horizontal extents L x = L y = cL z , with a Prandtl ratio c = N/f = 10. We take the buoyancy period as the unit of time by setting N = 2p, so that one inertial period T ip equals 10 buoyancy periods (T ip = cT bp ). In the 3-D simulations the number of isopycnal surfaces n l is equal to the number of grid points, n l = 128. The time step dt = 0.1 T bp , and the initialization time Dt i = 5T ip . The initialization time is the minimum time interval required for the fluid to reach its prescribed initial state with minimal generation of inertia-gravity waves in the PV initialization approach ].
Initial Conditions
[9] The PV vortices, after the initialization time, deform from their initial PV configuration and reach an oscillatory state. In order to facilitate this transition we consider, in a first case, vortices with an initial elliptical (2-D) or ellipsoidal (3-D) PV geometry. In a second case we use the Chaplygin-Lamb type dipole geometry. We consider this second geometry for two reasons: (1) the 3-D ChaplyginLamb type dipole allows us to compare the results with those of ellipsoidal vortices and see the role of PV geometry in the VRWs characteristics; and (2) the 2-D ChaplyginLamb dipole (which is an exact steady solution and it should not develop VRWs) serves to quantify the error in the simulated dipole VRWs associated to the numerical discretization. These dipole geometries are described next.
Ellipsoidal and Elliptical Vortices
[10] In this case the dipole consists of two ellipsoids (or ellipses in the 2-D case) of oppositely signed PV anomaly v (Figures 1a and 2a) . The v is constant on ellipsoidal surfaces and varies linearly with the ellipsoidal volume, with v = 0 on the outermost surface and v = v 0 ± at the vortex core. We will see in sections 3.1.1 and 3.1.2 that the dipole VRWs depend on the values v 0 ± , as well as on the initial distance between the vortex centers d 0 .
[11] The 3-D reference simulation (hereinafter S1) starts with two ellipsoidal vortices with v 0 ± = ±0.75 and d 0 = 2.02c. The outermost PV ellipsoid has horizontal major, minor, and vertical semiaxes (a x , a y , a z ) = (1.2c, c, 1). The middle isopycnal surface (layer index i l = 65) has n c = 40 PV contours. The PV increment dv across each PV contour (or PV jump) is fixed dv ± = v 0 ± /n c for every contour, except for the outermost contour where dv ± = v 0 ± /(2n c ). The 2-D reference simulation (hereinafter C1) starts with a dipole similar to S1 but in two dimensions, having v 0 ± = ±0.75, d 0 = 2.02c, (a x , a y ) = (1.2, 1)c, and n c = 20.
Chaplygin-Lamb Type Dipole
[12] In 2-D flows the Chaplygin-Lamb dipole (hereinafter CL-dipole) is a steady dipole (in the dipole reference frame) having a continuous vorticity distribution inside a circle of radius R = c 0 /k = 1.5c, where c 0 = 3.83 is the first zero of the first-order Bessel function J 1 , and k is a constant. The stream function [e.g., Lamb, 1993, section 155] in polar coordinates (r, q) is given by
where Y e is the stream function of the exterior irrotational motion (r > R), and Y i is the stream function of the interior vortical dipole (r < R). The speed U is the dipole speed of displacement, and J 0 and J 1 are the Bessel functions of order zero and one, respectively.
[13] The 2-D numerical model reduces to the explicit conservation of vertical vorticity. Thus, the locations r j (q, i) of the vertical vorticity contours parameterized by the angle q in the CL-dipole and consistent with (3) are given by
where the two values i = {1, 2} are due to the fact that the inverse Bessel function J 1 i is double valued in the range of x j . In the reference case ( Figure 1b ) the vorticity extrema z 0 ± = ±0.75, number of contours n c = 25 and, as in the ellipsoidal vortex, the vorticity increment is fixed
/n c , except for the most external contour, where
In the 3-D case the PV contours in the middle isopycnal (i l = 65) are identical to those in the 2-D case. The PV contours in lower isopycnals are located in such a way that the intersection of every PV isosurface with every vertical plane a (angle a ranging from 0 to 2p, and the vertical planes starting at the vortex center located at r 0 and ending at the node in the PV contour j located at r jk ), is a semiellipse of horizontal semiaxis A jk = jr jk À r 0 j, and vertical semiaxis B j equal to the average value of A jk in the contour j,
where n j is the number of nodes in the PV contour j (Figure 2b ). The initial distribution of PV anomalies plays an important role in the characteristics of the dipole VRWs. We will see in section 4.2 that this 3-D extension of the 2-D CL-dipole is, to a high degree in comparison with other PV distributions, almost stationary in the reference frame of the moving dipole. More details of the derivation of the CL-dipole shape are given in Appendix A.
VRWs Description
[15] The dipole VRWs can be described as a departure of the dipole from its time averaged state in terms of the PV distribution. In order to compute the PV perturbations and average state, we first define P V , the amount of v in a given 3-D volume V, as
and P S , the amount of v in a given 2-D horizontal surface S, as
[16] Using (6), the PV centers in the 3-D space of the cyclone X + (t) and anticyclone X À (t) at time t are
where V ± is the fluid volume where ±v(x, t) ! 0.1. Using (7), the vortices PV centers in every horizontal level z are
where now S ± are the vortex surfaces where ±v(x, t) ! 0.1. Finally, the dipole position X d (t) is defined as the PVweighted average of the vortex PV centers,
[17] The dipole velocity is defined as
[18] The time average of any variable at a given time t is always computed on the reference frame of the moving dipole. The origin of the dipole reference frame is X d (t) (10), while the dipole reference frame axes are defined from unit vectorsn(t) andt(t), normal and tangent to the dipole trajectory, respectively,
wherek is the unit vertical vector.
[19] The time average PV anomaly v( x 0 ) is given by
where n is the number of data saves used starting after the initialization period, and x 0 is the position vector in the dipole reference frame (ŝ,n,t).
[20] In order to characterize the VRWs (which, unlike inertia-gravity waves, have PV anomalies) we define several PV deviation quantities. The PV anomaly deviation v 0 (x 0 , t) (hereinafter just PV deviation) is the deviation from v(x 0 ),
[21] The magnitude of the vortex PV deviation S ± (t) is defined as the spatial average of jv 0 (x 0 , t)j,
where n ± is the number of grid points where ±v
The magnitude of the dipole PV deviation S d (t) is defined as the spatial average of jv 0 (x 0 , t)j over the dipole
[23] Finally, in order to investigate the phase speed of the PV deviations inside the vortices we define the spatial average of v 0 (x 0 , t) in a given angular sector G a (a À da, a + da), centered at the angle a, as
where n a ± is the number of grid points in the volume V ± \ G a .
[24] The amplitude, periodicity, wave number, and phase speed of the dipole VRWs can be analyzed from the time series S ± (t), S d (t) and Q ± (a, t), which are different spatial averages of the PV deviation relative to the time average PV.
Two-Dimensional Numerical Results
[25] In this section we describe, using the quantities defined above, the VRWs in barotropic, inertially stable dipoles with different vortex PV geometry, v 0 ± , and d 0 . [26] In this case the initial vortex PV distributions have the elliptical geometry described in subsection 2.2.1.
Elliptical Vortices

Potential Vorticity
[27] We consider three cases depending on the vortex PV anomaly magnitude v 0 ± . The anticyclone v 0 À = À0.75 is fixed, while the cyclone v 0 + increases with v 0 + = {0.75, 0.85, 0.95} for cases C1, C2, and C3, respectively.
[28] The dipole time evolution in C1 and C3 is shown in Figure 3 . After a short adjustment period of about 5T ip during which the vortices depart from the initial elliptical geometry, the PV field reaches an oscillatory state. In the asymmetric cases (C2 and C3) the cyclone becomes more circular than the anticyclone. This is due to the fact that the amount of PV,
where A ± is the area where ±v(x, t) ! 0.1, in the cyclone (Ç + = (0.16, 0.18) Â 10 3 for C2 and C3 respectively) is larger than in the anticyclone (jÇ À j = 0.14 Â 10 3 for C2 and C3). The cyclone becomes the dominant vortex and exerts a larger influence on the anticyclone. With increasing v 0 + Àjv 0 À j the dipole becomes asymmetric and the amplitude of VRWs increases, as can be noticed by comparing similar PV distributions distant one oscillation period apart (t = 6 and t = 9T ip in Figure 3b ).
[29] The distributions of v 0 (x 0 , t) at t = 5 and t = 15T ip (Figure 4 ) indicate that the dipole VRWs are basically an oscillatory phenomenon with azimuthal wave number k = 2. This mode is related to the shear exerted by each vortex on its companion, which induces a mode 2 deformation since an uniform shear changes a PV ellipse into another PV ellipse [e.g., Kida, 1981] . The deviation v 0 is antisymmetric relative to the dipole axis, which means that two fluid volumes with opposite PV located at each side of the dipole axis come close or separate from each other simultaneously. The dipole VRWs develop preferentially in two angular sectors of the vortices, centered at about a ' 0°and a ' 160°in the cyclone, and a ' 0°and a ' 180°in the anticyclone (Figure 5 ), approximately at the front and tail of each vortex. VRWs intensification in these sectors seems to be related to the instability associated with the saddle points of flow at the front and tail of the dipole. The amplitude of the oscillations diminishes with time although they do not completely vanish (at least during the simulation time which in this case was T = 50T ip ).
[30] During the dipole propagation these deviations rotate in the same direction as vertical vorticity, in anticlockwise sense (positive phase speed) in the cyclone, but clockwise (negative phase speed) in the anticyclone, which is consistent with the propagation of VRWs. Because of the fact that the radial gradient of vertical vorticity is the restoring mechanism for VRWs, the phase speed s is proportional to the radial gradient of vorticity,
where z e and z i are the vertical vorticity outside and inside the vortex, respectively, and R is the vortex radius. Moreover, since z e ' 0, the deviation phase speed is proportional to z i . This phase rotation is clearly noticeable in the Hovmöller plot of Q(a, t) in Figure 5 , where the Q contours in the cyclone and anticyclone have slopes of opposite sign. The angular phase speed
which is the slope of the contours of Q(a, t) ( Figure 5 ), slightly depends on a, being a bit smaller with larger Q(a, t). This means that the small PV deviations propagate faster than the large ones. An upper bound of their phase speed s(Q, t), obtained from Figure 5 , is max{js(Q, t)j}ffi 1/4 cycle/T ip in both vortices.
[31] The time evolution of S ± and S d in C1, C2, and C3 is shown in Figure 6 . Initially the VRWs amplitude decreases during the first 10T ip , after which it oscillates with a (Figures 6b and 6c) . periodicity of about 4T ip for C2 and C3. The time average intensities, in the cyclone and anticyclone, are S ± = [(2.5, 2.5), (3.4, 2.6), (3.7, 3.2)] Â 10
À2
, in C1, C2, and C3, respectively. In C1 (Figure 6a ) the S ± and the oscillation amplitude are similar in both vortices, which seems to be related to the fact that both vortices have identical jv 0 ± j.
[32] In the asymmetric cases (C2 and C3, Figures 6b and 6c, respectively) both S ± and S d , and their oscillation amplitude, are larger than in the symmetric case C1 (Figure 6a ). The oscillation amplitude of S ± and S d seems to increase with larger S ± . In these asymmetric cases the large cyclonic vorticity causes an increase of the time average magnitude, amplitude oscillations, and angular phase speed of the PV deviations. Indeed, the cyclone has, as previously showed, a larger amount of PV (Ç) and therefore exerts a larger influence on the anticyclone, so that the anticyclone PV deviation magnitude increases. On the other hand, the PV increase in the cyclone causes an increase on its vorticity gradient (note that the vortex area remains unchanged). This explains the cyclone PV deviation magnitude enlargement and also why the cyclone has a PV deviation magnitude larger than the anticyclone even though the cyclone is the dominant vortex. In summary, we conclude that dipole VRWs involve a double problem, each VRW evolves according to the local vorticity gradient, but its amplification is also influenced by the other vortex. The dipole VRWs seem to be favored with the increase of the difference between the vortices PV,
Initial Distance Between the Vortex Centers
[33] To investigate the role of d 0 we consider two additional cases with larger distance d 0 = 2.2 (case D1) and d 0 = 2.6 (D2). These dipoles (Figures 7a and 7b ) are more steady than the reference dipole (C1, d 0 = 2.02). In the reference case ( Figure 3a ) the vortices undergo larger interactions, which force them to depart from circular PV configurations. The longer the distance between vortices the smaller the interaction, so that initially elliptical and separated vortices evolve during the first T ip to nearly circular PV configurations, in such a way that dipole VRWs decrease after that unsteady period. The time evolution of S ± in cases D1 and D2 follows the same pattern as in C1, first decreasing and afterward oscillating with a similar periodicity of about 4T ip . In these cases the mean dipole VRWs intensity is S d = [2.47 ± 0.07, 2.03 ± 0.1] Â 10 À2 in D1 and D2, respectively. Clearly, both PV deviation intensities and oscillation amplitudes in D1 are larger than in D2. We therefore conclude that VRWs increase as the distance between vortices decreases.
Chaplygin-Lamb Dipole
[34] In order to quantify the numerical errors in the dipole VRWs due to the numerical discretization we now consider an idealized CL-dipole discretized in vertical vorticity contours as described in section 2.2.2. The numerical results show that, as expected, the numerically discretized version of the CL-dipole develops very small VRWs. Its initial PV field remains approximately constant in the dipole reference frame, and only the outmost PV contours, that is, those closer to the zero PV, and specially those at the front and tail of the dipole, depart slightly from its initial configuration in a few inertial periods (Figures 8a and 8b) . As a consequence the VRWs are intensified in these areas (Figures 8c and 8d) . This is related, as it happens in the elliptical vortices, to the presence of saddle points of the flow in the front and tail of the dipole and consequently with the generation of PV filaments in these points. The CL-dipole PV deviations v 0 (Figures 8c and 8d) clearly depend on the distance r from the vortex centers, and are therefore of a nature very different from the deviations in the elliptical vortices dipole (Figure 4) . Here, the deviations have very small maximum wave speed max{js(Q, t)j} ffi (1/2) cycle/(24T ip ) and move therefore much slower than those in the elliptical vortices dipole where max{js(Q, t)j} ffi 1 cycle/(4T ip ). Moreover their phase speed (not shown) depends on a complicated way on a and r. As expected, the CL-dipole mean intensity as well as its oscillations amplitude (S d = (1.2 ± 0.2) Â 10 À3 ) are very small in comparison to the elliptical vortices dipole (S d = (2.5 ± 0.2) Â 10 À2 in case C1).
[35] Since the 2-D CL-dipole is an exact steady solution, and it has been here initialized without any perturbation, we interpret that these small perturbations are due to numerical properties like discretization errors and triply periodic boundary conditions. A numerical experiment with increasing spatial resolution (n x = n y = 256 and number of PV contours n c = 100) resulted in smaller perturbations S d = (0.8 ± 0.1) Â 10 is probably due to periodic boundary conditions and roundoff errors. In fact a 512 2 grid simulation halving the dipole size to reduce the effect of the mirror dipoles decreased these oscillations to S d = (0.6 ± 0.1) Â 10 À3 . The small oscillation magnitude of the discrete CL-dipole (only about 3% of the VRWs in the elliptical vortices dipole) assures us that the larger VRWs in the elliptical vortices dipole are a robust phenomenon which have not been caused by numerical discretization errors or boundary conditions. These VRWs can also participate in the evolution of the dipole toward a steady state if the initial conditions are far away from such a state.
Three-Dimensional Numerical Results
[36] Numerical experiments with initial conditions similar to those in section 3 but in 3-D space were carried out to investigate the role of stratification in the VRWs of baroclinic, static and inertially stable dipoles.
Ellipsoidal Vortices
[37] In 3-D space the VRWs of ellipsoidal vortex dipoles are qualitatively similar to that occurring in 2-D elliptical vortex dipoles. As it happens in the 2-D cases, the 3-D v 0 distribution is antisymmetric relative to the dipole axis (Figure 9) , has an azimuthal wave number k = 2 (Figures 9  and 10) , it develops preferentially in two angular sectors, its magnitude has an oscillatory behavior, and the PV deviations v 0 rotate with a positive and negative phase speed in the cyclone and anticyclone, respectively (Figure 10) .
[38] The angular phase speed s(Q, t) of v , S1). This is due to the fact that, although the radial gradient of z is similar in both vortices since they have identical jv 0 ± j and their outermost PV surfaces have similar size, the anticyclone has, owing to the geostrophic adjustment, a vertical extent larger than the cyclone, and therefore a larger amount of z. As a consequence the anticyclone dominates over the cyclone, which is largely deformed. As expected, since the radial gradient of vertical vorticity decreases with depth, VRWs intensity and oscillations amplitude diminish also with depth ( Figures 9a and 9c and Figures 9b and 9d ), although they never completely vanish (Figures 9e and 9f) .
[39] The conservation of angular momentum T for identical elliptical vortices with thin compact cores of uniform opposite sign PV in the quasi-geostrophic (QG) ellipticalmoment model (EM model) [e.g., Sutyrin et al., 1998 ] is given by
(t) the horizontal separation distance between vortex centroids, J i = J the local geometrical moment and l i a/b = l(t) the aspect ratio between major and minor ellipse semiaxes. Angular momentum conservation imply that when the distance between vortex centroids decreases (@R/@t < 0) the vortices flatten (@l/@t > 0). This means that the VRWs imply also oscillations in R, which is consistent with previous numerical results on oceanic dipoles [e.g., Pallàs-Sanz and .
[40] The VRWs in baroclinic dipoles cause also significant changes in the spatially averaged kinetic (hE k i hu 2 i) and potential (hE p i N 2 hD 2 i) energies. Restricting the spatial average to the dipole volume, the VRWs consist of a series of events where first the flow speed increases (@hE k i/@t > 0), the isopycnals bent (@hE p i/@t > 0, Figure 11a ) and the dipole accelerates (@U d /@t > 0, Figure 11b) , followed by the opposite sign event. This behavior is consistent with the QG balance of the flow.
[41] Since the total energy in the domain hE T i hE k i + hE p i is approximately constant (hE T i only decreases because of numerical diffusion) the dipole VRWs imply an E k À E p conversion in the domain (Figure 11c ). When the dipole energies and dipole speed increase the domain averaged potential energy increases and the domain averaged kinetic [43] In S1 both vortices have identical initial v distribution in the isopycnal space. This means that, owing to the geostrophic adjustment, the anticyclone has, in the physical space and after the initialization period, a vertical extent larger than the cyclone, and therefore a larger amount of PV. As a consequence the anticyclone dominates over the cyclone which departs from its initial ellipsoidal PV configuration more than the anticyclone does (Figures 9a, 9b, 9c, and 9d) .
[44] Since the flows we examine are closely in QG balance (Rossby numbers R 0 ( 1), the amount of PV allows us to investigate the influence that each vortex exerts on the other. In QG dynamics a sphere (in the QG vertically stretched space) of homogeneous PV can be exactly inverted to obtain the QG stream function [Thorpe and Bishop, 1994] , and R 0 is the vortex radius. The amount of PV is given by
where V ± is the fluid volume where ±v(x, t) ! 0. À2 in S2 and [4.5 ± 0.4, 2.1 ± 0.7] Â 10 À2 in S3). However, the cyclone VRW continues being larger than the anticyclone VRW. This is because the cyclone has a larger radial vorticity gradient. This reveals the double problem of the dipole VRWs. As it happened in 2-D elliptical vortices, the VRWs are forced by the radial vorticity gradient but the influence that each vortex exert on the other plays also an important role in the amplification of these waves. The anticyclone VRW increase is equal (with the opposite sign) to the cyclone VRW decrease, so that the mean VRWs intensity in the dipole remains similar in the three cases with S d = [3.2 ± 0.4, 3.3 ± 0.3, 3.2 ± 0.5] Â 10 À2 , for S1, S2 and S3, respectively.
[45] The dipole energy increases with increasing asym-
, due to the respective energy increase in the cyclone. The same relations occur for the VRWs frequency. However the oscillation amplitude remains approximately constant in the cyclone (which is the dominant vortex), while it increases in the anticyclone. In summary, we conclude from these results that the most energetic vortex in the dipole is the most steady, and is the one causing larger oscillations in the opposite vortex which becomes more unsteady.
Sensitivity to Changes in d 0
[46] As it happens in barotropic dipoles, the vortices in baroclinic dipoles with larger vortex separation d 0 undergo smaller interaction and become more spherical and symmetric ( Figure 12 ). The mean dipole VRWs intensity and oscillations amplitude decrease with increasing d 0 ( Figure 13 ) and, as expected, the dipole VRWs are reduced.
Three-Dimensional Chaplygin-Lamb Type Dipole
[47] The 3-D CL-type dipole VRWs are, as in the 2-D case, very small in comparison with the ellipsoidal vortices dipole VRWs. However, on the contrary as it happens in the 2-D CL-dipole, the 3-D CL-type dipole departs from its initial PV configuration, quickly reaches a new asymmetric PV configuration which remains very approximately constant (Figures 14a and 14b) , and only decays at long time scales (t > 50T ip , not shown) by numerical diffusion. The dipole asymmetry, with the anticyclone being more spherical than the cyclone (Figure 14) , is a result of the different vertical extent of the vortices, as a consequence of the baroclinic geostrophic adjustment mentioned before.
[48] As it happens in the 2-D CL-dipole, the PV deviations v 0 slightly depend on the distance r from the vortex centers, and move slowly in anticlockwise and clockwise sense in the cyclone and anticyclone, respectively (Figures 14c and 14d) . The VRWs have again an azimuthal wave number k = 2. Its magnitude and its oscillations amplitude are obviously larger than those in the 2-D CL-dipole, though smaller than those in the 3-D ellipsoidal vortex dipoles (Figure 15a) . Again, the difference in the CL-type dipole vortices vertical extent (the anticyclone has more PV amount than the cyclone) causes the cyclone to experience larger VRW magnitude, larger VRW amplitude oscillations, and larger VRW phase speed (not show) than the anticyclone (Figure 15a) . The 3-D CL-type dipole speed experiences also oscillations related to the dipole VRWs. In this case, however, the kinetic and potential energy budgets do not behave as clearly as in the ellipsoidal vortex dipoles. The kinetic and potential energy of the dipole oscillate (Figure 15b) , with an amplitude of about 10 À2 (that is, about three times smaller than the oscillation amplitude in the ellipsoidal vortex dipoles). The time series of kinetic and potential energies however are not in phase, as it happens in the ellipsoidal vortex dipoles.
Concluding Remarks
[49] The dipole VRWs are an oscillatory process consisting of a pair of vortex Rossby waves that takes place in stable mesoscale dipoles. The VRWs characteristics common to all dipoles analyzed here are (1) the VRWs are a perturbation of azimuthal wave number k = 2; (2) it develops preferentially in two angular sectors of every vortex; (3) in these sectors the PV deviation phase speed reaches minimum values; (4) the angular phase speed in every vortex has the same sign as its vertical vorticity (positive in the cyclone and negative in the anticyclone); and (5) in baroclinic dipoles, VRWs imply interchange between kinetic and potential energy, so that the vortices separate and get closer, vortex isopycnals flatten and bend, and the dipole decelerates and accelerates successively. Other characteristics like the amplitude, periodicity and phase speed of the dipole VRWs depend on the initial conditions. For large initial PV anomalies and short distance between vortices centers, the vortices experience a large interaction, both for elliptical (2-D) and ellipsoidal (3-D) PV vortices, so that the dipole VRWs amplitude and phase speed increase. The geometry of the PV vortices is also relevant. Chaplygin-Lamb type dipoles remain very much steady. However, small perturbations to the initial conditions in 2-D and 3-D Chaplygin-Lamb type dipoles (for instance, some asymmetry in the vortices PV configuration) change their steadiness and dipole VRWs are originated. Thus, although steady dipoles (in the dipole reference frame) are possible, it seems that this steadiness is not a robust property in the sense that any small perturbation will cause the deviation from the exact steady solution and therefore the development of VRWs. We therefore may conclude that dipole VRWs are a common characteristic to oceanic dipoles. However, since the natural state of the ocean is turbulent, oceanic dipoles undergo dissipative processes and are perturbed by external forces (wind stress, topographic forcing, etc.), which may dissipate or alter the VRWs.
