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Abstract—Full-duplex transmission comprises the ability to
transmit and receive at the same time on the same frequency
band. It allows for more efficient utilization of spectral resources,
but raises the challenge of strong self-interference (SI). Cancel-
lation of SI is generally implemented as a multi-stage approach.
This work proposes a novel adaptive SI cancellation algorithm in
the digital domain and a comprehensive analysis of state-of-the-
art adaptive cancellation techniques. Inspired by recent progress
in acoustic echo control, we introduce a composite state-space
model of the nonlinear SI channel in cascade structure. We derive
a SI cancellation algorithm that decouples the identification
of linear and nonlinear elements of the composite state. They
are estimated separately and consecutively in each adaptation
cycle by a Kalman filter in DFT domain. We show that this
adaptation can be supported by a-priori signal orthogonalization
and decoding of the signal-of-interest (SoI). In our simulation
results, we analyze the performance by evaluating residual inter-
ference, system identification accuracy and communication rate.
Based on the results, we provide recommendations for system
design. In case of input orthogonalization, our Kalman filter
solution in cascade structure delivers best performance with low
computational complexity. In this configuration, the performance
lines up with that of the monolithic (parallel) Kalman filter or
the recursive-least squares (RLS) algorithms. We show that the
Kalman-based algorithm is superior over the RLS under time-
variant conditions if the SoI is decoded and in this way the
covariance information required by the Kalman filter can be
provided to it.
I. INTRODUCTION
The sheer amount of data conveyed over the wireless
medium requires novel concepts to be integrated into 5G (and
beyond) transmission standards. A promising technique for
more efficient spectrum utilization is RF (radio frequency)
in-band full-duplex communication, where transmission and
reception of signals are run simultaneously on the same fre-
quency band [1]. Theoretically such an approach supports an
improved capacity of the wireless link [2], [3]. However, some
considerable signal power from the transmitter inevitably leaks
as self-interference (SI) into the receiver chain, and therefore
any signal-of-interest (SoI) from a distant communication node
cannot be reliably recovered at the receiver. Cancellation of
the strong SI is a challenging task. Several landmark papers
have successfully demonstrated the feasibility of such an
approach [4]–[6]. Common state-of-the-art SI cancellation is
generally implemented as a multi-stage operation. Full-duplex
prototypes have combined passive SI suppression, active ana-
log cancellation, and digital cancellation [7]–[11].
This work is supported by the Federal Ministry of Education and Re-
search (BMBF) of the Federal Republic of Germany (Fo¨rderkennzeichen
16KIS0658K, SysKit HW).
The availability of SI cancellation allows for a wide range
of full-duplex applications. It can increase the communication
rate in a wireless network by using full-duplex relays [12],
[13], reduce end-to-end delay [14], provide enhanced se-
curity at the physical layer by friendly jamming [15] or
key agreement [16], and it implies the potential of energy-
harvesting [17], [18].
To remove the impact of SI in the digital domain, a variety
of digital SI channel estimation metrics have been studied
such as least-squares (LS) [19], minimum-mean squared error
(MMSE) [20] or maximum-likelihood (ML) estimation [21].
Non-uniform sampling can avoid undesired SI in Orthogonal
Frequency-Division Multiplexing (OFDM) systems [22]. Un-
der time-variant conditions, adaptive algorithms generally can
cover the task of adjusting an SI estimate to gradual changes in
the SI channel [23]. The linear SI channel model has been ex-
tended to nonlinear forms, where the Hammerstein polynomial
model is the most popular [24]. It takes the form of a parallel,
multi-channel representation with monolithic structure. Alter-
natively, the nonlinear SI channel can be characterized by an
artificial neural network [25]. Beyond the nonlinear SI model,
previous work established enhancements like signal orthogo-
nalization, least-mean square (LMS) adaptation [26], [27] or
recursive-least square (RLS) algorithms [28], [29]. Adaptive
approaches can be used in hybrid digital/analog cancellation
designs [30]. Many prototypes use an analog cancellation stage
to remove the line-of-sight component, which is the dominant
and, in most cases, the time-invariant part of the SI. However,
moving objects close to the antenna can significantly change
the multipath characteristics of the SI channel due to power
backscattering [31] and therefore introduce a significant time-
variant contribution to the SI. The general problem of adaption
to time-variant SI channels requires further research in the
digital domain.
The SI is a challenge not only in wireless communication.
Consider hands-free voice communication, where microphone
and loudspeaker signals require full-duplex operations. Here,
similar to the SI in wireless full-duplex applications, the
unacceptable acoustic echo signal needs to be effectively
removed. It was, however, found that the eventual echo can-
cellation system involves a number of challenges, such as the
fast adaptivity to time-variant loudspeaker-room-microphone
systems [32]–[34]. The standard for acoustic echo control is
the LMS and normalized least means-square (NLMS) type
adaptive-filter algorithm in single- and multi-channel config-
urations [35], [36]. Similarly, RLS-based approaches of the
multi-channel type have been introduced [32]. As a compro-
mise between NLMS and RLS in terms of fast adaptation and
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Fig. 1: Proposed full-duplex SI estimation and cancellation.
computational complexity, approaches based on affine projec-
tion algorithms (APA) [37] have been proposed and applied
to nonlinear echo cancellation [38]. State-space modeling of
the time- and frequency-domain echo channel [39], [40] has
been introduced. Variants of the Kalman filter algorithm were
provided in multichannel [41] and nonlinear configurations
[42], [43].
Both the domains of acoustic echo control and wireless
SI cancellation share many aspects of the system modeling.
Thus, we can transfer concepts and insights from the acoustic
echo cancellation. Most prominently, the nonlinear echo/SI
models of both the acoustic loudspeaker and the RF power
amplifiers are very similar. In the acoustic echo channel,
however, impulse responses can have up to a few thousand
of significant taps. In the wireless domain, the delay spread
is much shorter, but the accurate depiction of fractional signal
delays still requires a significant amount of taps [44]. There is
a notable difference between acoustic echo control and wire-
less SI cancellation: in the handling of the SoI. In acoustics,
the SoI is usually modeled as a random process and therefore
contributes to the observation noise during adaptation. In
wireless communications, however, the SoI is deliberately
encoded and thus can be removed before adaptation.
In this work, we set our focus on the digital part of SI
cancellation by an adaptive algorithm. Consider the system
overview of Fig. 1. A distant node sends a SoI dhk at time k
to the receiver, while the local transmitter conveys xk . At the
local receiver, an adaptive algorithm reconstructs an estimated
SI xˆsi,k and subtracts its contribution from the received signal
yk, which leaves the error signal ek. Next, this signal ek is fed
into a decoder which retrieves the decoded SoI dˆhk . By remov-
ing dˆhk from the error signal ek, the residual signal e˜k is given
to the algorithm for adaptation. Inspired by recent progress in
the area of acoustic echo control, we intend to tailor acoustic
echo cancellation methods to wireless SI cancellation by
employing a nonlinear, composite state-space system model in
cascade structure. The state-space representation allows more
dedicated treatment of time-variant SI channels, since its a-
priori knowledge is embedded directly into the system model.
This leads to a better control over the adaptation process and
an improved performance of the solution. Unlike in the parallel
nonlinear SI channel model, the cascade structure is reducing
the number of variables to be estimated and simultaneously the
susceptibility to over-fitting [43]. We linearize the model by
decoupling linear SI path and nonlinear coefficients, which are
then estimated separately and iteratively by linear algorithms
in each adaptation cycle. The natural algorithmic solution to
the estimations based on MMSE criterion turns out to be
the Kalman filter. This Kalman filter algorithm is derived
in DFT domain. Frequency domain approaches, while often
explicitly tailored to OFDM systems [45], have the potential
of reducing computational complexity while maintaining esti-
mation accuracy [46]. In previous work, adaptive algorithms
with input orthogonalization have been proposed [26], [29]
to meet the aforementioned assumptions. We maintain this
feature to decouple the nonlinear basis function for improved
speed of convergence. We pursue a systematic treatise of that
design feature and explore its impact on the performance.
Furthermore, we integrate the decoding of the signal-of-
interest (SoI), which has been conveyed by a distant node.
This approach is beneficial, since in wireless full-duplex
communication, the SoI contains structure which is a-priori
known and therefore can be exploited. In the development of
adaptive SI cancellation algorithms, the a-priori knowledge of
SoI signal statistics have been rather neglected so far.
We study the performance by considering certain metrics
like the signal-to-residual-interference-and-noise ratio, system
identification accuracy and the communication rate. Both the
time convergence behavior and the global performance with
respect to input signal-to-interference-and-noise ratio are con-
sidered. We provide comparisons of the proposed algorithm
in exact and approximated form to other approaches like
Kalman-based, NLMS and RLS algorithms from the literature.
This leads to a comprehensive analysis of certain design
options (such as input orthogonalization, complexity or model
structure) on the performance of the novel and state-of-the-
art adaptive algorithms. We show that the temporal variations
impose a fundamental performance limitation, regardless of
whether input orthogonalization is applied or not. The simula-
tion results indicate that the decoding of the SoI is generally
beneficial to both speed of convergence and cancellation
performance, especially under time-variant conditions.
Throughout the paper, we print column vectors and matrices
as bold lower-case and upper-case letters, respectively. The
operators E [·], tr [·], |·|, ‖·‖2, (·)
T
, (·)H denote expectation,
trace of a matrix, absolute value, Euclidean norm, matrix
transpose and Hermitian transpose, respectively. The operator
diag [x] represents a diagonal matrix with the elements of
vector x on its main diagonal. Signal vectors in DFT domain
are marked by underline x. The term x ◦ y denotes the
Hadamard product, i.e., the element-wise multiplication of x
and y. The identity matrix of size M ×M is given by IM .
The paper is organized as follows. Section II introduces the
system model with more details on the Tx/Rx path of Fig. 1,
its DFT domain representation and the state-space model. We
derive the nonlinear adaptive algorithm in Section III and
discuss useful approximations in Section IV. In Section V,
we define suitable metrics and evaluate the performance
by considering computational complexity, time convergence
behavior, global performance and various use cases. Finally,
Section VI concludes the paper.
II. SYSTEM MODEL
Consider the system model of Fig. 2, which depicts a
nonlinear cascaded SI channel. The local transmitter creates
an input signal xk to be conveyed to a distant receiver. Due to
hardware impairments like I/Q imbalance in the quadrature
mixer or high-order harmonics of the power amplifier, the
signal is distorted by nonlinear components. This effect is
especially severe at high transmitter output powers [47]. We
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Fig. 3: Parallel model of the nonlinear SI channel.
model the nonlinear contribution as N th-order memoryless
expansion, where the ith component consists of a nonlinear
basis function φi (·) and the coefficient ai,k. Now, the linear
SI channel is modeled by a linear, time-variant finite-impulse
response (FIR) filter. Let the aforementioned FIR filter have
L leading coefficients given by
wk = [wk,0, wk,1, . . . , wk,L−1]
T
. (1)
Alternatively, the nonlinear SI channel can be modeled in
parallel structure, which is shown in Fig. 3. In that case, each
of the nonlinear basis functions is followed by a different FIR
filter with coefficients wi,k for 0 ≤ i ≤ N − 1. However,
the parallel approach significantly increases the degrees of
freedom to be estimated. Conventional SI channel models
require a large number of filter taps, which has been identified
as an obstacle for practical systems [48]. Specifically, such
an architecture might lead to ambiguous solutions. Thus, we
focus on the cascade modeling of Fig. 2 in our work. Then,
the SI signal of Fig. 2 can be written in a generalized linear
model [49]
xsi,k =
L−1∑
l=0
wk,l
N−1∑
i=0
ai,kφi (xk−l) ,
=
N−1∑
i=0
ai,k
L−1∑
l=0
wk,lφi (xk−l) , (2)
where wk,l is taken from (1).
At a distant node, the transmitter broadcasts a SoI, denoted
by dk with zero mean and power E
[
|dk|2
]
= Pd over
a wireless channel. Similar to the SI channel, the wireless
channel is modeled as linear FIR filter with L coefficients
hk = [hk,0, hk,1, . . . , hk,L−1]
T
(3)
κR−M + 1 . . . (κ− 1)R (κ− 1)R+ 1 . . . κR
R
M
k
Fig. 4: Frame of M samples with frame shift R at index κ.
with the same number of coefficients L as in the case of the
linear SI channel for convenience. Hence, at the receiver, the
SoI is designated as
dhk =
L−1∑
l=0
hk,ldk−l. (4)
The signal sk contains all elements at the receiver that are not
related to the SI, such as the SoI (4) and the additive noise
nk, i.e.,
sk = d
h
k + nk
=
L−1∑
l=0
hk,ldk−l + nk (5)
and hence we have the overall observed signal at the receiver
yk = xsi,k + sk. (6)
Next, we introduce a vector notation for all signals in time
domain. We group consecutive samples in time into frames.
This is depicted in Fig. 4. Suppose that there are frames
consisting of M samples, where each frame is indexed by κ.
We form a new frame on every Rth sample, such that we have
an overlap of neighboring frames by L =M−R samples. On
this basis, we can express the convolution of the transmitted
signal and the SI channel by the overlap-save method. Let
φi,κ = [φi (xκR−M+1) , φi (xκR−M+2) , . . . , φi (xκR)]
T
(7)
be the κth frame vector for the ith nonlinear basis function,
applied to the input xk. Furthermore, let
Φκ = [φ0,κ,φ1,κ, . . . ,φN−1,κ] (8)
be a M × N matrix with the signal of all nonlinear basis
functions from (7), stacked as column vectors.
We assume the SI channel to be slowly varying and there-
fore constant within a single frame, similar to block fading.
Then, we form a FIR channel vector of size M × 1 by
appending R zeros to (1), and get
wκ =
[
wTκR,0
T
R×1
]T
. (9)
Similarly, we define a M × 1 frame vector for the desired dk
dκ = [dκR−M+1, dκR−M+2, . . . , dκR]
T
(10)
and a R× 1 frame vector for the receiver noise
nκ =
[
n(κ−1)R+1, n(κ−1)R+2, . . . , nκR
]
(11)
and we define yκ, sκ and xsi,κ similarly as nκ.
SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 4
A. DFT-domain representation
Next, we transform selected signals into DFT domain and
express the convolutions of (2) and (4) as multiplications. Let
Φκ = FMΦκ =
[
φ
0,κ
,φ
1,κ
, . . . ,φ
N−1,κ
]
(12)
denote the M × N DFT-domain representations of the basis
frame, where FM is the M ×M DFT matrix. Similarly, let
wκ = FMwκ (13)
be the DFT-domain transform of the linear SI channel coef-
ficients from (9). It is likewise assumed that the nonlinear
coefficients ai,k only vary slowly over time, thus they are
approximately constant within a frame. We write
ai,κ = ai,(κ−1)R = ai,(κ−1)R+1 = . . . = ai,κR (14)
and group the nonlinear coefficients (14) in vector form
aκ =
[
a0,κ, a1,κ, . . . , aN−1,κ
]T
. (15)
Now we are equipped to express the SI signal of (2) in DFT
domain. The nonlinear basis frames are given by Φκaκ based
on Eqs. (12) and (15). They are multiplied with the linear SI
channel coefficients (13), since the convolution is transformed
into a multiplication in DFT domain. Thus, we construct
xsi,κ = diag [Φκaκ]wκ
(a)
=
(
N−1∑
i=0
ai,κdiag
[
φ
i,κ
])
wκ,
(16)
(17)
where we introduce (a) to prepare a form that later on allows
to efficiently infer the coefficients ai,κ by a linear algorithm.
The corresponding R × 1 time-domain signal of (17), in line
with (2), is
xsi,κ = Υ
TF−1M xsi,κ
=
(
N−1∑
i=0
ai,κΥ
TF−1M diag
[
φ
i,κ
])
wκ,
(18)
(19)
where the matrix
Υ
T =
[
0R×L IR
]
(20)
removes the first L =M−R entries from a vector since these
entries are contaminated by aliasing. Next, we address the SoI.
In DFT domain, we have
dκ = FMdκ
hκ = FMhκ
(21)
(22)
for the SoI and the coefficients of the wireless channel. Similar
to (19), we express the convolution of SoI and the wireless
channel as multiplication of (21) and (22) in DFT domain, and
then transform it back into time domain
sκ = Υ
TF−1M diag [dκ]hκ + nκ. (23)
Next, we transform the overall received signal yκ = xsi,κ+
sκ back into DFT domain by first prepending L zeros and
then applying the DFT matrix. Thus we have
y
κ
= FMΥyκ
= FMΥxsi,κ + FMΥsκ
(b)
=
(
N−1∑
i=0
ai,κCi,κ
)
wκ + sκ,
(24)
(25)
where (b) uses (19) and we employed the definition
Ci,κ = FMΥΥ
TF−1M diag
[
φ
i,κ
]
(26)
and the DFT domain representation
sκ = FMΥsκ. (27)
The received signal without SI contribution (27) can be
alternatively expressed by using (23) by
sκ = d
h
κ + nκ, (28)
where the term nκ denotes the DFT domain representation
of the additive receiver noise and dhκ is the DFT domain
equivalent of the SoI at the receiver.
B. State-space model
We propose state-space models for both the linear SI chan-
nel (13) and the nonlinear coefficients (15). The time-variant
nature of the nonlinear SI channel is specifically modeled by
first-order Markov models of the linear SI channel and the
nonlinear coefficients, i.e.,
wκ = A
wwκ−1 +∆
w
κ ,
aκ = A
aaκ−1 +∆
a
κ,
(29)
(30)
where the parameter Aw with 0 ≤ |Aw| ≤ 1 and the diagonal
matrix Aa denote the transition factor between consecutive
channel realizations and nonlinear coefficients over time, re-
spectively. We assume a scalar Aw, since the linear SI channel
coefficients are assumed to be similar in transient behavior.
On the other hand, the matrix Aa reflects different degrees
of temporal variations among the nonlinear coefficients. The
Gaussian system noise variables∆wκ ∼ CN
(
0, ψ∆w
κ
IM
)
and
∆
a
κ ∼ CN
(
0,Ψ∆aκ
)
are independent with variance ψ∆w
κ
and covariance matrix Ψ∆aκ . By definition, we assume the
top path from Fig. 2 with index i = 0 represents the linear
component of the SI, thus, without loss of generality, we have
φ0(xk) = xk and fix a0,κ = 1, ∆
a
0,κ = 0 in the following.
Let Rwκ = E
[
wκw
H
κ
]
be the autocorrelation matrix of the
random SI channel coefficients, thus, from (29), we have
tr [Rwκ ] = |A
w|2 tr
[
Rwκ−1
]
+Mψ∆w
κ
. (31)
Apparently, the system model is characterized by a significant
number of parameters. Since these parameters are difficult to
determine, we reduce their number by using certain relations
between them. For instance, from a practical perspective, it is
reasonable to assume that the statistical properties of the linear
SI channel remain similar over time. Thus, we assume
tr [Rwκ ] = tr
[
Rwκ+1
]
= . . . = tr [Rw∞] . (32)
and thus we find the covariance of the system noise as
ψ∆w =
1
M
tr [Rw∞]
(
1− |Aw|2
)
. (33)
The steady-state parameter tr [Rw∞] determines the power of
the linear SI channel components. In practice, this can be
obtained from a-priori knowledge, since the relation of SI
power level to the SoI is at least approximately known.
Furthermore, the coherence time reflects the variability of
the communication channel in time, and therefore is regarded
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Fig. 5: Proposed nonlinear SI estimation and cancellation.
as main characteristic of temporal variations. To best of our
knowledge, the coherence time has not been systematically
studied for SI channels so far. However, we believe it to be
on the same order as the wireless channel, as indicated in
some previous work [4]. To integrate the notion of a channel
coherence time into our framework, we introduce a coherence
frame index κwcoh, which denotes the time when the correlation
of subsequent channel variables has dropped by half, thus
|Aw|κ
w
coh =
1
2
. (34)
For the zero-mean nonlinear coefficients aκ, we define the
diagonal covariance matrix Raκ = E
[
aκa
H
κ
]
with the ith
diagonal element pa
i,κ
= E
[∣∣ai,κ∣∣2]. From (30), we can derive
Raκ = A
aRaκ−1A
aH +Ψ∆aκ . (35)
With the elements of Raκ approximately constant over time,
Raκ = R
a
κ+1 = . . . = R
a
∞, (36)
the system noise covariance matrix is expressed by
Ψ
∆a
κ = R
a
∞
(
I −AaAa
H
)
, (37)
since Aa is diagonal. Similar to (34), we define a coherence
time κai,coh for the i
th nonlinear coefficient by
|Aai |
κai,coh =
1
2
, (38)
where Aai denotes the i
th element on the main diagonal of Aa.
III. STATE-SPACE NONLINEAR ADAPTIVE ALGORITHM
Consider the proposed SI estimation and cancellation al-
gorithm depicted in Fig. 5. All signals are represented here
in DFT domain. The adaptive algorithm has access to the
transmitted signal xκ. Initially, the input is subject to an
orthogonalization process, where the nonlinear contributions
are transformed to uncorrelated equivalents. Then, the adap-
tation is performed in an iterative process over time. At each
step κ, we first acquire a predicted Kalman estimate of the
linear SI channel and the nonlinear coefficients. We intend to
cancel as much SI as possible, thus the algorithm produces
a reconstruction xˆsi,κ of the SI signal. After subtracting xˆsi,κ
from the received signal y
κ
, the algorithm outputs an error
signal eκ. This error signal is then provided to the decoder
which produces a reconstructed SoI dˆ
h
κ. Finally, after dˆ
h
κ is
subtracted from the error signal eκ, the residual error e˜κ
supports the Kalman update estimations for both the linear
SI channel and the nonlinear coefficients.
A. Orthogonalization
The nonlinear basis functions φi(·) do not necessarily
represent an orthogonal basis for the SI signal. Therefore,
we intend to change the basis by a matrix transformation.
There are many approaches available that achieve this orthog-
onalization, such as eigenvalue decomposition [26], Cholesky
factorization [29] or Gram-Schmidt method [50]. We describe
the statistical connection between different basis functions by
a time-invariant N×N autocorrelation matrix. Using (12), we
have
RΦ = E
[
Φ
T
κΦ
∗
κ
]
.
Next, we choose a N ×N transform matrix G, which is not
necessarily unitary, but full-rank, and such that GRΦGH is
diagonal. We apply the transformation to each basis frame by
Φ˜κ = ΦκG
T
=
[
φ˜
0,κ
, φ˜
1,κ
, . . . , φ˜
N−1,κ
]
. (39)
Next, starting from (16), we have
xsi,κ = diag
[
ΦκG
T
(
GT
)−1
aκ
]
wκ
(c)
= diag
[
Φ˜κa˜κ
]
wκ
= diag
[
Φ˜κa˜κ
1
a˜0,κ
]
a˜0,κwκ
(d)
=
(
N−1∑
i=0
aˇi,κdiag
[
φ˜
i,κ
])
w˜κ, (40)
where (c) uses (39) and a˜κ =
(
GT
)−1
aκ, and (d) applies
normalization with aˇi,κ = a˜i,κ/a˜0,κ and w˜κ = a˜0,κwκ.
Apparently, the change of basis has an effect on the outcome
of both the estimated linear SI channel and the nonlinear
coefficients as they represent the inner state of the system.
However, the overall SI reconstruction is left unchanged. In
the following, for the sake of simplicity, we drop the “tilde”,
but orthogonalization is always applied unless noted otherwise.
B. Predictions
Consider the state equations for the linear SI channel (29)
and the nonlinear coefficients (30). We intend to derive esti-
mators for wκ and aκ. Let
wκ = wˆκ|κ−1 + n
w
κ|κ−1
aκ = aˆκ|κ−1 + n
a
κ|κ−1,
(41)
(42)
where wˆκ|κ−1 and aˆκ|κ−1 are estimators for the linear SI
channel and the nonlinear coefficients given all past observa-
tions
(
y
0
, . . . ,y
κ−2
,y
κ−1
)
, respectively. The zero-mean a-
priori errors nwκ|κ−1 and n
a
κ|κ−1 have the covariances P
w
κ|κ−1
and P aκ|κ−1, respectively. Similarly, we define wˆκ|κ and aˆκ|κ
to be estimators for the linear SI channel and the nonlin-
ear coefficients given the present and all past observations(
y
0
, . . . ,y
κ−1
,y
κ
)
, respectively. The zero-mean a-posteriori
errors have the covariances Pwκ|κ and P
a
κ|κ, respectively.
Furthermore, consider the following assumptions:
1) The linear SI channel wκ and the nonlinear coefficients
aκ are independent.
2) The joint probability density functions of both the es-
timators wˆκ|κ−1, aˆκ|κ−1, wˆκ|κ, aˆκ|κ and the a-priori,
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a-posterori errors are circular-symmetric, complex Gaus-
sian distributions.
3) The a-priori, a-posteriori errors are independent.
The adaptive algorithms for the estimation of the linear SI
channel and of the nonlinear coefficients are derived in the
following. We show the overall adaptive algorithm in Alg. 1.
Following the lines of [51], the predictions of the estimates
wˆκ|κ−1, aˆκ|κ−1 and the estimation error covariances P
w
κ|κ−1,
P aκ|κ−1 are computed first. Next, the information encoded in
the SoI is retrieved and its contribution is removed from the
received signal. This is explained in more detail in Subsec-
tion III-C. Finally, the update steps of the linear SI channel
and the nonlinear coefficients are computed. This is presented
in Subsections III-D and III-E, respectively.
Algorithm 1 Iterative estimation of linear SI channel wκ and
nonlinear coefficients aκ
Require: Initialization of wˆ0|0, P
w
0|0, aˆ0|0 and P
a
0|0
repeat
κ← κ+ 1
Predict linear SI channel estimate
wˆκ|κ−1 = A
wwˆκ−1|κ−1
Predict linear SI channel estimation error covariance
Pwκ|κ−1 = |A
w|2Pwκ−1|κ−1 +Ψ
∆w
κ
Predict coefficients estimate
aˆκ|κ−1 = A
aaˆκ−1|κ−1
Predict coefficients estimation error covariance
P aκ|κ−1 = A
aP aκ−1|κ−1A
aH +Ψ∆aκ
Decode the information from the SoI and subtract its
contribution from the received signal, see Section III-C
Update linear SI channel estimate from prediction
wˆκ|κ−1, see Alg. 2 in Subsection III-D
Requires all predictions and provides wˆκ|κ and P
w
κ|κ
Update nonlinear coefficients estimate from prediction
P aκ|κ−1, see Alg. 3 in Subsection III-E
Requires all predictions, the updated wˆκ|κ and P
w
κ|κ,
and provides aˆκ|κ and P
a
κ|κ
until forever
C. Decoding
After predicting the estimates of both the linear SI channel
and the nonlinear coefficients, the SI contribution can be
reconstructed based on (25) for the current time frame κ by
xˆsi,κ =
N−1∑
i=0
aˆi,κ|κ−1Ci,κwˆκ|κ−1. (43)
We define the error signal
eκ = yκ − xˆsi,κ. (44)
At this point the error signal (44) comprises many sources
of observation noise, such as the residual SI, the SoI and
independent additive noise. Large observation noise generally
reduces the convergence speed or increases the misalignment
of adaptive algorithms [35], but here we can reduce its
contribution. Unlike in acoustic echo cancellation, where the
acoustic signal is modeled as a random process, the SoI
in wireless communication contains structure from encoded
information. By decoding the information from the SoI and
subtracting the corresponding SoI signal from (44), we have
better conditioning for subsequent updates of the SI path.
Let dˆ
h
κ be the SoI generated from decoded information in
DFT domain. Then, we have the residual error
e˜κ = yκ − xˆsi,κ − dˆ
h
κ. (45)
It comprises a potential decoding error, the residual SI and
independent noise.
D. Update estimation of linear SI channel
During the κth step of adaption, we need to know the
estimate of the nonlinear coefficients from the previous step.
Therefore, in the following, we assume that the estimates
aˆi,κ|κ−1 are given. Recall the observation equation (25). After
the decoding, we subtract the reconstructed SoI and have
y˜
κ
= y
κ
− dˆ
h
κ
(e)
=
(
N−1∑
i=0
ai,κCi,κ
)
wκ + s˜κ
(f)
=
(
N−1∑
i=0
aˆi,κ|κ−1Ci,κ
)
wκ + s˜
w1
κ ,
(46)
(47)
where (e) introduces the noise term s˜κ = sκ− dˆ
h
κ comprising
the residual SI and additive noise with covariance matrix
Ψ
s˜
κ. We assume that Ψ
s˜
κ can be characterized from a-priori
information on the noise level. The term (f) is due to both (42)
and the zero-mean augmented noise term
s˜w1κ =
(
N−1∑
i=0
nai,κ|κ−1Ci,κ
)
wκ + s˜κ. (48)
The covariance matrix of the augmented noise s˜w1κ is
Ψ
s˜w1
κ = E
[
s˜w1κ s˜
w1H
κ
]
=
N−1∑
i=0
pa
i,κ|κ−1
Ci,κR
w
κC
H
i,κ +Ψ
s˜
κ, (49)
where we have pa
i,κ|κ−1
= E
[
|na
i,κ|κ−1|
2
]
and Rwκ =
E
[
wκw
H
κ
]
. Due to the product term of the nonlinear esti-
mation error and the channel vector, the overall term (48)
is non-Gaussian. As a consequence, the derivation of exact
Kalman filter equations is not possible, since it requires jointly
Gaussian distributions within the state-space model. Therefore,
in the following, we approximate (48) by an independent
Gaussian random vector s˜w2κ , which has the same second-order
moment as s˜w1κ . Thus, the modified observation vector is
y˜
κ
≈
(
N−1∑
i=0
aˆi,κ|κ−1Ci,κ
)
wκ + s˜
w2
κ
= C aˆκ|κ−1wκ + s˜
w2
κ (50)
with
Caˆκ|κ−1 =
N−1∑
i=0
aˆi,κ|κ−1Ci,κ. (51)
We are now prepared to provide the Kalman gain and update
equations [51], based on the observation equation (50), and
by using (49) and (51), and the definitions of error covariance
matrices from Section III-B. The computations for the κth step
are depicted in Alg. 2.
SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 7
Algorithm 2 Obtain linear SI channel estimate at step κ
Require: known wˆκ|κ−1, P
w
κ|κ−1, aˆκ|κ−1 and P
a
κ|κ−1
Kalman gain
Kwκ = P
w
κ|κ−1C
aˆH
κ|κ−1·(
Caˆκ|κ−1P
w
κ|κ−1C
aˆH
κ|κ−1 +Ψ
s˜w2
κ
)−1
Update linear SI channel estimation
wˆκ|κ = wˆκ|κ−1 +K
w
κ
(
y˜
κ
−Caˆκ|κ−1wˆκ|κ−1
)
Update linear SI channel estimation error covariance
Pwκ|κ =
(
IM −K
w
κC
aˆ
κ|κ−1
)
Pwκ|κ−1
E. Update estimation of nonlinear coefficients
We first provide an alternative expression for the observa-
tion (46) at the receiver. The adaptation with respect to the
nonlinear coefficients aκ requires another linear form of the
observation. Thus, we express (46) alternatively by using (15)
y˜
κ
= Cwκaκ + s˜κ, (52)
where we define
Cwκ =
[
C0,κwκ, . . . ,CN−1,κwκ
]
. (53)
Compared to the original form (46), we have essentially
swapped the roles of aκ and the linear SI channel wκ. Let
y˜
κ
= Cwˆκ|κaκ + s˜
a1
κ (54)
where we use (52) and the definition
Cwˆκ|κ =
[
C0,κwˆκ|κ,C1,κwˆκ|κ, . . . ,CN−1,κwˆκ|κ
]
=
[
cwˆ0,κ|κ c
wˆ
1,κ|κ . . . c
wˆ
N−1,κ|κ
]
.
(55)
(56)
Furthermore, the zero-mean augmented noise here is
s˜a1κ =
[
C0,κn
w
κ|κ C1,κn
w
κ|κ . . .
CN−1,κn
w
κ|κ
]
aκ + s˜κ. (57)
The covariance matrix of the augmented noise s˜a1κ is
Ψ
s˜a1
κ =
N−1∑
i=0
pa
i,κ
Ci,κP
w
κ|κC
H
i,κ +Ψ
s˜
κ. (58)
with pa
i,κ
= E
[
|ai,κ|
2
]
and Pwκ|κ = E
[
nw
κ|κn
wH
κ|κ
]
.
As a starting point, it is noteworthy to say that the estimation
of the linear SI channel provided in Section III-D depends on
the predictions of wκ and aκ only, while here the updated
wˆκ|κ is available. Similar to (48), we approximate (57) by
an independent Gaussian random vector s˜a2κ with the same
second-order moment as s˜a1κ . Thus, we have
y˜
κ
≈ Cwˆκ|κaκ + s˜
a2
κ . (59)
On this basis, we provide the Kalman filter equations, based
on the system equation (30) and the observation equation (59),
and by considering (58). The computations for the κth step are
depicted in Alg. 3.
Algorithm 3 Obtain nonlinear coefficients estimate at step κ
Require: known wˆκ|κ, P
w
κ|κ, aˆκ|κ−1 and P
a
κ|κ−1
Kalman gain
Kaκ = P
a
κ|κ−1C
wˆH
κ|κ
(
Cwˆκ|κP
a
κ|κ−1C
wˆH
κ|κ +Ψ
s˜a2
κ
)−1
Update coefficients estimate
aˆκ|κ = aˆκ|κ−1 +K
a
κ
(
y˜
κ
−Cwˆκ|κaˆκ|κ−1
)
Update coefficients estimation error covariance
P aκ|κ =
(
IM −K
a
κC
wˆ
κ|κ
)
P aκ|κ−1
IV. APPROXIMATIONS
In this section, we discuss three approximations of the
algorithm derived in Section III such as an intra-channel
approximation (Section IV-A), an overlap-save diagonaliza-
tion (Section IV-B) and an nonlinear diagonalization (Sec-
tion IV-C).
A. Intra-channel approximation
The computation of noise covariances (49) and (58) during
the Kalman update step requires a-priori knowledge of the
second moments pa
i,κ
, Rwκ of the linear channel and nonlinear
coefficients, respectively. However, this information might
not be available, and therefore we approximate the second
moments by their estimated counterparts:
Rwκ = E
[
wκw
H
κ
]
≈ diag
[
wˆκ|κ−1 ◦ wˆ
∗
κ|κ−1
]
+ Pwκ|κ−1.
pa
i,κ
= E
[
|ai,κ|
2
]
≈ |aˆi,κ|κ−1|
2 + pa
i,κ|κ−1
,
(60)
(61)
where we approximate the linear channel and nonlinear coef-
ficient covariance by considering the instantaneous represen-
tations of the variables (41) and (42) instead of the average.
Furthermore, we assume the error covariance matrices
Pwκ|κ−1, P
w
κ|κ and the augmented noise covariance matrix
of (49) to be diagonal.
B. Overlap-save diagonalization
The computation of the Kalman gain in Alg. 2 requires the
inversion of an M×M matrix, which is both computationally
intensive and numerically unstable. To simplify (26), we apply
the intra-channel diagonalization from Section IV-A and use
the approximations [32], [39] for each nonlinear contribution
Ci,κ ≈
R
M
diag
[
φ
i,κ
]
Ci,κP
w
κ|κ−1C
H
j,κ ≈
R
M
diag
[
φ
i,κ
]
Pwκ|κ−1diag
[
φ∗
j,κ
]
.
(62)
(63)
The approximation errors of (62), (63) vanish for R →
M [43]. The diagonalization step essentially ignores the
overlap-save constraint during fast convolution, however, this
effect is small if the differenceM−R is rather low. Consider-
ing the aforementioned changes, the prediction, Kalman gain
and update steps from Alg. 2 are diagonalized.
SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 8
C. Nonlinear diagonalization
The Kalman gain of Alg. 3 uses the inversion of anM×M
matrix. We intend to reduce computational complexity of
that operation by diagonalizing that matrix. Since P aκ|κ−1
and Ψs
a2
κ are already diagonal by the approximations of
Sections IV-A and IV-B, only the M ×N frame matrix Cwˆκ|κ
has to be considered. Recall the definition (56). Each of the
columns represents a nonlinear basis frame after convolution
with the linear SI channel. Thus, we can write
Cwˆκ|κP
a
κ|κ−1C
wˆH
κ|κ +Ψ
s˜a2
κ =
=
N−1∑
i=0
pa
i,κ|κ−1
cwˆi,κ|κc
wˆH
i,κ|κ +Ψ
s˜a2
κ ,
(g)
≈
N−1∑
i=0
pa
i,κ|κ−1
cwˆi,κ|κc
wˆH
i,κ|κ + σ
2
κIM ,
(h)
= Udiag [λ0, λ1, . . . , λM−1]U
H
(64)
(65)
(66)
where in (g), Ψs˜
a2
κ is approximated by σ
2
κIM and σ
2
κ denotes
the largest element of Ψs˜
a2
κ . Furthermore, in (h), U denotes
the matrix of eigenvectors and λi are the eigenvalues. The
basis frames cwˆ
i,κ|κ are not necessarily orthogonal. However,
if we assume they are approximately orthogonal, then the
basis frames are eigenvectors of Cwˆκ|κP
a
κ|κ−1C
wˆH
κ|κ , and, since
σ2κIM is just a scaled identity matrix, they are also eigenvec-
tors of (65) with eigenvalues
λi =
{
pa
i,κ|κ−1
cwˆ
H
i,κ|κc
wˆ
i,κ|κ + σ
2
κ 0 ≤ i ≤ N − 1
σ2κ N ≤ i ≤M − 1.
Furthermore, the firstN columns ofU are normalized versions
of the cwˆi,κ|κ. Next, for the Kalman gain, we have
Kaκ = P
a
κ|κ−1C
wˆH
κ|κ
(
N−1∑
i=0
pa
κ|κ−1
cwˆi,κ|κc
wˆH
i,κ|κ + σ
2
κIM
)−1
= P aκ|κ−1C
wˆH
κ|κ
(
Udiag
[
1
λ0
,
1
λ1
, . . . ,
1
λM−1
]
UH
)
.
Let k
aT
i,κ be the ith row of K
a
κ, then we have
k
aT
i,κ =
pa
i,κ|κ−1
pa
i,κ|κ−1
cwˆ
H
i,κ|κc
wˆ
i,κ|κ + σ
2
κ.
cwˆ
H
i,κ|κ, (67)
since the ith row of Cwˆ
H
κ|κ is orthogonal to all columns of
U except the ith one. The computation of (67) is much less
expensive in terms of computational complexity. Finally, we
apply the overlap-save diagonalization of (62) to (67), and get
ka
T
i,κ ≈
R
M
pa
i,κ|κ−1
(
φ
i,κ
◦ wˆi,κ|κ
)H
R
M
pa
i,κ|κ−1
(
φ
i,κ
◦ wˆi,κ|κ
)H (
φ
i,κ
◦ wˆi,κ|κ
)
+ σ2κ.
.
V. RESULTS
In this section, we evaluate the performance of the al-
gorithms derived in this work by comparing them to other
approaches in the literature. We refer to Alg. 2, Alg. 3 from
Section III as the exact Kalman algorithm in cascade structure.
In addition, the approximated Kalman algorithm is taken
from Section IV. From the literature, we employ the Kalman
algorithm in parallel structure [42] and both the time-domain
nonlinear NLMS and RLS in parallel structure.
The section is organized as follows. First, we define the
performance metrics in Section V-A. Then, the computational
complexity is analyzed in Section V-B. By performing sim-
ulations, we look into time convergence behavior in Sec-
tion V-C, global performance of the proposed algorithms in
Sections V-D and use cases and V-E.
A. Performance metrics
We define the key metrics that serve as performance in-
dicators for the adaptive SI cancellation algorithms. First,
we introduce definitions according to the mean-squared error
(MSE) principle. The average signal to residual-interference-
and-noise ratio (SRINR) is given as follows
SRINRκ =
E
[∣∣dhκ∣∣2]
E
[
|eκ − dhκ|
2
] , (68)
where dhκ denotes the desired signal at the receiver, and eκ
is the error signal before decoding (44) in time domain.
The wireless channel (3) is assumed to be random, thus
the process (68) is non-ergodic, and therefore we define the
“global” SRINR to be the average in time for κ → ∞ over
many realizations of the wireless channel.
The capability of system identification can be measured
by the system distance, i.e., the power of the estimation
error compared to the power of the system variables. In the
domain of Kalman filtering, the internal system state is the
unknown quantity to be observed. To evaluate the quality of
state estimation, we define the system distance for the linear
SI channel coefficients as follows:
SysDistwκ =
E
[(
wκ − wˆκ|κ
)H (
wκ − wˆκ|κ
)]
E [wHκ wκ]
, (69)
where wκ is the true SI channel vector per frame, as given
by (9), and wˆκ|κ is the corresponding estimate of wˆκ|κ
from Alg. 2 in time domain. Similarly, the system distance
for the ith nonlinear coefficient is defined as follows:
SysDistai,κ =
E
[∣∣∣ai,κ − aˆi,κ|κ∣∣∣2
]
E
[∣∣ai,κ∣∣2] , (70)
where ai,κ and aˆi,κ|κ are the nonlinear coefficient from (14)
and its updated estimate at frame κ, respectively. We need a
fair comparison of the algorithms based on either cascaded
(see Fig. 2) or parallel (see Fig. 3) channel structure. The
coefficients wˆ0,κ|κ of the parallel structure correspond to the
linear SI channel from the cascade model. The nonlinear
coefficients aˆi,κ in case of a parallel structure are hence
obtained by a Least-Squares solution
aˆi,κ|κ =
wˆH0,κ|κwˆi,κ|κ
wˆH0,κ|κwˆ0,κ|κ
. (71)
Next, we turn to a metric of digital communications. To
simplify the analysis, we assume the wireless channel to be
constant over time. Furthermore, since after SI cancellation
the residual SI can be approximated by white noise [20], we
assume that the residual SI process is independent and ergodic.
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Thus, the information capacity with power constraint Pd at the
distant node is given by [52]
C = max
f(d):E[|d|2]<Pd
I (d; y)
(i)
≥ max
f(d):E[|d|2]<Pd
I (d; yG)
(j)
= log
(
1 +
Pd ‖h‖
2
2
σ2e˜
)
=: R (72)
where in (i) we approximate the received signal y by a
circular-symmetric complex Gaussian counterpart yG, since
Gaussian noise serves as the worst-case noise [53]. We arrive
at (j), since in a Gaussian point-to-point channel, it is known
that a Gaussian input is optimal. Here, σ2e˜ denotes the variance
of the residual SI plus independent noise.
B. Complexity
The cascade model of the nonlinear SI channel (re-
call Fig. 2) is essentially motivated by reducing computational
complexity of the adaptive cancellation algorithm, which is
primarily determined by the number of multiplications and
divisions. In our analysis, we focus on the principal complexity
only and do not evaluate the cost of each calculation step
in detail. Thus, we identify those parts of the algorithms
that exhibit the most significant impact on the complexity,
depending on the (potentially large) frame shift R, the FIR
filter length L and on the order of the nonlinear expansion
N . Tab. I shows the results. In order to compare time-domain
and DFT domain SI estimation and cancellation algorithms, we
refer to the complexity as per sample. In all cases, DFT domain
approaches are normalized to the frame shift R = M − L.
This is reducing complexity by an order of magnitude if R is
growing while L is kept fixed.
Now, consider the frame shift R. The exact Kalman algo-
rithm in cascade structure, derived in Section III, does have
at least quadratic complexity, since it requires the inversion
and multiplication of M ×M matrices. On the other hand,
considering the approximations of Section IV, the DFT op-
eration becomes dominant, and therefore we have logarithmic
complexity for the Kalman algorithm with nonlinear diagonal-
ization. Similar reasoning holds for the Kalman algorithm in
parallel structure after submatrix or full diagonalization [42].
The complexity of the time-domain algorithms is determined
by the the FIR filter size L. The classic NLMS algorithm in
time domain exhibits linear complexity in L, while the parallel
RLS algorithm in time domain has quadratic complexity due to
the update step. However, a direct comparison of time-domain
and DFT domain complexities is more involved and depends
on the priorities of Kalman filter design. Certain designs might
increase L for finer channel estimation (and thus keep R
essentially constant), while others might use larger frame shifts
R to diminish the impact of the overlap-save approximation.
The number of nonlinear basis functionsN affects the com-
putational complexity of the various algorithms in different
ways. In cascade structure, the complexity generally scales
linearly with respect to N . On the other hand, in parallel
structures, Kalman or RLS algorithms take the correlation
between all sub-channels into account, and therefore require
cubic and quadratic complexity in N , respectively. Especially
the cubic term might be greater than log2M even for small
Kalman, Cascade, Exact III O
(
N
(R+L)3
R
)
Kalman, Cascade, Approx. IV-C O
(
N
(R+L) log2(R+L)
R
)
Kalman, Parallel, Sub. diag. [42] O
(
N
3R+L
R
)
+O
(
N
(R+L) log2(R+L)
R
)
Kalman, Parallel, Full diag. [42] O
(
N
(R+L) log2(R+L)
R
)
NLMS, Parallel, Time domain O(NL)
RLS, Parallel, Time domain O(N2L2)
TABLE I: Comparison of computational complexity with re-
spect to frame shift R, FIR filter length L and expansion order
N for different SI estimation and cancellation algorithms.
N and thus can have a significant impact. Kalman algorithm
with full diagonalization [42] or the NLMS allow to reduce
the complexity to linear scale, since the correlation between
parallel channels is neglected.
C. Time convergence behavior
In this Section, we analyze the performance of the adap-
tive estimations over the course of time. We evaluate the
performance of the algorithm by simulations. We choose the
parameters M = 64, R = 56 and select N = 3 basis
functions. The basis function are chosen according to the
following emphases: (i) the linear part φ0(xk) = xk of the SI,
then (ii) the widely-linear component φ1(xk) = x
∗
k [54] and
finally, (iii), the 3rd order nonlinear component φ2(xk) = x
2
kx
∗
k
with initial nonlinear coefficients a1,0 = a2,0 = −10 dB. The
additive noise level is set to −50 dB. For the SI signal and the
SoI, we generate zero-mean, standard normal i.i.d. samples.
The Kalman filter parameters are perfectly matched to the
simulated time-variant SI channel conditions. The NLMS step
size is 10−2, while the RLS forgetting factor is matched to the
Markov model of (29). Let the input SINR be the ratio of the
SoI power to the SI-and-noise power at the receiver before any
signal processing occurs. The input SINR is fixed to −15 dB,
thus, the SI is much stronger than the SoI. Consider Fig. 6,
which shows the time convergence behavior of SI cancella-
tion algorithms over the frame index κ. The inputs are not
orthogonalized. Both the linear SI channel and the nonlinear
coefficients remain constant over time. The SRINR results
of Fig. 6a demonstrate that without prior orthogonalization,
the algorithms with strong inherent decorrelation feature, such
as the Kalman in parallel structure with submatrix diagonal-
ization or the RLS, are advantageous. Conversely, the NLMS
is much slower in convergence. The Kalman approaches with
cascade structure are bounded from above by the RLS and
from below by the NLMS. Interestingly, the performance
difference between the exact Kalman approach in cascade
structure and its approximated counterpart are almost negligi-
ble. Sometimes the exact calculation performs slightly worse.
This has been identified as a particularity of the iterative
design Alg. 2 and Alg. 3, which does not jointly estimate the
linear SI channel and the nonlinear coefficients. The results
of the system distance (Figs. 6b to 6d) essentially support the
aforementioned findings. It can be observed that the system
distances of the linear SI channel coefficients wκ of Fig. 6b
and the first nonlinear coefficient a1,κ in Fig. 6c are ranked
consistently. In contrast to that, the distance of second non-
linear coefficient a2,κ in Fig. 6d is much larger, especially for
the NLMS. This is due to the fact that the input signal and its
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(a) Signal-to-residual-interference-and-noise ratios (68). (b) System distance (69) to the linear SI channel wκ
(c) System distance (70) to the nonlinear coefficient a1,κ (d) System distance (70) to the nonlinear coefficient a2,κ
Kalman, Cascade, Exact III Kalman, Cascade, Approximated IV-C Kalman, Parallel, Sub. diag. [42]
NLMS, Parallel, time domain RLS, Parallel, time domain
Fig. 6: Time convergence performance of SI cancellation algorithms over the frame index κ with non-orthogonalized inputs
with static SI path
3rd order component are correlated, and thus the performance
deteriorates if the algorithms lack a decorrelation feature. The
system distances in Figs. 6b to 6d of the Kalman approach in
parallel structure with submatrix diagonalization and the RLS
are almost identical. But the SRINR result (Fig. 6a) indicates
that the Kalman algorithm does not precisely achieve the same
level as the RLS. However, this observation can be explained.
Both algorithms are devised in parallel structure. Thus, the
nonlinear coefficients are computed by (71), which essentially
is averaging over the channel coefficients and thus removing
potential estimation errors. The parallel Kalman algorithm is
slightly more susceptible to errors than the RLS since it is
formulated in DFT domain with overlap-save approximation
similar to the method described in sub-section IV-B. These
error phenomena are compensated by reducing the number of
estimated variables, such as by using (71).
D. Global performance
For the global performance, we evaluate SRINR (after
cancellation) and system distances with respect to certain input
SINR (before cancellation), which is illustrated in Fig. 7.
Again, the input signals are not orthogonalized and both the
linear SI channel and the nonlinear coefficients remain static.
Consider Fig. 7a first, which depicts the SRINR. The solid
black line labeled “SNR” designates the maximum possible
SRINR, since the noise floor is fixed at −20 dB with respect
to the SoI. If the SRINR vs. input SINR graph crosses
the “treating-interference-as-noise threshold”, then it is no
longer reasonable to use the algorithm and better to rather
accept the SI as noise. The “min. SRINR” line is simply
attained when the algorithm selects xˆsi,κ = yκ as output
such that the received signal is completely suppressed. The
results show that all algorithms can be used over the whole
range of SINR scenarios. However, as already previously indi-
cated, algorithms with already existing decorrelation property
(Kalman in parallel structure with submatrix diagonalization
or the RLS) have an advantage. This is especially prominent
for the low SINR regime, where a great amount of can-
cellation is required. On the other hand, in the high SINR
regime, the performance difference between the algorithms
significantly diminishes. The system distance results of the
linear SI channel coefficients wκ are shown in Fig. 7b. If
we compare the performance of the various algorithms, the
graphs are essentially reflecting the expected “upside-down”
pattern compared to the SRINR figure, since a negative system
distance naturally pays off in terms of SRINR. Here, however,
the overall system distance is much better in the low SINR
regime. This is intuitive, since at low SINR, the SI power
is much larger than the SoI power, and thus the SI system
components can be identified more accurately. Conversely, in
the high SINR regime, the SI is buried in the SoI and the noise
floor, and therefore the coefficient estimations are less reliable.
While the detailed system identification is more difficult in
the high SINR regime, the SRINR performance (denoting the
overall SI estimation) is, however, not degraded.
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(a) Signal-to-residual -interference-and-noise ratios (68) (b) System distance (69) to the linear SI channel wκ
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Fig. 7: Global performance of SI cancellation algorithms over input SINR with non-orthogonalized inputs and static SI path.
E. Use cases
In this Section, we investigate the impact of time-variant
channels on the performance of the SI estimation and cancel-
lation algorithms. Static and time-variant channels represent
fundamentally different use cases that significantly influence
the proper choice of algorithms. As a performance metric, we
apply the communication rate (72). The time-variant case is
characterized by the (normalized) coherence time κwcoh = 10
3
for the linear SI channel and κacoh = 10
4 for the nonlinear
coefficients. We assume that the algorithm parameters are
perfectly matched to the simulated channel conditions. Now
consider Fig. 8, where we illustrate the rate over the input
SINR for different cases of temporal variations with or with-
out orthogonalization. In each figure, we have provided the
capacity as the upper bound for all rates. In Fig. 8a, we have
depicted the rate for static conditions of both the linear SI
channel and the nonlinear coefficients, while the input signals
are not orthogonalized. This is essentially a similar situation
shown as in Fig. 7a, but now the performance gaps in the
low SINR regime are even more pronounced. Algorithms with
inherent decorrelation like the Kalman in parallel structure
with submatrix diagonalization perform the best regardless of
the input SINR, while the RLS actually almost achieves the
capacity. The cascaded and computationally efficient Kalman
algorithms proposed in this work have a middle position, while
the simple NMLS exhibits worse performance.
However, if orthogonalization of the input signal is applied,
the situation fundamentally changes, as shown in Fig. 8b. Now
all the algorithm performances are completely independent
of the input SINR. Furthermore, the performance gaps are
almost insignificant, and thus a system designer can switch
to a different metric in order to choose the best algorithm,
such as the computational complexity. In the time-convergence
behavior, where we can obverse the same evolution for all the
algorithms except the NLMS, but we omit the figure due to
space constraints. In addition, the system distance results (not
shown here) are very similar for all studied algorithms.
Fig. 8c illustrates the communication rate in time-variant
scenario, but without using input orthogonalization. Compared
to the result of Fig. 7a, it can clearly be seen that now the
input SINR has a significant impact on the performance of
all algorithms. Fig. 8d shows the results under time-variant
conditions for orthogonalized input signals. In this case, the
orthogonalization does not seem to help either, since the tem-
poral variations represent the overall performance limitation.
F. Decoding
The decoding step has been introduced in Section III-C.
It takes place after the Kalman prediction, right before the
update step is performed. Now, we evaluate the benefits of the
information decoding to the SI estimation and cancellation.
We essentially regard two relevant cases. First, we consider
the situation that the algorithm does not decode the desired
information at all. As a consequence, the SoI is considered
as unknown noise to the adaptive algorithm, and thus the
estimation performance is equal to the results of the previous
Sections. Second, in the case of perfect decoding, the desired
information is obtained without any errors, and thus the
remaining residual error signal contains the residual SI only
and some independent noise with SNR = 20 dB.
Consider Fig. 9a. It shows the communication rate (72)
for different input SINR in static (Fig. 9a) and time-
variant (Fig. 9b) environments without input orthogonaliza-
tion. We keep our focus on Kalman algorithms in cascade
structure with approximations (Section IV-C) and the time-
domain RLS in parallel configuration. At first glance, it can
be presumed that with perfect decoding, the performance is
no longer dependent on the input SINR. However, this is
only the case for the RLS algorithm in static environments.
In the low SINR regime, the SI power is strong and thus
the approximated algorithm is rather limited by estimation
errors or favors certain levels of SI power. Moreover, the
probability of decoding errors is much higher in that regime
and thus the potential rate gain is in fact even lower. This
leads to the conclusion that in low SINR regime for static
environments, the decoding step is of less relevance. However,
the picture is different if the environment is time-variant,
as illustrated in Fig. 9b. The primary limiting factor is the
temporal variations. The Kalman algorithm benefits twofold
from the perfect decoding: First, the SoI is removed from the
received signal before the SI channel update, and second, the
signal covariance is adjusted to the noise floor. This improves
adaptation to the time-variant context and makes it possible
for the Kalman algorithm to be uniformly superior over the
RLS in both low and high input SINR regimes. The actual rate
performance of decoding with partial errors is expected to lie
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Fig. 8: Communication rate (72) over the input SINR for different cases of input processing and temporal variations.
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Fig. 9: Impact of decoding strategies on the SI estimation and cancellation performance.
somewhere in between the two extreme cases of either perfect
or no decoding at all. Thus, Fig. 9b provide insights on the
lower and upper performance bounds. Decoding increases the
rate performance especially in moderate-to-high input SINR
regimes.
VI. CONCLUSION
In this work, we have proposed an adaptive SI cancellation
algorithm for full-duplex communication in the digital domain.
It is based on a state-space model of the nonlinear SI channel
in cascade structure. The signal model is derived in DFT
domain. Linear and nonlinear components, although statisti-
cally coupled by the system model, can be linearized and then
estimated separately in a two-step iterative approach, each by
a Kalman filter. The algorithm comprises input orthogonaliza-
tion, prediction, decoding of the desired signal, and updating
the estimations. The state-space representation has introduced
a more fine-grained handling of the time-variant nature of the
SI channel. It underlines the significance of a-priori knowledge
on the scale of temporal variations, which is represented by
the state-space system model. Our simulation results indicate
the following conclusion. While the choice of the underlying
algorithmic principle like NLMS, RLS or Kalman do influence
the performance of SI cancellation, the structural elements
such as orthogonalization, parallel or cascade model, and the
decoding have a much more significant impact. Especially
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the orthogonalization equalizes the performance gain for all
algorithms. This work also demonstrates that the temporal
variations are determining the fundamental performance limi-
tation.
REFERENCES
[1] C. Sexton, N. Kaminski, J. Marquez-Barja, N. Marchetti, and L. A.
DaSilva, “5G: Adaptable Networks Enabled by Versatile Radio Access
Technologies,” IEEE Commun. Surveys Tuts., vol. PP, no. 99, pp. 1–1,
2017.
[2] A. Sabharwal, P. Schniter, D. Guo, D. W. Bliss, S. Rangarajan, and
R. Wichman, “In-Band Full-Duplex Wireless: Challenges and Oppor-
tunities,” IEEE J. Sel. Areas Commun., vol. 32, no. 9, pp. 1637–1652,
2014.
[3] A. Aijaz and P. Kulkarni, “Simultaneous Transmit and Receive Opera-
tion in Next Generation IEEE 802.11 WLANs: A MAC Protocol Design
Approach,” IEEE Wireless Commun., vol. 24, no. 6, pp. 128–135, Dec
2017.
[4] M. Jain, J. I. Choi, T. Kim, D. Bharadia, S. Seth, K. Srinivasan, P. Levis,
S. Katti, and P. Sinha, “Practical, real-time, full duplex wireless,” in
Proc. of the 17th annual int. conf. on Mobile computing and networking.
ACM, 2011, pp. 301–312.
[5] T. Riihonen, S. Werner, and R. Wichman, “Hybrid Full-Duplex/Half-
Duplex Relaying with Transmit Power Adaptation,” IEEE Trans. Wire-
less Commun., vol. 10, no. 9, pp. 3074–3085, September 2011.
[6] M. Duarte, C. Dick, and A. Sabharwal, “Experiment-Driven Char-
acterization of Full-Duplex Wireless Systems,” IEEE Trans. Wireless
Commun., vol. 11, no. 12, pp. 4296–4307, December 2012.
[7] A. K. Khandani, “Two-Way (True Full-duplex) Wireless,” in 13th
Canadian Workshop on Information Theory, Toronto, Ontario, Canada,
June 2013, pp. 33–38.
[8] M. Duarte, A. Sabharwal, V. Aggarwal, R. Jana, K. K. Ramakrishnan,
C. W. Rice, and N. K. Shankaranarayanan, “Design and Characterization
of a Full-Duplex Multiantenna System for WiFi Networks,” IEEE Trans.
Veh. Technol., vol. 63, no. 3, pp. 1160–1177, March 2014.
[9] B. Debaillie, D. J. van den Broek, C. Lavn, B. van Liempd, E. A. M.
Klumperink, C. Palacios, J. Craninckx, B. Nauta, and A. Prssinen,
“Analog/RF Solutions Enabling Compact Full-Duplex Radios,” IEEE
J. Sel. Areas Commun., vol. 32, no. 9, pp. 1662–1673, Sept 2014.
[10] E. Ahmed and A. M. Eltawil, “All-Digital Self-Interference Cancellation
Technique for Full-Duplex Systems,” IEEE Trans. Wireless Commun.,
vol. 14, no. 7, pp. 3519–3532, July 2015.
[11] R. Askar, B. Schubert, W. Keusgen, and T. Haustein, “Agile full-duplex
transceiver: The concept and self-interference channel characteristics,”
in 22th European Wireless Conf., Oulu, Finland, May 2016, pp. 1–7.
[12] A. S. Avestimehr, A. Sezgin, and D. N. C. Tse, “Approximate capacity
of the two-way relay channel: A deterministic approach,” in 46th Annual
Allerton Conf. on Communication, Control, and Computing, Sept 2008,
pp. 1582–1589.
[13] D. G. Wilson-Nunn, A. Chaaban, A. Sezgin, and M. S. Alouini,
“Antenna Selection for Full-Duplex MIMO Two-Way Communication
Systems,” IEEE Commun. Lett., vol. 21, no. 6, pp. 1373–1376, June
2017.
[14] A. Kariminezhad, S. Gherekhloo, and A. Sezgin, “Full-Duplex vs. Half-
Duplex: Delivery-Time Optimization in Cellular Downlink,” in 23th
European Wireless Conf., May 2017, pp. 1–6.
[15] G. Zheng, I. Krikidis, J. Li, A. P. Petropulu, and B. Ottersten, “Improving
Physical Layer Secrecy Using Full-Duplex Jamming Receivers,” IEEE
Trans. Signal Process., vol. 61, no. 20, pp. 4962–4974, Oct 2013.
[16] H. Vogt, K. Ramm, and A. Sezgin, “Practical Secret-Key Generation by
Full-Duplex Nodes with Residual Self-Interference,” in 20th Int. ITG
Workshop on Smart Antennas (WSA), March 2016, pp. 1–5.
[17] Y. Zeng and R. Zhang, “Full-Duplex Wireless-Powered Relay With Self-
Energy Recycling,” IEEE Commun. Lett., vol. 4, no. 2, pp. 201–204,
April 2015.
[18] Y. Bi and H. Chen, “Accumulate and Jam: Towards Secure Communica-
tion via A Wireless-Powered Full-Duplex Jammer,” IEEE J. Sel. Areas
Commun., vol. 10, no. 8, pp. 1538–1550, Dec 2016.
[19] D. Bharadia, E. McMilin, and S. Katti, “Full duplex radios,” in ACM
SIGCOMM Computer Communication Review, vol. 43, no. 4. ACM,
2013, pp. 375–386.
[20] B. P. Day, A. R. Margetts, D. W. Bliss, and P. Schniter, “Full-Duplex
Bidirectional MIMO: Achievable Rates Under Limited Dynamic Range,”
IEEE Trans. Signal Process., vol. 60, no. 7, pp. 3702–3713, July 2012.
[21] A. Masmoudi and T. Le-Ngoc, “A Maximum-Likelihood Channel Esti-
mator for Self-Interference Cancelation in Full-Duplex Systems,” IEEE
Trans. Veh. Technol., vol. 65, no. 7, pp. 5122–5132, July 2016.
[22] M. Bernhardt, F. H. Gregorio, J. Cousseau, and T. Riihonen, “Self-
Interference Cancellation through Advanced Sampling,” IEEE Trans.
Signal Process., vol. PP, no. 99, pp. 1–1, 2018.
[23] M. Heino, D. Korpi, T. Huusari, E. Antonio-Rodriguez, S. Venkatasub-
ramanian, T. Riihonen, L. Anttila, C. Icheln, K. Haneda, R. Wichman,
and M. Valkama, “Recent advances in antenna design and interference
cancellation algorithms for in-band full duplex relays,” IEEE Commun.
Mag., vol. 53, no. 5, pp. 91–101, May 2015.
[24] D. Bharadia and S. Katti, “Full duplex MIMO radios,” in USENIX
Symposium on Networked Systems Design and Implementation (NSDI),
Seattle, WA, USA, April 2014, pp. 1–15.
[25] A. Balatsoukas-Stimming, “Non-Linear Digital Self-Interference Can-
cellation for In-Band Full-Duplex Radios Using Neural Networks,”
ArXiv e-prints, Nov. 2017.
[26] D. Korpi, Y. S. Choi, T. Huusari, L. Anttila, S. Talwar, and M. Valkama,
“Adaptive Nonlinear Digital Self-Interference Cancellation for Mobile
Inband Full-Duplex Radio: Algorithms and RF Measurements,” in IEEE
Global Communications Conf., San Diego, CA, USA, Dec. 2015, pp.
1–7.
[27] P. Ferrand and M. Duarte, “Multi-tap digital canceller for full-duplex ap-
plications,” in IEEE 18th Int. Workshop on Signal Processing Advances
in Wireless Communications (SPAWC), July 2017, pp. 1–5.
[28] J. S. Lemos, F. A. Monteiro, I. Sousa, and A. Rodrigues, “Full-duplex
relaying in MIMO-OFDM frequency-selective channels with optimal
adaptive filtering,” in IEEE Global Conf. on Signal and Information
Processing (GlobalSIP), Dec 2015, pp. 1081–1085.
[29] M. Emara, K. Roth, L. G. Baltar, M. Faerber, and J. A. Nossek, “Non-
linear Digital Self-Interference Cancellation with Reduced Complexity
for Full Duplex Systems,” in Int. ITG Workshop on Smart Antennas,
Berlin, Germany, March 2017.
[30] A. Kiayani, M. Z. Waheed, L. Anttila, M. Abdelaziz, D. Korpi, V. Syrjl,
M. Kosunen, K. Stadius, J. Ryynnen, and M. Valkama, “Adaptive Non-
linear RF Cancellation for Improved Isolation in Simultaneous Transmit-
Receive Systems,” IEEE Trans. Microw. Theory Techn., vol. PP, no. 99,
pp. 1–14, 2018.
[31] E. Everett, A. Sahai, and A. Sabharwal, “Passive Self-Interference
Suppression for Full-Duplex Infrastructure Nodes,” IEEE Trans. Wireless
Commun., vol. 13, no. 2, pp. 680–694, February 2014.
[32] J. Benesty, T. Ga¨nsler, D. R. Morgan, M. M. Sondhi, and S. L. Gay,
Advances in Network and Acoustic Echo Cancellation, 1st ed. Springer
Publishing Company, Incorporated, 2001.
[33] E. Ha¨nsler, “From algorithms to systems - it’s a rocky road,” in Proc.
Intl. Workshop on Acoustic Echo and Noise Control (IWAENC), London,
UK, September 1997.
[34] E. Ha¨nsler and G. Schmidt, Eds., Topics in Acoustic Echo and Noise
Control. Berlin: Springer, 2006.
[35] S. Haykin, Adaptive Filter Theory, 4th ed. Upper Saddle River, NJ:
Prentice-Hall, 2002.
[36] G. Enzner, H. Buchner, A. Favrot, and F. Kuech, “Acoustic Echo
Control,” in Academic Press Library in Signal Processing, R. Chellappa
and S. Theodoridis, Eds. Elsevier, 2014, vol. 4, pp. 807–878.
[37] S. L. Gay and S. Tavathia, “The fast affine projection algorithm,” in Int.
Conf. on Acoustics, Speech, and Signal Processing, vol. 5, May 1995,
pp. 3023–3026 vol.5.
[38] J. M. Gil-Cacho, T. van Waterschoot, M. Moonen, and S. H. Jensen,
“Nonlinear acoustic echo cancellation based on a parallel-cascade kernel
affine projection algorithm,” in IEEE Int. Conf. on Acoustics, Speech and
Signal Processing (ICASSP), March 2012, pp. 33–36.
[39] G. Enzner and P. Vary, “Frequency-domain adaptive Kalman filter for
acoustic echo control in hands-free telephones,” Signal Processing,
Elsevier, vol. 86, no. 6, pp. 1140–1156, June 2006.
[40] G. Enzner, “Bayesian inference model for applications of time-varying
acoustic system identification,” in Proc. Europ. Signal Proc. Conf.
(EUSIPCO), Aalborg, DN, August 2010.
[41] S. Malik and G. Enzner, “Recursive Bayesian control of multichannel
acoustic echo cancellation,” IEEE Signal Proc. Lett., vol. 18, no. 11, pp.
619–622, November 2011.
[42] ——, “State-Space Frequency-Domain Adaptive Filtering for Nonlinear
Acoustic Echo Cancellation,” IEEE/ACM Trans. Audio, Speech, Lan-
guage Process., vol. 20, no. 7, pp. 2065–2079, September 2012.
[43] ——, “A Variational Bayesian Learning Approach for Nonlinear Acous-
tic Echo Control,” IEEE Trans. Signal Process., vol. 61, no. 23, pp.
5853–5867, Dec 2013.
[44] T. I. Laakso, V. Valimaki, M. Karjalainen, and U. K. Laine, “Splitting
the unit delay [FIR/all pass filters design],” IEEE Signal Process. Mag.,
vol. 13, no. 1, pp. 30–60, Jan 1996.
[45] M. Sohaib, H. Nawaz, K. Ozsoy, O. Gurbuz, and I. Tekin, “A Low
Complexity Full-Duplex Radio Implementation with a Single Antenna,”
IEEE Trans. Veh. Technol., vol. PP, no. 99, pp. 1–1, 2017.
[46] K. Komatsu, Y. Miyaji, and H. Uehara, “Frequency-Domain Ham-
merstein Self-Interference Canceller for In-Band Full-Duplex OFDM
Systems,” in IEEE Wireless Communications and Networking Conf.
(WCNC), March 2017, pp. 1–6.
SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 14
[47] D. Korpi, T. Riihonen, V. Syrjl, L. Anttila, M. Valkama, and R. Wich-
man, “Full-Duplex Transceiver System Calculations: Analysis of ADC
and Linearity Challenges,” IEEE Trans. Wireless Commun., vol. 13,
no. 7, pp. 3821–3836, July 2014.
[48] A. Nadh, J. Samuel, A. Sharma, S. Aniruddhan, and R. K. Ganti,
“A Taylor Series Approximation of Self-Interference Channel in Full-
Duplex Radios,” IEEE Trans. Wireless Commun., vol. 16, no. 7, pp.
4304–4316, July 2017.
[49] C. M. Bishop, Pattern Recognition and Machine Learning (Information
Science and Statistics). Secaucus, NJ, USA: Springer-Verlag New York,
Inc., 2006.
[50] J. G. Proakis, Digital Communications 5th Edition. McGraw Hill, 2007.
[51] L. L. Scharf, Statistical signal processing. Addison-Wesley Reading,
MA, 1991, vol. 98.
[52] T. M. Cover and J. A. Thomas, Elements of Information Theory. Wiley-
Interscience, 2006.
[53] I. Shomorony and A. S. Avestimehr, “Is Gaussian noise the worst-
case additive noise in wireless networks?” in IEEE Int. Symposium on
Information Theory, Cambridge, MA, USA, July 2012, pp. 214–218.
[54] D. Korpi, L. Anttila, V. Syrjl, and M. Valkama, “Widely Linear
Digital Self-Interference Cancellation in Direct-Conversion Full-Duplex
Transceiver,” IEEE J. Sel. Areas Commun., vol. 32, no. 9, pp. 1674–
1687, Sept 2014.
