Owing to the important role in group decision making (GDM), the consensus research has received extensive attention from both theoretical and applied perspectives in recent years. This paper focuses on the emerging decision-making tool, namely probabilistic linguistic preference term sets (PLTSs) in GDM. A novel approach is proposed to compute the consensus level between any two probabilistic linguistic preference relations (PLTRs) by defining the dominance degree and similarity degree. Then, a two-stage consensus model is constructed to assist decision makers in achieving a high consensus level by adjusting and improving the PLTRs. Finally, illustrative examples demonstrate the usefulness of the presented consensus model. The main contribution of this paper is twofold: One is a novel approach to measure the consensus level in GDM with PLTRs. Another is to propose a consensus improvement method with the feedback mechanism.
I. INTRODUCTION
Decision-making is one of the most common social behaviors. From personal daily simple choice, such as what's for dinner, to complex social development strategies, decision-making exists all the time. Especially for those essential things with complexity and uncertainty, the wisdom of a single individual often fails to give the most appropriate insight, consequently, group decision plays an important role in such issues and has led many scholars to focus on this field. A GDM is defined as a decision problem in which several decision makers provide their judgment and preference with respect to all the possible alternatives [1] , [2] . The aim of group decision is to reconcile differences of opinions expressed by individual decision makers and to identify an alternative (or set of alternatives), which can be accepted by a group of decision makers as a whole. However, differences in individual cognition indicate that it is hardly to satisfy all decision makers.
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Traditionally, the usual resolution method for a GDM problem can be divided into two different processes [3] : the consensus reaching process and the ranking process. The former aims to reach a high level of consensus or agreement among the decision makers with respect to various alternatives. The latter takes the former result into consideration in order to obtain the most feasible solution from the judgment and preference information given by decision makers. Obviously, the higher level of consensus, the more reasonable and available decision result will be obtained. Consensus is regarded as the full and unanimous agreement of all the decision makers with respect to all the possible alternatives. As a matter of fact, what we often hope is to find the greatest common divisor of all decision-making opinions, rather than pursuing the full satisfaction of each decision makers. Hence, a novel concept of ''soft'' consensus degree has emerged and widely studied [4] - [6] . This concept is well adapted to the GDM problems that inevitably occur disagreements and divergences. There are numerous different consensus models proposed by researchers in this field. Palomares et al. [7] propose that the existing consensus models VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ can be divided into two major taxonomies by considering two different kinds of criteria, namely, feedback versus no feedback as well as type of consensus measure. Specifically, regarding the two criteria as two axes, the classification of consensus models can be divided into four different quadrants: (1) consensus models with feedback mechanism and a consensus measure based on computing distances among the group preference opinions [8] - [10] ; (2) consensus models with feedback mechanism and a consensus measure based on comparing individual preferences [11] - [13] ; (3) consensus models without a feedback mechanism and with a consensus measure based on calculating distances between group preference and opinion [14] , [15] ; and (4) consensus models without a feedback mechanism and with a consensus measure based on pairwise similarities [16] - [18] . Different consensus models have different characteristics and can be applied to different practical problems. The first two quadrants tend to obtain a higher consensus consistency based on the feedback mechanism. On the contrary, for the latter two quadrants, it is very difficult to guarantee the consensus level in GDM, however, the obtained decision opinions are more objective and accurate than the first and second type models. Meanwhile, the ranking process is critical to solving GMD problems. Liao et al. [19] conclude that there are two categories, one is the utility value-based method, and another one is the outranking method. For the first method, Manish [20] proposes aggregation operators to integrate the criterion values with their associated crisp weights so as to obtain the overall values of alternatives, and then rank the alternatives according to the overall utility values. The second method based on pairwise comparisons among alternatives with respect to each criterion including the ELECTRE method [21] , the PROMETHEE method [22] as well as the TODIM method [23] . For previous studies, although these interactive consensus models are successful in investigating different kinds of consensus levels and proposing feedback mechanism to provide advice to achieve higher consensus level, however, lots of models ignore the value of decision maker's original decision information. In order to preserve the original preference information as much as possible, only slight modifications and adjustments are made to the original preference information in the consensus reaching process. Therefore, this paper proposes a novel two-stage consensus model by introducing a feedback mechanism to assist decision makers in achieving a higher consensus level. In order to accurately describe the judgments and preference of decision makers, researchers have put forward the concept of preference relations, which involves many different types, including ordinal preference relations [24] , [25] , linguistic preference relations [26] - [29] , multiplicative reference relations [30] , and fuzzy preference relations [31] - [33] , which can reveal decision makers' hesitant among several alternatives and overcome the shortcoming of the simple linguistic term. Furthermore, Pang et al. [34] propose a cognitive complex linguistic information representation tool called probabilistic linguistic relations (PLTRs), which is an extension of the existing concept. The PLTRs consists of probabilistic linguistic preference term sets (PLTS) and has two outstanding advantages. On the one hand, this representation can express the hesitant information with more than one linguistic term, for example, when evaluating the service quality of green suppliers, the decision makers may express ''between good and very good''. On the other hand, decision makers can assign weight to linguistic terms so as to reflect the comprehensiveness and uncertainty of judgment and comparison process, such as ''40% sure good and 60% sure very good''. Due to the above two advantages, the use of PLTRs in GDM problem has caused wide concern. Zhang et al. [35] use the novel probabilistic linguistic approach for large-scale GDM with incomplete weight information. A new weighted arithmetic average operator of probabilistic linguistic is proposed to rank all alternatives. Wu et al. [36] propose a multi-expert and multi-criteria decision making method to solve the innovative product design selection problem by developing an enhanced QFD method combined with the PLTS. Liao and Xu et al. [37] develop a robust method to solve GMD problems with probabilistic linguistic evaluations. This method not only enriches the computation of PLTS, but improves the distance measurement of PLTS in the study. However, only a few researchers have studied the consensus reaching process with PLTRs. Thus, in this paper, the consensus model with PLTRs is proposed for the GDM problems.
In addition, how to measure the consensus in GDM problem with PLTRs is also a key issue. Normally, the consensus degree can be measured by two different ways. One is the distance measure between the individual preference and the group preference, for example, Wu et al. [38] define the distance between individual 2-tuple linguistic preference and the group 2-tuple linguistic preference relation to study the consensus. Xu et al. [39] define the distance measure and similarity degree of probabilistic uncertain linguistic term set (PULTS) to measure the consensus degree. The other way is using the similarity degree among the individual preference to measure the consensus. Such as, Chiclana et al. [40] present a statistical comparative study of different similarity measures of consensus and a detailed comparative experimental study based on the nonparametric Wilcoxon matched-pairs signed-ranks test is performed. Sun and Ma [41] study the consensus measure between the individual preference relations and the group preference relation by defining the concept of degree of similarity between two linguistic values and two linguistic preference relations. Inspired by the work of Pang and Wang et al. [34] and Sun and Ma [41] , as well the possible degrees of difference between any two interval values proposed by Nakahara et al. [42] , a new consensus measure method is established with PLTRs in this paper.
In general, the contribution of this paper is to present a novel approach to measure the consensus level with PLTRs and a two-stage consensus improvement model. The rest of the paper is organized as follows. Section 2 introduces some basic concepts as well as operational rules of PLTSs. Section 3 presents a consensus model with a feedback mechanism including consensus measure and consensus improvement. In section 4, illustrative example is provided. Concluding remarks are included in section 5.
II. BASIC KNOWLEDGE
In order to reflect the increasing complexity and uncertainty of decision-making process, Pang et al. [34] firstly propose the novel concept called probabilistic linguistic term sets (PLTSs), which is an available optimal method to connect decision makers with the judgment and preference with respect to alternatives. In this section, some necessary concepts are shown as follows.
Definition 1: Let S = {S a |a = −t, . . . − 1, 0, 1, . . . t } (t is a positive integer) be a linguistic term sets (LTS) [43] , [44] , a PLTS can be defined as:
where L (k) (p (k) ) represents kth linguistic term L (k) with the probability p (k) , #L(p) is the number of all different linguistic terms in L(p), and
where p N (k) = p (k) #L(p) k=1 p (k) , for all k = 1, 2, · · · #L(p).
Clearly, when the #L(p) k=1 p (k) < 1, this normalized operation can effectively reassign the weight of incomplete probability information with respect to the original PLTSs. Based on the definition of PLTS and normalized PLTS, the score and deviation degree of PLTS are presented as follows. Definition 3: Let L(p) = L (k) (p (k) ) |k = 1, 2, · · · , #L(p) be a PLTS, and r (k) be the subscript of linguistic term L (k) . Then the score of L(p) is defined as
Furthermore, according to the Definition 3 and Definition 4, the comparative rules of any two PLTSs L 1 (p) and L 2 (p) are presented as follows.
Proof: Based on the Definition 2 and Definition 3,
Thus, S(L(p)) = S(L(p) N ). In the same way, σ (L(p)) = σ (L(p) N ) can be proved.
For notational simplicity, we assume that each PLTS has been normalized in the following section.
i are the kth linguistic term and its probability respectively in L i (p). Let ω = (ω 1 , ω 2 , · · · , ω n ) be an associated weighting vectors which satisfies ω i > 0 and n i=1 ω i = 1. The weighed averaging operator of PLTSs is defined as
i are the kth linguistic term and its probability respectively in L i (p). Let ω = (ω 1 , ω 2 , · · · , ω n ) be an associated weighting vector, which satisfies ω i > 0 and n i=1 ω i = 1. The order weighed averaging operator of PLTSs is defined as
{τ (1), τ (2), · · · , τ (n)} is the permutation of {1, 2, · · · , n} when S Lτ(i−1)(p) ≥ S Lτ(i) (p) . Some desirable properties of the PLOWA operator are shown as follows. 
Proof:
Proof: Let {τ (1), τ (2), · · · , τ (n)} is the permutation of {1, 2, · · · , n}. When S L τ (k−1) (p) ≥ S L τ (k) (p) for k = 1, 2, · · · , n. Based on the Definition 6, the following formula can be obtained,
Thus,
In the following, a description of GDM with probabilistic linguistic information is presented.
Let X = {x 1 , x 2 , · · · , x n } be a discrete set of alternatives, and D = {d 1 , d 2 , · · · , d m } be the set of the decision makers. As described in the introduction, it is critical to obtain the decision makers' preference information by making pairwise comparisons and constructing the probabilistic linguistic preference relation (PLTR) M = L ij (p) n×n , whose elements L ij (p) is a PLTS and represents preference degree of alternative x i over x j .
Meanwhile, the following conditions must be satisfied for the elements L ij (p) of the PLTR M = L ij (p) n×n .
(1). p
III. CONSENSUS MODEL
As we all know, it is hard to realize the full agreement among all decision makers with the whole possible alternatives due to the diverse knowledge background and different cognition of decision makers. This section proposes a consensus model aiming to help decision makers obtain a higher consensus level. As shown in the Fig. 1 , a consensus model with the feedback mechanism is presented. This model includes consensus measure as well as consensus improvement. Specifically, the consensus improvement is composed of identification stage and adjustment stage.
A. CONSENSUS MEASURE
Distance measure and similarity degree have been widely used in calculating the deviation and closeness degree between different arguments [44] . In this section, inspired by concept of possible degree of any two interval values [42] , the similarity degree and deviation degree of any two PLTSs as well as the consensus measure between any two PLTRs are defined. Meanwhile, theoretical studies are provided to show that the consensus measures are effective and scientific for evaluating the similarity and deviation of any two PLTRs in GDM.
Definition 7 (Nakahara et al. [42] ): Let A = a − , a + and B = b − , b + be two the interval values, the possible degree of an interval valued A with respect to an interval valued B is defined as
In other words, p (A≥B) can be regarded as an interval valued A greater than interval valued B.
Definition 8: Let A = a − , a + and B = b − , b + be two the interval values, the diversity degree of an interval valued A with respect to an interval valued B is defined as
For any interval valued C = c − , c + , we define the operator for C as C = c + − c − . Then, for the intervals valued A and B, the diversity degree can be defined as
, then D AB = 1. Inspired by related concepts and property of the interval values, some modifications and innovations are proposed in the following, the similarity degree of any two vectors is presented and the consensus measure with PLTRs in GDM is also discussed in detail as follows.
Let L(p) (i) l stands for the ith row vector of PLTR M = L ij (p) (l) n×n and L(p)
Obviously, based on the Definition 3 and Definition 4, it's easy to obtain L(p)
n×n be two row vectors of PLTR M l , then the dominance degree between L(p)
Obviously, the dominance degree dom (L(p) (i) l ≥L(p) (j) l ) can be considered as the dominance degree of probabilistic linguistic preference row vector L(p) (i) l to probabilistic linguistic preference row vector L(p) (j) l . In fact, the Definition 9 is a natural extension of the concept of possible degree given in Definition 7.
Property 5: Let L(p)
l ∈ M c be two row vectors of PLTR M l . Then there are (1) .
However, a new problem arises in Definition 9, how to define the distance between any two PLTSs, some necessary definitions based on the study of Xu [40] are proposed as follows.
Definition 10: Let L 1 (p) = L (k 1 ) 1 (p (k 1 ) ) |k 1 = 1, 2, · · · , #L 1 (p)) and L 2 (p) = L (k 2 ) 2 (p (k 2 ) ) |k 2 = 1, 2, · · · , #L 2 (p) be any two PLTSs, L N 1 (p) and L N 2 (p) be the corresponding NPLTSs, respectively. Then
where d r
, the value of T is equal to the scale of S. #L = #L 1 (p)×#L 2 (p), which represents the multiplication of #L 1 (p) with #L 2 (p). 
According to the Definition11, the following property is clear, the smaller the value of ρ(L(p)
l ), the smaller the similarity degree of probabilistic linguistic preference vector L(p)
2 . Next, the deviation degree between any two probabilistic linguistic preference row vectors of PLTR M l based on the above concepts is developed. 
After discussing the similarity degree and deviation degree of any two probabilistic linguistic preference row vectors, some extended definitions of PLTRs is presented in the following.
Definition 13: Let M a = L ij (p) a n×n and M b = L ij (p) b n×n be any two PLTRs. L(p)
are the two row vectors of PLTR M a and M b , respectively. Then the consensus level between M a and M b is defined as
Based on the Definition 13, some interesting conclusions can be obtained.
Theorem 2: Let M a and M b be any two PLTRs, then there are (1) .
This completes the proof. (2) . It can be obtained by Definition 7 and Definition 9.
Definition 14: Let M a = L ij (p) a n×n and M b = L ij (p) b n×n be any two PLTRs, L(p) (i) a = L(p) a i1 , L(p) a i2 · · · L(p) a in and L(p)
are the two row vectors of PLTR M a and M b , respectively. The definition of the deviation degree between M a and M b is defined as 
The above definition of consensus level has a definite actual implication and reflects the similarity degree among all the decision makers d l ∈ D(l = 1, 2, · · · , m). What's more, Obviously, this approach has a unique advantage in calculating consensus for probabilistic linguistic preference information by defining the degree of dominance. In addition, this method not only has many strict mathematical properties, but also has lots of practical significance as mentioned above. Therefore,
This completes the proof of Property 9. Property 9 shows the consensus degree between the weighed averaging PLTR M e and any other PLTR M l is higher than the consensus degree between the random PLTR M a and PLTR M l . Furthermore, the higher the consensus level between any two PLTRs, the higher the consensus level between the weighed averaging PLTRs and other PLTRs.
Property 9 also provides a theoretical basis for the consensus improvement.
B. CONSENSUS IMPROVEMENT
In general, the consensus level among all decision makers in GDM is usually lower than the expected consensus threshold due to different preference of decision makers with respect to alternatives. In order to improve the consensus level, the decision makers have to make some modifications on their initial preference by allowing certain flexibility. Therefore, the subsection presents a two-stage approach to help decision makers obtain a satisfactory result. This approach not only can preserve as much original information as possible, but also few decision makers are supposed to make modifications. Meanwhile, the threshold regarded as the important sign of consensus level is very necessary and useful in practical GDM problems, which should be given by the decision makers [45] . More details of this two-stage approach are described in the following.
Stage 1: When the consensus level is smaller than the threshold, a feedback mechanism is activated and some appropriate adjustments to the corresponding PLTR of decision makers are made. The purpose of stage 1 is to identify the PLTR which contributes less to the consensus level among all the PLTRs.
If ϕ (e) = min ϕ (c) , then the PLTR M e should be selected and adjusted.
Based on the literature review, lots of papers have proposed different kinds of approaches on improving the consensus level in GDM. For example, some studies suggest to find out decision maker who is the most different from the collect preference and ask decision maker to reconstruct a preference relation. Some scholars eliminate decision maker's preference information who contributes less to the consensus directly. Obviously, these approaches destroy the original decision information on a large extent, and it's hard to guarantee the accuracy of the decision result. For which, a comprehensive adjustment approach is put forward in Stage 2. As shown in Fig 2, the consensus level is improved by adjusting the decision information deviating far from the collective consensus. After several adjustments, the consensus value can fall in the green circle, which means the GDM process is over. Furthermore, the smaller circle consensus value falls in, the higher consensus value can be obtained.
Stage 2: If the PLTR M e = L ij (p) e n×n needs to be adjusted, based on the Definition 5, a weight redistribution approach of the PLTRs is defined as
where L ij (p) e = PLWA(L 1 (p), L 2 (p), · · · , L n (p)), ω e = θ (0 ≤ θ ≤ 1), and ω i = 1−θ n−1 for i = e, θ is the feedback parameter employed by the decision makers.
In summary, the main idea of consensus improvement is to first determine the decision information that needs to be adjusted based on Eq. (17), and then adjust the decision dev(Me, Ma) Step 7: Return to the Step 2, for u = u + 1.
Step 8: Output the improved PLTRs M * 1 , M * 2 , · · · , M * m .
Step 9: End. information according to the feedback parameters based on Eq. (18).
It's worth noting that if the consensus level among {M 1 , M 2 , · · · , M m } is higher than the consensus threshold, the consensus improvement process is not required. The detailed algorithm of the consensus model is shown as follows:
The proposed consensus model has the following property: Property 10: Let { M 1 , M 2 , · · · , M m } be the normalized PLTRs given by the decision makers, u is the number of iteration, when u → ∞, then > δ.
Proof: This property is discussed from three cases according to whether the PLTR needs to be adjusted. Obviously, 0 < u < u+1 < 1, and (u) is a monotonically increasing function with respect to u.
Furthermore,
Suppose that M ∞ 1 , M ∞ 2 , · · · , M ∞ m < δ, by running the algorithm to continue improving the consensus level, the adjusted PLTRs M ∞ * 1 , M ∞ * 2 , · · · , M ∞ * m can be obtained. Obviously,
, this result contradicts the Eq. (19) .
So, when u → ∞,
This completes the proof of Property 10. Property 10 proves the reliability of the proposed model from a theoretical perspective and guarantees the consensus level is higher than the threshold in the final.
IV. ILLUSTRATIVE EXAMPLE
Decision-making is ubiquitous in our daily lives, the transition of individual decision-making to GDM is a great progress in our human society. As we all know, the modern management and production problems are often filled with a large amount of information and numerous influencing factors. Decision-making goals are not only complex, but alternatives are often dynamic. So, it is difficult to obtain an ideal solution from individual decision information. On the contrary, the GDM concentrating on the advantages of the group and the wisdom of all decision makers is the optimal choice. Furthermore, the consensus level is an important symbol of the decisions result, a higher consensus level illustrates a better decision result.
In order to verify the reliability as well as rationality of the proposed model and demonstrate how the feedback mechanism works in a GDM problem with PLTRs, an illustrative example is shown as follows. Suppose an investment bank plans to provide a loan to four possible alternatives companies: x n (n = 1, 2, 3, 4).
(1). x 1 is an electricity company;
(2). x 2 is a car company;
(3). x 3 is a food company; (4). x 4 is a transportation company. One of the most important factors is the green production capability. The investment bank invites five decision makes Without loss of generality, the consensus threshold is 0.8 determined by decision makers in this GDM problem.
As depicted in the Fig.1 , these five decision makers provide their respective evaluation information about the candidate companies x n (n = 1, 2, 3, 4) with respect to green production capability and construct PLTRs. All the five PLTRs are listed as Tables 1-5 .
Next, based on the Definition 2, the normalized PLTRs are shown in Tables 6-10 .
Then, based on the Definitions 7-13 and Eq. (14), the consensus level between any two PLTRs are obtained, which are shown in Table 11 .
In the following, based on Definition 15 and the Eq. (16), the consensus level 1 among all the decision makers is obtained, which is 0.746. So far, the consensus measurement process is completed.
Obviously, the consensus level 1 = 0.746 is smaller than the consensus threshold δ = 0.8, therefore, the consensus improvement is activated.
In the Stage 1, we aim to select the PLPR which contributes less to the group consensus, the following results are obtained according to the Eq. (17). It's clear that ϕ (4) = min ϕ (c) as shown in Table 12 , and the decision maker Next, the iteration is continued, the calculation steps remain as before, consensus level is calculated firstly. The results of consensus level between any two PLTRs after adjusting are shown in Table14. The consensus level 2 = 0.797 is smaller than δ = 0.8, the remaining steps are performed again.
The value of ϕ (c) is calculated and the results is shown in Table15.
Based on the Table15, ϕ (3) = min ϕ (c) . The decision maker d 3 needs to adjust the corresponding PLTR and the feedback parameter θ = 0.4. So, the adjusted PLTR M N (2) 3 is obtained and the other PLTRs remain the same as before.
In the same way, the consensus level between any two PLTRs is obtained and listed as Table17. Based on Table17, the consensus level among all the decision makers after this iteration is obtained, which is 3 = 0.837 > δ = 0.8. It is clear that the consensus reaching process ends, then the improved PLTRs are output, M * . In summary, for the calculation results, two iterations are performed based on the feedback mechanism, the consensus level obtained by each iteration is higher than the previous one, and the final consensus level is higher than the threshold. The illustration can verify the reliability as well as rationality of the proposed model. In addition, only two decision makers need to adjust their decision information in the process of consensus improvement, which reduces the complexity of reaching consensus on a large extent.
V. CONCLUSION
As it is well known, approach to GDM has attracted great attention both in theoretical and application aspects. However, the consensus process based on PLTRs in the GDM problems has been seldom studied. This paper focuses on PLTRs and presents a new consensus model with the feedback mechanism. The major contributions include the following two aspects.
(1) The idea of the definition for the consensus measure proposed in this paper is based on the dominance degree and similarity degree among all decision makers in group d = {d 1 , d 2 , · · · , d m } for any alternatives x i ∈ x n (i = 1, 2 · · · n) compared to the other alternatives x j ∈ x n (j = 1, 2 · · · n) by using PLTRs. This method not only can compute the consensus level between any two individuals, but also the consensus level among all decision makers. What's more, some desirable properties of the proposed consensus model are shown as well. (2) Another contribution of this paper is to propose a novel two-stage approach to improve the consensus level. Firstly, in the identification stage, the decision makers choose the PLTR that needs to be adjusted. Secondly, in the adjustment stage, the feedback parameter θ is used to improve the selected PLTR. Finally, the effectiveness and availability of the proposed model is verified by a numerical example.
This paper focuses on consensus reaching process with PLTRs in the GDM problem. After some minor modifications, the PLTRs have outstanding perform and play an important role in several multi-attribute GDM problems, since not only can PLTRs express the hesitant information with more than one linguistic terms, but the decision makers can assign weight to linguistic terms so as to reflect the comprehensiveness and uncertainty of judgment and comparison process. Additionally, as a promising future research, some questions should be considered based on this present paper: How to set a more reasonable consensus threshold in GDM, whether it is related to the level of decision makers? Is there a more effective consensus improvement approach? How to set the most reasonable and effective feedback coefficient, whether it is related to the decision makers' original decision information? Moreover, how to rank the possible alternatives after obtaining the improved PLTRs? All of these are interesting topics.
