Abstract
a quadrature pair of sinusoidal carriers to generate an orthogonal signal basis. Since the basis components are orthogonal, they can be used to modulate information separately as for two BPSK systems sharing the same channel without interfering with each other. Orthogonal basis functions, usually sinusoids, are used in digital communications to generate large signal constellations in order to increase the spectral efficiency. Typical examples are M-ary Phase Shift Keying (PSK) where the phase of the transmitted signal is varied among M discrete values and quadrature amplitude modulation (QAM) where both the amplitude and the phase of the reference sinusoid are varied [24] . The basic idea underlying the QCSK scheme is the generation of chaotic signals which are orthogonal over a specified time interval. This allows the creation of a basis of chaotic functions from which arbitrary constellations of chaotic signals can be constructed. For instance, in QCSK, a linear combination of two chaotic basis functions is used to encode four symbols. The key point for exploiting this idea in a communication system is that one must be able to generate the chaotic basis functions starting from a single chaotic signal. The same concept holds for conventional digital communication schemes such as QPSK, where the quadrature component can be obtained from the in phase one by means of a simple phase shifter.
In this paper, with the similar underlying ideas of QCSK, an Orthogonal Chaotic Vector Shift Keying (OCVSK) scheme is proposed.
The basis functions for OCVSK are linear combinations of orthogonal pieces of chaotic waveforms derived from a reference sequence by using the Gram Schmidt method on sampled signal vector sequences. It is shown that it is a non-trivial problem to extend the Fourier analysis and Hilbert Transform approach adopted by the QCSK method to higher dimensions and that the historically based Fourier analysis representations are not a true reflection of the nature of the employed signals. The complex representation is derived from complex analysis, which employs the inherent orthogonality of the sine and cosine functional representation. If symbols are represented within a higher dimensional space, then the apparent dependence on inherent orthogonality can be discarded; the effective separation between the symbols can be increased and the effects of noise reduced. With the feasibility of separating the problem from complex analysis the problem can be reduced to finding sets of mutually orthogonal signals.
The OCVSK method has significant improvements in transmission efficiency over some existing methods. The information transmitted per unit time is shown to be dependent on the dimensions adopted under the new method. Similarly, the noise rejection is greatly improved due to the increased "inter-symbolic separation". Therefore, the new method tends to be more robust. Within the physical limits of communication channels, the new method provides a way of increasing the security of digital communications. Also presented is a novel generic method for characterizing and simply modelling the noise transmission behaviours of communication schemes, including the OCVSK method proposed in this paper. In addition, an analytical formula of the Bit Error Rates for any scheme has been derived.
Section II provides the necessary background materials [7] related to the proposed OCVSK scheme. It discusses the limitations of the two dimensional schemes considered in [7] . The theoretical part of the new scheme is presented in section III. A particular architecture of the scheme, with encoding and decoding methods, is described in section IV. This is followed, in section V, by a quantitative analysis of the noise on the transmitted signals within the proposed scheme. Furthermore, a generic method to calculate the signal to noise ratio is derived in sections VI and is then applied to the proposed scheme. Section VII presents a case study in which a dimensional value of four has been chosen; this value is sufficiently high to demonstrate the advantages of the scheme whilst presenting a clear set of results. Finally, section VIII concludes the paper.
II. BACKGROUND
The OCVSK scheme is based on a combination of the Differential Chaos Shift Keying (DCSK) method described in [8] , and a derivation of the well-known Quadrature Phase Shift Keying (QPSK), which itself is the quadrature form of Binary Phase Shift Keying (BPSK) [9] . In both of the latter, the underlying message bearer is sinusoidal. For the BPSK technique a portion of the sinusoidal signal is transmitted to represent a '0' and its anti-phase counterpart is transmitted to represent a '1'. QPSK requires two orthogonal signals, which are added together in a combination of four ways to give a four state transmitted signal. The term orthogonal in this sense means, that the integral over a fixed period of the product of two functions, has a mean of zero. That is
In the receiver, the signal parameters are determined by correlating the received signal with each of the orthogonal reference signals, and hence the exact meaning of the received signal can be interpreted. The signals used in this technique are sinusoidal and their orthogonal counterparts are cosine functions.
A. Quadrature Chaos Shift Keying
For differential methods, such as DCSK, each symbol is transmitted in two parts. The first element is a reference signal and the second is the message bearer. In DCSK the reference is a chaotic signal, generated by some chaotic process, and the message element is a replica of this to represent a '0' or an anti phase element representing a '1'.
In QCSK the sinusoidal signals are again replaced by chaotic reference signals. Signals that are orthogonal to them are then generated, and these signals are used in a similar way to the QPSK set of orthogonal signals. An example of a set of two orthogonal signals is shown in figure 1 where (a) is the chaotic signal and (b) is its orthogonal counterpart. Appendix A outlines the theory behind the QCSK scheme. table 1   Symbol  0  1  2  3 (a) c 1 0 this is the message signal for each symbol in the message. At the receiver the symbols can be retrieved by determining the coefficients of each individual orthogonal component by using the two correlation integrals
B. Limitations of Two Dimensional Schemes with Increased Transmission Efficiency
Here the limitations of Quadrature Chaos Shift Keying (QCSK) type methods are explored. These methods have been developed into an M-ary constellation methods, allowing the transmission of more symbols, thus improving the symbol transmission efficiency. This is illustrated below in figure 3 (a) and (b). The principal disadvantage with the first method is that all of the points in the constellation lie on a fixed radius circle represented on the complex plane. Large numbers of symbols require an equally large number of points on the fixed circle, which becomes crowded, and consequently gives rise to potential misinterpretation on decoding; these extended schemes become progressively less robust with an increase in bit number representation. One way to avoid this is to vary both the amplitude of the symbol representations as well as the phase. This is the well known Quadrature Amplitude Modulation (QAM) illustrated in figure 3(c) and (d).
This form of variation of grid type or circle radius type constellation gives rise to signal amplitude variation, which is generally not desirable from a security point of view as the signals are more easily detectable due to the varying power of the transmitted signals. QCSK, QAM and other types of communication constellation scheme are usually represented on the complex plane. This is largely
historical and based on Fourier analysis representation and not a true reflection of the nature of the employed signals. The complex representation is derived from complex analysis, which employs the inherent orthogonality of the sine and cosine functional representation. If symbols are represented within a higher dimensional space, then the apparent dependence on inherent orthogonality can be discarded; the effective separation between the symbols can be increased and the effects of noise reduced. Appendix B demonstrates that it is non-trivial problem to find a set of mutually orthogonal signals derived by Fourier analysis. It can therefore be concluded that the Fourier expansion method of orthogonal signal generation is not applicable to dimensions greater than m=2. So the problem can be restated as finding sets of mutually orthogonal signals. The combination of these signals can, in a similar way to QCSK, be extended to a much greater information capacity and hence transmission efficiency. QCSK introduces this idea, but is immediately constrained, by the use of the Fourier expansion and Hilbert Transform methods.
III. THEORY
Consider now a system, with an m dimensional constellation, that relies on m different mutually orthogonal signals, which actually form part of an orthonormal basis of functions ) (t
. As with the QCSK scheme, the message can be encoded using these orthogonal functions by combining them linearly using the value of the encoding coefficients. (9) this is the message signal for each symbol in the transmitted message.
At the receiver the symbols can be retrieved by determining the coefficients of individual orthogonal components by using the m correlation integrals
or from equations 7-11
Therefore this can be written in vector notation as
This will work with any set of signals if they are independent. If there is no noise present, the signal sets are orthogonal and the inversion is simplified by the inverted matrix being diagonal. However in the presence of noise, the inversion can influence the noise rejection characteristics of decoding. Noise rejection can be improved by discarding non diagonal terms because they are perceived to have been
( 1 generated by noise. The scheme of signal transmission here is irrelevant to the above derivation. The signals can be transmitted simultaneously on multiple channels or contiguously on one channel.
A. Generation of Orthogonal Signal Sets
The generation of a set of m orthogonal signals is required; we can approach this problem by first considering an n dimensional space. Any point p can be represented by an n dimensional vector that is a linear sum of the set of orthonormal basis vectors i u where
. Therefore the following can be written
are real coefficients. Now consider a subset of size m of these basis vectors that describe an m dimensional subspace within the n dimensional space. Further consider the set of vectors describing some hypersurface s within this m dimensional subspace. and n m ≤ . The size of n is explored in section VII but is typically an order of magnitude greater in size than m for noise rejection purposes. This can be seen as analogous to equation 6, except that the summation is in terms of real vectors, and not real functions of t. The real vectors i u can be obtained from real orthogonal functions ) (t u i by a transformation described in appendix C producing a matrix ] 
So given equations 16-18 it follows that
However, finding this transformation is unnecessary if the Gram-Schmidt algorithm is used; it is specified here because it will be needed for signal characterization in section VI.
For the proposed scheme to work each signal sequence needs to be independent of the last 1 − m other signal sequences. So consider the independence of the columns of X made up from the last m sequences, and how this relates to the potential number of bits of precision that the signal set values may be in error. In order to determine if the last signal sequence is 'good' enough for transmission, an estimate of the 'bits' in precision error ( e B ) can be determined from the matrix 2-norm condition number n C as 
here the i λ represent the eigenvalues of the symmetric matrix If e B is larger than the bit precision of the signal set values that are to be transmitted the signal sequence can be rejected. Simulation has shown that the probability of sequence rejection is very low.
IV. SYSTEM ARCHITECTURE: ENCODING AND DECODING SCHEMES
There are a number of different architectures which could be employed to exploit this communication scheme. Presented is a scheme called the 'Indirect Persistent x Scheme' because it is directly comparable to the DCSK and QCSK schemes outlined in section II. This scheme, shown in figure 4 , has a greatly increased transmission efficiency and improved noise rejection dependent on the chosen dimension. Consider the n length signal vector x produced by taking n samples of a chaotic process. Each sampled vector has the mean value removed thus leaving it as samples of a zero mean process. An m n × matrix X is formed from collections of n length x vectors. Each x vector of these collections remains persistent within the encoding architecture over m symbolic transmissions. Each symbol sequence transmits m bits of information so the transmission efficiency of this scheme is high, because the symbolic and bit data rate is only dependent on the length of each signal vector. Now an m n × orthonormal matrix U is generated from the X matrix using the Gram-Schmidt process. The matrix U is multiplied by a diagonal power balancing matrix P to produce a matrix Q as
The choice of the diagonal matrix P is arbitrary but specifying it in terms of a signal to noise power ratio will become significant in section VII. The same diagonal value of the P matrix is used to power balance the most recent normalized x vector before it is transmitted as the z vector. That is
where x here is the normalized form of x that is
A new X matrix is created after each x vector is sampled as
It is now necessary only to encode a single symbol after each n samples represented by an s vector as Qc s =
and this is transmitted in that same way as the z vector.
A brief description of a generalized method of selecting the c vector is now outlined. The c vector is a real valued vector of length m and represents the proportion of each of the orthogonal signal sequences that makes up the message bearing sequence. In the simplest form, which is comparable to QCSK, each of the components have a positive or negative value that makes c a unit vector. The potential set of encoding
is chosen from an encoding map
where the j c vectors lie on an m dimensional unit hypersphere within the n space;
is the bit pattern function converting a bit pattern to an ordered vector, that is
and
Consider now the method for decoding each received signal vector, which is the equivalent of the correlation integral in equation 13, and is a least squares approximation of the encoding vector given a noisy received signal vector s .
The derivation of equation 31 is given in appendix D.
The Q matrix needs to be estimated from the persistent received reference matrix Z created as
now both U and Q matrices can be formed by using the Z matrix via the Gram-Schmidt process. The decoding equation 31 can now be simplified by substituting the received form of equation 22 into equation 31 to give
where
and p is the power balancing gain.
This scheme has a robust estimating structure because it avoids the noise transmission through an m dimensional matrix inversion and it has the same dependency on the nature of the noise transmission through the Gram-Schmidt process. The cyclic transmission efficiency is increased and is scalable with the dimension m, without any noise or time penalties.
V. SIGNAL CHARACTERIZATION
In this section, a generic characterization method is presented which considers the effect of noise transmitted through the various processes in the estimators.
A. BER Probability Formulation
To find the Bit Error Rate (BER), as a function of the number of samples n for each bit and the signal power to noise power ratio snr P of the system, the following probability formulation will enable a simple method of BER calculation to be developed. The BER is considered as the probability that a singular transmitted bit is decoded incorrectly in the receiver. This can be considered as a function of the probability of the estimate of the encoding vector lying outside its permitted region. Consider then the probability of getting all bits correct that is
is the probability of any error and μ is the number of symbols, hence if b is the number of bits representing μ symbols then
The probability of the th i symbol being correct is
this gives the probability of a symbol error as
Now this is equivalent to the Bit Error Rate so from equations 35 to 38
B. Indirect m Symbol 'x' Scheme Characterization
The transmittable signal matrix Z is received in a noise contaminated form as Z . A noise contaminated orthonormal set of signal vectors U can be derived using the Gram-Schmidt process and an equivalent Q matrix can be found as
The U matrix has properties that can be characterized, by considering it to be expressed as a series of column vectors with the same power. As U consists of a partial orthonormal basis over a limited m dimensional span of the n space it can be characterized as 
VI. SIGNAL TO NOISE CALCULATIONS
In order to evaluate the performance of the transmission scheme against other schemes, a novel method is presented for producing Bit Error Rate results using the probability formulation and the signal characterization of section V. The results of these formulations are presented in section VII.
A. Indirect Persistent 'x' Scheme
The symbol encoding vector estimate can be expressed from equation 31 
The result here is constructed using the power of the signal to noise ratio snr P , whereas most of the literature quotes the equations and results in terms of the 'energy per bit divided by the noise power', that is 0 N E b . This depends on the bit transmission rate, which in turn, is dependent on the structure of the different signal sequences. snr P is independent of transmission structure. If the transmission bit rate r B is known and the energy is spread over both the reference and the signal sequences then 
VII. SIMULATION CASE STUDY
Investigation into the "optimal" dimensionality of the new method [10] has shown that the optimal value for the scheme's dimension is approximately seven. This is for the given set of assumptions. For dimensions greater than seven, the improvement decreases, but the new scheme always performs better than any two dimensional quadrature scheme. The improvement decrease varies as a function of the relationship between the volume of the communication space and the surface area of the hypersphere, where the symbolic constellations lie. In addition, with higher dimensions, the computational complexity increases approximately as the third order of the dimension. A case study for the proposed scheme is presented for a dimension of 4 = m . This dimension has been chosen because it allows a clear demonstration of the advantages of using the scheme, whilst not presenting information that may be too confusing or complex for the purposes of illustration. The section is divided into two parts, section A. presents a transmission simulation where simulated real time random messages are transmitted and received with Gaussian White noise added in the communication channel. Illustrated, are the actual transmitted and received messages and the errors in the decoding of the information, due to the added noise. It can be demonstrated that, with this communication scheme, the error rates can be restored by an increase in the signal power. Section B. presents the 'Bit Error Rates' (BER) in terms of the 'Energy per Bit divided by the Noise Power'
To find the BER for the estimator, the probability of the vector estimate lying outside its permitted region must be determined, that is that the following probability must be found
For the purposes of the case study the chaotic system used is the Lorenz system. The advantages of this system are that it is simple, and has sufficiently chaotic behaviour for the purposes of demonstrating the communication scheme; but has characteristics that illustrate the problems that systems with a degree of periodicity can cause orthogonally oriented communication schemes. The system equations used for these results are . The constant α can be chosen to suit the sampling time that the particular system requires. For the following simulations 1 = α , all sampling times are assumed to be units of the chosen sample period and the first state ) (t x is used as the signal to be sampled.
A. Transmission Simulations
The next two figures 5 and 6, illustrate the results of simulating the communication scheme for a signal to noise ratio 0 . 10 = snr P . The simulation uses chaotic sequences that have not been enhanced by the matrix conditional method of sequences selection. Hence the noise rejection is improved only by an increase in the signal to noise ratio snr P . Graph (a) shows a single vector sequence x, and graph (b) the persistent matrix X of zero mean sampled sequences, generated from the chaotic process. Graph (c) shows the orthonormal basis matrix sequences U, generated from the matrix X which in turn, when multiplied by the diagonal power balancing matrix P, give rise to the Q matrix which is used for encoding the signals sequence vector s shown in graph (e). In this scheme, the references are generated from the x vector by normalizing and power balancing it with the power value p, to generate the streamed and transmitted z vector. When these sequences are resampled at the receiver, they have been contaminated by noise, and are assembled into a persistent Z matrix as shown in graph (d). The Q matrix is now encoded with a single symbol vector to generate the s vector of graph (e), and this is streamed and received in the same way as the z vector, to yield the noise contaminated s vector in graph (f). The main advantage to this scheme is, that for each reference sequence and encoded sequence, there are m bits of information transmitted, which is one symbol representing m bits.
The same set of transmitted and received 'four' bit messages are shown in figures 6 graphs (a) and (b). Graph (c) demonstrates that there are no errors between the transmitted and the received message sequence for the chosen signal to noise ratio snr P when the time delay is accounted for. The first m signals are always in error because the persistent matrices are not fully populated until four message sequences have been transmitted. This illustrates, as with all communication schemes, a need for some form of preamble before real information can be transmitted. The noise rejection can again be increased by the careful selection of the chaotic sequences. The limits of this scheme are the noise rejection due to the sequence length n, the chaotic sequence conditional selection and the dimension chosen for m, which is investigated and optimally selected in [10] . Showing that error rates are equivalent.
C. Non Orthogonal Case
As the signal references become more non-orthogonal, represented by non diagonal values of the signal characteristic matrix W, the BER graph diverges quite markedly. This is illustrated in figure 10 . The generalized data rate for the orthogonal scheme is
where m is the scheme dimension. Clearly as m approaches n the data rate tends towards the Shannon capacity [9] for this type of scheme. However, as m increases the BER steadily degenerates so the maximum channel capacity is not realizable. An optimum value for m has been conjectured in [10] for schemes of constant radius which has been found to be a value of 7 = m .
The following case shows BER graphs for a specific characteristic W matrix. The W matrix essentially is a measure of how non orthogonal the Z matrix reference signal sequences is. All forms of the W matrix are upper triangular, which is a consequence of, the characteristic of the Gram-Schmidt orthonormalization process.
In this case the W matrix is given by figure 9 (c) for signal to noise ratio snr P over that of the orthogonal equivalent in figure 10 , and illustrates that the banded non-orthogonality characteristic can be overcome by an increase in the number of samples n. The QCSK 16 examples of figure 9 (b) use only the first two columns and rows of the W matrix. Consequently, the effects of non-orthogonality become more apparent. Showing that the error rates are beginning to diverge.
VIII. CONCLUSIONS
The OCVSK method has demonstrated improvements in the robustness and security of communications links over those that are already presented in the literature. The structure of the scheme has improved the noise rejection because the effective "inter-symbolic distances" have been increased by considering a multi-dimensional paradigm rather than an increasing complex two dimensional one. The increase in dimensionality and the demonstration that an extension to the Fourier methods of QCSK is not applicable has required the solution to the problem of finding a method of producing multi-dimensional orthogonal signals. A novel method for this has been presented which is dependent on the vector sampling and subsequent orthonormalization of a set of vectors via the Gram-Schmidt process. A specific structural scheme called the "Indirect Persistent 'x' Scheme" has been presented which has the merits of relative simplicity whilst maintaining the previously stated multi-dimensional benefits. The improvement in performance can be estimated by the ratio of inter-symbolic distances between two schemes. The intersymbolic distance for all dimensions of the simple OCVSK structure is always √2 whereas, that of QCSK is symbol and hence dimension dependent. The performance increase factor is given by cos where m is the dimension. For the presented scheme the improvement in performance is approximately 3.62 times.
The BER characteristics of the scheme have been shown to be equivalent to that of DCSK scheme and the data transmission rates are linearly dependent on the chosen dimension. A generic method of characterizing the noise contamination within schemes has be presented and successfully applied to the OCVSK scheme. Correct signal to noise characteristic results have been produced when this generic method of characterisation has been applied to three specific communications structures namely the OCVSK, QCSK and DCSK schemes.
APPENDICES Appendix A: Quadrature Chaos Shift Keying Theory
Consider a signal on a closed interval
, which is generated by a chaotic system and is modified by removing the mean value so that it is a zero mean process, that is
then, if it admits to a Fourier expansion it can be expressed as 
which, because of the following properties of sinusoidal functions 
and it follows that
Appendix B: Non-applicability of Fourier Expansion
Consider again the chaotic signal ) (t x defined on the closed interval ] , 0 [ T , which has had the mean value removed, and thus can be considered as a zero mean process over the interval.
Suppose that it will admit to a Fourier expansion of infinite length and that the conditions described in equations A2-A5 are applicable. Then for a signal ) (t y to be orthogonal to ) (t x over the interval then 
in all cases and therefore ) (t y is orthogonal to ) (t x in all cases.
Consider now an approximation to ) (t x derived from a limited sum of q sinusoidal elements, that is 
Since all other terms vanish then
It is theoretically possible to find a limited set of mutually orthogonal functions, but it is dependent on the values of each k f and as each chaotically generated signal set is different; it is non-trivial problem to find t is the initial sampling time. This is shown in figure C1 . If the chaotic sequence is sufficiently varying then the m rank = ) (X and the vectors that make up the matrix X will span an m dimensional subspace of the n space potentially spanned by a complete set of n vectors. A matrix U can be formed which is an orthonormal basis of X by using the the standard deviation constant σ within the Gram-Schmidt matrix function has no effect here, since it merely changes the component vector lengths and not their relationship to one another. Therefore this can be written as ( )
