We propose a bootstrap method for estimating the distribution (and functionals of it such as the variance) of various integrated covariance matrix estimators. In particular, we rst adapt the wild blocks of blocks bootstrap method suggested for the pre-averaged realized volatility estimator to a general class of estimators of integrated covolatility. We then show the rst-order asymptotic validity of this method in the multivariate context with a potential presence of jumps, dependent microstructure noise, irregularly spaced and non-synchronous data. Due to our focus on nonstudentized statistics, our results justify using the bootstrap to estimate the covariance matrix of a broad class of covolatility estimators. The bootstrap variance estimator is positive semi-denite by construction, an appealing feature that is not always shared by existing variance estimators of the integrated covariance estimator. As an application of our results, we also consider the bootstrap for regression coecients. We show that the wild blocks of blocks bootstrap, appropriately centered, is able to mimic both the dependence and heterogeneity of the scores, thus justifying the construction of bootstrap percentile intervals as well as variance estimates in this context. This contrasts with the traditional pairs bootstrap which is not able to mimic the score heterogeneity even in the simple case where no microstructure noise is present. Our Monte Carlo simulations show that the wild blocks of blocks bootstrap improves the nite sample properties of the existing rst-order asymptotic theory. We illustrate its practical use on high-frequency equity data.
Introduction
The covariation between asset returns is indispensable for risk management, portfolio selection, hedging and pricing of derivatives, etc. Presently, the availability of high-frequency nancial intraday data such as stock prices or currencies allows us to accurately estimate the integrated covariance. An early popular estimator is realized covariance matrix, computed as the sum of outer product of vectors of high-frequency returns. The underlying idea is to use quadratic covariation as an ex-post covariance * I acknowledge support from CREATES -Center for Research in Econometric Analysis of Time Series (DNRF78), funded by the Danish National Research Foundation, as well as support from the Oxford-Man Institute of Quantitative Finance.
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1 measure, whose increments can be studied to learn about the dependence of asset returns over a given period (see e.g., Andersen et al. (2003) and Barndor-Nielsen et al. (2004a) ). An important characteristic of high frequency nancial data is the presence of market microstructure eects: prices are observed with contamination errors (the so-called noise) due to the presence of bid-ask bounce eects, rounding errors, etc., which contribute to a discrepancy between the latent ecient price process and the price observed by the econometrician (e.g. Hasbrouck (2007) ). In a univariate setting, market microstructure noise makes the standard realized volatility estimator biased and inconsistent. This has motivated the development of alternative estimators. Currently, there are four main univariate approaches to restore the consistency of realized volatility estimator, namely linear combination of realized volatilities obtained by subsampling (Zhang et al. (2005) , and Zhang (2006) In a multivariate setting, matters are further complicated with the distinctive feature of multivariate nancial data: the phenomenon of non-synchronous trading, i.e. the prices of two assets are often not observed at the same time, leading to the well-known Epps eect, highlighted by Epps (1979) . These factors create a further level of challenge to the problem of integrated covariance matrix estimation.
The most prominent estimators of integrated covolatility that are consistent under non-synchronous In this paper, we focus on the class of estimators of integrated covolatility that can be written 2 as the sum of miniature realized covolatility measure. Examples of potential estimators of integrated covolatility in this class include the realized covariance matrix, the cumulative covariance estimator developed in Hayashi and Yoshida (2005) , the truncation-based estimators of integrated covariance of Mancini and Gobbi (2012) , and some noise-robust estimators listed above (pre-averaging, realized kernel, two and multi-scale based covariance estimators), among others.
The main contribution of this paper is to propose a general bootstrap method for estimating the distribution as well as the variance of integrated covariance matrix estimators. The bootstrap technique employed here is related to previous work in the univariate case, in particular, the wild blocks of blocks bootstrap suggested in Hounyo et al. (2013) for the pre-averaging estimator. To handle both the dependence and heterogeneity of pre-averaged returns (most often in the form of heteroskedasticity), Hounyo et al. (2013) propose to combine the wild bootstrap with the blocks of blocks bootstrap. This procedure relies on the fact that the heteroskedasticity can be handled elegantly by use of the wild bootstrap, and a block-based bootstrap can be used to treat the serial correlation in the data. The current article draws ideas from this paper, but here we are faced with two additional challenges at the same time. We have to extend their univariate wild blocks of blocks bootstrap method to the multivariate case, but we also need to adapt this method for a broad class of covolatility estimators (not only for the pre-averaging based-estimator). The univariate method cannot be applied directly in this general context. We provide intuition of this in Section 4.3. This generalization faces the additional complexity of possibly having to deal with jumps, various types of noise, irregularly spaced and non-synchronous data. In particular, in a multivariate setting we rst adapt the wild blocks of blocks bootstrap method studied by Hounyo et al. (2013) to a general class of statistics. Next, we give a set of high level conditions such that any bootstrap method is asymptotically valid when estimating the distribution as well as the variance of integrated covariance matrix estimator. We then verify these high-level conditions for various estimators of integrated covolatility in dierent settings which allow for a potential presence of jumps, dependent microstructure noise, irregularly spaced and non-synchronous data. The bootstrap variance estimator is positive semi-denite by construction, an appealing feature that is not always shared by existing variance estimators of the integrated covariance estimator.
Our ndings have many implications and improve existing results in dierent settings. Firstly, in the idealized world where the mechanics of trading is perfect such that there is no market microstructure eects and prices are observed synchronously, apart from border terms which are O P 1 n (where n denotes the sample size), our bootstrap variance estimator of the variance of the realized covariance matrix coincides with the sophisticated consistent variance estimator proposed by Barndor-Nielsen and Shephard (2004a) . This is in contrast with the pairs bootstrap studied by Dovonon et As an application of our results, we also consider the bootstrap for realized regression coecients.
We show that the wild blocks of blocks bootstrap, appropriately centered, is able to mimic both the dependence and heterogeneity of the scores, thus justifying the construction of bootstrap percentile intervals as well as asymptotic variance estimates in this context. This contrasts with the traditional pairs bootstrap analysed in Dovonon et al. (2013) , which is not able to mimic the score heterogeneity even in the simple case where microstructure noise is absent and prices are regularly spaced and synchronous. Our Monte Carlo simulations suggest that the wild blocks of blocks bootstrap method improves upon the rst-order asymptotic theory in nite samples. Although the wild blocks of blocks bootstrap that we propose here requires the choice of an additional tuning parameter (the block size), we follow Hounyo et al. (2013) and use an empirical procedure to select the block size that performs well in our simulations.
The remainder of this paper is organized as follows. In the next section, we provide the framework and introduce the general class of statistics of interest. In Section 3, after introducing the bootstrap method, we give a set of high level conditions such that any bootstrap method is asymptotically valid when estimating the distribution as well as the asymptotic variance matrix of integrated covariance matrix estimator. Section 4 illustrates the bootstrap method and veries these high level conditions for various estimators of integrated covolatility. In Section 5, we present the Monte Carlo results, while an empirical illustration is conducted in Section 6. Section 7 concludes. Two appendices are provided. Appendix A contains the tables with simulation and empirical results whereas Appendix B is a mathematical appendix providing the proofs. 4 2 General framework
Setup
It is well-known in nance that, under the no-arbitrage assumption, price processes must follow a semimartingale (see, e.g., Delbaen and Schachermayer (1994) ). We consider a d-dimensional latent ecient log-price process X t = X
(1)
dened on a probability space Ω (0) ,
equipped with a ltration F (0) t t≥0
. We model X as an Itô semimartingale process dened by the equation
where a = (a t ) t≥0 is a d-dimensional predictable locally bounded drift vector, W = (W t ) t≥0 is d- 
, P (0) and the predictable compensator (or intensity measure) of µ is
a function from R d into itself with compact support and κ (x) = x on a neighbourhood of zero, and we set κ (x) = x − κ (x) to separate the martingale part of small jumps and the large jumps. Note that a, σ and δ should be such that the integrals in (1) make sense (see, e.g., Jacod and Shiryaev for a precise denition of the last two integrals).
In the special case where X is continuous, it has the form
Under (1), the quadratic (co)variation of X is given by
where ∆X s = X s − X s− , X s− = lim t→s, t<s X t . Thus [X] t is the sum of Γ t (the integrated covolatility) and JC t (the sum of products of simultaneous jumps (called co-jumps)). For empirical applications, one may be concerned with the behavior of Γ t and JC t in isolation making interesting to decompose the two sources of covariability in the price process. In this paper, our parameter of interest is integrated covariance matrix Γ t . Without loss of generality, we let t = 1 (which we think of as a given day), omit the index t and dene
The presence of market frictions such as price discreteness, rounding errors, bid-ask spreads, gradual response of prices to block trades, etc, prevent us from observing the ecient price process X. Instead,
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we observe a noisy price process
where t represents the noise term that collects all the market microstructure eects. These prices are observed irregularly and non-synchronously over the interval [0, 1] . In particular, for all k = 1, . . . , d,
we observed the component process Y (k) at time points t k i for i = 0, . . . , n k , given by
from which we compute n k intraday returns dened as,
In order to make both X and Y measurable with respect to the same kind of ltration, we dene a new probability space Ω, (F t ) t≥0 , P , which accommodates both processes. To this end, we follow and assume one has a second space 
s , and P dω (0) , dω (1) = P 0 ω (0) P 1 ω (0) , dω (1) .
Statistics of interest
The statistics of interest in this paper can be written as smooth functions of Γ n ≡ Γ n kl 1≤k,l≤d where Γ n is a consistent estimator of the integrated covariance matrix Γ, such that a central limit theorem holds. We have, as n → ∞,
where n denotes the sample size, τ n = n δ 1 with δ 1 ∈ (0, 1) is a known rate of convergence, → st M N denotes stable convergence to a mixed Gaussian distribution (see Jacod and Shiryaev (2003, Ch. 8, Sect. 5c) for the denition and properties of stable convergence) and
array, whose generic element V kl,k l corresponding to the asymptotic covariance between τ n Γ n kl and τ n Γ n k l . In particular, we focus on the class of estimators of Γ which can be written as
or equivalently using the individual entries of Γ n ,
where J n = n bn , with · the integer part function and b n is a sequence of integers such that
where δ 2 ∈ (0, 1). b n can be interpreted as a bias-corrected estimator, which does not contribute to the asymptotic variance of the statistic of interest. This means that τ n Γ n and τ n Jn α=1 Z n (α) have the same asymptotic variance. Usually, the following results also holds, as n → ∞,
where b = p lim n→∞ b n . In the simple case where no bias-correction is needed (i.e. b n kl = 0), for each α = 1, . . . , J n , the statistic Z n kl (α) is essentially the same quantity as Γ n kl , with the dierence that it is computed only over time points t k i from the smaller interval B n (α) = The exact expression of the conditional asymptotic variance V may be rather complicated and can involve substantially more complex quantities than the original parameter of interest Γ. One of our contributions is to justify the use of the bootstrap to estimate V . Let V n = V n kl,k l 1≤k,k l, l ≤d denote a consistent estimator of V , then together with the CLT result (4) we have that
where vec is the vectorization operator that stacks columns of a matrix below one another, I d 2 is a d 2 -dimensional identity matrix andṼ n = Ṽ n kl 1≤k,l≤d 2 is a d 2 × d 2 matrix, whose generic elementṼ n kl is given byṼ
This result can be applied in order to compute condence region for some functionals of Γ that are important in practice, such as covariance, regression coecient and correlation estimates. In particular, the asymptotic variance estimates for standard measures of dependence between two asset returns such 7 as the realized covariance, the realized regression and the realized correlation coecients are obtained by the delta method, whose nite sample properties are often poor. This motivates the bootstrap as an alternative method of inference in these contexts. The next section details how the bootstrap methodology can be used for these purposes in our general setup, which accommodates the potential presence of jumps, microstructure noise, irregularly spaced and non-synchronous trading.
3 The wild blocks of blocks bootstrap
Main results
Our aim in this section is to extend the wild blocks of blocks bootstrap method proposed by Hounyo et al. (2013) to the multivariate context allowing for the presence of jumps, noise, irregularly spaced and non-synchronous data. In particular, we propose a bootstrap method that can be used to consistently When pre-averaged returns are overlapping, they are strongly dependent. This implies that the wild bootstrap is no longer valid when applied to pre-averaged returns. Instead, a block bootstrap method applied to the pre-averaged returns would seem appropriate. This amounts to a blocks of blocks bootstrap, as proposed by Politis and Romano (1992) and further studied by Bühlmann and Künsch (1995) (see also Künsch (1989) ). Nevertheless, as Hounyo et al. (2013) show in the univariate case, such a bootstrap scheme is only consistent when volatility is constant. They argue that squared pre-averaged returns are heterogenously distributed (in particular, their mean and variance are timevarying) and this creates a bias term in the blocks of blocks bootstrap variance estimator when volatility is stochastic. To avoid this problem, Hounyo et al. (2013) propose to combine the wild bootstrap with the blocks of blocks bootstrap. Here, we generalize their bootstrap method to the class of estimators of integrated covolatility, which can be written as in (5) .
The general multivariate wild blocks of blocks bootstrap pseudo-data is given by
where the external random variable η α is an i.i.d. random variable independent of the data and whose moments are given by µ * q ≡ E * (|η α | q ) . As usual in the bootstrap literature, P * (E * and V ar * ) denotes the probability measure (expected value and variance) induced by the bootstrap resampling, conditional on a realization of the original time series. In addition, for a sequence of bootstrap statistics Z * n , we write Z * n = o P * (1) in probability, or Z * n → P * 0, as n → ∞, in probability, if for any ε > 0,
Finally, we write Z * n → d * Z as n → ∞, in probability, if conditional on the sample, Z * n weakly converges to Z under P * , for all samples contained in a set with probability P converging to one.
The bootstrap analogue of (5) is dened by
and Γ n * ≡ Γ n * kl 1≤k,l≤d
. Note that although Γ n kl contains a bias correction term (when b n kl = 0), we do not consider bias correction in the bootstrap world, even in the case where b n kl = 0. This is because the bias correction term b n by denition does not aect the asymptotic variance of Γ n . As long as the bootstrap method is able to consistently estimate this variance, no bias correction is needed in the bootstrap world. Since we can always center the bootstrap statistic Γ n * kl at its own theoretical mean E * Γ n * kl without aecting the bootstrap variance. For example, the bias correction term b n kl for preaveraged realized covolatility estimator (which we will introduce in Section 4.3) is crucially dependent of the noise assumption whereas the bootstrap estimator is robust regardless.
Our bootstrap method can be seen as a generalization of the wild blocks of blocks bootstrap method of Hounyo et al. (2013) to the general context described by (5) . In particular, here we resample the statistics Z n kl (α) , which may be a block sum of functions of ∆Y k Z n kl (α) (as in the plain wild boostrap method of Wu (1986) and Liu (1988) ) yields an asymptotically valid bootstrap method for Γ n kl . This is not necessary the case for the naive application of the original wild bootstrap of Liu (1988) , which generates bootstrap
where η α is i.i.d. (0, 1). As we show in this paper, the new wild blocks of blocks bootstrap preserves the mean heterogeneity property of the statistics Z n kl (α) even when volatility is stochastic, in our multivariate setting that allows for jumps, noise, irregularly spaced and non-synchronous data. The following result gives the bootstrap moments of Γ n * kl , Γ n * k l
. In order to state our results, let V n * kl,k l ≡ Cov * τ n Γ n * kl , τ n Γ n * k l denote the wild blocks of blocks bootstrap covariance between τ n Γ n * kl and τ n Γ n * k l based on an external random variables η α ∼ i.i.d. with mean E * (η α ) and variance V ar * (η α ) , and V n *
Lemma 3.1. Given (8) and (9), we have a)
Part a) of Lemma 3.1 states that in the case where b n kl = 0, if we let E * (η α ) = 1 then Γ n * kl is an unbiased estimator of the integrated covariance Γ kl . Part b) shows that the bootstrap covariance of τ n Γ n * kl and τ n Γ n * k l depends on the variance of the external random variable η, as well as the statistic V n kl,k l which is based on a "local estimation" of the covariance of Z n kl and Z n k l . It follows then that a sucient condition for the bootstrap to provide a consistent estimator of the conditional asymptotic variance V is that V ar * (η) = 1 2 , and the sequence of Z n kl (α) , α = 1, . . . , J n , is such that V n kl,k l → P V kl,k l , as n → ∞. Next, we provide a set of high level conditions that allow us to derive the rst-order asymptotic validity of the bootstrap method. Note that this is a high level condition that does not depend on specifying whether the process X is a continous martingale or observed with error or not.
However, for some estimators, it might hold only with some restrictions.
Condition A
A.1. The choice of the external random variable η is such that V ar * (η) = , and as n → ∞
A.3. For the same ε > 0, as in A.2., it holds that, as n → ∞
A.1. requires that the choice of the external random variable η as well as the statistic Z n kl (α) are such that the bootstrap variance V n * yields a consistent estimator of the asymptotic variance V . This condition is very general and do not impose any structure on Z n kl (α) . We could replace A.1. by a condition on the sequence of Z n kl (α) , α = 1, . . . , J n such that they are conditionally independent, a
< ∞, for some ε > 0) and more importantly the following homogeneity condition on the means
where
. This mean homogeneity condition is suitable for nancial high frequency data, in particular for estimators of integrated covolatility. This is not necessary the case of a naive application of the original wild bootstrap of Liu (1988) , which will require in our context to verify the following condition
In the context of time series, see e.g. Liu (1988) and Gonçalves and White (2002) (cf. Assumption 2.2) for similar restriction of the heterogeneity on the means. It is easy to see that in our setting, the homogeneity condition dened in (12) does not hold even in the very simple univariate stochastic volatility model without noise, where we also rule out drift, leverage eect, jumps and we suppose that prices are observed at equidistant date. In particular, in this case (for simplicity) we can let J n = n and consider as statistic of interest the realized volatility estimator dened by
which is not equal to zero (one exception is when the volatility is constant). Whereas for the new bootstrap method, the mean homogeneity condition requires that Z n kl (α), whereas part A.3. restricts the choice of the block size b n , such that the CLT holds. Note that, when the sequence of Z n kl (α) , α = 1, . . . , J n can be shown to be conditionally independent by letting b n = 1, in this case we will simply use b n = 1, i.e. J n = n.
Under this high level condition, we can prove the following results. Theorem 3.1 is the main result of our paper, and its proof is postponed to the Appendix. 
the wild blocks of blocks bootstrap version of S n h is
Let V n * h ≡ ∇ h E * vec Γ n * Ṽ n * ∇h E * vec Γ n * denote the wild blocks of blocks bootstrap variance of τ n h vec Γ n * , whereṼ n * = Ṽ n * kl 1≤k,l≤d 2 is a d 2 × d 2 matrix, whose generic element
The next theorem establishes the rst-order asymptotic validity of the bootstrap for some smooth functions of the vectorized of Γ n . 
The bootstrap for realized covariation measures
In this section we show how we can apply Theorem 3.2 in order to prove rst-order asymptotic validity of the bootstrap for some functionals of the matrix Γ n kl that are important in practice. The focus will be on realized covariance, realized regression and realized correlation coecients. For the kth and lth asset, these quantities are given by
which under certain conditions consistently estimate
respectively. For each of these measures, the non-studentized statistics analogue of (13) are given by
respectively. Similarly, the corresponding bootstrap percentile statistics (analogue of (14) for Γ kl ,β n lk andρ n lk are given by
respectively, where Γ n * kl is dened in (9),β n * 
Similarly, for the realized regression,
For the realized correlation, the bootstrap estimator of
whereĝ ρ lk is dened byĝ
Note that all the required terms are easy to compute (see Lemma 3.1), so it is rather simple to implement the bootstrap variance estimator of the variance of V Γ kl , V β lk and V ρ lk .
Illustration of the bootstrap scheme
The general results presented so far for a multivariate diusion model with a potential presence of jumps, noise, irregularly spaced and non-synchronous data are stated quite compactly. Hence, it is helpful to focus on some particular cases in order to enhance intuition. In this section, we provide a list of possible multivariate noisy semimartingale models, showing in details how our bootstrap scheme can be applied. We then verify the high level Condition A for various estimators of integrated covolatility.
First, we look at a benchmark multivariate model where no market microstructure noise is present and prices are observed synchronously at equidistant time stamps. Secondly, we show how those results change when the observed data are non-synchronous. Thirdly, we discuss the case of multivariate model with noisy prices observed synchronously at equidistant time points. Fourthly, we deal with asynchronicity in noisy irregularly spaced diusion model. Lastly, we study the case of presence of jumps, but we rule out asynchronicity and microstructure noise. In order to discuss these results, let us rst introduce the assumptions on the sampling scheme. The assumptions made here are specic for the pre-averaging estimator, and others may be considered when using a dierent estimator. We 
14 (b) (Boundedness of f k ) There exists a natural number M > 0 such that We assume that t is m-dependent in tick time and that t is independent of X t . Assumption 2 below collects these assumptions. 
and similarly for t l j < t k i .
(b) E ( t ) = 0, and E ( t t ) = Ψ ∈ R d×d , and the marginal law Q of has nite eight moments.
(c) t is independent from the latent log-price X t .
Note that this assumption is specic for the pre-averaging estimator, and can be called to question In some of our results we rule out jumps in σ t , formally, we make the following assumption.
Assumption 3 -Volatility σ t is locally bounded away from zero and is a continuous semimartingale.
This assumption is common in the realized volatility literature (e.g. equation (3) for a weaker assumption on σ).
Noise-free, synchronous data and no jumps
In the simple case where no market microstructure noise is present and prices are observed synchronously at equidistant time points with no jumps. It follows that Y = X, where X follows (2),
. In applied work, this refers to a situation where the sampling frequencies are low enough for the eects of market microstructure to be negligible, e.g., 5, 15, or 30 minutes. In this relatively simple scenario, a popular consistent estimator of integrated covariance is the realized covariance matrix. Here, we can simply take b n = 1, since with this the summands are conditionally asymptotically independent, it follows that J n = n. There is no bias-corrected estimator term, b n kl = 0. We have that τ n = √ n and
.
The bootstrap scheme decribed in (8) becomes
Then, in this simple case, the bootstrap resample the cross product returns instead of returns as in Gonçalves and Meddahi (2009) . It follows from Theorem 3.1 that the wild blocks of blocks bootstrap covariance between √ n Γ n * kl and 
, and J n = n, then we can write 
which is a consistent estimator of the asymptotic variance of
. This is not the case of the bootstrap methods studied by Gonçalves and Meddahi (2009 
which is equal to 2 1 0 σ 4 s ds only when the volatility is constant.
Noise-free, asynchronous data and no jumps
We now turn to the case of non-synchronously observed data, but we do not allow jumps and market microstructure noise. In this particular case, it follows that Y = X, where X follows (2), and consequently we have ∆Y k
The "standard" estimator of integrated covolatility, given in (18) is not robust to asynchronous data. An alternative to the realized covariance estimator that solves the non-synchronicity problem using tick-by-tick data is for example the cumulative covariance estimator developped in Hayashi and Yoshida (2005) . This is dened as
where C kl ij = (i, j) : b n kl = 0. Thus we have set
It is easy to verify that Condition A holds, then we can apply all results in Theorems 3.1 and 3.2 to Γ n kl dened by (22) . The proof of this result is achieved by using arguments alike the ones presented in the more general case in Section 4.4, where in addition to asynchronicity we allow noise. In particular, 
Noisy, synchronous data and no jumps
Let us study the case where we allow for the presence of market microstructure noise, but we rule out asynchronicity, jumps and we suppose that prices are observed at equidistant time stamps. Specically,
we consider the multivariate model given by (2), then we have ∆Y k To describe this technique, let k n be a sequence of integers, which denes the window length over which the pre-averaging of returns is performed. In particular, suppose
for some θ > 0. Similarly, let g be a weighting function on [0, 1] such that g (0) = g (1) = 0, 
Based on the pre-averaged returnsȲ 
Note that since the pre-averaged returns are strongly dependent, we cannot use b n = 1 as before, instead we will let b n tend to innity as n → ∞; since in this way we will asymptotically be able to mimic the dependence in the pre-averaged returns nonparametrically. In particular, b n follows (6) but additionally we require that 1/2 < δ 2 < 2/3. In this case and under Assumptions 2 (with i.i.d noise), it is easy to verify that Condition A holds, then we can apply all results in Theorems 3.1 and 3.2 to the pre-averaging estimator Γ n kl dened by (26) . In particular the validity of A. we have that −2 − 3ε + 4δ 2 (1 + ε) < 0.
Note that when d = 1, (26) amounts to the pre-averaging estimator proposed by Jacod et al. 
where k n is the block length of the interval over which the pre-averaging is done given in (24) and p is either xed such that p ≥ 1, or p → ∞. This choice of b n is more specic for the pre-averaging estimator. In this paper, b n ∝ n δ 2 where δ 2 ∈ (0, 1) . These modications are important in order to generalize the wild blocks of blocks bootstrap method to a broad class of statistics.
It follows that, the bootstrap covariance between τ n Γ n * kl and τ n Γ n * k l with τ n = n 1/4 is given by
, where Z n kl (α) is given by (27) . Given Theorem 3.1, we have that as n → ∞, V n * kl,k l → P V kl,k l . Also, notice that the bootstrap 
where k n is given by (24) 
indicator function discarding pre-averaged returns that do not overlap in time. For the simple function g (x) = min (x, 1 − x), ψ = 1/4. This estimator has the profound advantage that it does not throw away information that is typically lost using a synchronization procedure. Note that under Assumption 1, n, n k and n l are of the same order and that n controls the universal pre-averaging window k n . In order to apply the boostrap method given in (8), we can let
Thus, under Assumptions 1-3, (k n , θ) satisfying (24) and b n follows (6) such that 1/2 < δ 2 < 2/3, we can show that Condition A holds for the pre-averaged Hayashi-Yoshida estimator Γ n kl dened by (28) .
In particular, the validity of A.1. is detailed in the proof of Lemma 7.2 in Appendix B. Condition A.2.
also holds because under our assumptions we have thatȲ
uniformly in i and similarly
uniformly in α (see for instance Lemma 6.2 of Christensen et al. (2013)). Finally, A.3. follows since for any ε > 0 and 1/2 < δ 2 < 2/3 we have that −2 − 3ε + 4δ 2 (1 + ε) < 0.
Multivariate realized kernels estimator
In the univariate setting, Jacod et al (2009) 
where g (u) is dened as in Section 4.3. In particular, when we choose the bandwidth of the realized kernel estimator equal to the size of the pre-averaging window k n , the realized kernel and pre-averaging based-estimators have the same asymptotic distribution. Consequently, for the bootstrap we can resample the same statistics as we did for the pre-averaging estimator to estimate the distribution as well as the variance of realized kernel based-estimator, provided that we use the weight function as given by (30) . Some of our arguments here are heuristic. To x ideas, let consider synchronous data in the following. According to equation (1) (5) of Varneskov (2014)), the multivariate realized kernel can be rewritten as
and k : R → R is a non-stochastic weight function. That is characterised by:
We follow Barndor-Nielsen et al. (2011) and we average m prices at the very beginning and end of the day. More specically, we set
Note that, (31) can be written as
given that k (0) = 1, and we suppose by simplicity that J n is an integer such that n = J n ·b n . 
where H ≤ b n . It is conjecture that the statistics Z n (α) , as dened by (33) and (34) In this context, the covariance between risk factors of asset prices is due to both Brownian and jump components. To separate the two terms of the quadratic covariation given by the sum of Γ (integrated covariance) with the sum of co-jumps, we can for instance used the threshold estimator of Mancini and 
, α ≥ 0, and
. As in Section 4.1, here we can take 23 b n = 1. There is no bias-corrected estimator term, i.e. b n kl = 0. It follows that J n = n, and
, for α = 1, . . . , n. 
In particular, when (k, l) = k , l , we have that
where V n M-G is the consistent estimator of the asymptotic variance of 
such that L l=1 p l = 2, where p l ≥ 0 and m p = E |N (0, 1)| p . In particular, under some regularity conditions, we can apply the wild blocks of blocks bootstrap method by resampling as in (8) the
where here J n = n−L+1 bn . The full exploration of the multipower variation-based bootstrap is left for future research.
Monte Carlo results
In this section, we assess by Monte Carlo simulation the accuracy of the feasible asymptotic theory approach of Christensen et al. (2013) . We nd that this approach leads to important coverage probability distortions when returns are not sampled too frequently. We also compare the nite sample performance of this approach with the wild blocks of blocks bootstrap method. The design of our Monte Carlo study is roughly identical to that used by Christensen et al. To simulate log-prices we consider the following bivariate stochastic volatility model
where B (i) and W are independent Brownian motions. In this model, the term ρ (i) σ
is an idiosyncratic component, while
t dW t is a common factor. The spot volatility is modeled as σ
with an Ornstein-Uhlenbeck specication for Finally, we extract irregular, non-synchronous data from the complete high-frequency record using
Poisson process sampling to generate actual observation times,
. In particular, we consider two independent Poisson processes with intensity parameter λ = (λ 1 , λ 2 ). Here λ i denotes the average waiting time (in seconds) for new data from process Y (i) , so that an average day will have N/λ i observations of Y (i) , i = 1, 2. We vary λ 1 through (3, 10, 60) to capture the inuence of liquidity on the performance of the pre-averaged multivariate volatility estimator and we set λ 2 = 2λ 1 such that on average Y (2) refreshes at half the pace of Y (1) . Table 1 gives the actual coverage probability rates of 95% condence intervals of the three covari- In summary, the results in Table 1 show that the performance of the asymptotic theory-based intervals and the bootstrap percentile intervals in terms of coverage rate crucially depends on the average arrival times of trades. In fact for non-frequent arrival times of trade, the asymptotic normal approximation is often inaccurate and leads to important coverage distortions. In all cases, the bootstrap outperforms the existing rst order asymptotic theory.
Empirical application
To illustrate some empirical features of the wild blocks of blocks bootstrap theory developed above, we analyse high-frequency assets prices for four assets. In the analysis we focus on the realized beta Table 2 reports some summary statistics of the data (before and after cleaning). As can be seen, these equities display varying degrees of liquidity with MSFT and SPY being the most liquid, while CPWR is the least liquid.
To implement the pre-averaged returns in tick time as given in (25), we select the tuning parameter θ by following the conservative rule (θ = 1, implying that k n = √ n). We start by analysing the high frequency data. Figure 1 shows time series, autocorrelation and histogram of raw returns as well as of pre-averaged returns for SPY. We observe a pronounced serial correlation in raw returns and in pre-averaged returns. In particular, for raw returns the rst autocorrelation is large and negative. This is typical of noisy data and unlikely to arise from a Brownian semimartingale. Note that, the strong autocorrelation observed for pre-averaged returns in Panel D
of Figure 1 is due to the fact that we have considered overlapping pre-averaged returns, which rely on many common raw returns. This has nothing to do with the fact that raw returns are possibly noisy. In fact, the correlogram (not reported here) of non-overlapping pre-averaged returns shows that the latter are almost uncorrelated (even for the rst lag). The eect of pre-averaging is nicely Figures 1 and 2 , except that they used daily logreturns to calculate estimated betas (based on realized covariance) over intervals of one quarter. The emphasis of their paper was to illustrate the usefulness of the bootstrap as a method of inference on beta in a context, where the mechanics of trading is perfect so that there is no market microstructure eects and prices are observed synchronously. In Figure 2 , beta is estimated using full record transaction prices. For all stocks considered in the present study, the width of condence intervals (the bootstrap and the asymptotic theory-based) varies through time. Also, there are a lot of variability in the daily estimate of beta, but all of them lie in the positive region. This means that, these stocks move in the same direction as the market.
As illustrated below, a closer analysis of Figure 2 show that these common patterns observed for 28 MSFT, BA and CPWR hide dierent empirical features which allow us to gain valuable insights into the empirical performance of the wild blocks of blocks bootstrap method. For MSFT: the most liquid stock after SPY considered in our analysis, a comparison of the bootstrap intervals with the intervals based on the feasible asymptotic approach of Christensen et al. (2013) suggests that the two types of interval tend to be quite similar. In contrast to MSFT, for the less liquid stock considered here, i.e.
CPWR, in most of the cases the condence intervals for daily beta based on the bootstrap method are usually wider than the condence intervals using the feasible asymptotic theory. For BA, there is no evidence about the relative empirical performance of the bootstrap and the asymptotic theorybased. These observations lead us to conclude that the degree of liquidity of assets, specically the non-trading of MSFT, BA or CPWR versus SPY inuences the width of condence intervals, although the conclusion might change for other data sets. Note that, as our Monte Carlo simulations showed, the asymptotic theory-based approach typically have undercoverage problems whereas the bootstrap intervals have coverage rates closer to the desired level. Therefore, if the goal is to control the coverage probability, shorter intervals are not necessarily better.
Conclusion
This paper proposes the bootstrap as a method of inference for integrated covariance matrix. We show that the wild blocks of blocks bootstrap studied by Hounyo et al. (2013) can be used to simultaneously handle the presence of dependence, jumps, heterogeneity, irregularly spaced and non-synchronous trading properties of high-frequency data. This combination of properties is unique in the bootstrap literature, so it is worthwhile exploring this bootstrap method in some detail. The bootstrap method is particularly useful because it circumvents the need for an explicit estimator of the asymptotic variance, which has proved dicult in our context.
We provide a set of conditions under which this method is asymptotically valid to rst order.
We then verify these conditions for various estimators of integrated covolatility. Our Monte Carlo simulations show that the wild blocks of blocks bootstrap improves the nite sample properties of the existing (pre-averaging-based estimator) rst order asymptotic theory. Furthermore, an empirical illustration highlights the usefulness of our approach as an alternative method of inference for realized covariation measures and its applicability to real high-frequency data. In future work, we plan to study the higher-order accuracies of this bootstrap method. Another important extension is to provide a theoretical optimal choice of the block size b n for condence interval construction.
Appendix A Tables 1 reports the Note. This table reports some descriptive statistics and liquidity measures for the selection of stocks included in our empirical application. Raw trades is the total number of data available from these exchanges during the trading session, while # trades is the total sample remaining after ltering the data. Intensity is the average number of data per day.
Panel Proof of Lemma 3.1 Part b). Given the denition of V n * kl,k l , equations (8) and (9) we have that Proof of Theorem 3.1 Part b). Let Γ n * kl (α) ≡ (Z n * kl (α)) 1≤k,l≤d , where Z n * kl (α) is dened in (8) , and let x * α ≡ vec Γ n * kl (α) . We have that S n * ≡ n 1/4 vec Γ n * − E * vec Γ n * = τ n Jn α=1 (x * α − E * (x * α )) . where the rst inequality follows from the C r and the Jensen inequalities; the second inequality uses the Cauchy-Schwarz inequality and the fact that λ λ = 1; and the third inequality follows from the C r and the Jensen inequalities. We let |z| 2 = (z z) for any vector z. It follows that = o P (1) .
where consistency follows since for any ε > 0, E * |η α | 2+ε ≤ ∆ < ∞, and by using Conditions A. given that the normal distribution is continuous.
