Development of a software package for predicting mobile robot behaviour by Bolka, Gregor
UNIVERZA V LJUBLJANI
Fakulteta za strojnǐstvo
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bilnega robota
Gregor Bolka







Avtonomni mobilni roboti v sodobnem industrijskem okolju so obkroženi s številnimi
premikajočimi objekti, ki jih robot lahko spremlja s pomočjo svojih zaznaval. V tej
nalogi smo za namen napovedovanja trajektorij preučili metode za analizo časovnih
vrst s poudarkom na uporabi umetnih nevronskih mrež. Ugotovili smo, da se enko-
der/dekoder LSTM mreža lahko uspešno nauči periodičnih vzorcev gibanja robota. Z
nadgradnjo te arhitekture smo uspeli napovedovati tudi kratkoročne trajektorije, kar
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Autonomous mobile robots in the modern industrial environment are surrounded by
numerous moving objects, which the robot is able to track using its sensors. Often
the future position of such objects is needed, therefore we examined the usage of time
series methods for trajectory prediction with an emphasis on neural network models.
We showed that encoder-decoder LSTM model can successfully learn periodic patterns
in the movement of a robot. Enhanced version of this architecture was used to predict
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Slika 2.18: Možne trajektorije v kartezičnem koordinatnem sistemu [28]. . . . . 31
Slika 3.1: Turtlebot 2 [30]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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mena krivulja pa predstavlja kratkoročen plan robota, ki je skoraj
enak dejanski trajektoriji. . . . . . . . . . . . . . . . . . . . . . . . 62
xvi
Kazalo preglednic
Preglednica 4.1: Koren srednje kvadratne napake (RMSE) za sledilca črte za
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Uporaba mobilnih robotov v sodobnem industrijskem okolju in drugje narašča. Želja
je, da bi bili ti čim bolj avtonomni, za kar bodo morali roboti opravljati vedno več na-
log, ki jih trenutno opravljajo ljudje. Ena od takih nalog je napovedovanje trajektorij
objektov iz preteklih podatkov, kar ljudje v vsakdanjem življenju nezavedno počnemo
zelo pogosto; med vožnjo napovedujemo gibanje ostalih avtomobilov, v množici pred-
videvamo, kam se bodo premaknili drugi ljudje, pri športu predvidevamo trajektorijo
žoge... V proizvodnem in skladǐsčnem okolju je ta potreba odvisna od stopnje in načina
avtomatizacije. Za klasično avtomatizacijo, ki je v celoti definirana vnaprej, potreba
po napovedovanju trajektorij iz preteklih podatkov ni tako pomembna, saj je dogajanje
deterministično. Tipično se za zagotavljanje toka materiala v takih okoljih uporabljajo
avtomatizirana vodena vozila (AGV), ki se vozijo po preddefiniranih poteh. Ko želimo
večjo fleksibilnost, je avtomatizacija procesov lahko izvedena na način, kjer imajo po-
samezni elementi sistema večjo avtonomijo. V takih okoljih vlogo AGV-jev pogosto
prevzamejo avtonomni mobilni roboti (za njih se občasno uporablja kratica AMR), s
katerimi se bomo ukvarjali v tem delu. Če je tako okolje popolnoma avtomatizirano,
med posameznimi komponentami pa je izvedena komunikacija v realnem času, je napo-
vedovanje trajektorij tudi v tem primeru manǰsega pomena. Situacija pa se spremeni
v primeru, ko je ta komunikacija omejena ali pa v procesu sodelujejo ljudje. Za na-
povedovanje gibanja ljudi in posledično tudi vseh naprav, ki jih ljudje upravljajo, je
sklepanje iz preteklih podatkov praktično edini način, ki ga imamo na voljo. Takemu
tipu podatkov pravimo časovna vrsta, problemu pa napovedovanje časovnih vrst. S
podobnimi stvarmi se veliko ukvarjajo v ekonomiji, v tehniki pa nekoliko manj, zato
je večina metod za napovedovanje časovnih vrst testirana primarno na ekonomskih
podatkih. Kljub temu za uporabo teh metod v robotiki kakšnih večjih ovir ni.
Sodobni roboti imajo vedno več zaznaval, podatki iz katerih se beležijo kronološko, kar
pomeni, da jih lahko predstavimo kot časovne vrste. Poleg prej omenjenega napovedo-
vanja trajektorij, so te metode potencialno uporabne širše, na primer za napovedovanje




Namen magistrske naloge je raziskati, kako uporabne so metode napovedovanja časovnih
vrst za nekaj nalog v robotiki, pri čemer bomo poseben poudarek namenili napovedo-
vanju trajektorij mobilnih robotov. V teoretičnem delu naloge bomo najprej na hitro
predstavili osnovne statistične metode za analizo časovnih vrst, nato pa si bomo po-
drobneje pogledali teorijo nevronskih mrež z večjo pozornostjo na tistih arhitekturah, ki
so namenjene časovno odvisnim podatkom. Problem napovedovanja trajektorije bomo
v kontekst postavili z opisom kinematike robota z diferencialnim pogonom in pred-
stavitvijo delovanja navigacije v sistemu ROS. Ker je eden od ciljev te naloge razvoj
programa, kompatibilnega z ROS-om, si bomo pobliže pogledali tudi ta sistem.
V praktičnem delu (poglavji Metodologija raziskave in Rezultati in diskusija) bomo
podrobno predstavili testne primere, pri čemer bomo pri dveh napovedovali trajektorijo
robota, pri tretjem pa prihodnjo stopnjo napolnjenosti baterije. Ovrednotili bomo tako
kvaliteto rezultatov, kot tudi uporabnost modelov v praksi, pri čemer bomo pozorni na
računsko zahtevnost in izvedljivost v realnem času. Če bodo odgovori na ta vprašanja
pozitivni, bomo napovedovanje implementirali v praksi v obliki ROS vozlǐsča.
Osrednja hipoteza magistrske naloge je, da lahko z uporabo strojnega učenja priho-
dnje trajektorije napovedujemo natančneje in zanesljiveje kot s statističnimi metodami.
Hkrati bo računska zahtevnost modela še vedno dovolj nizka, da bomo napovedovanje
lahko v realnem času izvajali na strojni opremi, ki jo imamo na voljo v laboratoriju.
2
2 Teoretične osnove in pregled lite-
rature
2.1 Osnovni koncepti modeliranja časovnih vrst
Namen modeliranja časovnih vrst je iz njih izluščiti nek povzetek ali kakršnekoli in-
formacije, ki nam bodo omogočile podatke bolje razumeti. Če nam to uspe, lahko
dobljeno znanje uporabljamo za napovedovanje obnašanja časovne vrste v prihodnosti.
Analizo časovnih vrst ločimo na metode, ki delujejo v frekvenčni domeni in metode,
ki delujejo v časovni domeni. Najbolj znana metoda iz prve skupine je spektralna
analiza, ki se pogosto uporablja za analizo signalov v elektrotehniki in kibernetiki. V
tem delu se bomo ukvarjali skoraj izključno z metodami, ki delujejo v časovni domeni,
zato bomo najprej na kratko predstavili nekaj osnovnih konceptov, ki jih uporabljamo
pri takih analizah [1].
Stacionarnost
Stacionarnost nam pove ali se karakteristike časovne vrste skozi čas spreminjajo. Torej
če lahko časovno vrsto analiziramo ob določenem času in rezultate posplošimo na vsa
časovna okna. Ponavadi, ko govorimo o stacionarnosti, imamo v mislih šibko stacio-
narnost, kjer velja, da so časovno nespremenljive naslednje lastnosti:
– pričakovana vrednost,
– varianca,
– vse kovariance (pri časovnih vrstah z več spremenljivkami).
Poznamo tudi strogo stacionarnost, ki pomeni, da ima časovna vrsta enako porazdelitev
v vsakem, poljubno izbranem časovnem oknu.
Dekompozicija časovnih vrst
Veliko metod za analizo časovnih vrst deluje samo na stacionarnih časovnih vrstah,
zato potrebujemo metode za dekompozicijo nestacionarnih časovnih vrst. Tipično tako
vrsto razdelimo na:
– trend,
– sezonsko oz. periodično komponento,
– preostanek.
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Večina metod za napovedovanje časovnih vrst se ukvarja z iskanjem vzorcev v stacio-
narni tretji komponenti.
Avtokorelacija
Popolnoma naključne časovne vrste, kot je na primer beli šum, je nemogoče napovedo-
vati. Po drugi strani imamo časovne vrste, ki so na videz naključne, vendar imajo neko
notranjo dinamiko - posamezni časovni koraki so med seboj korelirani. To odvisnost
merimo z avtokorelacijsko funkcijo ali ACF, katere elementi nam povejo korelacijo
med trenutnim časovnim korakom in preǰsnjimi koraki iste vrste.
Poznamo še delno avtokorelacijsko funkcijo ali PACF, ki nam prav tako pove,
kakšna je korelacija med trenutnim časovnim korakom in preǰsnjimi, vendar se za
vsak korak odstrani učinke manj zamaknjenih vrednosti. ACF konstantno naraščajoče
časovne vrste bi na primer pokazala veliko signifikantnih korelacij, medtem ko bi PACF
pokazala signifikantno korelacijo samo za prvi pretekli časovni korak - vse kasneǰse ko-
relacije so namreč posledica tega efekta.
2.2 Statistične metode
Do zgodnjega 20. stoletja so pri modeliranju časovnih vrst upoštevali skoraj izključno
deterministične vzorce v podatkih. Te so poskušali poiskati in jih uporabiti za izdelavo
modelov, s katerimi so časovno vrsto napovedovali. Problem tega pristopa je, da veliko
časovnih vrst determinističnih vzorcev sploh nima ali pa imajo poleg njih še naključno
komponento. Leta 1927 sta Yule in Slutsky ugotovila, da če vzamemo zaporedje po-
polnoma naključnih števil in ga nadaljujemo z določenimi pravili (vsota zmnožkov s
preteklimi vrednostmi), dobimo navidezno ciklično obnašanje, ki je zelo podobno real-
nim časovnim vrstam [2,3]. Iz tega sledi, da se da napovedovati tudi nekatere navidez
naključne časovne vrste, kar predstavlja podlago za sodobno statistično modeliranje
časovnih vrst.
Kljub razvoju napredneǰsih metod, se klasične statistične metode še vedno široko upo-
rabljajo, saj imajo kar nekaj prednosti. V primerjavi z metodami strojnega učenja so
preprosteǰse in z manj parametri, zato jih je lažje razumeti. Dobro delujejo tudi na
manǰsih podatkovnih setih, medtem ko za napredneǰse metode potrebujemo bistveno
več podatkov. Po drugi strani pa tudi v primeru, ko imamo na voljo velike podat-
kovne sete, ne dosežejo bistveno bolǰsih rezultatov, kot so bili doseženi z manǰsimi
podatkovnimi seti. Ker so zgrajene na predpostavki linearnosti, so manj primerne za
modeliranje nelinearnih pojavov. V tem delu bomo, od statističnih metod, uporabljali
metodo ARIMA, ki je sestavljena iz avtoregresijskega dela, drseče sredine in diferenci-
ranja.
Avtoregresijski modeli
Avtoregresijski modeli izkorǐsčajo v preǰsnem podpoglavju omenjeno avtokorelacijo
časovne vrste. Red avtoregresijskega modela (p) nam pove, koliko časovnih korakov v
preteklosti bomo uporabili za izračun napovedi. Pri tem se oziramo na delno avtoko-
relacijsko funkcijo (PACF), ki nam pove, do katerih časovnih korakov v preteklosti so
signifikantne korelacije. Pravi AR proces prepoznamo tako, da ima PACF signifikantne
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vrednosti za nekaj korakov nazaj, za bolj zaostale korake pa nenadno pade blizu ničle.
ACF funkcija takega procesa pa enakomerno pada po časovnih korakih v preteklosti.




φiXt−i + εt (2.1)
Kjer so φ-ji parametri, c je konstanta, ε pa beli šum. Pogoj za uporabo AR modelov
je stacionarnost časovne vrste.
Modeli drsečih sredin
Za razumevanje modelov drsečih sredin si je dobro predstavljati koncept šokov v pro-
cesu. To so dogodki, ki proces spravijo iz svojega povprečja. Ideja modelov drsečih
sredin je, da na prihodnjo vrednosti spremenljivke ne vplivajo samo trenutni šoki ali
napake, ampak tudi nekaj šokov iz preǰsnjih časovnih korakov. Red modela (q) nam
pove število časovnih korakov v preteklosti, za katere se upošteva napaka (ali šok).
Tudi model drsečih sredin lahko prepoznamo z uporabo funkcij ACF in PACF. To-
krat ACF po številu korakov, ki določajo red modela, nenadno pade, PACF pa pada
enakomerno. Model definiramo z enačbo (2.2):




Kjer so θ-e parametri modela, µ je srednja vrednost procesa, ε-i pa so napake. Modeli
drsečih sredin ne potrebujejo izrecne zahteve po stacionarnosti, saj brez nje sploh ne
moremo definirati srednje vrednosti.
Avtoregresijski pristop integriranih drsečih sredin (ARIMA)
Večina realnih procesov je kombinacija AR in MA procesov, kar izkorǐsča združena
metoda ARMA, ki jo prikazuje enačba (2.3):







Z dodatkom diferenciranja, ki poskrbi za odstranitev trenda, dobimo metodo ARIMA.
Box in Jenkins sta v knjigi leta 1970 predstavila sistematično metodo razvoja ARIMA
modelov [4], kar je s pomočjo razvoja računalnikov v istem času povzročilo razcvet tega
pristopa. V nadaljevanju so predstavljeni koraki njune metode.
1. Identifikacija in izbira modela: Ko je bilo poskrbljeno, da so spremenljivke
stacionarne, z uporabo ACF in PACF funkcij določimo parametre.
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Teoretične osnove in pregled literature
2. Ocena parametrov modela: Z metodo, kot je npr. metoda najmanǰsih kva-
dratov, poǐsčemo take parametre, da se model čimbolj prilega podatkom.
3. Statistično preverjanje modela: Analiziramo model in preostanek podatkov.
Na ta način lahko ocenimo, če je model zajel vse informacije iz podatkov in če je
nepristranski.
Kljub razvoju napredneǰsih metod, metoda še danes ostaja v široki uporabi [5].
2.3 Umetne nevronske mreže
2.3.1 Splošno o strojnem učenju
Strojno učenje je skupno ime za algoritme, ki se avtomatsko izbolǰsujejo na podlagi
izkušenj [6]. V praksi to izgleda tako, da na podlagi podatkov izberemo primeren algo-
ritem, podatke pripravimo v obliko, ki je zanj primerna in upamo, da bo algoritem iz
podatkov izluščil matematična pravila, ki bodo uporabna za določeno nalogo. Koncep-
tualno podoben postopek smo v preǰsnjem poglavju opisali pri uporabi metode ARIMA,
kjer smo uporabili algoritem za določanje parametrov na podlagi podatkov. Razlika
pa je v številu teh parametrov. Pri klasičnih metodah je večina modela eksplicitno
sprogramirana vnaprej, z nekaj parametri pa se ga prilagodi, lahko tudi avtomatsko,
konkretnim podatkom. Na drugi strani strojno učenje tipično ne zahteva veliko kode,
modeli pa lahko vsebujejo tudi po več milijard parametrov, ki si jih algoritem v procesu
učenja določi sam. Na ta način lahko lažje in bolǰse rešimo številne probleme, ki bi v
preteklosti zahtevali veliko ročnega programiranja.




Pri prvem načinu, modelu za vsak učni podatek pri učenju podamo tudi želeni rezul-
tati. Tipični primer nadzorovanega učenja je klasifikacija, kjer mora model vhodne
podatke razvrstiti v vnaprej določene razrede. Še en primer nadzorovanega učenja
so regresijski problemi, kjer se modelira odvisnost med večimi spremenljivkami, do-
bljen model pa se potem uporabi za napovedovanje ene ali več spremenljivk na podlagi
drugih.
Drugi način strojnega učenja je nenadzorovano učenje, kjer algoritem ǐsče vzorce v
vhodnih podatkih brez dodatnih informacij o tem, kakšni so želeni rezultati. Primer
nenadzorovanega učenja je rojenje (ang. clustering), kjer algoritem vhodne podatke
razdeli glede na določen kriterij. Obstaja tudi vmesna pot imenovana pol-nadzorovano
učenje (ang. semi-supervised learning). V tem primeru je samo del vhodnih podatkov
označen, algoritem pa na podlagi podobnosti sklepa tudi o neoznačenih podatkih.
Pri spodbujevalnem ali okrepitvenem učenju (ang. reinforcement learning) mo-
ramo problem formulirati drugače, kot pri drugih načinih strojnega učenja. Nadzoro-
vano učenje lahko razumemo kot vzpostavljanje take preslikave, da iz določenih vhodnih
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podatkov dobimo želene izhodne podatke, pri čemer smo v procesu učenja vsak izho-
dni podatek eksplicitno primerjali z želenim rezultatom. Pri spodbujevalnem učenju je
ta proces bolj posreden, saj želimo, da se model nauči čim bolj splošna pravila, ki so
manj odvisna od vhodnih podatkov. Uvedemo pojem agenta, ki lahko z dejanji vpliva
na okolje okoli sebe. Glede na posledice teh dejanj agenta nagradimo ali kaznujemo.
Po določenem številu poskusov, se agent nauči, katera dejanja je potrebno izvesti za
uspeh v danem okolju. Spodbujevalno učenje ni primerno za vse probleme, v določenih
primerih je taka formulacija nemogoča ali ne da bolǰsih rezultatov kot nadzorovano
učenje [7].
Strojno učenje in njegovo uporabo bomo podrobneje predstavili v nadaljevanju po-
glavja na primeru umetnih nevronskih mrež, ki jih bomo kasneje v nalogi tudi v praksi
uporabili na dejanskih problemih.
2.3.2 Zgodovinski pregled in osnove umetnih nevronskih mrež
Umetna nevronska mreža je model strojnega učenja, ki posnema procesiranje informacij
v bioloških živčnih sistemih, zato je smiselno, da predstavitev tega široko uporabljanega
modela začnemo z biologijo.
Na koncu 19. stoletja se je z raziskavami Ramóna y Cajala uveljavila teorija, da živčni
sistem ni sestavljen iz prepletenih kontinuiranih celic, temveč iz diskretnih osnovnih
enot, ki so jih poimenovali nevroni. Po tej teoriji signali med posameznimi nevroni
potujejo preko povezav, ki se imenujejo sinapse. Ta prenos signala je odvisen od na-
petosti (ali akcijskega potenciala) na sinapsi - če je ta vǐsja od določenega praga, se
v sinaptično špranjo sprosti nevrotransmiter (tudi živčni prenašalec), ki ali omogoči
ali prepreči prenos signala. Nevronska hipoteza je bila dokončno potrjena šele z ele-
ktronskimi mikroskopi v petdesetih letih 20. stoletja [8]. V približno istem času je
Hebb postavil hipotezo, da se v sinapsah ob pogostem prenašanju signalov pojavijo
spremembe, ki ta prenos olaǰsajo [9]. Ta proces najverjetneje predstavlja enega od
pomembnih mehanizmov spomina in učenja.
Le nekaj desetletij po teh spoznanjih in vzporedno z razvojem računalnǐstva, so se
pojavile ideje o umetnih nevronskih mrežah, s katerimi bi lahko reševali različne pro-
bleme. Podlago za to sta postavila McCulloch in Pitts leta 1943 [10], ko sta nevronske
mreže opisala s pomočjo propozicijske logike. Še večji preboj je dosegel Rosenblatt
leta 1958 [11], ki je ustvaril perceptron - algoritem namenjen binarni klasifikaciji. Kot
lahko vidimo na sliki 2.1, ima perceptron poljubno število vhodov, od katerih vsakega
pomnožimo s svojo utežjo. Dobljene rezultate seštejemo in spustimo skozi aktivacijsko
funkcijo, ki nam da odgovor. Čeprav je bil perceptron prvič implementiran program-
sko na računalniku IBM 704, je bil že od začetka mǐsljen kot naprava in ne samo kot
algoritem. Po testu na računalniku so zgradili napravo imenovano Mark I Perceptron,
ki je bila namenjena za prepoznavo slik. Za vhod so vgradili 400 fotocelic razporejenih
v mrežo 20 · 20, uteži pa so bile implementirane s potenciometri, ki so jih v procesu
učenja nastavljali elektromotorji. Osnovni koncept je bil potrjen, so se pa pokazale tudi
velike pomanjkljivosti tega koncepta. Perceptron se lahko uporabnih modelov nauči
samo, ko lahko razrede linearno ločimo, torej ko lahko med vhodne podatke postavimo
hiperravnino na tak način, da loči oba razreda. Ena od bolj pomembnih posledic tega je
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nezmožnost perceptrona, da se nauči logično funkcijo izključujoči ALI (XOR). Te pro-
bleme sta v knjigi Perceptrons obdelala Minsky in Papert leta 1969 [12], kjer sta tudi
predlagala rešitev tega problema - večslojni perceptron (ang. Multi-layer perceptron ali
MLP). Kot je razvidno že iz imena, pri tem modelu izhode perceptronov uporabimo
kot vhode še enega ali več slojev perceptronov. Taka nevronska mreža je veliko bolj
ekspresivna, saj nismo več omejeni na eno hiperravnino, ampak lahko razrede ločimo
z večimi hiperploskvami. Izkaže se, da lahko z večslojnimi perceptroni aproksimiramo
katerikoli funkcijo [7].
Slika 2.1: Shematski prikaz perceptrona. Uteži so označene s simboli wi [13].
Kljub vsem pozitivnim lastnostim te rešitve, se ta model v času odkritja ni pokazal
kot praktičen. Če uporaba že naučenih večnivojskih nevronskih mrež tudi s takratnimi
računalniki ni bila huǰsa ovira, je proces učenja - torej določitev kakšne naj bodo uteži,
da bo mreža dala želene rezultate - bolj problematičen. Gre za optimizacijski problem
z zelo velikim številom parametrov, kar pomeni, da moramo izračunati veliko število
odvodov. Ker so bile analitične in takratne numerične metode prepočasne, so bile za
praktično uporabo nevronskih mrež nujno potrebni novi pristopi. Po naključju se je
rešitev za ta problem pojavila že eno leto po izidu knjige Perceptrons v finski magistrski
nalogi. Linnainmaa je opisal metodo, ki jo zdaj poznamo kot avtomatsko diferenciranje
(ang. automatic differentiation), vendar v svojem delu ni omenjal nevronskih mrež.
To je leta 1982 predlagal Werbos, šele članek Rumelharta, Hintona in Williamsa leta
1986 [14], kjer so praktično uporabili ta algoritem, je spet okrepil zanimanje za nevron-
ske mreže [15]. V devetdesetih letih je zanimanje spet nekoliko upadlo; pozornost se
je preusmerila v metode, kot je metoda podpornih vektorjev (ang. support vector ma-
chines ali SVM ), ki se je pri - za današnje standarde - relativno majhnih podatkovnih
setih, izkazali za bolj učinkovite.
Zadnji val zanimanja se je pojavil v zadnjem desetletju s prvimi globokimi nevronskimi
mrežami. Tokrat ni bilo enega dramatičnega odkritja, ki bi povzročil ta razmah, temveč
so vse bistvene komponente - učni algoritmi, konvolucijske nevronske mreže, dovolj
hitre grafične kartice - obstajale že precej let prej. To velja tudi za kombinacije teh
idej; konvolucijske mreže na grafičnih karticah so bile na primer implementirane že leta
2006, leta 2011 pa je globoka nevronska mreža zmagala na dveh velikih tekmovanjih
klasifikacije slik. Pravo pozornost pa je povzročila šele implementacija, ki je leta 2012
z veliko prednostjo zmagala na vplivnem tekmovanju ImageNet [16].
Na začetku tega poglavja smo predstavili biološke nevronske mreže kot navdih za ume-
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tne nevronske mreže, k tej primerjavi pa se bomo vrnili za zaključek tega pregleda.
Tako kot pri perceptronu, tudi na biološki nevron pride več vhodov, ki so nanj po-
vezani preko podalǰskov imenovanih dendriti, nato pa se signali v nevronu seštejejo.
Potem poteče vrsta elektrokemijskih interakcij, na podlagi katerih se nevron sproži ali
ne. To nalogo v umetnih nevronih opravljajo aktivacijske funkcije, ki pa so mnogo pre-
prosteǰse, kot je dogajanje v biološkem nevronu. Razlike so tudi pri izhodu iz nevrona,
saj je akson na koncu razvejan, pot signala pa je odvisna od električne aktivnosti v oko-
lici razvejitve. Naša analogija pa se dokončno podre, ko primerjamo časovno dinamiko.
Če se izračuni v umetnih nevronskih mrežah izvajajo sinhrono in zaporedno, pri čemer
si vsak nevron lahko predstavljamo kot rezultat nekega izračuna - število shranjeno
v računalnǐskem spominu - se v biološki nevronski mreži asinhrono prenašajo časovno
odvisni električni signali. Še ena razlika je, da biološki nevron med posameznimi signali
preide v obdobje mirovanja. V različnih nevronih v telesu se hitrost potovanja signalov
razlikuje, ta pa se spreminja tudi od stanja organizma. Obstaja tudi več kot en način
proženja nevronov; en način spominja na sinusoido, ki ji prǐstejemo konstanto, pri dru-
gem so signali kraǰsi z obdobji mirovanja. Vseh teh časovnih karakteristik trenutno
nevroznanost še ne zna natančno razložiti [17].
Te razlike pomenijo, da modeli iz skupine umetnih nevronskih mrež ne opisujejo dobro
bioloških živčnih sistemov. Morda je zato na umetne nevronske mreže bolǰse gledati
čisto iz matematičnega vidika, torej da gre za matrično množenje vektorja vhodnih po-
datkov z matriko uteži, vsak element dobljenega vektorja pa vstavimo v neko nelinearno
funkcijo. Ko upoštevamo fleksibilnost in sposobnost aproksimacije katerikoli funkcije,
se ta struktura izkaže kot zelo uporabna, ne glede na pomanjkanje prave podobnosti z
biološkimi nevroni.
2.3.3 Učenje nevronskih mrež
Za lažjo predstavo bomo najprej okvirno pokazali uporabo preproste nevronske mreže
za napovedovanje časovnih vrst. Konkretneje bomo napovedovali nekaj časovnih ko-
rakov ene spremenljivke na podlagi nekaj časovnih korakov iste spremenljivke v pre-
teklosti. Uporabili bomo običajno usmerjeno polno povezano nevronsko mrežo (ang.
feedforward fully-connected neural network), ki je prikazana na sliki 2.2. To je sodob-
neǰsi izraz za večnivojski perceptron, vendar je terminologija na tem področju rahlo
nejasna, saj se včasih izraz večnivojski perceptron uporablja v ožjem pomenu besede,
torej kot nevronsko mrežo sestavljeno iz perceptronov. Ti po izvirni definiciji upora-
bljajo Heaviside-ovo koračno funkcijo in ne poljubne aktivacijske funkcije, poleg tega
so perceptroni po definiciji namenjeni izključno za binarno klasifikacijo in ne za re-
gresijske probleme. Zato bomo od zdaj naprej uporabljali izraza gosto povezana in
usmerjena nevronska mreža. Vsak nevron v mreži ima utež za vsako vhodno povezavo
nanj in neko začetno vrednost (ang. bias), ki jo prǐstejemo linearni kombinaciji uteži
in vhodov. To je jasno prikazano z enačbo (2.4). V nadaljevanju poglavja zaradi ja-
snosti ne bomo eksplicitno omenjali začetnih vrednosti. Če ni posebej omenjeno, bomo
imeli, ko govorimo o utežeh, v mislih tudi začetne vrednosti. Glavni vir podpoglavja
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Teoretične osnove in pregled literature




wjaj + b) (2.4)
Slika 2.2: Usmerjena gosto povezana nevronska mreža [18].
Prvi sloj naše mreže sestavlja l vhodnih nevronov pri čemer l predstavlja število
časovnih korakov v preteklosti, ki jih bo naša mreža uporabljala za izračun napo-
vedi. Temu sledi - v našem primeru - en skriti sloj k nevronov. Število slojev in
število nevronov na sloj spadata med hiperparametre nevronske mreže. To so para-
metri modela, ki jih po njegovi postavitvi spreminjamo in potem spremljamo, kako
te spremembe vplivajo na rezultate. Zadnji sloj nevronske mreže sestavlja j izhodnih
nevronov, kjer je j enak številu časovnih korakov v prihodnosti, ki jih želimo napove-
dati. Napovedovanje časovnih vrst spada med regresijske probleme, kar upoštevamo
pri zadnjem sloju nevronov. Ker ne želimo rezultata v obliki 0 in 1, ampak v isti obliki
kot so naši vhodni podatki, nevroni v tem sloju nimajo aktivacijskih funkcij. Ta sloj je
torej običajna linearna kombinacija izhodov preǰsnjega sloja. Pred uporabo nevronske
mreže, vse učljive parametre inicializiramo - jim priredimo naključne vrednosti.
2.3.3.1 Aktivacijske funkcije
Na tem mestu bomo podrobneje predstavili nekaj aktivacijskih funkcij, pri čemer se
bomo osredotočili na obnašanje teh funkcij pri učenju nevronskih mrež. Razlogi za to
bodo podrobneje pojasnjeni kasneje v poglavju.
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Heavisideova koračna funkcija
Kot smo omenili že zgoraj, so to aktivacijsko funkcijo (enačba (2.5)) uporabljali per-
ceptroni, v modernih nevronskih mrežah pa se je ne uporablja več. Problematičen je
odvod funkcije, ki je razen pri 0, kjer je nedefiniran, na celotnem definicijskem območju
funkcije enak 0. Zakaj je to problem, bomo pokazali kasneje.
f(x) =
{︄
0, x < 0
1, x ≥ 0
(2.5)
Logistična funkcija
Prve uspešne večnivojske nevronske mreže so večinoma uporabljale to aktivacijsko funk-
cijo (enačba (2.6), slika 2.3). Se pa tudi pri ti aktivacijski funkciji odvod pri visokih
in nizkih številih približa ničli. Maksimum njenega odvoda je 1/4 (pri x = 0). Ker so
ta števila precej nizka, se je ta funkcija za globoke nevronske mreže izkazala kot manj
primerna. Še ena manǰsa slabost te funkcije je, da je njeno povprečje nad ničlo, kar
lahko pomeni počasneǰso konvergenco pri učenju mreže.




Slika 2.3: Logistična funkcija.
Hiperbolični tangens
Ta aktivacijska funkcija (enačba (2.7), slika 2.4) je precej podobna logistični funkciji,
a z nekaj pomembnimi razlikami. Oblika odvoda funkcije je podobna (sicer z maksi-
mumom 1 pri x = 0), tako da je tudi obnašanje te aktivacijske funkcije pri globokih
nevronskih mrežah podobno kot pri logistični funkciji. Namesto med 0 in 1, je njena
zaloga vrednosti med -1 in 1, njeno povprečje pa je 0, kar je dobro za konvergenco.
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Slika 2.4: Hiperbolični tangens.
Pragovna linearna funkcija oz. ReLU (ang. kratica za rectified linear unit)
Ta aktivacijska funkcija (enačba (2.8), slika 2.5) je enostavneǰsa od preǰsnjih dveh,
kljub temu pa se je široko začela uporabljati šele z globokimi nevronskimi mrežami.
Njen odvod je za x < 0 enak 0, pri 0 je nedefiniran, za x > 0 pa je enak 1. Zaradi te
karakteristike se tudi pri globokih nevronskih mrežah obnaša ugodno, čeprav se zaradi
ničelnega odvoda na negativnem območju lahko nekateri nevroni efektivno deaktivirajo.




0, x ≤ 0
x, x > 0
= max{0,x} (2.8)
Slika 2.5: ReLU (polna črta) in ena od njenih nadgradenj (črtkana črta)
.
Nadgradnje pragovne linearne funkcije
Probleme ReLU aktivacijske funkcije so poskusili rešiti s kar nekaj variantami te funk-
cije. Na sliki 2.5 je s črtkano črto prikazano funkcija Softplus, ki se v praksi ni izkazala.
Bolj uspešni sta bili funkciji ELU in puščajoča ReLU, ki sta pri negativnih vhodih rahlo
negativni. V splošnem velja, da se te funkcije pogosto obnašajo malenkost bolǰse od
običajne ReLU funkcije, vendar razlike niso dovolj velike, da bi jo množično nadome-
stile. Še posebej če upoštevamo, da so nekoliko kompleksneǰse in računsko zahtevneǰse.
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2.3.3.2 Predpriprava podatkov
Kot je razvidno že iz grafa na sliki 2.2, v nevronsko mrežo ne moremo kar vstaviti suro-
vih podatkov, ampak morajo biti ti v primerni obliki. Najprej naše podatke razdelimo
na učne in testne podatke, pri čemer je ta razdelitev popolnoma odvisna od naše pre-
soje. Potrebujemo dovolj učnih podatkov za uspešno učenje, hkrati pa morajo testni
primeru pokriti dovolj raznolikih primerov, da lahko verodostojno ocenimo kvaliteto
napovedi.
Pri problemih z več spremenljivkami, je nujno poskrbeti, da so različne spremenljivke
v istem velikostnem razredu. V teoriji bi se uteži posameznih nevronov lahko prila-
godile različnim velikostnim razredom, vendar v praksi to ne deluje, saj so pogosto
uporabljane stroškovne funkcije občutljive na velikost spremenljivk. Poleg tega je za
večino nevronskih mrež računsko ugodno, da so vhodni podatki normalizirani. Ta po-
jem v statistiki ni popolnoma natančno definiran, saj včasih pod pojmom normalizacija
mislimo tudi na druge tehnike skaliranja podatkov.
Normalizacija
Pogoj za normalizacijo je, da so podatki normalno porazdeljeni. Na podlagi te pred-
postavke izračunamo pričakovano vrednost (pogosto uporabljamo izraz povprečna vre-
dnost) in standardni odklon naših podatkov, nato pa vsak podatek v naši množici





Kjer je µ pričakovana vrednost, σ pa standardni odklon podatkov. Posledično bo imel
naš pretvorjen podatkovni set pričakovano vrednost 0 in standardni odklon 1, kar je
računsko zelo ugodno za učenje nevronskih mrež. Kot smo že omenili zgoraj, ta metoda
ni primerna za vse podatkovne sete.
Skaliranje minimum - maksimum
Je preprosta metoda, ki naše podatke z uporabo enačbe (2.10) spravi med 0 in 1. Z





Slabost metode je, da je občutljiva na osamelce (ang. outlier), zato se pogosto upora-
bljajo nadgradnje te metode. Najpogosteje uporabljana je metoda, ki uporablja isto
enačbo, samo da namesto minimuma uporablja prvi kvartil, namesto maksimuma pa
tretji kvartil. Na tak način je 50 odstotkov podatkov med 0 in 1. Osamelci sicer osta-
jajo, vendar ne vplivajo na skaliranje ostalih podatkov. Prvi in tretji kvartil lahko po
potrebi zamenjamo s poljubnim percentilom.
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Ustvarjanje učnih oken
Naslednja naloga je, da iz podatkov ustvarimo učna okna - naredimo zaporedja take
dolžine, kot jih sprejema naša nevronska mreža (v našem primeru je ta dolžina l). Ta
so lahko med seboj zamaknjena za enega ali tudi več časovnih korakov, ponavadi pa jih
po delitvi zapakiramo v večrazsežno tabelo. Ker gre v našem primeru za nadzorovano
učenje, je potrebno vsakemu zaporedju učnih podatkov prirediti oznake - dejanske
prihodnje podatke v isti obliki, kot je napoved mreže (v našem primeru dolžine j ).
2.3.3.3 Optimizacijske metode
Stroškovne funkcije
Če želimo nevronsko mrežo naučiti določene transformacije, moramo najprej definirati
merilo uspeha učenja. Tukaj pridejo v poštev stroškovne funkcije, občasno imenovane
tudi funkcije izgube (ang. loss function). Za klasifikacijo in regresijo v splošnem
uporabljamo druge tipe stroškovnih funkcij. Ker se v tem delu ne bomo nič ukvarjali
s klasifikacijo, ne bomo predstavili pripadajočih stroškovnih funkcij, temveč se bomo
posvetili samo regresijskim.
Osnovni koncept stroškovne funkcije je primerjava med izhodnimi podatki mreže in
želenimi izhodnimi podatki, pripravo katerih smo opisali v preǰsnjem odseku. To nare-
dimo za vse učne primere in izračunamo povprečno vrednost teh razlik. Konkretno za
ta izračun največkrat uporabimo srednjo kvadratno napako (ang. mean square error






(yi − yî)2. (2.11)
Kjer so y resnični podatki (ang. ground truth ali labels) , ŷ pa je izhod iz nevron-
ske mreže, torej napoved našega modela. Včasih se uporablja tudi srednja absolutna
napaka (ang. kratica MAE ), ki je računsko manj praktična, a je manj občutljiva na
osamelce.
Gradientni spust
Zdaj ko imamo funkcijo, ki nam opisuje napako naše nevronske mreže, se lahko osre-
dotočimo na minimizacijo te funkcije. Na področju nevronskih mrež se za ta namen
skoraj izključno uporabljajo izpeljanke iterativne metode gradientni spust, ki si jo bomo
pogledali najprej. Grafično je ta metoda prikazana na sliki 2.6.
Za vsak učni primer, kar je v našem primeru vektor, ki vsebuje zaporedje dolžine l,
izračunamo napoved inicializirane mreže in jo uporabimo za izračun stroškovne funkcije
enega primera. Nato izračunamo njen gradient glede na vse učljive parametre modela.
To naredimo za vse učne primere in seštejemo, da dobimo gradient vseh učnih primerov
∇C(wn). Nato z uporabo enačbe (2.12) izvedemo korak gradientnega spusta.
wn+1 = wn − η∇C(wn) (2.12)
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Pri tem vektor wn vsebuje vse učljive parametre našega modela pred posodobitvijo,
wn+1 pa po odštetem zmnožku gradienta in stopnje učenja η (ang.learning rate), ki je
eden od hiperparametrov nevronske mreže. Ta postopek ponavljamo določeno število
ciklov, dokler se stroškovna funkcija ne preneha izbolǰsevati, kar pomeni da smo se
znašli v lokalnem minimumu. Razen če vemo, da je naša stroškovna funkcija konveksna,
ne moremo biti prepričani, da je najdeni lokalni minimum tudi globalni. V splošnem
je ta metoda zanesljiva in natančna. Ker pa moramo za vsako spremembo gradienta
skozi vse podatke, je tudi zelo počasna, zato se je v praksi za učenje nevronskih mrež
ne uporablja.
Slika 2.6: Grafični prikaz gradientnega spusta za primer dveh parametrov v1 in v2 [18].
Mini-saržni stohastični gradientni spust ali SGD (ang. mini-batch stocha-
stic gradient descent)
Ta optimizacijski algoritem je skoraj identičen običajnemu gradientnemu spustu, raz-
lika je v pogostosti posodabljanja uteži. Ta algoritem vsak cikel učne podatke najprej
premeša, nato iz premešanih podatkov vzame določeno število učnih podatkov (v našem
primeru vzamemo več zaporedij). Ti skupini učnih podatkov pravimo mini-sarža, njena
velikost pa je še en hiperparameter našega modela. Tipične vrednosti so od 16 do 64,
je pa to zelo odvisno od posameznih podatkov. Sicer ni nujno, da izberemo potenco
števila dve, vendar je zaradi učinkovite paralelizacije to dobra izbira. Iz podatkov v
mini-sarži izračunamo gradient stroškovne funkcije, ki ga pomnožimo s stopnjo učenja
in posodobimo uteži (enačba (2.12)). Nato iz premešanih podatkov izberemo naslednjo
mini-saržo in z njo naredimo enako, dokler ne pridemo čez vse podatke. Temu pravimo
cikel učenja ali epoha (ang. epoch), kar je tudi hiperparameter modela. Z mešanjem
podatkov na začetku vsakega cikla zmanǰsamo verjetnost, da se optimizacijski posto-
pek ujame v lokalni minimum. Ni pa to mešanje obvezno, saj ga - kot bomo pokazali
kasneje - pri določenih modelih ne uporabljamo. V primerjavi z običajnim gradien-
tnim spustom je konvergenca hitreǰsa, a tudi manj stabilna. Če gre pri gradientnem
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spustu stroškovna funkcija po relativno ravni črti do minimuma, pri mini-saržnem sto-
hastičnem gradientnem spustu bolj vijuga. To je ideja za eno od najenostavneǰsih
izbolǰsav tega algoritma - SGD z momentom. Pri ti metodi se za posodobitev uteži,
poleg trenutnega gradienta, uporablja tudi nekaj preteklih gradientov pomnoženih z
določenim faktorjem. Tako imamo neke vrste povprečenje, kar nam zmanǰsa oscilacije
in izbolǰsa konvergenco.
V literaturi se sicer včasih za ta algoritem uporablja samo ime stohastični gradientni
spust, medtem ko druga literatura to ime dopušča samo za primere, kjer je mini-sarža
enaka ena, torej ko se uteži posodobijo po vsakem učnem podatku.
Adaptivne gradientne metode
Pri osnovnem SGD-ju je stopnja učenja konstantna, ne glede na to ali je določen pa-
rameter povezan z bolj razgibanimi ali z bolj monotonimi spremenljivkami. Poleg tega
je pogosto smiselno začeti z vǐsjimi stopnjami učenja in jih postopoma zmanǰsevati,
ko se bližamo minimumu. Adaptivne metode poskušajo rešiti te probleme in hkrati
izbolǰsati robustnost optimizacije. Znane metode iz tega področja so Adagrad, Ada-
delta, RMSprop in Adam. Sploh slednji se je močno uveljavil v zadnjem času, ne bomo
pa nobene od njih natančneje predstavili v tej nalogi, saj znanje natančnih postopkov
v tem primeru ni zelo pomembno za razumevanje nevronskih mrež.
2.3.3.4 Metoda vzvratnega razširjanja
Za vse zgoraj opisane metode moramo izračunati gradient stroškovne funkcije, to-
rej potrebujemo parcialne odvode vseh uteži in začetnih vrednosti v mreži. Čeprav
celotna nevronska mreža lahko predstavlja zelo kompleksne funkcije, jo lahko razsta-
vimo na več preprosteǰsih funkcij. Konkretno gre za zaporedje množenja, seštevanja
in izračunavanja relativno enostavnih aktivacijskih funkcij. Parcialne odvode lahko
analitično izračunamo z zaporedno uporabo pravila za izračun odvoda kompozituma
funkcije (občasno imenovano tudi verižno pravilo). V praksi se ta pristop ni izkazal,
saj je potrebno izpeljati izraz (ročno ali z uporabo programske opreme) za vsak učljivi
parameter mreže, teh pa je lahko tudi več milijard. Numerični pristopi se niso odrezali
nič bolǰse; pri uporabi metode končnih razlik, bi bilo potrebno za vsak parameter še
enkrat izračunati izhode celotne mreže (s prǐstetim ε za obravnavan parameter).
Kot smo že omenili v zgodovinskem pregledu, je rešitev tega problema avtomatska
diferenciacija. Ideja za to metodo je dejstvo, da računalniki kompleksne funkcije ob
izvajanju razdelijo na preproste operacije, kar lahko predstavimo z uporabo računskih
grafov. Odvode potem iterativno izračunamo z uporabo pravila za odvajanje kom-
pozituma funkcije. To zveni zelo podobno zgoraj opisanemu analitičnemu pristopu,
a vendar obstaja ključna razlika. Nevronske mreže pogosto predstavljamo z neke vr-
ste grafom, ki ga lahko precej enostavno razdelimo na posamezne operacije in s tem
na pravi računski graf. Pri analitičnem pristopu bi za vsakega od mnogih parame-
trov, na podlagi pravil odvajanja, sestavili nov graf s simboličnimi spremenljivkami.
Med potekom optimizacije bi tem simboličnim spremenljivkam določili številske vre-
dnosti in izraze izračunali. Avtomatsko diferenciranje je bolj elegantno, saj tokrat
pravilo odvajanja kompozituma na računskem grafu nevronske mreže uporabimo di-
rektno. Različica avtomatskega diferenciranja za nevronske mreže se imenuje metoda
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vzvratnega razširjanja (ang. backpropagation). Ta algoritem je v nadaljevanju
predstavljen po korakih, pri čemer moramo biti pozorni na nekaj podrobnosti. Vse
uteži, začetne vrednosti, aktivacije in vmesni produkti, ki nimajo spodnjih indeksov,
so v vektorski obliki, kar pomeni, da večino množenja predstavlja matrično množenje.
Pri aktivacijski funkciji pa množenje ni matrično, temveč množimo po elementih, kar
poznamo tudi pod imenom Hadamardov produkt in označujemo s simbolom ⊙.
1. Vstavimo vhodne podatke: Nastavimo aktivacije nevronov prvega sloja a1.
2. Preračun mreže: Za vsak sloj l = 2, 3, . . . , L izračunamo:
zl = wlal−1 + bl (2.13)
al = σ(zl) (2.14)
3. Izračun napake izhodnega sloja: Njene komponente definiramo z enačbo
δlj ≡ ∂C∂zlj . To mero za napake uporabljamo, ker nam direktno pokaže odvisnost
med učljivimi parametri na nekem sloju in stroškovno funkcijo :
δL = ∇aC ⊙ σ′(zL) (2.15)
4. Vzvratno razširjanje napake: Za vsak l = L− 1, L− 2, . . . , 2 izračunamo:
δl = ((wl+1)T δl+1)⊙ σ′(zl) (2.16)
5. Rezultat: Na podlagi napake in aktivacij preǰsnega sloja izračunamo gradient









Visokonivojsko lahko ta algoritem razumemo kot potovanje gradienta od izhoda mreže
proti vhodu. Če hočemo dobro naučiti tudi sloje blizu vhoda, mora biti to potovanje
čim bolj gladko. Ko smo govorili o aktivacijskih funkcijah, smo omenili, da logistična
funkcija in hiperbolični tangens nista najbolj primerna za učenje globokih nevronskih
mrež. Razlog za to vidimo v enačbi (2.16), kjer se napaka pomnoži z odvodom akti-
vacijske funkcije. Če je pri teh dveh funkcijah nevron odločno vklopljen ali izklopljen,
torej če je vsota vhodov (z) zelo pozitivna ali zelo negativna, se naslednji sloji (glede
na pot gradienta) lahko učijo le izjemno počasi. ReLU funkcija s tem v pozitivnem
območju nima težav, a če se med treningom ali med inicializacijo enkrat povsem izklopi
(vsota vhodov je negativna), se ta nevron ne more nikoli več nazaj vklopiti, saj je njegov
odvod v tem območju enak nič. To težavo na primer rešuje puščajoča ReLU funkcija,
kjer s padajočimi vhodnimi podatki, funkcija počasi postaja vedno bolj negativna.
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2.3.3.5 Načini za izbolǰsanje delovanja mreže
Preprečevanje prekomernega prileganja
Omenili smo, da imajo nevronske mreže sposobnost aproksimacije katerekoli funkcije.
Ta zelo uporabna lastnost pa ima stranske učinke - če ima mreža na voljo dovolj
parametrov in učenje traja dovolj časa, si vhodne podatke zapomni v celoti. Ekstremni
primer tega je, da imamo v model vključene tudi povsem neuporabne podatke, kot je
merilni šum. Najpogosteje se ta problem pokaže tako, da model na učnih podatkih
deluje odlično, na nevidenih podatkih pa zataji. Temu pojavu pravimo prekomerno
prileganje (ang. overfitting). V nadaljevanju je opisanih nekaj metod, ki so namenjene
preprečevanju tega problema.
Zgodnja ustavitev učenja
Za to pogosto uporabljeno metodo, moramo podatke razdeliti na tri dele: učne po-
datke, validacijske podatke in testne podatke. Slednji so namenjeni nepristranskemu
testiranju, potem ko smo model naučili in nastavili njihove hiperparametre. Ena naj-
pomembneǰsih uporab validacijskih podatkov je ravno preprečevanje prekomernega pri-
leganja med učenjem. Na koncu vsakega cikla poleg cene učnih podatkov, s pomočjo
katerih optimizacijski algoritem spreminja parametre, preverjamo ceno izračunano iz
validacijskih podatkov. Tipično se vrednosti stroškovne funkcije učnih podatkov še na-
prej zmanǰsujejo, medtem ko, po neki točki, vrednosti stroškovne funkcije validacijskih
podatkov stagnirajo ali se celo dvigajo. Algoritem na tej točki proces učenja ustavi.
Osip (ang. dropout)
Vsak cikel učenja se določen delež naključno izbranih nevronov ne uporablja. To pov-
zroči, da se uteži nastavljajo drugače, izkaže se da z manj prekomernega prileganja.
Slika 2.7: Grafični prikaz mrežnega iskanja hiperparametrov x1 in x2. [19].
Nastavljanje hiperparametrov
Tekom poglavja smo omenili kar nekaj hiperparametrov, ki vplivajo na proces učenja
in posledično uporabnost nevronske mreže. Najbolj zanesljiv način za nastavljanje
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hiperparametrov je še vedno ročno poskušanje, saj lahko z uporabo vizualizacij dobimo
vpogled in razumevanje nevronske mreže. Uporabljajo se tudi avtomatske metode, med
katerimi sta najpogosteǰsi mrežno iskanje (ang. grid search), ki ga prikazuje slika 2.7,
in naključno iskanje. Pri mrežnem iskanju za vsak hiperparameter izberemo vrednosti
v nekem razponu, nato pa vse možne kombinacije preizkusimo in razvrstimo glede na
napako na validacijskih primerih. Naključno iskanje je zelo podobno, le da vrednosti
hiperparametrov naključno vzorčimo iz nekega razpona.
2.3.4 Ponavljajoče se nevronske mreže ali RNN
Primer, ki smo si ga pogledali v preǰsnjem podpoglavju, spada med usmerjene ne-
vronske mreže (ang. feedforward neural network). Te vrste modeli vhodne podatke
izračunavajo paralelno, brez upoštevanja časovne odvisnosti med koraki vhodnega za-
poredja. To ne pomeni, da so za napovedovanje časovnih podatkov neuporabni, saj
se lahko brez težav naučijo prepoznati vzorce v vhodnih podatkih in sklepati, kaj to
pomeni za izhodne podatke. Na primer: mreža izračuna svoje napovedi na podlagi
dogajanja pred petimi in tremi časovnimi koraki, vendar se za to, kateri je peti in
kateri je tretji časovni korak, zanaša izključno na oznake, ki jih damo mreži. Obstaja
pa še drugačen tip nevronskih mrež, kjer je vrstni red vhodnih podatkov ključnega
pomena. Imenujejo se ponavljajoče se nevronske mreže ali RNN (ang. recurrent neural
network).
Slika 2.8: Na levi RNN v običajnem, na desni RNN v odvitem stanju [20].
Struktura RNN nevrona je prikazana na levi strani slike 2.8. Bistvena razlika med
običajnim usmerjenim nevronom je zanka, ki rezultate preǰsnjega izračuna shrani v
obliki skritega stanja h in ga ponovno uporabi za računanje naslednjega izhoda ne-
vrona. To pomeni, da izhodi ponavljajoče se nevronske mreže niso odvisni samo
od trenutnega vhoda, ampak - vsaj v teoriji - od vseh preǰsnjih vhodov mreže. Za
lažjo predstavo RNN mreže pogosto prikazujemo tako, da jih navidezno “odvijemo”
po časovni osi, kot je prikazano na desni strani slike 2.8. Odvito ponavljajočo se ne-
vronsko mrežo smemo tako, v večini primerov, obravnavati kot usmerjeno nevronsko
mrežo z dodanimi bočnimi povezavami med nevroni. To pomeni, da lahko uporabljamo
teorijo, ki smo jo obdelali v preǰsnjem podpoglavju. Če se vrnemo na primer napo-
vedovanja časovnih vrst; najpreprosteǰsa implementacija takega tipa nevronskih mrež
izgleda tako, da nevronu zaporedno podajamo vhodne podatke našega zaporedja, ta
pa oddaja napovedi za določeno število korakov v prihodnosti. To število je odvisno od
tega, kakšne izhodne podatke smo algoritmu priskrbeli med učenjem, torej za koliko
korakov so bili zamaknjeni glede na vhod.
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Na tem mestu lahko opazimo nekaj stvari. Prvič, vsaj pri osnovnih arhitekturah RNN
mrež, nismo več omejeni na ozko definirano napovedno okno, temveč lahko za vhod
v mrežo uporabimo zaporedja poljubne dolžine. Se pa v praksi izkaže, da je podatke
še vedno bolǰse razdeliti na posamezna zaporedja, namesto da bi celotni podatkovni
set uporabljali kot eno zaporedje. Še eno opažanje je, da glede na delovanje take
mreže lahko sklepamo, da bo prvih nekaj napovedi nekoliko slabših, saj bo takrat
na voljo manj informacij o preǰsnjih časovnih korakih. Tretje opažanje je povezano z
odsekom 2.3.3, kjer opisujemo stohastični mini-saržni gradientni spust. Omenili smo,
da pri tem algoritmu pred vsakim ciklom zaporedja med seboj premešamo (vrstni
red znotraj zaporedja seveda ostane nespremenjen). Pri RNN mrežah je ta postopek
opcijski in odvisen od tega, kako dolge so odvisnosti, ki jih modeliramo. V večini
primerov skrito stanje na začetku vsakega zaporedja inicializiramo, tako da ni glede
mešanja nobenih razlik v primerjavi z usmerjenimi nevronskimi mrežami. V primeru,
da želimo upoštevati odvisnosti med posameznimi zaporedji, uporabimo SGD algoritem
brez mešanja, skrito stanje vsakega zaporedja pa nastavimo na zadnje skrito stanje
preǰsnjega zaporedja. Taki modeli so manj robustni, tako da je z njimi težje delati,
a so za določene probleme nepogrešljivi. Izkaže pa se, da imajo preprosti RNN-i s
spominom huǰse probleme, kot je pozabljanje med posameznimi zaporedji.
Za razumevanje tega problema, si bomo podrobneje pogledali strukturo RNN mrež
z upoštevanjem potovanja gradienta med učenjem. Vsak izhod z uporabo stroškovne
funkcije primerjamo z želeno vrednostjo, potem pa za vsakega od teh primerov izračunamo
gradient stroškovne funkcije glede na učljive parametre. Za izračunavanje teh gradien-
tov pri tem tipu nevronskih mrež uporabljamo metodo vzvratnega razširjanje skozi čas
(ang. backpropagation through time), ki se od algoritma, opisanega v podpodpoglavju
2.3.3.4, razlikuje minimalno. Tudi v tem primeru se iterativno premikamo nazaj po
mreži z RNN ekvivalentom enačbe (2.16). Pri tem upoštevamo, da moramo prepotovati
veliko število časovnih korakov (torej gre za globoko nevronsko mrežo) in dejstvo, da v
tem primeru nimamo večih nevronov, ampak samo enega ponavljajočega. To pomeni,
da skritega stanja ne množimo z različnimi, ampak vedno z eno in isto utežjo. Že pri
srednje dolgih zaporedjih je tega množenja veliko, zato bi se v primeru wh > 1 gradienti
hitro povečali preko vseh meja, čemur v angleščini pravimo exploding gradient problem.
To se v praksi zgodi redko, saj se hitro naraščajoče vrednosti skritega stanja ponavadi
ne sklada s tipičnimi učnimi podatki, tako se tudi stroškovna funkcija povečuje. Če
pa je wh < 1, vpliv skritega stanja praktično izgine že po nekaj časovnih korakih in s
tem gradient efektivno izgine, čemur v angleščini pravimo vanishing gradient problem.
To se v preprostih RNN-ih zgodi pogosto, kar pomeni da so v praksi uporabni samo v
situacijah, kjer je potreben kratkoročen spomin.
2.3.4.1 LSTM
Z zgoraj omenjenim problemom so se raziskovalci soočali že v samem začetku uporabe
ponavljajočih se mrež v devetdesetih letih. Pomemben preboj sta dosegla Hochreiter
in Schmidhuber leta 1997 [21] z uvedbo posebne vrste RNN mreže imenovane LSTM,
kar je kratica za long short-term memory oziroma dolgi kratkoročen spomin. Bistvo
LSTM celice je v dodatnem notranjem stanju celice Ct, ki se lahko neovirano prenaša
od enega do drugega časovnega koraka. Na sliki 2.9 je prikazana odvita LSTM celica,
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Slika 2.9: Prikaz odvite LSTM celice [20].
kjer lahko poleg že omenjenega stanja Ct vidimo še vsa štiri vrata (ang. gates). Vredno
je omeniti, da so vhodi, izhodi in stanja LSTM celice vektorji. Vsaka vrata niso nič
drugega, kot sloj gosto povezane usmerjene nevronske mreže, ki vsebuje svoje uteži,
začetne vrednosti in aktivacijske funkcije. V nadaljevanju bomo delovanje LSTM celice
podrobno predstavili korak za korakom.
Odločitev o brisanju starega stanja (slika 2.10)
Najprej se na podlagi vektorja vhodnih podatkov xt in izhodnega vektorja preǰsnjega
koraka izvajanja celice ht−1 odločimo, kolikšen delež preǰsnega skritega stanja Ct−1
bomo izbrisali. Vrata pozabe opǐsemo z enačbo (2.19), kjer je σ logistična aktivacijska
funkcija, torej so naše vrednosti ft med 0 in 1. Ves čas imamo v mislih vektorski
značaj spremenljivk, torej da lahko v istem koraku določene vrednosti skritega stanja
Ct ostanejo nespremenjene, druge pa se popolnoma izbrǐsejo.
Slika 2.10: Vrata pozabe [20].
ft = σ(wf [ht−1,xt] + bf ) (2.19)
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Odločitev o posodobitvi skritega stanja (slika 2.11)
Enačba (2.20) nam pove, kateri deli it skritega stanja Ct se bodo posodobili. Enačba
(2.21) pa izračuna, s katerimi kandidatnimi stanji Ct̃ se bo ta posobitev izvršila, če jih
bojo za posodobitev izbrala vrata it.
Slika 2.11: Vrata vhodov in izračun kandidatnega stanja Ct̃ [20].
it = σ(wi[ht−1,xt] + bi) (2.20)
Ct̃ = tanh(wC [ht−1,xt] + bC) (2.21)
Posodobitev skritega stanja (slika 2.12)
Na ti točki se izvedejo posodobitve skritega stanja, določene v preǰsnem koraku. Ta
proces definira enačba (2.22), pri čemer⊙ pomeni hadamardov produkt, torej množenje
na ravni elementov matrik ali vektorjev.
Slika 2.12: Posodobitev skritega stanja Ct [20].
Ct = ft ⊙ Ct−1 + it ⊙ C̃t (2.22)
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Izračun izhodov (slika 2.13)
Na tem delu LSTM celice, se iz preǰsnega izhoda ht−1 in iz skritega stanja Ct izračuna
novi izhod ht. To se zgodi v dveh fazah; najprej se na podlagi preǰsnega izhoda izhodna
vrata celice po enačbi (2.23) odločijo, kateri deli skritega stanja bodo postali novi izhod.
Nato se stanje z uporabo tanh aktivacijske funkcije spravi v območje med -1 in 1 ter se
po elementih pomnoži (spet hamarandov produkt), kar nam prikazuje enačba (2.24).
Slika 2.13: Vrata izhodov [20].
ot = σ(Wo[ht−1, xt] + bo) (2.23)
ht = ot ⊙ tanh(Ct) (2.24)
2.3.4.2 GRU
GRU (ang. kratica za gated recurrent unit) je poenostavljena verzija LSTM celice, ki
so jo leta 2015 uvedli Yao et al. [22]. Tudi ta celica ima vgrajeno pot, po kateri se
lahko gradienti dolgoročno prenašajo, vendar za ta namen uporabljajo izhod celice h in
ne dodatnega skritega stanja. Kot je razvidno iz slike 2.14, so povezave znotraj GRU
celice precej drugačne kot pri LSTM celici, zato je težko direktno primerjati vrata teh
dve tipov celic.
Mehanizem posodabljanje stanja celice je sledeč: Vrata ponastavitve rt nam z enačbo
(2.25) povejo, katere dele stanja/izhoda zt−1 bomo posodobili. Potem z uporabo te in-
formacije in enačbe (2.26) izračunamo kandidatno stanje celice ht̃. Na koncu z uporabo
vrat posodobitve zt z enačbo (2.27) in enačbe (2.28) na ravni elementov izračunamo
razmerje med kandidatnim in starim stanjem v novem stanju ht.
rt = σ(wr[ht−1,xt] + br) (2.25)
ht̃ = tanh(wh[rt ⊙ ht−1,xt] + bh) (2.26)
zt = σ(wz[ht−1,xt] + bz) (2.27)
ht = (1− zt)⊙ ht−1 + zt ⊙ ht̃ (2.28)
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Slika 2.14: GRU celica [20].
Zaradi enih vrat manj ima GRU za četrtino manj parametrov od LSTM celice, kar se
pri velikih mrežah lahko precej pozna. Kljub temu zamenjava LSTM-jev z GRU-ji v
sicer enakih mrežah v večini primerov ne zmanǰsa zmogljivosti, še posebej pa se GRU-
ji dobro obnesejo v nejezikovnih aplikacijah [1]. Na podlagi tega lahko sklepamo, da
je kompleksneǰsi mehanizem pozabljanja v klasičnih LSTM-jih v določenih primerih
koristen, v splošnem pa ni nujno potreben.
2.4 Kinematika robota z diferencialnim pogonom
Slika 2.15: Skica robota z diferencialnim pogonom
Pogost pogonski mehanizem v robotiki je diferencialni pogon, ki ga bomo obravnavali
tudi v tem delu. Osnovna različica tega sistema ima dve neodvisno gnani kolesi na
skupni osi in enega ali več podpornih koles, ki skrbijo za statično stabilnost sistema, s
čimer gibanje omejijo na ravnino. Podporna kolesa so mehansko nameščena tako, da
se prosto vrtijo okoli vertikalne osi in posledično ne vplivajo na kinematiko sistema.
Gibanje robota lahko predstavimo kot rotacijo s kotno hitrostjo ω okoli pola hitrosti
P , pri čemer razdaljo do te točke označimo z r (slika 2.15). Ker gre za togo telo, ta
odvisnost velja za vse točke na telesu, zato lahko zapǐsemo enačbi (2.29) in (2.30):
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ω(r − l/2) = vl (2.29)
ω(r + l/2) = vd (2.30)
Pri tem sta vl in vd hitrosti osi koles v primerjavi s tlemi (ki je po vrednosti enaka kot










Opazimo tri posebne primere: Če velja vl = vd, je pol hitrosti v neskončnosti (oziroma
strogo gledano iz enačbe je nedefiniran), kotna hitrost pa je enaka nič. Imamo torej
čisto translacijo. Če imamo vl = vd, je pol hitrosti 0, torej v sredǐsču robota - gre torej
za čisto rotacijo. V tretjem primeru je samo ena od hitrosti nič, posledično imamo
r = l/2, gre torej za vrtenje okoli enega od koles.
Na podlagi zgornjih enačb, lahko dobimo izraz za nov položaj robota, če poznamo star
položaj in hitrosti motorjev. Najprej potrebujemo izraz za pol hitrosti (2.33), ki ga
izračunamo iz enačb (2.31) in (2.32).
P = [x− rsin(θ), y + rcos(θ)] (2.33)
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V robotiki je pogosto še bolj pomembna inverzna kinematika sistema. Če želimo, da je
robot ob določenem času na določeni lokaciji, kakšne krmilne signale potrebujemo za
to? V primeru robotov z diferencialnim pogonom ta problem ni enostavno rešljiv, saj
so taki roboti neholonomni sistemi. To pomeni, da ima robot več prostostnih stopenj
(v našem primeru tri; položaj v ravnini in orientacija), kot ima neodvisnih krmilnih
signalov. Posledica tega je, da ne moremo izračunati eksplicitne rešitve, temveč je
potrebno izračunati zaporedje krmilnih ukazov, ki spravijo robota v želeni položaj.
Konkreten primer bi bil, da robot dobi ukaz za premik vzporedno z osjo koles. Najprej
se mora zarotirati okrog svoje osi, potem se v ravni črti premakne na nov položaj.
Ta kombinacija rotacije na mestu in translacija je najpreprosteǰsa in še vedno pogosto
uporabljana strategija za premik robotov z diferencialnim pogonom, obstajajo pa tudi
kompleksneǰse in bolj optimalne rešitve [23].
25
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2.5 ROS
ROS ali Robot Operating System kljub svojemu imenu ni operacijski sistem, temveč je
zbirka odprtokodnih ogrodij, knjižnic in orodij za uporabo v robotiki.
2.5.1 Namen in filozofija v ROS-a
ROS sledi Unix-ovi filozofiji razvoja programske opreme, kar naredi uporabo orodij
naravne za Unix razvijalce. To podpoglavje se močno opira na knjigo Quigleya, Gerkeya
in Smarta Programming Robots with ROS [24].
Neposredna komunikacija med enakonivojskimi programi (ang. Peer-to-
Peer ali P2P)
ROS sistemi so sestavljeni iz številnih manǰsih programov, ki si med seboj direktno
izmenjujejo sporočila brez centralnega programa za usmerjanje in posredovanje. To
povzroči, da so posamezni programi do neke mere bolj kompleksni, po drugi strani pa
omogoča precej bolǰse skaliranje sistema, ko se količina podatkov poveča.
Sestavljenost iz ločenih orodij
Za razliko od marsikaterega podobnega ogrodja za razvoj robotske programske opreme,
ROS nima standardnega integriranega razvijalskega okolja (bolj uporabljana je an-
gleška kratica IDE). Za naloge, kot so pregled nad drevesno strukturo kode, vizualiza-
cijo medsebojnih povezav in podobno obstajajo ločena orodja. Prednost tega pristopa
je, da je lažje razviti nove implementacije samo tistih orodij, za katere je potrebno, da so
posebej prilagojena določeni nalogi, medtem ko ostali deli okolja ostanejo standardni.
V tem aspektu je ROS zelo podoben operacijskim sistemom na osnovi Unix-a.
Večjezičnost
Določeni programski jeziki, npr. C++ so primerni za situacije, kjer potrebujemo zmo-
gljivost in hitrost izvajanja kode, po drugi strani pa ti programski jeziki ponavadi
zahtevajo več razvijalčevega časa. Za določene probleme obstaja za visokonivojske
jezike tudi precej obstoječih knjižnic, ki še bolj olaǰsajo razvoj. Kot bomo videli v
naslednjem poglavju, smo bili v podobni situaciji tudi v našem primeru. Visokonivoj-
ski Python je v zadnjem času, skupaj s knjižnico Pandas, postal de facto standard za
podatkovno znanost, zanj pa obstajajo tudi dobro podprte statistične knjižnice.
Vitkost
V ROS-u velja za dobro prakso, da so knjižnice med sabo čim bolj neodvisne od ostalih
komponent ROS-a, s katerimi komunicirajo preko ovoja (ang. wrapper), v katerem so
implementirana standardna ROS sporočila. To omogoča, da se v ROS-u lažje uporablja
knjižnice, ki so bile napisane neodvisno od ROS-a, manj težav pa imamo tudi pri izvedbi
sprememb, saj je izdelava avtomatiziranih testov z uporabo orodij za neprekinjeno
integracijo enostavneǰsa.
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Svobodnost in odprtokodnost
ROS se izdaja pod permisivno BSD licenco, ki dovoljuje tako komercialno in nekomer-
cialno uporabo. Ker so sistemi v ROS-u tipično sestavljeni iz manǰsih programov, ki
med seboj komunicirajo, so lahko različne komponente licencirane z različnimi licen-
cami. To je predvsem pomembno za industrijo, ki pogosto želi svoje produkte ohraniti
zaprtokodne, kljub temu da so bili sestavljeni iz odprtokodnih komponent. Licenca
GNU GPL je na primer glede takih stvari bolj stroga in bi zahtevala, da je tudi taka
industrijska programska oprema odprtokodna, medtem ko je tovrstna uporaba po li-
cenci BSD povsem legalna.
2.5.2 Komunikacija v ROS-u
Kot je razvidno iz preǰsnjega podpoglavja, je bistvo ROS-a povezovanje ločenih kom-
ponent v delujoč robotski sistem. Razmerja med gradniki kompleksnega sistema se da
dobro predstaviti z grafi, kar se uporablja tudi v ROS-u. Posamezni programi tako v
ROS grafu igrajo vlogo vozlǐsč, za povezave med njimi pa skrbi ROS.
Roscore
Jedro ROS-a predstavlja storitev imenovana Roscore. Njena bistvena naloga je, da ROS
vozlǐsčem v sistemu daje informacije o možnih povezavah z drugimi vozlǐsči. Ko se v
sistemu pojavi novo vozlǐsče, najprej vzpostavi povezavo z Roscore-om in mu sporoči
katera sporočila oddaja in katera sporočila želi prejemati, Roscore pa mu poda podatke
o drugih vozlǐsčih v sistemu in sporočilih, ki jih ta oddajajo/sprejemajo. Pomembno
je poudariti, da se sami podatki prenašajo neposredno od vozlǐsča do vozlǐsča brez
udeležbe Roscore-a.
ROS teme
ROS teme (ang. topics) so najpreprosteǰsi in tudi najpogosteje uporabljani način ko-
munikacije med vozlǐsči v ROS-u. Gre preprosto za tok sporočil s predefiniranim tipom.
Način implementacije tem je mehanizem objavi/prijavi se (ang. publish/subscribe), ki
deluje na sledeč način: Preden določeno vozlǐsče začne z oddajanjem podatkov preko
želene teme, mora prej oznaniti ime teme in tip sporočil, ki se bodo pošiljala po temi.
Potem začne s pošiljanjem (oziroma objavljanjem) sporočil po oznanjeni temi. Vo-
zlǐsča, ki želijo prejemati sporočila na določeni temi, se na temo naročijo tako, da
pošljejo zahtevo storitvi Roscore, ki ustvari potrebno povezavo. Vozlǐsče tako dobi vse
dogajanje na tej temi.
ROS storitve
Drugi način komunikacije v ROS-u so storitve (ang. services), ki jih uporabljamo,
ko želimo sinhrono komunikacijo med vozlǐsči. Storitve si lahko predstavljamo kot
funkcije, ki tečejo v drugem vozlǐsču. Eno vozlǐsče ima vlogo strežnika, v katerem je
napisana koda, ki se izvede ko kličemo storitev. To vozlǐsče storitev tudi oglašuje.
Na drugi strani imamo vozlǐsče odjemalec, ki uporablja oglaševano storitev. Sistem je
uporaben za naloge, ki jih moramo večkrat narediti ali pa jih uporablja več vozlǐsč.
Nazadnje lahko omenimo, da so storitve, tako kot teme, sestavljene iz sporočil.
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ROS akcije
Tretji način komunikacije v ROS-u, tako kot pri storitvah, pride v poštev ko neko
vozlǐsče od drugega vozlǐsča zahteva, da opravi določeno nalogo. Storitve so manj pri-
merne za naloge, ki trajajo dlje časa, saj rezultat vrnejo izključno na koncu izvajanja.
Po drugi strani imajo akcije (ang. actions) nekaj dodatnih funkcionalnosti, ki jih nare-
dijo primerne za dalǰse naloge. Med izvajanjem lahko objavljajo povratne informacije
(feedback), poleg tega lahko naloge med izvajanjem prekinemo. Tudi v tem primeru
imamo strežnik, v katerem je napisana koda, ki se izvede ko kličemo akcijo. Na drugi
strani je odjemalec, ki akcijo uporablja. Za razliko od storitev, so akcije asinhrone.
Vozlǐsče odjemalec lahko zahteva neko akcijo, med čakanjem izvaja nekaj nepoveza-
nega, potem pa po potrebi počaka na rezultat in ga uporabi. Zelo pomemben primer
uporabe akcij je navigacija, kot bomo videli v nadaljevanju.
2.5.3 Navigacija
2.5.3.1 SLAM in lokalizacija
Predpogoj za delujočo navigacijo je zemljevid okolice, ki ga lahko ročno izdelamo in
uporabimo. Obstaja tudi elegantneǰsi način - hkratna lokalizacija in izdelava zemlje-
vida ali SLAM (ang. simultaneous localization and mapping). Ideja je, da se robot
premika po območju, ki nas zanima, medtem ko snemamo podatke s senzorjev in odo-
metrijo robota. Iz dobljenih podatkov, z uporabo enega od SLAM algoritmov, sproti
sestavljamo zemljevid. V ROS-u je implementiran stohastični algoritem GMapping,
ki izračunava seznam vektorjev, ki z določeno verjetnostjo predstavljajo lokacijo in
usmerjenost robota. Vsak od teh vektorjev ima tudi svoj zemljevid. Na podlagi meri-
tev potem algoritem sproti brǐse vektorje z najmanǰso verjetnostjo. Na koncu izbrana
verzija zemljevida je tista, ki je povezana z vektorjem najbolj verjetne lokacije robota.
To je visokonivojski pregled, ki skriva veliko statističnih izračunov, s katerimi algoritem
pride do teh rezultatov [25].
Tudi lokalizacija robota na že obstoječem zemljevidu se v ROS-u izračunava stoha-
stično. Visokonivojsko je algoritem AMCL, ki se za to uporablja, je podoben lokali-
zaciji v ROS-ovemu SLAM algoritmu. Tudi v tem primeru imamo seznam vektorjev -
kandidatov za dejansko lokacijo in usmerjenost robota - z določeno verjetnostjo. Ta se
kandidatom zmanǰsuje in povečuje glede na informacije s senzorjev, na kar se kandidati
z najmanǰso verjetnostjo izbrǐsejo in zamenjajo z novimi, ki so bližje najbolj verjetni
lokaciji. Če nimamo pojma, kje na zemljevidu je robot, začnemo s kandidati, ki so
enakomerno razporejeni po njem. V tem primeru je konvergenca počasna, lahko do
nje tudi sploh ne pride. Zato ponavadi robotu ročno podamo začetno oceno lokacije,
kar algoritem uporabi kot srednjo vrednost začetne porazdelitve. Na tak način, ki je
prikazan na sliki 2.16, v večini primerov algoritem zelo hitro najde lokacijo, za katero
z visoko verjetnostjo sklepa, da je blizu dejanski lokaciji robota.
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(a) (b)
Slika 2.16: Na slikah so z zelenimi puščicami označeni kandidati za lokacijo,
konkretno lahko vidimo: (a) začetno razporeditev in (b) razporeditev po konvergenci.
2.5.3.2 Navigacijski sklop
Visokonivojski pregled delovanja navigacijskega sklopa, povzet po knjigi Quingleya et
al. [24].
1. Navigacijski cilj v obliki akcijskega klica (ang. action call) tipa MoveBaseGoal
je poslan navigacijskem sklopu. Klic vsebuje ciljno pozicijo in orientacijo glede
na nek koordinatni sistem (ponavadi koordinatni sistem zemljevida).
2. Globalni načrtovalec (global planner) določi najkraǰso pot do cilja glede na
globalni stroškovni zemljevid (global costmap), ki je narejen iz statičnega zemlje-
vida.
3. Lokalni načrtovalec (local planner) na podlagi poti, dobljene od globalnega
načrtovalca, in lokalnega stroškovnega zemljevida (local costmap) določi krat-
koročno pot robota, ki jo prevede v navodila za krmilnik robota. Lokalni stroškovni
zemljevid je narejen na podlagi podatkov iz senzorjev, tako da upošteva tudi
ovire, ki niso označene na statičnem zemljevidu. Če lokalni načrtovalec ne uspe
izračunati kratkoročne poti, prosi globalnega načrtovalca za novo globalno pot.
4. Ko robot doseže cilj, navigacijski sklop zaključi postopek in to sporoči akcij-
skem klientu, ki je zahteval premik.
Zgoraj omenjene funkcije so implementirane v ločenih paketih, vse skupaj pa povezuje
paket imenovan move base, ki koordinira različne komponente navigacijskega sklopa.
Pomembna funkcija tega paketa so navodila za obnašanja robota, ko ta nekje obtiči
ali iz kakšnega drugega razloga ne najde poti do cilja. Ta navodila vključujejo vrtenje
robota okoli svoje osi in ponastavitve lokalnega stroškovnega zemljevida. Preklaplja-
nje med njimi in normalnim delovanjem pa je realizirano v obliki končnega avtomata
(ang. state machine). V tem paketu je implementiran tudi akcijski server, ki skrbi za
komunikacijo z ostalimi vozlǐsči robota. V nadaljevanju si bomo podrobneje pogledali
posamezne komponente navigacijskega sklopa.
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Globalni načrtovalec poti
Kot smo že napisali v visokonivojskem pregledu, najprej potrebujemo globalni stroškov-
ni zemljevid. Kot mnoge stvari v ROS-u je tudi to strukturo možno skonfigurirati
drugače, v osnovi pa gre za statičen zemljevid z napihnjenimi ovirami [26]. Namen
napihovanja (ang. inflation) je upoštevanje velikosti robota na zemljevidu, posledično
lahko algoritmi za iskanje poti robota varno obravnavajo kot masno točko. Proces
napihovanja ne da binarnih rezultatov, ampak kot manj ugodne označi tudi lokacije
blizu ovir. Nato globalni načrtovalec stroškovni zemljevid razdeli na mrežo in na njej
uporabi Dijkstrov algoritem za izračun najkraǰsih poti. Ta deluje tako, da iterativno
izračunava razdaljo do novih polj (kvadratkov), dokler ne pride do cilja. Pri tem kot
razdaljo do nekega polja ne upošteva samo dejanske razdalje, temveč vsoto stroškov
polj, ki jih je algoritem prehodil na poti do tja. Konkretno to pomeni, da so poti, ki
se oviram zelo približajo, ocenjene slabše, tudi če so geometrijsko kraǰse. Ko algoritem
doseže cilj, se glede na dobljeno mrežo, z uporabo gradientnega spusta, narǐse končna
pot. Namen tega koraka je, da je naša pot gladka in ne odsekoma ravna, kot bi bila,
če bi samo povezali polja z najnižjo skupno razdaljo. Primer take poti je na sliki 2.17.
Slika 2.17: Globalna trajektorija izračunana z Dijkstrovim algoritmom [27].
Namesto Dijkstrovega algoritma, lahko uporabimo tudi njegovo razširitev, algoritem
A*. Bistvo tega algoritma je, da uporabimo neko hevristiko za ocenjevanje oddaljenosti
do cilja in nova polja preračunavamo na podlagi te hevristike. Posledično preračunamo
manj polj, se pa lahko zgodi, da izračunana pot ni nujno najkraǰsa.
Lokalni načrtovalec poti
Lokalni stroškovni zemljevid je v osnovi ista struktura (costmap 2D) kot globalni
stroškovni zemljevid, a inicializiran z drugimi parametri. Namesto fiksne lokacije, ve-
zane na statični zemljevid, je lokalni stroškovni zemljevid gibajoče okno (ang. rolling
window), ki se premika skupaj z robotom. Tudi na tem zemljevidu ovire napihnemo,
le da v tem primeru kot vir podatkov uporabimo robotova zaznavala. Srce lokalnega
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načrtovalca poti pa v ROS-u predstavlja algoritem DWA. Kratica v angleščini pomeni
dynamic window approach, kar bi lahko prevedli kot pristop dinamičnega okna.
Slika 2.18: Možne trajektorije v kartezičnem koordinatnem sistemu [28].
Algoritem okolico obravnava v prostoru hitrosti. To izgleda tako, da imamo na vsaki
od koordinatnih osi hitrosti v smeri te osi, v prostoru, ki ga ti osi definirata, pa imamo
točke, ki jih robot pri teh hitrostih doseže v obravnavanem času. Vse možne hitro-
sti algoritem v vsakem koraku izračuna glede na dinamiko robota (moč aktuatorjev,
fizikalne lastnosti. . . ), maksimalne izračunane hitrosti pa definirajo dinamično okno
robota, o katerem govori ime algoritma. Iz hitrostnega prostora vzorčimo nekaj hi-
trostnih kombinacij in za vsako izračunamo možno trajektorijo. Dobljene trajekto-
rije nato ovrednotimo z uporabo neke stroškovne funkcije, ki upošteva stvari, kot so
vrednost stroškovnega zemljevida tekom trajektorije (to vključuje izogibanje oviram),
bližina globalni trajektoriji, bližina cilja in morebitne oscilacije robota. Trajektorije, ki
vključujejo trčenja, se označi kot ilegalne in se jih izbrǐse, od ostalih pa se izbere naj-
bolje ocenjeno. Hitrosti, zahtevane za dosego izbrane trajektorije, lokalni načrtovalec
pošlje krmilniku robota [29]. Primer uporabe takega algoritma je v kartezičnem koor-
dinatnem sistemu prikazan na sliki 2.18.
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3 Metodologija raziskave
Bistvo magistrske naloge je ocenjevanje uporabnosti metod za napovedovanje časovnih
vrst v robotiki, zato je bil prvi večji korak zajem konkretnih podatkov iz mobilnega ro-
bota. Prvo meritev smo izvedli na preprostem sledilcu črte že za magistrski praktikum,
drugo pa na mnogo zmogljiveǰsem Turtlebotu 2, ki mu bomo posvetili več pozornosti.
Nato smo podatke analizirali s pomočjo osebnega računalnika in ovrednotili primernost




Slika 3.1: Turtlebot 2 [30].
Turtlebot 2 (na sliki 3.1) je modularna nizkocenovna robotska platforma za razisko-
valne in izobraževalne namene. Ima bogat bogat nabor zaznaval; od pospeškomera
in žiroskopa, ki ju najdemo tudi v pametnih telefonih, do 3D kamere, zaznavala tr-
kov, zaznavala klecanja koles in zaznavala robov. To mu skupaj z relativno zmogljivo
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pogonsko platformo z diferencialnim pogonom omogoča doseganje visokega deleža funk-
cionalnosti mobilnih robotov v industriji, čeprav z nižjo zanesljivostjo. Razlog za to
kombinacijo zmogljivosti in nizke cene je v uporabi komercialno dostopnih potrošnǐskih
komponent, ki jim je cena padla zaradi masovne proizvodnje. Izvirni Turtlebot iz leta
2011 je bil narejen na osnovi robotske pogonske platforme iRobot Create, ki je v svojem
bistvu modificiran robotski sesalnik z odstranjeno opremo za sesanje. Kot 3D kamero
je izvirni Turtlebot uporabljal Microsoftov Kinect, ki je bil namenjen za zaznavanje
gibanja ljudi pri igralni konzoli. Za nadzor in vodenje je robot uporabljal običajen pre-
nosni računalnik z nameščenim operacijskim sistemom Ubuntu (distribucija Linuxa)
in programskim okoljem ROS. Vse naštete komponente, z izjemo same pogonske plat-
forme, je mogoče nadomestititi z drugimi, podobno pa velja za programsko opremo,
kar nam omogoča modularnost okolja ROS.
Naslednji model - Turtlebot 2 - je ohranil vse te principe, vendar je začel uporabljati
novo pogonsko platformo - Yujin Robot Kobuki. Tudi ta platforma je izpeljanka ro-
botskega sesalnika, vendar je noveǰsa in zmogljiveǰsa - tako kar se tiče dinamike robota,
kot tudi glede kvalitete vgrajenih zaznaval. Kasneǰse različice Turtlebota 2 večinoma
uporabljajo druge 3D kamere (v našem primeru Orbbec Astra), prenosni računalnik
pa je pogosto nadomeščen z mini osebnimi računalniki, kot je na primer Intelova plat-
forma NUC. Obstaja tudi Turtlebot 3, ki je precej drugačen od preǰsnjih modelov - je
manǰsi, preprosteǰsi, modularen pa je tudi njegov pogonski del. Njegov računalnik je
še manǰsi in bolj integriran, konkretno imajo različni modeli ali Raspberry Pi ali Intel
Joule. Skupaj s slabšimi dinamičnimi sposobnostmi te razlike pomenijo, da Turtlebot
3 ni nadomestilo za preǰsnjo generacijo, temveč bolj njena dopolnitev [31].
Specifikacije platforme Kobuki [32]
– maksimalna hitrost: 0,70 m/s,
– maksimalna kotna hitrost: 180 stopinj/s,
– dimenzije (premer / vǐsina): 351.5 mm / 124.8 mm,
– teža: 2,35 kg (standardna baterija),
– nosilnost: 5 kg (v primeru Turtlebota moramo od tega odšteti težo strukture in
opreme),
– premagovanje ovir: do 12 mm,
– baterija: 14.8 V, 2200 mAh (standardna baterija),
– pričakovan čas uporabe: 3 ure (standardna baterija),
– občutljivost enkoderja: 52 signalov na rotacijo enkoderja, 2578,33 na rotacijo
kolesa, 11,7 signalov na mm,
– zmogljivost žiroskopa: enoosni, tovarnǐsko kalibriran, primeren za hitrosti do 110
stopinj/s,
– ostala zaznavala: tri zaznavala trkov, tri zaznavala robov (zazna potencialni padec
večji od 5 cm), na obeh pogonskih kolesih zaznavali udarcev (klecanja),
– frekvenca vzorčenja zaznaval: 50 Hz
34
Metodologija raziskave
3.1.2 Postavitev testnega sistema
Komunikacijska struktura sistema
Vse meritve so potekale v laboratoriju LAKOS, kjer je postavljeno običajno brezžično
omrežje Wi-Fi. Ena od prednosti ROS-a je primernost za distribuirane sisteme. Za
posamezna vozlǐsča namreč ni pomembno, na katerem računalniku se izvajajo vozlǐsča
s katerimi komunicirajo. Pomembno je samo, da so teme in sporočila pravilno de-
finirana, za vse ostalo poskrbi roscore, ki smo ga na kratko opisali v podpoglavju
2.5.2. Ko vzpostavljamo sistem, je naša glavna naloga, da zagotovimo povezljivost
vseh računalnikov v sistemu. V našem primeru smo imeli Turtlebotov računalnik in
prenosnik, preko katerega smo spremljali in nadzorovali test. Z uporabo protokola SSH,
ki omogoča kriptiran oddaljeni dostop do lupine, smo se povezali na Turtlebota in na
njem nastavili dve spremenljivki okolja: ROS IP, ki ROS-u pove IP naslov računalnika
in ROS MASTER URI, ki pove IP naslov računalnika, na katerem se nahaja ROS Ma-
ster - najpomembneǰse vozlǐsče roscore-a. Obe spremenljivki okolja smo nastavili še
na nadzornem prenosniku.
SLAM in navigacija
Zdaj lahko robota zaženemo in ga začnemo uporabljati. To dosežemo z naslednjim
ukazom, ki ga preko SSH-ja pošljemo Turtlebotu:
roslaunch turtlebot_bringup minimal.launch
S tem zaženemo vsa vozlǐsča, ki jih Turtlebot potrebuje za obratovanje, med drugim pa
se zažene tudi roscore. Ker želimo robot nadzorovati preko tipkovnice na prenosniku,
tam izvedemo ukaz:
roslaunch turtlebot_teleop keyboard_teleop.launch
Turtlebotov SLAM algoritem na robotu zaženemo v novem SSH oknu z ukazom:
roslaunch turtlebot_navigation gmapping_demo.launch
Potem robota vozimo po prostoru, katerega zemljevid želimo, napredek lahko spre-
mljamo s pomočjo orodja rviz. Ko smo z rezultatom zadovoljni zemljevid preprosto
shranimo z ukazom:
rosrun map_server map_saver -f /zemljevid
Kot vidimo je postopek dokaj preprost, saj nam kompleksnost skrijejo .launch datoteke,
kjer so definirana vozlǐsča, ki jih je potrebno zagnati in parametri postopka. Dobljeni
zemljevid lahko zdaj uporabimo za avtonomno navigacijo, kar naredimo z ukazom:
roslaunch turtlebot_navigation amcl_demo.launch map_file:=/zemljevid.yaml
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Ta datoteka zažene amcl lokalizacijo in navigacijski sklop, ki mu dajemo navodila
o prihodnji pozi robota. To lahko naredimo z uporabo grafičnega vmesnika v rviz-
u, lahko cilj direktno objavimo na temo /move base simple/goal z uporabo ukaza
rostopic pub ali pa napǐsemo svoj lastni akcijski odjemalec, ki komunicira z naviga-
cijskim strežnikom. Zadnja možnost je nekoliko zahtevneǰsa, a lahko z njo implemen-
tiramo prave avtomatizirane sisteme. Za našo meritev smo napisali preprosto skripto,
ki navigacijskemu sklopu zaporedno pošilja nekaj prednastavljenih ciljev in med njimi
kroži. Ker uporablja ROS akcije in ne preprostih tem, lahko upošteva ali robot dejansko
doseže cilj.
V tem delu je predstavljena konkretna uporaba navigacije v ROS-u, razlage kako po-
samezne metode delujejo pa so v poglavju 2.5.3.
Snemanje podatkov
Za snemanje podatkov smo uporabili rqt bag, ki je grafično orodje za snemanje in
predvajanje datotek v formatu .bag. Dobra stran tega orodja je, da so posneti podatki
identični, kot je bilo dogajanje na temah v realnem času. Lahko na primer robota ročno
vozimo po prostoru in v .bag datoteko posnamemo odometrijo ter podatke iz robotovih
zaznaval, nato pa na posnetku poženemo SLAM algoritem. Rezultati bodo enaki, kot
če bi proces izvajali v realnem času. Ta lastnost je zelo primerna tudi za naš problem,
saj smo pri razvoju algoritmov lahko prepričani, da so uporabljeni podatki realistični.
Še ena posledica tega je enostavneǰse testiranje, seveda pa se moramo zavedati, da je
to samo en posnetek, ki je zaradi naključnih pojavov (šum ipd.) drugačen tudi od
ponovitev z identičnimi nastavitvami.
V našem primeru smo to orodje najprej uporabili za posnetek preprostega sledilca črte,
ki je v nekaj minutah naredil štiri kroge testnega poligona. V primeru Turtlebota 2 smo
posneli več kot dve uri gibanja robota, saj smo želeli dobiti tudi podatke o spreminjanju
stanja baterije.
3.2 Analiza in modeliranje na osebnem računalniku
3.2.1 Uporabljena orodja
Python in Jupyter Notebook
V podatkovni znanosti in strojnem učenju je daleč najbolj popularen programski jezik
Python, za katerega je napisana tudi večina knjižnic za obdelavo podatkov in njihovo
modeliranje. Python je visokonivojski, tolmačen programski jezik z dinamičnimi po-
datkovnimi tipi. Posledično je precej počasneǰsi od jezikov, kot sta C in C++, kar
ga na prvi pogled ne naredi primernega za računsko zahtevno področje, kot je podat-
kovna znanost. To lahko pojasnimo tako, da se že pri knjižnicah kot je Numpy, ki je
skoraj standard za numerične izračune v Pythonu, večina operacij ne izvede v samem
Pythonu, temveč v učinkovitih knjižnicah napisanih v C-ju. Podobno velja tudi za
druga orodja, ki jih bomo opisali v tem poglavju. Python se tako uporablja kot neke
vrste lepilo, ki poveže različne knjižnice in module v neko celoto. Za to nalogo je ta
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programski jezik zelo primeren, saj je fleksibilen, berljiv in lahko razumljiv tudi za
začetnike.
Python smo večinoma uporabljali v okolju Jupyter Notebook, ki omogoča interaktivno
programiranje. To pomeni, da lahko kodo razdelimo na več celic, ki jih izvajamo
posamezno. V takem okolju je enostavneǰse spremljati in vizualizirati vmesne rezultate,
v isti datoteki pa imamo lahko več različnih modelov, ki jih izvajamo samo po potrebi.
pandas
Knjižnica pandas je namenjena obdelavi in analizi večje količine podatkov, pri čemer
je velik poudarek na časovnih vrstah. Podatki se shranjujejo v objektu DataFrame,
ki si ga lahko predstavljamo kot tabelo potencialno različnih tipov podatkov, kjer po-
sebno vlogo igra indeks. V našem primeru smo posnetek iz robota z uporabo knjižnice
rosbag pandas pretvorili v DataFrame. Majhen del rezultata prikazuje slika 3.2, kjer
lahko opazimo dve stvari. Prvič, količina podatkov je zelo velika in drugič, opazen del
teh podatkov je za nas neuporaben. Knjižnica pandas ponuja orodja in transformacije,
ki olaǰsajo analizo takih podatkov.
Slika 3.2: DataFrame iz naše analize.
Primer uporabnosti pandas-a je tema transformacij (/tf), kjer se na ista mesto pošiljajo
sporočila iz različnih koordinatnih sistemov, tako da imamo na primer na poziciji x
robota mešanico sporočil. Z pandas-om lahko take podatke hitro in enostavno filtriramo
glede na oznako koordinatnega sistema.
Tensorflow
V podpoglavju 2.3.3 smo predstavili teorijo za nevronskimi mrežami, še prej pa smo v
podpoglavju 2.3.2 razložili, da ta teorija ni nova, manjkale pa so učinkovite in praktične
implementacije. Podobno je bilo tudi s knjižnicami za globoko učenje - že pred razcve-
tom leta 2012 so obstajale knjižnice, ki pa so se večinoma uporabljale samo v akademske
namene. Po drugi strani Tensorflow izvira iz knjižnice, ki so jo pri Googlu nekaj let
interno uporabljali v svojih izdelkih, leta 2015 pa so njeno kodo odprli in predstavili
javnosti. Na tem mestu bomo napisali nekaj besed o delovanju knjižnic za globoke
nevronske mreže. Kot smo razložili v podpoglavju 2.3.3.4, je ključna naloga pri učenju
nevronskih mrež avtomatska diferenciacija, za katero potrebujemo računski graf. Sta-
reǰse različice Tensorflowa so ta graf definirale statično - to izgleda tako, da z uporabo
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programskega vmesnika za Python definiramo nadomestne podatkovne strukture in
operacije med njimi, kar knjižnica uporabi za izdelavo od programskega jezika neod-
visnega grafa. Ob učenju in izvajanju na mesta nadomestnih podatkovnih struktur
vstavimo dejanske podatke in preračunamo graf. S tem pristopom je možno ustvariti
optimizirane grafe, saj so vse operacije znane vnaprej, še bolj pomembna prednost pa
je prenosljivost grafov, kar olaǰsa praktično uporabo modelov [33]. Po drugi strani
se je pristop izkazal za nefleksibilnega, nepraktičnega za razhroščevanje in zahtevnega
za uporabo. Zadnjo pomanjkljivost je olaǰsala integracija visokonivojske knjižnice Ke-
ras, ki je skrila nekaj kompleksnosti definiranja grafov, bistvene pomanjkljivosti pa so
ostale. Zato so leta 2019 predstavili Tensorflow 2.0, ki je močno drugačen od preǰsnih
različic. Tako kot konkurenčna knjižnica PyTorch, Tensorflow 2.0 grafe definira di-
namično - hkrati z izvajanjem programa v Pythonu. Na ta način dobimo vpogled v to,
kaj se dogaja s posameznimi spremenljivkami v modelu, kar omogoči bolǰse razume-
vanje in posledično lažje modifikacije. Slaba stran tega pristopa je, da je take modele
težje izvoziti, saj tokrat za definicijo modela potrebujemo še pripadajočo Python kodo.
Zato Tensorflow 2.0 ponuja orodja, s katerimi lahko tudi take modele izvozimo.
Nazadnje omenimo še eno zelo pomembno lastnost knjižnic za globoke nevronske
mreže - možnost izračunavanja na grafičnih karticah. Gradniki, implementirani v teh
knjižnicah, so narejeni z mislijo na paralelizacijo in kompatiblinost s cuDNN, Nvidiino
namensko knjižnico za pospeševanje nevronskih mrež.
Google Colab
Google Colab je oblačno interaktivno okolje podobno Jupyter Notebooku. Glavna
prednost pred lokalnim izvajanjem je dostop do Nvidiine grafične kartice iz serije Tesla,
ki je optimizirana za strojno učenje. Kot smo opisali že zgoraj, to močno pospeši učenje
nevronskih mrež, tudi v primerjavi z zmogljiveǰsimi procesorji.
Gazebo
Gazebo je robotski simulator z dobro kompatibilnostjo z ROS-om, Na voljo smo imeli
paket turtlebot gazebo, kjer je definiran model Turtlebota 2. V nalogi smo ga upo-
rabljali za testiranje in snemanje dodatnih podatkov za učenje. Čeprav je osnovno
dinamsko obnašanje robota v simulaciji precej realistično, se moramo zavedati nekaj
pomembnih razlik. Trenje in stiki površin so poenostavljeni, poleg tega na simuliranih
zaznavalih ni realističnega šuma. Konkreten primer je odometrija robota, ki je v re-
alnosti za dolgoročno spremljanje položaja robota neuporabna, saj prihaja do drsenja
referenčnih točk. V Gazebovi simulaciji Turtlebota ta pojav ne obstaja.
3.2.2 Modeliranje in napovedovanje
3.2.2.1 Napovedovanje prihodnjega stanja baterije Turtlebota
Definicija problema
Motivacija za ta primer je dejstvo, da se poraba energije razlikuje glede na naloge,
ki jih robot opravlja. Ideja je bila razviti algoritem, ki bi na podlagi trenutne in
pretekle stopnje napolnjenosti baterije (pogosto se uporablja kratica SOC, ki izhaja iz
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ang. besedne zveze state of charge) in podatkov o gibanju robota napovedal prihodnje
stopnje napolnjenosti baterije. To bi potem lahko uporabili za oceno preostalega časa
uporabe robota, kar bi robot lahko uporabil, da se ob pravem času zapelje na polnilno
postajo.
Uporabljeni podatki
Prvi korak vsake analize časovnih vrst je razumevanje podatkov. V našem primeru
smo uporabljali dve urni posnetek periodičnega gibanja robota, katerega snemanje je
opisano v podpoglavju 3.1.2. Turtlebot nam stopnje napolnjenosti baterije ne da di-
rektno, temveč jo moramo sami oceniti na podlagi tokov ali napetosti. V praksi se
za litijeve baterije največ uporablja prva metoda, ki deluje po principu integriranja
preteklih tokov, kar primerjamo s celotno količino naboja, ki ga lahko shranimo v ba-
terijo v enem ciklu. Izkazalo pa se je, da nam Turtlebot ne nudi skupnega toka iz
baterije, temveč samo tokove na motorjih, zato ta metoda ni prǐsla v poštev. Preostala
nam je torej napetostna metoda, kjer trenutno napetost baterije primerjamo z nape-
tostno karakteristiko praznjenja baterije. Ta metoda ima nekaj pomembnih slabosti
- karakteristika je odvisna od temperature in velja samo za določeno stopnjo tokovne
obremenitve robota. Ti dve omejitvi je možno kompenzirati, tako da se metodo za
določene aplikacije uporablja tudi v praksi [34,35].
Slika 3.3: Odvisnost med stopnjo napolnjenosti baterije (SOC) in napetostjo.
Karakteristiko za naš primer smo našli v Kobukijevi dokumentaciji [36] in sicer za pri-
mer konstantnega vrtenja robota, torej enakomerno obremenitev (slika 3.3). Podatke
skopiramo v Python in zamenjamo koordinatni osi, da dobimo stopnjo napolnjenosti
baterije v odvisnosti od napetosti (in ne obratno). Dobljeno Krivuljo aproksimiramo s
polinomom, ki ga lahko direktno uporabimo v funkciji, ki iz napetosti izračuna stopnjo
napolnjenosti baterije. Vsaj v prvi različici smo zanemarili vpliv različnih tokov tekom
testa (delno bi si lahko pomagali s povprečenjem) in vpliv temperature. Izkazalo se je,
da imamo resneǰse težave. Turtlebot nam napetost poroča samo do 0,1 V natančno,
kar pri nizkih stopnjah napolnjenosti baterije pomeni razliko ±5%. Ko upoštevamo še
relativno dolg čas uporabe baterije, postane sklepanje o vplivu posameznih dejanj na
hitrost praznjenja baterije nesmiselno. Potrebno bi bilo narediti več novih posnetkov,
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kjer bi robot vsako dejanje počel toliko časa, da bi se poznala opazna sprememba na
stopnji napolnjenosti baterije, kar bi bilo zamudno.
Uporabljene metode in potek dela
Zato smo problem na novo definirali, kjer napoved prihodnjega stanja baterije izračuna-
mo samo iz preteklih podatkov napolnjenosti. Za ta problem se nam je zdela smiselna
običajna linearna ekstrapolacija, ki je zaradi relativne preprostosti ne bomo podrobneje
opisovali. Za to izvedbo se sicer skriva linearna regresija in pripadajoča statistična
teorija, ki je opisana v knjigi Aileen Nielsen [1].
3.2.2.2 Napovedovanje prihodnje pozicije robota glede na pretekle vzorce
obnašanja
Definicija problema
Zanesljivo napovedovanje gibanja robota v dalǰsem časovnem oknu je, vsaj brez infor-
macij o načrtovani trajektoriji, praktično nemogoče. Manǰsi mobilni roboti, na primer
Turtlebot ali AGV-ji, tipično dosežejo svojo končno hitrost v manj kot petih sekun-
dah, medtem ko je ustavljanje in spreminjanje smeri še hitreǰse. To pomeni, da so vse
dolgoročneǰse napovedi samo ocene, ki so odvisne od ukazov, ki jih dobi robot. Vsak
model bo tako relevanten izključno za konkretno situacijo, na kateri smo model učili,
ob vsaki spremembi pa bo potrebno ponovno učenje.
Problem torej definiramo kot iskanje modela, ki ga lahko, z minimalnim ročnim spre-
minjanjem parametrov, naučimo periodičnih vzorcev gibanja robota. Razlog, zakaj si
želimo čim manj ročnih posegov v proces učenja, je želja, da bi ta proces čim bolj
avtomatizirali.
Uporabljeni podatki
Slika 3.4: Pot robota sledilca črte po poligonu.
Na tem problemu smo primarno uporabili dva podatkovna seta. Prvi je posnetek
robota sledilca črte, ki naredi štiri kroge na poligonu na sliki 3.4. Gre za relativno
kompleksno gibanje, smo pa za lokalizacijo robota uporabili kamero iz ptičje perspektive
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(sistema nismo postavili mi, temveč je bil narejen v okviru Avguštinčičeve magistrske
naloge [37]), tako da so podatki natančni in z relativno malo šuma.
Drugi podatkovni set je isti, ki smo ga uporabili za napovedovanje prihodnjega stanja
baterije. Gre za zaporedno gibanje Turtlebota med tremi fiksnimi točkami. Na prvi
pogled to morda izgleda kot trivialen primer, vendar pri analizi podatkov opazimo
kar nekaj zanimivih stvari. Ker imajo zaznavala tipično visoke frekvence vzorčenja
v primerjavi z gibanjem, je odometrija robota neprekinjena in brez skokov. To je
pomembno, saj številni algoritmi nujno potrebujejo take podatke gibanja. Po drugi
strani imajo vsa zaznavala svoje merilne napake, poleg tega se v realnosti dogajajo
stvari kot so zdrsi koles in elektromagnetne motnje. Vse te napake se seštevajo, kar
povzroči drsenje odometrije glede na referenčno točko v okolici. Surova odometrija je
posledično neuporabna za lokalizacijo robota, kot lahko tudi vidimo iz našega testnega
primera na sliki 3.5.
Slika 3.5: Modra in oranžna vrsta predstavljata x in y koordinati glede na okvir
/odom, zelena in modra predstavljata drsenje okvirja /odom glede na /map. Drsenje
se pojavlja tudi pri orientaciji, kar je razlog da se oblika gibanja navidezno ves čas
spreminja - v neki točki se podatki na oseh x in y zamenjajo med seboj.
Lokalizacijski algoritmi zato uporabljajo podatke iz kamer, lidarjev in podobnih za-
znaval, da to drsenje kompenzirajo. Problem je, ker se te posodobitve lokacije pogosto
zgodijo nenadno, recimo ko robot zazna neko oviro in jo poveže z informacijami na
zemljevidu. Tukaj pride do nasprotja med zahtevo za hitro posodabljanje lokacije in
zahtevo za odometrijo brez skokov, kar je v ROS-u rešeno z uvedbo večih koordinatnih
sistemov. Odometrija se objavlja v koordinatnem sistemu z referenčnim okvirom odom,
ki lahko drsi glede na dejanski položaj robota. Hkrati se poza referenčnega okvira odom
beleži v nadrejenem koordinatnem sistemu z referenčnim okvirom map, torej glede na
zemljevid [38]. ROS ima za sledenje in upravljanje s takimi transformacijami vgrajen
paket tf, ki omogoča poljubne transformacije med koordinatnimi sistemi. V našem pri-
meru smo z uporabo tega paketa pretvorili odometrijo v koordinatni sistem zemljevida
in dobljene podatke uporabljali za napovedovanje.
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Uporabljene metode in potek dela
Najprej smo se posvetili statističnim metodam, saj so preprosteǰse in računsko manj
zahtevne. Konkretno bomo govorili o metodi ARIMA, ki smo jo opisali v podpo-
glavju 2.2. Kot smo napisali že tam, je metoda sestavljena iz AR in MA členov, ki
dobro delujeta samo na stacionarnih časovnih vrstah, in diferenciranja, ki poskrbi za
stacionarnost. Problem je, ker pri periodičnih časovnih vrstah potrebujemo sezonsko
diferenciranje, za katerega moramo poznati periodo. Na področjih, kjer se ARIMA
največ uporablja, ta zahteva ni problematična, saj gre ponavadi za fiksna obdobja
(leta, kvartali...), poleg tega se modele skoraj vedno postavlja s človeškim nadzorom.
Tak postopek je izvedljiv tudi v robotiki - za magistrski praktikum smo napovedovanje
za primer robota sledilca črte izvedli na tak način. Iz podatkov smo odčitali peri-
odo gibanja robota in izvedli sezonsko diferenciranje, tako da smo dobili razlike med
posameznimi krogi. Model ARIMA je iz preteklih odstopkov napovedoval prihodnje
odstopke, ki smo jih nato prǐsteli vrednosti preǰsnjega kroga. Na ta način smo dobili
zelo natančne napovedi, ni pa težko videti, da se tak sistem povsem podre, če se pri
oceni periode nekoliko zmotimo ali če je kakšen krog hitreǰsi ali počasneǰsi od drugega.
To pa so stvari, ki so v robotiki običajne, kar naredi to strategijo neprimerno za delno
ali popolnoma avtomatiziran sistem, kakršnega smo si zaželeli v definiciji problema.
Ti problemi sicer niso nerešljivi, periodo bi lahko na primer izračunali avtomatsko s
pomočjo Fourierjeve transformacije. Možno bi bilo tudi napisati algoritem, ki bi tekom
napovedovanja zaznaval morebitno prehitevanje ali zaostajanje robota in na podlagi
tega prilagodil napoved. Na koncu se nismo odločili za nobeno od teh možnosti, saj bi
na ta način izgubili ključno prednost statističnih metod - njihovo preprostost. Tudi če
bi bile take metode še vedno računsko manj zahtevne od nevronskih mrež, bi morali
vzdrževati več po meri narejene kode, kar je ponavadi dražje.
Naslednji korak v povečevanju kompleksnosti bi bile klasične metode strojnega učenja,
kot so različne vrste drevesnih modelov (ang. decision trees). Glede na literaturo so
taki modeli uporabni tudi za časovne vrste, vendar njihove zmogljivosti niso posebej
izstopale [1]. Vseeno bi jih v nalogi preizkusili, če ne bi bilo zaradi razlik glede na
nevronske mreže za njihovo implementacijo potrebno relativno veliko časa.
Slika 3.6: Shema GRU nevronske mreže, implementirane v Tensorflowu (imena slojev
je določil program).
Ostale so nam torej nevronske mreže, kjer smo, zaradi primernosti za časovne podatke,
največ pozornosti namenili ponavljajočim se nevronskim mrežam. Na tem področju
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je bilo v zadnjih letih precej raziskovalnih uspehov [39–41], po drugi strani pa so se
slǐsala tudi opozorila, da se v določenih primerih bolje obnesejo statistične metode [42]
ali preprosteǰse nevronske mreže [43]. Tekom razvoja smo zato na vseh podatkovnih
setih uspešnost modela primerjali z enostavno večnivojsko usmerjeno nevronsko mrežo,
ki se sicer na nobenem od naših testnih primerov ni posebej dobro obnesla. Kot manj
uspešne so se izkazale tudi preproste implementacije LSTM in GRU nevronskih mrež,
kakršna je na primer na sliki 3.6, zato tudi teh nismo uporabljali v končni rešitvi.
Na koncu smo se odločili za arhitekturo enkoder/dekoder, ki je sestavljena iz dveh
LSTM (ali GRU) celic. Prva deluje kot enkoder - na podlagi vhodnega zaporedja se v
celici spreminja skrito stanje, ki ga na koncu zaporedja shranimo in podamo drugi celici
- dekoderju. Ta iz tega skritega ali izpeljanega izhodnega stanja - glede na cilj, ki smo
ga definirali z označevanjem podatkov pri učenju - ali rekonstruira izvirno zaporedje
ali ustvari napoved. Ta arhitektura se je dobro obnesla tako v literaturi [1,41], kot tudi
na naših testnih primerih. Potencialna razlaga za dobre rezultate je, da z zahtevo, da
mreža za napoved lahko uporabi samo informacije, ki so shranjene v skritem stanju, v
mreži ustvarimo ozko grlo. Tako jo prisilimo, da si vhodnega zaporedja ne zapomni,
temveč naredi povzetek s ključnimi informacijami. Nekako podoben mehanizem lahko
vidimo tudi pri ljudeh, ki jim pokažemo neke podatke, potem pa jih morajo rekonstru-
irati iz spomina. Grafični prikaz implementirane enkoder/dekoder arhitekture je na
sliki 3.7.
Slika 3.7: Shema enkoder/dekoder GRU nevronske mreže, implementirane v
Tensorflowu (imena slojev je določil program).
Čeprav imamo podatkovni set z večimi spremenljivkami, nismo do zdaj omenjali nič o
tem, ali smo napovedovali samo eno ali več spremenljivk hkrati. Izkaže se, da pri ne-
vronskih mrežah ni večjih razlik pri implementaciji. Z uporabo znanja iz podpoglavja
2.3.3, vidimo da nevronske mreže omogočajo neodvisno procesiranje posameznih spre-
menljivk, alternativno pa je lahko vsaka spremenljivka odvisna od vseh drugih - vse
je odvisno od tega, kako se med učenjem nastavijo uteži. Ravno učenje je mesto, kjer
nam napovedovanje več spremenljivk hkrati lahko škodi. Prvič; proces je računsko
43
Metodologija raziskave
zahtevneǰsi, saj se moramo naučiti bistveno več uteži in drugič; stroškovna funkcija je
izračunana za vse izhodne spremenljivke skupaj, zato lahko povprečenje skrije dejansko
dogajanje. Primer tega bi bila situacija, kjer validacijski strošek za eno spremenljivko
že narašča (imamo prekomerno prileganje), za drugo pa še vedno pada - povprečje pa
je nekje konstantno. Nismo pa v praksi videli nobenega takega primera, poleg tega
naj bi adaptivni optimizacijski algoritmi poskrbeli, da se take stvari ne zgodijo. Na
podlagi teh faktorjev smo se odločili, da vsi naši modeli napovedujejo več spremenljivk
hkrati.
V zgornjem besedilu smo LSTM in GRU celice uporabljali zamenljivo, za kar obstaja
dober razlog - ker imata enake vhode in izhode, sta zamenljivi tudi v praksi (skrito
stanje LSTM-ja živi znotraj celice). Tekom testiranja smo večkrat izmenjevali med
obema tipoma in večinoma nismo opazili bistvenih razlik. Zanimiva izjema je bila v
začetnih fazah, ko smo testirali še na posameznih spremenljivkah. V enem od prime-
rov je zamenjava LSTM celic za GRU dramatično izbolǰsala rezultate, predvsem se je
zmanǰsalo število neželenih oscilacij v napovedi. Ko smo prešli na hkratno napovedo-
vanje večih spremenljivk, je ta velika razlika izginila, velikokrat so LSTM mreže dale
celo bolǰse rezultate. To si razlagamo s tem, da je bila LSTM celica prekompleksna
za preprost primer, medtem ko je pri večjem številu učljivih parametrov pri modelu s
hkratnim napovedovanjem večih spremenljivk ta problem izginil. Vseeno smo zaradi
majhnih razlik in približno 25% hitreǰsega učenja več uporabljali GRU celice.
Opis konkretne implementacije
Modele smo implementirali v knjižnici Tensorflow (različica 2.3.0), ki s pomočjo pro-
gramskega vmesnika tf.keras omogoča enostavno definiranje in spreminjanje mode-
lov, vsaj če so ti sestavljeni iz obstoječih gradnikov. Več dela smo imeli z nadzorom
toka podatkov in uporabo modela. Ključni koraki so opisani v nadaljevanju.
1. Uvoz podatkov: Podatke smo uvozili iz .csv dokumenta v DataFrame, iz ka-
terega smo izbrali spremenljivke, ki jih bomo napovedovali. Najpomembneǰsa
zahteva je, da so podatki v času enakomerno razporejeni.
2. Izračun dolžine časovnih oken in opcijsko podvzorčenje: Na podlagi
časovnega okna, ki ga želimo uporabiti za napovedovanje, nam funkcija izračuna
koliko časovnih korakov v preteklosti potrebujemo. Ker LSTM in GRU celice
najbolje delujejo z dolžinami zaporedij nekje do 200 korakov, po potrebi podatke
podvzorčimo.
3. Razdelitev na zaporedja in ločitev zaporedij na učna in testna: V tem
koraku odstranimo indekse (podatke o času) in uporabimo dobljene parametre iz
preǰsnjega koraka, da ustvarimo zahtevana zaporedja.
4. Skaliranje podatkov: V večini primerov skaliranje ni bistveno izbolǰsalo rezul-
tatov, zato ga v glavnem nismo uporabljali. Težave bi se pojavile pri zelo velikih
številkah ali pa pri velikih razlikah med spremenljivkami, zato smo v takih prime-
rih spremenljivko delili s konstantnim faktorjem. Ta pristop sta uporabila tudi
Altché in de La Fortelle v svojem članku [40].
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5. Pretvorba učnih podatkov v obliko za nadzorovano učenje: Ta funkcija
najprej združi vsa učna zaporedja, nato iz njih ustvari strukturo vhodnih po-
datkov in strukturo oznak. Za vsako vhodno zaporedje v prvi strukturi, obstaja
njegovo nadaljevanje v drugi strukturi. To nadaljevanje mreži služi kot referenca
za pravilno napoved. Teh zaporedij je več kot po delitvi pri tretji točki, saj se
med seboj prekrivajo.
6. Definicija modela: Na tej točki se definira arhitektura mreže, kaj so vhodni
podatki in kaj oznake ter vsi parametri učenja. Sliki 3.6 in 3.7 prikazujeta rezultat
tega koraka, medtem ko ostali koraki niso na sliki. Validacijskih podatkov nismo
ustvarili s svojo kodo, temveč smo za to uporabili vgrajeno orodje knjižnice.
Dela učnih podatkov torej ne uporabimo za učenje, temveč za validacijo procesa
učenja.
7. Učenje: V tem koraku se izvede prileganje definiranega modela našim podatkom.
Z orodjem Tensorboard nadzorujemo spreminjanje stroškovne funkcije učnih in
validacijskih podatkov in na podlagi tega ocenimo, kdaj je treba ustaviti učenje.
8. Napovedovanje z dobljenim modelom: Modelu smo dali na voljo vse pretekle
podatke, potem pa smo mu zaporedno dajali nova zaporedja testnih podatkov
in shranili dobljene napovedi. Za vsak naslednji korak je model dobil resnične
podatke do točke pred napovedjo, kar je podobno napovedovanju v realnosti.
Na tej točki lahko napovedim, z upoštevanjem časovnih podatkov iz začetka,
rekonstruiramo indekse.
Naslednja naloga je bila optimizacija hiperparametrov in testiranje različnih izvedb
mreže. Te stvari smo naredili ročno, vendar smo idejno sledili strategiji mrežnega
iskanja - sistematično preizkušanje kombinacije različnih hiperparametrov.
Inspiracija za zgoraj opisano metodologijo je bila Brownleejeva implementacija enko-
der/dekoder mreže [44]. Na tem mestu lahko omenimo, da se izvedba enkoder/dekoder
LSTM mrež nekoliko razlikuje glede na vir. Mi smo dekoderju za vhodne podatke
ves čas dajali končno izhodno stanje preǰsnje stopnje (podobno so naredili tudi v [1]
in [44]), medtem ko so v [41] in [45] zadnje skrito stanje enkoderja uporabili za inici-
alizacijo skritega stanja dekoderja, prvi vhod so naključno inicializirali, za prihodnje
vhode pa so uporabljali izhode preǰsnjih časovnih korakov.
Nazadnje bomo ovrednotili ta postopek v kontekstu zahtev v definiciji problema, pred-
vsem zahtevo po možnosti avtomatizacije. Res je v trenutni verziji postopka še nekaj
ročnega dela, vendar ga je veliko odvisnega od začetne obdelave podatkov. Če imamo
na vhodu enak tip podatkov ali pa vsaj podatke z enakimi časovnimi karakteristi-
kami, velik del ročnega dela odpade. Moramo pa biti prepričani, da bodo podatki v
določenem razponu, saj bi drugače prǐsli do numeričnih problemov pri učenju. Če so ti
pogoji izpolnjeni, je vse odvisno od tega, koliko je potrebno spreminjati učne parame-




3.2.2.3 Kratkoročno napovedovanje prihodnje pozicije robota glede na gi-
banje robota
Definicija problema
V preǰsnjem podpoglavju smo se ukvarjali z napovedovanjem periodičnega gibanja, kjer
smo za vsak nov primer model na novo učili. V tem podpoglavju smo želeli model, ki
bi bil na podlagi preteklih podatkov o gibanju robota sposoben smiselno napovedati
njegovo prihodnjo trajektorijo, hkrati pa bi bil dovolj splošen, da ga ne bi bilo potrebno
na novo učiti za vsako nalogo.
Kot smo zapisali že v uvodu, ljudje v vsakdanjem življenju pogosto napovedujemo
kratkoročne trajektorije objektov, tako da ni težko videti, da bi bila to uporabna
spretnost tudi za robota. Moramo pa v kontekst postaviti tudi naš testni primer.
Napovedovanje trajektorije samo iz preteklih podatkov o gibanju robota ni najbolj
smiselno. S tem namreč zanemarjamo ostale informacije, ki jih imamo o robotu; če
imamo na voljo kotne hitrosti koles, lahko s pomočjo znane kinematike izračunamo
trenutno trajektorijo. Če poznamo fizikalne lastnosti robota in navore na kolesa, nam
gibanje določijo gibalne enačbe. V praksi imamo te podatke skoraj vedno na voljo,
fizikalni model pa je v ROS-u implementiran v okviru DWA lokalnega načrtovalca, o
katerem smo govorili v podpoglavju 2.5.3. V Urhovi magistrski nalogi je bilo pokazano,
da tudi če dinamskega modela robota ne poznamo, ga lahko posnemamo s pomočjo
LSTM nevronske mreže, ki ji za vhodne podatke podamo napetosti na elektromotorjih,
kot oznake pa gibanje robota [46]. Po drugi strani pa robot teh informacij nima na
voljo za objekte v okolici, medtem ko lahko njihovo gibanje s kvalitetnimi zaznavali
spremlja precej natančno. Za realistično izvedbo eksperimenta bi bilo torej potrebno
vzpostaviti sistem večih robotov in jih koordinirati med sabo, kar v začetni fazi razvoja
modelov ni najbolj smiselno. Zato je naš testni primer - uporaba podatkov iz enega
robota - primerna začetna točka.
Uporabljeni podatki
Zaradi neuspehov pri uporabi statističnih metod pri preǰsnjem primeru, smo se to-
krat že od začetka posvetili metodam strojnega učenja, zato bomo na podatke gledali
predvsem iz stalǐsča teh.
Osnovne značilnosti uporabljenih podatkovnih setov so enake kot pri drugem primeru
iz preǰsnjega podpoglavja, gre torej za posnetke odometrije in transformacij Turtlebota.
Smo pa hitro ugotovili, da je ta primer zahtevneǰsi od preǰsnjega. Ko metode strojnega
učenja v realnosti ne delujejo po pričakovanjih, je eden od najpogosteǰsih razlogov za
to razlika med učnimi in praktičnimi podatki. Formalneǰse to definiramo tako, da
postavimo zahtevo, da je porazdelitev učnih podatkov enaka kot porazdelitev podatkov
med uporabo modela. Pri preǰsnjem problemu je bil ta pogoj avtomatično izpolnjen,
saj smo mrežo sproti učili za vsak testni primer. Pri tem problemu je drugače. Če bi
za učenje naše bolj splošne mreže uporabili podatkovni set gibanja med tremi točkami,
potem pa bi model uporabili v drugačnih okolǐsčinah, bi dobili pristrane napovedi.
Konkretno to pomeni, da bi model, ne glede na dejansko gibanje robota, napovedoval
vrnitev na trajektorije iz učnih podatkov.
Zato smo potrebovali nov podatkovni set, za snemanje katerega smo, zaradi večje
fleksibilnosti, uporabili simulator Gazebo. Dobljene posnetke smo podrobno primerjali
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Slika 3.8: Pot robota na uporabljenem simuliranem posnetku.
z dejanskimi posnetki, da bi ocenili razlike. Odometrija v simuliranem primeru ne drsi,
vendar to ni hud problem, saj uporabljamo samo kratkoročne podatke. Na dejanski
odometriji po pričakovanjih opazimo nekaj šuma, ki ga na simuliranem posnetku ni.
Vendar ta razlika ni velika, saj odometrija ni sestavljena iz surovih podatkov iz zaznaval,
temveč so ti že predobdelani. Preden bi model uporabili v praksi, bi ga morali nujno
ovrednotiti na pravih podatkih, medtem ko so za razvojno fazo razlike dovolj majhne.
Pot robota na enem od simuliranih posnetkov je prikazana na sliki 3.8.
Uporabljene metode in potek dela
Med pregledom literature smo našli kar nekaj primerov, ko so raziskovalci podobne
probleme reševali z LSTM nevronskimi mrežami. Alahi in sodelavci so pokazali, da je
možno z uporabo LSTM nevronske mreže gibanje ljudi v množici napovedovati bistveno
bolǰse, kot z uporabo klasičnih metod [47]. So se pa več ukvarjali z interakcijami med
ljudmi, zato ta pristop ni primeren za naš testni primer, medtem ko bi bil uporaben za
robote, ki bi delovali v množicah. Bližje našemu primeru so članki, ki so se ukvarjali z
napovedovanjem trajektorije avtomobilov med vožnjo po večpasovni avtocesti. Altché
in de La Fortelle [40] sta za napovedovanje trajektorije enega vozila uporabila klasično
LSTM mrežo, ki sta ji dodala direktno povezavo od vhodov do izhodov. To v praksi
pomeni, da mreža kot izhodǐsče vzame trenutne vhodne podatke, potem pa LSTM
del izračuna spremembe od te osnove. Na ta način je napovedovanje nekoliko bolj
konzervativno, kar je za naš testni primer smiselno - robotom se med normalnim obra-
tovanjem trajektorija ne spreminja ves čas oziroma so te spremembe relativno majhne.
Park in sodelavci [41] po drugi strani niso uporabili take direktne povezave, so pa za
napovedovanje trajektorij uporabili enkoder/dekoder LSTM arhitekturo. Njihov pri-
stop je bil bolj sistemski, saj so trajektorije hkrati napovedovali za vsa vozila v okolici.
Vsakemu od njih so dodelili svojo enkoder/dekoder enoto, v vse te enote pa so dali
podatke o gibanju vozila opazovalca. Pristop se je izkazal za dovolj dodelanega, da so
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ga uspešno testirali v praksi na vozilu opremljenem z lidarjem. Dolgoročno gledano bi
bila verjetno taka arhitektura izvedljiva tudi v mobilni robotiki, za naš testni primer
pa je bil članek koristen predvsem kot potrditev enkoder/dekoder arhitekture.
Slika 3.9: Shema enkoder/dekoder GRU nevronske mreže z direktno povezavo,
implementirane v Tensorflowu (imena slojev je določil program).
Odločili smo se za kombinacijo implementacij iz zgoraj omenjenih člankov - enko-
der/dekoder GRU ali LSTM struktura z direktno povezavo od vhodov do izhodov.
Tudi za ta obvod obstaja več možnih implementacij; združitev v izhodnem sloju se
lahko izvede kot seštevanje ali pa kot spajanje, kjer izhode v končno obliko spravimo
s še enim usmerjenim slojem mreže. Če za direktno povezavo uporabimo neobdelane
vhodne podatke, naprej pošiljamo zaporedje, ki lahko že vsebuje trend. Zato je pri
konstantnem padanju ali naraščanju osnova za enkoder/dekoder sloj žagasti vzorec, ki
ga je zahtevno kompenzirati. Alternativa je, da izdelamo novo zaporedje, ki je kon-
stantno in enako zadnji vrednosti vhodnega zaporedja. Ta izvedba obvoda je, skupaj
s seštevanjem v zadnjem sloju, na naših testiranjih dosegla najbolǰse rezultate. Shema
rešitve je na sliki 3.9.
Za konec smo za referenco implemantirali tudi statistično metodo ARIMA, ki smo jo
opisali v podpoglavju 2.2. Za vsako spremenljivko posebej smo z mrežnim iskanjem in
metodo MLE (ang. maximum likelihood estimation) poiskali modele z najnižjim AIC
(ang. Akaike information criterion), ki upošteva natančnost prileganja in komple-
ksnost modela. Na ta način določimo red modela, ki se potem z različnimi konkretnimi
koeficienti uporablja med napovedovanjem. Obstajajo tudi vektorske avtoregresijske





Kot smo opisali na koncu podpoglavja 3.2.2.2, je spreminjanje modelov v Tensorflowu
relativno enostavno, poleg tega je naša koda dovolj fleksibilna za različne vhodne po-
datke. Zato sta konkretna implementacija rešitve z nevronskimi mrežami in postopek
dela skoraj identična, zato ju tukaj ne bomo še enkrat opisovali.
Metodo ARIMA smo implementirali z uporabo knjižnice Statsmodels in ročno napi-
sanega mrežnega iskanja. Napovedovanje je izvedeno na enak način, kot pri metodah
strojnega učenja, vendar s to razliko, da se pri metodi ARIMA vsak cikel napovedovanja
na novo izračunajo koeficienti za prileganje modela novim podatkom.
3.3 Razvoj ROS paketa za napovedovanje
Kot smo razložili v preǰsnjem podpoglavju, je bistvena razlika med našim dolgoročnim
in našim kratkoročnim napovedovanjem pogostost učenja, samo napovedovanje pa je
v obeh primerih enako. Zato smo paket idejno zasnovali modularno: Eno vozlǐsče
skrbi za napovedovanje iz shranjenega modela, ki je namenjen tako kratkoročnim in
dolgoročnim napovedim - to določimo z nastavitvami modula. Drugo vozlǐsče pa bi se
uporabljalo samo v primeru periodičnih vzorcev obnašanja. Na ukaz uporabnika bi se
začel proces učenja, ki bi proizvedel nov model za napovedovalni modul. Slika 3.10
prikazuje povezavo med vozlǐsči, temami in modelom.
Slika 3.10: Shema, ki prikazuje ključne komponente paketa.
Čeprav smo v okviru te naloge implementirali samo napovedovalni modul, bi se, zaradi
modularnosti, učni modul lahko dodal naknadno.
3.3.1 Napovedovalni modul
Ob zagonu napovedovalnega modula mu moramo podati temo, na kateri je časovna
vrsta, ki jo želimo napovedovati, lokacijo shranjenega modela in časovne informacije
modela (dolžina okna in frekvenca vzorčenja). Modul nato začne poslušati na izbrani
49
Metodologija raziskave
temi, dobljene podatke podvzorči, odstrani indeks ter zaporedja zapakira v struk-
turo, ki jo zahteva model. To strukturo vstavimo v shranjen model, ki že vsebuje
vse, kar potrebujemo za njegovo izvajanje. V trenutni različici se iz dobljene napo-
vedi ustvari standardno sporočilo za opisovanje poti v ROS-ovem navigacijskem sklopu
(nav_msgs/Path). To je prikladno za vizualizacijo in morebitno nadaljno uporabo.
Dolgoročno gledano bi bilo verjetno smiselno sistem narediti bolj splošen - napovedo-
valni modul bi napovedim rekonstruiral indeks in jih objavljal v obliki standardnega
ROS sporočila za pošiljanje matrik. Druga vozlǐsča bi prejela napovedi v tej obliki in
izvajala pretvorbe v želene oblike.
Tensorflow Lite
Knjižnica Tensorflow zasede veliko prostora, poleg tega ni napisana z mislijo na manj
zmogljive naprave. Rešitev tega problema je knjižnica Tensorflow Lite, ki je namenjena
za naprave od pametnih telefonov do mikrokrmilnikov. Polne Tensorflow modele je
potrebno pred uporabo pretvoriti v optimizirane TFLite modele, pri čemer je treba
paziti, da TFLite podpira vse funkcije, ki smo jih uporabili za definicijo modelov,
saj nekaterih funkcionalnosti polnega Tensorflowa ta knjižnice trenutno ne podpira.
Za poganjanje TFLite modelov ni potreben cel Tensorflow, temveč je dovolj TFLite
tolmač, ki zasede samo nekaj MB. Prve verzije Tensorflowa Lite so bile namenjene
skoraj izključno procesorjem z ARM arhitekturo, medtem ko so na x86 procesorjih
modeli včasih delovali počasneje kot v polnem Tensorflowu. V prihodnosti pa naj bi
bil Tensorflow Lite na x86 procesorjih enako dobro optimiziran, kot je zdaj na ARM
procesorjih. Kar se tiče naših testnih primerov, je bil že zdaj na uporabljenih x86
osebnih računalnikih TFLite opazno hitreǰsi od polnega Tensorflowa brez zmanǰsanja
kvalitete napovedi.
Turtlebot 2 bi bil sicer dovolj zmogljiv tudi za polne Tensorflow modele, poleg tega
bi napovedi lahko izvajali tudi na zunanjem prenosniku. Vseeno smo se odločili za
uporabo Lite verzije, zato da bi sistem porabil kar se da malo računskih kapacitet.
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4 Rezultati in diskusija
4.1 Napovedovanje prihodnjega stanja baterije
Kot smo podrobno razložili v podpoglavju 3.2.2.1, smo morali, zaradi značilnosti za-
znaval, ta testni primer precej poenostaviti. Pretekle podatke o stanju baterije smo
aproksimirali z linearno funkcijo, ki smo jo uporabili za napovedovanje. Rezultati so
prikazani na sliki 4.1.
Slika 4.1: Napoved prihodnje stopnje napolnjenosti baterije.
Z uporabo znanja o linearni regresiji, bi lahko ocenili kako dobro se izbrana funkcija
prilega podatkom in kako natančne bodo naše napovedi. Vendar tega nismo naredili,
saj smo ocenili, da večina napake izvira iz merilne negotovosti merjenja napetosti in
izračuna stopnje napolnjenosti baterije.
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4.2 Napovedovanje prihodnje pozicije robota glede
na pretekle vzorce obnašanja
4.2.1 Rezultati
Najprej si bomo pogledali rezultate za primer robota sledilca črte, saj je njegova traj-
ektorija kompleksneǰsa in s tem primerneǰsa za ocenjevanje modelov. Časovno vrsto
smo napovedovali za 60 sekund v prihodnosti na podlagi 60 sekundnega okna preteklih
podatkov.
Na našem testiranju se je najbolǰse obnesel LSTM enkoder/dekoder, ki smo ga podrob-
neje opisali v podpoglavju 3.2.2.2. Hiperparametri modela so bili:
– število spominskih enot v enkoder LSTM celici: 800
– število spominskih enot v dekoder LSTM celici: 800
– število nevronov usmerjene gosto povezane mreže pred izhodom: 200
– dolžina zaporedij v LSTM celici: 89 (frekvenca vzorčenja podatkov je bila 1,5 Hz)
– velikost mini-sarž: 32
– število ciklov učenja (epoh): 80
– delež validacijskih podatkov: 10%
Tudi ostali modeli v tem podpoglavju uporabljajo te hiperparametre, razen kjer je
izrecno omenjeno drugače.
Slika 4.2: Trajektorija sledilca črte, napovedana z enkoder/dekoder LSTM mrežo.
Na sliki 4.2 je prikazana trajektorija, ki jo napove enkoder/dekoder LSTM model, v
primerjavi z dejansko trajektorijo. Razvidno je, da se model ni uspel naučiti oscilacij
z vǐsjimi frekvencami. To se še bolj jasno vidi, ko pogledamo potek koordinate y na
sliki 4.4. Z bolj gladko koordinato x na sliki 4.3 pa model ni imel večjih težav.
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Slika 4.3: Koordinata x v odvisnosti od časa, napovedana z enkoder/dekoder LSTM
mrežo. Na sliki je prikazana je samo polovica učnih podatkov.
Slika 4.4: Koordinata y v odvisnosti od časa, napovedana z enkoder/dekoder LSTM
mrežo. Na sliki je prikazana je samo polovica učnih podatkov.
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Preglednica 4.1: Koren srednje kvadratne napake (RMSE) za sledilca črte za nekaj
tipov nevronskih mrež.
Tip mreže: E./d.* LSTM MLP** E./d.* GRU E./d.* GRU (200 enot) GRU
RMSE: 0,32 0,33 0,34 0,37 0,38
*Enkoder/dekoder
**Večnivojska usmerjena gostopovezana nevronska mreža
Za primerjavo smo na tem mestu poskušali izbrati reprezentativne predstavnike po-
sameznih arhitektur, pri čemer hiperparametrov nismo spreminjali, razen če je bilo
nujno. To potencialno koristi naši izbrani arhitekturi, saj smo hiperparametre določili
na podlagi testiranja te arhitekture.
Za merilo napake smo uporabili koren srednje kvadratne napake, ki jo brez korena
poznamo kot stroškovno funkcijo z enačbo (2.11). Koren vpeljemo zato, da je napaka
v istih merskih enotah kot spremenljivka in jo zato lažje interpretiramo. V našem
primeru smo sicer napako izračunali tudi na napovedih orientacije, zato nima več ja-
snega fizikalnega pomena. Kar nas ne moti, saj nas zanima predvsem primerjava med
posameznimi modeli.
Poleg zgoraj opisanega modela enkoder/dekoder LSTM modela, smo primerjali še
različico tega modela z GRU celicama in še eno GRU različico z manj parametri (200
spominskih enot v enkoderju in dekoderju, 50 nevronov usmerjene mreže pred izho-
dom), ki smo jo učili na 40 ciklih. Naslednji model je bil običajen GRU (shema je
prikazana na sliki 3.6). Zadnji kandidat je bil model sestavljen iz štirih slojev klasičnih
usmerjenih nevronov. Ker ima ena GRU spominska enota trikrat več parametrov od
enega umetnega nevrona, smo pri tem modelu v enem sloju število nevronov povečali
na 1200, pri ostalih pa nastavili 800.
V preglednici 4.1 so prikazani rezultati tega testiranja. Presenetil nas je predvsem
odličen rezultat večnivojske usmerjene nevronske mreže, ki je skoraj tako dobra kot
naš izbran model in celo bolǰsa, kot GRU verzija tega modela. Situacija je bolj ja-
sna, ko si pogledamo napovedano trajektorijo na sliki 4.5. Napoved je ves čas blizu
dejanski trajektoriji, kar povzroči da je izračunana napaka nizka, oblika napovedi pa
je popolnoma nerealistična.
Situacije je ravno obratna pri različici enkoder/dekoder mreže z malo učnimi para-
metri. Izračunana napaka je dokaj visoka, pogled na trajektorijo na sliki 4.6 pojasni
zakaj. Napoved precej odstopa od dejanske trajektorije, velik zavoj na začetku testnih
podatkov napoved kar preseka. Po drugi strani pa je to realistična trajektorija, ki je
mnogo bolj verjetna kot napoved usmerjene nevronske mreže.
Uporaba izbrane arhitekture na drugem testnem primeru
Kot smo definirali v podpoglavju 3.2.2.2, si želimo, da je arhitektura uporabna na več
testnih primerih, brez ročnega spreminjanja hiperparametrov. Zato smo pri učenju
mreže na posnetku gibanja Turtlebota uporabili točno iste, kot pri preǰsnjem primeru.
Zmanǰsali smo le število ciklov učenja, saj je ta testni primer mnogo dalǰsi od preǰsnjega.
Dobljena trajektorija je vidna na sliki 4.7, časovna odvisnost koordinate y na sliki 4.8.
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Slika 4.5: Trajektorija sledilca črte, napovedana z večnivojsko gosto povezano mrežo.




Slika 4.7: Trajektorija Turtlebota 2, napovedana z enkoder/dekoder LSTM mrežo.
Slika 4.8: Koordinata y v odvisnosti od časa, napovedana z enkoder/dekoder LSTM




Rezultati so pokazali, da se je naš model sposoben naučiti periodične vzorce obnašanja
robota in jih uporabiti za napovedovanje. Pri tem nam ni treba spreminjati hiperpa-
rametrov od primera do primera (z izjemo prilagajanja števila ciklov učenja skupnemu
času primera, kar bi bilo zelo enostavno avtomatizirati). Osnovni cilj je torej dosežen
in lahko rečemo, da je, po trenutnih podatkih, ideja o učenju za vsak nov primer
izvedljiva.
Po drugi strani smo naleteli na nekaj presenetljivih slabosti modela, ki je na področju
modeliranja jezika pokazal zmožnost učenja kompleksnih jezikovnih struktur in stvari,
kot je sintaksa programskih jezikov. Model se namreč ni sposoben naučiti nihanja z
vǐsjimi frekvencami in se obnaša nekoliko podobno kot nizkopasovni filter. Pri mo-
delih z manǰsim številom spominskih enot je bilo to bistveno bolj izrazito, vendar od
določene točke naprej nismo več videli nobenih izbolǰsav. Ena možnost je, da bi en-
koder/dekoder implementirali na drug način, z avtoregresijskim sistemom dekodiranja
- natančneje smo o temu govorili na koncu podpoglavja 3.2.2.2. Verjetno pa to ne bi
rešilo vsega, saj imajo tudi klasične LSTM/GRU celice ta problem, čeprav je manj
izrazit. Dokler to obnašanje ostaja, ta model ni primeren za časovne vrste, kjer so taka
nihanja pomembna.
Zelo zanimivo je bilo obnašanje večnivojskih usmerjenih nevronskih mrež. Kot smo
omenili v podpoglavju 2.3.4, ta tip nevronskih mrež nima koncepta časa, zato marsikdo
že vnaprej izbere LSTM ali GRU. Podatki kažejo, da to ni nujno dobra strategija. Iz
teorije vemo, da so take nevronske mreže sposobne aproksimacije poljubne funkcije,
zato tudi časovne vrste načeloma niso problem. Če bi potrebovali samo najnižjo na-
pako, bi ta tip nevronske mreže, če upoštevamo še preprostost in računsko učinkovitost,
gladko zmagal. Smo pa v našem primeru tudi videli, zakaj so RNN nevronske mreže
tako pogoste pri obravnavi fizikalnih problemov. Brez poglobljenega matematičnega
pogleda v naš primer, tega sicer ne moremo trditi, v vsakem primeru pa je dejstvo, da
je v RNN mreže vgrajeno upoštevanje časa - torej da en korak sledi iz drugega - zelo
prikladna razlaga za naša opažanja.
To sicer ni razvidno iz zgornjih grafov, so se pa v našem testiranju pojavili trendi
glede primerjave med LSTM in GRU celicami. Svoje najbolǰse rezultate smo večinoma
dosegli z LSTM celicami. Po drugi strani so bile GRU celice dosledno manj proble-
matične. Ne samo, da je bilo učenje hitreǰse zaradi manj parametrov, tudi konvergenca
stroškovne funkcije je bila v splošnem bolǰsa (manj oscilacij in podobnega). Tudi pri
že naučenih modelih, so bili pri LSTM mrežah pogosteǰsi razni neželeni artefakti. Če
bi gradili avtomatiziran model, bi se verjetno torej odločili za GRU celice.
Nazadnje bomo pojasnili razloge za vključitev enkoder/dekoder GRU mreže z 200
spominskimi enotami v našo primerjavo. Videli smo, da se ta mreža ne obnaša ne
posebej dobro ne posebej slabo - odvisno od naših zahtev. Kar jo naredi posebno, je
čas učenja. Naš glavni model se na grafični kartici, ki nam jo je dodelil Colab (Nvidia
T4) uči 2 minuti, kar bi se sicer verjetno dalo nekoliko skraǰsati, saj je 80 ciklov učenja
verjetno nekoliko preveč (mimogrede, to si lahko privoščimo, ker za nove primere na
novo treniramo mrežo, zato prekomerno prileganje ni velik problem). Naš ekonomični
model pa za učenje potrebuje okoli 10 sekund. To pomeni, da bi tudi na procesorjih
osebnih računalnikov učenje trajalo samo kakšno minuto.
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4.3 Kratkoročno napovedovanje prihodnje pozicije
glede na gibanje robota
4.3.1 Rezultati
Napovedovanje z uporabo strojnega učenja
Časovno vrsto smo napovedovali za 3 sekunde v prihodnosti na podlagi 3 sekundnega
okna preteklih podatkov. Poleg lokacije in orientacije iz preǰsnjega problema, tukaj za
napovedi uporabljamo tudi linearno in kotno hitrost robota, oboje pa tudi napovedu-
jemo skupaj z ostalimi spremenljivkami.
Od modelov strojnega učenja, smo uporabljali GRU enkoder/dekoder z direktno pove-
zavo od vhodov do izhodov, kar smo podrobneje opisali v podpoglavju 3.2.2.3. Hiper-
parametri modela so bili:
– število spominskih enot v enkoder GRU celici: 600
– število spominskih enot v dekoder GRU celici: 600
– število nevronov usmerjene gosto povezane mreže pred izhodom: 100
– dolžina zaporedij v LSTM celici: 60 (frekvenca vzorčenja podatkov je bila 20 Hz)
– velikost mini-sarž: 32
– število ciklov učenja (epoh): 7
– delež validacijskih podatkov: 20%
Slika 4.9: Sestavljenka napovedi trajektorij Turtlebota 2, napovedano z
enkoder/dekoder GRU mrežo.
Na sliki 4.9 je prikazano večje število kratkoročnih napovedi. Spomnimo, da dobi model
po vsaki napovedi realne podatke, ki jih uporabi za novo napoved. Te posodobitve
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vidimo kot skoke - čeprav izgleda napoved na sliki odžagana in nezvezna, so same
napovedi v resnici gladke. Imajo pa te napovedi pogosto odstopanja - kot se še jasneje
vidi iz slike 4.10, so ta napake največje takoj po kakšni spremembi. Te se, po določenem
času enakomernega gibanja, spet zmanǰsajo.
Slika 4.10: Sestavljenka napovedi koordinate x Turtlebota 2, napovedano z
enkoder/dekoder GRU mrežo.
Napovedovanje z uporabo metode ARIMA
Definicija problema je enaka kot za metodo strojnega učenja. Ker pa smo imple-
mentirali običajno metodo ARIMA, ki deluje samo na skalarnih spremenljivkah, smo
trajektorijo sestavili iz ločenih napovedi za x in y, medtem ko ostalih spremenljivk
nismo napovedovali. Hiperparametri modela so bili:
– red AR za koordinato x: 2
– red MA za koordinato x: 2
– red AR za koordinato y: 2
– red MA za koordinato y: 1
– red diferenciranja: 0 (za obe)
– število vrednosti na časovno okno: 3 (frekvenca vzorčenja podatkov 1 Hz)
Razlog za tako nizko frekvenco vzorčenja so lastnosti metode, saj pri bolj gostih po-
datkih deluje slabše.
Napoved trajektorije z metodo ARIMA je prikazana na sliki 4.11, časovna odvisnost
koordinate x pa na sliki 4.12. Vse napovedi metode so navidezno ravne črte, kar lahko
razložimo z nizko frekvenco vzorčenja uporabljenih podatkov.
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Slika 4.11: Sestavljenka napovedi trajektorij Turtlebota 2, napovedano z metodo
ARIMA.





V preglednici 4.2 so rezultati primerjave metod kratkoročnega napovedovanja. Da so
vrednosti napake primerljive, smo za metodo strojnega učenja upoštevali samo lokacijo,
kljub temu da je model napovedoval še druge spremenljivke.
Preglednica 4.2: Primerjava metod za kratkoročno napovedovanje trajektorije Turtle-
bota 2.
Metoda: Enkoder/dekoder GRU Metoda ARIMA
RMSE [m]: 0,25 0,16
4.3.2 Diskusija
Kot je razvidno iz naloge, smo bistveno več pozornosti namenili metodam strojnega
učenja. Po tem, ko so se statistične metode izkazale za neprimerne za napovedovanje
periodičnega obnašanja robota, se je ta osredotočenost na strojno učenje še povečala.
Glede na rezultate tega testnega primera, je bilo zanemarjanje statističnih metod ver-
jetno napaka. Predvsem bi bilo zanimivo videti, kakšne rezultate bi dosegle vektorske
metode, kot je na primer VARMA - vektorska posplošitev kombinacije avtoregresije in
metode drsečih sredin.
Kljub mnogo večji napaki našega modela strojnega učenja, ima ta nekaj pomemb-
nih prednosti pred našo implementacijo metode ARIMA. Največja od njih je hitrost,
vsaj z uporabo knjižnice Tensorflow Lite in v format TFLite prevedenega modela.
Kljub mnogo večjim dimenzijam (hkrati napovedujemo šest spremenljivk dolžine 60 z
upoštevanjem enako velike količine podatkov v preteklosti), se napoved za eno časovno
okno na namiznem osebnem računalniku iz leta 2012 izračuna v 0,007 sekunde, medtem
ko pri metodi ARIMA napoved enega koraka (dve spremenljivki dolžine tri s prilega-
njem modela na 40 preteklih časovnih korakov vrste) vzame okoli 0,6 sekunde, torej
skoraj 100-krat počasneje. Dvomimo, da ta ogromna razlika izhaja izključno iz metod
samih. Naša razlaga je, da je strojno učenje področje, v katerega se vlaga ogromno
razvojnih zmogljivosti, zato obstajajo optimizirana orodja, kot je na primer Tensorflow
Lite. V prihodnosti bo najverjetneje razlika še večja, saj imajo že zdaj številni pame-
tni telefoni namenske čipe za pospeševanje strojnega učenja, kar pomeni da se bodo
prej ali slej znašli tudi v majhnih in poceni mobilnih robotih. Še ena velika prednost
strojnega učenja je, da je možno modele zamenjati in uporabiti staro infrastrukturo,
medtem ko bi napovedovalni modul na osnovi metode ARIMA ostal tak kot je, saj gre
za dokaj staro metodo.
Ko gre kaj narobe pri metodah strojnega učenja, so med prvimi stvarmi, ki jih pre-
verimo, podatki. Naši simulirani podatki zelo verjetno niso dovolj raznoliki, da bi bili
reprezentativni za splošno gibanje robota. Najbolǰse bi bilo, da bi na robotu med de-
jansko uporabo dlje časa (recimo nekaj deset ur) v različnih pogojih snemali gibanje,
nato pa bi te podatke uporabili za učenje modela. Na podlagi takih podatkov bi lahko
realno ocenili, ali model dobro deluje ali ne.
Spremenili bi lahko tudi obliko vhodnih podatkov v model. Zdaj gibanje spremljamo v
kartezičnem koordinatnem sistemu, zato se mora model naučiti koncept, da ima enako
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gibanje lahko zelo različne vrednosti x in y koordinat. Model si sicer pomaga z linearno
in kotno hitrostjo, vendar to sklepanje, kot vidimo iz rezultatov, ni popolno. Če smo
pri primeru dolgoročnega napovedovanja pri prehodu iz napovedovanja ene spremen-
ljivke na napovedovanje večih hkrati opazili samo izbolǰsave, je bila tukaj situacija bolj
kompleksna. Če iz vhodov v model odstranimo hitrosti, dobimo precej slabše rezul-
tate, kar nam pove, da modelu te dejansko pomagajo pri sklepanju. Po drugi strani
so napovedi obeh hitrosti bolj natančne pri samostojnem napovedovanju brez lokacije
robota. To bi lahko izkoristili tako, da bi na problem gledali v premičnem naravnem
koordinatnem sistemu, kjer bi trajektorije izračunali z integracijo napovedanih hitro-
sti. Kljub potencialno bolǰsi natančnosti se nismo odločili za ta pristop, saj z njim
potrebujemo več ročnega programiranja (kartezične koordinate napovedane trajekto-
rije moramo izračunati ročno), hkrati pa tudi marsikaj izgubimo. To, da so pri našem
modelu napovedi različne glede na lokacijo, je lahko tudi prednost v primerih, ko se
robot na določenem odseku delovnega območja obnaša drugače kot drugje (npr. se
premika počasneje na odseku z veliko ovirami).
4.3.3 Uporaba izbranega modela za napovedovanje v ROS-u
Zaradi hitrosti in fleksibilnosti smo za realizacijo napovedovanja v ROS-u izbrali me-
todo, ki spada med strojno učenje. Več o izvedbi je opisano v poglavju 3.3. Napovedo-
valni modul smo testirali v simulatorju Gazebo na robotu Turtlebot 2, ki je bil tudi vir
učnih podatkov. Rezultati so bili podobni kot na testiranju na osebnem računalniku.
Napovedi so bile zanesljive, a z občasnimi nesmiselnimi artefakti. Uporaba procesorja
in delovnega spomina je bila nizka (za 3 Hz osveževanje napovedi okrog 2% zasedenost
CPU-ja na prenosniku z i7-2620M in zasedanje 45 MB RAM-a). Nespremenjen model
smo testirali tudi na simulatorju manǰsega in počasneǰsega Turtlebota 3, kjer so bili
rezultati nekoliko slabši, a še sprejemljivi. Na sliki 4.13 so prikazani rezultati dveh
napovedi na simulaciji Turtlebota 3. Pri tem je potrebno upoštevati, da je kratkoročen
plan robota narejen za 1,5 s v prihodnosti, naša napoved pa za 2 s.
(a) (b)
Slika 4.13: Delovanje napovedovalnega modula v simulaciji v dveh časovnih trenutkih.
Napoved našega modela je označena z rdečo krivuljo, rumena krivulja pa predstavlja
kratkoročen plan robota, ki je skoraj enak dejanski trajektoriji.
62
5 Zaključki
Cilje magistrskega dela smo v veliki meri dosegli, a z določenimi omejitvami. Konkretno
smo v nalogi:
1. Implementirali preprosto napovedovanje prihodnjega stanja baterije Turtlebota
2, med tem ko smo razvoj kompleksneǰsih metod opustili zaradi nizke ločljivosti
merjenja napetosti.
2. Posneli periodično gibanje dveh robotov; preprostega sledilca črte in zmoglji-
veǰsega Turtlebota 2 ter dobljene podatke analizirali.
3. Razvili enkoder/dekoder RNN arhitekturo za dolgoročno napovedovanje priho-
dnjega položaja robota iz preteklih vzorcev obnašanja, ki je kljub zelo različnim
trajektorijam z istimi učnimi parametri dobro delovala na obeh testnih primerih.
To pomeni, da obstaja realna možnost za avtomatizacijo procesa učenja in s tem
prilagajanje različnim nalogam. Z arhitekturo smo dosegli 16% manǰso napako
kot s klasičnimi časovno odvisnimi nevronskimi mrežami, napovedi pa so bile bolj
podobne realističnim trajektorijam (manj nesmiselnih skokov ipd.). Metoda se
je izkazala kot mnogo fleksibilneǰsa in bolj praktično uporabna od statističnih
metod, ki bi pri teh primerih zahtevale veliko ročne predobdelave.
4. Nadgradnjo arhitekture, opisane v zgornji točki, uporabili tudi za bolj splošno
kratkoročno napovedovanje trajektorije robota. Rezultati so bili solidni, a ne-
koliko pod pričakovanji. Za primerjavo smo implementirali statistično metodo
ARIMA, s katero smo dosegli bistveno bolǰse rezultate (36% manǰsa napaka).
Proti našim pričakovanjem se je kompleksneǰsi model enkoder/dekoder RNN,
implementiran v knjižnici Tensorflow Lite, izkazal za mnogo hitreǰsega od naše
implementacije metode ARIMA (okrog 100-krat kraǰsi čas izračuna ene napo-
vedi).
5. Kratkoročno napovedovanje realizirali v obliki ROS vozlǐsča, ki spremlja odome-
trijo robota in napovedi trajektorije objavlja v obliki, ki jo obstoječa vozlǐsča v
ROS-u razumejo, preprosta pa je tudi vizualizacija. Pri tem smo, kljub nižji na-
tančnosti napovedi, zaradi vǐsje hitrosti in večje fleksibilnosti, uporabili TFLite
implementacijo enkoder/dekoder RNN arhitekture.
Napovedi, ki uporabljajo samo pretekle podatke, pričakovano niso tako dobre kot na-
povedi procesov, ki jih fizikalno ali kako drugače razumemo. Za pogoste primere, ko
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ti niso na voljo, pa so metode napovedovanja časovnih vrst velikokrat povsem ustre-
zne. To smo dosegli z umetnimi nevronskimi mrežami, ki niso nujno dale najbolǰsih
napovedi, so se pa izkazale kot vsestranska in računsko učinkovita rešitev.
Predlogi za nadaljnje delo
Učinkovitost metod strojnega učenja je močno odvisna od količine podatkov, zato bi
bil prvi korak našo arhitekturo testirati na veliko večji podatkovni množici. Napisali
bi lahko program, ki bi med običajno uporabo Turtlebota deloval v ozadju, za manǰso
porabo prostora pa bi shranjeval samo tiste podatke, ki jih bo uporabljal model.
Nekaj sprememb bi lahko naredili tudi na samem modelu - enkoder/dekoder arhitek-
turo bi lahko izvedli tudi na drugačen način ali pa tip RNN celic spremenili v take,
ki ohranjajo skrito stanje med posameznimi mini-saržami. Ker je strojno učenje raz-
iskovalno zelo aktivno področje, obstaja še veliko precej drugačnih arhitektur, ki jih
nismo testirali. To so na primer kombinacije konvolucijskih in RNN nevronskih mrež
ter arhitekture Transformer in WaveNet.
Glede na dobre napovedi osnovnega ARIMA modela, bi se lahko poglobili v razloge za
počasnost napovedovanja in kako to optimizirati, da bi bila metoda uporabna v praksi.
Poleg tega bi lahko raziskali tudi napredneǰse statistične metode.
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[37] M. Avguštinčič: Sistem za navigacijo mobilnih robotov na osnovi sledenja s ka-
mero: Magistrsko delo, Univerza v Ljubljani, 2020.
[38] W. Meeussen: REP 105. Coordinate Frames for Mobile Platforms. ROS.org. Do-
stopno na: https://www.ros.org/reps/rep-0105.html, Ogled: 20. 11. 2020.
[39] A. Sagheer, M. Kotb: Time series forecasting of petroleum production using deep
LSTM recurrent networks. Neurocomputing 323(2019) str. 203–213.
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