In this paper we show that a class of sets known as the Rauzy fractals, which are constructed via substitution dynamical systems, give rise to self-affine multi-tiles and self-affine tilings. This provides an efficient and unconventional way for constructing aperiodic self-affine tilings. Our result also leads to a proof that a Rauzy fractal R associated with a primitive and unimodular Pisot substitution has nonempty interior.
Introduction
and the unions on the right side of (1.1) are all measure-wise disjoint. Self-affine multi-tiles arise in many applications, include the construction of orthonormal multi-wavelet bases, selfreplicating tilings and quasicrystals. They form an important class of tiles in the theory of tiling. For example, the Penrose aperiodic tiles can be viewed as a self-affine multi-tile. By iterating the equation (1.1) repeatedly we may obtain a self-affine tiling, or self-replicating tiling. Such inflation technique remains as the most effective way for generating aperiodic and "exotic" tilings. For more on self-affine multi-tiles and tilings, see [6] , [8] , [12] , and the references therein.
Self-affine multi-tiles and self-affine tilings are the easiest to construct when the expanding matrix A is an integer matrix, or is similar to an integer matrix. The studies in some of the recent papers (e.g. [6] , [8] ) are mostly confined to such settings. These multi-tiles typically -although not always -yield periodic self-affine tilings. However, the most interesting multi-tiles such as some of the Penrose tiles that yield aperiodic self-affine tilings do not use integer matrices as the expansion matrix. Constructions of self-affine multi-tiles and self-affine tilings using non-integer matrices remain far and between.
Our main objective in this paper is to introduce a method for constructing interesting self-affine multi-tiles and self-affine tilings, in which the expansion matrix A is not an integral matrix. The self-affine multi-tiles and tilings are obtained through substitution dynamical systems, via a peculiar class of sets called the Rauzy fractals. We first give a brief introduction on substitution dynamical systems and Rauzy fractals below.
A substitution on a finite alphabet A = {1, . . . , n} is a map Π from A to A * = i≥0 A i , where A i denotes the set of words of length i in A, with A 0 containing only the empty word ∅. This map extends to a map on A * into itself by juxtaposition Π(∅) = ∅ and Π(UV ) = Π(U)Π(V ) for all U, V ∈ A * . Let A N denote the set of one sided infinite sequences in the alphabet A:
A N := a 1 a 2 a 3 · · · a j ∈ A .
Then Π extends to a map on A N into itself in the obvious way. An important object associated to a substitution is its incidence matrix. For any U ∈ A * let |U | j denote the number of occurrences of the symbol j in the word U . The incidence matrix M = [m ij ] is then defined by m ij = |Π(i)| j for 1 ≤ i, j ≤ n. Throughout this paper we shall assume that the substitution Π is primitive, namely M k > 0 for some k ≥ 1.
We call U ∈ A N a fixed point of Π if Π(U) = U. Associated to a fixed point U of the substitution is a symbolic dynamical system (Ω U , σ) where σ is the shift map on A N given by σ(a 1 a 2 · · ·) = a 2 a 3 · · · and Ω U is the closure of {σ m (U) : m ≥ 0} in A N . This symbolic dynamical system has been studied extensively, see Queffélec [17] . It is straightforward to show that if the substitution is primitive then the system (Ω U , σ) is minimal and uniquely ergodic.
An important question is whether and how the symbolic dynamical system (Ω U , σ) is realizable geometrically. We say that a dynamical system (X, f ) is semiconjugate to another dynamical system (Y, g) if there exists a continuous surjective map φ :
By geometrically realizable we mean there exists a dynamical system (X, f ) defined on a geometrical structure, e.g. a differentiable manifold, for some continuous map f on X, such that (Ω U , σ) is semiconjugate to (X, f ). In [19] Rauzy studied the substitution 1 → 12, 2 → 13, 3 → 1 and show that the associated symbolic dynamical system can be realized geometrically as (T 2 , f) where f is an irrational translation on the 2-torus T 2 . This result generalizes also to the family of substitutions 1 → 12, 2 → 13, . . . , (n − 1) → 1n, n → 1.
(1.
2)
The symbolic dynamical system (Ω U , σ) associated to the unique fixed point for each n is geometrically realizable as (T n−1 , f n ) for some irrational translation f n on T n−1 .
Key to Rauzy's results is the construction of a set known as a Rauzy fractal associated to the fixed point U of a primitive substitution. In [19] the set Ω U is mapped to C via a valuation, which is a map E : A * −→ C having the properties that E(UV ) = E(U) + E(V ) and E(Π(U )) = ωE(U ) for all U, V ∈ A * and some fixed constant ω. It is shown in Holton and Zamboni [9] that in a valuation the constant ω must be an eigenvalue of the incidence matrix M , and there exists an ω-
We call the valuation defined above the valuation corresponding to v. Suppose that
are all the eigenvalues of M inside the unit disk, where ω 1 , ω 1 , . . . , ω p , ω p are nonreal complex and ω p+1 , . . . , ω r are real. Let v j be an ω j -eigenvector of M and E j be the valuation corresponding to v j . For U ∈ A * define ∆(U ) = [E 1 (U), . . . , E r (U)] T . Note that ∆(U) is a vector in C p × R r−p , which we identify with R p+r . It is known that a Rauzy fractal is bounded ( [19, 9] ). The geometric and dynamical properties of Rauzy fractals have been studied in a number of papers, see [1, 9, 19, 22, 23, 26] . For example, Holton and Zamboni [9] studied the Hausdorff dimensions of various sets related to Rauzy fractals. They also observed that a Rauzy fractal can be expressed as the attractor of some graph directed iterated function system (IFS). Solomyak [26] and Arnoux and Ito [1] showed that certain primitive and unimodular Pisot substitutions (defined below) can be realized geometrically as irrational translations on tori.
We shall study Rauzy fractals associated to fixed points of primitive and unimodular Pisot substitutions. A substitution Π in n ≥ 2 symbols is unimodular Pisot if its incidence matrix M satisfies (i) | det(M )| = 1 and (ii) the Perron-Frobenius eigenvalue λ of M is a Pisot number, and the characteristic polynomial of M is the minimal polynomial of λ, i.e. it is irreducible over Q. Most of the studies on Rauzy fractals assume the substitutions are primitive and unimodular Pisot because only such substitutions allow geometric realizations.
In this paper we prove several general properties concerning self-affine multi-tiles in §3. These results are themselves rather fundamental for the study of self-affine multi-tiles and tilings. We then use these results to prove in §4 a main theorem of ours, that is the so-called natural decomposition of a Rauzy fractal R (defined later) gives a self-affine multi-tile. The expansion matrix for the self-affine multi-tile is not an integer matrix; in fact it is not even similar to an integer matrix. As a corollary we prove that every set in the natural decomposition of R has nonempty interior and is in fact the closure of its interior. Our method yields a simple new proof of a result, due to Arnoux and Ito [1] , concerning the disjointness of the natural decomposition of R.
The fact that R has positive Lebesgue measure had been conjectured and is a key part for the geometric realization of substitution dynamical systems. This fact has recently also been proved independently by Canterini and Siegel [3] , following from a stronger result of theirs concerning the geometric realization of substitutions. Their methods are rather different from ours, and they are motivated by geometric realization of substitutions rather than self-affine tilings. In a later paper [4] , Canterini and Siegel also proved that every set in the natural decomposition of R has nonempty interior using a very different method.
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Preliminary Results
The objective of this section is to prove that a Rauzy fractal associated to a fixed point of a primitive and unimodular Pisot substitution has positive Lebesgue measure. This fact is needed to prove our main results.
Throughout the rest of the paper, unless otherwise stated, A denotes the alphabet A = {1, 2, . . . , n} and Π is a primitive and unimodular Pisot substitution on A, with incidence matrix M = [m ij ]. We use U to denote a fixed point of Π and [U] k to denote the word formed by the first k symbols of U. The Perron-Frobenius eigenvalue of M is λ, and all the other eigenvalues of M are ω 1 , ω 1 , . . . , ω p , ω p , ω p+1 , . . . , ω r , where ω 1 , . . . , ω p are nonreal complex and ω p+1 , . . . , ω r are real. Of course, the unimodular Pisot assumption implies that 0 < |ω j | < 1. The map E j is a valuation corresponding to some ω j -eigenvector v j , as defined in (1.3), and
Observe that each v j is unique up to scaling. Therefore the Rauzy fractal associated to the substitution Π on A is actually unique up to an affine transformation. Also, by elementary linear algebra the fact that the characteristic polynomial is irreducible over Q implies that there exist polynomials g i (x) ∈ Z[x] of degrees less than n for 1 ≤ i ≤ n such that
where c j = 0 and c j ∈ C for j ≤ p and c j ∈ R for j > p.
Proof. This is shown in [9] , and we include a proof for self-containment. The fact E(UV ) = E(U) + E(V ) follows from the definition. Also by definition,
Proof. We prove the stronger statement that
Then by definition and (2.1),
where V is the word formed using the (m + 1)-th through k-th symbols of U. But g j (x) ∈ Z[x] and λ is a Galois conjugate of ω i , so we must have n j=1 |V | j g j (λ) = 0. However, since λ is the PerronFrobenius eigenvalue of M and M is primitive, all g j (λ) are positive or negative at the same time. This is impossible. So
Then there exists an ε 0 > 0 depending only on D, such that for all
Proof. Note that the unimodular Pisot assumption implies that 1/λ is an algebraic integer and its Galois conjugates are precisely
Using the Vandermonde matrix it is easy to proved that for any
The finiteness of D implies |ω f | ≤ c 0 for some c 0 depending only on D. Now assume that the the lemma is false. Then we can find f, g in D[x] with ω f = ω g such that ω f −ω g can be made arbitrarily small. Since h(x) = f(x) − g(x) satisfies |h(λ −1 )| ≤ 2c 0 , |λ −k h(λ −1 )| is sufficiently small for sufficiently large k. We derive a contradiction below.
has the property that ω h = 0 and ω h is sufficiently small, in the sense that for some fixed large k > 0 and h k (x) = x k h(x) we have
But all L(h j+k ) are integers, so all of them must be 0. This contradicts the result that one of them is nonzero, proving the lemma.
Then the same conclusion still holds.
Proof. Because S is finite, there exists a finite
. So the conclusion of Lemma 2.3 still holds.
We shall need the following theorem of Rauzy [20] to prove our results:
Theorem 2.5 (Rauzy) There exists a finite subset P of A * with ∅ ∈ P and a subset S of P * , the set of all finite sequences in P, with the following properties:
(b) For any m ≥ 1 there exists a unique sequence of words
Proof. See the theorem in Rauzy [20] , First part, Section 6.
The above theorem of Rauzy's is proved by representing [U] m as a path in certain prefix automaton. The set P is the set of prefixes for the automaton and S is the set of all allowable paths generated by the prefix automaton. Using this representation many elegant results can be derived, see [20] for more details. 
where B is the matrix B := diag(ω 1 , ω 2 , . . . , ω r ) and v 0 is a fixed vector in C p × R r−p .
Proof. By Theorem 2.5, the word [U] m can be expressed as
where W j ∈ P for some finite P ∈ A * and W k = ∅. Observe that for each W ∈ P, E i (W ) = q(ω i )c i for some q(x) ∈ Z[x] and constant c i . Since P is finite we may choose a sufficiently large fixed N so that q(
The lemma is proved by setting
Lemma 2.7 Let N be a positive integer and define
where S is defined in Theorem 2.5. Then R N is a subset of {∆([U] m ) : m ≥ 0}, and there exist C 1 , C 2 > 0 independent of N such that the cardinality of R N satisfies
For each U ∈ A * the length of Π l (U ) is
ij are the entries of the matrix M l . So the length is bounded by C 0 λ l max(|U | j ) for some constant C 0 independent of U and l. The inequality |R N | ≤ C 2 λ N is now obvious, because P is finite. To prove
Proposition 2.8 The Rauzy fractal R has positive Lebesgue measure.
Proof. By Lemma 2.6 and Corollary 2.4 the set B −N (R N ) has the ε 0 -separation property for some ε 0 > 0. Let δ = ε 0 /2 and B δ (y) be the ball of radius δ centered at y in C p × R r−p (which we identify with R n−1 ). Then
is a disjoint union of balls. So ν(S N ) = |R N |vol(B δ (0)), where ν denotes the Lebesgue measure. Note that for any set K, 
for all l ≥ 0. It is shown (see [20] ), using this fact, that
where W i are either ∅ or 1 and k depends on m but having no three consecutive W i 's equal to 1. So the set S in Theorem 2.5 is the set of infinite one-sided sequences in the symbols P = {∅, 1}, such that there are no three consecutive 1's. Therefore
where ω is one of the two conjugate eigenvalues inside the unit circle, with
This set is shown in Figure 1 (the different shades correspond to the decomposition of R, discussed in the next section).
Example 2.2 Let the substitution be 1 → 12, 2 → 3, 3 → 1. Let ω be one of the two complex conjugate eigenvalues of the incidence matrix of this substitution. It can be proved, using the techniques described in [20] , that Figure 2 .
This set is shown in
3 Graph-Directed IFS and Self-Affine Multi-Tiles
In this section we establish results concerning self-affine multi-tiles. In particular we prove a theorem regarding nonempty interior of the attractor of a graph directed IFS in a more general setting. Let A be an expanding d × d matrix, i.e. all its eigenvalues are outside the unit disk. Consider the nonempty compact subsets X 1 , . . . , X J of R d such that (X 1 , . . . , X J ) is the attractor of the graph directed IFS where each D ij is a finite (possibly empty) subset of R d . For our study it is more convenient to write (3.1) in the form of
where one easily check that
We say that the graph directed IFS (3.1) is strongly connected if its subdivision matrix S = [s ij ] for s ij = |D ij | is primitive. (X 1 , . . . , X J ) be the attractor of a strongly connected graph directed IFS
Theorem 3.1 Let
Suppose that there exists an ε 0 > 0 such that the sets D m ij have ε 0 -separation for all i, j, m, and X 1 has positive Lebesgue measure. Then every X i has nonempty interior, and it is the closure of its interior.
Observe that all X i have positive Lebesgue measures because the strong connectivity of the graph directed IFS. Before proving Theorem 3.1 we first establish the following lemma: Lemma 3.2 Under the assumption of Theorem 3.1, let δ m be a sequence of positive numbers whose limit is 0. Then there exist positive constants r 0 and c 0 such that for each m ≥ 1 there exist finite subsets E m 1 , . . . , E m J of R d contained in the ball B r 0 (0), of cardinality at most c 0 with e − e ≥ ε 0 for all j, m and any distinct elements e, e ∈ E m j , such that
where Y m := J j=1 (X j + E m j ) and B 1 (0) is the Euclidean unit ball centered at the origin.
Proof. Since X 1 has positive Lebesgue measure, it has a Lebesgue point x * , i.e. there is a sequence r m → 0 such that
This implies that
We first show that for sufficiently large l, there exists a unit ball B 1 (y) ⊂ A l (B rm (x * )) with
Indeed, since A is expanding A l (B rm (x * )) is an ellipsoid O l,m whose shortest axis goes to infinity as l goes to infinity. Let O l,m be the homothetically shrunk ellipsoid with shortest axis decreased in length by 2, so that all points in it are at distant at least 1 from the boundary of O l,m . By a standard covering lemma (cf. Stein [25, p. 9] ) applied to O l,m there is a set of {B 1 (y )} of disjoint union balls with centers in O l,m that cover volume at
since the shortest axis is of length at least 2(d + 1). All these balls lie inside O l,m . By (3.6) at most δ m ν(A l (B rm (x * ))) of the volume of A l (B rm (x * )) is uncovered by A l (B rm (x * ) ∩ X 1 ), so at least one of the disjoint balls {B 1 (y )} must satisfy (3.7).
By (3.3) we can rewrite the inequality (3.7) as
This shows that if we choose .5) holds. Since all D m ij have ε 0 -separation, we have e − e ≥ ε 0 for all e, e in E m j . Since all X j are compact, all E m j are inside the ball B r 0 (0) for some fixed r 0 > 0. The ball B r 0 (0) can be packed with disjoint balls of radius ε 0 /2 centered at the points of E m j for each j. This implies that the cardinality of E m j must be bounded by some constant c 0 . Proof of Theorem 3.1. We apply the previous lemma and choose a subsequence m k so that {E m k j } converges for all j, and we denote the limit by E ∞ j . Clearly E ∞ j has cardinality at most c 0 . So
Since each X j + E ∞ j is a closed set, we must have
This means at least one of X j 's must have interior. But if so then the strong connectivity implies that all X j must have nonempty interior. Let X j = X o j . Then (X 1 , . . . , X J ) must also satisfy the same graph directed IFS. By the uniqueness (see Mauldin and Williams [16] ) X j = X j for all j. (X 1 , . . . , X J ) be the attractor of a strongly connected graph directed IFS
Theorem 3.3 Let
with a primitive subdivision matrix S. Suppose that some X i has nonempty interior, and | det A| = ρ(S) where ρ(·) is the spectral radius. Then (X 1 , . . . , X J ) is a self-affine tile with respect to A and D ij .
Proof. By the primitivity of S we know that all X i have nonempty interior. Hence
Taking Lebesgue measure on both sides of (3.8)
with equality holding if and only if the unions on the right-hand side of (3.8) are all disjoint (measure-wise). But | det A| is the Perron-Frobenius eigenvector of S and w > 0, so (3.9) must be an equality. Hence all unions on the right-hand side of (3.8) are measure-wise disjoint. Therefore (X 1 , . . . , X J ) is a self-affine multi-tile with respect to A and D ij .
Rauzy Fractals
In this section we introduce a natural decomposition of a Rauzy fractal R. We show that this natural decomposition leads to a self-affine multi-tile using the results from §3. We derive several corollaries of from this result.
For a Rauzy fractal
A better way to view R and R i is to consider the "tail" of U. For any valuation E corresponding to an eigenvalue |ω| < 1 it is known that E can be extended naturally to a valuation on A N (see [9] ). Since Π(U) = U we have E(U) = ωE(U), implying E(U) = 0. Thus we may view R as
and R i as
In other words, R i is given by the shifts of U whose beginning elements is the letter i. We shall call (R 1 , . . . , R n ) the natural decomposition of the Rauzy fractal R. A key ingredient for proving our main theorem is to express the natural decomposition (R 1 , . . . , R n ) of a Rauzy fractal R in terms of the attractor of a graph directed IFS. This fact is proved in [9] . Let F = {(j, k) : j ∈ A, 1 ≤ k ≤ |Π(j)|} where |U | denote the length of U for U ∈ A * , and let F i = {(j, k) ∈ F : Π(j)(k) = i}, where Π(j)(k) denotes the k-th symbol of Π(j). Then (R 1 , . . . , R n ) satisfies
where B = diag (ω 1 , ω 2 , . . . , ω r ) with ω j being defined in (1.4). Recall also that for any word U in A * the notation [U ] m denotes the word formed by the first m letters of U , with [U ] 0 := ∅. It is shown in addition in [9] that the graph directed IFS (4.2) is strongly connected in the sense that its subdivision matrix (defined below) is primitive, see [9] for details.
Our main theorem shows that the natural decomposition (R 1 , . . . , R n ) forms a self-affine multi-tile.
Theorem 4.1 Let R be a Rauzy fractal associated to a fixed point of a primitive and unimodular Pisot substitution in n ≥ 2 symbols. Then the natural decomposition (R 1 , R 2 , . . . , R n ) of R is a self-affine multi-tile. Furthermore
Proof. We already know that (R 1 , . . . , R n ) is the attractor of the strongly connected graph directed IFS (4.2), which is rewritten as
Note that by (2.1) for each j ∈ A there exists a g j (x) ∈ Z[x] and fixed constants c 1 , . . . , c r such that
As in the proof of Lemma 2.6, we may choose a sufficiently large but fixed N such that
. This means that if we write (4.3) as .3) are measure-wise disjoint. Therefore (R 1 , . . . , R n ) is a self-affine multi-tile with respect to B and
Corollary 4.2 Let R be a Rauzy fractal associated to a fixed pint of a primitive and unimodular Pisot substitution in n ≥ 2 symbols. Then R has nonempty interior and R = R o .
The tilings associated to the examples 2.1 and 2.2 are shown in figures 3 and 4.
Corollary 4.3 Let R be a Rauzy fractal associated to a fixed pint of a primitive and unimodular Pisot substitution in n ≥ 2 symbols. Then there exist infinite discrete sets
is a tiling of C p × R r−p . Proof. The corollary follows from the standard technique of repeated iteration of (4.3). The existence of the infinite discrete sets
is a tiling of C p × R r−p is proved in Flaherty and Wang [6] .
An interesting unsolved problem concerns the measure disjointness of the natural decomposition of a Rauzy fractal R. Here we state it explicitly as a conjecture:
Conjecture Let R be a Rauzy fractal associated to a fixed pint of a primitive and unimodular Pisot substitution in n ≥ 2 symbols. Let (R 1 , . . . , R n ) be the natural decomposition of R. Then all R i are measure-wise disjoint.
The above conjecture has been studied in Arnoux and Ito [1] . It is shown there that the disjointness of the natural decomposition is equivalent to a combinatorial condition called the positive strong coincidence condition. A substitution Π is said to satisfy the positive strong coincidence condition if for any two letters j 1 and j 2 in A there exist a letter i and integers m, k 1 , k 2 ≥ 1 such that
We state their theorem below, and show that the connection with self-affine multi-tiles also yield a simple proof of the result.
Theorem 4.4 (Arnoux and Ito) Let R be a Rauzy fractal associated to a fixed pint U of a primitive and unimodular Pisot substitution Π in n ≥ 2 symbols. Let (R 1 , . . . , R n ) be the natural decomposition of R. Suppose that Π satisfies the positive strong coincidence condition. Then all R i are measure-wise disjoint.
Proof. We prove the measure-wise disjointness of {R i } using the special property that a Rauzy fractal for the substitution Π is also a Rauzy fractal for the substitution Π m , m ≥ 1. This follows easily from the fact that if Π(U) = U then Π m (U) = U, and the fact that a valuation on Ω U for Π with respect to an ω-eigenvector v is also a valuation on Ω U for Π m with respect to the ω m -eigenvector v.
Notice that the natural decomposition (R 1 , . . . , R n ) of R as a Rauzy fractal for Π is also the natural decomposition of R as a Rauzy fractal for Π m , since it depends only on the valuation vector ∆, which is the same for both cases. Now, Π m has incidence matrix M m where M is the incidence matrix of Π. Clearly, Π m is also primitive and unimodular Pisot, with the Pisot eigenvalue λ m and its conjugates The positive strong coincidence condition is very difficult to verify in general. We verify it for a special case, in which the substitution Π has a unique periodic point U.
Corollary 4.5 Let R be a Rauzy fractal associated to a fixed pint U of a primitive and unimodular Pisot substitution Π in n ≥ 2 symbols. Suppose that U is the unique fixed point of Π m for all m ≥ 1. Then the natural decomposition (R 1 , . . . , R n ) of R is measure-wise disjoint.
Proof. Without loss of generality we assume that U(1) = 1. This means that there exists an m ≥ 1 such that all Π m (j) begins with the letter 1. Therefore Π satisfies the positive strong coincidence condition by taking i = 1 and k 1 = k 2 = 1.
