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Causality or causal influence governs the relationship between two events. 
Contrary to correlation which does not imply causation; causal influence also requires 
additional counterfactual dependence. In the domain of injury severity, causation is largely 
based on univariate analysis. Individual factor selection by univariate analysis cannot 
optimize the estimation of injury severity and may weaken the accuracy of complex 
decision problems. Therefore, utilizing a multivariate analysis-based approach could lead 
towards more comprehensive and objective results. However, the efficiency of multivariate 
analysis highly depends on the correlation structure of explanatory variables. Even if two or 
more explanatory variables are highly correlated, collinearity or multicollinearity problems 
arise in the analysis. Hence, this study aims to develop a multivariate causal analysis 
approach by reducing the effect of redundancy.  
There are several approaches of causal analysis but there is still lack of causal 
properties. Mougeot has proposed multivariate causal analysis with mutual information that 
identifies the maximum relevance causal factors of injury severity, but it has not been used 
to examine the multicollinearity problem. Based on the logistic regression model, Zhang 
has identified the risk factors of fatigue-related automobile crashes, using principal 
component analysis (PCA) for dimension reduction. However, PCA does not consider the 
response variables in the process of dimension reduction. Peng has proposed minimum 
redundancy maximum relevance (mRMR) method to identify the optimal subset of multiple 
factors. The mutual information-based mRMR is obtained by subtracting the redundancy 
from the relevance. This approach avoids the estimation of multivariate probability and 
does not consider counterfactual dependence in the selection of factor group.  
The proposed multivariate causal analysis based on a modified mRMR approach 
which represents the concept of mRMR in the context of multivariate analysis. Multivariate 
techniques can estimate the relationships among different variables, and can identify the 
counterfactual dependencies exist among them. In the process of modified mRMR, mutual 
information is replaced by multivariate mutual information, and multivariate probability 
distribution function is introduced. Multivariate mutual information can be either positive or 
negative, positive values indicate a redundancy effect between the two variables. In a 
preprocessing step of multivariate causal analysis, input categorical variables are converted 
to the dummy variables which can avoid biased assessments of the impact of explanatory 
variables. This study performs an experimental comparison of modified mRMR and 
maximum relevance (mutual information) method using injury severity database. The data 
were acquired as categorical variables from the National Automotive Sampling 
System/Crashworthiness Data System (NASS-CDs). The result shows that the modified 
mRMR has the highest causality power by using a group of minimal factors; it can explain 
more than 80% of the injury’s severity.  
The main contribution of this study is the development of multivariate modified 
mRMR methodology which can maximise causality power with a group of minimal factors 
and make prediction possible under manipulations and some distribution changes. The 
analysis results indicate that the estimated multivariate mutual information among 
explanatory factors can be utilized to reduce redundancy and improve causality power. The 
multivariate modified mRMR is a powerful method for identifying the strength of the 
relationships between variables of different natures without distribution law constraint. 
