This paper presents a generalized autoregressive distributed lag (GADL) model for conducting regression estimations that involve mixed-frequency data. As an example, we show that daily asset market information -currency and equity market movements -can produce forecasts of quarterly commodity price changes that are superior to those in the previous literature. Following the traditional ADL literature, our estimation strategy relies on a Vandermonde matrix to parameterize the weighting functions for higher-frequency observations. Accordingly, inferences can be obtained under ordinary least squares principles without Kalman …ltering or non-linear optimizations. Our …ndings provide an easy-touse method for conducting mixed data-sampling analysis as well as for forecasting world commodity price movements.
Introduction
This paper proposes a generalized autoregressive distributed lag (GADL) model for estimating regressions that involve data of di¤erent frequencies (MIxed DAta Sampling or "MIDAS" regressions ). Using this methodology, we revisit the conclusion in Chen, Rossi, and Rogo¤ (2010a, hereinafter CRR) where they show that lagged quarterly exchange rate returns from key commodity-exporting countries can predict subsequent quarterly movements of world commodity prices. While their result is generally con…rmed in Groen and Pesenti (2011) for example, the predictive power of quarterly exchange rate returns is shown to have declined over the mid-2008 market crisis. 1 One previously unexplored question is whether higherfrequency information from the markets can be incorporated to improve quarterly forecasts, especially over crisis periods where each day unveils signi…cant new information. Using our new methodology, which we call 'GADL', we show that the answer is a¢ rmative.
When one forecasts using predictors of matched frequencies, such as predicting quarterly returns with lagged quarterly variables, one implicitly assumes that higher frequency ‡uctu-ations within each quarter receive equal weights in delivering the forecast. The equal-weight assumption may be innocuous during tranquil periods, but, intuitively, one can easily imagine that in general, more recent data re ‡ect a larger information set and thus should be more useful in predicting the future. Our paper explores this possibility. We develop an easyto-implement method based on ordinary least squares (OLS) that allows higher frequency information in the predictors -certain daily exchange rates and equity prices in this case -to have di¤erential impact on subsequent lower frequency (here quarterly) commodity price movements. Our results show that while the forecast performance of the same-frequency approach declines after the 2008 crisis, our proposed mixed-frequency GADL model continues to deliver superior forecasts over the standard benchmarks.
Estimation using mixed-data sampling is recently popularized by the in ‡uential MIDAS literature pioneered by Ghysels, Santa-Clara, and Valkanov (2004 Valkanov ( , 2006 . This rapidly expanding literature typically assumes a Beta distribution or exponential Almon lag polynomial to model the weighting structure for higher frequency data; the estimation is then carried out using non-linear least squares (NLS). As discussed extensively in Bai, Ghysels, and Wright (2010), under certain conditions, NLS-MIDAS regressions can be viewed as a reduced-form alternative to the Kalman …lter state space approach for mixed frequency data estimations. 2 Our GADL framework is motivated by the NLS-MIDAS literature, yet it o¤ers two main advantages. First, standard NLS-MIDAS typically imposes a positive restriction on the weights for the higher frequency data, which are then parameterized as an order-2 exponential polynomial. 3 GADL, on the other hand, utilizes Almon's (1965) polynomial distributed lag structure to parameterize the weighting coe¢ cients. It does not impose positive restrictions and can easily incorporate higher order polynomials to allow for more ‡exibility without adding computational complexity. 4 Since the positive weights 2 The state space models typically involve a system of equations, and treat the lower frequency data as having missing values. NLS-MIDAS regressions on the other hand rely on a single equation. As a consequence, NLS-MIDAS regressions may be less e¢ cient but they are also less prone to speci…cation errors. In cases where the MIDAS regression is only an approximation, Bai et al (2010) show that the approximation errors tend to be small. 3 Section 3 presents the 2-parameter exponential lag polynomial approach. See Ghysels, Sinko, and Valkanov (2007) for discussion of the ‡exibility of this functional form. 4 We recognize that the practical gain of this ‡exibility isn't always relevant under small data samples and limited degrees of freedom, but in principle, higher order polynomials can improve estimation e¢ ciency.
imposed in NLS-MIDAS may not always be appropriate, we view the Vandermonde matrix in our GADL setup as an e¢ cient instrument for extracting information content from higher frequency data. 5 Its generality can be especially valuable in empirical studies where theory does not o¤er much guidance on the shape of weights. A second advantage of GADL over NLS-MIDAS, and also over the state space approach, is its computational simplicity.
By approximating the weights with a simple polynomial, estimations and inferences under GADL can be carried out using OLS without any need for non-linear optimizations. The simplicity of the GADL method stems in part from noticing that even though weights on all higher frequency data should sum up to unity, one does not need to impose this restriction prior to estimation. Rather, one can simply transform the estimated OLS coe¢ cients using the Vandermonde matrix to normalize the weights and obtain an "aggregate impact" slope parameter (see Sect. 2). In higher dimensional estimations involving multiple sets of highfrequency data, OLS o¤ers signi…cant advantage over approaches that entail a non-linear search over a large set of parameters. We thus view GADL as a simple and complementary methodology to the existing NLS-MIDAS and state space Kalman …lter procedures for conducting mixed-frequency estimations.
The next section describes GADL and its asymptotic properties. Section 3 presents Monte Carlo simulation results for GADL and shows that it delivers excellent and superior results even when the true data-generating process (DGP) is NLS-MIDAS. In Section 4, we apply the GADL method to forecast quarterly aggregate world commodity prices using daily
We note that while the non-linear exponential framework can also include higher orders, the estimation procedure would be considerably more cumbersome. 5 Imposing restrictions that are clearly wrong can often deliver better out-of-sample forecast performance via the e¢ ciency increase, but in general, there is no a priori reason to favor such restrictions.
exchange rates (as in CRR 2010a) and daily stock market returns (as in CRR 2010b) from the commodity currency economies. We …rst con…rm the CRR (2010a) …nding that the samefrequency model using quarterly data su¤ers a deterioration of its forecasting power after the structural break of 2008Q2. We then show that information from the daily movements of exchange rates and equity prices delivers better forecasts even through the crisis period. We present below the OLS-based GADL model, which can be viewed a simpler alternative implementation of the NLS-MIDAS concept.
Mixed Data Sampling (MIDAS) Regressions

Identifying the Aggregate Impact Parameters
A key set of variables of interest in the MIDAS regression framework is what we called the "aggregate impact" parameters that measure the total contribution from each set of high frequency data; here we de…ne what they are. For ease of exposition, we …rst consider a mixed-frequency model with only one predictor x 1 . We follow the notation in Ghysels et al.
(2007) and consider the following h-period ahead predictive regression:
Here t denotes the basic time unit for the lower frequency data (from 1 to T ), m and x (m) indicate higher sampling frequency and observations, which we index from 1 to K (where
is the lag operator in frequency-m space, and b(k; ) is the weight on each of the K lagged higher frequency predictors. " t is a white noise process. (All of 6 This paper does not address the optimal selection of K; though in practice one may be able to adopt testing procedures similar to Ng and Perron's (1995) general-to-speci…c method to pick K. the parameters of the MIDAS model depend on the predictive horizon h, even though we suppress it in the notation.)
In line with the notation above, a traditional ADL model with matched-frequency data can be expressed as follows:
We note that when the explanatory variable and the dependent variable are sampled at the same frequency, the parameter 1 in eq. (1) is not needed. If one were to express eq.(3) as a MIDAS-like representation with a 1 , one would then need to impose additional restrictions to identify it:
As done in Ghysels et al. (2002) and the subsequent NLS-MIDAS literature, one intuitive way to identify 1 is to restrict the sum of weights, b(k; ); in the lag polynomial W (:) to be 1. Under this restriction, parameter 1 can then be interpreted as a measure for the "aggregate impact" of current and lagged x 1 on y. As we show below, this identi…cation condition is automatically satis…ed when we linearly transform the OLS estimators in our GADL model.
Generalized ADL (GADL) Model
Generalizing (1), we express a GADL regression with q sets of mixed-frequency predictors as follows:
where parameters 1 , 2 ,: : : ; q measure the aggregate impact of predictors x 1;t h , x 2;t h ,: : : ;
x q;t h on y t , respectively, provided that the sum of the weighting polynomial in
, are all normalized to 1. 
The procedure assumes that each lag coe¢ cients can be approximated by a polynomial of degree n 1 < K;thereby reducing the number of parameters to be estimated from 1 + Kq to 1 + nq: To illustrate this, we note that the GADL model, eq. (5), can be represented succinctly as follows: ; X i = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
Here Z = XV is a T (nq + 1) matrix, and = 0 ;
> is a (nq + 1) 1 vector of parameters to be estimated. Note also that each i in eq. (8) is an n 1 vector where
The use of a simple low order (n 1) polynomial (of k) to approximate the K distributed lag coe¢ cients b i (k; i ) is the key characteristics of the Almon (1965) method. Estimating GADL can now be carried out using OLS on the transformed variable Z, instead of the original X; signi…cantly reducing the dimensions. We note that the same dimension-reduction strategy is implemented in the NLS-MIDAS literature of Ghysels et al. (2004 Ghysels et al. ( , 2006 ), but they employ a two-parameter exponential Almon lag polynomial instead, as described in Section 3 below, which require their estimation to be carried out using NLS.
The OLS estimators for GADL, as represented in eq. (8), have been extensively used in the estimations of distributed lag models (see Amemiya and Morimune 1974) . In particularly, for given n and K, can be consistently and e¢ ciently estimated as:
Provided that the regularity conditions in Theorem 5.17 of White (2001) are satis…ed in the GADL model and that " t is a white noise process, we know that as T ! 1,
where
with e t being the OLS residuals, and I nq+1 is an (nq + 1) (nq + 1) identity matrix. The GADL model can be estimated with OLS under a wide range of n K. Its computational simplicity is a major advantage over NLS-MIDAS with exponential Almon weights, which require nonlinear optimization procedures for estimation. NLS can become computationallydemanding when the set of predictors q are large.
The GADL model allows us to test the signi…cance of the aggregate impact parameter i in a straight-forward fashion. As discussed in Section 2:1 above, by restricting the weights on the higher frequency data to sum up to 1;we can identify 1 ; : : : ; q : In GADL, this means letting 1 > V i = 1, i = 1; : : : ; q, and we obtain:
var(
We note that the estimator in eq. (12) is not only easy to estimate, it also embeds the identi…cation condition for i . Furthermore, the simple structure in eq. (12) 
where Y 1 is the one-period lagged dependent variable. As a modeling strategy, we follow Clements and Galvao (2008) and use:
so that the response of the dependent variable to the regressors remains nonseasonal. We note that the inclusion of AR dynamic in either of these two ways can both be estimated easily with the proposed OLS-based method.
Monte Carlo Experiments
Aggregate Impact Parameter Estimation
This section examines the properties of the GADL estimators, eq. (12), for di¤erent low frequency sample sizes, T , and aggregation horizons, K. We assume the underlying DGP is based on the NLS-MIDAS process of Ghysels et al. (2002 Ghysels et al. ( , 2006 , and show that the GADL estimators deliver excellent performance in accordance with eq.(11).
Following Andreou et al. (2010) Section 6, we set up the following DGP for our Monte
Carlo experiments:
where are projected onto the low frequency data x t ( ), using a two-parameter exponential Almon lag polynomial: The maximum number of iterations for each replication is 100. The …rst 1000 replication of normal convergence are recorded for numerical analysis. Table I shows our simulation results for T = 100; 300; 500; K = 14; 34; 54;and n = 3 and 4. We report both the mean and the root mean squared errors (RMSE) of the estimated coe¢ cients, b 0 and b 1 ; over 1000 replications. We make the following observations:
Even though we are using GADL -a linear polynomial distributed lag model -to estimate data generated by a non-linear exponential Almon lag model, the mean estimates show very little bias even under low T and high aggregation K.
As sample size T increases, RMSE declines in accordance to asymptotic theory (eq.
11).
While RMSEs increase with higher K; the degree of Almon lag polynomial (n = 3 versus n = 4) makes little di¤erence to the estimations. 7 Overall, GADL works well.
INSERT TABLE I
7 As K gets larger, the extra ‡exibility o¤ered by n = 4 may provide slightly better …t, but it would depend on the underlying DGP. The NLS-MIDAS literature reports that the Beta function can be more appropriate for aggregating time lags larger than 20 (K > 20) while the expotential Almon weights are more appropriate for small number of lags.
Comparing GADL with a Non-Linear Approach
We next compare estimations results obtained under GADL and NLS-MIDAS. We again use simulated data generated by the NLS-MIDAS model described above, with the exception that we now set 1 = 0:6 instead of 1:5: We initialize the NLS estimation using values that are a small deviation from the true values. Speci…cally, we set:
where N (0; 1)= p 20: Table II reports estimation results for 1 over 1000 simulations: the mean estimates, biases, and the RMSEs under GADL (both n = 3 and n = 4) and NLS-MIDAS. The last two rows also report the relative RMSEs of GADL over NLS-MIDAS. We note the following:
Even though the true DGP is NLS-MIDAS, we observe the non-linear estimation can
show signi…cant bias when the initial values used for NLS involve a small random deviation from the true values. 8 As T increases, the RMSEs in the estimations do not decline very much.
GADL continues to works well: the biases are at least an order of magnitude smaller than those obtained under NLS, and the RMSEs are also signi…cantly lower than those for the NLS estimates. For larger T , we see RMSEs declining. Again, given this particular DGP, we observe little di¤erences in estimation results using n = 3 vs. 4:
8 Seperate unreported results show that if we start the NLS at exactly the true values, the estimation works very well showing less bias than GADL. Of course, in actuality, one never knows what the true values are, and the devations we consider here are very small.
These observations suggest that in more general setups where the true DGP di¤ers from the exponential Almon lag NLS-MIDAS model (eqs. 16 and 17) , one may need additional re…nements in order to obtain good estimates under NLS-MIDAS. 9 While there are methods to raise estimation speed and e¢ ciency in NLS optimization, it should be apparent that the OLS-based GADL is a viable alternative for its ease of implementation. This advantage is especially relevant in estimations involving multiple sets of high-frequency predictors, as in the application we explore below. We thus conduct the rest of our empirical analyses using GADL (with n = 3).
INSERT TABLE II
Forecasting Aggregate Commodity Price Index
Building upon the concept of commodity currencies developed in Chen and Rogo¤ (2003) and the forward-looking nature of nominal exchange rates, CRR (2010a) demonstrate that quarterly changes in a few key exchange rates -the Australian dollar, the Canadian dollar, the Chilean peso, the New Zealand dollar, and the South African rand -can predict subsequent quarterly movements in aggregate world commodity prices. This conclusion is generally con…rmed in Groen and Pesenti (2011), and CRR (2010b) extend the idea and use the equity indexes from these major commodity-exporting countries to predict world agricultural commodity price movements. 10 As discussed in more details in CRR (2010a), the mechanism for these predictive ability follows directly from the present value formulation of asset prices discussed in Campbell and Shiller (1987) and Engel and West (2005) . For countries that rely heavily on primary commodity production, global commodity price movements a¤ect the valuation of a substantial share of their productions and exports, and thereby in ‡uencing their currency and equity valuation. Knowing this connection, when market participants foresee a future commodity price shock, its anticipated impact on future asset values will be priced into the current asset prices, thus resulting in the predictability link. As each of these countries'currency and equity valuations embody information about the future price prospects of their relevant commodity exports, by combining them we can obtain forecasts for price movements in the aggregate commodity market.
One common issue concerning testing out-of-sample forecast performance is the possibility of structural breaks or parameter instability. As CRR (2010a) showed, the 2008 Financial
Crisis led to a change in the predictive relationship between quarterly exchange rate returns and subsequent commodity price movements. We con…rm this "forecast breakdown" below, and show that by using GADL and allowing more recent exchange rate and stock market data within a quarter to play a bigger role, we obtain more accurate forecasts than under the time-aggregated approaches. The reason is intuitive. When there is a break at time t, both exchange rates and commodity prices are a¤ected, and the new development would only be re ‡ected in the more recent data. If one uses exchange rates averaged over the full past three months, the relevant information would be washed out.
11
The data we use for the empirical analysis below are obtained from the Global Financial 11 Andreou et al.(2010c) use NLS-MIDAS regressions to predict quarterly real economic activity. They reach the same conclusion concerting model performance over the crisis period.
Data and the IMF. The commodity price series is the IMF non-fuel commodity price index, and the daily exchange rates and equity prices are daily closing values covering 1984Q1 to the end of 2010Q3. We look at exchange rates from Australia, Chile, Canada, and New Zealand, and equity indexes from Australia, Canada, and New Zealand only. 12 
Matched-Frequency Forecasts and the 2008 Crisis
Here we follow the exact setup in CRR(2010a) and test whether exchange rate changes s t can predict commodity price movements cp t+1 out of sample, using matched frequency quarterly data up to 2008Q2, and also up to 2010Q3. We adopt a rolling forecast scheme based on the following two commodity currency-based equations:
We refer to the …rst one as "CRR", and the second one as "AR-CRR" in our reporting in Table III . We compare their forecast performance relative to two time-series benchmarks:
an AR(1) model and a driftless random walk (RW):
12 The Chilean Equity Index is excluded due to many missing observations. 13 The order of the benchmark autoregressive model is selected by the Bayesian information criterion in CRR (2010a).
We generate a sequence of 1-step-ahead forecasts using the standard rolling window outof-sample procedure for each of the above four models. Motivated by discussion in Rossi and Inoue (2011), we report forecast comparison results using several alternative rolling window sizes (w = 60; 76; and 92) for all our empirical analyses in order to check the robustness of our conclusions. Table III reports results using a longer sample period, up to 2010Q3. We see that the superior forecast performance of the exchange rate-based speci…cations are no longer as robust. In fact, most RMSE ratios now around 1. As discussed in CRR (2010a) Appendix 14 The …rst regression uses the …rst w quarterly observations and makes a forecast for the commodity price change at w + 1, where w is the rollwing window size. The second regression moves forward over time by one quarter and make another forecast, and so on. At the end of the rolling process, we calculate the RMSE for our model, and compare it with the RMSE produced by a drift-less random walk and by the AR model. Additional results are available for window sizes of 68 and 84. 15 Under the null of equal predictability, the sample RMSE of the larger model is expected to be greater than those of the more restricted models (AR or RW). The Clark and West (2006) 
GADL Forecasts
We next implement the same set of forecast comparisons with daily exchange rates instead, using the GADL and AR-GADL speci…cations described in eqs. (5) and (15) to replace the matched-frequency regressions eqs. (18) and (19) . Table III For K small, GADL produces superior forecasts (smaller RMSEs) relative to RW, AR, as well as to the matched-frequency forecast of CRR, suggesting that using newer information from within a quarter can deliver sharper forecast results.
For K = 54;we don't see much advantage of using GADL over the other models. This result may not be surprising, as the number of (trading) days within a quarter is slightly over 60 in our data set, using K = 54; we are essentially including the whole quarter of data into the regressions. Under the view that more recent data contain stronger signal for forecasting, as demonstrated by the K = 14 and 34 results, using a full quarter of data may be diluting the signal. Relative to CRR (which weight all daily information equally over the full quarter), GADL with K = 54 can introduce additional estimation noise as well.
Adding the AR term does not improve the pure exchange-rate based GADL forecasts. Even though the Clark-West (2006) test of equal predictability mostly favors AR-GADL over RW and AR, the RMSEs produced under AR-GADL do not show a consistent pattern in out-performing the benchmarks.
Overall, GADL regressions using a small set of recent daily exchange rates, such as a few weeks to over a month of data, can consistently forecast better than the benchmarks even over the sample period that includes the 2008 Financial Crisis. This …nding supports the view that in forecasting the future, more up-to-date data should be allowed to play a more important role.
INSERT TABLE IV
Forecast Combination
This section considers forecast combination under GADL, which is an alternative way to exploit the information content in the daily exchange rates while avoiding running multivariate regressions in our small samples. The approach involves computing a weighted average of di¤erent forecasts, each obtained from a single exchange rate-based GADL regression. Speci…cally, we estimate the following four GADL regressions and generate one-step ahead world commodity price forecasts:
where i = AU S; CAN; CHI; N Z:
Similarly, we produce forecasts using single-exchange rate-based AR-GADL regressions for each of the four countries. The forecast combination literature has proposed various methods to weigh individual forecasts, yet it is well known that simple combination schemes FC1 is the equal-weighted average of the four individual GADL forecasts: ( b cp
FC2 is the average of the above four individual forecasts as well as the AR forecasts.
FC3 is the equal-weighted average of the four individual AR-GADL forecasts.
We observe in Table V patterns similar to what we found in the Table IV . 16 The GADL approach in forecast combination comparisons outperforms the benchmarks for K = 14
and 34. But when we include almost a full-quarter of daily information (K = 54); GADL shows similar conclusions as we saw in Table III under matched-frequency analyses: using data up to 2010Q3, exchange-rate based forecasts perform similarly to the benchmarks. To summarize, forecast combinations support the conclusion that newer data within a quarter are more relevant for forecasting, but when they are averaged out with older data, their predictive content gets diluted.
INSERT TABLE V
Forecasts using Equity Indexes
As discussed in CRR (2010b), the net-present-value relationship with commodity prices should extend to other assets whose valuations depend on world commodity prices. The equity market indexes in major commodity-producing economies thus constitute another set of candidate predictors with daily observations. We replace the daily exchange rates in the GADL models above with equity prices from Australia, Canada, and New Zealand, and compare their forecast performance with AR and RW. Table VI report the results for a multivariate GADL estimation using all three sets of daily equity indexes, and for two forecast combination schemes involving: 1) (equal-weighted) combined forecasts of the three singlecountry GADL regressions as in eq. (22); 2) (equal-weighted) combined forecasts of the three single-country GADL regressions and the AR prediction. We see that the equity-index based forecasts produce smaller RMSEs than the two statistical benchmarks very consistently. In addition, we note that unlike the exchange rate-based results, forecast superiority may be increasing when more daily data is used (K is large). While the di¤erences may not be statistically signi…cant, the pattern may also be due to the fact that equity prices are overall more noisy in re ‡ecting the commodity price signal, and as such, one needs a larger set of data to re ‡ect the underlying linkage with commodity prices. Overall, we note that GADL using daily equity index movements can also forecast commodity prices.
INSERT TABLE VI
Conclusion
This paper presents a generalized autoregressive distributed lag model for conducting regression estimations that involve mixed-frequency data. Our GADL approach delivers good …nite-sample performance and is much easier to implement than methods proposed in pre- As an application, we show that daily asset market information -currency and equity market movements -can produce forecasts of quarterly commodity price changes that are superior to those shown in the previous literature. Speci…cally, the superior forecasting ability relative to standard benchmarks is robust to the 2008 …nancial crisis. Note: Simulated data is generated using the NLS-MIDAS model described in Sec. 3. OLS estimates are obtained using Generalized ADL estimations. All the results are based on 1000 replications. Bias is computed as the true parameter values minus the average estimated values. Each NLS estimations are initiated at the true values + , where is drawn from N (0; 1)= p 20, and reported numbers are computed using only iterations with normal convergence. Note: GADL and AR-GADL are mixed frequency versions of CRR and AR-CRR from Table III , using daily exchange rates. The order of polynomial in the Almon weight (n) is set to 3. The p-values are for tests of equal predictability based on Diebold-Mariano (1995) statistics (for non-nested models) or the Clark-West (2006) test (for nested models). P -values > 0.10 are not reported. See text for details. 
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