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Abstract
This thesis reviews the use of 2-dimensional conformal field theory applied to gravity,
specifically calculating Bekenstein-Hawking entropy of black holes in (2+1) dimen-
sions. A brief review of general relativity, Conformal Field Theory, energy extraction
from black holes, and black hole thermodynamics will be given. The Cardy formula,
which calculates the entropy of a black hole from the AdS/CFT duality, will be shown
to calculate the correct Bekenstein-Hawking entropy of the static and rotating BTZ
black holes. The first law of black hole thermodynamics of the static, rotating, and
charged-rotating BTZ black holes will be verified.
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Chapter 1
Introduction
The holy grail of physics is a grand unified theory, or “the theory of everything”. This
refers to unifying the four fundamental forces of nature (gravity, the strong nuclear
force, the weak nuclear force, and the electromagnetic force) in a theory that is
consistent with quantum mechanics. General relativity is a classical theory of gravity
that describes interactions of very massive objects, whereas quantum mechanics is a
theory that describes interactions of very small packets of energy, or particles. The
strong, weak, and electromagnetic forces have been unified in one consistent quantum
field theory known as “The Standard Model”. However, the standard model is not
a grand unification theory because it excludes a description of gravity at very small
scales, a theory of quantum gravity.
Black holes are classical solutions of general relativity (Einstein equations), re-
sembling strongly gravitating objects, with so-called event horizons, which prevent
matter and radiation entering it from coming out at a later time. Black holes have
been observed in nature at the center of galaxies and elsewhere. They behave as
one-way membranes, and can hide an indefinite amount of information. However
quantum mechanics predicts that black holes can radiate small amounts of energy
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in the form of blackbody radiation (Hawking radiation) [1] and that they also pos-
sess a large amount of entropy (Bekenstein-Hawking entropy) [2]. These pose two
problems: first, if a black hole evaporates altogether, the complete destruction of the
above information seems to be incompatible with the unitary nature of quantum me-
chanical evolution (which forbids any information loss). This is known as the black
hole information loss problem. Second, what could be the origin of its entropy, in
the sense of statistical mechanics? It has been recognized that the two problems may
be related, as an understanding of the degrees of freedom responsible for its entropy
may enable one to study their dynamics and evolution to determine the exact nature
of information loss (if any). Black holes are then ideal theoretical laboratories to test
predictions made from possible theories of quantum gravity.
The aim of this thesis is to show that the origin of the degrees of freedom could
include conformal invariance. Conformal field theory (CFT) refers to the quantum
description of an infinite number of degrees of freedom represented as fields in two
dimensions (normally one space and one time), with conformally invariant physics.
Conformal symmetry is invariance under any transformation that preserves shape
locally, including scale invariance.
Work on conformal field theory developed rapidly during the 1980s and 1990s,
after it was realized that conformal invariance restricts the physical behavior of these
systems enormously and renders the corresponding mathematical treatment signif-
icantly simpler [3–5]. Essentially, the infinite conformal invariance of a theory in
2-dimensions can reduce the infinite degrees of freedom of CFT to a finite number,
so that the theories can be solved. Consequently, CFTs have enormous predictive
power and contribute to the understanding of these systems. 2-dimensional CFT
April 25, 2012 2 Steve Sidhu
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has been used to study the 2-dimensional Ising model, 2nd-order phase transitions
in 2-dimensional systems, and in string theory. Furthermore, their solution is also
non-perturbative, and so it is hoped that it may help us toward a non-perturbative
solution of other physical field theories with strong coupling (there are many, such as
that describing the strong force, quantum chromo-dynamics).
While superstring theory [6], loop quantum gravity [7], etc. have attempted a
fundamental understanding of quantum black holes with varying degrees of success,
there has been another attempt in the recent past. After recognizing that the degrees
of freedom near the horizon may play pivotal roles, and that the dynamics of the
latter have an effective scale invariance (due to infinite red-shifts of associated physical
quantities), CFT techniques have been applied to understand the microscopic origin
of black hole entropy. Indeed, for a class of black holes, it has been demonstrated
that the logarithm of degeneracy arising in CFT can account for the entropy [8]. The
advantage of this approach lies in its generality (it is not tied to any specific theory of
quantum gravity) and related robustness of calculations coming from exact contour
integrals on the complex plane.
The idea of conformal invariance playing a role in black hole physics started with
the work of Brown and Henneaux [9]. They showed that the asymptotic symmetry
group of AdS3 spacetime, a 3-dimensional vacuum spacetime which is curved by a
cosmological constant, is the 2-dimensional conformal group. This idea was extended
by Maldacena [10] to conjecture the AdS/CFT correspondence. The ADS/CFT cor-
respondence states that gravity in ADS is dual to a CFT on the boundary.
Brown and Henneaux [9] also showed that the classical canonical realization of
this symmetry is given by the Possion bracket algebra of the generators, or the Dirac
April 25, 2012 3 Steve Sidhu
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bracket algebra of the charges, with a central extension given by what is commonly
referred to as the Brown and Henneaux central charge:
c = 3`2G, (1.0.1)
where ` is the radius of curvature of the AdS spacetime. After quantization, this
Poisson algebra becomes the Virasoro algebra with a central extension proportional
to the Brown and Henneaux central charge. The Virasoro algebra is the defining
algebra of a 2-dimensional quantum conformal field theory.
Cardy [11, 12] used techniques in 2-dimensional conformal field theory to derive
the Cardy formula for the asymptotic density of states:
ln ρ(∆, ∆¯) = 2pi
√
c∆
6 + 2pi
√
c¯∆¯
6 , (1.0.2)
where ρ is the density of states, c, c¯ are the central charges and ∆, ∆¯ is the energy
gap. The Cardy formula gives the entropy of a black hole calculated from the central
charge in a conformal field theory. Strominger [13] used the Brown and Henneaux
central charge with the Cardy formula to show that black hole entropy obtained
agrees with that of the Bekenstein-Hawking entropy of the BTZ black hole, a black
hole that reduces to a AdS3 spacetime far from the origin [14, 15]. Thus, the known
Bekenstein-Hawking entropy of the BTZ black hole is recalculated with the assump-
tion of conformal invariance.
This thesis will review this process and calculate the Bekenstein-Hawking entropy
for a static BTZ, a rotating BTZ, and a charged rotating BTZ black hole.
Chapter 2 will give a short introduction to general relativity. Einstein’s field
equations will be defined as well as the spherically symmetric vacuum solution, the
Schwarzschild solution. Charged, rotating, and charged-rotating or general black hole
April 25, 2012 4 Steve Sidhu
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solutions will be examined. The ADS solution will also be examined.
In Chapter 3 will present various properties of black holes, mainly the possibility
of extracting energy from a black hole, Hawking radiation and the laws of black hole
thermodynamics. Formulas for the Hawking temperature and Bekenstein-Hawking
entropy will be derived so they can be used later to analyze the BTZ black holes.
Chapter 4 will give a brief introduction to 2-dimensional conformal field theory.
First, conformal field theory in any dimension will be defined, and then the very spe-
cial case of a CFT in 2-dimensions will be reviewed in detail. Conformal generators
and their corresponding charges will be defined as well as the operator product ex-
pansion, which is used in 2-dimensional CFT to compute correlation functions. The
operator product expansion will be used to determine the quantum generators of
global conformal symmetries which will be used to derive the Virasoro algebra of a
2-dimensional CFT. A 2-dimensional CFT on a torus parametized by a single param-
eter, the modular paramter, will also be studied. Modular invariance is a property
which refers to tori of different modular parameters being equivalent. By defining a
partition function on the torus and using modular invariance, the Cardy formula will
be derived explicitly.
The Hamiltonian formulation of general relativity will be covered in Chapter 5.
General relativity will be formulated in the Arnowitt, Desser, Misner (ADM) [16], (3
space, 1 time)-from and the ADM-Hamiltonian will be derived. The surface term,
which is often left out in most treatments of the ADM-Hamiltonian, will be talked
about and given explicitly in the equation of the Hamiltonian generator.
Chapter 6 will cover the conserved charges in general relativity, which will become
the eigenvalues for the Virasoro generators in in AdS3/CFT2. It will be shown that
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the surface terms in the ADM-Hamiltonian become the conserved charges in general
relativity. The Poisson bracket algebra of the charges will be shown to be isomorphic
to the Lie bracket algebra of the symmetry generators. The general algebra with an
added central extension, proportional to a central charge c, will also be discussed. It
will be shown that the asymptotic symmetry of the asymptotically AdS3 spacetime
is the conformal group in 2-dimensions. The conserved charges of asymptotic AdS3
spacetime will be calculated as well as the central charge, which turns out to be the
Brown-Henneaux central charge.
In Chapter 7 the Hawking temperature and Bekenstein-Hawking entropy for the
non-rotating, rotating, and charged rotating BTZ black holes will be calculated. The
first law of black hole thermodynamics will also be verified for each case.
Finally, the Conclusion chapter will summarize the major points of this thesis.
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Chapter 2
Einstein’s field equations and black
hole solutions
In this chapter Einstein’s field equations will be examined. There will be a brief
introduction to general relativity and the essential components of the field equations
will all be defined mathematically. Different solutions of the field equations will be
examined, vacuum solutions and various black hole solutions. The main resources
for this chapter are “Introducing Einstein’s Relativity” by Ray D’Invenro [17] and
“Spacetime and Geometry - An Introduction to General Relativity” by Sean Carroll
[18].
2.1 Conventions and notations
In this thesis Latin indices i,j,k or a,b,c and so on will run over the spatial coordinates
(1,2,3 for 4-dimensions or 1,2 for 3-dimensions). Greek indices µ, ν and so on will run
over all space-time coordinates with x0 being the time coordinate. This thesis will
employ the +2 signature: for a 4-dimensional Minkowski spacetime η11 = η22 = η33 =
1 and η00 = −1. [19]
7
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2.2 Einstein’s field equations
Of all of Albert Einstein’s great accomplishments, his greatest might be his field
equations of general relativity:
Gµν + Λgµν =
8piG
c4
Tµν . (2.2.1)
Here gµν is the metric tensor, Gµν is the Einstein tensor (Gµν = Rµν − 12gµνR, with
R being the Ricci scaler: R = gµνRµν), Λ is the cosmological constant and Tµν is
the energy-momentum tensor. The metric tensor contains all information about the
geometry of spacetime and is defined by the line-element squared,
ds2 = gµνdxµdxν (2.2.2)
for the coordinates xµ. Einstein’s most famous equation, E = mc2, states that mass
and energy, which make up matter, are different manifestations of the same thing, and
that mass can be converted into energy and energy into mass. The energy-momentum
tensor contains all information of the distribution of matter and can be determined
by differentiating the action, S with respect to the metric,
T µν = 2√−g
δS
δgµν
. (2.2.3)
Einstein’s field equations relate mass and energy to the curvature of space time.
Einstein’s field equations are second-order partial differential equations. Solutions to
this equation are, most often, very difficult to come by and represent different possible
spacetimes.
The Riemann-Christoffel tensor, Riemann tensor, or simply the curvature tensor,
is defined as
Rµ ναβ = ∂αΓ µ νβ − ∂βΓ µ να + Γ µ σαΓ σ νβ − Γ µ σβΓ σ να, (2.2.4)
April 25, 2012 8 Steve Sidhu
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where Γα βγ is the affine connection given by [20]
Γα βγ =
1
2g
αβ(∂µgβν + ∂νgβµ − ∂βgµν). (2.2.5)
The affine connection is used to define the co-variant derivative of any tensor:
∇αXµ···ν··· = ∂αXµ···ν··· + Γ µβαXβ···ν··· + · · · − Γ βναXµ···β··· − · · · . (2.2.6)
The Ricci tensor, Rµν , is then defined by contractions of the curvature tensor with
the metric:
Rµν = gαβRµ ναβ, (2.2.7)
and the Ricci scalar R can be defined by contracting the Ricci tenor with the metric:
R = gµνRµν . (2.2.8)
The affine connection is a geometrical object that connects nearby tangent spaces.
It ensures that the co-variant derivative, a derivative along tangent vectors of a mani-
fold, of a tensor remains a tensor. A necessary and sufficient condition for a manifold
to be flat is that the Riemann tensor vanishes [17]. Therefore, since the affine con-
nection is made up of derivatives of the metric, a metric with a vanishing affine
connection would imply a vanishing curvature tensor, which would imply flat space:
the Minkowski metric is an example.
The problem of finding a solution can be simplified be seeking a vacuum solution,
that is Tµν = 0. The problem can be simplified further by assuming a zero cosmolog-
ical constant, Λ = 0. This admits the flat space family of solutions, the Minkowski
metric and it’s diffeomorphisms. In 4-dimensional Cartesian coordinates the metric
reads
ds2 = −c2dt2 + dx2 + dy2 + dz2 (2.2.9)
April 25, 2012 9 Steve Sidhu
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A non-zero cosmological constant allows for curvature in a spacetime in the ab-
sence of any matter distributions (dust, fluid, ... etc.) or fields. Even with Tµν = 0
(zero matter or fields), the cosmological constant adds energy to the universe. The
cosmological constant comes from vacuum energy, which can be thought as coming
from of as spontaneous emission and annihilation of virtual particles of the vacuum.
The de Sitter (dS) and Anti de Sitter (AdS) metrics are both solutions to Einstein’s
field equations in vacuum with a non-zero cosmological constant Λ. de Sitter space
corresponds to a positive Λ and Anti de Sitter space corresponds to a negative Λ.
The AdS spacetime in 3-dimensions will be examined in more detail later.
Geodesics can be thought of as the straightest line paths in curved spacetimes.
They describe the motion of inertial test particles [18]. These paths can be determined
by solving the geodesic equation
d2xα
dλ2
+ Γα µγ
dxµ
dλ
dxγ
dλ
= 0 (2.2.10)
for the coordinates of the geodesic xα(λ) [20] parameterized by the affine parameter,
λ. Specific geodesics of the sun describe the paths of travel of planets in the solar
system.
2.3 Schwarzschild solution and black holes
The metric of the spacetime around the sun, or any spherically symmetric gravita-
tional object, can be approximated by the Schwarzschild solution, quite possibly the
most well known and most studied solution to Einstein’s vacuum field equations (with
zero cosmological constant). In spherical coordinates (t, r, θ, φ) it is given by
ds2 = −
(
1− 2GM
c2r
)
c2dt2 + 1
(1− 2GM
c2r )
dr2 + r2(dφ2 + sin2 φ dφ2) (2.3.1)
April 25, 2012 10 Steve Sidhu
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The Schwarzschild solution describes the gravitational field outside a spherically
symmetric, uncharged, non-rotating mass, M . Because of these conditions, the
Schwarzschild solution also describes the most basic of black holes, the Schwarzschild
black hole or the static black hole. The Schwarzschild black hole is uncharged and
unevolving, that is the metric is independent of time. By examining the metric one
can see that the metric coefficients behave strangely at r = 0 and rs = 2GMc2 ; gtt = 0
and grr becomes infinite. The second is known as the Schwarzschild radius, rs, and
is the 2-dimensional surface known as the event horizon for a Schwarzschild solution
(Schwarzschild black hole). Since the Schwarzschild solution is a vacuum solution, for
most massive bodies such as the sun or other stars, the interior region, r ≤ rs, is not
a concern because these bodies extend past rs. However, this radius does disconnect
two coordinate patches of the spacetime, the interior and exterior regions.
Radial null geodesics are paths in spacetime along which massless particles, such as
photons, travel. The equations of radial null geodiscs are given by the Euler-Lagrange
equations [17]
∂K
∂xµ
− d
du
(
∂K
∂x˙µ
)
= 0, (2.3.2)
where u parameterizes the geodesic, the dot represents differentiation with respect to
u and
K ≡ gµν x˙µx˙ν = 0. (2.3.3)
Consider the class of radial null geodesics of the Schwarzschild spacetime defined
by
ds2 = θ˙ = φ˙ = 0, (2.3.4)
The variation of the Schwarzchild metric then becomes
K = −
(
1− 2GM
c2r
)
c2t˙2 +
(
1− 2GM
c2r
)−1
r˙2 = 0 (2.3.5)
April 25, 2012 11 Steve Sidhu
2.3
The Euler-Lagrange equation corresponding to µ = 0 is
d
du
[(
1− 2GM
c2r
)
c2t˙
]
= 0, (2.3.6)
which after integrating gives
(
1− 2GM
c2r
)
c2t˙ = k, (2.3.7)
where k is a constant. Substituting k into (2.3.5) leads to r˙2 = k2/c2, or
r˙ = ±k/c. (2.3.8)
Then the equations of the curves can be found by integrating the equation
dt
dr
= dt/du
dr/du
= t˙
r˙
, (2.3.9)
using (2.3.7) and (2.3.8). Positive k/c leads to
dt
dr
= r
r − 2GM/c2 , (2.3.10)
which can be integrated to give the ingoing null geodesics [17]
ct = −
(
r + 2GM
c2
ln |r − 2GM
c2
|+ constant
)
(2.3.11)
Similarily, a negative k/c leads to the outgoing radial null geodesics are given by
ct = r + 2GM
c2
ln |r − 2GM
c2
|+ constant. (2.3.12)
Mapping both geodesics shows the Schwarzschild solution (with θ and φ coordinates
suppressed) gives Figure 2.1.
It turns out that this singularity is actually a coordinate singularity, since it results
from a bad choice of coordinates. By choosing a proper coordinate transformation,
the metric can be made regular at r = rs.
April 25, 2012 12 Steve Sidhu
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Figure 2.1: The Schwarzschild solution in 2-dimensions (θ and φ coordinates are su-
pressed). The lightcones tip inside the event horizon, and thus events which originate
inside the event horizon can not be observed by an external observer.
April 25, 2012 13 Steve Sidhu
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In the interior region the coordinates t and r reverse their character. That is t
becomes spacelike and r becomes timelike [17, 18].
By using the Eddington-Finkelstein coordinate transformation
t→ t¯ = c2t+ 2GM
c2
ln(r − 2GM
c2
) (2.3.13)
the metric becomes
ds2 = −
(
1− 2GM
c2r
)
dt¯2 + 4GM
c2r
dt¯dr+ 1
(1− 2GM
c2r )
dr2 + r2(dφ2 + sin2 φdφ2) (2.3.14)
The Eddington-Finkelstein metric can also be written in terms of the advanced time
parameter using the transformation v = t¯+ r
ds2 = −
(
1− 2GM
c2r
)
dv2 − 2dvdr − r2(dθ2 + sin2 φdφ2) (2.3.15)
What results is a “tipping” of light-cones in the interior region, as can be seen from
the intersection of the null congruences. The light-cones of all particles in the interior
region all point towards the r = 0 singularity as shown in Figure 2.2.
Light-cones just outside the event horizon are slightly tipped towards the r = rs
singularity [17] (See Fig (2.1). Therefore, particles at or inside the event horizon can
not exit. To do so they would have to travel faster than the speed of light, and no
such particles have ever been observed. Even light can not escape, hence the name
“black hole”.
2.4 Charged black holes
Hans Reissner and Gunnar Nordström found a solution to Einstein’s field equations,
with zero cosmological constant, coupled to electric and magnetic fields and an energy
April 25, 2012 14 Steve Sidhu
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Figure 2.2: The Schwarzchild solution in advanced Eddington-Finkelstein coordinates.
Again, the lightcones are tipped inside the event horizon. The darker curved lines
are the outgoing null congruences and the lighter straight lines are the ingoing null
congruences.
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distribution given by the Maxwell energy-momentum tensor. The Maxwell energy-
momentum tensor is given by
T µν = 14pi [F
µαF ν α − 14η
µνFαβF
αβ] (2.4.1)
where Fµν is the Maxwell tensor,
F µν =

0 Ex Ey Ez
−Ex 0 Bz −By
−Ey −Bz 0 Bx
−Ez By −Bx 0
 . (2.4.2)
The Maxwell energy-momentum tensor can be written explicitly in terms of the elec-
tric and magnetic fields,
Tµν =

1
8pi (E
2 +B2) Sx/c Sy/c Sz/c
Sx/c −σxx −σxy −σxz
Sy/c −σyx −σyy −σyz
Sz/c −σzx −σzy −σzz
 , (2.4.3)
where ~S is the Poynting vector, which gives the energy flux density of an electromag-
netic field, given by
~S = c4pi
~E × ~B, (2.4.4)
and
σij =
1
4pi (EiEj +BiBj)−
1
8pi
(
E2 +B2
)
δij. (2.4.5)
The Reissner-Nordström solution is
ds2 = −
(
1− 2GM
c2r
+
ε2Q
r2
)
c2dt2 + 1
(1− 2GM
c2r +
ε2Q
r2 )
dr2 + r2(dφ2 + sin2 φdφ2) (2.4.6)
where ε2Q =
G(Q2+P 2)
4pi0c4 and Q is the electric charge of the mass and P is the total
magnetic charge [17, 18]. Since magnetic monopoles have not been discovered in
April 25, 2012 16 Steve Sidhu
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nature, P , is usually taken to be zero. However, some theoretical models predict
the existence of magnetic monopoles and it is also possible that a black hole has a
total magnetic charge. This becomes the solution to a spherically symmetric, non-
rotating, electrically charged black hole. It is clear to see that there are event horizons
at grr = 0, solving for r,
r± = GM
c2
±
√
G2M2
c4
− G(Q
2 + P 2)
4piε0c4
(2.4.7)
The metric can be analyzed for the three regions:
I. GM2 < Q2 + P 2: The metric is regular in the coordinates (t, r, θ, φ) and t is
timelike and r is spacelike; the light-cones are tipped in the positive time direction.
II. GM2 > Q2 + P 2: The metric has coordinate singularities at r+ and r−. At
the r = r+ surface t and r change character, that is t is spacelike and r is timelike.
The light-cones are tipped towards a decreasing radius. At r = r− t and r change
character again such that t is again timelike and r is spacelike but with the orientation
reversed. Upon reaching the r = r− surface, the light-cones tip back towards r = r+,
an increasing radius.
III. GM2 = Q2 +P 2: Known as the “extreme” Reissner-Nordström solution, there
is a double event horizon at r = GM , that is both horizons coincide at this point. The
coordinate r is null-like at r = GM and spacelike in the regions on other side. The
coordinate t is timelike on either side of the event horizon, and null like at r = GM .
The light-cones are tipped towards the positive time direction on either sides of the
event horizon. [17,18]
April 25, 2012 17 Steve Sidhu
2.5
2.5 Rotating black holes
The rotating black hole solution is a solution to Einstein’s vacuum field equations for
a massive spinning source. It is given by the Kerr metric:
ds2 = −
(
1− 2GMr
c2ρ2
)
c2dt2 − 2GMar sin
2 θ
c2ρ2
(dtdφ+ dφdt)
+ρ
2
∆dr
2 + ρ2dθ2 + sin
2 θ
ρ2
[(r2 + a2)2 − a2∆ sin2 θ]dφ2 (2.5.1)
where
∆(r) = r2 − 2GMr
c2
+ a2 (2.5.2)
and
ρ2(r, θ) = r2 + a2 cos2(θ) (2.5.3)
M is the mass of the black hole and a is the angular momentum per unit mass,
a = J/M (2.5.4)
for the angular momentum, J . With these coordinates it is clear to see that there is
a singularity when grr = 0, since ρ2 ≥ 0. Setting ∆(r) = 0 and solving for r gives
two event horizons for the Kerr black hole at
r± =
GM
c2
±
√
G2M2
c4
− a2 (2.5.5)
As a reduces to zero, the metric reduces to the Schwarzschild metric and the two
singularities reduce to the r = 0 and r = rs Schwarzschild singularities. At both
event horizons (at r = r+ and r = r−) the coordinates t and r are null-like. There
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Figure 2.3: The event horizons, ring singularity, Ergosphere and surfaces of infinite
redshift for the Kerr black hole.
is a region outside the r = r+ event horizon known as the ergo-sphere. The ergo-
sphere is the region of spacetime where particles are free to enter and leave but can
not remain stationary. Instead they must move with the direction of rotation of the
black hole. The true curvature singularity occurs at ρ2(r, θ) = 0. For this to occur
r = 0 and θ = pi2 must both be true. In four dimensions r = 0 actually sweeps out
a disc and with θ = pi2 it actually represents a ring. The rotation has “softened”
the Schwarzschild singularity, spreading it out over a ring [18]. This is illustrated in
Figure 2.3.
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2.6 General black holes
A general black hole solution is that of the rotating, charged black hole. It is given
by the Kerr-Newman solution, in advanced Eddington-Finkelstein coordinates it is
ds2 =−
(
1− 2GMr
c2ρ2
+ ε
2
0
ρ2
)
dv2 + 2dvdr − 2a
ρ2
(2GMr
c2
− ε20
)
sin2 θdvdφ¯
− 2a sin2 θdrdφ¯+ ρ2dφ¯2
+ [(r2 + a2)2 −
(
r2 − 2GMr
c2
+ a2 + ε20
)
a2 sin2 θ] sin
2 θ
ρ2
dφ¯2 (2.6.1)
where dφ¯ = dφ+ a∆dr.
2.7 The Anti de Sitter metric
The AdS spacetime can be thought of as a cavity where photons can travel to and
reflect off the boundary and come back in a finite time (see Figure 2.4). AdS space is a
vacuum solution of Einstein’s field equations, with a negative cosmological constant,
given by
Gµν = −Λgµν , (2.7.1)
where Λ = −d(d − 1)/2`2, d is the dimension of spacetime and ` is the radius of
curvature of the AdS spacetime. The curvature of spacetime results from the energy
of the cosmological constant. Because of these properties, it is a well studied metric
by physicists in the field of cosmology and quantum gravity. It has become of great
interest to the field of quantum gravity because of the AdS/CFT correspondence, and
its applications to string theory. In 3 dimensions the AdS3 metric in polar coordinates
reads,
ds2 = −
(
1 + r
2
`2
)
c2dt2 + 1
(1 + r2
`2 )
dr2 + r2dφ2. (2.7.2)
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Figure 2.4: a) Penrose diagram for AdS space. b) Massive geodesic is represented by
the darker line and the massless geodesic is represented by the lighter line [21].
It is a vacuum solution to Einstein’s field equations in three dimensions. The BTZ
metric describes a three dimensional black hole ,
ds2 = −
(
−m+ r
2
`2
)
c2dt2 + 1
(−m+ r2
`2 )
dr2 + r2dφ2 (2.7.3)
where m = G3M
c2 and M denotes the geometrical mass of the spacetime and G3 ≡ G
denotes Newton’s constant in three dimensions. The BTZ metric reduces to the AdS3
metric for large r, and as m→ −1. This study of the relationship between the BTZ
and AdS3 metrics will be of great interest in this thesis. There are also other solutions
of AdS black holes. The metrics are given by
ds2 = −f(r)c2dt2 + dr
2
f(r) + r
2dΩ2 (2.7.4)
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where dΩ2 = dθ2 + sin2 θdφ2 in 4 dimensions and dΩ2 = dφ2 in 3 dimensions. For a
Schwarzschild-AdS solution, a solution of (2.7.1),
f(r) = 1− 2GM
c2r
− Λ3 r
2. (2.7.5)
The Reissner-Nordström-AdS solution is a solution of Einstein’s field equations, in
the presence of an electromagnetic field,
Gµν = −Λgµν + 8piG
c4
Tµν , (2.7.6)
where Tµν is given by (2.4.1). The Reissner-Nordström-AdS solution is given by
(2.7.4) with
f(r) = 1− 2GM
c2r
+
ε2Q
r2
− Λ3 r
2. (2.7.7)
These are some of Einstein’s field equations and their solutions of general relativ-
ity. With a brief introduction to black hole solutions and how black holes manifest
in spacetimes, physical properties of black holes (such as entropy, temperature, radi-
ation, and evaporation) can now be examined.
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Chapter 3
Aspects of black holes
thermodynamics
After discussing the notion of black hole solutions of Einstein’s equations and different
black hole solutions, it is natural to discuss the different aspects of black holes. This
chapter will give a brief review of energy extraction from black holes (specifically
the Penrose process for rotating and charged black holes and superradiance of black
holes). It will also give a brief review of black hole thermodynamics and Hawking
radiation (a process in which it is proposed that black holes may evaporate). The
main references used in this section are [22–25].
3.1 Area theorem
Hawking showed, under general assumptions, that the event horizon surface area of a
black hole can never decrease [26]. Consider a null geodesic congruence (the focusing
of a bundle of light rays) coming from one side of a spacelike 2-surface. Let the
convergence ρ of the congruence be defined as a rate of change of an infinitesimal
cross-sectional area δA : ρ = d
dλ
ln δA, where λ parametrizes the null geodesics. From
23
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this one can get the equation [27]
d
dλ
ρ = 12ρ
2 + σ2 +Rµνkµkν , (3.1.1)
where σ2 is the square of the shear tensor of the congruence, and kµ is the tangent
vector to the geodesics. This equation is known as the focusing equation, often called
the Raychaudhuri equation, or Sach’s equation, or Newman-Penrose equation, which
relates the null geodesic congruence to the Ricci tensor. The focusing equation shows
that an initially converging congruence must reach a "crossing point", where ρ begins
to diverge, in a finite λ provided by Rµνkµkν ≥ 0 [23].
The future event horizon of an asymptotically flat black hole spacetime is defined
as the boundary of the past of the future null infinity, that is, the boundary of the
points that can communicate with the remote regions of spacetime in the future.
Since Rµνkµkν ≥ 0, and if there are no naked singularities, the cross sectional area of
a future event horizon cannot decrease anywhere [23].
This is because the focusing equation implies that if the horizon generators are
converging, they will reach a crossing point in a finite λ. But such a point cannot lie
on the future event horizon because the horizon must be locally tangent to the light
cones. And, since the generators cannot leave the horizon, the generators cannot be
extended far enough to reach the crossing point; they much reach a singularity [23,26].
Thus, as shall be seen, the area theorem places an upper bound on the total amount
of energy that can be extracted from a black hole.
3.2 Energy extraction from black holes
In this section energy extraction from black holes by particles and waves will be
examined. For simplicity and pedagogical reasons energy extraction from charged
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black holes and rotating black holes will be examined separately to give the reader
an idea of the basic concepts. The generalization to a rotating, charged black hole
(Kerr-Newman black hole) can be made.
3.2.1 Rotating black holes (Penrose process)
Black holes got their name because they represent a region of spacetime where the
gravitational potential is so strong that even light can not escape. It came as a big
surprise when in 1969 Roger Penrose [28] noted that energy can be extracted from
the ergo-sphere of a rotating (Kerr) black hole, in a process known as the Penrose
process. Consider a Killing vector field ξµ which is spacelike in the ergo-sphere and
represents time translation asymptotically at infinity. Then for a test particle with
4-momentum pµ = muµ, where uµ is the 4-velocity, the energy
E = −pµξµ (3.2.1)
does not need to be positive in the ergo-sphere. Energy can be extracted from the
black hole if the particle of negative energy is absorbed by the black hole.
To see this in more detail, consider a particle with 4-momentum pµo and a measured
total energy of
Eµ0 = −pµoξµ. (3.2.2)
Now consider that this particle is falling freely towards a black hole, E0 will remain
constant. As it enters the ergo-sphere it breaks up into two fragments. By local
conservation of energy and momentum,
pµo = p
µ
1 + pµ2 , (3.2.3)
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where pµ1 and pµ2 are the 4-momentum of the two fragments, and also
E0 = E1 + E2. (3.2.4)
However, if it was possible that after the breakup of the original particle that one of
the daughter particles has negative total energy, E1 < 0, then it can be absorbed into
the black hole. If the particle with positive total energy is able to escape the ergo-
sphere (in freely falling motion along a geodesic), it should have energy E2 greater
than the energy of the initial particle E0.
In the case of the Kerr black hole with mass M and a 6= 0, it can be explicitly
verified that the breakup process can be done so that the second fragment does escape
to infinity and that the negative fragment always falls into the black hole [22]. At the
end of the process, the second particle has energy E0 + |E1|, and the black hole has
the reduced mass M − |E1|. Therefore, the amount of energy equal to |E1| has been
extracted from the black hole. However, as will be shown, extracting energy from the
black hole is self-limiting because the negative energy particles which enter the black
hole also carry negative angular momentum, angular momentum opposite to that of
the black hole. The angular momentum, J = Ma, of the black hole will reduce to
zero while M is still finite. However, when J = 0, there can be no more extraction of
energy because the ergo-sphere no long exists. [22]
The coordinate angular velocity, in the limit r → r+ of the Kerr metric (2.5.1) is
given by
ΩH =
a
r2+ + a2
, (3.2.5)
and it is related to the Killing field χµ by
χµ = (∂/∂t)µ + ΩH(∂/∂φ)µ. (3.2.6)
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(3.2.6) can be thought of as the event horizon of the Kerr black hole rotating with
angular velocity ΩH . χµ is future directed null on the horizon. Then for any particle
which enters the black hole (including all negative energy particles), what results is
0 > pµχµ = pµ(ξµ + ΩHψµ) = −E + ΩHL, (3.2.7)
where L = pµψµ. Thus we find that
L <
E
ΩH
(3.2.8)
which verifies the fact that negative energy particles entering the black hole carry
negative angular momentum. After absorbing the negative energy particle, the pa-
rameters of the Kerr solution are modified by δM = E, δJ = L. But (3.2.8) restricts
the parameters by
δJ <
δM
ΩH
, (3.2.9)
which can be rewritten as, [29],
δMirr > 0, (3.2.10)
where the irreducible mass, Mirr is defined by
M2irr =
1
2[M
2 + (M4 − J2)1/2]. (3.2.11)
Inverting (3.2.11) gives
M2 = M2irr +
1
4
J2
M2irr
> M2irr. (3.2.12)
Therefore, the Penrose process can not reduce the mass of a black hole below the initial
value of Mirr. Starting with a Kerr black hole of mass M0 and angular momentum
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J0, the amount of energy that could be extracted from the black hole is M0 −Mirr,
which can be interpreted as the rotational energy of the black hole. For a maximally
rotating black hole, J0 = M20 , it represents ≈ 29% of the mass-energy of the black
hole [22]. Using the area theorem, the area of the event horizon of the Kerr black
hole is given by
A =
∫
r=r+
√
gθθgφφdθdφ
=
∫
(r2+ + a2) sin θdθdφ
= 4pi(r2+ + a2)
= 16piM2irr. (3.2.13)
Thus, from the area theorem, Mirr can never decrease, and thus the Penrose process
just changes the parameters of the black hole and does not convert it into a naked
singularity, so the black hole remains.
3.2.2 Charged black holes
Consider once again the Reissner-Nordström metric (2.4.6),
ds2 = −
(
1− 2GM
c2r
+
ε2Q
r2
)
c2dt2 + 1
(1− 2GM
c2r +
ε2Q
r2 )
dr2 + r2(dφ2 + sin2 φdφ2)
where ε2Q =
G(Q2+P 2)
4pi0c4 . The energy of a particle in this background [22] is given by
E = m
√(
1− r+
r
)(
1− r−
r
)
+ eεQ
r
, (3.2.14)
where m and e are the mass and the charge of the infalling particle. If the charge of
the particle is opposite to that of the black hole, then close to the horizon the first
term goes to zero and thus the particle has negative energy. Therefore, in this regime,
|E| < e |εQ|
r+
. (3.2.15)
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Now consider two oppositely charged bound particles with total energy E0 near the
horizon of the black hole. One of the particles could have negative energy, by the
above argument. The particle with negative energy falls into the black hole and the
other escapes. Then, by the conservation of energy
E+ = E0 + |E−| (3.2.16)
M ′ = M − |E−| (3.2.17)
where E+ is the energy of the particle that escapes, E− is the energy of the particle
that falls into the black hole, andM ′ is the final mass of the black hole. The net result
is a decrease in the mass of the black hole and a loss of charge with the new charge
of the black hole equal to Q′ = Q− e. The escaping particle will have energy greater
than the total energy of the original bound pair of charges. Since for a non-extremal
black hole (
√
GεQ/r+ < 1), (3.2.15) becomes
e√
G
> |E+|. (3.2.18)
This shows that due to this process, the rate of decrease of charge is greater than the
rate of decrease of mass [30].
3.2.3 Superradiance
Superradiant scattering allows energy to be extracted from a black hole in a similar
manner as the Penrose process, but using waves instead of particles. If a scalar,
electromagnetic, or gravitational wave is incident on a black hole, part of the wave
will be absorbed by the black hole, (“transmitted wave”), and part of the wave will
escape back to infinity, (“reflected wave”) [22]. The transmitted wave will carry
positive energy, and the reflected wave will carry less energy than the original incident
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wave. However, consider a wave of the form φ = Re[φ0(r, θ)e−iωteimφ] with
0 < ω < mΩH . (3.2.19)
In this case, the transmitted wave will carry negative energy into the black hole,
(similar to the negative energy particle in the Penrose process). The reflected wave
will carry positive energy to infinity and have a greater amplitude and energy than
the original incident wave.
For a rotating black hole this is easily demonstrated by considering the case of
a Klein-Gordon scalar field φ. The energy-momentum tensor of the Klein-Gordon
scalar field is given by
Tµν = ∇µφ∇νφ− 12gµν
(
∇λφ∇λφ+m2φ2
)
(3.2.20)
and satisfies ∇µTµν = 0. Contracting the energy-momentum tensor with the timelike
Killing field ξµ of the Kerr background yields a “energy current”
Jµ = −Tµνξν , (3.2.21)
which is conserved since ∇µJµ = − (∇µTµν) ξν − Tµν∇µξν = 0 [22]. Integrating
∇µJµ over a region of spacetime outside and joined to the horizon using Gauss’s law
shows that the difference between the incoming and outgoing energies is equal to the
integrated flux of Jµ on the horizon. On the horizon the time averaged flux is given
by
〈Jµnµ〉 = −〈Jµχµ〉 = 〈Tµνχµξν〉 = 〈(χµ∇µφ) (ξν∇νφ)〉
= 12ω(ω −mΩH)|φ0|
2, (3.2.22)
where nµ = −χµ is directed normal to the horizon. Thus, in the frequency range
of (3.2.19) the energy flux through the horizon is negative, and hence superradiance
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is obtained [22]. Similar arguments for the superradiance of electromagnetic waves
and gravitational waves in the Kerr background have been shown by Teukolsky and
Press [31].
Similarly, for a charged black hole consider the simplest case of a charged scalar
field. This field can be solved in the Reissner-Nordström background, (2.4.6), and a
relation for the reflection and transmission coefficients , |R|2 and |T |2, can be obtained
as [32],
1− |R|2 = 1
κ
(
ω − eεQ
r+
)
|T |2, (3.2.23)
where κ is the surface gravity given by (r+ − r−)/2r2+. For ω < e εQr+ , |R|2 is greater
than 1, meaning that the scalar wave takes energy away from the black hole. Then,
the condition for superradiance is [30]
m < ω < e
εQ
r+
. (3.2.24)
The rate of charge and mass loss for the black hole can be calculated by [30]
dεQ
dt
= −e
∫ e εQ
r+
m
|R|2dω (3.2.25)
dM
dt
= −
∫ e εQ
r+
m
|R|2ωdω. (3.2.26)
By (3.2.24), ∣∣∣∣∣dεQdt
∣∣∣∣∣ >
∣∣∣∣∣dMdt
∣∣∣∣∣ . (3.2.27)
This shows that the rate of decrease of charge is greater than the rate of decrease of
mass, as was the case for energy extraction from a charged black hole by particles.
Again, this process holds for electromagnetic and gravitational waves.
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Figure 3.1: The Penrose diagram for a gravitationally collapsed black hole spacetime.
The shaded region is the collapsing body. r = 0 on the left is the worldline of the
center of the collapsing body, r = 0 on the top is the curvature singularity. The H+
is the future even horizon. The ingoing ray with v < v0 from I− passes through the
body and escapes to I+ as u is constant. Ingoing rays with v > v0 eventually reach
the singularity.
3.3 Hawking radiation
The process by which black holes emit a thermal spectrum of particles is known as the
Hawking effect [1,33]. Consider a massless scalar field in the Schwarzschild spacetime.
Assume that the black hole is a result of a gravitational collapse sometime in the past.
This assumption helps avoid issues of boundary conditions on the past horizon. Also
assume that there were no scalar particles present before the collapse began.
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For this case, the quantum state is in the vacuum: |ψ〉 = |0〉in. The in-modes,
fω`m, are pure positive frequency on I−. Thus, fω`m ∼ eiωv as v → ∞, where
v = t + r∗ is the familiar advanced time coordinate. The out-modes, Fω`m, are pure
positive frequency on I−. Thus, Fω`m ∼ e−iωu as u → ∞, where u = t − r∗ is the
familiar retarded time coordinate. To determine the particle creation, the relation
between the two sets of modes must be determined. This allows one to calculate the
Bogoliubov coefficients, which in turn are used to define the creation and annihilation
operators for the in and out regions.
The main interest here is emission of particles at late times, (long after the col-
lapse). This region is dominated by modes which leave I− with high frequency,
propagate through the collapsing body just before the horizon is formed, then un-
dergo a large redshift on the way out of I+. Since these modes are extremely high
frequency, their propagation maybe described by geometrical optics.
An ingoing ray with v = constant passes through the body and emerges as an
outgoing ray with u = constant, where u = g(v) or equivalently, v = g−1(u) ≡ G(u).
Then the asymptotic forms for the modes, from the geometrical optics approximation,
are
fω`m ∼ Y`m(θ, φ)√4piωr ×
{ e−iωv, on I−
e−iωG(u), on I+
(3.3.1)
and
Fω`m ∼ Y`m(θ, φ)√4piωr ×
{ e−iωu, on I+
e−iωg(v), on I−
, (3.3.2)
where Y`m(θ, φ) is a spherical harmonic. Hawking [1] gave a ray-tracing argument
which led to the result
u = g(v) = −4M ln
(
v0 − v
C
)
, (3.3.3)
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or
v = G(u) = v0 − Ce−u/4M , (3.3.4)
where M is the mass of the black hole, C is a constant, and v0 is the limiting value
for v for rays which pass through the collapsing body before the horizon forms.
In this section this result will be derived using Ford’s approach, and will closely
follow his work [24] for the explicit case of a thin shell. The inner spacetime of the
shell is flat and may be described by the metric
ds2 = −dT 2 + dr2 + r2dΩ2. (3.3.5)
Then in the interior region, V = T − r and U = T + r are the null coordinates,
which are constant on ingoing and on outgoing rays respectively. The shell exterior
is described the Schwarzschild metric:
ds2 = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 − r2dΩ2, (3.3.6)
where G = c = 1. The null coordinates in the exterior region are v = t − r∗ and
u = t− r∗, where
r∗ = r + 2M ln
(
r − 2M
2M
)
(3.3.7)
is the tortoise coordinate.
Let the history of the shell be described by r = R(t). The metric on the 3-
dimensional hypersurface (the shell itself) must be the same as seen from both sides.
This leads to the condition
1−
(
dR
dT
)2
= −
(
R− 2M
R
)(
dt
dT
)2
+
(
R− 2M
R
)−1 (dR
dT
)2
. (3.3.8)
The extrinsic curvatures on each side of the hypersurface must match (see, for
example, Section 21.13 of [20]), (the extrinsic curvature will be explained in detail in
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Figure 3.2: A ray entering the collapsing shell at point 1, passes through the center
and exits as an outgoing ray at point 2 while the shell is shrinking to that of a shell
with a smaller radius.
chapter 5). This leads to the relation of R(t) in terms of the energy-momentum in
the shell. For this case however, this relation in not needed and an arbitrary R(t) is
assumed.
There are now 3 conditions to be determined: the relation of the null coordinates
v and V for the ingoing ray, the relation between U and u for the outgoing ray, and
the relation between V and U at the center, (this is illustrated in Figure 3.2).
Suppose that a null ray enters the shell at a radius of R1, which is larger than
2M . R/R−2M and dR/dT are both finite and approximately constant at this point,
and so dt/dT is approximately constant. Therefore t ∝ T . And since r∗ is a linear
function of r in the region r = R1, one concludes that
V (v) = av + b (3.3.9)
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in a neighborhood of v = v0, where a and b are constants.
Matching the null coordinates at the center, at r = 0 gives
U(V ) = V (3.3.10)
because V = T − r and U = T + r.
Consider now the ray exiting the shell. Rays which exit when R is close to 2M
are of the most interest. Let T0 be the time at which R = 2M . It is worth noting
that this occurs as a finite time as seen by an observer inside the shell. Then near
T = T0,
R(T ) ≈
(
R− 2M
2M
)−2 (dR
dT
)2
≈ (2M)
2
(T − T0)2 , (3.3.11)
which implies
t ∼ −2M ln
(
T0 − T
B
)
, T → T0. (3.3.12)
Also, as T → T0,
r∗ ∼ 2M ln
(
r − 2M
2M
)
∼ 2M ln
A(T0 − T )
2M
, (3.3.13)
and therefore
u = t+ r∗ ∼ −4M ln
(
T0 − T
B′
)
, (3.3.14)
where B and B′ are constants. However, in this limit
U = T + r = T +R(T ) ∼ (1 + A)T + 2M + AT0. (3.3.15)
Combining these results with (3.3.9) and (3.3.10) yields the final result (3.3.3) [24].
This was the explicit calculation for the thin shell. The logarithmic dependence
which governs the asymptotic form of u(v) comes from the last step in the sequence
of matchings. This step reflects the large redshift which the outgoing rays experience
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after they have passed through the collapsing body [24]. Consider dividing a spheri-
cally symmetric star into a sequence of collapsing shells. Null rays enter and exit each
shell. Then, each null coordinate is linearly dependent on the preceding one, (until
the null rays exit the last shell). At the exit point of the last shell, the retarded time
u in the exterior spacetime (Schwarzschild spacetime) is a logarithmic function of the
previous coordinate, and also a logarithmic function of v given by (3.3.3).
The out-modes, when traced back to I−, have the from
Fω`m ∼
{ e−4Miω ln [(v0−v)/C], v < v0
0, v > v0.
(3.3.16)
Fourier transforming this function allows one to find the Bogoliubov coefficients. The
Fourier transform is given by [24]
Fω`m =
∫ ∞
0
dω′
(
α∗ω′ω`mfω′`m − βω′ω`mf ∗ω′`m
)
, (3.3.17)
where αω′ω`m = αω′`m,ω`m and βω′ω`m = βω′`−m,ω`m. This notation ensures that the
dependence of the angular coordinates must be the same in each term in (3.3.17).
Thus
α∗ω′ω`m =
1
2pi
√
ω′
ω
∫ v0
−∞
dveiω
′ve4Miω ln [(v0−v)/C], (3.3.18)
and
βω′ω`m = − 12pi
√
ω′
ω
∫ v0
−∞
dve−iω
′ve4Miω ln [(v0−v)/C], (3.3.19)
or, equivalently,
α∗ω′ω`m =
1
2pi
√
ω′
ω
eiωv0
∫ ∞
0
dv′e−iω
′v′e4Miω ln (v
′/C), (3.3.20)
and
βω′ω`m = − 12pi
√
ω′
ω
eiωv0
∫ ∞
0
dv′eiω
′v′e4Miω ln (v
′/C), (3.3.21)
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Figure 3.3: The closed contour C of the integration (3.3.22). This integral vanishes
which implies that the integrals along the dotted line and the lighter, thin line seg-
ments are equal. This implies the first equality in (3.3.23).
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where v′ = v0 − v.
The two functions above are analytic on the complex plane everywhere but the
negative real axis, the branch cut of the logarithm function. Therefore
∮
C
dv′e−iω
′v′ e4Miω ln (v
′/C) = 0, (3.3.22)
where this integration is around the closed contour C (see Figure 3.3). This integral
can be expressed as
∫ ∞
0
dv′e−iω
′v′e4Miω ln (v
′/C) = −
∫ ∞
0
dv′eiω
′v′e4Miω ln (v
′/C−i)
= −e4piMω
∫ ∞
0
dv′eiω
′v′e4Miω ln (v
′/C),
(3.3.23)
where in the first step there is a change of variable v′ → −v′ applied to (3.3.22).
In the second step of (3.3.23) the relation ln (−v′/C − i) = −ipi + ln (v′/C). Then
comparing (3.3.23) with (3.3.20) and (3.3.21) leads to the result
|αω′ω`m| = e4piMω|βω′ω`m|. (3.3.24)
There is an equation relating the in-modes in terms of the out modes,
fj =
∑
k
(αjkFk + βjkF ∗k ) . (3.3.25)
In terms of orthogonality relations between in- and out-modes this relation leads to
the condition [24] ∑
k
(
αjkα
∗
j′k − βjkβ∗j′k
)
= δjj′ (3.3.26)
Then the condition (3.3.26) on (3.3.24) can be written as
∑
ω′
(
|αω′ω`m|2 − |βω′ω`m|2
)
=
∑
ω′
(
e8piMω − 1
)
|βω′ω`m|2 = 1 (3.3.27)
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The physical number operator Nω`m counts the particles in the out-region. Adopt-
ing the Heisenberg picture of quantum dynamics, the state |0〉in remains the state of
the system for all time. Then, the mean number of particles created into mode ω`m
is given by
〈Nω`m〉 = in〈0|b†ω`mbω`m|0〉in =
∑
ω′
|βω′ω`m|2, (3.3.28)
where b†ω`m and bω`m are creation and annhilation opertors in the out-region given by
bω`m =
∑
ω′
(
αω′ω`maω′ + β∗ω′ω`ma
†
ω′
)
(3.3.29)
and a†ω′ and aω′ are the creation and annihilation operators in the in-region. If the
coefficients βω′ω`m are non-zero, that is there is a mixing of the positive and negative
frequency solutions, then the particles are created by the gravitational field [24].
Comparing (3.3.27) with (3.3.28) gives
Nω`m =
∑−ω′|βω′ω`m|2 = 1
e8piMω − 1 . (3.3.30)
(3.3.30) is the familiar Planck spectrum from statistical mechanics with a temper-
ature of
T = 18piM , (3.3.31)
which in natural units is the Hawking temperature of the black hole [24],
TH =
~c3
8piGMkB
, (3.3.32)
where kB is the Boltzmann constant.
3.4 Black hole thermodynamics
A “black hole” is called that because light rays originating from inside the event
horizon can not escape. But light rays may enter the event horizon, which can be
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thought of as a one-way membrane. Thus things can fall into the black hole and make
it bigger but, classically, nothing can leave to make it shrink. This is reminiscent of
the second law of thermodynamics of one way, increasing entropy. The size of the
black hole, like entropy is always increasing.
The area of the black hole can be used to measure the size of the black hole. For
a spherically symmetric black hole with electric charge εQ, and angular momentum
J , the total surface area of the horizon is given by [34]
A = 4pir2+ (3.4.1)
A = 4pi
2 G2M2
c4
− ε2Q + 2
G2M2
c4
(
1− c
4 ε2Q
G2M2
− c
4 J2
G2M4
)1/2 , (3.4.2)
where ε2Q < M2 and J2 < M4.
It is unclear from (3.4.2) that if something effects ε2Q, J2, andM whether the total
area increases or decreases. For example, consider energy extraction by the Penrose
process. Under the Penrose process for a rotating black hole, J andM both decrease.
But examining (3.4.2) shows that when J decreases the total area increases, and when
M decreases the total area decreases. The changes in J and M are in competition,
but it can be shown that J always wins and the total area always increases.
This analogy between entropy and the area of a black hole, along with Hawking’s
Area theorem, gives rise to the second law of classical black hole thermodynamics:
dA ≥ 0, (3.4.3)
analogous to the second law of thermodynamics.
There are also laws in classical black hole thermodynamics analogous to the zeroth,
first, and third laws of thermodynamics. From (3.4.2) one can obtain,
dM = (8pi)−1κ dA+ ΩH dJ + Φ dεq (3.4.4)
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where (8pi)−1κ ≡ ∂M/∂A, etc. (3.4.4) is an expression of the mass-energy conserva-
tion, which corresponds to the first law of thermodynamics. Inspecting (3.4.4) and
considering the fact that A is thought of as the entropy, then comparing with T dS,
κ is considered to be the temperature. Interestingly, κ can be shown to be constant
across the event horizon surface. This is therefore analogous to the zeroth law of
thermodynamics, which states that there exists a common temperature parameter
for a system in thermodynamic equilibrium [25]. κ is known as the surface gravity
of a black hole. The last two terms in (3.4.4) describe the energy extracted from
changes in angular momentum and electric charge; ΩH is the angular velocity and Φ
is the electric potential at the event horizon.
If J2 or ε2Q become large enough, then
J2
M4
+
ε2Q
M2
= 1, (3.4.5)
then κ vanishes (but A does not). (3.4.5) is analogous to the third law of thermody-
namics. A black hole under these conditions is known as an extreme Kerr-Newman
black hole. It corresponds to κ = 0, or absolute zero.
For the simplest black hole, the Schwarzschild black hole (J = εQ = 0), (3.4.2)
becomes
A = 16piG
2M2
c4
(3.4.6)
and since κ ≡ 8pi ∂M
∂A
, for the Schwarzschild black hole
κ = c
2
4GM . (3.4.7)
Also, (3.4.4) becomes dM = κ dA = T dS. Integrating this expression yields:
energy = 2 entropy × temperature, (3.4.8)
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where the factor of 2 arises because A is proportional to the square of M [25]. Thus,
the energy M is finite, and zero temperature implies infinite entropy. However, by
rewriting (3.4.6) in the form (3.4.8) gives
M = c
2Aκ
4piG (3.4.9)
and the right hand side becomes a product of two finite quantities.
Questions that arise are how can the notion of entropy of a black hole be under-
stood, and why should it be infinite? Entropy can be related to information: the
more information about a system, the lower the entropy; the less information about
a system, the greater the entropy. A Kerr-Newman black hole is described by three
quantities, mass, charge, angular momentum. Therefore since there is minimal infor-
mation known about a Kerr-Newman black hole, one would expect it to have a very
large entropy.
Counting the number of internal degrees of freedom and assigning one bit of
information to each gives a crude estimate of the entropy of a black hole. This means
calculating the number of particles that go into making up a black hole. However, this
number is still arbitrary because one can always choose a large number of particles
with low energy: zero rest mass particles like photons or neutrinos with low energy,
for example. Then the number of bits, and hence the entropy of a black hole, should
be unbounded. This seems to be a problem. However it is rectified when quantum
theory is applied to the system.
Using quantum theory, a particle inside the black hole can not be chosen of an
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arbitrarily small mass because of the relation
E = hν
= hc/λ
= 2pi~c/λ.
(3.4.10)
The wavelength, λ must, at least, be less than the size of the black hole if the particle
energy E is assumed to be located inside the black hole. Choosing λ ' 2GM/c2, gives
the minimum particle energy of the order of c2~/GM . Thus the maximum number
of particles that make up a black hole of mass M is about GM2/c4~. An estimate of
the entropy is then
S = ξkB
(
GM2
c4~
)
(3.4.11)
where kB is the Boltzmann constant and ξ is a number of order unity, to be calculated
from a proper, full theory of quantum black holes [25]. Then it is clear in the classical
limit, ~→ 0, the entropy S diverges.
From (3.4.7) and (3.4.9), (3.4.11) can be rewritten as
S = ξ kB16pi~A (3.4.12)
illustrating that the entropy is indeed proportional to the event horizon surface area
of a black hole. Substituting in the known value for the constant ξ, (3.4.12), in natural
units, then becomes
S = kBAc
3
4G~ . (3.4.13)
The Hawking temperature (3.3.32) can also be written as
TH =
~c3
8piGM kB
= ~c κ2pi kB
. (3.4.14)
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3.5 Hawking temperature from a Euclidean metric
As mentioned in [22], the Hawking temperature of black hole can be determined by
Euclideanizing a Lorentzian metric. Although the true underlying physics of this
method is not clearly understood, it is an effective method when possible, in general
for static, spherically symmetric black holes. A brief overview of the calculation,
following the work of Horowitz [35], which follows the original work of Gibbons and
Hawking [36], will be presented here.
Consider a Lorentzian black hole solution of the form
ds2 = −a(r)dt2 + dr
2
b(r) + c(r) r
2dΩ2. (3.5.1)
If there is an event horizon at r = r0, then a(r) ≈ a′(r0)(r−r0) and b(r) ≈ b′(r)(r−r0).
Then using a coordinate transformation to Euclidean time, τ = it and ρ = 2
√
(r−r0)
b′(r0)
to give a resulting metric
ds2 = a
′(r0) b′(r0)
4 ρ
2 dτ 2 + dρ2 + c(r0) r0dΩ2. (3.5.2)
Then, to avoid the conical singularity at ρ = 0, that is when b′(r0) = 0, τ is identified
with the period 4pi
√
a′(r0) b′(r0). The Hawking temperature is then given by
TH =
√
a′(r0) b′(r0)
4pi . (3.5.3)
(3.5.3) will be used later to determine the Hawking temperature of various BTZ
black holes.
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Chapter 4
Conformal field theory (in 2
dimensions)
This chapter will be a brief introduction to conformal field theory (CFT) in 2 dimen-
sions. The goal of this chapter is to provide enough theoretical background to help the
reader understand why it is such a desirable theory to work with and to introduce a
mathematical framework which can be applied with black holes (the Cardy formula).
The main resources for this chapter are [4], [5], and [37, 38] to a lesser extent. The
conventions of this chapter are the same as previous chapters.
4.1 Conformal field theory
Consider a metric gµν and line element ds2 = gµνdxµdxν . The conformal group is a
group of coordinate transformations that preserve the metric up to a scale, that is
gµν(x)→ g′µν(x′) = Ω(x)gµν(x) (4.1.1)
Because the scale factor Ω(x) cancels out in
cos θ = v·w√
v2w2
,
46
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these transformations also preserve the angle between two vectors v, w (where v·w =
gµµv
µwν). Note that the Poincaré group (Lorentz group plus translations) is a sub-
group of the conformal group since it leaves the metric invariant (g′µν = gµν) [4].
In a conformally-invariant field theory (CFT), the action remains conformally
invariant, S[g′µν(x′)] = S[gµν(x)]. Varying the action with respect to the metric gives
energy-momentum tensor,
1√−g
δS
δgµν
= T µν
1√−g δS = T
µνδgµν . (4.1.2)
Under a conformal transformation gµν would transform as g′µν → Ω(x)gµν . Taking an
infinitesimal expansion of Ω(x),
g′µν → (1 + σ(x))gµν
g′µν = gµν + σ(x)gµν .
Therefore,
δgµν = σ(x)gµν ,
where
δgµν = g′µν − gµν ,
and then (4.1.2) becomes
1√−g δS = σ(x)T
µνgµν
1√−g δS = σ(x)T
µ
µ. (4.1.3)
But since the action is invariant under conformal transformations, this requires the
energy-momentum tensor to be traceless, T µ µ = 0 [5].
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By examining the infinitesimal coordinate transformation in the Minkowski space-
time, xµ → xµ + µ, the infinitesimal generators of the conformal group can be deter-
mined. The squared line element transforms as
ds2 → ds2 + (∂µν − ∂νµ)dxµdxν , (4.1.4)
since gµν transforms like a second rank tensor. For this transformation to remain
conformally invariant (to satisfy (4.1.1)), ∂µν − ∂νµ must be proportional to the
original Minkowski metric, ηµν . Therefore,
∂µν + ∂νµ =
2
d
(∂· )ηµν (4.1.5)
where tracing both sides of ηµν fixes the constant of proportionality. Comparing
(4.1.1) with (4.1.5) gives Ω(x) = 1+ 2
d
(∂· ). The conformal Killing equation1 describes
vector fields which preserve the metric up to a scale. It can be determined from (4.1.5)
and is given by
(ηµν2+ (d− 2)∂µ∂ν)∂ ·  = 0. (4.1.6)
This is the conformal Killing equation in any dimension. For d > 2 the third deriva-
tives of  must vanish by (4.1.5) and (4.1.6). Therefore,  is at most quadratic in x.
Examining the various possibilities for :
For  zeroth order in x:
µ = aµ which are the ordinary translations independent of x, (Ω = 1).
There are two cases for  linear in x,:
µ = wµ νxν where w is antisymmetric, these are rotations, (Ω = 1).
1Solutions of Killing’s equation ∇µXν +∇µXµ = 0 are vector fields which preserve the metric g.
Conformal Killing vectors fields, solutions of (4.1.6), preserve the metric up to a scale.
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µ = λxµ these are scale transformations, (Ω = λ−2).
When  is quadratic in x,
µ = bµx2 − 2xµb·x , these are the “special conformal” transformations, (Ω(x) = (1+
2b·x + b2x2)2). The “special conformal” transformations can be thought of as
an inversion plus translation followed by an inversion. [4]
The finite conformal transformations are given by
x→ x′ = x+ a (4.1.7)
x→ x′ = Λx (Λµ ν ∈ SO(p, q)) (4.1.8)
x→ x′ = λx (4.1.9)
x→ x′ = x+ bx
2
1 + 2b·x+ b2x2 (4.1.10)
where (4.1.7) and (4.1.8) are translations and rotations (Poincaré), (4.1.9) are the
dilations, and (4.1.10) are the special conformal transformations [4].
4.2 Conformal field theory in 2-dimensions
In 2-dimensions with ηµν = δµν , (4.1.5) becomes
∂00 = ∂11, ∂01 = −∂10 (4.2.1)
which are the familiar Cauchy-Riemann equations.
Any function f(z) satisfying (4.2.1) is known as an analytic function. To see this,
consider  as a function of z, where z, z¯ = x0 ± ix1 are the complex coordinates, and
 = 0 + i1 , ¯ = 0 − i1. Then (4.2.1) becomes
∂z ¯ = 0, ∂z¯ = 0. (4.2.2)
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so that  = (z), and ¯ = ¯(z¯)
The conformal transformations in two dimensions therefore coincide with the an-
alytic coordinate transformations given by
z → f(z), z¯ → f¯(z¯), (4.2.3)
and
ds2 = dz dz¯ →
∣∣∣∣∂f∂z
∣∣∣∣2dzdz¯, (4.2.4)
where Ω =| ∂f
∂z
|2. The holomorphic function f(z) can be Laurent expanded to give
f(z) =
∞∑
n=−∞
anz
n (n ∈ Z), (4.2.5)
where an are symmetry parameters, and an infinite number of symmetry parame-
ters corresponds to infinite symmetries. The infinite symmetries are what makes
2-dimensional conformal field theory solvable.
The energy-momentum tensor is conserved and traceless in any CFT. When
mapped to the complex plane, these equations become:
∂zTz¯z¯ = 0←→ Tz¯z¯ = T¯ (z¯), (4.2.6)
and
∂¯z¯Tzz = 0←→ Tzz = T (z). (4.2.7)
The generators of symmetry in quantum field theory are conserved charges which
come from conserved currents
∂µj
µ = 0. (4.2.8)
For a 2-dimensional CFT, in complex coordinates the conserved current equation is
given by
∂¯z¯j(z) + ∂z j¯(z¯) = 0. (4.2.9)
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But if the current is holomorphic, the anti-holomorphic part drops out, and
∂¯z¯j(z) = 0. (4.2.10)
Using (4.2.7), an infinite number of conserved currents can be generated
j(z) = f(z)T (z),
the conserved current equation still holds, that is
∂¯z¯j(z) = 0 (4.2.11)
Therefore, since there are an infinite number of analytic functions, f(z), then by
Noether’s theorem there are an infinite number of conserved charges corresponding
to an infinite number of symmetries [4].
The infinitesimal transformations of (4.2.3) give
z → z′ = z + n(z), z¯ → z¯′ = z¯ + ¯n(z¯) (n ∈ Z),
where
n(z) = −zn+1, ¯n(z¯) = −z¯n+1.
The generators of the infinitesimal transformations are
`n = −zn+1∂z, ¯`n = −z¯n+1∂z¯ (n ∈ Z). (4.2.12)
The commutation relations of these infinitesimal generators form the local confor-
mal algebra. The algebra is given by
[`m, `n] = (m− n)`m+n, [¯`m, ¯`n] = (m− n)¯`m+n (4.2.13)
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with [`m, `n] = 0. This algebra is known as the classical Witt algebra. Since the
`n’s commute with the ¯`m’s, the local conformal algebra is a direct sum of A ⊕ A¯
of two isomorphic subalgebras with the commutation relations (4.2.13) [4]. The two
independent algebras arise naturally because z and z¯ are treated as independent
coordinates; the conformal group in two dimensions has two independent actions on
z and z¯. There are two copies of the algebra, (holomorphic and anti-holomorphic
corresponding to z and z¯, respectively). Therefore, it is often convenient to just deal
with the holomorphic sector, and treatment of the anti-holomorphic sector is done in
complete analogy.
The group of conformal transformations, which are well-defined and invertible,
on the Riemann sphere, define the conformal group in 2-dimensions. The confor-
mal group is generated by the globally defined infinitesimal generators {`−1, `0, `1} ∪
{¯`−1, ¯`0, ¯`1}. From the finite conformal transformations and (4.2.12) the infinitesimal
generators are identified: `−1 and ¯`−1 as the generators of translations, `0 + ¯`0 and
i(`0− ¯`0) as the generators of dilatations and rotations, respectively (i.e. generators of
translations of r and θ in z = reiθ), and `1, ¯`1 are generators of the special conformal
transformations [4].
The finite form of these transformations is
z → az + b
cz + d, z¯ →
a¯z¯ + b¯
c¯z¯ + d¯
(4.2.14)
where a, b, c, d ∈ C and ad−bc = 1. This group is the SL(2,C)/Z2 ≈ SO(3, 1), and is
also known as the group of projective conformal transformations. The quotient by Z2
is due to the fact that (4.2.14) is unaffected taking a, b, c, d to minus themselves [4].
The transformations (4.1.7) - (4.1.10) in SL(2,C) become
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translations:
 1 B
0 1
 rotations:
 eiθ/2 0
0 e−iθ/2

dilatations:
 λ 0
0 λ−1
 special conformal:
 1 0
C 1
 ,
where B = a0 + ia1 and C = b0 − ib1. In higher dimensions there only exists a
global conformal group, the local conformal group is unique to 2-dimensions. Even
in 2-dimensions the true conformal group is the global conformal group, since the
remaining conformal transformations of (4.2.3) do not have global inverses on C∪∞.
The global conformal algebra is generated by {`−1, `0, `1} ∪ {¯`−1, ¯`0, ¯`1}. It is also
used to characterize physical states, by working in the basis of eigenstates of the two
operators `0 and ¯`0 with eigenvalues h and h¯, respectively (where h an h¯ are real
and not complex conjugates of each other). h an h¯ are the conformal weights of the
state. Since the dilations and rotations are given by `0 + ¯`0 and i(`0− ¯`0), the scaling
dimension, ∆, and the spin, s, are given by ∆ = `0 + ¯`0 and s = `0 − ¯`0.
4.3 Primary fields
From (4.2.4) the line element ds2 = dz dz¯ transforms under z → f(z) as
ds2 →
(
∂f
∂z
)(
∂f¯
∂z¯
)
ds2, (4.3.1)
where the analytic functions transform as
dz →
(
∂f
∂z
)
dz, dz¯ →
(
∂f¯
∂z¯
)
dz¯. (4.3.2)
A generalization of this transformation law is given by
Φ(z, z¯)→
(
∂f
∂z
)h (
∂f¯
∂z¯
)h¯
Φ(f(z), f¯(z¯)) (4.3.3)
April 25, 2012 53 Steve Sidhu
4.4
where h and h¯ are real numbers. This transformation law is similar to the transfor-
mation law of tensors, but it differs by the exponent of conformal weights. Any field
that transforms under (4.3.3) is known as a primary field of conformal weight (h, h¯).
All other fields are known as secondary fields.
4.4 Radial quantization and operator product ex-
pansions
To examine conformal invariance in 2-dimensional quantum field theory, the Euclidean
“space” and “time” coordinates, σ1 and σ0 are first mapped onto the complex plane.
In Minkowski space the light cone coordinates would be σ0 ± σ1. The complex coor-
dinates in Euclidean space become ζ, ζ¯ = σ0± iσ1. The left-moving and right-moving
massless fields in 2-dimensional Minkowski space become Euclidean fields with purely
holomorphic and anti-holomorphic dependence on the coordinates. To eliminate any
infrared divergences, the space coordinate is compactified, σ1 ≡ σ1+2pi. What results
is a cylinder in σ1, σ0 coordinates [4].
The cylinder can be mapped to the complex plane coordinatized by z using the
conformal map ζ → z = eζ , (where ζ = σ0 + iσ1). σ0 = ±∞, the infinite past
and future, are mapped to the points z = 0,∞ on the plane. Equal time surfaces,
σ0 = const, become circles on the complex plane, time translation is scaling, and time
reversal, σ0 → −σ0, becomes z → 1/z∗.
For a quantum theory of conformal fields on the z-plane, the operators that im-
plement conformal mappings must be realized. Dilations, for example, z → eaz are
time translations on the cylinder, σ0 → σ0 + a. Because of this, the dilation gen-
erator, 12(`0 + ¯`0), on the complex plane can be considered as the Hamiltonian for
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Figure 4.1: Map of cylinder to the plane under the transformation z = eσ0+iσ1 .
the system, and the Hilbert space is built up on surfaces of constant radius. This
procedure of defining a quantum theory on a plane this way is known as radial quanti-
zation [39–41]. Radial quantization for 2-dimensional conformal field theory is useful
because it exploits the full power of contour integrals and complex analysis to analyze
short distance expansions, conserved charges, etc. [4].
The generators of symmetries can be constructed with the aid of the Noether
theorem ( [5, 42]). A d + 1 dimensional quantum theory has a conserved current jµ
associated with an exact symmetry. The conserved current must satisfy ∂µjµ = 0.
Integrating over a fixed time slice gives the conserved charge, Q, that is
Q =
∫
ddx j0(x). (4.4.1)
A consequence of the Noether theorem, extending the Poisson bracket algebra
to Lie commutators, is that the infinitesimal variation in any field A is generated
by the conserved charge according to δA = [Q,A] [43]. Local coordinate trans-
formations are generated by charges constructed from the energy-momentum tensor
Tµν , which has already been shown to be trace-less for conformally invariant the-
ories. The energy-momentum tensor is, in general, symmetric and divergence-free.
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Since the holomorphic and anti-holomorphic components of the energy-momentum
tensor are generators of symmetries, multiplying Tzz by a holomorphic function f(z)
results in T ′zz = f(z)Tzz. Then, ∂zT ′zz = 0 generates an entirely different symmetry.
The holomorphic and anti-holomorphic energy-momentum tensors should generate
two independent realizations of the classical Witt algebra (4.2.13). Since Tzz can be
multiplied by an infinite number of holomorphic functions that still satisfy (4.2.7),
there are an infinite number of local symmetries.
Since T and T¯ generate local conformal transformations on the z-plane, the con-
served charge in radial quantization becomes
Q = 12pii
∮ (
dz R
(
T (z)(z)
)
+ dz¯
(
T¯ (z¯)¯(z¯)
))
. (4.4.2)
This line integral is performed over some circle of fixed radius, and by convention,
both dz and dz¯ integrations are taken in a counter-clockwise direction. In Euclidean
space, radial quantization of products of operators A(z)B(w) are defined for |z| > |w|.
This radial ordering is the familiar time-ordering in quantum mechanics. The radial
ordering operation R is defined as
R(A(z)B(w)) =
 A(z)B(w) |z| > |w|B(w)A(z) |z| < |w|. (4.4.3)
The variation of any field is given by its commutator with the charge (4.4.2)
δ,¯Φ(w, w¯) =
1
2pii
∮ (
dz (z) [T (z),Φ(w, w¯)] + dz¯ ¯(z¯)
[
T¯ (z¯),Φ(w, w¯)
] )
. (4.4.4)
This can be thought of as an “equal-time” (constant radius) commutator since the
integration is over a contour of a specific radius, but the contours can be deformed,
as in Figure 4.2, to give a single integration over a single, closed contour.
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Figure 4.2: Evaluation of “equal-time” commutator on the conformal plane. This
shows the difference of the integration over the closed contour drawn tightly around
w and the integration over the closed contour around the origin and excluding the
point at w. What results is a single contour integral around the point w.
This defines the meaning of the commutators in (4.4.4). The equal-time commuta-
tor of a local operator A with the spatial integral of an operator B will become the con-
tour integral of the radially ordered product, [
∫
dxB,A]E.T. → ∮ dzR(B(z)A(w)) [4].
Then rewriting (4.4.4) in the form
δ,¯Φ(w, w¯) =
1
2pii
(∮
|z|>|w|
−
∮
|z|<|w|
)(
dz (z)R(T (z)Φ(w, w¯))
+ dz¯ ¯(z¯)R(T¯ (z¯)Φ(w, w¯))
)
= 12pii
∮ (
dz (z)R(T (z)Φ(w, w¯)) + dz¯ ¯(z¯)R(T¯ (z¯)Φ(w, w¯))
)
= h ∂w (w)Φ(w, w¯) + (w) ∂wΦ(w, w¯)
+ h¯ ∂¯w¯ ¯(w¯)Φ(w, w¯) + ¯(w¯)∂¯w¯Φ(w, w¯)
where the infinitesimal expansion of f(z), f(z) = z + (z) under the transformation
(4.3.3), has been substituted in the last line to give the desired result and Cauchy
integral formula has been applied. The Cauchy integral formula is given by
f (n)(w) = n!2pii
∮
γ
f(z)
(z − w)n+1dz. (4.4.5)
For (4.4.2) to induce the correct infinitesimal conformal transformations, the short
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distance singularities of T and T¯ with Φ should be
R
(
T (z)Φ(w, w¯)
)
= h(z − w)2 Φ(w, w¯) +
1
z − w∂wΦ(w, w¯) + · · ·
R
(
T¯ (z)Φ(w, w¯)
)
= h¯(z¯ − w¯)2 Φ(w, w¯) +
1
z¯ − w¯∂w¯Φ(w, w¯) + · · ·
These become the short-distance expansions of radially-ordered operator product ex-
pansions (commonly referred to as OPE’s) for the holomorphic and anti-holomorphic
energy-momentum tensors, T and T¯ , with the primary field. The symbol R will be
dropped from now on, and the operator product expansion will assumed to be radially
ordered. The operator product expansions become
T (z)Φ(w, w¯) = h(z − w)2 Φ(w, w¯) +
1
z − w∂wΦ(w, w¯) + · · · (4.4.6)
T¯ (z)Φ(w, w¯) = h¯(z¯ − w¯)2 Φ(w, w¯) +
1
z¯ − w¯∂w¯Φ(w, w¯) + · · · (4.4.7)
The quantum energy-momentum tensor can be thought of as being defined by
these short distance properties. In quantum field theory, when operators approach
one another singularities can occur. The singularities are encoded in operator product
expansions of the form
A(x)B(x) ∼∑
i
Ci(x− y)Oi(y) (4.4.8)
where the Oi’s are a complete set of local operators and the Ci’s are (singular) numer-
ical coefficients. Quantum field theory traditionally deals with scattering amplitudes
between various asymptotic states (free particles). In practice these amplitudes are
given by n-point correlations functions [5] and are a perturbative result. OPE’s in
2-dimensional conformal field theories are non-perturbative and make use of power-
ful contour integrals in complex theory. Taking the basis of operators φi with fixed
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conformal weight, the normalized 2-point functions become
〈φi(z, z¯)φj(w, w¯)〉 = δij 1(z − w)2hi
1
(z¯ − w¯)2h¯i . (4.4.9)
Higher point correlation functions can be written as ordered product expansions
and can be written in terms of 2-point functions using Wick’s theorem. Wick’s the-
orem extracts operators from their normal ordering by replacing the operators with
their n-point function. n-point correlation functions can be written in terms of singu-
lar 2-point ordered product expansions which can be solved using the Cauchy integral
formula.
In general, the OPE of the energy-momentum tensor with the primary field is
given by (4.4.6) and (4.4.7), with conformal dimensions h and h¯. The ordered product
expansion of the energy-momentum with itself is given by
T (z)T (w) = c/2(z − w)4 +
2
(z − w)2T (w) +
1
(z − w)∂wT (w) (4.4.10)
T¯ (z¯)T¯ (w¯) = c¯/2(z¯ − w¯)4 +
2
(z¯ − w¯)2 T¯ (w¯) +
1
(z¯ − w¯)∂w¯T¯ (w¯) (4.4.11)
where c is a constant and turns out to be the central charge. Later it will be shown
that modular invariance constrains c − c¯ = 0. A theory with a Lorentz-invariant,
conserved 2-point function requires c = c¯. This is equivalent to requiring cancellation
of local gravitational anomalies [44], allowing the system to be consistently coupled
to 2-dimensional gravity [4].
It is often convenient to define the Laurent expansion of the stress-energy tensor,
T (z) =
∑
n∈Z
z−n−2Ln, T¯ (z¯) =
∑
n∈Z
z¯−n−2L¯n, (4.4.12)
in terms of modes Ln (which are also operators themselves) [4]. Inverting the relations
gives
Ln =
∮ dz
2piiz
n+1T (z), L¯n =
∮ dz¯
2piiz¯
n+1T¯ (z¯). (4.4.13)
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A finite subset of the Ln’s and L¯n’s are the quantum generators of global conformal
symmetry, like the classical generators (4.2.12). L−1, L0, L1 close, under commutation,
forming a subalgebra of operators. The commutation relations can be determined
from the classical Witt algebra (4.2.13):
[L±1, L0] = ±L±1 [L1, L−1] = 2L0. (4.4.14)
It is easy to see why L−1, L0, L1 are generators of global conformal symmetry. From
the definition of Ln in (4.4.13), it is clear that in the Cauchy integral L−1 and L0
do not produce any poles; thus the generators are globally defined over the entire
complex plane. The generator L1 also does not produce a pole, however this can be
rectified by the conformal transformation w = 1/z, which gives the same argument
as for the generator L−1 with the coordinate w in place of z, and thus L1 is globally
defined. This transformation does not work for n ≥ 2.
The commutation relations of the operators, and therefore the algebra, can be
determined by simply knowing the OPE’s between the operators. Consider the holo-
morphic fields a(z) and b(w) and the integral
∮
w
dz a(z)b(z) (4.4.15)
where the integration is over the contour of counterclockwise circles around w, and
radial ordering of fields is assumed, as usual. This integral can be split into two
by the difference of two integrations of contours in opposite directions to give the
commutator:
∮
w
dz a(z)b(w) =
∮
C1
dz a(z)b(w)−
∮
C2
dz b(w)a(z) (4.4.16)
= [A, b(w)], (4.4.17)
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where A is given by the contour integral
A =
∮
a(z)dz, (4.4.18)
and C1 and C2 are fixed-time contours around the origin.
Then the commutator of two operators, [A,B], each the integral of a holomorphic
field, is determined by integrating (4.4.17) over w [5]:
[A,B] =
∮
0
dw
∮
w
dz a(z)b(w), (4.4.19)
where
A =
∮
a(z)dz B =
∮
b(z)dz. (4.4.20)
For fermions this commutator becomes an anti-commutator. This is again an “equal-
time” commutator which is allowed by the subtraction of contours as seen before in
Figure 4.2. The commutator (4.4.19) is evaluated by substituting the OPE of a(z)
with b(w), of which only terms in 1/(z−w) contribute, by the theorem of residues [5].
Everything is now in place to write the algebra of the charges (mode expansions
in (4.4.13)) using the relation (4.4.19) and the OPE (4.4.10):
[Ln, Lm] =
1
(2pii)2
∮
0
dw wm+1
∮
w
dz zn+1
 c/2(z − w)4 + 2T (w)(z − w)2 + ∂wT (w)(z − w) + reg.

= 12pii
∮
0
dw wm+1
 c12(n+ 1)n(n− 1)wn−2
+ 2(n+ 1)wnT (w) + wn+1∂wT (w)

= c12n(n
2 − 1)δn+m,0 + 2(n+ 1)Lm+n
− 12pii
∮
0
dw (n+m+ 2)wn+m+1T (w)
= c12n(n
2 − 1)δn+m,0 + 2(n+ 1)Lm+n + (n−m)Lm+n,
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where in the first step the contour integral over z is solved using the Cauchy integral
formula, and the last term in the third step is solved using integration by parts. This
is the Virasoro algebra. It is the quantum extension of the classical Witt algebra.
4.5 Free boson example
The massless, free boson, ϕ, is the simplest conformal field theory. Its action is given
by
S = 12g
∫
d2x ∂µϕ∂
µϕ (4.5.1)
where g is a normalization constant. The 2-point function in complex coordinates is
given by
〈ϕ(z, z¯)ϕ(w, w¯)〉 = − 14pig
{
ln(z − w) + ln(z¯ − w¯)
}
+ const. (4.5.2)
Taking the derivatives ∂zϕ and ∂z¯ϕ separates the 2-point function into holomorphic
and anti-holomorphic components:
〈∂zϕ(z, z¯)∂wϕ(w, w¯)〉 = − 14pig
1
(z − w)2 (4.5.3)
〈∂z¯ϕ(z, z¯)∂w¯ϕ(w, w¯)〉 = − 14pig
1
(z¯ − w¯)2 . (4.5.4)
Focusing just on the holomorphic field from now on, the ordered product expansion
of the holomorphic field with itself is given by
∂zϕ(z)∂zϕ(w) ∼ − 14pig
1
(z − w)2 . (4.5.5)
The quantum energy-momentum tensor associated with the massless, free boson
in complex coordinates is
T (z) = −2pig : ∂zϕ∂zϕ : (4.5.6)
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where : ϕi · · ·ϕj : denotes the normal ordering (annihilation operators to the left
creation operators to the right) of field operators. The ordered product expansion of
T (z) with ∂zϕ can be calculated using Wick’s theorem:
T (z)∂wϕ(w) = −2pig : ∂zϕ(z)∂zϕ(z) : ∂wϕ(w)
∼ −4pig : ∂zϕ(z)∂zϕ(z) : ∂wϕ(w)
∼ ∂zϕ(z)(z − w)2
Taylor expanding ∂zϕ(z) around w yields
T (z)∂wϕ(w) ∼ ∂wϕ(w)(z − w)2 +
∂2wϕ(w)
(z − w) . (4.5.7)
By comparing with (4.4.6), this shows that ∂zϕ is a primary field with conformal
dimension h = 1. The field ϕ has no spin and no scaling dimension, however its
derivative, ∂zϕ, has scaling dimension ∆ = 1.
Calculating the OPE of the energy-momentum tensor with itself gives
T (z)T (w) = 4pi2g2 : ∂zϕ(z)∂zϕ(z) :: ∂wϕ(w)∂wϕ(w) :
∼ 1/2(z − w)4 −
4pig : ∂zϕ(z)∂wϕ(w) :
(z − w)2
∼ 1/2(z − w)4 −
2T (z)
(z − w)2 +
∂wT (w)
(z − w) . (4.5.8)
By (4.4.10) it is clear that the central charge for a massless, free boson is c = 1. It
is also clear that the energy-momentum tensor is not a primary field because of the
anomalous term 1/(z − w)4 which does not appear in (4.4.6) [5]. This anomalous
term is of great interest, and will be dealt with later.
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4.6 Highest weight representations
Consider the state
|h〉 = φ(0)|0〉, (4.6.1)
created by the holomorphic field φ(z) of weight h. Substituting (4.4.13) into (4.4.6)
and then simplifying using the Cauchy integral formula (4.4.5) gives
[Ln, φ(w)] =
∮ dz
2piiz
n+1T (z)φ(w) = h(n+ 1)wnφ(w) + wn+1∂wφ(w), (4.6.2)
so that [Ln, φ(0)] = 0, n > 0. The state |h〉 then satisfies
L0|h〉 = h|h〉 Ln|h〉 = 0, n > 0. (4.6.3)
The anti-holomorphic sector follows similar arguments for the anti-holomorphic op-
erators. In general a state |h, h¯〉 is created by a primary field φ(z, z¯) of conformal
weight (h, h¯). |h, h¯〉 is known as an “in” state. Any state satisfying (4.6.3) is known
as a highest weight state. Descendant states are states found by acting on the highest
weight states with other quantum operators, L−n1 ...L−nk |h〉.
The “out” state, 〈h|, satisfies
〈h|L0 = h〈h| 〈h|Ln = 0, n < 0 (4.6.4)
where L†n = L−n. L0 ± L¯0 are the generators of dilatations and rotations, thus h± h¯
is identified as the scaling dimension and Euclidean spin of the state. The states
〈h|Ln1 · · ·LnK , (ni > 0) are descendants of the out states [4].
Representations of the Virasoro algebra start with a single primary field and re-
maining fields in the representation are found by successive operator products with
the energy-momentum tensor. All the fields together make up a representation [φn].
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If dealing with modes, then descendant fields are found from commuting L−n’s with
the primary field. Acting on the vacuum with descendant fields creates descendant
states.
Descendant fields Lˆ−nφ, n > 0 can be found from the less singular parts of the
OPE of T (z) with a primary field, φ,
T (z)φ(w, w¯) ≡∑
n≥0
(z − w)n−2Lˆ−nφ(w, w¯)
= 1(z − w)2 Lˆ0 φ+
1
z − wLˆ1 φ+ Lˆ2 φ+ (z − w)Lˆ3 φ+ · · · (4.6.5)
The fields
Lˆ−n φ(w, w¯) =
∮ dz
2pii
1
(z − w)n−1T (z)φ(w, w¯) (4.6.6)
are often denoted as φ(−n). The conformal weight of the descendant field Lˆ−n φ is
(h + n, h¯). By (4.4.6) and (4.4.7) the first 2 descendant fields are φ(0) = Lˆ0 φ = hφ
and φ(−1) = Lˆ−1 φ = ∂φ. Ln φ = 0 for all n > 0 [4].
The first few descendant fields, ordered by their conformal weights, are
level dimension field
0 h φ
1 h+ 1 Lˆ−1φ
2 h+ 2 Lˆ−2φ, Lˆ2−1φ
3 h+ 3 Lˆ−3φ, Lˆ−1Lˆ−2φ, Lˆ3−1φ
... ... ...
N h+N P (N) fields,
(4.6.7)
where P (N) is the number of states at level N . P (N) is given in terms of the
generating function
1∏∞
n=1 (1− qn)
=
∞∑
N=0
P (N)qN , (4.6.8)
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where P (0) = 1. The fields in (4.6.7) arise from repeated short distance expansions
of the primary field φ with T (z) [4].
This process can be repeated with any other highest weight states. Removing
the null vectors results in what is known as the Verma Module. Taking the tensor
product of all the Verma Modules obtained from all the different highest weight
states, corresponding to all the different primary fields, makes up the Hilbert space
of 2-dimensional conformal field theory.
4.7 Central extension and the central charge
It must be determined if the algebra of the operators is the same as that of the
infinitesimal generators, the classical Witt algebra,
[Lm, Ln] ?= (m− n)Lm+n. (4.7.1)
Acting the commutation relations, (4.7.1), on the vacuum yields:
< 0|[Lm, Ln]|0 > = < 0|(n−m)Lm+n|0 >
< 0|[L−n, Ln]|0 > = < 0| − 2nL0|0 > where m = −n
< 0|L−nLn − LnL−n|0 > = −2n < 0|L0|0 >
− < 0|LnL−n|0 > = −2n < 0|L0|0 > since Ln|0 >= 0, (4.6.3)
< n|n > = 2n < 0|L0|0 > since L−n is the raising operator
Because L0|0 >= 0, the only unitary solution that exists is the trivial solution. This
can be fixed by adding a central extension of the unique form c12(n
3−n)δn+m,0, where
c is the central charge.
The central charge can not be determined solely from symmetry considerations.
It depends on the specific model studied: c = 1 for a free boson, c = 12 for a free
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fermion, for example. When free fields are put together, the central charge becomes
the sum of the number of free fields. The central charge is somehow an extensive
measure of the number of degrees of freedom of the system [5]. Accordingly, the
central charge is related to Casimir energy, the ground state vacuum energy from
quantum fluctuations.
Thus the holomorphic and anti-holomorphic commutation relations of the quan-
tum operators becomes
[Ln, Lm] = (n−m)Ln+m + c12(n
3 − n)δn+m,0 (4.7.2)
[L¯n, L¯m] = (n−m)L¯n+m + c¯12(n
3 − n)δn+m,0 (4.7.3)
[Ln, L¯m] = 0. (4.7.4)
The algebra obeyed by the Lm in (4.7.2) and the L¯m in (4.7.3) is again the Virasoro
algebra. The conformal field theory realizes two copies of this infinite-dimensional
algebra.
4.8 Modular invariance
Consider the mappings of a segment of the z-plane to the cylinder, and the cylinder
to the torus. This can be done by identifying two opposite sides of the segment on
the z-plane to map the plane to the cylinder, then identifying the two remaining sides
to map the cylinder to the torus.
The identifications made in order to achieve this are described by the equations
z ∼ z + L1, z ∼ z + iL2. (4.8.1)
The identifications are analytic identifications: z ∼ f(z), with f an analytic function.
Neither L1 nor L2 is a parameter of the torus. Since the z-plane is governed by a
April 25, 2012 67 Steve Sidhu
4.8
Figure 4.3: (a) A rectangular torus is a rectangular region of the complex z-plane
with identifications. (b) Gluing the vertical sides of the rectangular region gives a
cylinder. (c) Gluing the horizontal sides as well gives a torus.
conformally invariant theory, there is no change from scaling the coordinate z by a
constant. Letting z′ = z/L1 gives a new form of (4.8.1):
z′ ∼ z′ + 1, z′ ∼ z′ + iT, T ≡ L2
L1
. (4.8.2)
Thus, the torus is only parameterized by a single parameter, T . Rectangular tori with
different T parameters can sometimes be conformally equivalent; tori with parameters
T and 1/T are conformally equivalent. Therefore, tori with 0 < T ≤ 1 are conformally
invariant to tori with 1 ≤ T < ∞. So the moduli space of rectangular tori can be
chosen to be the interval 0 < T ≤ 1 or 1 ≤ T <∞ [45].
Rectangular tori are not the only conformally equivalent tori. Tori can be twisted
and identified to produce a cylinder with a twist. Consider the z-plane in Figure 4.4.
The torus is obtained from the identifications
z ∼ z + ω1, z ∼ z + ω2 (4.8.3)
where ω1 and ω2 are both complex numbers. Then by defining
τ ≡ ω2
ω1
(4.8.4)
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Figure 4.4: A general torus is obtained from the complex z-plane by identifying
z ∼ z + ω1 and z ∼ z + ω2.
Figure 4.5: The modular transformations: (a) T : τ → τ + 1, (b) U : τ → τ/(τ + 1).
and scaling z by a factor of 1/ω1 the identifications are equivalent to
z ∼ z + 1 z ∼ z + τ. (4.8.5)
In general a torus is specified by two periods, ω1, ω2. By rescaling the coordinates,
these 2 periods can be written in terms of 1 and τ , the modular parameter [5, 45]
The group of disconnected diffeomorphisms of the torus is the modular group.
It is generated by cutting along either of the non-trivial cycles then regluing after a
twist by 2pi. The transformation T : τ → τ + 1 is generated by cutting along the line
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of constant σ0 then regluing. The transformation U : τ → τ/(τ + 1) is generated by
cutting along the line of constant σ1 then regluing. For the modular transformation
U , the new modular parameter after coordinate rescaling becomes ω → ω/(τ + 1).
The transformations T and U generate a group of transformations, known as the
modular group, given by
τ → aτ + b
cτ + d
 a b
c d
 ∈ SL(2,Z), (4.8.6)
where a, b, c, d ∈ Z, and ad − bc = 1. Since τ is invariant under change in sign of
a, b, c, d in (4.8.6), the modular group is actually SL(2,Z)/Z2. The generators of
the modular group are S = T−1UT−1 satisfying S2 = (ST )3 = 1. S and T can be
represented explicitly as
T =
 1 1
1 0
 , S =
 0 1
−1 0
 . (4.8.7)
S acts to interchange the boundary conditions in “time” and “space” directions [4].
The S transformation is given by S : τ → −1
τ
.
Therefore, in the mapping of the complex plane to the torus, the only parameter
to consider is the modular parameter τ .
4.9 The partition function
The partition function (or vacuum functional, in Minkowski space-time) is used to
describe the statistical properties of a system in thermodynamic equilibrium, such as
total energy, free energy, entropy (degrees of freedom), and pressure. The partition
function for the canonical ensemble, (a system in thermal contact with the environ-
ment and with constant number of constituent particles and temperature, T) is given
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by
Z =
∑
n
e−βEn , (4.9.1)
where β = 1
kBT
and kB is the Boltzmann constant. Since the energies of a system are
eigenvalues of its Hamiltonian, one can rewrite (4.9.1) as
Z = Tre−βH . (4.9.2)
If H and P are the Hamiltonian and total momentum of the theory, the operator
that translates the system parallel to the period ω2 over a distance a in Euclidean
space-time is
e
− a|ω2|{H Imω2−iP Reω2}. (4.9.3)
If a is considered to be the lattice spacing, (4.9.3) translates from one row of the
lattice to the next, but parallel to the period ω2. If the complete period contains m
lattice spacings (|ω2| = ma) then the partition function is found by taking the trace
of (4.9.3) to the m-th power [5]:
Z(ω1, ω2) = Tr e−H Imω2−iP Reω2 . (4.9.4)
H and P can be expressed in terms of Virasoro generators L0 and L¯0. Treating
the torus as identifying the open ends of a finite cylinder of circumference L, the
Hamiltonian operator is H = (2pi/L)(L0 + L¯0 − c/12). Here the Virasoro generators
are defined on the whole complex plane and the constant term is added to make
the vacuum energy density vanish in the L → ∞ limit. Similarly, the momentum
operator, (which generates translations along the circumference of the cylinder) is
given by P = (2pi/L)(L0 − L¯0). Since ω1 has been chosen to be real and equal to L,
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the partition function becomes
Z(τ, τ¯) = Tr epii
{
(τ−τ¯)(L0+L¯0−c/12)+(τ+τ¯)(L0−L¯0−c¯/12)
}
= Tr e2pii
{
τ(L0−c/24)−τ¯(L¯0−c¯/24)
}
. (4.9.5)
By defining the parameters
q = e2piiτ , q¯ = e−2piiτ¯ , (4.9.6)
the partition function can be written as
Z(τ, τ¯) = Tr
(
qL0−c/24q¯L¯0−c¯/24
)
. (4.9.7)
This partition function must be modularly invariant. Since τ parameterizes any
equivalent tori, consider (4.9.7) under the transformation T : τ → τ + 1:
Z(τ + 1, τ¯ + 1) = TrHi
(
qL0−c/24 e2pii(L0−c/24) q¯L¯0−c¯/24 e−2pii(L¯0−c¯/24
)
=
∑
i
qhi−c/24 q¯h¯i−c¯/24 e2pii(hi−h¯i) e2pii(
−c+c¯
24 ), (4.9.8)
(4.9.9)
where the trace of the operators L0 and L¯0 is taken over the entire Hilbert space
to give the eigenvalues hi and h¯i. For the vacuum, h0 = h¯0 = 0, there are two
constraints.
Firstly, modular invariance imposes that e2pii(−c+c¯24 ) = 1 and therefore c¯−c24 = Z.
This leads to the constraint
c¯− c = m mod 24, mZ. (4.9.10)
Secondly, modular invariance imposes e2pii(hi−h¯i) = 1, which imposes
hi − h¯i = Z. (4.9.11)
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Therefore, the partition function is invariant under the transformation T . A similar
result would be obtained from (4.9.7) under the transformation U .
The partition function will be used to derive the Cardy formula.
4.10 The Cardy formula
The derivation of the Cardy formula, in this thesis, will closely follow Carlip’s [37,
38] derivation. Carlip’s derivation exploits the modular invariance of the partition
function of a 2-dimensional CFT on a torus. This derivation is for a microcanonical
ensemble, an isolated thermodynamical system holding the number of particles, N ,
volume, V , and total energy, E, constant. The Cardy formula is used to determine the
density of states, ρ(E) of a conformal field theory. Then the entropy of the conformal
field theory is essentially the logarithm of the density of states [37].
The partition function (4.9.7) on the torus of modulus τ = τ1 + iτ2 can be written
in terms of the density of states of the system:
Z(τ, τ¯) = Tr e2piiτL0e−2piiτ¯ L¯0 =
∑
ρ(∆, ∆¯)e2pii∆τe−2pii∆¯τ¯ (4.10.1)
where ρ is the number of states with eigenvalues ∆, ∆¯ for the Virasoro generators
L0, L¯0.
The basic result of Cardy [11,12] is that the quantity
Z0(τ, τ¯) = Tr e2pii(L0−
c
24 )τe−2pii(L¯0−
c
24 τ¯) = epic6 τ2Z0(τ, τ¯) (4.10.2)
is modular invariant, under the transformation τ → −1
τ
particularly.
Treating τ and τ¯ as complex variables ρ can be extracted from Z by contour
integration by
ρ(∆, ∆¯) = 1(2pii)2
∮ dq
q∆+1
dq¯
q¯∆¯+1
Z(q, q¯). (4.10.3)
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This integration is not over a specific contour since contours can be deformed as
needed, however the contour is around the origin since there is a pole at q = 0, q¯ = 0.
For simplicity of notation, the τ¯ dependence shall be suppressed.
By noting that
Z(τ) = e 2piic24 τZ0 (τ) (4.10.4)
the modular invariance of Z0 can be exploited to rewrite the contour integral in a
form suitable for the saddle-point approximation:
Z(τ) = e 2piic24 τZ0
(−1
τ
)
= e 2piic24 τe 2piic24 1τZ0
(−1
τ
)
(4.10.5)
and therefore,
ρ(∆) =
∫
dτ e−2pii∆τe
2piic
24 τe
2piic
24
1
τZ0
(−1
τ
)
. (4.10.6)
With this result, the integral (4.10.3) can be evaluated by a saddle-point approxima-
tion. Let ∆0 be the lowest eigenvalue of L0 and define
Z˜(τ) =
∑
ρ(∆)e2pii(∆−∆0)τ = ρ(∆0) + ρ(∆1)e2pii(∆1−∆0)τ + · · · . (4.10.7)
Then using the result (4.10.6) with (4.10.7) gives
ρ(∆) =
∫
dτ e−2pii∆τe−2pii∆0
1
τ e
2piic
24 τe
2piic
24
1
τ Z˜
(−1
τ
)
. (4.10.8)
For large τ2, Z˜(−1/τ) approaches ρ(∆0), which is a constant. Therefore, (4.10.7)
can be evaluated as long as τ2 is large at the saddle point. For the saddle-point
approximation the integrand must be separated into a rapidly varying phase and a
slowly varying prefactor. The integral required should then be of the form
I[a, b] =
∫
dτ exp
[
2piiaτ + 2piib
τ
]
f(τ). (4.10.9)
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The exponential term is extremal at τ0 =
√
b
a
. Then, expanding the integral around
τ0 gives
I[a, b] ≈
∫
dτ exp
[
4pii
√
ab+2piib
τ 30
(τ−τ0)2
]
f(τ0) =
(
− b4a3
)1/4
e4pii
√
abf(τ0). (4.10.10)
If ∆0 is small (∆0 << c) and ∆ is large, the integral (4.10.7) gives
ρ(∆) =
(
c
96∆3
)1/4
exp 2pi
√
c∆
6 + higher order terms. (4.10.11)
Taking the natural logarithm of both τ and τ¯ dependence of the exponential term of
(4.10.11) yields
ln ρ(∆, ∆¯) = 2pi
√
c∆
6 + 2pi
√
c¯∆¯
6 (4.10.12)
which is Cardy’s [11, 12] result for the asymptotic density of states, or the standard
Cardy formula. The leading term in (4.10.11) gives the leading correction.
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Chapter 5
The Hamiltonian formulation of
general relativity
In this chapter the ADM Hamiltonian with the surface term, often left out in other
treatments, will be derived and the Hamiltonian generators, which will be used to
calculate the conserved charges in general relativity, will be defined. The same con-
ventions as previous chapters will be used. The main references for this chapter
are [16, 46,47].
5.1 Einstein’s field equations in (1+3)-form
Einstein’s field equations were talked about in detail in Chapter 1. They related
the curvature of space-time to an energy-momentum. However, there is no notion of
time-evolution, or dynamics of these equations. In their famous 1962 paper, Arnowitt,
Deser, and Misner [16] developed the Hamiltonian formulation of general relativity.
Not only was this an effective formulation to describe the dynamics of general rela-
tivity, but with a Hamiltonian formalism, it was also a possible, in principle, to apply
the machinery to canonical quantization of gravity. The basic idea of [16] is to isolate
the time coordinate in the field equations. This formalism is known as the (1+3)
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form. The Hamiltonian follows from it.
Consider a scalar field t(xµ) such that t defines a family of non-intersecting space-
like hypersurfaces. On each hypersurface Σ(t) the spatial coordinate yi is introduced.
Then, introducing a congruence of curves that are parameterized by t and that in-
tersect the hypersurfaces Σ(t), the two hypersurfaces can be connected. Also, the
points on each of the hypersurfaces intersected by the same curve are defined to be
given by the same spatial coordinate yi. Therefore, this procedure introduces a valid
4-dimensional coordinate system xµ = (t, yi) in the spacetime.
The tangent vectors to the surfaces and to the congruence of curves then are
eµi =
∂xµ
∂yi
(5.1.1)
tµ = ∂x
µ
∂t
(5.1.2)
where these act as the projection tetrad to the hypersurface Σ(t). Here xµ is the origi-
nal spacetime coordinates and yi are the new spatial coordinates on the hypersurfaces
Σ(t). The unit normal to the hypersurfaces is given by
nµ = −N∂µt, (5.1.3)
where N is the scalar function known as the lapse. N ensures proper normalization.
The time tangent vector ti can be decomposed into the form
ti = Nnµ +N ieµi , (5.1.4)
where the 3-function N i form a spatial vector known as the shift.
From the coordinate transformation xµ = xµ(t, yi), a differential piece of length
in a (1+3) coordinate system is given by
dxµ = tµ dt+ eµi dyi = (N dt)nµ + (dyi +N i dt)e
µ
i . (5.1.5)
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Similarly, the original spacetime metric can also be written in the (1+3) form as
ds2 = gµνdxµdxν = −N2 dt2 + hij(dxi +N i dt)(dxj +N j dt), (5.1.6)
where hij is the induced 3-metric on Σ(t) given by
hij = gµνeµi eνj = gij. (5.1.7)
(5.1.6) and (5.1.7) give the time-time, time-space, and space-space components of
the metric in terms of N,N i and hij as g00 = N iNi − N2; g0i = Ni; gij = hij. From
these expressions the contravariant components of the metric can be easily computed
to give
g00 = −N−2, (5.1.8)
g0i = N−2N i, (5.1.9)
gij = hij −N−2N iN j. (5.1.10)
It is just as easy to verify √−g = N√h.
Thus spacetime has been split into space and time mathematically by foliating
it by a series of spacelike hypersurfaces Σ(t) labelled by a coordinate t through a
function t(xµ) in the spacetime [46]. The induced metric on Σ(t) can be expressed in
the 4-dimensional notation by
hµν = gµν + nµnν , (5.1.11)
n0 = −N, (5.1.12)
ni = 0, (5.1.13)
where ni is normal to Σ(t). This leads the metric components
h00 = N iNi (5.1.14)
h0i = Ni, (5.1.15)
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and the spatial components hij = gij. It should be stressed that even though hµν is
the metric on 3-space, h00 and h0i are non-zero because g0i is non-zero [46]. Also, hµν
acts as a projection tensor onto Σ(t).
There are 3 important relations with the normal vector nµ which have been used
often to derive many of the upcoming expressions. These are
hµνn
ν = 0, (5.1.16)
nµ∇ρnµ = 0, (5.1.17)
n[µ∇ρnν] = 0, (5.1.18)
where the brackets denote the commutation of indicies. The first relation comes from
the definition of the induced metric; the second from differentiating the normaliza-
tion condition nµnµ = −1; the first from the face that nµ is normal to the set of
hypersurfaces which foliate spacetime [46].
The covariant 3-space derivative, Dµ, is then defined as
DµXν = hρµhσν∇ρXσ. (5.1.19)
The right hand side is a projection of the 4-dimensional covariant derivative ∇µXν
onto Σ(t) using the projection tensor hλν = δλν + nλnν [46], which can be obtained
by contracting (5.1.11) with the contravariant 4-dimensional metric gµλ. It will be
assumed that Dµ acting on scalar functions gives Dµϕ = hνµ∇νϕ. Using these two
properties and the standard chain rule, the covariant 3-space derivative of contravari-
ant vectors and second rank covariant tensors can be found (see section 12.2 of [46]).
They are given by
DµV
ν = hνλhσµ∇σV λ, (5.1.20)
DµTνρ = hσµhανhβρ∇σTαβ. (5.1.21)
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The induced metric and covariant derivative operator intrinsic to the 3-manifold
Σ(t) are now defined. They describe the local, intrinsic properties of the spatial slices.
However, to get a full picture about the structure of spacetime, information about
how the spacelike hypersurfaces Σ(t) are embedded in the 4-dimensional geometry
is needed. Intuition would suggest that this information lies in how the normals to
the Σ(t) surfaces varies from event to event. This can be quantified by the extrinsic
curvature defined by
Kµν = −hρµhσν∇ρnσ = −hρµ∇ρnν (5.1.22)
The second equality follows from writing hσν = δσν + nσnν and using (5.1.17). The
first equality illustrates that Kµν carries information about ∇µnν projected onto Σ(t).
It also shows that Kµνnµ = Kµνnν = 0. K0ν = 0, since ni = 0, showing that the
contravariant components of Kµν are purely spatial [46].
Something that is not obvious is that Kµν is symmetric in its indices. A short
proof can be found in either [20, 46]. From this property, the covariant derivative of
the normal can be decomposed into tangentials and normals to Σ(t):
−∇µnν = Kµν + nµ(nρ∇ρnν) = Kµµ + nµaν . (5.1.23)
Kµν and hµν contain all of the intrinsic and extrinsic information about Σ(t),
so they should be related to the full Riemann curvature tensor in 4-dimensional
spacetime. The 3-dimensional curvature tensor can first be defined, from the standard
definition:
−(3)RµνρσXµ = DρDσXν −DσDρXν . (5.1.24)
The 3-dimensional and 4-dimensional are related via the Gauss-Codazzi relations,
(3)Rµνρσ = hαµhβνhγρhδσRαβγδ + nθnθ(KµρKνσ +KµσKνρ). (5.1.25)
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A derivation for the Gauss-Codazzi relations can be found in either [20, 46]. This
result may seem complicated but has a simple geometrical interpretation. The first
term is the intrinsic part of the 3-dimensional curvature obtained by projecting the
full 4-dimensional curvature onto the 3-surface. The second term comes from the
extrinsic properties of the 3-surface embedding into the 4-dimensional space [46,47].
5.2 The gravitational action in (1+3)-form
The (1+3)-form of general relativity defined in the previous section can now be applied
to the standard action principle of general relativity. The standard action in general
relativity is given by the Einstein-Hilbert action
S = 116piG
∫ √−g (R− 2Λ) d4x, (5.2.1)
where Λ is the cosmological constant.
(5.2.1) can be recast into (1+3) form by expressing the Ricci scalar R in terms of
the extrinsic curvature Kµν .
A useful identity, valid for any vector field nλ, is
Rµνρσv
σ = (∇µ∇ν −∇ν∇µ)vρ. (5.2.2)
This leads to the result
Rνσn
νnσ = gµρRµνρσnνnσ
= nν∇µ∇νnµ − nν∇ν∇µnµ
= ∇µ(nν∇νnµ)− (∇µnν)(∇νnµ)−∇ν(nν∇µnµ) + (∇νnν)2
= ∇α(K nα + aα)−KµνKµν +KµµKνν , (5.2.3)
where Kµν is the extrinsic curvature (5.1.22), K ≡ Kαα = −∇αnα, and aα = nρ∇ρnα.
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Then, from the identity
R− 2Λ = −Rgµνnµnν = 2(Gµν −Rµν)nµnν (5.2.4)
and the Gauss-Codazzi relations (5.1.25), the following equations are obtained:
R = (3)R− 2Λ+KµνKµν −KµµKνν − 2∇α(K nα + aα)
≡ LADM − 2∇α(K nα + aα), (5.2.5)
where LADM = (3)R − 2Λ + KµνKµν −KµµKνν is commonly referred to as the ADM
Lagrangian, named after Arnowitt, Deser, and Misner.
The Einstein-Hilbert action now becomes the sum of two terms, one quadratic in
time derivative hij, and a surface term
S = 116piG
∫
V
dt d3xN
√
hLADM − 18pi
∫
V
d4x
√−g∇α(Knα − aα)
≡ SADM + Ssurf . (5.2.6)
Since the surface term will not contribute to the equations of motion [46], it will be
ignored for the time being [47].
5.3 The ADM Hamiltonian
The ADM action can be written in terms of the ADM Lagrangian as
16piGSADM =
∫
d4x
√−gLADM =
∫
dt
∫
d3xN
√
h
[
(3)R− 2Λ+KµνKµν −KµµKνν
]
.
(5.3.1)
The ADM Lagrangian can be Legendre transformed into the ADM Hamiltonian.
It is worth noting that the ADM Lagrangian is written in the classic form of “kinetic
energy minus potential energy”. Here, the extrinsic curvature is the kinetic energy
April 25, 2012 82 Steve Sidhu
5.3
and the negative of the intrinsic curvature is the potential energy [48]. The canonical
variable for this transformation are N,N i, and hµν . The conjugate momenta to
each canonical variable must first be determined. A quick examination of (5.1.22)
reveals that there are no time derivatives of N and N i. The corresponding conjugate
momenta of N and N i therefore vanish and this will be interpreted as the fact that
N and N i do not represent true degrees of freedom but are undetermined Lagrange
multipliers. Later, the variation of the action with respect to N and N i will be found,
which will act as equations of constraint.
Since the time derivative of hµν does not vanish, it’s conjugate momentum can be
determined:
pij = ∂
∂h˙ij
(
√−gLADM)
⇒ (16piG)pij = ∂Kij
∂h˙ij
∂
∂Kij
(16piLADM)
= −
√
h(Kij −K hij) (5.3.2)
Inverting the last relation gives
√
hKij = −16piG
(
pij − 12p h
ij
)
(5.3.3)
which will be important to write the Hamiltonian in terms of the proper variables.
The Hamiltonian can be determined by the equation
HADM = pijh˙ij −
√−gLADM . (5.3.4)
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Working this out explicitly gives
(16piG)HADM =
√
h(Kij −K hij)(2N Kij −DjNi −DiNj)
− ((3)R− 2Λ+KijKij −K2)N
√
h
= (KijKij −K2 − (3)R + 2Λ)N
√
h− 2(Kij −K hij)DjNi
√
h
= (KijKij −K2 − (3)R + 2Λ)N
√
h− 2Dj
[
(Kij −K hij)Ni
]√
h
+ 2Dj(Kij −K hij)Ni
√
h.
(5.3.5)
Ignoring the total divergence term, the Hamiltonian density is given by
(16piG)HADM =
√
h
[
N (KijKij −K2 − (3)R + 2Λ) + 2NiDj(Kij −K hij)
]
, (5.3.6)
Solving for the equations of constraints imposed by N and N i, by treating them
as undetermined Lagrange multipliers, gives
∂H
∂N
= 0 = −(3)R + 2Λ+ h−1pijpij − 12h
−1p2 (5.3.7)
∂H
∂Ni
= 0 = 2
√
hDi(
1√
h
pij). (5.3.8)
Finally, solving for H and Hi substituting into (5.3.4) yields
HADM = NH +NiHi + 2
√
hDi(
1√
h
pij Nj). (5.3.9)
This expression will be used in the next section to help determine the Hamiltonian
generators.
5.4 The surface term and the Hamiltonian gener-
ator
Going back to the expression (5.2.5), the surface term that arises from integrating
the divergence term ∇α(K nα − aα) can now be discussed. This term has one part
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S: x1 =constant; ri : normal; r1ni = 0
Induced metric γab = gab − rarb
Extrinsic metric: Θab
Q: x0, x1 =constant
Induced metric:
σab = hab − rarb
= gab + nanb − rarb
Extrinsic curvature: qab
Σ: x0 = constant; ni: normal
Induced metric: hab = gab + nanb
Extrinsic curvature: Kab
Figure 5.1: The surfaces bounding the region V that are used to define the action func-
tional. The timelike surfaces S and spacelike surfaces Σ intersect on a 2-dimensional
surface Q which can be thought of as embedded either in 4-dimensional space or in
3-dimensional space [46]
that depends on K and another which depends on the acceleration aα of the normal
vector field nα. The second part can be reinterpreted entirely in terms of the extrinsic
curvature of the boundary surface.
In order to do this, (5.2.5) is integrated over a four-volume V bounded by two
spacelike hypersurfaces Σ1 and Σ2 and a timelike hypersurface S and a surface at
spatial infinity, (see Fig. 5.1). The spacelike hypersurfaces are constant time slices
with normals nµ, and the timelike hypersurface has a normal rµ orthogonal to nµ.
The induced metric on the spacelike hypersurface Σ is hµν = gµν + nµnν and on on
the timelike hypersurface S is γµν = gµν − rµrν . The surfaces Σ and S intersect along
a 2-dimensional surface Q,with the induced metric σµν = hµν − rµrν = gµν + nµnν −
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rµrν [46]. Let the hypersurfaces Σ,S, and their intersection 2-surface Q have the
corresponding extrinsic curvatures Kµν ,Θµν and qµν , then doing the integrals, one
obtains [46]
S = 116piG
∫
V
d4x
√−g R = 116piG
∫
V
d4x
√−g LADM − 18piG
∫ Σ2
Σ1
d3x
√
hK−
− 18piG
∫
S
dt d2xN
√
σ (rµaµ).
(5.4.1)
The action (5.4.1) can be rewritten using (5.3.9) [49] as
S =
∫
dt
 ∫ Σ2
Σ1
dn−1x
(
pµν h˙µν − [NH +NµHµ]
)
+
∫
S
dn−2x
√
σ
 1
8piG NΘ−
2√
h
rµ p
µνNν
.
(5.4.2)
Since the Hamiltonian is defined by
S =
∫
dt
 ∫
Σ
dn−1x pµν h˙µν −H
, (5.4.3)
(5.4.2) becomes [50,51],
H =
∫ Σ2
Σ1
dn−1x
[
NH +NµHµ
]
−
∫
S
dn−2x
√
σ
 1
8piGNΘ−
2√
h
rµ p
µνNν
 (5.4.4)
The Hamiltonian generator is defined by [49],
H ≡
∫ Σ2
Σ1
dn−1x
[
εH + εµHµ
]
−
∫
S
dn−2x
√
σ
 1
8piGεΘ−
2√
h
rµ p
µνεν
, (5.4.5)
where the parameters ε and εµ are parameters instead of the lapse and shift vector
and εµnµ = 0 is assumed, like the shift vector. The Hamiltonian generator can be
used to determine the conserved charges at the boundary of an asymptotic spacetime.
This will be done in the next chapter for the AdS3 spacetime.
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Chapter 6
Conserved charges in general
relativity and asymptotically AdS3
spacetimes
This chapter shows that the surface terms ii the Hamiltonian generators defined in
the previous chapter become the charges in general relativity. The asymptotically
AdS3 spacetime will be defined and its conserved charges will be calculated by adding
a counter term to the gravitation action, as introduced by Balasubramanian and
Kraus. The central charge on the asymptotic boundary of the spacetime will also be
calculated. This main resources for this chapter are [49,52]
6.1 Algebra of charges
As mentioned in previous chapters, conserved Noether charges are associated to each
generator of the symmetries of the action. The Poisson bracket algebra of the Noether
charges is isomorphic to the Lie algebra of infinitesimal asymptotic symmetries [9].
Consider the bosonic generators, δa’s, of a symmetry, whose fine structure constants
satisfy the Jacobi identity, ([δa, δb] = fab cδc, and [δa, [δb, δc]]+[δb, [δc, δa]]+[δc, [δa, δb]] =
0) and their corresponding Noether charges Qa’s, (the indices here are general). It
87
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is assumed that the charges are generators of the algebra, that is when applied to a
field φ they give
δaφ = {Qa, φ}, (6.1.1)
where the curly braces here imply the Poisson brackets. The condition
[δa, δb]φ = fab cδcφ, (6.1.2)
puts restrictions on the possible Poisson brackets algebra satisfied by the Noether
charges [43]. This is easily demonstrated:
[δa, δb]φ = fab cδcφ
δaδbφ− δbδaφ = fab cδcφ
δa{Qb, φ} − δb{Qa, φ} = fab c{Qc, φ}
{Qa, {Qb, φ}} − {Qb, {Qa, φ}} = fab c{Qc, φ},
(6.1.3)
where the (6.1.1) has been used in the last two steps. Then using the Jacobi identity
yields
{{Qa, Qb}, φ} = fab c{Qc, φ}. (6.1.4)
Thus, the algebra of the charges acting on the field φ is
{Qa, Qb} = fab cQc, (6.1.5)
and the Poisson bracket algebra of the charges is isomorphic to the Lie bracket algebra
of the generators.
However, (6.1.5) is not the most general algebra. The most general algebra is one
with the presence of a central extension:
{Qa, Qb} = fab cQc + c¯∆ab, (6.1.6)
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where c¯ is a central charge (later will be denoted by c without a bar), and the function
∆ab is antisymmetric in indices a and b [43]. The central extension term commutes
with all charges, {Qa, c¯∆ab} = 0, {Qb, c¯∆ab} = 0, {Qc, c¯∆ab} = 0, etc.
6.2 Asymptotically AdS3 spacetime
The asymptotically AdS3 spacetime is defined by the boundary condition [9]
gtt = −r
2
`2
+O(1)
gtr = O(1/r3)
gtφ = O(1)
grr =
`2
r2
+O(1/r4)
grφ = O(1/r3)
gφφ = r2 +O(1)
(6.2.1)
The asymptotic symmetry of this spacetime is the coordinate transformation
which preserves this boundary condition. This symmetry was determined by Brown
and Henneaux [9] by first writing the asymptotic Killing vector ξµ (µ = t, r, φ) as
ξt = `T (t, φ) + `
3
r2
T¯ (t, φ) +O(1/r4),
ξr = rR(t, φ) + `
2
r
R¯(t, φ) +O(1/r3),
ξφ = Φ(t, φ) + `
2
r2
Φ¯(t, φ) +O(1/r4).
(6.2.2)
From the definition of the Lie derivative,
Lξgµν ≡ ∇µξν +∇νξµ
= ξρ∂ρgµν + gµρ∂νξρ + gρν∂µξρ,
(6.2.3)
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it can be found that T,Φ, R, T¯ , Φ¯ must satisfy
`∂tT (t, φ) = ∂φΦ(t, φ) = −R(t, φ),
`∂tΦ(t, φ) = ∂φT (t, φ),
(6.2.4)
and
T¯ (t, φ) = −12∂tR(t, φ),
Φ¯(t, φ) = 12∂φR(t, φ).
(6.2.5)
However, R¯(t, φ) can be arbitrary.
From the conditions (6.2.4),[
`2∂2t − ∂2φ
]
T (t, φ) = 0. (6.2.6)
There are 4 kinds of solutions for this equation
cos nt
`
cosnφ, sin nt
`
sinnφ, sin nt
`
cosnφ, cos nt
`
sinnφ. (6.2.7)
The other functions are completely decided by equations (6.2.4) and (6.2.5) [49]. The
solutions are [9]:
A series: ξµAn = ξ
µ
A−n ,
ξtAn = `
1− n2`22r2
 cos nt
`
cosnφ+O(1/r4),
ξrAn = rn sin
nt
`
cosnφ+O(1/r),
ξφAn = −
1 + n2`22r2
 sin nt
`
sinnφ+O(1/r4).
(6.2.8)
B series: ξµBn = ξ
µ
B−n ,
ξtBn = `
1− n2`22r2
 sin nt
`
sinnφ+O(1/r4),
ξrBn = −rn cos
nt
`
sinnφ+O(1/r),
ξφBn = −
1 + n2`22r2
 cos nt
`
cosnφ+O(1/r4).
(6.2.9)
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C series: ξµCn = ξ
µ
C−n ,
ξtCn = `
1− n2`22r2
 sin nt
`
cosnφ+O(1/r4),
ξrCn = −rn cos
nt
`
cosnφ+O(1/r),
ξφCn =
1 + n2`22r2
 cos nt
`
sinnφ+O(1/r4).
(6.2.10)
D series: ξµDn = ξ
µ
D−n ,
ξtDn = `
1− n2`22r2
 cos nt
`
sinnφ+O(1/r4),
ξrDn = rn sin
nt
`
sinnφ+O(1/r),
ξφDn =
1 + n2`22r2
 sin nt
`
cosnφ+O(1/r4).
(6.2.11)
All these vectors make up the conformal group in 2-dimensions, that is, the Lie
bracket algebra of two vectors,
[ξ1, ξ2]µ = ξν1∂νξ
µ
2 − ξν2∂νξµ1 , (6.2.12)
is the conformal group algebra. Therefore, the asymptotic symmetry of the asymptot-
ically AdS3 spacetime enhances from the symmetry of the AdS3 spacetime, S0(2, 2),
to the conformal group.
6.3 Conserved charges from the Hamiltonian sur-
face term
This thesis will examine mainly black holes in the asymptotic AdS3 spacetime. In
the last section it was shown how the Poisson bracket algebra of the generators of
April 25, 2012 91 Steve Sidhu
6.4
symmetries is isomorphic to the algebra of the charges. For this thesis, the generator
of symmetries is given by the Hamiltonian generator
H[ξ] =
∫ Σ2
Σ1
d2x
[
ξ¯⊥H + ξ¯iHi
]
+ J [ξ], (6.3.1)
(where i = r, φ), which generates the coordinate transformation
ξt = 1
N
ξ¯⊥, ξi = −N
i
N
ξ¯⊥ + ξ¯i, (6.3.2)
where J [ξ] is the surface term. The equations of motion place the constraints H =
Hµ = 0 and therefore the generator becomes only the surface term. The surface term
J [ξ] is thus called the charge.
6.4 Conserved Charges of asymptotic AdS3 space-
times
6.4.1 Brown and York stress tensor
Brown and York [53] defined a “quasilocal stress tensor” which is determined from
the gravitational action as a functional of the induced boundary metric γµν ,
T µν = 2√−γ
δSgrav
δγµν
. (6.4.1)
However, this stress tensor diverges as the boundary is taken to infinity. But a
boundary term can always be added to the action without affecting the equations
of motion in the bulk. The divergences which appear as the boundary is moved to
infinity may be removed by adding local counterterms to the action [52].
The gravitational action, in any dimension d, with the cosmological constant ∆ =
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−d(d− 1)/2`2 is given by
S = − 116piG
∫
M
dd+1
√
g
R− d(d− 1)
`2
− 18piG
∫
∂M
ddx
√−γΘ
+ 18piGSct(γµν),
(6.4.2)
where Θ is the extrinsic curvature on the boundary. The second term is the boundary
term, expressed in the previous chapter, and the third term is a counterterm added
in order to obtain a finite stress tensor.
As seen in Chapter 5, the spacetime metric is written in the ADM decomposition,
ds2 = N2dr2 + γµν(dxµ +Nµdr)(dxν +N νdr), (6.4.3)
where the d + 1 dimensional spacetime, M is foliated into a series of d-dimensional
timelike surfaces homeomorphic to the boundary ∂M where the coordinates xµ span
the timelike surfaces and r is the remaining coordinate. (γµν is a function of all
coordinates). The boundary ∂Mr is the surface at fixed r, and the interior, or bulk,
is denotedMr.
The quasilocal stress tensor for the Mr region is calculated from varying the
action with respect to the boundary metric γµν . Varying an action produces a bulk
term proportional to the equations of motion and a boundary term. Because of the
constraints on the equations of motion, only the boundary term contributes. The
variation of the action becomes
δS =
∫
∂Mr
ddx piµν δγµν +
1
8piG
∫
∂Mr
ddx
δSct
δγµν
δγµν , (6.4.4)
where piµν is the momentum conjugate to γµν evaluated at the boundary given by
piµν = 116piG
√−γ(Θµν −Θγµν). (6.4.5)
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The extrinsic curvature, Θ, is given by
Θµν = −12(∇
µnˆν +∇νnˆµ), (6.4.6)
where nˆν is an outward pointing normal vector on the boundary. Then, by (6.4.1)
the quasilocal stress tensor becomes
T µν = 18piG
Θµν −Θγµν + 2√−γ δSctδγµν
. (6.4.7)
The added Sct is chosen such that it must cancel divergences that arise as ∂Mr goes
to ∂M, the AdS boundary.
6.4.2 Conserved charges from counter term
Balasubramanian and Kraus proposed Sct to be a local functional of the intrinsic
geometry of the boundary, chosen to cancel the ∂Mr → ∂M in (6.4.7) [52]. They set
Sct =
∫
Mr Lct which results in
Lct = −1
`
√−γ ⇒ T µν = 18piG
[
Θµν −Θγµν − 1
`
γµν
]
(6.4.8)
for AdS3,
Lct = −2
`
√−γ
1− `24 R
⇒ T µν = 18piG
[
Θµν −Θγµν − 2
`
γµν − `Gµν
]
(6.4.9)
for AdS4, and
Lct = −3
`
√−γ
1− `212R
⇒ T µν = 18piG
[
Θµν −Θγµν − 3
`
γµν − `2G
µν
]
(6.4.10)
for AdS5. All the tensors are functions of the boundary metric γµν and Gµν = Rµν −
1
2Rγµν .
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To find the conserved charges (mass and angular momentum) of asymptotically
AdS geometry, the boundary metric can be written in the ADM form as
γµνdx
µdxν = −N2Σdt2 + σab(dxa +NaΣdt)(dxb +N bΣdt), (6.4.11)
where Σ is a spacelike surface in ∂M with the metric σab. Letting uµ be the timelike
unit vector normal to the surface Σ, then uµ defines the local flow of time in ∂M. If ξµ
is a Killing vector generating an isometry on the boundary, the associated conserved
charge is given by [53]
Qξ =
∫
Σ
dd−1x
√
σ(uµ Tµνξν). (6.4.12)
The conserved charge corresponding to time translation is the mass of spacetime. By
defining the proper energy density,
 = uµuνTµν , (6.4.13)
the mass can be determined by multiplying the  by the lapse NΣ and integrating:
M =
∫
Σ
dd−1x
√
σNΣ. (6.4.14)
This definition for the mass coincides with the conserved quantity in (6.4.12) when
the timelike Killing vector is ξµ = NΣuµ. The momentum can be defined in a similar
manner as
Pa =
∫
Σ
dd−1x
√
σja, (6.4.15)
where
ja = σabuµT aµ. (6.4.16)
When a is an angular direction, Pa is the corresponding angular momentum [52].
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6.4.3 Conserved charges of AdS3
The Poincaré patch of the AdS3 spacetime can be written as
ds2 = `
2
r2
dr2 + r
2
`2
(
− dt2 + dx2
)
, (6.4.17)
(see [15] for embedding of the Poincaré patch in global AdS3). The normal vector to
surfaces of constant r is
nˆµ = r
`
δµ,r. (6.4.18)
Then, applying (6.4.7) gives
8piGTtt = −r
2
`3
+ 2√−γ
δSct
δγtt
8piGTxx =
r2
`
+ 2√−γ
δSct
δγxx
8piGTtx =
2√−γ
δSct
δγtx
.
(6.4.19)
Without the Sct, results for physical observables, the mass and momentum, would
be divergent. Consider the mass
M =
∫
dx
√
gxxNΣu
tutTtt =
∫
dxTtt ≈ r2 →∞. (6.4.20)
Thus, for the spacetime to have a finite mass density, Ttt must be independent of r
for large r.
Since one requires that Sct be a local, covariant function of the intrinsic geometry
of the boundary, it is essentially unique. The only term that can cancel the divergence
in (6.4.20) is Sct = (−1/`) ∫ √−γ. This yields a divergence free stress tensor: Tµν = 0.
Higher order counter terms, such as R and R2, vanish at infinity, due to dimensional
analysis. Therefore, the counterterm is completely defined by (6.4.8).
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The stress-tensor can be now used to reproduce the mass and momentum of a
known solution, the rotating BTZ solution [14,15]. In order to check this, spacetimes
of the form
ds2 = `
2
r2
dr2 + r
2
`2
(
− dt2 + dx2
)
+ δgMNdxMdxN (6.4.21)
will be studied. To the first order in δgMN , the stress tensor components are
8piGTtt =
r4
2`5 +
δgxx
`
− r2`∂rδgxx
8piGTxx =
δgtt
`
− r2`∂rδgtt −
r4
2`5 δgrr
8piGTtx =
1
`
δgtx − r2`∂rδgtx.
(6.4.22)
The mass and momentum are:
M = 18piG
∫
dx
 r4
2`5 +
δgxx
`
− r2`∂rδgxx

P = − 18piG
∫
dx
1
`
δgtx − r2`∂rδgtx
.
(6.4.23)
These formulae can now be applied to the spinning BTZ solution:
ds2 = N2dt2 + ρ2(dφ+Nφdt)2 + r
2
N2ρ2
dr2, (6.4.24)
with
N2 = r
2(r2 − r2+)
`2ρ2
, Nφ = −4GJ
ρ2
,
ρ2 = r2 + 4GM`2 − 12r
2
+, r
2
+ = 8G`
√
M2`2 − J2,
(6.4.25)
where φ has a period 2pi. Expanding for large r yields
δgrr =
8GM`2
r4
, δgtt = 8GM, δgtφ = −4GJ. (6.4.26)
Inserting (6.4.26) into (6.4.23) with x→ `φ and ∫ dx→ ` ∫ 2pi0 dφ yields the correct
mass and momentum for the spinning BTZ solution, M = M and Pφ = J . The
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spinning BTZ metric reduces to the global AdS3 metric when M = −18G and J =
0. When M = J = 0, the BTZ metric reduces to a black hole which looks like
the Poincaré AdS3 with an identification of the boundary [52]. However, the time
directions of the Poincaré AdS3 and global AdS3 coordinates do not agree, give them
different definitions of energy. Because of this, the two metrics giving rise to different
masses.
6.5 Central charge of asymptotically AdS3 space-
time
A classical conformal field theory has a traceless stress, (or energy-momentum), ten-
sor. However, when a conformal field theory is defined on a curved 2-dimensional
manifold, there is a quantum breaking of macroscopic scale invariance created by the
curvature [5]. Therefore the only possible scalar in 2-dimensions for the stress tensor
to be proportional to is the Ricci scalar. The stress tensor of a 2-dimensional, (1 +
1), CFT has a trace anomaly defined as
T µµ = −
c
24piR. (6.5.1)
Since the trace anomaly is a quantum effect, the stress tensor is also proportional to
the central charge, c.
It must be verified that the quasilocal stress tensor for the AdS3 spacetime, defined
in (6.4.8), has a trace of precisely this form. The mechanism for determining the
conformal anomaly from the AdS/CFT correspondence was outlined by Witten [54].
This approach was studied in detail by Henningson and Skenderis [55]. This thesis
will follow the approach by Balasubramanian and Kraus [52], which is somewhat
different than that of [55].
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The trace of the AdS3 stress tensor (6.4.8) becomes
T µµ = −
1
8piG
(
Θ + 2/`
)
. (6.5.2)
This trace is expressed in terms of the extrinsic curvature. To compare (6.5.2) with
(6.5.1) it must be expressed in terms of the intrinsic curvature of the boundary.
Since (6.5.2) is manifestly covariant, the right hand side may be computed in any
coordinate system. Choosing the coordinates defined by the metric
ds2 = `
2
2 dr
2 + γµνdxµdxν , (6.5.3)
the extrinsic curvature in these coordinates is
Θµν = − r2`∂rγµν (6.5.4)
Thus, in these coordinates (6.5.2) becomes
T µµ = −
1
8piG
− r2`γµν∂rγµν + 2`
. (6.5.5)
For this calculation, γµν must be expressed as a power series in 1/r. Using the
Fefferman-Graham expansion [56], the boundary metric is written as
γµν = r2γ(0)µν + γ(2)µν + · · · . (6.5.6)
Fefferman and Graham also showed that only even powers appear and that the leading
term goes as r2. There are terms with higher powers of 1/r as well as logarithmic
terms [56], but these will not be needed [52].
The trace of the stress tensor now reads
T µµ = −
1
8piG
1
`r2
Tr
[
(γ(0))−1γ(2)
]
+ · · · . (6.5.7)
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Using Henningson and Skenderis’ method of solving Einstein’s equation perturba-
tively [55] gives
Tr
[
(γ(0))−1γ(2)
]
= `
2r2
2 R (6.5.8)
where R is the curvature of the metric γµν . Then, inserting (6.5.8) into (6.5.7) in the
limit as r goes to infinity yields
T µµ = −
`
16piGR. (6.5.9)
Comparing with (6.5.1) gives the same result when c = 3`/2G, which is exactly the
Brown and Henneaux central charge [9]
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Chapter 7
Thermodynamics of BTZ black
hole
The BTZ black hole is a solution of Einstein’s field equations of the vacuum with
a cosmological constant Λ = −1/`2. The asymptotically BTZ spacetime is that of
the asymptotically AdS3 where the asymptotic symmetry follows two copies of the
Virasoro algebra with central charges
c = c¯ = 3`2G. (7.0.1)
As mentioned in Section 4.6, the dilations and rotations are generated by L0 + L¯0
and L0− L¯0. For the BTZ metric the dilations and rotations correspond to the mass,
M , and angular momentum, J . In terms of the eigenvalues of the Virasoro generators
they are given by
M` = ∆ + ∆¯, J = ∆− ∆¯. (7.0.2)
Inverting these relations to obtain expressions for eigenvalues only gives
∆ = M`+ J2 , ∆¯ =
M`− J
2 . (7.0.3)
With this structure in place, the thermodynamics of various BTZ black holes can be
examined, specifically the first law of black hole thermodynamics (3.4.4) The surface
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gravity term, (8pi)−1κ dA, is written in terms of the temperature, T , and the entropy
S as:
dM = TH dS + ΩH dJ + Φ dQ, (7.0.4)
where ΩH is the angular velocity and Φ is the electric potential at the event horizon.
First, the Hawking temperature and black hole entropy for the non-rotating, ro-
tating, and charged-rotating BTZ black holes will be calculated in order to show that
the first law of black hole thermodynamics is satisfied.
7.1 The non-rotating BTZ black hole
The solution is given by the metric,
ds2 = −f(r)dt2 + dr
2
f(r) + r
2dφ2 (7.1.1)
with c2 = 1, where
f(r) = −8GM + r
2
`2
(7.1.2)
The event horizon then lies at r2+ = 8GM`2. Inverting to obtain an expression for
M gives
M = r
2
+
8G`2 , (7.1.3)
which can be substituted into (7.0.3) to give the eigenvalues of the Virasoro generators:
∆ = ∆¯ = r
2
+
16G`. (7.1.4)
The Hawking temperature of the non-rotating BTZ black hole can be calculated
using (3.5.3), where here a′(r+) = b′(r+) = f ′(r+) = 2r+/`2. The Hawking tempera-
ture is then
TH =
√
(2r+/`2)2
4pi
= r+2pi`2 , (7.1.5)
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or
TH =
√
2GM
pi`
. (7.1.6)
The leading order of the non-rotating BTZ black hole entropy can be calculated
using (4.10.12), and is given by
S = 2pir+4G , (7.1.7)
which is the Bekenstein-Hawking entropy of a non-rotating BTZ black hole. The
Bekenstein-Hawking entropy can be written in terms of the mass,
S = pi`
G
√
2GM. (7.1.8)
The leading correction using (4.10.11) can be calculated as
ρ(∆, ∆¯) = 8G`
2
r3+
e
2pir+
4G + higher order terms. (7.1.9)
And therefore,
S = 2pir+4G − 3 ln(r+) + constant + higher order terms. (7.1.10)
The entropy can also be written in terms of the mass:
S = 2pi
√
8GM`2
4G −
3
2 ln(8GM`
2) + constant + higher order terms. (7.1.11)
The leading order entropy term (7.1.8) and the Hawking temperature (7.1.6) of
the non-rotating BTZ black hole can be used to show that the first law of black hole
thermodynamics (7.0.4) is satisfied. Using (7.1.8),
dS = pi`(2GM)1/2dM. (7.1.12)
For the non-rotating BTZ black hole J = 0 and Q = 0, therefore (7.0.4) becomes
simply
dM = THdS. (7.1.13)
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It is clear from (7.1.6) and (7.1.12) that THdS = dM and thus the first law of black
hole thermodynamics is satisfied.
7.2 The rotating BTZ black hole
The BTZ black hole is a (2+1)-dimensional black hole. The rotating BTZ black hole
is given by the metric
ds2 = −f(r) dt2 + dr
2
f(r) + r
2 (dφ+ f(φ) dt)2 (7.2.1)
with c2 = 1 for simplicity of expressions, where
f(r) = −8GM + r
2
`2
+ 16G
2J2
r2
(7.2.2)
and
f(φ) = −4GJ
r2
, (|J | ≤M`). (7.2.3)
Similar to how the Schwarzschild solution is asymptotically Minkowski, the BTZ
solution is asymptotically AdS3. The inner and outer event horizons of the rotating
BTZ black hole lie at
r2± = 4GM`2
1±
[
1−
(
J
M`
)2 ]1/2. (7.2.4)
Inverting (7.2.4) for expressions of M and J gives
M = r
2
+ + r2−
8G`2 (7.2.5)
and
J = r+r−4G` . (7.2.6)
Substituting the expressions (7.2.5) and (7.2.6) into (7.0.3) and simplifying gives
∆ = (r+ + r−)
2
16G` , ∆¯ =
(r+ − r−)2
16G` . (7.2.7)
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The Hawking temperature can be calculated as mentioned in section 3.5, where
a′(r+) = b′(r+) = f ′(r+) = 2r+/`2−32G2J2/r2+. By (3.5.3) the Hawking temperature
is then
TH =
r+
2pi`2 −
8G2J2
pir3+
, (7.2.8)
or
TH =
r2+ − r2−
2pi`2r+
(7.2.9)
by using (7.2.6).
The rotating BTZ black hole entropy, S, can now be calculated using the standard
Cardy formula (4.10.12):
S = ln ρ(∆, ∆¯) = 2pi
√
c∆
6 + 2pi
√
c¯∆¯
6 , (7.2.10)
where kB = 1. Substituting in expressions (7.0.1) and (7.2.7) and simplifying yields
the correct Bekenstein-Hawking entropy
S = 2pir+4G . (7.2.11)
Using (4.10.11), the logarithmic corrections to the entropy can simply be read off,
ρ(∆, ∆¯) = 8G`
2
(r2+ − r2−)3/2
e
2pir+
4G + higher order terms. (7.2.12)
Therefore,
S = 2pir+4G −
3
2 ln
(
r2+ − r2−
G2
)
+ constant + higher order terms
= 2pir+4G −
3
2 ln
(2pir+
G
)
− 32 ln (TH`) + constant + +higher order terms
(7.2.13)
where the Hawking Temperature TH is given by
TH =
r2+ − r2−
2pi`2r+
. (7.2.14)
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In terms of M and J , (7.2.11) can be written as
S = 2pi4G
[
4GM`2 + 4G`
√
M2`2 − J2
]1/2
(7.2.15)
and the leading corrections from (7.2.13) are given as
−34 ln
(
M2`2 − J2
)
+ constant + · · · . (7.2.16)
The first law of black hole thermodynamics for the rotating BTZ black hole can
now be examined. Setting f(r) in (7.2.2) equal to 0 and solving for M and J gives,
M = 18G
(
r2+
`2
+ 16G
2J2
r2+
)
, (7.2.17)
and
J = r+
√
M
2G −
r2+
162G2`2 . (7.2.18)
Written in terms of the entropy, (7.2.17) becomes
M = GS
2
2pi2`2 +
pi2J2
2GS2 . (7.2.19)
Then the differential of M is given by
dM =
(
∂M
∂S
)
J,Q
dS +
(
∂M
∂J
)
S,Q
dJ, (7.2.20)
where (
∂M
∂S
)
J,Q
= TH =
GS
pi2`2
− pi
2J2
GS3
= r+2pi`2 −
8G2J2
pir3+
(7.2.21)
and (
∂M
∂J
)
S,Q
= ΩH =
pi2J
GS2
= 4GJ
r2+
, (7.2.22)
which gives the first law of black hole thermodynamics for the rotating BTZ black
hole:
dM = TH dS + ΩH dJ. (7.2.23)
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7.3 The charged rotating BTZ black hole
The charged rotating BTZ black hole is given by the metric
ds2 = −f(r) dt2 + dr
2
f(r) + r
2 (dφ+ f(φ) dt)2 (7.3.1)
with c2 = 1 again, for simplicity, where
f(r) = −8GM + r
2
`2
+ 16G
2J2
r2
− pi2Q
2 ln(r) (7.3.2)
and
f(φ) = −4GJ
r2
, (|J | ≤M`) (7.3.3)
and Q is the charge of the black hole. The charged rotating BTZ black hole is not a
vacuum solution to Einstein equations, but instead a solution to Einstein’s equations
in the presence of an electro-magnetic field, with Tµν given by (2.4.1).
The event horizons of the charged rotating BTZ black hole are the roots of (7.3.2).
There are three different cases: two distinct roots r±, two repeated roots correspond-
ing to a single event horizon that determines an extremal black hole, no real roots
corresponding to no event horizon, which implies a naked singularity [57]. Following
the work of Akbar, Quevedo, Saifullah, Sánchez, and Taj [57], this thesis will examine
the first case of two distinct roots. The analysis of this case is virtually the same as
that of the rotating BTZ black hole with the extra charge term in f(r).
The addition of the charge term does not affect the area of the black hole, therefore
the Bekenstein-Hawking entropy is the same as that of the rotating BTZ black hole,
S = 2pir+4G . (7.3.4)
The Hawking temperature of the charged rotating BTZ black hole is found from
the familiar method outlined in section 3.5. From (3.5.3), with a′(r+) = b′(r+) =
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f ′(r+) = 2r+/`2 − 32G2J2/r2+ − piQ2/2r+ the Hawking temperature is given by
TH =
r+
2pi`2 −
8G2J2
pir3+
− Q
2
8r+
. (7.3.5)
The black hole mass and angular momentum at the exterior event horizon r+ can
be determined by setting f(r) to 0 and solving for M and J to give
M = 18G
(
r2+
`2
+ 16G
2J2
r2+
− piQ
2
2 ln(r+)
)
, (7.3.6)
and
J = r+
√
M
2G −
r2+
162G2`2 +
piQ2
32G2 ln(r). (7.3.7)
(7.3.6) can be written in terms of the entropy:
M = GS
2
2pi2`2 +
pi2J2
2GS2 −
piQ2
16G ln
(2GS
pi
)
. (7.3.8)
Then the differential of M is given by
dM =
(
∂M
∂S
)
J,Q
dS +
(
∂M
∂J
)
S,Q
dJ +
(
∂M
∂Q
)
S,J
dQ, (7.3.9)
where (
∂M
∂S
)
J,Q
= TH =
GS
pi2`2
− pi
2J2
GS3
− piQ
2
16GS
= r+2pi`2 −
8G2J2
pir3+
− Q
2
8r+
,
(7.3.10)
(
∂M
∂J
)
S,Q
= ΩH =
pi2J
GS2
= 4GJ
r2+
, (7.3.11)
and (
∂M
∂Q
)
S,J
= Φ = −piQ8G ln
(2GS
pi
)
= −piQ8G ln(r+), (7.3.12)
which gives the first law of black hole thermodynamics for the rotating BTZ black
hole:
dM = TH dS + ΩH dJ + Φ dQ. (7.3.13)
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Chapter 8
Conclusion
The aim of this thesis was to give a review of the applications of CFT techniques
to Bekenstein-Hawking entropy and to seek possible insights into the origin of the
microscopic degrees of freedom that entropy counts.
Einstein’s field equations relate the structure of spacetime to the matter dis-
tributed throughout it. Energy-momentum (including that of matter) curves space-
time and this curving is what is perceived as gravity. The more dense the matter
distribution, the larger the curvature of spacetime and hence the greater the force of
gravity. If a matter distribution is very dense, bigger than a critical value, an area of
spacetime is refered to as a black hole, where the gravity is so strong that even light
is tightly bound to this region.
Black holes have many interesting properties and obey certain laws, the laws of
black hole thermodynamics. In brief, the 4 laws of black hole thermodynamics state
that a black hole event horizon has a constant surface gravity; change in mass of the
black hole is related to change in the area; angular momentum and electric charge of
the black hole, the event horizon surface area does not decrease with time; and zero
surface gravity for a black hole event horizon is impossible to achieve.
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Black holes can radiate particles of various energies in a spectrum similar to black
body radiation with a temperature, known as the Hawking temperature. This thermal
spectrum of radiation from a black hole is known as Hawking radiation, and allows
for a possible mechanism for which black holes may evaporate. Black holes also have
have a measurable entropy proportional to their surface area, known as Bekenstein-
Hawking entropy.
Black hole thermodynamics involves both classical gravity and quantum mechan-
ics. Studying the origins of Hawking radiation and the origins of the microscopic de-
grees of freedom which lead to the Bekenstein-Hawking entropy might provide some
insight to construct a proper theory of quantum gravity. This thesis reviewed the
application of 2-dimensional CFT techniques to BTZ black holes in order to explain
the origin of Bekenstein-Hawking entropy.
2-dimensional CFT is a highly symmetric quantum field theory. It has a defining
algebra realized by 2 copies of the Virasoro algebra. The Virasoro algebra is quantum
extension of the classical Witt algebra with a central extension proportional to the
central charge of the theory. By studying the CFT on a torus modular invariance
is required, which will impose further restrictions on the CFT. Modular invariance
of the partition function can be used to derive the Cardy formula, which relates the
logarithm of the density of states of a system, and hence the entropy, to the central
charge of the system. In 1998 Maldacena [10] conjectured the AdS/CFT correspon-
dence in which the string theory, a candidate for a quantum theory of gravity, on an
AdS spacetime is dual to a CFT on the boundary surface of the spacetime. In this
thesis the Cardy formula was used to calculate the Bekenstein-Hawking entropy of
BTZ black holes.
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The AdS metric is a solution to Einstein’s vacuum field equations with a negative
cosmological constant. Another solution of these field equations is the BTZ solution.
The BTZ black hole is a (2+1) dimensional back hole solution that asymptotically
reduces to a AdS3 spacetime. The BTZ black hole solution can be static, rotating,
and more generally, charged and rotating.
The Hamiltonian formulation of general relativity can be used to determine the
Hamiltonian generators of conserved charges of gravity, which can be then used to
determine the central charge of AdS3 spacetimes. Because of first class constraints
imposed by the equations of motion, the Hamiltonian generator simply becomes the
surface term in the Hamiltonian formulation. The surface term then becomes the
conserved charge. The Poisson bracket algebra of the charges is isomorphic to the
Lie bracket algebra of the generators. The general algebra has a central extension
proportional to a central charge. The conserved charges of the rotating BTZ black
hole, which lie on the surface of the black hole, become simply the mass, M , and the
angular momentum, J . This agrees with the “No-hair” theorem, which states that all
black hole solutions are characterized by only the external observables mass, electric
charge and angular momentum.
The work of Brown and Henneaux [9] showed that the asymptotically AdS3 space-
time has an asymptotic symmetry group equivalent to the conformal group in 2 dimen-
sions (an idea which was later generalized to d-dimensions by the Maldacena conjec-
ture) and the central charge equal to the Brown-Henneaux central charge, c = 3`/2G.
Using the central charge and the Cardy formula, the Bekenstein-Hawking entropy of
the BTZ black holes can be calculated, as well as the leading order corrections. The
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Hawking temperature can be calculated by Euclideanizing the Lorentzian BTZ met-
rics.
The general BTZ black hole is the charged rotating BTZ black hole. The Bekenstein-
Hawking entropy and the Hawking temperature of the charged rotating BTZ black
hole were calculated to be
S = 2pir+4G , TH =
r+
2pi`2 −
8G2J2
pir3+
− Q
2
8r+
. (8.0.1)
The first law of black hole thermodynamics is shown to be satisfied for the charged
rotating BTZ black hole.
Applying CFT techniques to the BTZ black hole yields the proper Bekenstein-
Hawking entropy, as well as the leading order correction. Furthermore, it offers
insight into the origin of the microscopic degrees of freedom, they are related to the
energy spectrum corresponding to the Virasoro generators and the central charge of
the system. Therefore, conformal invariance must be present in a quantum mechanical
description of black hole entropy.
Future work in this field could be to extend the idea of conformal invariance leading
to microscopic degrees of freedom to offer insight into the black hole information loss
problem. In order to tackle this problem one would first have to explore the role, if
any, of conformal invariance to Hawking radiation.
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