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I. INTRODUCTION 
In the calculus of variations there are two well known transformations, the 
canonical and involutory transformations [l, 21 by means of which a given 
variational problem may be converted into new variational problems. In 
addition to their elegance these transformations have considerable practical 
importance as a consequence of the following properties: 
1. Their unifying property, by means of which different variational 
principles for the same physical problem may be seen to be related to each 
other. One of the best known examples of this is in elasticity where the 
variational principles of Green and Castigliano are involutory forms of each 
other and where the principle of Reissner [3] is the canonical form. For recent 
examples in reactor theory see Refs. [4] and [5]. 
2. The bracketing property of the involutory form. If the given variational 
problem is a minimization problem then the involutory form will be a 
maximization problem and vice versa. Furthermore the maximum value of 
the involutory functional will be the same as the minimum value of the original 
functional. This situation can be exploited [6, 71 to obtain upper and lower 
bounds for the stationary value if that number is of interest, or to obtain 
figures of merit for approximate solutions [8]. Also, if for a given problem, 
one constructs two Ritz-type approximations, one using the original varia- 
tional principle and one using the involutory principle, then, since in at least 
one sense these two solutions bound the exact solution, it is plausible that the 
average of the two may be a better approximation than either. An interesting 
example of this application has been given in connection with P, approxima- 
tions to transport problems [9]. 
* Work performed under the auspices of the U.S. Atomic Energy Commission. 
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3. The symmetry property of the canonical form-its extendibility to 
discontinuous trial functions. Variational principles in canonical form treat 
the original variables and the conjugate variables in a symmetric fashion. 
Thus, if in a given problem the conjugate variables are of equal importance 
with the original variables, it may be advantageous to base an approximation 
procedure on the canonical form. With this form one would explicitly choose 
trial functions for both kinds of variables and directly obtain approximations 
for both kinds, instead of obtaining an approximation only for the original 
variables and then trying to infer the values of the conjugate variables. For 
example in an elasticity problem if the displacements are regarded as the 
original variables then the conjugate variables are the stresses. If both 
displacements and stresses are important it may be preferable to use a varia- 
tional principle involving both rather than developing an approximation 
for displacements alone and trying to infer the stresses from these. 
Another feature of the canonical form is that it is readily extendible [ 10, 1 l] 
to include discontinuous trial functions within its admissible domain. This 
extendibility allows one to bring within the systematic variational approach 
a whole class of discontinuous-type approximations. It is therefore a feature 
of some importance, and has been used in connection with synthesis methods 
[12-141 and for the derivation of finite difference equations [ll, 15, 161. 
The examples cited above all involve variational problems of simplest type, 
i.e., those in which the functional involves only first derivatives of the argu- 
ment function or functions. Because of their value in this type of problem 
it is clearly desirable to extend the notions of canonical and involutory 
transformation to variational problems involving higher derivatives. Although 
this extension is straightforward it does not seem to be readily available in 
the literature. We thus give an exposition of the process here. We shall 
restrict ourselves to problems containing second derivatives; however this 
case seems sufficient to indicate the pattern for problems with higher deriva- 
tives. 
II. INVOLUTORY TRANSFORMATION 
Consider the problem of minimizing the functional 
where, to be admitted for comparison we require that the argument, U(X), 
belong to the class, Ca , of functions which are continuously differentiable 
on the interval [a, b], have piecewise continuous second, third and fourth 
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derivatives there, and also belong to the class, C, , of functions having the 
value 01 at x = a. Denoting the minimum by 4 we may write our first 
variational problem, (Vi), as follows 
V. 1' (2) 
In phrasing this problem we have chosen to impose one boundary condi- 
tion and leave the others as natural conditions in order to observe how both 
types of condition behave through the transformations. In writing (2) we 
assume that the function L is such that the minimum, 4 , exists and is 
unique. If we denote the minimizing function by C, we may record that it 
satisfies the Euler equation, 
-;; (L3[5, I’, zi”, x]) - 2 (L,[I, U’, a”, x]) + L,[U, 2, zz”, x] = 0, (El.1) 
the natural boundary conditions 
L,[zqa), n(u), zqa), a] = 0 (E,-2) 
L&(b), 2(b), u”(b), b] = 0 (l&3) 
L,[@), G’(b), zz”(b), b] - $L,[ri(b), C’(b), u”(b), b] = 0, (EP4) 
and the corner conditions 
LJzi(x), J’(x), G”(x), x] is continuous Fl.5) 
L,[W, W), qx>, 4 - &W( ) -y > -“( ) I u x , u x , u x x is continuous, (E14 
and, of course, the specified boundary condition n(a) = (Y. In these equations 
Li denotes the partial derivative of L with respect to its ith argument. Again, 
we assume sufficient smoothness of the function L to validate our operations. 
To begin the transformations of problem VI we introduce the functional 
of three arguments 
F,[% v, w] = 1” L(u, ZI, w) dx, (3) 
and observe that if v = u’ and w = v’ then the value of F, is the same as 
the value of Fl . In other words if we define the class, Tl , of ordered triples, 
then 
TX = ((u, v, wo> 1 u E C, n C, , u’ = v, v’ = w} (4) 
(u, v, w) cTl =i FcJu, v, w] = F&l. (5) 
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Thus we may state problem Vi in the equivalent form 
v, : 
In V, we have cast the problem as a variational problem subject to con- 
straints. Such problems may be treated by the Lagrange multiplier technique 
according to which we adjoin the constraints to F, obtaining 
F,[u, v, w] + ,:{p[uf - v] + q[v’ - w]) dx. (7) 
Integrating by parts we obtain the third functional 
F&, v, w, p, q] = s” (L[u, v, w, x] - p’u - pv - q’v - qw} dx 
a 
-P(a) CX + P(b) u(b) + q(b) v(b) - q(a) v(a), (8) 
and the third (unconstrained) variational problem 
V,(P,d : d&p, q) = uy&c F,l% v, *, P, 4 PI 0 (9) 
where CO denotes the class of piecewise continuous functions. 
Actually, as the notation indicates, V, is a whole set of variational problems 
with the multiplier functions p(x), q(x) serving as parameters. We shall 
require that these functions be continuous and assume, moreover, that there 
is some class, Pr , of pairs, (p(x), q(x)), within which the minimum, d,(p, q), 
of F3 exists and is unique.* For p, q E PI then, the minimizing u, v, w satisfy 
the Euler conditions of V,; namely 
L,[u, v, w, x] = p’ 
L,[% Z’, w, xl = P + 4’ 
L,[u, v, w, xl = 4 
p(b) = 0 
q(u) = q(b) = 0. 
Pa.1) 
(W) 
(Q.3) 
(h.4) 
Fs*5) 
1 This again is an assumption on the nature of L. For example it is clearly necessary 
for a minimum that along the stationary curve the matrix 
E,i fi 21 
be nonnegative definite. If Fs has only stationary, not minimum, points the transforma- 
tions can be carried out but the maximum property of the involutory functional is lost. 
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The last two of these are part of the conditions defining PI; i.e., the minimum 
in (9) does not exist if p, 4 do not satisfy (Es.4, 5). 
Now consider the particular pair, (6, i), defined by 
q(x) = LQIIqX), J’(x), ii”(x), x] (104 
j(x) = LJl(x), C’(x), z?‘(x), x] - $L,[ti(x), z?(x), a”(x)]. (lob) 
Then, by virtue of (E,.2-4), this pair, (fi, f), satisfies (E,.4-5) and we assume 
it lies in PI . In view of equations (E,. 1) and (lOa, b) the minimizing (u, V, w> 
for this pair is just (ZZ, ZZ’, a”). The minimum value in this case is 
d@, q) = F&Z, 2, a”, j, tj] = F,[Iz] = dl . (11) 
Thus for this particular pair d3 = dl . For any other pair d3 < dl . To see this 
note that 
Thus 
(u, v, w> CT, * F&t v, w, P, 41 = F&4 (12) 
(13) 
which is 
since the minimization in (13) is over a smaller class than in (14). Thus, from 
(11, 13, 14) 
4 = cp~qyp, u ~~co&[u~ vu, w, P, d (15) , I 
To obtain the involutory form we carry out the minimization in (15); i.e., 
for a given p, Q we invert (E,.l-3) to obtain 
u = U[P, q, P’, q’xl (164 
v = VCP, 9, P’, q’xl Wb) 
w = W[P, 4, P’, Q’XI, (164 
and use these to eliminate u, v, w from (15) leaving 
4 = cpmy$FJ~ V, w, P, 41. 07) 
The functional in (17) is just a functional of the pair (p, q); we therefore 
denote it by FJp, q]. Thus (17) becomes 
v, : 4 = myF,[p, qll, 
which is the involutory form of problem V, . 
(18) 
4’=9/=/ I-4 
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It is interesting to note that the Euler equations of problem V, are 
y$, !&B’, $1 xl = g qj, &P’, f, 4 (E4.2) 
V[j, ~,JY, a’! X] is continuous u&3) 
O-[j, q, p’, q’, x] is continuous U&4) 
ww, 4(4, PW, ?‘(a), al = a, VW) 
i.e., the constraint conditions of problem V, . Moreover, if the same line of 
argument is applied to V,, , it leads back to problem Vi , which of course is 
the reason for the name “involutory.” 
III. CANONICAL FORMS 
Suppose in Eq. (15) we perform the minimization only over v, w, e.g., by 
inverting (Ea.2, 3) to yield 
“u’ = @, 9, P + q’, x) (194 
w = J-w4 4, P + q’, 4. W) 
Then, if we define 
Fs[% P, ql = F&, p, m> P, al, (20) 
we have from (15) the problem 
which we may consider as a canonical form of V, . Other forms are obtained 
by eliminating v  or w alone, u alone, or various pairs using various combina- 
tions of Eqs. (16). 
IV. EXAMPLE-BEAM ON NONLINEAR FOUNDATION 
Consider the beam of Fig. 1 which is pinned at the end x = L, subjected 
to the transverse loadingf(x) and the axial load P. Suppose the beam rests 
on a foundation whose reaction varies as the third power of the displacement. 
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P- ,-X 
" 
FIG. 1 
That is, if the displacement at a point is U(X) the upward pressure of the 
foundation there is k(x) us(x), with k(x) > 0. 
Under these circumstances the potential energy of the system is expressed 
by the functional 
FI[Ul = j”, [+ EW2 + f 244 - fu + p (uq dx, 
where El is the flexural rigidity. 
The true deflection, d, minimizes this functional 
v1 : dl = F,[C] = crn*o F,[u] 
a a 
(22) 
and satisfies the Euler conditions 
EIti” - PtZ’ + kzi3 = f, (El.1) 
zqa) = zqb) = 0, (W) 
EIfi”‘(b) - PC’(b) = 0, (E,.3) 
C”(x) and EIzY’(x) - PC’(X) are continuous, (El4 
and the specified boundary condition E(a) = 01 = 0. Proceeding as before we 
obtain 
ku3 -f = p’ (Es.1) 
Pv =p +q’ F3.2) 
EIw = q (b.3) 
and 
lip[p, q] = .r: I- & - (’ ;pq’)2 - f (k)-‘/” (f + P’)“,~\ dx. (23) 
Thus Q of (22) is also the maximum of the functional of (23), admitting for 
comparison those p, q which are continuous with piecewise continuous 
derivatives and which satisfy p(b) = q(u) = q(b) = 0. 
The canonical form F5 in this case is 
Fs[u, p, q] = ,: [ - & + 7 - fu - p’u - & (P + q’J2] dx. 
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If w pnly is eliminated one obtains 
This form is interesting in that, using the device of Selengut [I 11, it may be 
extended to admit d&continuities in all argument functions. Thus it may be 
used to derive difference equations by choosing trial functions in the form of 
step functions. 
V. SUMMARY 
An exposition has been given of the notions of canonical and involutory transforma- 
tion in the context of variational problems involving second derivatives of the argument 
function. As a specific illustration the variational problem representing a beam on 
nonlinear-elastic foundation is discussed. Further examples-including applications 
to plates are presented in Ref. [17]. 
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