We analyze in a regression setting the link between a scalar response and a functional predictor by means of a Functional Generalized Linear Model. We first give a theoretical framework and then discuss identifiability of the model.
INTRODUCTION
In many areas of research one has to deal with functional data i.e. with data which are curves. It is especially the case in chemometrics, meteorology or speech analysis. For instance there is the regression setting where the predictor is a random function and the response a scalar. In the past one has mainly developped a "discrete" approach in this context: the discretization points of the curve predictor are considered as the coordinates of a multiple predictor vector. Then procedures that take into account the large number of predictors as well as the high correlations between them have been proposed: see for instance Frank and Friedman (1993) for these tools in chemometrics. On the other hand, there has been existing for a long time a "functional" approach for which models aim at taking into acount the functional nature of the data: see for instance the work from Deville (1974) , Dauxois and Pousse (1976) on Data Analysis in the context of Hilbert spaces theory. Until recently, this approach has been certainly less used than the discrete one in practical studies. The monographs from Silverman (1997, 2002) which investigate not only the above regression setting but also a variety of other statistical problems with functional data is an important step for the popularization of these methods.
Moreover, an increasing amount of recent papers investigate (functional) models for functional data.
Coming back to the regression problem with a scalar response and a functional predictor, the most natural functional model is the continuous version of the multiple linear model i.e. the functional linear model (see Goutis 1998 , Cardot et al., 1999 , 2002 ). However this model may be too restrictive in several applications for instance when the response is categorical. In the same spirit as in the multivariate setting one can think of a functional generalized linear model which is the functional version of the generalized linear model introduced by Nelder and Wedderburn (1972) .
Such models have been implicitly introduced in the literature. Cardot et al. In section 2, we give a theoretical framework for the generalized functional linear model which involves an exponential family of distributions.
We discuss the problems of identifiability of the model and the need of introducing a regularization penalty. An estimation procedure based on B-splines quite similar to the one proposed by Marx and Eilers (1999) is introduced in section 3. Indeed, both procedures are based on penalized likelihood, the difference coming from the penalty which is expressed here as the norm of the derivative of given order of the function. Then we look at asymptotic properties of the estimator which are seldom examined in the literature. Our main result concerns the L 2 rate of convergence for our maximum penalized likelihood estimator. The main strength of this result is that we do not assume any particular structure for the eigenvalues of the covariance operator. In section 4, a discussion shows, with heuristic arguments, how these rates may depend on the covariance structure of the data and how we could get better rates for some particular situations. Section 5 is devoted to the proofs.
THE FUNCTIONAL GENERALIZED LINEAR MODEL
We adopt in the following the same notations as in the paper from Stone (1986) by considering an exponential family of the following form
where ν is a nonzero measure on R which is not concentrated at a single point and where the function b 1 is twice continuously differentiable and b 1 is strictly positive on R. Then, the function b 1 is strictly increasing and b 2 is twice continuously differentiable on R. The mean µ of the distribution is 3 (µ). It is also assumed as in Stone's paper that there is an interval S in R such that ν is concentrated on S and
The reader is refered to Stone (1986) for examples of exponential families, such as the Bernouilli or the gamma distribution, satisfying condition (H.1).
Let X and Y be two random variables defined on the same probability space with X valued in the separable Hilbert space H = L 2 [0,1] and Y valued in R. Let < φ, ψ > denote the usual inner product of functions φ and ψ in H, defined by < φ, ψ >= 1 0 φ(t)ψ(t)dt and let φ denote the norm associated with this inner product. We assume that the following functional generalized linear model holds, that is to say we assume the existence of a function α ∈ H such that
The conditional distribution of Y given X = x is supposed to belong to the exponential family (1) or at least to satisfy Conditions 2-4 of Stone (1986).
Without loss of generality we assume that the functional random variable X is centered i.e. EX(t) = 0, for t a.e. We also suppose that X is of second order i.e. E X 2 < ∞. Thus, the covariance operator Γ of the H-valued random variable X is defined as
The operator Γ is an integral operator whose kernel is the covariance function of X and it is nuclear, self-adjoint and non negative ( To get identifiability, let us denote by λ j , j = 1, 2, . . . the eigenvalues of Γ and by v j , j = 1, 2, . . . a complete orthonormal sequence of eigenfunctions and let α 1 and α 2 be two functions in H such that
Since b 3 is strictly increasing one has
and then
Now, since λ j = 0, ∀j, one has
and then α 1 = α 2 almost everywhere in H.
The expected log-likelihood is defined as
Hypothesis (H.1) gives directly
which implies that the function Ψ(η) = b 1 (η)b 3 (η 0 ) + b 2 (η) is strictly concave and has a unique maximum at η 0 . Then, when model (2) holds, the function α is a maximum of Λ which is essentially uniquely determined under (H.2).
ESTIMATION OF THE FUNCTIONAL COEFFICIENT
In this section we introduce an estimator of α based on a B-splines ex- • s is a polynomial of degree q on each interval
• s is q − 1 times continuously differentiable on [0, 1].
The set S qk is known to be a linear space with dimension q + k and one can derive a basis by means of normalized B-splines {B k,j , j = 1, . . . , k + q} (see de Boor, 1978) . In the following we denote as B k the vector of all the B-splines and as B Our penalized B-splines estimator of α is thus defined as
where θ is a solution of the following maximization problem
with smoothing parameter ρ > 0. The estimator α P S is of the same type We study now the performance of estimator α P S in terms of the asymptotic behavior of the L 2 norm in H with respect to the distribution of X defined as
Note that since for each φ in H, there exists a unique element Φ in the space H of continuous linear operator from H to R such that Φ(X) = φ, X , the corresponding norm in H is
To derive L 2 convergence rates for α P S we assume moreover the following conditions.
The function α is supposed to have p derivatives for some integer p with
In the following, we note p = p + ν and assume that the degree q of the splines is such that q ≥ p.
, for some 0 < δ < 1 and suppose that
we have (i) A unique solution to the maximization problem (4) exists except on
an event whose probability tends to zero as n → ∞.
(ii)
Corollary 3.1. Under the assumptions of Theorem 3.1 and for k ∼ n 1/(2p+1) and ρ ∼ n (δ−1)/2 we get for m ≤ p the L 2 rate of convergence For the moment let us note that another way to improve our results could be to consider the number of covariates in the model introduced in section 2 as infinite. These "covariates" are however highly correlated. There exist theoretical works on the rates of convergence for generalized linear models when the number of covariates tends to infinity (see e.g. Portnoy, 1988) and one could think of using these ideas in our setting. Nevertheless the main point in the above works is to suppose that the covariance matrix is bounded below. That is not the case for functional data since the covariance operator is compact. Note that it is also for this reason that one has to add a penalization term in the likelihood to get consistent estimators (different but related arguments for introducing a penalty may be found in Leurgans et al., 1993). Now, let us compare our results to the ones obtained by Ferraty and Vieu (2002) which deal with a fully functional nonparametric model. These authors suppose that a fractal type assumption on X holds. Roughly speaking, that means that X belongs locally to a functional space with finite dimension. Under this condition they obtain rates of convergence which can be related to the ones of Stone (1982) . It is important to see that this condition deals not only with the process X but also with the estimation procedure via a semi-norm used to evaluate the proximity between curves.
Then, an important question in practical situations is to find a data-driven approach to adapt the estimator (to find a semi-norm) to the process in hand. Note for instance that this fractal type assumption is not fulfilled for the Brownian motion when the proximity between curves is measured by means of the usual L 2 [0,1] norm. As a conclusion of this section we will say that the points raised above deserve further investigations in several directions: adapting (or introducing new) estimation procedures as well as finding conditions under which better rates hold (see sections 4.3 and 4.4 below for some partial answers to the latter point). In this sense, one can even ask if actually it is possible to find estimates/conditions for which the usual parametric rate is achieved.
Indeed, both the covariates and the functional coefficient α belong to the same functional space and thus are vectors of the same space. As a consequence, one could imagine that we are in a parametric framework, in an infinite dimension case, and thus parametric rates may occur. This is true for instance when estimating the eigenfunctions of a covariance operator (see Dauxois et al. 1982 ).
Do the rates depend on the eigenvalues of the covariance operator?
One can reasonably think that the rates of convergence should depend on the eigenvalues of the covariance operator (or the second derivative operator of the likelihood). Actually, we will see that this dependency is "hidden" in our results.
Indeed, on the one hand, our loss criterion
can be seen as the standard squared L 2 norm in the usual nonparametric setting. But this criterion can also be written as follows
where the sequence of eigenvalues λ j satisfies j λ j < +∞. Since these eigenvalues are the variance of the projection of X onto the eigenfunctions v j , this latter relation means that our criterion gives more importance to the directions in which X has a larger variance, that is to say in which X "often goes" and gives a "neglictible" importance to the directions where it is most rarely. Maybe it is why conditions on the decay of the eigenvalues are dropped in our theorem.
From an other point of view, the shape of the eigenvalues have some incidence on the existence of our estimator.
Some heuristic arguments for better rates
The limitation of the speed of convergence in Corollary 3.1 comes from the condition ρ ∼ n −(1−δ)/2 (to get existence of the estimator) together with the bias term: it follows from this condition that the term O(ρ) cannot be eliminated. Thus, there are two ways in getting better rates of convergence. On the one hand, we may find better bound for the bias (see section 4.4 below) and on the other hand, we may improve the bound on the smallest eigenvalue of the information matrix in order to weaken the
From equations (29), (30), (32) and (33) below we find a lower bound for the smallest eigenvalue of order ρ/k. In fact, we can show in some cases that it is larger than ρ/k and thus weaker conditions on ρ can lead to the existence of a solution except on a space whose probability tends to zero as n tends to infinity. For this, we will consider some particular covariance structures for which convergence rates may be improved. Consider now the more general case in which the eigenfunctions are not necessarily known explicitly but satisfy
where D m is the derivative operator of order m with m even. Other examples of eigenfunctions satisfying (8) can be found in Ghanem and Sanos (1991). Let us notice that these eigenfunctions v j , j = 1, 2, . . . , also diagonalize the penalization operator. Thus, the eigenvalues of the penalized covariance operator are
Suppose moreover that ν j ∼ j asymptotically.
In the case of an arithmetic decay for the eigenvalues,
and adequate values for δ and m implies the existence of the estimator on a space whose probability tends to zero as n tends to infinity. Moreover in this case ρ is negligible with respect to n −2p/(2p+1) . This tells us that choosing adequate basis of functions to build our estimator (instead of splines) may leads to Stone's "optimal" rate of convergence.
The particular case of the linear model
For the linear model, we have an explicit expression for our estimator and it can be shown that better bound for the bias occurs if we suppose moreover that the "projection" of α onto the space S qk belongs to the range of the covariance operator Γ. It allows us to get Stone's "optimal" rates of convergence.
Maximizing the expected log-likelihood is equivalent to minimizing the following criterion
that is to say min β∈S qk α − β 2 2 . Let us denote by α the minimizer of (9). Consider to simplify the ridge regression approximation (i.e. m = 0) α P S defined as Arg min
Since S qk is a finite dimensional function space and the eigenvalues of Γ are supposed to be strictly positive, it is easy to show that α and α P S are uniquely determined. Moreover, they satisfy respectively the functional normal equations
and
Combining equalities (11), (12) and expanding α and α P S in the basis of the orthonormal eigenfunctions of Γ, we get
Suppose now that α belongs to the range of Γ, that is to say there exists a function g α ∈ H such that Γg α = α. We have that
and thus with (13), we can bound
With similar arguments as those used in the beginning of the proof of Lemma (5.1), one can find a function s ∈ S kq such that sup t∈[0,1] |s(t) −
the squared bias is of order O(ρ 2 ) + O(k −2p ) and the rates of convergence of the ridge regression estimator is
provided that ρ and k are well chosen.
PROOF OF THEOREM 3.1
The proof is based on similar arguments as the proofs in Fahrmeir and Kaufmann (1985) and Stone (1986) for generalized linear models and generalized additive models respectively. The difference is that the parameter and the data belong to an infinite dimension space and thus estimation is an ill-posed problem. The novelty consists in adding a penalty term in the log-likelihood in order to get a consistent estimator.
To avoid confusions, matrices and vectors are denoted with bold faces letters and usual norms for these objects are denoted by . . For some function a ∈ H, let us define Λ ρ the expected penalized log-
and Λ n,ρ (a) the empirical penalized log-likelihood
The proof of Theorem 3.1 will be complete after showing the following lemmas.
there is a unique α P S ∈ S kq such that for some δ > 0, (i) a unique solution to the maximization problem (4) exists except on an event whose probability tends to zero as n → ∞.
(ii) If moreover ρ 2 k 2m = o(1), then
Proof of Lemma 5.1
From Theorem XII. 
Let δ n = k −2p + ρk 2(m−p) + ρ and c be a positive constant that will be determined later and consider the space of functions β ∈ S qk such that
On the other side
Now, let us expand β as follows:
(m−1)! du. SinceP belongs to the m-dimensional space of polynomial functions on [0, 1] with degree less or equal to m − 1, one obtains easily with assumption (H.2)
Since we have with the Schwarz inequality
one gets
which gives us, with the condition ρ
for some positive constant C 7 . It follows from (3) and a continuity argument that there are two positive constants C 8 and C 9 such that
Since α maximizes Λ one gets
which gives us with (20)
where C 10 = min(C 9 , 1/2). On the other hand we have
with C 11 = max(C 8 , 1/2). Let us consider a function a ∈ S kq such that
One has
which gives us, with (21) and (22),
provided that c is chosen sufficiently large. We then have for a such that
From the strict concavity of Λ ρ on {β ∈ S qk : β − α
it follows that there is a unique α P S in S qk such that
Finally we get
which achieves the proof of Lemma 5.1.
Proof of Lemma 5.2
(i) Let τ = τ n be a sequence of positive reals tending to zero such that τ /ρ is bounded and define the space
Let us consider β ∈ B n (τ ) and write β(t) = q+k j=1 θ j B kj (t) = θ B k (t). Let us also write α P S (t) = q+k j=1 θ j B kj (t) = θ B k (t). The score s n (θ) is given by
where B k , X i is the vector with generic element B kj , X i and G k is the matrix with elements [
Let us define the operator Γ β mapping H to H as
Now, by (25) we can bound above α (19) , one can show with assumption (H.3) that there exists some η 0 > 0 such that
Thus condition (H.1) implies by continuity arguments that there exist two strictly positive constants such that the following inequalities hold almost
and thus defining the matrices C = ΓB k , B k , with generic elements
[C] lj = ΓB kl , B kj , and
By condition (H.2), the matrix C ρ = C + ρG k is strictly positive and 
where λ max (A) stands for the largest eigenvalue of the symmetric matrix A. From Theorem 1.19 in Chatelin (1983) one gets
where Γ n,β is the empirical version of Γ β . Now using the corollary from Yurinskiȋ (1976, p. 491) one can deduce with the assumption on the conditional distribution of Y and (28) that
from which we get
Appealing to Corollary 2.3 of Gohberg and Krein (1971) we get that
Thus, from (30) we can deduce that
and, taking ρ ∼ n (δ−1)/2 , the strict concavity of the empirical log-likelihood on B n (τ ) except on an event whose probability tends to zero with n. Now, let β ∈ ∂B n (τ ); we have
where
as in (17) , one gets that θ − θ 2 = O(τ k) + O(kτ /ρ). Thus, using now (31), for β = β 1 where β 1 = t 1 β + (1 − t 1 ) α P S , we can write
Then using (29) we get the inequality
Using now the fact that β belongs to ∂B n (τ ), we have that except on an event whose probability tends to zero with n
C 16 being a strictly positive constant. By the Markov inequality we have
.
Noticing that by the definition of α P S , E[s n ( θ)] = 0, we obtain
and since β ∈ ∂B n (τ ), it is easy to check with the Schwarz inequality that
where C 17 and C 18 are strictly positive constants. Then one has
Inequalities (34) and (35) imply that, for every η > 0, one can find τ such that for n sufficiently large
which implies that except on an event whose probability tends to zero with n, Λ n,ρ (β) < Λ n,ρ ( α P S ) for β ∈ ∂B n (τ ). It follows with the strict concavity of Λ n,ρ on B n (τ ) that the spline estimator α P S exists and is unique, except on an event whose probability tends to zero with n and, moreover, α P S belongs to B n (τ ).
(ii) Write α P S = θ B k . By definition of α P S , s n ( θ) = 0 and then a Taylor expansion of the score gives us
where θ * = t θ + (1 − t) θ, for some t ∈ [0, 1]. Since H n is a strictly negative matrix except on an event whose probability tends to zero with n, one has equivalently
Using inequalities (29) and (31) we obtain, since α P S belongs to B n (τ ) except on an event whose probability tends to zero with n,
the constant C 20 being strictly positive. On the other hand, we have
Before pursuing the calculus let us give some properties of the score vector s n ( θ). By definition, the score vector can be written
where s(X i , Y i , θ), i = 1, . . . , n, are centered independent random variables. 
Expanding (39), we get using (40)
With (30), (31) and ρ ∼ n (δ−1)/2 , one gets H n (θ * ) −1 = O P (k/ρ), except on an event whose probability tends to zero as n tends to infinity. Thus
Now tr H n (θ * )
On the one hand, the construction of H n (θ * ) implies that H n (θ * ) −1 ρG k ≤ 1 and
On the other hand, since E(ψ(X) 2 |X) ≤ C 17 we get directly
where inequalities between matrices are defined as in (29) . Let us consider now C n,β * (resp. C n ) the empirical version of C β * (resp. C) where β * = B k θ * . From (29) and Yurinskii's Lemma we have
By construction of H n (θ * ) = C n,β * −ρG k and since it is a negative matrix
we have H n (θ * ) −1 C n,β * ≤ 1. Consequently, taking ρ ∼ n (δ−1)/2 we have
that completes the proof of point (ii) with (37), (38), (43), (44) and (45).
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