A total of 294 studies of returns to agricultural R&D (including extension) were compiled and these studies provide 1,858 separate estimates of rates of return. This includes some extreme values, which are implausible. When the highest and lowest 2.5 percent of the rates of return were set aside, the estimated annual rates of return averaged 73 percent overall-88 percent for research only, 45 percent for research and extension, and 79 percent for extension only. But these averages reveal little meaningful information from a large and diverse body of literature, which provides rate-of-return estimates that are often not directly comparable. The purpose of this study was to go behind the averages, and try to account for the sources of differences, in a meta-analysis of the studies of returns to agricultural R&D. The results conform with the theory and prior beliefs in many ways. Several features of the methods used by research evaluators matter, in particular assumptions about lag lengths and the nature of the research-induced supply shift.
INTRODUCTION
Agricultural science administrators and those to whom they answer have been interested in measures of the economic benefits from agricultural R&D for a long time. McMillen's (1929, p. 141 ) account of the first-known attempt to evaluate U.S.
agricultural R&D, illustrates some issues that have continued to plague the endeavor: Careful studies accompanied the compilation of the report. Numerous interests and industries were asked to estimate conservatively the value of such of the department's findings as affected their operations. Finally the expenditures were totaled in one column, the estimates of the returns in another, and the sheets placed before the venerable secretary. "This will never do!" he protested. "No one will swallow these figures!"
The report revealed that for every single dollar that had been spent for scientific research in the Department of Agriculture, the nation was reaping an annual increase of nearly a thousand dollars in new wealth.
"Cut it down to $500," insisted Wilson. "That's as much as we can expect the public, or Congress to believe."
The more recent literature has its roots in work by Schultz (1953) and Griliches (1957) . Since then, hundreds of studies have reported measures of the returns to agricultural R&D. Although a great deal of effort and money has been spent on assessing the impacts of agricultural R&D, questions persist about what the resulting evidence means, its accuracy, and how it can be used.
Most agricultural economists and other agricultural scientists appear to believe that, in general, public-sector agricultural R&D has paid handsome dividends for society.
In any event, that is the position most frequently stated and one rarely sees or hears a counter-view posited (exceptions include Pasour and Johnson 1982 and Kealey 1996) ; critics are more often concerned about distributional effects of socially profitable research.
Nevertheless, even among agricultural scientists, who have a vested interest in the view that what they do for a living is good for the world, there is a range of subjective views about just how profitable the investment in agricultural R&D has been, or will be, for society as a whole. The rate-of-return evidence has no doubt played a part in defining the distribution of opinion, and refining what that evidence means can lead to a shift in general perceptions.
The past studies potentially provide a rich source of information, but limited advantage has been taken of this potential. Only partial periodic tabulations (e.g., Evenson, Waggoner, and Ruttan 1979 , Echeverría 1990 , Alston and Pardey 1996 , and Evenson 1998 ) have been made. The previous reviews have typically considered a selected subset of the data, and the same core selection of studies has been common among such reviews. As a result, the conventional wisdom has been based on much less than the full amount of information that has been generated by economists on the rate of return to agricultural R&D, its variation among different types of research, and the consequences of other factors such as the evaluation methods used. For example, Evenson, Waggoner, and Ruttan (1979) tabulated results from 30 studies, Echeverría (1990) considered these same studies as well as some others, making a total of 124, while Alston and Pardey (1996) tabulated only a subset of these, 24 studies related to U.S. agricultural research; likewise, Fuglie et al. (1996) considered only 19 studies.
These selections are only a small fraction of the 294 studies considered in the present study. They imply a much smaller range of rates of return than the full set of literature contains, a distorted perception of the evidence. For instance, Fuglie et al. (1996, 28) , like many before them, concluded that "Most studies that have estimated the aggregate social rate of return to research consistently found rates of return between 40 and 60 percent." While these authors discussed some exceptions, the clear impression is one of an empirical consensus whereas the more complete set of literature contains a much greater range of results.
Pulling together this body of work and subjecting it to systematic, quantitative scrutiny can help us to develop a clearer sense of the distribution(s) of the rate of return estimates and to answer a range of more specific questions that are of direct importance to national and international decision-makers concerned with agricultural R&D. Common questions include: (1) Has the rate of return to agricultural R&D declined over time? (2) Do the rates of return to agricultural R&D differ (a) between less-developed and more-developed countries, or (b) between national agricultural research systems and international centers? (3) Does the rate of return to research vary according to its problematic focus (e.g., between crop and livestock research, among different crops, or between natural resources and commodity-related R&D)? (4) Does the rate of return vary between basic and more-applied research, and extension? (5) Is systematic bias built into the estimates from particular evaluation techniques and estimation details, from other aspects of the analysis, or according to who does it (e.g., self-analysis versus external evaluation)?
Our aim has been to analyze the returns to agricultural R&D literature systematically and provide insights to these questions. A comprehensive review of the evidence is needed both to minimize the risk of the selection bias inherent in partial, qualitative summaries, and to allow a comparative assessment of the relative returns among alternatives within agricultural R&D. In addition, a comprehensive analysis of the literature can provide a basis for understanding why rates of return differ among studies, over time, and among research fields, and so on. This comprehensive analysis should be based on a methodology that seeks to ensure unbiased, clearly understood evidence.
The appropriate methodology is meta-analysis (Hedges and Olkin 1985) . Metaanalysis is, essentially, an analysis of analyses. The idea is to amass research findings statistically and elicit from them the "weight of the evidence" of the past studies. The array of statistical procedures used to analyze any type of data can be applied in a metaanalysis, although usually some modifications are required for statistical inference with a meta-dataset.
Statistical research synthesis, or meta-analysis, is a relatively young methodology.
Prior to its inception, an accumulation of what was known about a particular research area depended upon narrative reviews and tabular compilations of results from a selection of studies. The selection usually was made by a researcher writing a new article in the area or an expert asked to provide a review for a journal or book, with few attempts at being exhaustive. This practice is still the norm in many disciplines. In the economic disciplines, meta-analysis has been used consistently only in the area of market research to analyze consumer response to various external stimuli such as advertising (Farley and Lehman 1986) . In agricultural and resource economics, meta-analyses have been limited so far to syntheses of studies measuring the value of a natural resource (Boyle et al. 1994 , Smith and Kaoru 1990 , Smith and Osborne 1993 , Smith and Huang 1995 and the effect of farm size on measures of crop yield risk (Marra and Schurle 1994) . All of these studies used multiple regression techniques to meta-analyze the effect of several factors on the study outcomes. The same approach is employed here.
MEASUREMENT ISSUES AND PROBLEMS IN RATE-OF-RETURN STUDIES
Some economists suspect that some of the estimated rates of return to R&D in the literature may have been systematically biased upwards by the procedures used (e.g., Alston and Pardey 1996, chapter 6) . In assessing the rate-of-return evidence, it is useful to distinguish between two types of error, systematic error or bias that we can attribute to a decision in the analysis, and unavoidable, random error that we cannot account for explicitly and that varies in unpredictable ways from one analysis to another or from one project to another.
CONCEPTUALIZING BIAS AND PRECISION
To see this distinction more clearly, let us define the measured rate of return for a particular project or program, p, (m ) as being equal to the true rate of return (m ) plus a
An ideal measure is one that has a very small error. Different estimation approaches will imply different characteristics of the distribution of errors, which we can think of in terms of bias (the expected value of v , which is zero for an unbiased measure) and precision (the p variance of v , which is zero for an exact estimate of m ). We would expect m for projects. The idea is to identify and account for those systematic differences. At the same time, characteristics of the program or the evaluation study will also affect the measurement errors, v , and it is important to account for these effects as much as possible p to get meaningful information on the determinants of the rate of return.
MIS-MEASURED COSTS AND BENEFITS
A number of factors might cause an estimate to depart systematically from the true rate of return. Some problems relate to the measurement of the streams of benefits and costs in ways such that the measures match up to the concepts they are meant to represent. Some of these issues are straightforward. For instance, many studies attribute all of the growth in productivity in a particular industry, in a particular place, to local public-sector expenditures on agricultural R&D specific to that commodity. This approach ignores the contribution of private-sector R&D (including the cost of development work to allow the results from public-and private-sector R&D to be adopted), fails to count the costs of basic R&D that may underpin the commodity-specific applied work, does not count the costs of extension, and assumes that the gains resulted from the local commodity-specific research rather than as a result of spillovers from the same industry in other places or from other industries.
A comprehensive evaluation would take into account all of the relevant costs and all of the relevant benefits. This can be very tricky to do. For instance, it is hard to know in many cases what is the source of a particular idea that led to an innovation.
Apportioning overhead costs among projects or programs is not straightforward, especially when individual scientists are engaged in multiple activities (e.g., research and teaching). Studies that evaluate entire institutions can avoid the problem of apportioning costs but run into different problems. For instance, in ex ante assessments different scientists may be working on different projects that are mutually exclusive (e.g., different
varieties of the same crop that cannot both be adopted in the same place), and the total benefits are not simply the sum of the benefits of all the projects (actually this is a problem with the evaluation of the individual projects that is often revealed only when we consider them together). Further, an institution-level evaluation will avoid the problem of selection bias, in which only the successful projects are evaluated (i.e., counting all of the benefits against only a fraction of the costs).
Another 
SELECTION BIAS
It is likely that, within any large portfolio of research projects, there will be a wide range of rates of return, including some failures. In ex post evaluation, it is natural for some to focus on the successful projects or programs. This is only a problem if the rate of return to the "winners" is misinterpreted as representing the overall rate of return. The problem of selection bias can be perceived as the converse of the problem of apportioning costs, and avoiding double-counting benefits, so that the streams of benefits and costs are appropriately matched.
Still, in a meta-analysis we would like to be able to make use of the fact that some studies may have deliberately selected "winners" for evaluation. Many of the studies are based on production function analyses of aggregate data, including many research evaluation studies that evaluated not just selected projects but all of the research over specified time periods in particular research institutions or in particular industries. If selection bias matters, we may expect to find systematically lower rates of return for these more aggregative studies.
OTHER SOURCES OF ERROR
As Alston, Norton, and Pardey (1995) discuss in detail, the critical determinants of the measured benefits from a particular research program can be distilled into (1) the size of the industry affected, (2) the nature of the research-induced supply shift, (3) k, the percentage research-induced reduction in costs of production when the results are adopted, and (4) the timing of the flows of benefits (i.e., the research lags). Errors are likely to be small in estimating the value of production in the industry, at least for developed countries. The analyst chooses how to model the research-induced supply shift, and whether a pivotal or parallel supply shift is chosen will affect the size of the estimated benefits. How k is determined (e.g., measured directly using econometric methods, measured indirectly using industry or experimental yields, or given by expert opinion)
matters, and problems in the estimation of k are sometimes related to other aspects of the model specification. For example, problems can arise if the relevant counterfactual, given by the cost side of the analysis, is not properly reflected in the measurement of k (Alston, Norton, and Pardey 1995) . The choice of lag length, especially the inappropriate truncation of lags in econometric studies, also can have serious implications for the results (Alston, Craig and Pardey 1998) .
A MODEL OF THE DETERMINANTS OF ESTIMATED RATES OF RETURN TO AGRICULTURAL R&D
The factors that might account for the variation in measured returns to agricultural R&D can be grouped into four broad categories: (1) Some studies do not report a rate of return but do report a benefit-cost ratio (BC) 1 from which we computed an approximately equivalent internal rate of return (irr) based on the formula for pricing an annuity and a discount factor (i) as: irr = BC×i (see Alston, Marra, Pardey, and Wyatt 1998 for derivations).
CHARACTERISTICS OF THE RATE OF RETURN ITSELF
Studies vary in how they define and measure the internal rate of return, so certain characteristics of the rate of return are relevant as explanatory variables to account for variation in rates of return among studies. These include whether the rate of return was real or nominal, marginal or average, or social or private. Also, we distinguish between whether the rate of return was synthesized by us or computed in the original study.
ANALYST CHARACTERISTICS
Whether the work represents a self-evaluation or not is an aspect that may tend to bias results favorably or unfavorably (as we saw in the opening quote). On the other hand, it may merely mean that the analyst is comparatively well informed. Thus, the characteristics of the analyst may provide information on possible biases, or greater precision, arising from the person or group who measures a rate of return either having an interest in certain results from the study, or having access to relatively good information about the research being evaluated. This set of effects can be captured by a dummy variable to represent the particular individual or group, but this treatment will not allow us to identify the two separate elements.
A related issue is whether the work was published or not and, if published, in what type of publication. These aspects will reflect the types of reviewer scrutiny to which the work was subjected, but the publication process may also discriminate against studies that either generate rates of return that fall outside the range of "conventional wisdom" prevailing in the profession at the time, or may not be desirable to publish for some other reason. That is, there may be a type of selection bias involved here-the so-called "filedrawer problem." An objective in meta-analysis is to ensure that all studies (both published and unpublished) have an equal likelihood of being selected for the analysis.
RESEARCH CHARACTERISTICS
The rate of return is likely to vary systematically with changes in the characteristics of the research itself. These characteristics include (1) whether it is specific to a particular field of science (e.g., basic, applied, extension, all fields), (2) whether it relates to a particular commodity class (e.g., crops, livestock, all commodities), (3) the geographic region where the R&D was conducted and, not the same thing, the geographic region where the results were adopted (especially important for international agricultural research centers, for instance), (4) the type of institution that conducted the R&D (e.g., university or research institute), and (5) the scope of the research being evaluated (i.e.,
was it an entire national agricultural research system, the entire portfolio for an institute, a particular program, or a single project?).
EVALUATION CHARACTERISTICS
As discussed above, several characteristics of the evaluation have implications for the measure of the research-induced change in yield, productivity, or the supply shift;
others for the size of measured benefits and costs of R&D, for a given research-induced supply shift. A primary distinction concerns whether the study involves an explicit economic surplus analysis, with a formal supply and demand model, or leaves the model implicit and uses an approximation based on a percentage research-induced supply shift multiplied by the initial value of production. Studies that use explicit surplus measures involve choices about the functional forms of supply and demand (e.g., linear or constant elasticity) and the nature of the research-induced supply shift (e.g., whether it was pivotal or parallel). Other market characteristics defined in such studies include whether the relevant commodity market is open or closed to trade, and, relatedly, whether prices are endogenous or exogenous, undistorted or subject to government programs.
A further set of specification choices relate to the research lag distribution, including its structure, shape, and length. These choices are often determined jointly with the size of the k shift, especially in econometric studies (the lag structure defines the pattern of the shifts over time and these are estimated jointly, econometrically; in other studies the k shift may refer to a maximum shift, which is combined with adoption percentages in the lag profile to determine the entire distribution of supply shifts over time).
Some studies allow for spillover effects of research. Research conducted in one place, say California, may yield results that are adopted in other states or internationally (i.e., spillouts), which will increase global benefits but will reduce California's benefits if
California is an exporter of the affected commodity and will increase California's benefits for an imported good. Thus the theoretical effects on the rate of return of the See Fullerton (1991) and Ballard and Fullerton (1992) California's research may be biased up if these spillins are ignored.
A final set of choices concern what allowance is made for the effects of market distortions on the measures of benefits and costs. One such choice is whether to assume a dollar of public expenditure on research costs society one dollar or, alternatively, following Fox (1985) , to allow for the deadweight costs of taxation (* cents per dollar of revenue raised) and charge 1+* dollars of marginal social cost per dollar of government spending. In addition, some studies of research benefits allow for the effects of distorted 2 exchange rates, government commodity programs, or environmental externalities.
Allowing for the deadweight losses from taxation will reduce the rate of return, other factors held constant, while the effects of allowing for commodity programs, exchange rate distortions, or other distortions, are less clear and will depend on other aspects of the analysis.
OVERVIEW OF THE LITERATURE-THE META-DATASET
We compiled a comprehensive collection and listing of the empirical literature on rates of return to agricultural R&D (including both published articles and reports, and A complete listing is available from the authors upon request.
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Initially two coders scored an identical subset of studies and their results were 4 compared. The degree of consistency between the two led us to conclude that coder bias would not be a problem, and one of the two went on to score the entire dataset.
unpublished, "gray" literature). This collection comprises 294 studies that provided 3 quantitative estimates of returns to research. Many of the studies provide more than one estimate, so the data base for analysis comprises 1,858 observations; an average of 6.3
estimates per published study.
We reviewed all of the relevant papers and scored each estimate according to (1) author details, including when and where the study was published, (2) institutional details of the agency doing the research being evaluated (e.g., national government, near government, international, private), (3) aspects of the research being evaluated, including its focus (commodity orientation, natural resource focus), period during which the research was performed, nature of technology (e.g., biological, chemical, mechanical), nature of R&D (e.g., basic, applied, extension), and sector to which it applies (e.g., input
supply, on-farm, post-harvest), (4) country/regional focus, and (5) with what appears to be faster growth in the gray literature. Much of the early literature was published in relatively formal outlets, reflecting the fact that the first studies were breaking methodological ground or that early gray literature was eventually published or lost.
FIRST-AUTHOR CHARACTERISTICS
Sometimes it is instructive to know who is doing the evaluating. Evaluators having certain institutional affiliations may approach the research evaluation differently or may tend to have strong prior views (i.e., pre-set biases) about the rate of return to a particular type of research. First-author employment is one measure of the general institutional bent of an evaluation. Just over one-half of the first-author evaluators were employed by universities, with about one-half of those being U.S. land-grant universities.
Government evaluators made up almost one-quarter of the first authors, and international researchers, almost 10 percent. The rest of the first authors were either affiliated with international funding institutions or private corporations, or their affiliation was not Alston, Marra, Pardey, and Wyatt (1998) provide further details. In the 95 5 percent sample of studies, which left out the highest and lowest 2.5 percent of rates of return, the average rate of return across the 267 estimates that were classed as self evaluations was 57.2 percent per annum, compared with 74.8 percent per annum for the 1,019 estimates from studies that were classified as independent, and 77.2 percent per annum for the 396 estimates for which it was not clear whether they were independent or self evaluations.
The distinctions between basic and applied research are not always clear. Rates of 6 return were identified as applying to "basic" or "applied (or maintenance)" research only if reported as such by the authors of the evaluation studies.
identified. Almost 28 percent of the evaluations were self evaluations, while over one-half
were not (the rest could not be categorized). where the results are adopted? These and other geographical aspects of research subject to evaluation, are documented by Alston, Marra, Pardey, and Wyatt (1998) . As it happens, most research is used where it was conducted, so this distinction is not very helpful. The data also can be used to assess the connection between investment in R&D and investment in R&D evaluation studies. For instance, the pattern of R&D evaluations across the less-developed regions of the world appears to be more uniform than the pattern of agricultural production and is not congruent with R&D spending. The users of the results of research that was evaluated are, perhaps surprisingly, more often found in less-developed countries (i.e., 53.1 percent of the rate-of-return studies, and 43.3 percent of the rates of return relate to R&D adopted in LDCs). This is especially so when North America, which is the user of the results of 29.9 percent of the research evaluated, is set aside. Other developed countries are identified as the user of the results for only 12.9 percent of the research that has been evaluated; less-developed countries use the rest.
RESEARCH CHARACTERISTICS

EVALUATION CHARACTERISTICS
As discussed above, method matters. Table 2 documents some primary modeling choices. It documents the distribution of the evaluation evidence according to one set of characteristics of the evaluation, those related to model specification. A primary distinction is between rates of return derived from econometric models, especially where the lag structure has been estimated econometrically, and those derived from economic surplus models in which the lag structure was assumed and imposed, along with other aspects. These are not mutually exclusive categories since some studies have used both methods. A total of 99 studies used econometric estimates, but only eight of these simulated counterfactual research programs to generate rates of return; almost all deduced a rate of return analytically, as an algebraic transformation of estimated parameters. As shown by Alston, Norton, and Pardey (1995, pp. 193-206) , the analytical approach is hard to get right. Among the 200 studies that used some form of economic surplus, almost half (90) used a simple approximation originally proposed by Griliches (1957) , Gross Annual
Research Benefits (GARB) equal to k times the value of production-an implicit economic surplus measure. Further, most used closed-economy models or a simple small-country model. Only 17 studies allowed for an effect of research on world trading prices.
A key determinant of the estimate of the annual benefits from the adoption of a new technology is the measure of the research-induced shift in supply (or increase in productivity), sometimes referred to as k, as above. Table 3 shows also the distribution among studies of methods for estimating this shift. Among the 131 studies using econometric methods, most used production functions or productivity functions. Among the 173 studies using non-econometric methods, about half used experimental yields, and a further quarter used industry yields. Only a handful of studies allowed for spillins and spillouts of research effects when estimating the supply shift(s) to be attributed to local R&D in the computation of rates of return.
In a non-econometric analysis, excessive truncation of the lag will reduce the rate of return because some future benefits will be ignored. In an econometric study, are however, the opposite can (and indeed does) happen because larger short-term benefits estimated when a (probably inappropriately) truncated lag is used. Alston, Marra, Pardey, and Wyatt (1998) report that more than half of the estimates do not even clearly specify this element. Polynomial lags are the most frequent choice in those studies that do specify the lag structure. Of the 873 estimates with an explicit research lag structure, 342
did not include any gestation lag between the time when research expenditure is incurred and the time when the resulting benefits begin to flow. Perhaps the most important difference among the studies, however, is the lag length. Among the studies that used an explicit lag structure, most used research lag lengths of less than 20 years; extension lag lengths were mostly less than 10 years.
Investing $1 at an internal rate of return of 700,000 percent per annum would 7 generate $7,000 after one year, $49 million after two years, $343 billion after three years, and $2,401 trillion after four years. The GDP of the world in 1994 was $25.3 trillion. If the investment of $1.21 billion in 1980 in U.S. public agricultural R&D had earned an internal rate of return of 38 percent per annum, the mean for aggregate U.S. studies in the 95 percent range, the accumulated stream of benefits would be worth $759 billion (1980 dollars) by the year 2000, nearly nine years' worth of agricultural GDP.
All of the study characteristics discussed above can be expected to have some influence over the measured rate of return-either by affecting the true rate of return or the measurement error. In the next section we attempt to quantify some of the more important effects.
META-ANALYSIS OF RETURNS TO AGRICULTURAL R&D
DATA FOR THE ANALYSIS
One feature of the evidence on rates of return is the relatively small signal-to-noise ratio. The rates of return range from small negative numbers to an extreme and implausible rate of more than 700,000 percent per year. This range might reflect 7 differences in typical rates of return among different sets of studies-differences among groups such as applied versus basic research, or research on natural resources versus commodities. Unfortunately, however, the range of rates of return is similarly large within each of the primary groups of studies of interest here; the large range reflects variation within more than among groups. This large within-group variation makes it more difficult to discern statistically significant differences among groups.
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In the regression analysis, further observations were lost if they failed to include 8 information on all of the explanatory variables to be included in the model. This meant that the number of feasible observations depended in part on the details of the statistical model, and that the number of observations in the 95 percent and the <500 percent samples used in the econometric analysis are smaller than the corresponding samples in the tabulated, descriptive analysis reported above. See notes to table 5 for additional details.
In order to reduce the role of the extreme observations in masking the information content of the data, we discarded various fractions of the sample. For instance, considering rates of return to research alone, when we discarded 5 percent of the data (2.5 percent from each tail) or 10 percent of the data (5 percent from each tail), the resulting 95 percent and 90 percent ranges were still large (from 2.6 to 1,480 percent per annum or 8.2 to 430 percent per annum, respectively), but a more meaningful representation than when all the observations were included. Table 4 shows the distributions of rates of return to research, extension, and both research and extension for various subsets of the metadataset.
Below we report results for two subsets of the data: (1) the 95-percent dataset, as described above, from which the lowest and highest 2.5 percent of observations of all rates of return (research, extension, and both) were excluded, and (2) a second dataset from which all observations of rates of return greater than 500 percent per annum were excluded. The second dataset contains 1,181 observations, whereas the 95-percent dataset contains 1,144 observations. 8 Sample excludes one observation that reported unspecified, less-than-zero rate of return percent, and one f observation that is greater-than-one hundred percent. Sample excludes nine observations that reported unspecified, less-than-zero percent rate of return, one g observation that is greater-than-zero percent, and 22 observations that are greater-than-one hundred percent.
Conditional mean rates of return associated with each variable, representing the mean rate of return among those observations for which the variable is present, are shown in Table 5 . In the 95 percent dataset, the overall average rate of return across all 1,144
observations was 58.6 percent per annum, with a standard deviation of 51.7 (the estimated annual rates of return averaged 64.2 percent for research only, 46.3 percent for research and extension combined, and 75.6 percent for extension only). In the second dataset the overall average rate of return across all 1,181 observations was 63.4 percent per annum with a standard deviation of 66.7 (the rate of return averaged 70.5 percent for research only, 49.7 percent for research and extension, and 75.6 percent for extension only).
THE REGRESSION MODEL
The regression equation is a linear model of the form: The model was estimated by ordinary least squares (OLS) regression. We considered two types of potential problems with the regression errors that might affect the OLS estimates. First, the nature of the data may give rise to heteroskedasticity. Second, Note: The 95 percent sample reported here (and used in the regression analysis) excludes 169 observations for which the reported lag length was undefined, 72 observations that did not identify author affiliations, and 358 observations that did not clarify if the study was done independently or self-evaluated. This <500 percent sample excludes 222 observations for which the reported lag length was undefined, 73 observations that did not identify author affiliations, and 314 observations that did not clarify if the study was done independently or a self-evaluation.
we might expect to find a common variance and some covariance among certain "clusters"
of errors, such as those coming from the same study or studies using the same or similar data, but still expect these errors to be independent of and have a different variance from other errors or clusters of errors. If both types of error problems are suspected, it is difficult to tell what the overall effect might be on the estimated parameters and their standard errors. Also, there is no proven way to correct for the second problem, although ad hoc methods have been suggested (e.g., Hall 1984; Hall, Horowitz, and Jing 1995) .
Since our meta-dataset is relatively large, the potential distortions might be expected to be small so we did not correct the error-covariance matrix for either problem.
ESTIMATION RESULTS
The results of the meta-analysis proper are given in Table 6 . The model includes all of the variables that economic theory and experience led us to believe to be most important for explaining the variation in the rate of return, as well as some that are the subject of some debate among research evaluators. A high proportion of the estimated coefficients in the model have plausible magnitudes and signs. We now turn to a discussion of these results. In each case we discuss specifically the results from the 95-percent dataset. Most of the coefficients were similar in sign, magnitude and significance in the two regressions, but where important differences arose with the second (less than 500 percent per annum) dataset, these are discussed as well. 
Characteristics of the Rate-of-Return Measure
As expected, real rates of return tend to be lower than nominal rates of return (the difference reflecting, approximately, the general rate of inflation). The point estimate indicates that everything else equal, real rates of return were about 3 percent per annum lower than the default, nominal rates (5 percent in the second dataset). This effect is not statistically significant, however. Marginal rates of return were 10 percent per annum higher than average rates of return (15 percent using the second dataset). A finding that marginal rates of return are significantly higher than average rates of return could be simply a reflection of the methods used to compute them. Otherwise, such evidence indicates that research resources have been mis-allocated.
Economists have suggested that social rates of return to research should be greater than private rates, because social rates take into account spillovers within the economy of interest. It is not clear, however, in our data, what was meant by the original authors in their distinctions between social and private returns, and whether they meant to distinguish between publicly funded (or executed) and privately funded (or executed) research, as opposed to giving consideration to the distribution of the benefits (see Alston and Pardey 1996, pp. 202-3 for further discussion on this point). In any event, the regression indicates that the so-called social rates of return are not significantly higher, although the point estimates indicate social rates of return are about 13 percentage points higher than the "private" rates.
Comparing the conditional means, on average across studies the rate of return to extension alone or research alone was higher than that to research and extension combined. This result is echoed in the regression estimate: the rate of return to the combined research and extension investment is lower by about 14 percent per annum, compared with research alone. Finally, some internal rates of return were calculated by translating from reported estimates of benefit-cost ratios, and the regression results indicate that rates of return computed in this fashion were 56 percent per annum (98 percent for the second dataset) higher than when rates of return were reported in the original studies, other things equal.
Characteristics of the Analyst
Characteristics of the analyst had large, and mostly statistically significant, effects on the rate of return. In the second dataset, the effects were generally similar, always with the same sign and results on statistical significance, and with coefficients slightly larger in magnitude than their counterparts in the 95-percent dataset discussed next. Relative to the default, government analysts estimated rates of return that were about 33 percent per annum higher; university analysts, 28 percent per annum higher; and international research centers, 22 percent per annum higher. The point estimates suggest that analysts employed by international research donor organizations also obtained higher rates of return than those in the default category, but the difference was not statistically significant.
It is not clear whether these differences among analysts reflect differences in competence, or simply differences in what was being analyzed that have not been
More generally we might expect to find a bias towards the conventional wisdom, 9 with "low" estimates being biased up and "high" estimates being biased down.
otherwise accounted for, rather than bias. However, it can be seen that the effect of a selfevaluation, a more direct measure of any tendency to bias estimates, is to significantly reduce the rate of return, not to increase it. At first blush, it may seem surprising to find that self evaluations yield rates of return that are 20 percent per annum lower than more independent studies (28 percent per annum in the second dataset). An explanation could be that self-evaluators are simply better informed, have access to better data, and are less biased as a result. As can be seen in the opening quote from Wheeler McMillen, another explanation is that self-evaluators want to be plausible and are inclined to bias their estimates down (noting that many find the typical estimates too high to be really plausible)
for that reason. It could also be that self-evaluation is picking up an interaction effect 9 with some other characteristic, such as the employment status (e.g., tenure) of the evaluator, which has not been captured completely with the simple specification used here.
Characteristics of the Research
The regression results suggest that the returns to research are similar across different research performers, although the point estimates for research done by international agencies are larger in both datasets.
Using both datasets, the estimated coefficients on the variables representing the research focus suggest that on average, the rates of return were similar across categories, apart from natural resources. The coefficient on natural resources (mostly forestry and some fisheries research), indicates a 57 percent per annum lower rate of return to research relative to the default, and even lower relative to most other categories (e.g., 63 percent per annum lower than research into field crops). In the second dataset, the absolute value of the coefficient for natural resources is even larger, indicating an 89 percent per annum lower rate of return. There is no significant difference in rates of return in either dataset related to whether studies reported basic or other categories of research or whether it was public or private in nature.
The regression results indicate that it matters where the research was conducted and where it was adopted. The rate of return was significantly lower (by 26 percent per annum; 31 percent in the second dataset) when the research was adopted in developed countries. If the research took place in a developed country, the rate of return was higher by 20 percent per annum in the 95-percent dataset and 24 percent per annum in the second dataset, perhaps because of better research infrastructure or better research training. Most of the research evaluated was used in the same region where it was developed, thus these two variables may not be independent, and the large parameters may merely reflect offsetting effects.
Characteristics of the Research Evaluation
The results confirm some of our predictions concerning the implications of certain modeling assumptions, although several results are qualitatively different between the two datasets. First, as anticipated, in both datasets more aggregative studies generally mean lower rates of return. The significant and negative coefficients for evaluations of entire programs of research or research by multi-institutional agencies, support the view that rates of return are lower for evaluations of more aggregated research investments. This is likely to be a reflection of selection bias in the less-aggregative studies (i.e., evaluating only impressive projects or parts thereof).
A published result may be expected to have been more-heavily scrutinized and this might lead to lower rates of return. This hypothesis is supported in both regressions, where a rate of return published in a journal is 10 percent per annum lower (12 percent per annum in the second dataset) than one that is not.
The next block of variables refers to the approach used to compute benefits, relative to the default, which is when benefits were estimated directly from an econometric model. Everything else equal, a pivotal supply shift is known to result in smaller estimates of research benefits than a parallel one, the most popular alternative, so it is not surprising that the increase in the rate of return relative to the default was smaller for the pivotal supply shift than for the non-pivotal shift, although neither difference was statistically significant. The use of an implicit surplus model (i.e., GARB = kPQ) rather than an explicit model or an econometric model to compute benefits, implied a 17 percentage point higher rate of return. Using experimental yields versus industry yields did not have any significant effects on the rate of return in either dataset.
As predicted, econometric studies that used short lags found rates of return that were 18 percent per annum higher than those that used longer lags (30 percent in the second dataset). This reflects the result that, for the reasons pointed out earlier, truncation of lags in the stream of net benefits from research biases the rate of return up.
The next set of coefficients relates to the effects of allowing for research spillovers.
The results are similar between the two datasets. There is a very large positive effect of including spillouts (the rate of return is higher by 64 percent per annum,78 percent per annum in the second dataset) and spillins. A positive effect of spillouts might be expected when computing a global rate of return, a context in which some additional relevant benefits accrue as a result of spillouts, as may be the case in many of the studies of international agricultural research. On the other hand, when computing only local benefits, the effect of spillouts should be zero (in the small-country case) or negative (in a large-country case). Accounting for spillins would be expected to reduce the rate of return to research, all other things equal. On the whole, the spillover results are somewhat surprising.
The final set of coefficients relate to the effects of market distortions. As pointed out by various theoretical studies, there are no clearcut or general rules about the effects of market distortions on the size and distribution of research benefits. Hence, it is difficult to have clear expectations about individual results and it would be foolish to invest in detailed rationalizations for any particular results. It is worth noting, however, that the point estimates related to accounting for the effects of exchange rates, the deadweight losses from taxation, environmental impacts, or other distortions are comparatively large.
The effects of allowing for exchange rate distortions are statistically significant-a reduction in the rate of return by 22 percent per annum compared with studies that did not account for any distortions. This is plausible if the effects of the exchange rate distortions were generally to lower commodity prices, as an overvalued currency will (and exchange rate distortions were exclusively a developing-country phenomenon in our dataset). The effects of allowing for deadweight losses from taxation and environmental impacts were both positive and statistically significant (except for deadweight losses from taxation in the 95-percent dataset). The latter is due to selection bias; where environmental impacts were measured they were overwhelmingly positive (a reduction in pollution, say). The positive effect on the estimated rate of return of accounting for deadweight losses from taxation is puzzling since they add to research costs. Finally, allowing for other distortions produced similar rates of return compared with studies that did not account for any distortions.
CONCLUSION
This study has compiled for the first time a comprehensive meta-dataset of studies representing the entire postwar history of quantitative assessment of rates of return to agricultural research. Compared with previous, narrative reviews, this data base is much more comprehensive. The consequences for drawing conclusions from this literature are both good and bad. The range of rates of return is uncomfortably large, which makes it harder to discern meaningful patterns in the rates of return, and to identify those factors that account for the systematic variation in the evidence. But, these are the data, and it is better to use objective and systematic methods to filter the results rather than ad hoc sample selection, which may entail corresponding bias.
In order to make our assessment of the evidence more meaningful, we excluded either 5 percent (the lowest and highest 2.5 percent) of the estimated rates of return from the statistical analysis, or all of the rates of return greater than 500 percent per annum.
Even still, it was difficult to confidently draw meaningful inferences from the tabulations and simple pairwise comparisons. It is important to control for some of the systematic sources of variation in order to isolate a particular effect, especially given the importance of within-group variability. Nevertheless, there is a close connection between our key results from the multivariate analysis, and some of the patterns in the conditional means, and these fit well with our prior beliefs based on theory.
Some issues however are strictly empirical, and these were a significant motivation for the study. Five questions were stated in the introduction, and we have been able to answer some of them clearly; others remain the subject of further analysis.
(1) There is no evidence to support the view that the rate of return has declined over time. (2) The rate of return to research is higher when the research is conducted in more-developed countries or when it is adopted in less-developed countries. As discussed above, since most research is adopted where it is conducted this is mostly self-negating. So far, we have been unable to discern any more-specific effects of this nature (such as between Asia and Africa or for international research). (3) The rate of return to research varies according to problematic focus, in ways that make intuitive sense. In general we would expect to see longer production cycles associated with lower rates of return, and the regression results indicate a significantly lower rate of return for natural resource management research (primarily forestry) compared with the other categories. (4) The rate of return is not significantly different between research and extension included individually, but a lower rate of return is found in studies that combine research and extension, which we suspect is a reflection of omitted variable bias in the other studies. (5) Characteristics of the research evaluation itself, and the analyst conducting the evaluation, were found to have important systematic effects on the estimated rates of return, and most of these effects are reasonable. One of the more important findings here supports the recent results of Alston, Craig, and Pardey (1998) , who showed that in econometric studies of returns to research, the arbitrary truncation of the lag distribution for the stream of net benefits could lead to serious upward biases in the estimated rate of return.
