In the Text Classification areas of Sentiment Analysis, Subjectivity/Objectivity Analysis, and Opinion Polarity, Convolutional Neural Networks (CNN's) have gained special attention because of their performance and accuracy. In this work, we applied recent advances in CNN's and propose a novel architecture, Multiple Block Convolutional Highways (MBCH), which achieves improved accuracy on multiple popular benchmark datasets, compared to previous architectures. The MBCH is based on new techniques and architectures including highway networks, DenseNet, batch normalization and bottleneck layers. In addition, to cope with the limitations of existing pre-trained word vectors which are used as inputs for the CNN, we propose a novel method, Improved Word Vectors (IWV). The IWV improves the accuracy of CNN's which are used for text classification tasks.
Introduction
Text classification or text categorization is an important Natural Language Processing (NLP) task and it takes an increasing interest in the research community. Text classification has various applications in the form of subject categorization, sentiment analysis, news aggregation, web search, spam detection and etc.
Machine learning and word embeddings are crucial ingredients of text classification tasks.
There are different machine learning techniques for text categorization tasks such as decision tree, naive Bayes, k-nearest neighbor and support vector machines, but recently deep learning models such as Recurrent Neural Networks (RNN's), Long Short-Term Memory (LSTM) and Convolutional Neural Networks (CNN's) have drawn much attention in the field of NLP.
Among mentioned deep learning models, CNN's have been used in various NLP tasks such as opinion polarity detection and sentiment analysis [1, 2, 3] , machine translation [4, 5] language modeling [6, 7] , question answering [8, 9, 10] and other traditional NLP tasks [11] . Also, recent studies have shown that CNN's have notable performance compared to other Deep Neural Networks (DNN's), Gaussian Mixture Model and Hidden Markov Model (GMM-HMM) methods [12, 13] . Gu et al. [14] pointed out that CNN's achieve better classification accuracy than other methods especially, on large datasets. Also, CNN's have impressive results in automatic speech recognition [15] . According to Bhushan et al. [16] , CNN's perform better than recursive neural networks in capturing semantic information of the text. In addition, Gehring et al. [5] believe that convolutional encoders perform better or equal than the bi-directional LSTM encoders.
Dauphin et al. [7] found that gated convolutional neural networks have 20x higher responsiveness than LSTMs.
To achieve higher accuracy, some authors have used very deep convolutional neural networks. For example, Conneau et al. [17] presented very deep CNN's for text classification. They showed the performance of their proposed model increases with the depth. Huang et al. [18] proposed a deep convolutional neural network architecture for object recognition task. In their architecture, each layer uses feature maps of all preceding layers as inputs. Zhang et al. [19] applied very deep CNN's for end-to-end speech recognition and achieved a large error rate reduction. However, very deep neural networks are time-consuming and suffer from vanishing and exploding gradient problems [20, 21] . Highway network, which was introduced by Srivastava et al. [22] is an appropriate way to overcome these problems. By using highways, it is possible to train very deep neural networks and optimize the networks with virtually arbitrary depth. Another advantage of the highway networks is that increased flexibility in controlling how components of the input are carried. This flexibility improves the performance of deep and shallow neural networks [23] .
Word embedding is another way to improve the performance of text classification based on deep neural networks. Word Embedding is one of the most useful deep learning methods used for constructing vector representations of words and documents. Word2Vec [24, 25] and Global Vectors (GloVe) [26] are currently among the most accurate and usable word embedding methods which can convert words into meaningful vectors. These methods have achieved a lot of attention in text categorization because of their abilities to capture the syntactic and semantic relations among words. However, these methods have several limits and need to be improved. The Word2Vec and GloVe need very large corpora for training and generating exact vectors which are used as inputs of deep learning models [27, 28] . For instance, Google has used about 100 billion words for training Word2Vec algorithms and has re-released pre-trained word vectors with 300 dimensions. Because of the small size of some datasets, researchers have to use pre-trained word vectors such as Word2Vec and GloVe, which may not be the best fit for their data. [1, 29, 30, 31, 32, 33] .
Another problem of Word2Vec and GloVe techniques is ignoring the sentiment information of the given text [28, 34, 27] . Also, word vector calculations of the two methods that are used to represent a document do not consider the context of the document [35] .
In this paper, we make use of recent advances in CNN's [22, 36, 37, 18] and propose a novel architecture, Multiple Block Convolutional Highways (MBCH), for text classification tasks. We explored and applied some of these techniques such as highway network [22] , DenseNet [18] , batch normalization [37] and bottleneck layers [36, 38] . The MBCH is a shallow network but we achieved state-of-art results on different benchmark datasets. In addition, in order to cope with the limitations of existing pre-trained word vectors, we propose a novel method, Improved Word Vectors (IWV), which improves the accuracy of pre-trained Word2vec word embeddings. The organization of this paper is as follows: Section 2 describes the related works and literature review for this research. Section 3 presents our proposed architecture and method. Section 4 reports our experiments, showing results along with evaluations and discussions. Section 5 is the conclusion of this research.
2.Related works
In this section, we review the related work from the following three perspectives: word embeddings, convolutional neural networks and highway networks.
Word embeddings
The use of word embeddings for text classification tasks has become a standard approach. Deep learning based text classification gives a vectorized value to a word using word embeddings or statistical methods.
Each dimension of the generated vectors encodes a different aspect of words. Most of the deep learning tasks in natural language processing have been oriented towards methods which using word vector representations [28] . Word2Vec and GloVe are two successful word embedding algorithms which have high accuracy. Both methods are continuous vector representations of words algorithms and are very useful in text classification, clustering and information retrieval. In addition, they have some advantages compared to bag-of-words representation. For example, words close in meaning are near together in the word embedding space. In addition, Also, word embeddings have lower dimensionality than the bag-of-words [24] .
However, the accuracy of the Word2vec and GloVe word embeddings depends on text corpus size.
Meaning, the accuracy improves with the growth of text corpora. For instance, Severyn and Moschitti [39] applied Word2Vec method to learn the word embeddings on 50M tweets and used generated pre-trained vectors as inputs of a deep learning model. Qin et al. [40] have trained Word2Vec algorithm by English Wikipedia corpus which has 408 million words. Because of the limitations and restrictions in some corpora, investigators prefer to use pre-trained word embeddings vectors as inputs of machine learning models. Kim [1] used pre-trained Word2Vec vectors as inputs to convolutional neural networks and increased the accuracy of text classification. Caliskan et al. [31] have used pre-trained GloVe vectors for increasing the accuracy of their proposed method. Also, Camacho-Collados et al. [30] utilized pre-trained Word2Vec vectors for the representation of concepts.
Convolutional neural networks
Convolutional Neural Networks have lately received great attention because of their state-of-the-art performance in all fields of NLP and computer vision. Kim [1] proposed a basic and effective multichannel CNN model for text categorization tasks which achieved high performance in sentiment analysis. According to his research, multiple convolutional layers can extract high-level abstract features. Kalchbrenner et al. CNN's also have been already successfully applied to a variety of computer vision and sound recognition problems. Dense convolutional network (DenseNet) [18] is one of the latest neural networks for visual object recognition and it obtains significant improvements over benchmark datasets. In their proposed architecture, each layer connects to every other layer in a feed-forward fashion. Bai et al. [45] Recent studies have demonstrated that CNN's gives better performance compared to other deep learning methods. Lee et al. [3] proposed a weakly supervised learning method based on a CNN for sentiment classification and it was 11 times faster than RNN-based attention model. One of the problems of RNN's is that the former words have less effect on final representation but CNN's are not [50] . Another major drawback of RNN is high time complexity [49] . Visin et al. [51] tried to replace the convolutional layer with four RNN's for object recognition, but their model did not outperform state-of-the-art CNN's on all tested benchmark datasets. Xu et al. [49] believe that CNN is better to learn non-biased implicit features than LSTM and gated recurrent unit (GRU). Also, unlike CNN's, LSTM's and Multi-Layer Perceptrons (MLP's) are memory bandwidth limited [52] .
Highway networks
Highway network was introduced to overcome the very deep neural network limitations, such as training, vanishing and exploding gradient. The highway models improve the performance of both deep and shallow neural networks [23] . Zilly et al. [23] have proposed Recurrent Highway Networks(RHN) which is the combination of highway and RNN. The RHN uses multiple layers of highway networks for learning very deep recurrent neural networks. Also, Kim et al. [53] employed CNN, LSTM and a highway network for neural language modeling. They applied the highway network's output as the input to the LSTM and achieved state-of-art results. Similarly, Zhang et al. [54] presented a highway LSTM network for speech recognition task and their architecture outperformed all previous works.
Proposed architecture and method
In this section, we present in detail our proposed model architecture and improved word vectors as the inputs of the architecture.
Improved Word Vectors (IWV)
The IWV is based on combining of Part-of-Speech (POS) tagging techniques, lexicon-based approaches and Word2Vec methods. The main architecture of the IWV has been shown in figure 1.
Figure1: The architecture of the Improved Word Vector (IWV)
Lexicon2Vec (L2V)
The sentiment and emotion lexicons are lists of phrases and words which have polarity scores and can be used to analyze texts. Each lexicon contains words and their values which are the sentiment scores for those words. There are various sentiment and emotion lexicons that can be used, but choosing the proper combination of lexicons is very important because some combinations of lexicons are more accurate than others. We selected seven lexicons as our resources and assigned vectors to each word.
Selected lexicons are as follows:
• NRC Emoticon Lexicon [55, 56, 57] • National Research Council Canada (NRC) Emoticon Affirmative Context Lexicon and NRC Emoticon Negated Context Lexicon [55, 56, 57] • NRC Hashtag Sentiment Lexicon [55, 56, 57] • NRC Hashtag Affirmative Context Sentiment Lexicon and NRC Hashtag Negated Context Sentiment Lexicon [55, 56, 57] • Amazon Laptop Sentiment Lexicon [58] • SemEval-2015 English Twitter Sentiment Lexicon [59, 56] • Yelp Restaurant Sentiment Lexicon [58] 
POS2Vec (P2V)
Part-of-speech (POS) tagging is an important and fundamental step in Natural Language Processing which is the process of assigning to each word of a text the proper POS tag. The Part-of-speech gives a large amount of information about a word and its neighbors, syntactic categories of words (nouns, verbs, adjectives, adverbs, etc.) and similarities and dissimilarities between them. We converted each generated POS tag to a constant vector and concatenated with Word2Vec/GloVe vectors. As a result, Word2Vec/GloVe vectors will have syntactic information of words.
Word2Vec and GloVe
Word2Vec is based on continuous Bag-of-Words (CBOW) and Skip-gram architectures which can provide high-quality word embedding vectors. CBOW predicts a word given its context and Skip-gram can predict the context given a word. The generated vectors of words which appear in common contexts in the corpus are located close to each other in the vector space. GloVe word embedding is a global log-bilinear regression model and is based on co-occurrence and factorization of a matrix in order to get vectors.
Proposed architecture
The proposed model architecture is shown in figure 2 and it contains some blocks with different filter region sizes. First, each filter performs a convolution on the IWV and generates a feature map. Then, each generated feature map is used as an input of a block. Next, we apply a max pooling over the feature maps.
The last step, a softmax layer receives the feature vectors as input and uses it to classify sentences. In the following, more details are provided about the model. 
Here is batch normalization transform, (Rectified Linear Unit) is a non-linear activation function, is a bias term and (.) denotes the convolutional operator.
Batch normalization
Batch normalization introduced by Ioffe and Szegedy [37] and it has some advantages such as reduced internal covariate shift, improves gradient flow through the network, allows higher learning rates and network trains faster. Assume the layer that needs to be normalized has a d dimensional input = ( 1 , 2 , 3 , … , ). First, we will normalize the kth dimension as follows:
where 2 and are the variance and mean of mini-batch respectively, and is a constant value.
For increasing the ability of the representation, the normalized input � is further transformed into:
where and are learned parameters.
Highway block
Highway Network has proposed by Srivastava et al. [22] . The proposed highway block contains convolution layers, batch normalization and activation functions. We found that the batch normalization will improve the accuracy of the highway block. Let is the input to the highway block and is the highway block's output.
The highway block does the following: 
Bottleneck layer
He et al. [36] and Szegedy et al. [38] have noted that a 1×1 convolution layer that can be used to obtain a reduced dimensionality of the input feature maps, and thus to improve computational efficiency. We found that the bottleneck layer is effective for the proposed architecture, so after each concatenation, we use bottleneck layers to reduce the dimensionality of the input of highway blocks. In our model, the output dimension of the 1×1 convolution is 100.
Max-over-time pooling
The outputs of the last highway blocks are then passed to the max pooling layer. Let
] be a feature map of the sentence { 1:ℎ , 2:ℎ+1 , … , −ℎ+1 }. By applying a maxover-time pooling operation over the feature map we will take the maximum value ̂= { } as the feature corresponding to this filter. This layer can extract the most important features.
Softmax layer
The model is topped by a softmax classifier layer that predicts the probability distribution over classes. The output of the max pooling layer is passed to a fully connected softmax layer. Assume, q is a vector of the inputs to the output layer and there are k output labels. The softmax function is defined as follows:
Experiments
In this section, we study the empirical performance of the MBCH on benchmark datasets and then compare it to other models. In addition, we describe the datasets and experimental evaluations to show the effectiveness of the MBCH.
Datasets
Summary statistics of the datasets used in our study are listed in table1. More details are described as follows:
CR: Customer reviews of 14 products obtained from Amazon and classified into positive and negative reviews [60] .
Subj:
Subjectivity data set where the goal is to classify a sentence as being subjective or objective [61] .
Yelp: It contains 1000 randomly sampled reviews for restaurants from Yelp' 13 dataset, which was introduced by Kotzias et al. [42] .
MPQA:
Opinion polarity subtask of the MPQA dataset [62] .
IMDB:
It contains 1000 randomly sampled movie reviews from IMDB dataset, which was introduced by Kotzias et al. [42] . IMDB sentiment (movies reviews) 1000 3076 500 500
Implementation details
Our implementations of MBCH and IWV were GPU-based -training the framework on four GeForce GTX Titan X GPUs. Tensorflow was used for implementing and training the model in our research. We used 10-fold cross-validation (CV) to evaluate the accuracy of the model. We use filter sizes of (2,3,4,5) and (2,3,4,5,6,7) with 500 feature maps each, mini-batch size of 16 and learning rate 3e-4. Dropout was not used in our research. Baseline configuration is shown in 
Results
We empirically demonstrate the proposed model's effectiveness on benchmark datasets and compare its results to other models. As stated above, 7 sentiment lexicons were used to extract and generate the lexicon vectors. We only used unigram scores in our research. Sentiment scores of each word are extracted from all lexicons and are normalized. If a word doesn't exist in any lexicons, its score will be zero. The statistics of the lexicons are given in Table 3 . We compared the performance of our model with the state-of-the-art models listed below on the five benchmark datasets.
Tree-CRF:
It was proposed by Nakagawa et al. [63] for sentiment analysis and it is a dependency tree based method using CRF with hidden variables.
NBSVM and MNB: Naive Bayes support vector machines and multinomial naive Bayes with uni-bigrams
proposed by Wang and Manning [64] F-Dropout and G-Dropout: Fast dropout and Gaussian dropout from Wang and Manning [65] BiLSTM-CRF + CNN: A combination of three methods, BiLSTM, CRF and CNN for sentiment analysis [66] CNN-rand: Convolutional neural network using random initialization vectors [1] CNN-non-static: Convolutional neural network using pre-trained word2vec vectors for each task [1] CNN-multichannel: Convolutional neural network using multichannel architecture [1] CNN-non-static (W2V+GloVe): Convolutional neural network using combined pre-trained Word2Vec and GloVe vectors for each task [29] .
Logistic w/ BOW on Documents: Logistic regression classifier on a bag of words representation at the document level [42] .
Logistic w/ BOW on Sentences: Logistic regression classifier on a bag of words representation at the sentence level [42] .
Logistic w/ Embeddings on Documents: logistic regression classifier using embedding vectors which are provided by the ConvNet [42] .
GICF w/ Embeddings on Sentences:
Group-instance cost function using embedding vectors [42] .
One of the strengths of MBCH is that it is relatively shallow compared to other Deep Neural Networks in this area [17, 15] , while simultaneously achieving high accuracy on the benchmark datasets. The results of our models against other models are presented in table 4. 
Effect of filter size
In this study, we also explored the effect of combining different filter sizes on the five selected datasets and used 10-fold cross-validation to evaluate the accuracy. Table 5 shows the different combinations of filters which were used in this research. According to figure 3, it can be seen that (4, 5, 6 ) and (4,5,6,7) perform worst on the CR, IMDB, MPQA and Subj. However, for the Yelp dataset, filter sizes of (5,6,7) and (3,4,5,6) have lower accuracy than others.
As seen from the results that (2,3,4), (2, 3, 4, 5) and (2,3,4,5,6,7) perform better than all other filter sizes.
Figure3: Effect of filter size with several sizes on the five benchmark datasets
Effect of number of feature maps
In this section, we investigate the effect of the number of feature maps on the benchmark datasets. We consider (2, 3, 4, 5) and the number of feature maps of 100, 200, 300, 400 and 500. Also, the 10-fold crossvalidation is used to evaluate the accuracy. The results can be seen in figure 4.
Figure4: Effect of the number of feature maps on the five benchmark datasets
As can be seen in figure 4 , feature maps of 500 have the highest accuracy among all the datasets. However, in the IMDB dataset, accuracies of feature maps of 300 and 500 are approximately equal. In the Yelp dataset, the accuracy of the feature map of 200 is higher than the feature map of 300, but it is reversed on other datasets. The accuracy of the feature maps of 400 is lower than the feature maps of 300 in the MPQA and IMDB datasets.
Conclusion
In this paper, we proposed a novel architecture for text classification tasks of Sentiment Analysis, Subjectivity/Objectivity Analysis, and Opinion Polarity and achieved the state-of-art results on different benchmark datasets. The MBCH is based on recent advances in convolutional neural networks while being relatively shallow and improving the accuracy of text categorization. Significantly, the accuracy of the IMDB and Yelp increased by 3.5% and 2.4% respectively. Also, we proposed a new method -IWV -to improve the accuracy of well-known pre-trained word embeddings which are used as inputs of CNN's. The IWV was based on the combination of four approaches such as lexicon-based approaches, POS tagging techniques and Word2Vec methods. According to the results, MBCH with IWV are very effective and useful for text classification tasks.
