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Abstract
The paper concerns existence of a ground state for a nonlinear scalar field equation on a blowup fractal, where imbedding of the
energy space into Lp is not compact. In absence of invariant transformations involved in conventional concentration-compactness
argument, the paper develops convergence reasoning based on the fractal’s self-similarity.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Analysis on fractals is a discipline that stems from understanding that many of the physical models need un-
derlying geometric structures that are much more irregular than manifolds, but exhibit infinite iterative properties,
stemming from common organizing principles (see Mandelbrot [7]). The central object of this analysis is a counter-
part of Laplace–Beltrami operator, called fractal Laplacian, associated with a Dirichlet form E(u,v), called energy,
defined initially on some functional space over the fractal Ω (see [5,9,14]). Among the classical equations of math-
ematical physics, brought into the fractal setting (see the survey of [15]), is the scalar field equation −u = f (u),
previously studied, using variational methods, by Falconer [3], Falconer and Hu [4] and Matzeu [8].
In this paper we consider the scalar field equation defined on fractal blowups (the notion introduced in [13], see also
the studies of spectra of the blowup fractal Laplacians in Teplyaev [16] and Sabot [12]), a non-compact medium where
the standard variational existence proof, based on compactness of imbedding of the energy space into Lp , cannot be
used. Neither, by analogy with the Euclidean case, it is expected that every blowup fractal supports a ground state.
Existence proofs of ground state in [3,4] and Matzeu [8] are analogous to the argument for the Euclidean Laplacian.
In the case of fractal blowups, the analogy is far from immediate, since the concentration-compactness reasoning
(Lions [10,11]) for subcritical nonlinearities is anchored in translation invariance, which allows generalization to
metric structures (see [1], also a similar result for manifolds [17]) provided that the metric structure is co-compact
with respect to its isometry group. No such isometry group is expected for fractal blowups.
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words of indices that determine the sequence of expansion maps. In the present paper we verify that the ground state
energy on a fractal blowup is independent of the blowup sequence (Proposition 5.1). A well-known example is the
equality of the ground state energy for the scalar field equation on RN and on a half-space (both can be identifined
as dyadic blowups of the fractal [0,1]N ). Moreover, RN is the only blowup of [0,1]N (relative to the constituent
maps of [0,1]N as a fractal; definition of the blow-up is found in Section 3 below) that supports a ground state, and
consequently it is natural to suspect that in the general case such “stable” blowups are exceptional as well.
This motivates the main statement of the present paper, Theorem 5.2, that for a given underlying fractal there is a
blowup that admits a ground state. Similarly to RN , such ground state can be used to produce a divergent minimizing
sequence for any other blowup of the same fractal. It remains an open problem to characterize the “stable” blowups.
In particular, is it true that, like in RN , the blowup sequences that cycle all constituent maps admit a ground state,
while the blowups with boundary do not?
An outline of convergence reasoning for the ground state: Our convergence argument for minimizing sequences
is based on local isomorphisms, denoted below as ηI,J,M , between the finite blowups corresponding to two different
index sequences I, J of length M . These local isometries are compositions of two maps, a “zoom-in” composition of
M constituent maps of the fractal and a “zoom-out” composition of the first M members of the blow-up sequence.
Since in general the scaling factors for the measure and for the energy on a fractal, associated with different constituent
maps, do not have to be the same, the maps ηI,J,M with the same M but different zoom-in or zoom-out sequences
would generally yield different scaling factors, different from 1 (the value that arises when both sequences are the
same). In order to prevent this we consider only fractals whose scaling factors are the same for every constituent map.
The paper is organized as follows. In Sections 2 and 3 we repeat definitions and basic properties for self-similar
fractals and their blowups, respectively. In Section 4 we prove several preliminary statements, including a Sobolev
inequality for blowups. In Section 5 we state and prove Proposition 5.1 and Theorem 5.2.
2. The class of fractals and the energy
We define a class of fractals considered below, a subset of the class of pcf (post-critically finite) fractals, introduced
by Kigami [5], as well as correspondent energy spaces following [14]. An essential restriction below is that the
constituent maps of the fractal are to have the same scaling factor. The class includes Sierpinski gasket.
Let ψi : Rn → Rn, i ∈ {1, . . . ,N}, be the contractive similitudes, satisfying∣∣ψi(x) − ψi(y)∣∣ α−1|x − y| (2.1)
with some α > 1 and assume that there is an open set U ⊂ RN such that
U ⊂
⋃
i
ψi(U). (2.2)
There exists a unique compact set Ω ⊂ Rn satisfying
Ω =
⋃
i
ψi(Ω) (2.3)
and there is a unique Borel regular measure μ on Ω such that for every integrable u : Ω → R,
∫
Ω
udμ = α−d
N∑
i=1
∫
Ω
u ◦ ψi dμ (2.4)
where d = logNlogα . The set Ω is called then a self-similar fractal. An equivalent form of (2.4) is
μ(A) = α−d
N∑
i=1
μ
(
ψ−1i (A ∪ Ω)
)
. (2.5)
Let ∂Ω be a set of fixed points of ψk , k = 1, . . . ,N0, with some N0 N . We assume that Ω is connected and satisfies
the finite ramification condition
ψiΩ ∩ ψjΩ ⊂ ψi∂Ω ∩ ψj∂Ω whenever i 	= j. (2.6)
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for every i ∈ {1, . . . ,N}, u ∈ H , u ◦ ψi ∈ H , and
E(u) = ρ
N∑
i=1
E(u ◦ ψi) (2.7)
with some ρ > 0. Domain D of E(u) consists of functions for which E(u) < ∞. The Sobolev space H 1(Ω), which
we in what follows abbreviate as H , is defined as the linear space D ∩ L2(Ω), equipped with the norm
‖u‖2 = E(u) + ‖u‖22,μ. (2.8)
By definition, H is continuously imbedded into L2(Ω,μ). Moreover, it is compactly imbedded into Lp(Ω) for all
p ∈ [1,∞) if d  2 and for p ∈ [1, 2d
d−2 ) if d > 2. In what follows we assume that d < 2, in which case H is also
continuously imbedded into C(Ω). In particular, there exists C > 0 such that
( ∫
Ω
|u|p dμ
) 2
p
 C
(
E(u) +
∫
Ω
|u|2 dμ
)
, u ∈ H. (2.9)
Furthermore, the space H0 of functions in H vanishing on ∂Ω is a proper subspace of H . The functions in H admit
continuous restrictions to and continuous extensions from the sets ψiΩ . The latter are also continuous operators
H0 → H0. As long as it is not ambiguous, we will not distinguish in notations between the functions and their
extensions respectively restrictions. In such terms one has, in particular,
E
(
u ◦ ψ−1i ◦ ψj
)= 0 whenever i 	= j. (2.10)
3. Self-similar blowups
An infinite blowup ΩI of Ω , relative to a sequence I = {i1, i2, . . .}, ik ∈ {1, . . . ,N}, is the monotone increasing
union
∞⋃
M=1
ΩIM, where Ω
I
M := ΦIMΩ and ΦIM := ψ−1i1 ◦ · · · ◦ ψ−1iM , M ∈ N. (3.1)
For the sake of consistency we set Ω0 = Ω and Φ0 = id.
The measure μ and the functional E can be extended to ΩI and to functions thereupon by self-similarity, as
follows. The measure μ induces a measure
μIM = αdMμ ◦ ΦIM−1 on ΩIM, M ∈ N. (3.2)
From (2.6) and (2.4) easily follows that the measures μIM and μIM+1 coincide on ΩIM , M = 0,1, . . . . This defines, by
μIM+1|ΩM = μIM , a measure on a generator set of a σ -algebra on the whole ΩI , and thus, a Borel measure on ΩI .
A similar construction yields an energy functional for the blowup. For a finite blowup ΩIM we set
EIM(u) = ρ−ME
(
u ◦ ΦIM
)
, (3.3)
whenever u ∈ HIM := {v ◦ ΦIM−1, v ∈ H }.
Note that if u ∈ HI0,M := {v ◦ ΦIM−1, v ∈ H0} then the extension of u by zero to ΩIM+1 is an element of HI0,M+1
(we will extend the adopted convention not to distinguish in notations between u and its extension to this instance).
From (2.7) and (2.10) EIM(u) = EIM+1(u). This defines EI (u) for any u ∈ HI0 :=
⋃
M∈NHI0,M . The Hilbert space HI
is defined as the completion of HI0 with respect to the norm
‖u‖I :=
(
EI (u) +
∫
ΩI
|u|2 dμI
)1/2
, I ∈ {1, . . . ,N}N.
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Let J = {j1, j2, . . .}, jk ∈ {1, . . . ,N}, ΦJM = ψ−1j1 ◦ · · · ◦ ψ−1jM and let
ηI,J,M
def= ΦIM ◦ ΦJM−1 : ΩJM → ΩIM. (4.1)
Let I, J ∈ {1, . . . ,N}N, M ∈ N, let
J IM def=
{
ηI,J,MΩ
∣∣ J ∈ {1, . . . ,N}N}
and let
J I def=
⋃
M∈N
J IM.
Lemma 4.1. Let I, J ∈ {1, . . . ,N}N. The collection of sets J I is a covering of ΩI . Furthermore, for every integrable
function w on (ΩI ,μI ),∫
ΩI
w dμI =
∑
ηI,J,MΩ∈J I
∫
ηI,J,MΩ
wdμI =
∑
ηI,J,MΩ∈J I
∫
Ω
w ◦ ηI,J,M dμ (4.2)
and for every u ∈ HI ,
EI (u) =
∑
ηI,J,MΩ∈J I
E(u ◦ ηI,J,M), (4.3)
where the terms in the last two sums, corresponding to J,M respectively J ′,M ′ such that ηI,J,M |Ω = ηI,J ′,M ′ |Ω , are
repeated only once.
Proof. Let x ∈ ΩI . By definition of ΩI , there exist M ∈ N and y ∈ Ω , such that x ∈ ΦIMy. Furthermore, by (2.3)
there is i ∈ {1, . . . ,N} such that y ∈ ΦJM−1Ω for some J . This proves that J I is a covering.
By density it suffices to prove (4.2) for functions from HI0,M , M ∈ N, that is, to show that for every μI -measurable
function w on ΩIM ,∫
ΩIM
w dμIM =
∑
J∈{1,...,N}M
∫
ηI,J,MΩ
w dμIM. (4.4)
Let v = w ◦ ΦIM , then (4.4) is equivalent to∫
Ω
v dμ =
∑
J∈{1,...,N}M
∫
ΦJ
−1
Ω
v dμ =
∑
J∈{1,...,N}M
∫
ψjM ◦···◦ψj1Ω
v dμ.
The last relation easily follows from (2.3) and (2.6).
It suffices to prove (4.3) for functions in HI0,M , M ∈ N, that is, to show
EIM(u) =
∑
J∈{1,...,N}M
E(u ◦ ηI,J,M) for u ∈ HI0,M . (4.5)
If we set u = w ◦ ΦIM . Then (4.5) is equivalent to
E(v) = ρ−M
∑
J∈{1,...,N}M
E
(
v ◦ ΦJM−1
)
for v ∈ H0,
which in turn is the M th iteration of (2.7). 
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u : ΩI → R,∫
ηI,J,MΩ
′
udμI =
∫
Ω ′
u ◦ ηI,J,M dμJ . (4.6)
Proof. Using (3.2)
∫
ηI,J,MΩ
′
udμI =
∫
ΦIMΦ
J
M
−1
Ω ′
udμIM = α−Md
∫
ΦJM
−1
Ω ′
u ◦ ΦIM dμ =
′∫
Ω
u ◦ ΦIMΦJM−1 dμJM
with understanding that the composition u ◦ ηI,J,M , although not defined on the whole ΩI , is defined on the domain
of the integration. 
Corollary 4.3. For any μI -measurable function u : ΩI → R,∫
ηI,J,MΩ
udμI =
∫
Ω
u ◦ ηI,J,M dμ. (4.7)
Lemma 4.4. Let I, J ∈ {1, . . . ,N}N, M ∈ N. For every u ∈ HI0,M ,
EJM(u ◦ ηI,J,M) = EIM(u).
Proof. By (3.3) and the definition of ηI,J,M = ΦIM ◦ ΦJM−1,
EJM(u ◦ ηI,J,M) = ρ−ME
(
u ◦ ΦIM
)= EIM(u). 
Proposition 4.5. Let p > 2. The following Sobolev inequality holds true:
( ∫
ΩI
|u|p dμI
) 2
p
 C
(
EI (u) +
∫
ΩI
|u|2 dμI
)
, u ∈ HI . (4.8)
Proof. It suffices to consider u ∈ H0. From (2.9) for u◦ηI,J,M and Corollary 4.3 for J ∈ {1, . . . ,N}N,M ∈ N, follows
( ∫
ηI,J,MΩ
|u|p dμI
) 2
p
 C
(
E(u ◦ ηI,J,M |Ω) +
∫
ηI,J,MΩ
|u|2 dμI
)
, u ∈ HI0 . (4.9)
Add the inequalities above over J ∈ {1, . . . ,N}M , use Lemma 4.1 and subadditivity of the left-hand side. 
The following result is analogous to the “vanishing lemma” from [6].
Lemma 4.6. Let uk ∈ HI be a bounded sequence and assume that for every sequence Ωk ∈ J I , Ωk = ηI,Jk,MkΩ ,
uk ◦ ηI,Jk,Mk |Ω → 0 in Lp(Ω,μ), then uk → 0 in Lp(ΩI ,μI ).
Proof. From (4.9) it is immediate for all u ∈ HI that
∫
ηI,J,MΩ
|u|p dμI  C
(
E(u ◦ ηI,J,M |Ω) +
∫
ηI,J,MΩ
|u|2 dμI
)( ∫
ηI,J,MΩ
|u|p dμI
)1− 2
p
.
Adding the inequalities above for ηI,J,M)Ω ∈ J I and using Lemma 4.1 together with subadditivity of the left-hand
side we obtain, setting u = uk ,
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|uk|p dμI  C
(
E(uk) +
∫
ΩI
|uk|2 dμI
)
sup
η−1I,J,MΩ∈J I
( ∫
Ω
|uk ◦ ηI,J,M |p dμ
)1− 2
p
.
Let (Ωk) ∈ J I , Ωk = η−1I,Jk,MkΩ , be such that∫
Ω
|uk ◦ ηI,Jk,Mk |p dμ
1
2
sup
J,M∈JI
∫
Ω
|uk|η−1I,J,MΩ ◦ ηI,J,M |
p dμ.
Then, by the assumption of the lemma,
∫
ΩI
|uk|p dμI  C
(
E(uk) +
∫
ΩI
|uk|2 dμI
)( ∫
Ω
|uk ◦ ηI,Jk,Mk |p dμ
)1− 2
p → 0. 
5. Existence of the minimizers
Proposition 5.1. Let p > 2 and let
cI = inf
{
EI (u) +
∫
ΩI
|u|2 dμI
∣∣∣ u ∈ HI ,
∫
ΩI
|u|p = 1
}
. (5.1)
Then for every I, J ∈ {1, . . . ,N}N, cI = cJ .
Proof. It suffices to show that cI  cJ . Let  > 0 and let u ∈ HI0 be such that
∫
ΩI
|u |p dμI = 1 and EI (u) +∫
ΩI
|u |2 dμI  cI + . By definition of HI0 there exists M ∈ N such that u ∈ HI0,M . Let v = u ◦ ηI,J,M .
Then by Lemmas 4.4 and 4.2, we have EJ (v) = EI (u),
∫
ΩJ
|v |2 dμJ =
∫
ΩI
|u |2 dμI and
∫
ΩJ
|v |p dμJ =∫
ΩI
|u |p dμI = 1. Consequently, cJ  cI + . Since , I and J are arbitrary, the lemma follows. 
Due to the proposition above we may denote the common value of constants cI , I ∈ {1, . . . ,N}N, as cΩ . Note that
cΩ > 0 due to (4.9).
Theorem 5.2. Let Ω be a self-similar fractal equipped with the energy E as defined in Section 2. Let ΩI , I ∈
{1, . . . ,N}N, be its blowup with correspondent energy EI as defined in Section 3, and let p > 2. Then there exists
J ∈ {1, . . . ,N}N such that the minimum in (5.1) with I = J is attained.
Proof. The proof consists of three steps. On the first step one moves an Ω-sized “spotlight” ηI,J,MΩ to find a weak
limit of the minimizing sequence in restriction to the spotlight domain. At this step we also obtain the multi-index
J ∈ {1, . . . ,N}N from the sequence of spotlight shifts ηI,J,M .
On the second step we expand the size of the spotlight to the blowup ΩJ , which is generally different from ΩI ,
and which becomes a domain of the weak limit for a shifted sequence of uk .
The third step is a standard concentration compactness argument based on the Brézis–Lieb lemma for functions
on ΩJ .
Step 1. Let uk ∈ HI0 be a minimizing sequence for (5.1), that is,
∫
ΩI
|uk|p dμI = 1 and EI (uk)+
∫
ΩI
|uk|2 dμI → cΩ .
Since uk does not converge to zero in Lp(ΩI ,μI ), by Lemma 4.6, there is a sequence of Jk ∈ {1, . . . ,N}N , Mk ∈ N,
such that uk ◦ηI,Jk,Mk does not converge in Lp(Ω,μ) to zero, and, since the local Sobolev imbedding (2.9) is compact,
the sequence does not converge to zero weakly in H . It is bounded, however, in H due to Lemmas 4.1 and 4.4. Thus,
there exists w1 ∈ H , such that on a renumbered subsequence, uk ◦ ηI,Jk,Mk |Ω ⇀ w1 	= 0 in H .
Step 2. Consider the sequence of maps
ηI,Jk,Mk = ΦIMk ◦ ψjk ◦ · · · ◦ ψjk : ΩJkMk → Ω
Ik
Mk
. (5.2)
Mk 1
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I
. Without loss of generality,
as both composition chains ΦIMk and Φ
J
Mk
may be lengthened with mutually cancelling terms, we may assume that
the values of renamed Mk are so large that uk ∈ HI0,Mk . In more detail, assume first that uk ∈ HI0,Mk+mk , with some
mk ∈ N, set jMk+m def= iMk+m, m = 1, . . . ,mk , and let ΦMk+mk := ψjMk+mk ◦· · ·◦ψ1, then ηI,Jk,Mk = ΦIMk+mkΦJMk+mk .
The map
ηI,Jk,Mk+mk : ΩJkMk+mk → Ω
Ik
Mk+mk
is an extension of the map ηI,Jk,Mk : ΩJkMk → Ω
Ik
Mk
. As we rename Mk + mk as Mk , the map ηI,Jk,Mk+mk acquires the
notation ηI,Jk,Mk of the map it extended.
There is a renamed subsequence J 1k where j1,k ∈ {1, . . . ,N} is constant, to be denoted as j1. Moreover if for a
given m ∈ N there is a subsequence Jmk where j1,k, . . . , jm,k are constant, then it has an extraction where jm+1,k is
constant as well. Let J := (j1, j2, . . .). Finally, rename JMkk as Jk so that ji,k = ji for i = 1,2, . . . ,Mk (so that the
componentwise limit of Jk is J ).
The map ηI,Jk,Mk is defined then as a map ΩJMk → ΩIMk (since the components of Jk with k > Mk are not in-
volved in the definition of ηI,Jk,Mk ) and uk ◦ ηI,Jk,Mk : ΩJMk → R is a bounded sequence in HJ . Then, on a renamed
subsequence, uk ◦ ηI,Jk,Mk ⇀ w in HJ . Due to Step 1, w|Ω = w1 	= 0.
Step 3. Let vk := uk ◦ ηI,Jk,Mk − w. By Lemma 4.2 and the Brézis–Lieb lemma (see [2]),
1 = lim
∫
ΩI
|uk|p dμI = lim
∫
ΩJ
|uk ◦ ηI,Jk,Mk |p dμJ = lim
∫
ΩJ
|vk|p dμJ +
∫
ΩJ
|w|p dμJ . (5.3)
We also have, since vk ⇀ 0 in HJ , using the scalar products of, respectively, HI and HJ ,
cΩ = lim‖uk‖2I = lim‖uk ◦ ηI,Jk,Mk‖2J = lim‖vk‖2J + ‖w‖2J . (5.4)
Let t := lim‖vk‖pp,μJ , then ‖w‖
p
p,μJ
= 1 − t , and by (5.1), from (5.4) follows
cΩ  cΩtp/2 + cΩ(1 − t)p/2,
which is true only if t = 1 (which is impossible since w1 	= 0 and thus w 	= 0) or t = 0. Therefore, ‖w‖pp,μJ = 1,
which easily yields that w is a minimizer for (5.1) with I = J . 
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