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Abstract
Liouville type theorems for the stationary Navier-Stokes equations
are proven under certain assumptions. These assumptions are moti-
vated by conditions that appear in Liouvile type theorems for the heat
equations with a given divergence free drift.
1 Introduction
Let us consider the classical Navier-Stokes system of partial differential equa-
tions describing the steady-state flow of a viscous incompressible fluid in the
whole space R3:
u · ∇u−∆u = −∇p, div u = 0. (1.1)
Here, u is the three dimensional velocity field, while the pressure p is a scalar
function. The classical Liouville type theorem for the stationary Navier-
Stokes equations can be formulated in the following way: prove that any
bounded solution u to system (1.1) is constant.
A possible way to attack the above problem is to consider a similar one
but for the linear equations with a given divergence free drift, i.e.,
b · ∇v −∆v = −∇q, div v = 0, div b = 0, (1.2)
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where v is supposed to be a bounded vector field and b is a divergence free
drift satisfying additional conditions.
The linear setup is motivated by the known Liouvile type theorems for
an equation
b · ∇f −∆f = 0 (div b = 0), (1.3)
with respect to unknown bounded scalar function f and a given function
b. In many cases, the Laplacian in (1.3) can be replaced with an elliptic
operator, having measurable coefficients, but it is not the main issue here
and we restrict ourselves to the Laplace operator with a drift term only.
There are plenty of interesting results related to Liouville type theorems for
(1.3) but we are going to mentioned only two of them that will be mimicked
in our investigations of (1.1) or (1.2). They are as follows, see [9] and [12]
and references there:
Theorem 1.1. Let f be a bounded solutions to (1.3). Assume that either
b ∈ BMO−1 (1.4)
or
sup
1<R<∞
R1−
n
q ‖b‖q,B(R) <∞ (1.5)
for n/2 < q ≤ n. Then f is identically equal to a constant in Rn.
How sharp Theorem 1.1 is unknown, it is a matter of further investiga-
tions.
In Theorem 1.1, the n-dimensional case is considered. In what follows, it
is supposed mostly that n = 3.
Remark 1.2. In the case n = 3, by definition, b ∈ BMO−1 if there exists a
divergence free vector-valued field ω ∈ BMO such that b = rotω.
Theorem 1.1 can be proved with the help of Mozer’s technique, for ex-
ample. Although this technique is not applicable to system (1.2), conditions
(1.4) and (1.5) may be a good perspective for the steady-state Navier-Stokes
equations. As it has been shown in [10] and [11], those conditions appear for
the Stokes problem with a drift but with some additional restrictions.
Theorem 1.3. Assume that v is a bounder solution to (1.2) and two addi-
tional conditions hold:
sup
R>0
R
1
2
− 3
s‖v‖s,B(R) <∞ (1.6)
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with 2 ≤ s ≤ 6 and either
b ∈ BMO−1 (1.7)
or
sup
R>0
R1−
3
q ‖b‖Lq,∞(B(R)) <∞ (1.8)
with 3/2 < q ≤ 3. Then v ≡ 0 in R3.
Here, ‖ · ‖Lq,∞ is the norm of the weak Lebesgue space Lq,∞.
Comparing with the scalar case, the Liouville type theorem for system
(1.2) is true under additional assumption (1.6). The corresponding proof is
quite simple and based on the Caccioppoli type inequality and scaling. Our
aim is to show that in the case of non-linear system (1.1), the Liouville type
theorem is valid for a similar type of conditions as in the scalar case.
Theorem 1.4. Assume that u is a smooth solution to system (1.1) and
u = rotω in R3 for a divergence free function ω. Let, for t > 3 and α subject
to
α > − t− 3
6(t− 1) , (1.9)
the following condition hold:
Kα(t) := sup
R>0
Rα
( 1
|B(R)|
∫
B(R)
|ω − [ω]B(R)|tdx
) 1
t
<∞, (1.10)
where [ω]B(R) is the mean value of ω over the ball B(R). Then u ≡ 0 in R3.
Remark 1.5. Conditions (1.10) and (1.9) are satisfied if ω is a BMO-
function and α = 0.
Theorem 1.6. Assume that u is a smooth solution to system (1.1) and
Mβ(q) := sup
R>0
Rβ
( 1
|B(R)|
∫
B(R)
|u|qdx
) 1
q
<∞ (1.11)
with 3/2 < q < 3 provided
β >
6q − 3
8q − 6 . (1.12)
Then u ≡ 0 in R3.
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Remark 1.7. For β = 1, the latter condition is similar to (1.5). Indeed, it
follows from (1.11) that M1(q) <∞ with 3/2 < q < 3 implies u ≡ 0 in R3.
Theorem 1.6 can be improved for s > 2.
Theorem 1.8. Assume that u is a smooth solution to system (1.1) and
Nγ(q) := sup
R>0
Rγ−
3
q ‖u‖Lq,∞ <∞ (1.13)
with 2 < q ≤ 3 provided
γ >
4q − 3
6q − 6 . (1.14)
Then u ≡ 0 in R3.
Corollary 1.9. Let u be a bounded smooth solution to (1.1), which is axially
symmetric with respect to the axis x3, and satisfy the additional assumption
|u(x)| ≤ c/|x′|µ for any x = (x′, x3) such that |x′| > 1, where
µ >
2
q1
, q1 =
15 +
√
33
8
. (1.15)
This result has been already known for µ = 1, see [8].
Let us mention another popular Liouville type problem to show that any
solution to system (1.1) is identically equal to zero, provided two conditions
hold: ∫
R3
|∇u|2dx <∞. (1.16)
and
u(x)→ 0 as |x| → ∞. (1.17)
Unfortunately, whether this statement is true or not is still unknown.
One of the best attempts made to solve the above or related problems is
presented in [5] where it is shown that the assumption
u ∈ L 9
2
(R3) (1.18)
implies u = 0. Recently, a logarithmic improvement of condition (1.18)
has been established in [4]. It is interesting to notice that the statement of
Remark 1.9 in general does not follow from (1.18).
More Liouville type results can be found in interesting papers [7], [8], [3],
and [2] and references there.
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2 Proof of Main Result
2.1 Caccioppoli Type Inequality
In the first part of the proof, we are going to use similar arguments as in [10]
with some changes. We fix R > 0 arbitrarily and take a non-negative cut-off
function ϕ ∈ C∞0 (B(R)) with the following properties: ϕ(x) = 1 in B(̺),
ϕ(x) = 0 out of B(r), and |∇kϕ(x)| ≤ c/(r − ̺)k for any R/2 ≤ ̺ < r ≤ R
and k = 1, 2, 3, 4.
Assume also that we are given two divergence free functions ω and ω˜ such
that u = rotω = rot ω˜ in B(R).
For a given 2 < s < ∞, there exists a constant c0 = c0(s) > 0 and a
function w ∈ W 1s (B(r)), vanishing on ∂B(r), such that divw = ∇ϕ · u and∫
B(r)
|∇w|tdx ≤ c0(s)
∫
B(r)
|∇ϕ · u|tdx (2.1)
for t = 2 and for t = s.
Now, we let us test the Navier-Stokes equations (1.1) with the function
ϕu− w. After integration by parts over B(r), we find the following identity∫
B(r)
ϕ|∇u|2dx = −
∫
B(r)
∇u : (∇ϕ⊗ u)dx+
∫
B(r)
∇w : ∇udx+
−
∫
B(r)
(u · ∇u) · ϕudx+
∫
B(r)
(u · ∇u) · wdx = I1 + I2 + I3 + I4.
The first two terms can be estimated easily. As a result,
|I1|+ |I2| ≤ c
( ∫
B(r)
|∇u|2dx
) 1
2
( ∫
B(r)
|∇ϕ|2|u|2dx
) 1
2
.
To estimate I3 and I4, we are going to use integration by parts and ele-
mentary properties of the differential operator rot. Indeed, we have
|I3| =
∣∣∣ ∫
B(r)
ujui,juiϕdx
∣∣∣ = 1
2
∣∣∣ ∫
B(r)
rotω·∇|u|2ϕdx
∣∣∣ = 1
2
∣∣∣ ∫
B(r)
ω·(∇|u|2×∇ϕ)dx
∣∣∣
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≤
( ∫
B(r)
|∇u|2dx
) 1
2
( ∫
B(r)
|∇ϕ|2|ω|2|u|2dx
) 1
2 ≤
≤
( ∫
B(r)
|∇u|2dx
) 1
2
( ∫
B(r)
|∇ϕ|s|u|sdx
) 1
s
( ∫
B(r)
|ω| 2ss−2dx
) s−2
2s
.
It remains to evaluated I4:
|I4| =
∣∣∣ ∫
B(r)
(rotω)juk,jwkdx
∣∣∣ = ∣∣∣ ∫
B(r)
ω · (∇uk ×∇wk)dx
∣∣∣ ≤
≤
( ∫
B(r)
|∇u|2dx
) 1
2
( ∫
B(r)
|ω|2|∇w|2dx
) 1
2 ≤
≤
( ∫
B(r)
|∇u|2dx
) 1
2
( ∫
B(r)
|∇w|sdx
) 1
s
( ∫
B(r)
|ω| 2ss−2dx
) s−2
2s ≤
≤ c(s)
( ∫
B(r)
|∇u|2dx
) 1
2
( ∫
B(r)
|∇ϕ|s|u|sdx
) 1
s
( ∫
B(r)
|ω| 2ss−2dx
) s−2
2s
.
So, after application of Young inequality, we arrive at the following estimate∫
B(̺)
|∇u|2dx ≤ 1
8
∫
B(r)
|∇u|2dx+ c
∫
B(r)
|∇ϕ|2|u|2dx+
+c(s)
( ∫
B(r)
|∇ϕ|s|u|sdx
) 2
s
( ∫
B(r)
|ω| 2ss−2dx
) s−2
s
.
Our next step is the application of a multiplicative inequality
( ∫
B(r)
|∇ϕ|s|u|sdx
) 2
s ≤ c
( ∫
B(r)
|∇ϕ|2|u|2dx
)1−λ(( ∫
B(r)
|∇ϕ|2|∇u|2dx
)λ
+
+
( ∫
B(r)
|∇|∇ϕ||2|u|2dx
)λ)
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with λ = 3 s−2
2s
. It is legal under the additional assumption s < 6. Applying
the Young inequality one more time, we find∫
B(̺)
|∇u|2dx ≤ 1
4
∫
B(r)
|∇u|2dx+ c
∫
B(r)
|∇ϕ|2|u|2dx+
+c(s)
( ∫
B(r)
|∇ϕ|2|u|2dx
)1−λ( ∫
B(r)
|∇|∇ϕ||2|u|2dx
)λ( ∫
B(r)
|ω| 2ss−2dx
) s−2
s
+
+c(s)
( 1
(r − ϕ)2
) λ
1−λ
∫
B(r)
|∇ϕ|2|u|2dx
( ∫
B(r)
|ω| 2ss−2dx
) s−2
s(1−λ)
.
To proceed further, we need the following auxiliary lemma.
Lemma 2.1. Let ψ be a bounded non-negative twice differentiable functions
with compact support in B(R). Then∫
ψ|u|2dx ≤ c
(∫
ψ|∇u|2dx
) 1
2
(
∫
ψ|ω˜|2dx
) 1
2
+ c
∫
|∇2ψ|2|ω˜|2dx.
Proof of Lemma 2.1 is based on the elementary identity:∫
ψ|rot ω˜|2dx =
∫
ψrot rot ω˜ · ω˜dx−
∫
∇2ψ : ω˜ ⊗ ω˜dx+ 1
2
∫
∆ψ|ω˜|2dx.
It follows from Lemma 2.1 that∫
B(r)
|∇ϕ|2|u|2dx ≤
≤ c
(r − ̺)2
[( ∫
B(r)\B(̺)
|ω˜|2dx
) 1
2
( ∫
B(r)\B(̺)
|∇u|2dx
) 1
2
+
1
(r − ̺)2
∫
B(r)\B(̺)
|ω˜|2dx
]
and ∫
B(r)
|∇2ϕ|2|u|2dx ≤
≤ c
(r − ̺)4
[( ∫
B(r)\B(̺)
|ω˜|2dx
) 1
2
( ∫
B(r)\B(̺)
|∇u|2dx
) 1
2
+
1
(r − ̺)2
∫
B(r)\B(̺)
|ω˜|2dx
]
.
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So, the main inequality can be transformed to the following form∫
B(̺)
|∇u|2dx ≤ 1
4
∫
B(r)
|∇u|2dx+
+
c
(r − ̺)2
[( ∫
B(r)\B(̺)
|ω˜|2dx
) 1
2
( ∫
B(r)\B(̺)
|∇u|2dx
) 1
2
+
1
(r − ̺)2
∫
B(r)\B(̺)
|ω˜|2dx
]
×
×
(
1 +
( 1
(r − ̺)3
∫
B(r)
|ω| 2ss−2dx
)2 s−2
6−s
+
( 1
(r − ̺)3
∫
B(r)
|ω| 2ss−2dx
) s−2
s
)
.
Now, we are going to apply the Young inequality and find∫
B(̺)
|∇u|2dx ≤ 1
2
∫
B(r)
|∇u|2dx+
+
c
(r − ̺)4
∫
B(r)\B(̺)
|ω˜|2dx×
×
(
1 +
( 1
(r − ̺)3
∫
B(r)
|ω| 2ss−2dx
)2 s−2
6−s
+
( 1
(r − ̺)3
∫
B(r)
|ω| 2ss−2dx
) s−2
s
)2
≤
≤ 1
2
∫
B(r)
|∇u|2dx+
+
c
(r − ̺)4
∫
B(r)\B(̺)
|ω˜|2
(
1 +
( 1
(r − ̺)3
∫
B(r)
|ω| 2ss−2dx
)4 s−2
6−s
)
.
Using known iterative arguments, see [6], we can deduce from the latter
inequality the following:∫
B(R/2)
|∇u|2dx ≤ c
R
( 1
|B(R)|
∫
B(R)\B(R/2)
|ω˜|2dx
)(
1+
+
( 1
|B(R)|
∫
B(R)
|ω| 2ss−2dx
)4 s−2
6−s
)
.
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Now, after the change
t =
2s
s− 2 ,
we find ∫
B(R/2)
|∇u|2dx ≤ c
R
( 1
|B(R)|
∫
B(R)\B(R/2)
|ω˜|2dx
)
×
×
(
1 +
( 1
|B(R)|
∫
B(R)
|ω|tdx
) 4
t−3
)
, (2.2)
with the range for t > 3.
Obviously, Caccioppoli’s type inequality (2.1) is going to be the main
sought for proving Liouville type theorems. Indeed, we need to find reason-
able conditions under which the right hand side of (2.1) tends to zero as
R→∞.
2.2 Proof of Theorem 1.4
Here, we let
ω = ω˜ = ω − [ω]B(R)
and assume that and conditions (1.10) and (1.9) hold. Then (2.1) implies∫
B(R/2)
|∇u|2dx ≤ c
R
( 1
|B(R)|
∫
B(R)
|ω|2dx
)
×
×
(
1 +
( 1
|B(R)|
∫
B(R)
|ω|tdx
) 4
t−3
)
,
with the right hand side tending to zero as R→∞.
2.3 Proof of Theorem 1.6
Here, we let
ω = ω˜ = ωR,
where ωR is a unique solution the following boundary value problem
rotωR = u, div ωR = 0
9
in B(R) and
ωR · ν = 0
on ∂B(R), where ν is a unit outward normal to ∂B(R). Then (2.1) implies∫
B(R/2)
|∇u|2dx ≤ c
R
( 1
|B(R)|
∫
B(R)
|ωR|2dx
)
×
×
(
1 +
( 1
|B(R)|
∫
B(R)
|ωR|tdx
) 4
t−3
)
, (2.3)
By scaling, we have the following inequalities, see [1],∫
B(R)
|ωR|2dx ≤ cR2
( ∫
B(R)
|rotωR|qdx
) 2
q
R3(1−
2
q
)
and ( ∫
B(R)
|ωR| 3q3−q dx
) 3−q
3q ≤
( ∫
B(R)
|rotωR|qdx
) 1
q
Next, letting t = 3q/(3− q), we can re-write (2.3) so that∫
B(R/2)
|∇u|2dx ≤ cR
( 1
|B(R)|
∫
B(R)
|u|qdx
) 2
q×
×
(
1 +R
4q
2q−3
( 1
|B(R)|
∫
B(R)
|u|qqx
) 4
2q−3
)
.
Letting t = 3q/(3− q), we have∫
B(R/2)
|∇u|2dx ≤ cMβ(q)
[
R1−2β + (Mβ(q))
4q
2q−3R
4q
2q−3
(1−β)+(1−2β)
]
→ 0
as R→∞ provided (1.12) holds.
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2.4 Proof of Theorem 1.8
Repeating arguments from ([11]), we have the following estimate
∫
B(R/2)
|∇u|2dx ≤ c
R2
∫
B(R)
|u− [u]B(R)|2dx
[
1 +
(
R1−
3
q ‖u‖Lq,∞
) 2q
2q−3
]
.
After application of Ho¨lder inequality, we find∫
B(R/2)
|∇u|2dx ≤ c
R
(Nγ(q)R
1−γ)2[1 + (Nγ(q)R
1−γ)
2q
2q−3 ].
The right hand side of the latter inequality tends to zero as R→∞ provided
(1.14) holds.
2.5 Proof of Corollary 1.9
Here, we are going to replace balls B(R) with cylinders C(R) = b(R)×] −
R,R[, where b(R) is the two-dimensional ball of radius R centred at the
origin. We also can replace the weak Lebesgue space Lq,∞(B(R)) with the
usual Lebesgue space Lq(B(R)). Without loss of generality, we may assume
that |u| ≤ 1.
Assume that condition (1.15) holds. We can find q < q1 so that µ >
2/q > 2/q1. This allows us to set γ =
2
q
. By the choice of q, we have
γ >
4q − 3
6q − 6
and thus restriction (1.14) is fulfilled.
Next, it is obvious that Nγ(q) = max{I1, I2}, where
I1 = sup
0<R≤1
R−
1
q
( ∫
C(R)
|u|qdx
) 1
q ≤ c <∞
and
sup
R>1
R−
1
q
( ∫
C(R)
|u|qdx
) 1
q ≤ J1 + J2.
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Here,
J1 = sup
R>1
R−
1
q
( ∫
b(1)×]−R,R[
|u|qdx
) 1
q
,
J2 = sup
R>1
R−
1
q
( ∫
(b(R)\b(1))×]−R,R[
|u|qdx
) 1
q
.
Introducing polar coordinates, we observe that J1 is bounded and
J2 ≤ c sup
R>1
R−
1
q
(
2R
R∫
1
̺1−µqd̺
) 1
q ≤ c sup
R>1
R−
1
q
(
2R(1− R2−µq)
) 1
q ≤ c.
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