The polymer (PNIPAM) is studied using a novel combination of multiscale modeling methodologies. We develop an iterative Boltzmann inversion potential of concentrated PNIPAM solutions and combine it with Lattice Boltzmann as a Navier Stokes equation solver for the solvent. We study in detail the inuence of the methodology on statics and dynamics of the system. The combination is successful and signicantly simpler and faster than other mapping techniques for polymer solution while keeping the correct hydrodynamics. The model can semiquantitatively describe the correct phase behavior and polymer dynamics.
Introduction
Poly(Nisopropylacrylamide) (PNIPAM) is an important technical polymer. It is a responsive/active polymer as it changes conformation under controlled changes of the environment.
It is used e.g. in microgels, sensors, tissue engineering, and drug delivery.
13 Its conformation, particularly in brushes, can be controlled by external stimuli and therefore it can be considered a switchable material. 4 The switching depends on its solubility in water and other solvents. Stimulisensitive hydrogels oer great potential as targeted drug delivery vehicles.
In particular, temperature sensitive hydrogels with a welldened volume phase transition exhibit expansion or shrinkage.
5
PNIPAM shows interesting, complex phase and conformation behavior as function of temperature, solvent composition, ion concentrations and pH. It has a lower critical solution temperature/volume phase transition temperature (LCST/VTPP) and exhibits co nonsolvency where it is soluble in a range of pure solvents (water, alcohols) but not in all concentrations of their mixtures.
6
Simulations can resolve some of the underlying characteristics for these behaviors as they obtain molecularlevel information complementary to experiments. However, no single simulation model to date can describe the full complexity of PNIPAM. Particularly, length 2 scales from one atom to several 10s of nm and time scales from subfs to several µs 7 would have to be covered within such a model. Consequently, the majority of computational studies of PNIPAM solutions over the last two decades has addressed with few exceptions 810 its singlechain behavior in the innite dilution limit. 7 it was shown "that the simulation duration of 1 µs is not long enough to provide meaningful information on the equilibrium behavior of a PNIPAM chain, and the transition temperatures mentioned should not be taken as a thermodynamic transition temperature for PNIPAM". Thus, the time and length scales are too large for atomistic simulation and coarse graining is required. However, due to the strong temperature and composition dependence the development of an eective potential based on established CG methodology is challenging. Up to date there are only two reports on construction of a systematic CG model of PNIPAM, 30,31 and they both focus on a single chain model in the innite dilution limit. In this study we present the rst development of a systematic CG model of PNIPAM solutions at nite concentrations.
The main idea behind any coarsegraining scheme is to obtain an eective mesoscale interaction potential that accurately describes the structural, thermodynamic and/or dynamical properties of the underlying atomistic system, albeit matching all of them is scarcely possible. The iterative Boltzmann inversion (IBI) is a fairly simple and generic structurebased coarsegraining method:
32 it derives a coarsegrained model from radial distribution functions (RDF) as well as bond length and angle distributions of an atomistic system. One calculates the structural descriptors (e.g. RDF) of preselected mapping points from (typ-ically) atomistic monomers which serve as mesoscale interaction centers. In the rst step, a nonbonded interaction potential is produced by "Boltzmanninverting" the RDF, i.e., a potential energy is approximated by a free energy. However, the direct inversion is only useful for obtaining a starting potential for the iterative approach and no direct physical meaning can be assigned to it. After the rst mesoscale simulation the dierence between the simulated and the target RDF is determined. A Boltzmann inversion of this dierence leads to a correction to the potential. This is iterated until the dierence between the target structure and the structure in the CG model is below a predened tolerance. In systems with multiple mapping site types we sort the interaction between the components (e.g., A and B)
into two categories, the AA and BB interaction of molecules/interaction centers with the same chemistry and the AB interaction between dierent types. Since the selfinteraction in e.g. a blend is not the same as in the melt and no mixing rules can be a priori assumed
33
there are three independent target functions for a binary system and correspondingly more for higher mixtures. 
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The LatticeBoltzmann (LB) technique is an ecient way to describe a uid obeying the NavierStokes equation.
38 It does not represent explicit solvent particles, but rather local 4 particle densities with mass and momentum. In LB the uid exists as density packets on a three dimensional square grid of nodes aka the lattice. The uid follows a twostep scheme: the streaming step followed by the collision step. In the streaming step, uid moves to neighboring nodes along discrete velocity links. In the collision step, inbound uid densities at every node exchange momentum and relax towards an equilibrium that represents the Combining systematically coarsegrained MD with LB has never been attempted. Particularly, the transfer of a coarsegrained potential between dierent integrators (MD and LBMD) has not yet been studied. In this paper we combine for the rst time a systematically coarsegrained potential based on the IBI technique with Lattice Boltzmann hydrodynamics.
We are using the modied Langevin equation approach as introduced by Ahlrichs and
where F f l is the force between polymer and uid at a given point, ξ bead the resistance factor, v the particle velocity, u(r, t) the uid velocity interpolated at the given position r between the nearest grid points, and f s a noise term that follows the uctuation dissipation theorem. This paper focuses on the comparison of the allatom (AA) and coarsegrained (CG)
forceelds. The details of the atomistic force eld calibration based on the experimental LCST data of short oligomers will be published elsewhere.
In the atomistic model with explicit water under experimental conditions the local structure properties highly depend on polymer concentration and cannot be captured in single chain simulations in the innite dilution limit. Therefore, we have chosen 24 atactic chains where we use three dierent realizations of tacticity: mmrmrrmr, mrrmmr-rr, rrrmmrrr, and each realization is used eight times. All chains have the same length N p = 10 solvated in water for a set of concentrations and temperatures below and above the LCST. Due to the computational workload the polymer length is chosen to be as small as possible, but still about the PNIPAM persistence length, 55 besides that it is the shortest experimentally controllable degree of polymerisation. Both AA and CG are the same lengths for direct comparison. In Table 1 we present our system parameters for allatom and coarsegrained models. All simulations use periodic boundary conditions in all dimensions. The initial conguration was prepared in Packmol 56 starting from randomly placed polymer and water molecules at low density and subsequently equilibrated at constant ambient pressure and constant T = 305 K using the NoseHoover thermostat and barostat with damping relaxation times of 100 and 500 fs, respectively. The particleparticle particlemesh bondlengths and angles, so that a time step of 2 fs could be employed. After equilibration for at least 1 ns, the thermostat was set to a temperature according to Table 1 
U CG bond is treated as a sum of independent bond stretching and angle bending potentials.
The three types of CG potentials used in this work are as follows: (1) 
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,60 we assume here that bonded degrees of freedom (DOF) are approximated as independent, so that they obey independent
Boltzmann distributions in the canonical ensemble:
where Z is a partition function, which acts as a normalization factor and P CG is a distribution function of the CG DOF. The bonded CG potential is obtained as the potential of mean force (PMF) by inverting Eq.3 and sampling corresponding distribution functions P CG (histograms, normalized by the appropriate Jacobian r 2 for bond stretching and sin θ for angle bending) from atomistic simulations of polymerwater solutions at 305 K. The dihedrals between four consecutively bonded CG beads revealed no specic features and were not considered. The BI method has several issues: the validity of the assumptions strongly depends on the chosen mapping scheme and has to be shown for each scheme. If bonded DOF are not independent, U CG bond has to be rened iteratively to match reference atomistic distributions and/or CG bonds become interdependent. The derived potential has an ex-plicit temperature dependence and its applicability is generally limited to the close vicinity of the reference temperature. Lastly, poorly sampled regions of phase space (e.g. high potential barriers) require either potential extrapolation with possibly undesirable artifacts or advanced sampling methods.
The IBI method is a natural extension of the BI method, as it aims to derive a nonbonded pair interaction potential U CG nb , which reproduces the target RDF g ref (r) from reference atomistic simulations. In the innite dilution limit, the pair interaction potential can be obtained by using the PMF
For nite concentrations the direct inversion PMF potential is not accurate enough due to manybody contributions, i.e. mainly packing eects, and needs to be rened iteratively:
Here, g i (r) is the RDF obtained from a CG simulation with the U i nb potential, and α = 0.7 is a mixing parameter, introduced to smear out numerical instabilities. The iterative procedure is initiated with the PMF from Eq. 4, and the correction to the potential is made in each iteration step by assuming onetoone correspondence between the potential at a given distance and the value of the RDF at the same distance. The box size was set to the average value of the periodic cell size of the reference atomistic system and RDF sampling was performed in the canonical ensemble using the same number of NIPAM oligomers and temperature as in the parent atomistic simulation. The iterative process ends when the ratio of RDFs between the reference and current models is close to one, i.e., when the CG structure has converged to the atomistic one. The degree of convergence can be quantied by evaluating the following L 2 error function: All consecutive IBI iterations without any additional constraints were performed using the same protocol: the initial conguration was equilibrated with a Langevin thermostat at 305 K for 0.5 ns followed by a 2 ns simulation using a NoséHoover thermostat, during which RDFs with excluded 14 interactions were sampled every 1 ps. The integration time step In order to match the slow dynamics of the allatom simulations, we used input friction Table 1 .
Static and dynamic analysis of these systems was performed postsimulation. The mean squared displacement, autocorrelation function of the polymer endtoend vector of all 192 decamers, and autocorrelation functions of certain ABBA dihedrals were determined for AA, CGMD and CGLB systems. The mean squared displacement (MSD) of the chains provides hydrodynamic information at short times and diusion coecients at long times.
The position of the fth monomer along each decamer was used for the mean squared displacement. The mean squared displacement was calculated by
where r(t) is the position of the point of interest (here monomer 5) at time t and r(t + τ )
is the position of the same point along the chain at a later time t + τ . A systemwide MSD was calculated by taking the arithmetic mean of the MSD of all decamers; the operator a 1 takes the mean value of a over all origin times t and all chains in the system.
The endtoend vector e = r 10 (t) − r 1 (t) of each decamer was determined at each time point and the autocorrelation function of the end to end vector was determined by
whereê(t) is the unit endtoend vector of one polymer at time t andê(t + τ ) is the position of the same endtoend vector at a later time t + τ . In the AA system, the coordinates of the rst backbone carbon with a side group and the tenth and nal backbone carbon with a side group were used to dene the endtoend vector of the polymer. In the CGMD and CGLB systems, the rst and tenth backbone (B) beads were used to dene the endtoend vector.
In the dihedral analysis, the ABBA dihedral angles of the middle seven dyads of chains 1 − 8 were recorded and analyzed by:
Since chains 1 − 8 have the same stereochemistry, the data for each backbone dyad torsional angle can be averaged. This is represented by the operator a 2 that takes the mean value of a over all origin times t and all chains 1 − 8. The other groups of chains in the system, 9 − 16 and 17 − 24 have similar behavior and are not shown.
Results and Discussion
We rst present the development of a CG model of NIPAM with implicit solvent using the IBI method and then combine the resulting model with the LB uid model.
IntraMolecular Structure
The intramolecular bonding structure of the CG systems was compared to the AA system.
The potentials for CG bonds were created directly from the bond distributions of the CG beads mapped on to the allatom system and the resulting distributions in the CG simulation correspond closely to the parent simulation. The bond distributions for BB and AB bonds as well as BBB and ABB angles were determined from 5000 snapshots. The results for the 44 %wt system are provided in Figure 2 .
The CG bond structure contains multiple peaks and shoulders. These are the result of atomistic dihedral rotations mapping onto CG bonds and angles; tacticity was averaged over.
The features in the CG bond structure represent multiple atomistic states.
There are two peaks in the distribution of the BB backbonebackbone bond: a main peak at r = 3.25 Å and a minor peak at r = 3.70 Å (Figure 2(a) ). These features are represented in all simulations, but the relative proportions are dierent. The CGMD system closely follows the AAMD distribution. The CGLB simulation with low input friction and dt = 18.9 fs has a slightly weaker major peak and slightly boosted minor peak. These dierences are increasingly pronounced for CGLB with high input friction, dt = 18.9 fs, and CGLB with low input friction, dt = 189 fs. The latter two distributions are also characterized by a broadening of the peaks.
There is a peak and a shoulder in the distribution of the AB sidechainbackbone bond:
a peak at r = 3.45 Å and a shoulder near r = 3.25 Å (Figure 2(c) ). The CGMD and CGLB, low friction, dt = 18.9 fs both show close agreement with the AA system. The CGLB, high friction, dt = 18.9 fs and CGLB, low friction, dt = 189 fs systems show a decreased major peak and boosted shoulder and broadening compared to the AA system.
There is one peak and four shoulders in the distribution of the BBB (backbone) angle:
the peak is at Θ = 1.91 with shoulders near Θ = 1.30, Θ = 1.63, Θ = 2.05, and Θ = 2.42
( Figure 2(b) ). For all CG systems, the small angle shoulders are diminished, the large angle shoulders are boosted, and the peak is shifted to larger Θ = 1.93.
There is one peak and one pronounced shoulder in the distribution of the ABB sidechain backbonebackbone angle bond: the maximum peak is at Θ = 1.91 and the shoulder is near Θ = 2.64 ( Figure 2(d) ). For all CG systems, the peak was shifted to Θ = 1.95.
We investigated the autocorrelation function of the ABBA dihedral angles in order to determine if tacticity was preserved between the AA and CG systems (see Supporting Information). The ACF is a dynamical property, but its result supports the static structure property of tacticity. The dihedral autocorrelation function was dened by Eq. 9. Each curve corresponds to one dyad, and eight chains were included in each autocorrelation function.
The longtime values of the autocorrelation functions for the AA system are positive and therefore the chains in the AA system maintain tacticity.
67 The autocorrelation functions in the CGLB system decay to zero, suggesting the ABBA dihedral angles are uncorrelated at long times and do not maintain tacticity.
Nonbonded pair potentials
In Figure 3 we show the evolution of nonbonded distributions of the CG-beads during IBI 18.9 fs time step were depressed with respect to the AA system. This depression of the RDF was more pronounced in the simulation with lower friction and 189 fs time step. This shows that low friction values, create smaller forces between the CGMD beads and the LB uid which preserves the structure more accurately than high friction values. High friction values may be necessary to match the dynamics to AA systems, however. Larger time steps also lead the system to experience forces further from the minima in the force elds and thus may be less accurate due to weaker sampling. A near 10fold time step with respect to atomistic dynamics was accomplished, while also replacing the explicit solvent with LB.
Having validated the approach for one state point, we now want to test if the same po-21 tentials can be used for a wider range of state points. In using the nonbonded potentials derived above in our PNIPAM CG model, we consider two factors: (i) temperature transferability of the potentials derived at 305 K to 290 K and 320 K, and (ii) concentration transferability of the potentials derived at 44 %wt to 67.7 %wt and 33.5 %wt. Bonded potentials are much stronger compared to thermal energy that these changes in condition have negligible eects. Figure 6 compares the AA results when the potential developed at 305 K and 44 %wt was transferred to T=290 K or T=320 K. There are only weak temperature eects in the AA system with increased height of the rst peak by about 10 % at 320 K and the CG potential results follow this behavior. Figure 7 compares the AA results when the potential developed at 305 K and 67.7 %wt was transferred to T=290 K and T=320 K. AB and BB nonbonded correlations are found in the SI. The diusion coecient is related to the slope of the MSD in the linear regime, for lag times greater than the longest relaxation time of the chains, by
where d is the number of spatial dimensions. The diusion coecients were calculated from a least squares t of the slopes of the MSDs and are listed in Table 3 . The closest match to the AA system is the high friction CGLB simulation. Even with a friction value so large that the static behavior is not fully reproduced, 2.244 × 10 −12 kg/s, for the 18.9 fs timestep the diusion coecient is larger than the AA system by a factor of 4.2.
The MSD of the central monomers of decamers for the AAMD 67 %wt system is provided in Figure 10 . The dynamics is quite slow for this system. At 100 ns, the MSD of the central monomers of the chains is 10 Å
2
. The MSD scales as ∝ τ 1/4 followed by ∝ τ 1/2 and eventually free diusion at ∝ τ 1 , suggestive of a slowdown similar to reptation dynamics.
It
would be surprising to truly observe reptation dynamics at this chain length. The enhanced interactions between the polymer and water atoms, k ij = 1.35, clearly played a role in the slow dynamics, however, it is unclear if the MSD versus τ scaling was also aected. The atoms may have been trapped due to the stronger interactions, particularly the hydrogen bonds. This is in agreement with our earlier atomistic observation that a weaker interaction of the unpolar groups with water leads to more glasslike behavior and slower dynamics.
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In the CG simulations, the direct interaction with water is missing and replaced with a mean eld type interaction. The CGLB MSD data is also provided in Figure 10 . The CGLB data follows the trends of the lower concentration system in terms of scaling regimes and friction.
The endtoend vector autocorrelation functions of the decamers were t to the KohlrauschWilliams-Watts 70 (KWW) stretched exponential function:
where τ KW W is the relaxation time, β is the stretching exponent between 0 and 1, and As the distribution of relaxation times broadens, β decreases. The t is described in Table 3 . The β values for the three CG systems agree very well, but the β value for the AA system is lower than the CG systems by about 0.3 indicating a wider distribution of correlation times. The AA decamer has 19 carboncarbon bonds along the backbone, whereas the CG decamer has 9 BB bonds and signicantly fewer degrees of freedom. The data therefore agrees with this concept of a distribution of narrower relaxation times. To probe any mapping eects on endtoend vector autocorrelation, the endtoend vector of the decamers with CG beads mapped onto the AA decamers during the AA simulation were also recorded along with the true AA decamer endtoend vector. The autocorrelation CGmapped AA data and true AA data were identical.
The longest relaxation time τ R of the chains was determined where the autocorrelation function was linear on a semilog plot. This is the decay time of the entire chain. These times are given in Table 3 .
The decay time of the CGLB systems depends on the input friction, and the speedup CGMD system compared to the AA system yielded a factor of 3065. The endtoend ACF of the decamers in the 44 %wt systems are shown in Figure 11 . In this plot, the CG systems were scaled by the ratio between the decay time of the AA system and the respective CG 

Conclusion
We have successfully coarsegrained a system of atactic NIPAM using the Boltzmann inversion technique. The two state points for coarse-graining were 44 %wt and 67.7 %wt in water at T = 305 K. The nonbonded interactions were calculated using IBI, and the bonded interactions were calculated via a single Boltzmann inversion. These two potentials were coupled to an LB uid, marking the rst time a structurally coarsegrained chemical has been coupled to LB. The static properties of the system were preserved in the transfer from an all-atom system to a coarsegrained system with NoseHoover thermostat and barostat to the coarse-grained system coupled to LB. Time steps as high as 189 fs were possible in the CG-LB system. The speedup was accomplished through a combination of softer potentials plus a relaxation of the uid which has a time scaling eect. The potential may be extended by considering tacticity when analyzing bond lengths, angles, and dihedrals. That would increase the workload somewhat as the dierent dyads would need to be analyzed separately.
The purpose of the LB uid in these simulations was to replace explicit water with a fast hydrodynamic solver. To the issue of speed, simulation times of 200 µs per day were accomplished on sixteen CPU cores plus one GPU, the latter of which handled the LB computation. To the matter of hydrodynamics, the polymers were not long enough to see complex polymer behavior such as Zimm, Rouse, or reptation dynamics. We were able to realize a system with diusivity values of chains within an order of magnitude of the AA system by adjusting the friction to large values relative to the time step. We are currently running simulations at the same state points with longer chains to observe higher order polymer behavior. The tuneable parameter of LB friction modied the magnitude of the dependence on time while preserving the time scaling properties of mean squared displacement and endtoend vector autocorrelation. Ideally, the friction should be tuned to experimental data to realize exact matching of the dynamical observables between the physical and computational systems. If slow dynamics are desired and high friction values are thus applied the structure may become compromised and due care should be taken. Still the technique allows a signicant speedup with a very good compromise between correct statics and long time dynamics.
