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Abstract
In this article, we consider the regularity of the solution of
du(t, x) = (∆ α2 u(t, x)+ f (t, x))dt +
m
i=1
gi (t, x)dwit , u(0, x) = u0(x).
We adopt the framework given in some works of Krylov which are related to the theory of stochastic partial
differential equations with the Laplace operator. We construct the important estimates for the theory and
prove regularity theorems using them.
c⃝ 2012 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. The meaning of our model
A fractional Laplacian operator can be used in describing a diffusive behavior. For instance,
let us consider
∂t u(t, x) = ∆ α2 u(t, x), u(0, x) = δ0(x), (1.1)
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where δ0 is the Dirac delta mass concentrated at 0. We define the fractional Laplacian operator
∆
α
2 = ∆
α
2
x , α ∈ (0, 2] by
∆
α
2 f (x) := the inverse Fourier transform of − (2π)α|ξ |αF( f )(ξ)
with F( f )(ξ) = f (ξ) = Rn e−2π iξ ·x f (x) dx , the Fourier transform of f . The solution of (1.1)
depicts a diffusion of the Dirac mass which located at 0 when t = 1. For instance, if α = 1, the
solution is
p1(t, x) =
Γ

n+1
2

π
n+1
2
t
(t2 + |x |2) n+12
, t > 0 (1.2)
and if α = 2, the solution is
p2(t, x) = 1
(4π t)
n
2
e−
|x |2
4t , t > 0. (1.3)
For each t > 0, (1.2) is a Cauchy distribution and (1.3) is a Gaussian distribution; these are
important distributions in physics. As t goes to infinity, both p1 and p2 get flat, meaning that the
mass 1 diffuses in Rn . However, the diffusion manners are different. In particular the case α = 2
corresponds to heat diffusion.
Remark 1.1. 1. The definition of ∆
α
2 is inspired by p. 76 of [6]. From the definition we
have F(∆ α2 f )(ξ) = −(2π)α|ξ |α f (ξ) and, when α = 2, this is consistent with the fact
F(∆ f )(ξ) = F(ni=1 ∂i i f )(ξ) = −4π2|ξ |2 f (ξ).
2. Another known way of defining the operator ∆
α
2 for α ∈ (0, 1) is the following:
(−∆) α2 f (x) = cα,n

Rn
f (x)− f (y)
|x − y|n+α dy
with some constant cα,n (see, for instance [3]). We use this definition in step 3 of the proof of
Lemma 3.7 below. 
When the external source is present and the initial distribution is not concentrated at one point,
the diffusion becomes complicated. Our question is the smoothness of the distributions varying
on time. Precisely, we study the regularity of the solution u of
∂t u(t, x) = ∆ α2 u(t, x)+ h(t, x), u(0, x) = u0(x). (1.4)
As we allow h to be random, let us specify (1.4) by
∂t u(t, x) = ∆ α2 u(t, x)+ f (t, x)+
m
i=1
gi (t, x)w˙it , u(0, x) = u0(x), (1.5)
where {wit : i = 1, 2, . . . ,m} is a set of independent one-dimensional Brownian motions and we
allow f, g = (g1, . . . , gm) to be random; f = f (ω, t, x), g = g(ω, t, x). The formal derivative
w˙it = ∂w
i
t
∂t of w
i
t gives us a white noise process, but the derivative of w
i is not mathematically
legal and we use the integral form of (1.5):
du(t, x) = (∆ α2 u(t, x)+ f (t, x))dt +
m
i=1
gi (t, x)dwit , u(0, x) = u0(x), (1.6)
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meaning that
u(t, x) = u0(x)+
 t
0
(∆
α
2 u(s, x)+ f (s, x))ds +
m
i=1
 t
0
gi (s, x)dwis .
1.2. The stochastic function spaces
To state the main results clearly we explain our function spaces in this subsection. Recall that
any solution of (1.6) is defined on Ω × [0,∞)× Rn .
Let (Ω ,G, P) be a complete probability spaces, {Gt , t ≥ 0} be an increasing right-continuous
filtration of σ -fields Gt ⊂ G containing all P-null subsets of Ω . Let {wit : i = 1, 2, . . . ,m} be a
family of independent one-dimensional Gt -adapted Wiener processes defined on (Ω ,G, P). We
denote the mathematical expectation of a random variable X = X (ω), ω ∈ Ω by E[X ] or E X .
Let 1 ≤ p <∞ and k ∈ R. First of all, we briefly describe the spaces of Bessel potentials. Let
S(Rn) be the Schwartz space in Rn , i.e., the function space of all infinitely differentiable func-
tions that are rapidly decreasing at infinity along with all partial derivatives. Also, we let D(Rn)
denote the space of the tempered distributions; the dual of S(Rn). Define the operator (1−∆) k2 by
(1−∆) k2 f (x) := the inverse Fourier transform of (1+ 4π2|ξ |2) k2 f (ξ)
and the spaces
L p(Rn) =

f : Rn → R|∥ f ∥p :=

Rn
| f |p
 1
p
<∞

,
H kp(R
n) = { f ∈ D(Rn)|(1−∆) k2 f ∈ L p(Rn)},
L p(Rn;Rm) = {g = (g1, g2, . . . , gm)|gi ∈ L p(Rn)},
H kp(R
n;Rm) = {g = (g1, g2, . . . , gm)|gi ∈ D(Rn), (1−∆) k2 gi ∈ L p(Rn)}.
The norms are given by
∥ f ∥H kp(Rn) := ∥(1−∆)
k
2 f ∥L p(Rn),
∥g∥L p(Rn;Rm ) := ∥|g|∥L p(Rn), ∥g∥H kp(Rn;Rm ) := ∥|(1−∆)
k
2 g|∥L p(Rn),
where |g| := (mi=1 |gi |2)1/2. We denote H0p(Rn) = L p(Rn) and H0p(Rn;Rm) = L p(Rn;Rm).
Moreover, if k ≥ 0, then a distribution f ∈ H kp(Rn) can be considered as a function. For u ∈ H kp
and φ ∈ C∞0 (Rn) we have
(u, φ) = ((1−∆)k/2u, (1−∆)−k/2φ),
where the right hand side is a usual integral and one can define (u, φ) for φ in S(Rn) (see [7]).
We also need Besov spaces. Consider any fixed φ ∈ S(Rn) such that φˆ satisfies φˆ(ξ) > 0 on
1
2 < |ξ | < 2, φˆ(ξ) = 0 elsewhere, and
∞
j=−∞ φˆ(2− jξ) = 1 for ξ ≠ 0. We define φ j and ψ in
the way that their Fourier transforms are given byφ j (ξ) = φ(2− jξ) ( j = 0,±1,±2, . . .)
ψ(ξ) = 1− ∞
j=1
φ(2− jξ). (1.7)
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For k ∈ R we define the Besov space Bkp(Rn)(= Bkp,p(Rn)) by
Bkp(R
n) =
 f ∈ D(Rn) | ∥ f ∥Bkp := ∥ψ ∗ f ∥L p +
 ∞
j=1
(2k j∥φ j ∗ f ∥L p )p
 1
p
<∞
 ,
where ∗ is the convolution in Rn . The space Bkp(Rn;Rm) is similarly defined.
For the rest of this article we fix T ∈ (0,∞). Using the spaces mentioned above, we define
the following stochastic function spaces
Hkp(T ) = L p(Ω × (0, T ],P, H kp(Rn)),
Hkp(T,R
m) = L p(Ω × (0, T ],P, H kp(Rn;Rm)),
Bkp(T ) = L p(Ω × (0, T ],P, Bkp(Rn)),
Bkp(T,R
m) = L p(Ω × (0, T ],P, Bkp(Rn;Rm)),
where P is the predictable σ -algebra with respect to {Gt , t ≥ 0} (see, for instance, [4]) and
Hkp(T ) =

f : Ω × (0, T ] → D(Rn) | E
 T
0
∥ f (s, ·)∥p
H kp(Rn)
ds <∞

,
Hkp(T,R
m)
=

g = (g1, g2, . . . , gm) | gi ∈ Hkp(T ), E
 T
0
∥g(s, ·)∥p
H kp(Rn;Rm )ds <∞

,
Bkp(T ) =

f : Ω × (0, T ] → D(Rn) | E
 T
0
∥ f (s, ·)∥p
Bkp(Rn)
ds <∞

,
Bkp(T,R
m)
=

g = (g1, g2, . . . , gm) | gi ∈ Bkp(T ), E
 T
0
∥g(s, ·)∥p
Bkp(Rn;Rm )ds <∞

with norms
∥ f ∥Hkp(T ) =

E
 T
0
∥ f (s, ·)∥p
H kp(Rn)
ds
 1
p
,
∥g∥Hkp(T,Rm ) =

E
 T
0
∥g(s, ·)∥p
H kp(Rn;Rm )ds
 1
p
,
∥ f ∥Bkp(T ) =

E
 T
0
∥ f (s, ·)∥p
Bkp(Rn)
ds
 1
p
,
∥g∥Bkp(T,Rm ) =

E
 T
0
∥g(s, ·)∥p
Bkp(Rn;Rm )ds
 1
p
;
we used to suppressing ω in f , or g.
From this point on we assume p ≥ 2 unless otherwise specified; see [8] for the explanation.
The following definition is inspired by Definition 3.1 in [7].
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Definition 1.2. Let k ∈ R, α ∈ (0, 2), and δ ∈ (0, α2 ). For a D(Rn)-valued function u ∈
Hk+αp (T ) (u ∈ Bk+αp (T ) resp.), we write u ∈ Hk,α,δp (T ) (u ∈ Bk+αp (T ) resp.) if u(0, ·) ∈
L p(Ω ,F0, B
k+α− αp
p (Rn)) and there exist f˜ ∈ Hkp(T ) ( f˜ ∈ Bkp(T ) resp.), g ∈ Hk+
α
2+δ
p (T,Rm)
(g ∈ Bk+
α
2
p (T,Rm) resp.) such that for any φ ∈ C∞0 (Rn) the equality
(u(t, ·), φ) = (u(0, ·), φ)+
 t
0
( f˜ (s, ·), φ)ds +
m
i=1
 t
0
(gi (s, ·), φ)dwis
holds for all t ≤ T with probability 1. The norms are defined by
∥u∥Hk,α,δp (T ) = ∥u∥Hk+αp (T ) + ∥ f˜ ∥Hkp(T ) + ∥g∥Hk+ α2 +δp (T,Rm )
+

E∥u(0, ·)∥p
B
k+α− αp
p (Rn)
1/p
, (1.8)
∥u∥Bk+αp (T ) = ∥u∥Bk+αp (T ) + ∥ f˜ ∥Bkp(T ) + ∥g∥Bk+ α2p (T,Rm )
+

E∥u(0, ·)∥p
B
k+α− αp
p (Rn)
1/p
. (1.9)
We also define Hk,α,δp,0 (T ) = {u ∈ Hk,α,δp (T ) | u(0, ·) = 0}, Bk+αp,0 (T ) = {u ∈ Bk+αp (T ) |
u(0, ·) = 0}.
Remark 1.3. 1. We understand the solution of (1.6) in the sense of Definition 1.2 with f˜ =
∆
α
2 u+ f , noting that∆ α2 u =

∆
α
2 (1−∆)− α2

(1−∆) α2 u ∈ Hkp(T ) (or Bkp(T )) as the operator
∆
α
2 (1−∆)− α2 is a bounded operator in L p (see, for instance, p. 133 of [10]).
2. As in the case of Laplace operator, such solutions enjoy the instant smoothing property; for
a.s. ω, u(ω, t, ·) ∈ H k+αp ⊂ Bk+αp (t > 0) meanwhile u(0, ·) ∈ B
k+α− αp
p .
3. In both cases in Definition 1.2 the initial condition belongs to the same space which is based
on a Besov space. 
1.3. The main results
Throughout the paper A . B means A ≤ cB for a constant c > 0 which depends only
on n, α, p, k, T or parts of them. We state two main results using different sets of solution
spaces.
Theorem 1.4. Let α ∈ (0, 2), δ ∈ (0, α2 ), 2 ≤ p <∞, and k ∈ R. We assume f ∈ Hkp(T ), g ∈
Hk+
α
2+δ
p (T,Rm), u0 ∈ L p(Ω , Bk+α−
α
p
p (Rn)). Then there is a unique solution u of (1.6) in
Hk,α,δp (T ) with the estimate
∥u∥Hk,α,δp (T ) .
E∥u0∥p
B
k+α− αp
p (Rn)
1/p
+ ∥ f ∥Hkp(T ) + ∥g∥Hk+ α2 +δp (T,Rm )
 . (1.10)
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Theorem 1.5. Let α ∈ (0, 2), 2 ≤ p < ∞, and k ∈ R. We assume f ∈ Bkp(T ), g ∈ Bk+
α
2
p
(T,Rm), u0 ∈ L p(Ω , Bk+α−
α
p
p (Rn)). Then there is a unique solution u of (1.6) in Bk+αp (T ) with
the estimate
∥u∥Bk+αp (T ) .
E∥u0∥p
B
k+α− αp
p (Rn)
1/p
+ ∥ f ∥Bkp(T ) + ∥g∥Bk+ α2p (T,Rm )
 . (1.11)
Before we get into the details, we present the motivation of our work. For simplicity let m = 1.
A solution of (1.6) can be found in the following way. Taking Fourier transform (space direction
only) on both sides of (1.6), we have a stochastic differential equation for each ξ ,
duˆ(t, ξ) = (−(2π)α|ξ |α uˆ(t, ξ)+ fˆ (t, ξ))dt + gˆ(t, ξ)dwt .
Putting terms containing uˆ together, we get
d

uˆ(t, ξ) e(2π)
α |ξ |α t = e(2π)α |ξ |α t fˆ (t, ξ)dt + e(2π)α |ξ |α t gˆ(t, ξ)dwt
and hence
uˆ(t, ξ) = e−(2π)α |ξ |α t uˆ0(ξ)+
 t
0
e−(2π)α |ξ |α(t−s) fˆ (s, ξ)ds
+
 t
0
e−(2π)α |ξ |α(t−s)gˆ(s, ξ)dws .
Taking the inverse Fourier transform, we obtain a solution
u(t, x) = (p(t, ·) ∗x u0)(x)+
 t
0
(p(t − s, ·) ∗x f (s, ·))(x)ds
+
 t
0
(p(t − s, ·) ∗x g(s, ·))(x)dws, (1.12)
where p(t, x) is the inverse Fourier transform of e−(2π)α |ξ |α t It>0 and ∗x denotes convolution on
x variable.
We are to find a solution space and spaces for u0, f, g so that the three terms in the right
hand side of (1.12) belong to the solution space and, moreover, u is unique in it. Indeed, we
settled down to use two types of spaces; Theorem 1.4 utilizes the spaces of Bessel potentials and
Theorem 1.5 makes use of Besov spaces.
One of the main point of this paper is the estimation of the third term, the stochastic integral
part, of (1.12) (see Lemmas 3.6 and 3.7). In literature the case α = 2 with the usual Laplace’s
operator was studied by Krylov and the key was to estimate the stochastic part of the solution
(see [7,8]). In this article we find an analogous theory for α ∈ (0, 2) using the methods from
potential theory, harmonic analysis, real (and complex) interpolation and probability; these
methods are quite appropriate in describing the delicate relations between the input datum and the
solution of a problem with a diffusion type stochastic partial differential equations. Nevertheless,
our methods has two downsides: (i) our regularity result is slightly below an optimal one; see
Lemma 3.7 which corresponds to Krylov’s result [8] for the Laplacian case. We acknowledge
that, using a different method, Kim [5] presents an exact counterpart of [8]. (ii) our methods
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does not allow to have infinitely many stochastic terms in (1.6). In particular, in the proof of
Lemma 3.6 below the technique for estimating
E
 T
0

Rn
 t
0
|Tt−s g(s, ·)(x)|2 ds
 p
2
dxdt
is not capable of estimating
E
 T
0

Rn
 ∞
i=1
 t
0
Tt−s gi (s, ·)(x)2 ds
p
2
dxdt.
For this mathematical and rather technical reason we cannot use a cylindrical noise in ℓ2 when
we set the model equation. We used an approximation of the noise.
The rest of the article is organized in the following way. In Section 2 we provide a number of
important lemmas for the main theorems. Then we prove Theorem 1.4 in Section 3, Theorem 1.5
in Section 4.
2. Preliminaries
The following theorem is an analogue of Theorem 3.7 in [7]; the proof is almost identical and
we omit it.
Theorem 2.1. Let α ∈ (0, 2), δ ∈ (0, α2 ), 2 ≤ p < ∞, and k ∈ R. Then the spaces Hk,α,δp (T ),
Hk,α,δp,0 (T ), Bk+αp (T ), Bk+αp,0 (T ) are Banach spaces with estimate
E sup
t≤T
∥u(t, ·)∥p
H kp(Rn)
. ∥u∥pHk,α,δp (T ), E supt≤T ∥u(t, ·)∥
p
Bkp(Rn)
. ∥u∥pBk+αp (T ).
Next, we define p(t, x) as the inverse Fourier transform of e−(2π)α t |ξ |α It>0, meaning
F(p(t, ·))(ξ) = e−(2π)α t |ξ |α It>0.
We call p the transition density of the semigroup of∆
α
2 . The density p is infinitely differentiable
with respect to x since its Fourier transform decays very fast (see [2]). The following lemma
estimates p and the derivatives.
Lemma 2.2. For all (t, x) with t > 0 we have
min

t
|x |n+α , t
− n
α

. p(t, x) . min

t
|x |n+α , t
− n
α

. (2.1)
|x |min

t
|x |n+2+α , t
− n+2
α

.
∂p(t, x)∂xi
 . |x |min t|x |n+2+α , t− n+2α

. (2.2)∂2 p(t, x)∂xi∂x j
 . min t|x |n+2+α , t− n+2α

. (2.3)
Proof. The proofs of (2.1) and (2.2) are in [2] and we just prove (2.3). By the proof of Lemma 5
in [2] (or (1.2) when α = 1) we have
∂p(t, x)
∂xi
= −2πxi pn+2(t, x˜), (2.4)
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where x˜ ∈ Rn+2 satisfies |x˜ | = |x | and pn+2(t, x˜) is the transition density of semigroup of ∆ α2
with the space dimension n + 2. Similarly, we obtain
∂2 p(t, x)
∂xi∂x j
= −2πδi j pn+2(t, x˜)+ 4π2xi x j pn+4(t, x¯), (2.5)
where x¯ ∈ Rn+4 satisfies |x¯ | = |x | and pn+4(t, x¯) is the transition density of semigroup of ∆ α2
with the space dimension n + 4. Now, (2.1), (2.5), and the consideration on the cases t ≥ |x |α ,
t < |x |α imply (2.3). 
Definition 2.3. We say that m ∈ D(Rn) is L p(Rn)-multiplier if
∥F−1(m fˆ )∥L p(Rn) ≤ M∥ f ∥L p(Rn) (2.6)
for all f ∈ S(Rn), where F−1( f ) is the inverse Fourier transform of f . We call the minimal
constant M satisfying (2.6) L p(Rn)-multiplier norm of m. One can define L p(Rn+1)-multiplier
similarly.
We prepare two lemmas for multipliers.
Lemma 2.4. Let p ∈ (1,∞). Then m(τ, ξ) = |ξ |α2π iτ+|ξ |α is L p(Rn+1)-multiplier, i.e.,
Rn+1
|F−1n+1(m(τ, ξ)Fn+1( f ))(t, x)|pdxdt .

Rn+1
| f (t, x)|pdxdt,
where Fn+1(F−1n+1 resp.) is the Fourier transform operator (the inverse Fourier transform
operator resp.) with space dimension n + 1.
Proof. We just verify the main condition of Theorem 4.6´ in p. 109 of [10]. Let β := (β1, β2,
. . . , βn+1) with βi ∈ {0, 1}. Given ξ = (ξ1, ξ2, . . . , ξn) we define ξβ = (β1ξ1, β2ξ2, . . . , βnξn).
For γ = (γ1, γ2, . . . , γn+1) with γi ∈ {0, 1} we denote γ ≤ β if γi ≤ βi for all i .
Case 1: βn+1 = 0. Without loss of generality we assume β1, β2, . . . , βl = 1 and βi = 0 for
l + 1 ≤ i ≤ n. Then we have
∂ |β|
∂ξβ
m(τ, ξ) =

γ≤β
∂ |γ |
∂ξγ
|ξ |α ∂
|β−γ |
∂ξβ−γ

1
(2π iτ + |ξ |α)

.
Note that∂ |γ |∂ξγ |ξ |α
 . |ξ |α−2|γ ||ξγ |,∂ |β−γ |∂ξβ−γ 1(2π iτ + |ξ |α)
 . |ξ |−α−2|β−γ ||ξβ−γ |,
where ξγ = ξγ11 ξγ22 · · · ξγnn . Hence, for any dyadic rectangle A =

1≤i≤l [2ki , 2ki+1] we receive
A
∂ |β|∂ξβ m(τ, ξ)
 dξβ . 
A
|ξ |−2l |ξβ |dξβ
.

|ξ ′β |2 + 22k1 + 22k2 + · · · + 22kl
−|β| · 22(k1+k2+···+kl ),
where ξ ′β = (0, . . . , ξl+1, . . . , ξn); the last expression is bounded.
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Case 2: βn+1 = 1. This case follows similarly. 
Remark 2.5. Repeating the proof of Lemma 2.4, one can prove that (1+4π
2|ξ |2) β2
1+|ξ |β is a L
p(Rn)-
multiplier for β ∈ (0,∞).
Lemma 2.6. Let p ∈ (1,∞). Take φ in the definition of Besov spaces and define Φ(ξ) =
φˆ(2−1ξ) + φˆ(ξ) + φˆ(2ξ), Φ j (ξ) = Φ(2− jξ), and ρt j (ξ) = Φ j (ξ)e−t |ξ |α for each integer j .
Then ρt j (ξ) is a L p(Rn)-multiplier with the finite norm M(t, j). Moreover for t > 0
M(t, j) . e− 14 t2α j

0≤i≤n
t i 2αi j . e− 18 t2α j . (2.7)
Proof. The L p(Rn)-multiplier norms M(t, j) of ρt j (ξ) is equal to the L p(Rn)-multiplier norm
of ρ′t j (ξ) := Φ(ξ)e−t2
α j |ξ |α (see Theorem 6.1.3 in [1]). Now, we again make use of the Theorem
4.6´ of [10]. As in the proof of Lemma 2.4, we assume β1, β2, . . . , βl = 1 and βi = 0 for
l+1 ≤ i ≤ n, and set β = (β1, β2, . . . , βn). Since supp (Φ) ⊂ {ξ ∈ Rn | 14 < |ξ | < 4}, we have
|Dβξ ρ′t j (ξ)| .

0≤i≤|β|
t i 2αi j e−
1
4 t2
α j
χ 1
4<|ξ |<4(ξ),
where χA is the characteristic function on a set A. Hence, for A =1≤i≤l [2ki , 2ki+1] we receive
A
∂ |β|∂ξβ ρ′t j (ξ)
 dξβ . 
0≤i≤n
t i 2αi j e−
1
4 t2
α j
.
This completes the proof. 
3. Proof of Theorem 1.4
Recall p ∈ [2,∞). For a h ∈ S(Rn) we define an operator Tt h by
Tt h(x) =

Rn
p(t, x − y)h(y)dy (3.1)
and we denote
u1(t, x) := Tt u0(x),
u2(t, x) :=
 t
0
Tt−s f (s, ·)(x) ds, (3.2)
u3(t, x) :=
m
i=1
 t
0
Tt−s gi (s, ·)(x) dwis .
Remark 3.1. As we have seen in Section 1, u := u1 + u2 + u3 is a formal solution of (1.6) and
we are to estimate them.
We prove three lemmas for ui s.
Lemma 3.2. Let k1 ∈ R and u0(ω, ·) ∈ Bk1−
α
p
p (Rn) for any ω ∈ Ω . Then we have T
0
∥u1(ω, t, ·)∥p
H
k1
p (Rn)
dt . ∥u0(ω, ·)∥p
B
k1− αp
p (Rn)
. (3.3)
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Proof. Since Tt (1 − ∆)
k1
2 f = (1 − ∆) k12 Tt f and (1 − ∆)
k1
2 : B−
α
p
p (Rn) → Bk1−
α
p
p (Rn) is an
isometry, we only consider the case k1 = 0. Moreover we may assume that u0(ω, ·) ∈ C∞0 (Rn)
since C∞0 (Rn) is dense in B
− αp
p (Rn).
For the proof we use the fact ψˆ(ξ) +∞j=1 φˆ(2− jξ) = 1, ξ ∈ Rn . We observe that the
following holds:
uˆ1(t, ξ) = ψˆ(ξ)e−t |ξ |α uˆ0(ξ)+
∞
j=1
φ(2− jξ)e−t |ξ |α uˆ0(ξ).
For t > 0 we have
Rn
|u1(t, x)|pdx .

Rn
F−1 e−t |ξ |α ψˆ(ξ)uˆ0 (x)p dx
+

Rn
F−1
 
1≤ j<∞
e−t |ξ |α φˆ j (ξ)uˆ0

(x)

p
dx . (3.4)
The first term on the right-hand side of (3.4) is dominated by
∥ψ ∗ u0∥L p(Rn). (3.5)
Now, we estimate the second term on the right-hand sided of (3.4). We use the facts that
φˆ j = Φ j φˆ j for all j and that Φ j (ξ)e−t |ξ |α s are the L p(Rn)-multipliers with norms M(t, j)
(see Lemma 2.6), where Φ j is defined in Lemma 2.6. Then we divide the sum as
Rn
F−1
 
1≤ j<∞
e−t |ξ |α φˆ j (ξ)uˆ0

p
dx
=

Rn
F−1
 
1≤ j<∞
Φ j (ξ)e−t |ξ |
α
φˆ j (ξ)uˆ0

p
dx
≤
 
2 j≤t− 1α
M(t, j)∥u0 ∗ φ j∥L p

p
+
 
2 j≥t− 1α
M(t, j)∥u0 ∗ φ j∥L p

p
=: I1(t)+ I2(t).
By Lemma 2.6, for t2α j ≤ 1 we have M(t, j) ≤ c. Taking a satisfying − αp < a < 0 and using
Ho¨lder inequality, we have
 T
0
I1(t)dt .
 T
0
 
2 j≤t− 1α
2−
p
p−1 aj

p−1 
2 j≤t− 1α
2paj∥u0 ∗ φ j∥pL p dt
.
 T
0
t
1
α
pa

2 j≤t− 1a
2paj∥u0 ∗ φ j∥pL p dt
.

1≤ j<∞
2paj∥u0 ∗ φ j∥pL p
 2−α j
0
t
1
α
padt
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= c

1≤ j<∞
2−α j∥u0 ∗ φ j∥pL p
for some constant c. Next, we estimate I2. By Lemma 2.6, we have M(t, j) ≤ ce− 18 t2α j ≤
c(t2α j )−m for t2α j ≥ 1 and m > 0. Let us take m and b satisfying b > 0 and−pm+ 1
α
pb+1 < 0.
Then we get
 T
0
I2(t)dt .
 ∞
0
t−pm
 
2 j≥t− 1α
2−
p
p−1 bj

p−1 
2 j≥t− 1α
2pbj 2−pαmj∥u0 ∗ φ j∥pL p dt
.
 ∞
0
t−pm+
1
α
pb

2 j≥t− 1α
2pbj 2−pαmj∥u0 ∗ φ j∥pL p dt
.

1≤ j<∞
2pbj 2−pαmj∥u0 ∗ φ j∥pL p
 ∞
2−α j
t−pm+
1
α
pbdt
= c

1≤ j<∞
2−α j∥u0 ∗ φ j∥pL p
for some constant c. This completes the proof of the lemma. 
Remark 3.3. Real interpolation theory (see, for instance, Theorem 6.4.4 in [1]; our assumption
p ∈ [2,∞) is used) and Lemma 3.2 imply T
0

Rn
∥u1(ω, t, x)∥p
B
k1
p (Rn)
dxdt . ∥u0(ω, ·)∥p
B
k1− αp
p (Rn)
.  (3.6)
Lemma 3.4. Let k2 ∈ R and f (ω, s, ·) ∈ C∞0 (Rn) for any ω ∈ Ω , s > 0. Then for any ω we
have  T
0
∥u2(ω, s, ·)∥p
H
k2+α
p (Rn)
ds . (1+ T )
 T
0
∥ f (ω, s, ·)∥p
H
k2
p (Rn)
ds. (3.7)
Proof. Again we only consider the case k2 = 0. Since (1+4π2|ξ |2)
α
2
1+|ξ |α is L
p(Rn)-multiplier by
Remark 2.5, we have T
0
∥u2(t, ·)∥pHαp (Rn)dt
=
 T
0

Rn
F−1n

(1+ 4π2|ξ |2) α2
1+ |ξ |α

1+ |ξ |αFn(u2)(t, ·) (x)

p
dxdt
.
 T
0

Rn
F−1n (1+ |ξ |α)Fn(u2)(t, ·) (x)p dxdt
.
 T
0
∥u2(t, ·)∥pL p(Rn)dt +
 T
0

Rn
F−1n |ξ |αFn(u2)(t, ·) (x)p dxdt .
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Using Minkowski’s inequality for integrals, we get T
0
∥u2(t, ·)∥pL p(Rn)dt . T p
 T
0
∥ f (·, t)∥pL p(Rn)dt. (3.8)
For the second term of the right-hand side, letting F1 denote the Fourier transform in t . Note that
Fn+1(p)(τ, ξ) = F1(Fn(p)(·, ξ))(τ )
=

R
e−2π iτ tFn(p)(t, ξ)dt = (i2πτ + (2π)α|ξ |α)−1. (3.9)
Define a function f˜ by f˜ (t, x) = f (t, x) for 0 < t < T and f˜ (t, x) = 0 elsewhere. Then we
have  T
0

Rn
F−1n |ξ |αFn(u2)(t, ·) (x)p dxdt
=
 T
0

Rn
F−1n |ξ |α  t
0
Fn(p)(t − s, ξ)Fn( f )(s, ξ)ds

(x)
p dxdt
=
 T
0

Rn
F−1n |ξ |α Fn(p)(·, ξ) ∗1 Fn( f˜ )(·, ξ) (t) (x)p dxdt, (3.10)
where ∗1 means the convolution in t . By (3.9), the integrand of the integral of the last term of
(3.10) is
F−1n

|ξ |α

Fn(p)(·, ξ) ∗1 Fn( f˜ )(·, ξ)

(t)

(x)
= F−1n+1

|ξ |α F1

Fn(p)(·, ξ) ∗1 Fn( f˜ )(·, ξ)

(t, x)
= F−1n+1

|ξ |α · F1(Fn(p)(·, ξ))(τ ) · Fn+1( f˜ )(τ, ξ)

(t, x)
= F−1n+1
 |ξ |α
2π iτ + (2π)α|ξ |αFn+1( f˜ )(τ, ξ)

(t, x).
Hence, (3.10) is bounded by
R

Rn
F−1n+1  |ξ |α2π iτ + (2π)α|ξ |α Fn+1( f˜ )(τ, ξ)

(t, x)
p dxdt.
Applying Lemma 2.4, in fact, Remark 2.5 to the last inequality, we get T
0

Rn
F−1n |ξ |αFn(u2)(t, ·) (x)p dxdt . ∥ f˜ ∥pL p(Rn+1) = ∥ f ∥pL p(Rn×(0,T )). (3.11)
By (3.8) and (3.11), The lemma is proved. 
Remark 3.5. Lemma 3.4 and real interpolation imply T
0
∥u2(ω, s, ·)∥p
B
k2+α
p (Rn)
ds . (1+ T )
 T
0
∥ f (ω, s, ·)∥p
B
k2
p (Rn)
ds.  (3.12)
The following lemma estimates u3.
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Lemma 3.6. Let δ′ ∈ (0, α2 ), k3 ∈ R, and gi (ω, s, ·) ∈ C∞0 (Rn) for any ω ∈ Ω , s > 0. Then we
have
E
 T
0
∥u3(t, ·)∥p
H
k3+δ′
p (Rn)
. E
 T
0
∥g(t, ·)∥p
H
k3
p (Rn;Rm )
dt. (3.13)
To prove Lemma 3.6 we need the following important Lemma; it is analogous to [8] which
plays a fundamental role in Laplacian case.
Lemma 3.7. For δ′ ∈ (0, α2 ), p ∈ [2,∞), and g ∈ L p((0, T )× Rn), T
0

Rn
 t
0
∆ δ′2 Tt−s g(s, ·)(x)2 ds
 p
2
dxdt .
 T
0

Rn
|g(t, x)|pdxdt. (3.14)
Proof. Following the outline of [8], we prove this lemma in seven steps.
1. Let p = 2. In this case, by Plancherel’s theorem, we have T
0

Rn
 t
0
∆ δ′2 Tt−s g(s, ·)(x)2 dsdxdt
=
 T
0

Rn
 t
0
|ξ |2δ′ |Fn(Tt−s g(s, ·))(ξ)|2dsdξdt
≤
 T
0

Rn
 t
0

1+ |ξ |α e−2(t−s)|ξ |α |gˆ(s, ξ)|2dsdξdt
≤ (T + 1/2) ·
 T
0

Rn
|gˆ(s, ξ)|2dξds
= c
 T
0

Rn
|g(s, x)|2dxds
for some constant c.
2. Define an operator P by
Pg(t, x) =
 t
−∞
|∆ δ
′
2 Tt−s g(s, ·)(x)|2ds
 1
2
.
We will show that P : L∞(Rn+1)→ B M O(Rn+1) is a bounded operator; then, by the parabolic
version of Marcinkiewicz interpolation theorem with step 1, we get (3.14) (see [8]). For the
purpose of it, we show that for any parabolic cube Qr = Qr (t0, x0) := (t0, t0+r2)×{x | |x−x0| ≤
r} and g ∈ L∞(Rn+1), there is a constant gQ such that
Qr (t0,x0)
|Pg(t, x)− gQr |2dxdt ≤ c|Qr |, (3.15)
where |Qr | is the Euclidean volume of Qr and c is a positive constant independent of g and Qr .
A shift of the origin shows that we can always take t0 = 0, x0 = 0 in (3.15); furthermore, if we
replace g(t, x) by g(r−2t, r−1x), then without loss of generality we can take r = 1 in (3.15).
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Thus, we let t0 = 0, x0 = 0, r = 1 and Q1(0, 0) =: Q. Also, observe that for t ∈ (0, 1)
Pg(t, x) ≤
 −1
−∞
|∆ δ
′
2 Tt−s g(s, ·)(x)|2ds
 1
2
+
 t
−1
|∆ δ
′
2 Tt−s g(s, ·)(x)|2ds
 1
2
=: P1g(t, x)+ P2g(t, x).
Noting P1g ≤ Pg, it follows that for any constant gQ
|Pg(t, x)− gQ | ≤ |P1g(t, x)− gQ | + |P2g(t, x)|. (3.16)
3. First of all, we estimate

Q |P2g(t, x)|2dxdt . For 0 < t < 1,−1 < s < t , by Remark 1.1,
we have∆ δ′2 Tt−s g(s, ·)(x) . Rn Tt−s g(s, x)− Tt−s g(s, y)|x − y|n+δ′ dy

.

|x−y|≤(t−s)a
|Tt−s g(s, x)− Tt−s g(s, y)|
|x − y|n+δ′ dy
+ 2|cδ|

|x−y|>(t−s)a
|Tt−s g(s, x)− Tt−s g(s, y)|
|x − y|n+δ′ dy
=: (I1 + I2),
where we will decide a later. By Mean Value Theorem, for any y there is ζ on the line between
x and y such that
I1 ≤

|x−y|≤(t−s)a
|∇Tt−s g(s, ζ )|
|x − y|n+δ′−1 dy
≤

|x−y|≤(t−s)a
1
|x − y|n+δ′−1

Rn
|∇ p(t − s, ζ − z)g(s, z)dz|dy
=

|x−y|≤(t−s)a
1
|x − y|n+δ′−1

|ζ−z|≤(t−s) 1α
|∇ p(t − s, ζ − z)g(s, z)|dzdy
+

|x−y|≤(t−s)a
1
|x − y|n+δ′−1

|ζ−z|>(t−s) 1α
|∇ p(t − s, ζ − z)g(s, z)|dzdy, (3.17)
where, by (2.2) of Lemma 2.4, the integral inside the first term of (3.17) is dominated by
|z−ζ |≤(t−s) 1α
(t − s)− n+2α |z − ζ |dz · ∥g(s, ·)∥L∞(Rn) . (t − s)− 1α ∥g(s, ·)∥L∞(Rn)
and moreover the integral inside the second term is dominated by
|ζ−z|>(t−s) 1α
t − s
|ζ − z|n+1+α dz · ∥g(s, ·)∥L∞(Rn) . (t − s)
− 1
α ∥g(s, ·)∥L∞(Rn).
Hence, we get
I1 . (t − s)− 1α (t − s)a(1−δ′)∥g(s, ·)∥L∞(Rn).
On the other hand, since |Tt−s g(s, x)| ≤ ∥g(s, ·)∥L∞(Rn), we have
I2 ≤

|x−y|≥(t−s)a
1
|x − y|n+δ′ dy · ∥g(s, ·)∥L∞(Rn)
= c(t − s)−aδ′ · ∥g(s, ·)∥L∞(Rn).
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Now, taking a satisfying 12δ′ ·
2
α
−1
1
δ′−1
< a < 12δ′ , we get
Q
|P2g(t, x)|2dxdt . ∥g∥2L∞(Rn+1),
where c depends only on n, T, α, δ′. Note that we used the condition δ′ ∈ (0, α2 ) to be able to
choose a.
4. Next, we estimate

Q |P1g(t, x)− gQ |2dxdt via Poincare´ inequality (for instance, see [9]):
Q
|P1g(t, x)− gQ |2dxdt .

Q

|∇x P1g(t, x)|2 + |∂t P1g(t, x)|2

dxdt, (3.18)
where gQ = 1|Q|

Q P1g(s, x)dxds. Two terms in the right hand side of (3.18) are estimated in
steps 5 and 6 separately.
5. Observe∂P1g(t, x)∂xi
 ≤
 −1
−∞
|∆ δ
′
2 Tt−s g(s, ·)(x)|2ds
− 12
×
 −1
−∞
(∆ δ′2 Tt−s g(s, ·)(x))∂xi (∆ δ′2 Tt−s g(s, ·)(x)) ds
≤
 −1
−∞
∂xi ∆ δ′2 Tt−s g(s, ·)(x)2 ds
 1
2
.
We have∂xi∆ δ′2 Tt−s g(s, ·)(x) = ∆ δ′2 ∂xi Tt−s g(s, ·)(x)
.

Rn
|∂i Tt−s g(s, x)− ∂i Tt−s g(s, y)|
|x − y|n+δ′ dy
=

|x−y|≤(t−s)b
+

|x−y|>(t−s)b

= J1 + J2,
where b will be determined later and the abbreviation ∂i stands for the partial derivative to i th
space direction. By Mean Value Theorem, for any y there is ζ between x and y such that
J1 ≤

|x−y|≤(t−s)b
1
|x − y|n+δ′−1

Rn
|∇∂i p(t − s, ζ − z)g(s, z)|dzdy
=

|x−y|≤(t−s)b
1
|x − y|n+δ′−1

|ζ−z|≤(t−s) 1α
|∇∂i p(t − s, ζ − z)g(s, z)|dzdy
+

|x−y|≤(t−s)b
1
|x − y|n+δ′−1

|ζ−z|>(t−s) 1α
|∇∂i p(t − s, ζ − z)g(s, z)|dzdy
and, by (2.2) again
J1 . (t − s)b(1−δ′)(t − s)− 2α ∥g(s, ·)∥L∞(Rn).
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On the other hand, for J2 we have
J2 ≤ |∂xi Tt−s g(s, x)| · (t − s)−bδ
′
+

|x−y|>(t−s)b
1
|x − y|n+δ′
Rn ∂i p(t − s, y − z)g(s, z)dz
 dy.
EstimationsRn ∂i p(t − s, y − z)g(s, z)dz

≤

|y−z|≤(t−s) 1α
|∂i p(t − s, y − z)g(s, z)| dz
+

|y−z|>(t−s) 1α
|∂i p(t − s, y − z)g(s, z)| dz
. ∥g(s, ·)∥L∞(Rn) ·

|y−z|≤(t−s) 1α
|y − z|(t − s)− n+2α dz
+

|y−z|>(t−s) 1α
(t − s)|y − z|−(n+1+α)dz

. (t − s)− 1α ∥g(s, ·)∥L∞(Rn)
and
|∂xi Tt−s g(s, x)| . (t − s)−
1
α ∥g(s, ·)∥L∞(Rn)
imply
J2 . (t − s)−bδ′− 1α ∥g(s, ·)∥L∞(Rn).
Any choice of b satisfying α−22αδ′ < b <
1
2αδ′ · 4−α1
δ′−1
imply
∂P1g(t, x)∂xi
2 . ∥g∥2L∞(Rn+1).
6. As in step 5 we have∂P1g(t, x)∂t
 ≤
 −1
−∞
|∂t∆ δ
′
2 Tt−s g(s, ·)(x)|2ds
 1
2
and ∂t∆ δ′2 Tt−s g(s, ·)(x) = ∆ δ′2 ∂t Tt−s g(s, ·)(x)
.

Rn
|∂t Tt−s g(s, x)− ∂t Tt−s g(s, y)|
|x − y|n+δ′ dy
=

|x−y|≤(t−s)d
+

|x−y|>(t−s)d
= K1 + K2,
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where d will be determined later. As before, we have ζ for any y and
K1 ≤

|x−y|≤(t−s)d
1
|x − y|n+δ′−1

Rn
|∇∂t p(t − s, ζ − z)g(s, z)|dzdy
=

|x−y|≤(t−s)d
1
|x − y|n+δ′−1

|ζ−z|≤(t−s) 1α
|∇∂t p(t − s, ζ − z)g(s, z)|dzdy
+

|x−y|≤(t−s)d
1
|x − y|n+δ′−1

|ζ−z|>(t−s) 1α
|∇∂t p(t − s, ζ − z)g(s, z)|dzdy.
For K1 we observe that p(t, x) = 1
t
n
α
p(1, t− 1α x) has
∂
∂t
p(t, x) = − n
α
t−
n
α
−1 p(1, t−
1
α x)− 1
α
t
n
α
− 1
α
−1
k
xk
∂
∂xk
p(1, t−
1
α x),
∂2
∂xi∂t
p(t, x) = − n
α
t−
n
α
−1− 1
α
∂
∂xi
p(1, t−
1
α x)
− 1
α
t−
n
α
− 1
α
−1 ∂
∂xi
p(1, t−
1
α x)
− 1
α
t−
n
α
− 2
α
−1
k
xk
∂2
∂xk∂xi
p(1, t−
1
α x).
Now, Lemma 2.2 and the consideration on the cases t ≥ |x |α , t < |x |α imply ∂∂t p(t, x)
 . min 1|x |n+α , t− n+αα

, ∂2∂xi∂t p(t, x)
 . min 1|x |n+1+α , t− n+α+1α

and, hence, we get
K1 . (t − s)d(1−δ′)(t − s)− 1+αα ∥g(s, ·)∥L∞(Rn).
On the other hand, we have
K2 =

|x−y|>(t−s)d
|∂t Tt−s g(s, x)− ∂t Tt−s g(s, y)|
|x − y|n+δ′ dy
≤ |∂t Tt−s g(s, x)|(t − s)−dδ′
+

|x−y|≥(t−s)d
1
|x − y|n+δ′

Rn
∂t p(t − s, y − z)g(s, z)dzdy
and the observations like
Rn
∂t p(t − s, y − z)g(s, z)dz =

|y−z|≤(t−s) 1α
∂t p(t − s, y − z)g(s, z)dz
+

|y−z|≥(t−s) 1α
∂t p(t − s, y − z)g(s, z)dz
. ∥g(s, ·)∥L∞(Rn) ·

|y−z|>(t−s) 1α
(t − s)− n+αα dz
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+

|y−z|>(t−s) 1α
|y − z|−(n+α)dz

. (t − s)−1∥g(s, ·)∥L∞(Rn)
lead us to
K2 . (t − s)−dδ′−1∥g(s, ·)∥L∞(Rn).
Taking d which satisfies − 12δ′ < d < 12δ′ · 2+δ
′
α

1
δ′−1
 , we receive
∂P1g(t, x)∂t
 . ∥g∥L∞(Rn+1).
7. Steps 3–6 and (3.16) justify (3.15). The lemma is proved. 
Proof of Lemma 3.6. As in Lemmas 3.2 and 3.4, we only consider the case k3 = 0.
Case 1: m = 1. Note that T
0
∥u3(t, ·)∥pH δ′p (Rn)dt
=
 T
0

Rn
F−1n (1+ 4π2|ξ |2) δ′2  t
0
e−(t−s)|ξ |α gˆ(s, ·)dws

(x)
p dxdt
=
 T
0

Rn
F−1n
 (1+ 4π2|ξ |2) δ′2
1+ |ξ |δ′ (1+ |ξ |
δ′)
×
 t
0
e−(t−s)|ξ |α gˆ(s, ·)dws
 (x)

p
dxdt.
From Lemma 2.4 and Remark 2.5, (1+4π
2|ξ |2) δ
′
2
1+|ξ |δ′ is a L
p(Rn)-multiplier. Hence, for any ω we
have  T
0
∥u3(t, ·)∥pH δ′p (Rn)dt ≤
 T
0

Rn
 t
0
Tt−s g(s, ·)(x)dws
p dxdt
+
 T
0

Rn
∆ δ′2  t
0
Tt−s g(s, ·)(x)dws
p dxdt.
By Burkholder–Davis–Gundy inequality (see pp. 160–163 of [6]) and Minkowski’s inequality
for integral, we get
E
 T
0

Rn
 t
0
Tt−s g(s, ·)(x)dws
p dxdt
. E
 T
0

Rn
 t
0
|Tt−s g(s, ·)(x)|2ds
 p
2
dxdt
= E
 T
0

Rn
 t
0
Rn p(s, y)g(t − s, x − y)dy
2 ds
 p
2
dxdt
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≤ E
 T
0

Rn

Rn
 t
0
|p(s, y)g(t − s, x − y)|2ds
 1
2
dy
p
dxdt
≤ E

Rn
 T
0

Rn
 t
0
|p(s, y)g(t − s, x − y)|2ds
 p
2
dxdt
 1
p
dy

p
≤ E

Rn
 T
0
 T
0

Rn
|p(s, y)g(t − s, x − y)|pdxdt
 2
p
ds
 12 dy

p
=

Rn
 T
0
|p(s, y)|2ds
 1
2
dy
p · E∥g∥pL p(Rn×[0,T ]).
By (2.1), for |y|α < T we have T
0
|p(s, y)|2ds =
 |y|α
0
|p(s, y)|2ds +
 T
|y|α
|p(s, y)|2ds
.
 |y|α
0
s2
|y|2(n+α) ds + c
 T
|y|α
s−
2n
α ds
. 1|y|2n−α ,
and for |y|α ≥ T T
0
|p(s, y)|2ds ≤
 T
0
s2
|y|2(n+α) ds .
1
|y|2(n+α) .
Hence, we get
E
 T
0

Rn
 t
0
Tt−s g(s, ·)(x)dws
p dxdt . E∥g∥pL p(Rn×[0,T ]). (3.19)
Also, another usage of Burkholder–Davis–Gundy inequality and Lemma 3.7 give us
E
 T
0

Rn
 t
0
∆
δ′
2 Tt−s g(s, ·)(x)dws
p dxdt
. E
 T
0

Rn
 t
0
∆ δ′2 Tt−s g(s, ·)(x)2 ds
 p
2
dxdt
. E
 T
0

Rn
|g(s, x)|pdsdxdt.
This handles case m = 1.
Case 2: m ≥ 2. Since |g|p = (mi=1 |gi |2) p2 and mi=1 |gi |p are comparable, (3.13) clearly
holds. 
By superposition argument the next two theorems essentially prove Theorem 1.4. The
following one handles the deterministic case.
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Theorem 3.8. Let k ∈ R, α ∈ (0, 2), and δ ∈ (0, α2 ). Also, let u0 ∈ L p(Ω ,F0, B
k+α− αp
p (Rn)).
Then the Cauchy problem
du(t, x) = ∆ α2 u(t, x)dt, u(0) = u0 (3.20)
has a unique solution in Hk,α,δp (T ) with the estimate
∥u∥Hk,α,δp (T ) .

E∥u0∥p
Bk+α−
α
p
p (Rn)
1/p
. (3.21)
Proof. We only need to consider the case k = 0. Note that u := {Tt u0, t > 0} defined in
(3.1) satisfies (3.20) in the sense of Definition 1.2; {Tt u0, t > 0} is the first part of (1.12), our
solution to the problem (1.6). Moreover (3.21) holds for this u by Lemma 3.2 with k1 = α and
Remark 3.3.
For the uniqueness, we show that any solution u of (3.20) with u0 = 0 is identically
zero. In fact, Sobolev embedding theorem and the fact ∥ · ∥Hn1p ≤ ∥ · ∥Hn2p (n1 ≤ n2) yield
∥u∥H02(T ) <∞, ∥∆
α
2 u∥H02(T ) <∞. Hence, we use Plancherel’s theorem to have
d
dt

1
2
|u(t, x)|2dx =

∆
α
2 u(t, x) u(t, x)dx
= −

(2π)α|ξ |α u˜(t, ξ) u˜(t, ξ)dξ
= −(2π)α

|ξ |α|u˜(t, ξ)|2dξ.
This implies ddt
 1
2 u
2(t, x)dx ≤ 0 and  12 |u(t, x)|2dx =  12 |u(0, x)|2dx = 0 for t > 0. The
theorem is proved. 
The following theorem resembles Theorem 4.2 in [7] and we use the same outline of its proof.
Theorem 3.9. Under the conditions of Theorem 1.4 with u0 ≡ 0 the Eq. (1.6) has a unique
solution u in Hk,α,δp (T ) with the estimate
∥u∥Hk,α,δp (T ) .

∥ f ∥Hkp(T ) + ∥g∥Hk+ α2 +δp (T,Rm )

.
Proof. We only consider the case k = 0. In this proof we just emphasize the parts which are
essentially different from the ones in the proof of Theorem 4.2 of [7], the rest will be brief.
1. First, we consider the case
f (ω, t, x) =
N
j=1
I(|τ j−1,τ j |](ω, t) f j (x),
gi (ω, t, x) =
N
j=1
I(|τ j−1,τ j |](ω, t)gi j (x), i = 1, . . . ,m,
where N < ∞, τ j are bounded stopping times with τ j ≤ T and τ j−1 ≤ τ j , (|τ j−1, τ j |] :=
{(ω, t) | τ j−1(ω) < t ≤ τ j (ω)}, and f j , gi j ∈ C∞0 (Rn).
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Set
v(t, x) =
m
i=1
 t
0
gi (s, x)dwis
and
u(t, x) = v(t, x)+
 t
0
Tt−s[∆ α2 v + f ](s, ·)(x)ds, t > 0, (3.22)
where we recall that T·s are the operators related to ∆
α
2 . Then u − v =: h satisfies
dh = (∆ α2 h +∆ α2 v + f )dt
in the sense of Definition 1.2 and the first part of Remark 1.3. This means
du = (∆ α2 u + f )dt + dv =

∆
α
2 u + f

dt +
m
i=1
gi dwit .
Hence, we only need to estimate ∥u∥H0,α,δp (T ) for this u in (3.22). To do this we decompose it into t
0
Tt−s f (s, ·)(x)ds +

v(t, x)+
 t
0
Tt−s∆
α
2 v(s, ·)(x)ds

. (3.23)
Using ∂t Tt = ∆ α2 Tt and stochastic Fubini theorem, we observe that
v(t, x)+
 t
0
Tt−s∆
α
2 v(s, ·)(x)ds = v(t, x)+
m
i=1
 t
0

Tt−s
 s
0
∆
α
2 gi (r, x)dwir

ds
= v(t, x)−
m
i=1
 t
0
 t
r
d
ds
Tt−s gi (r, x)ds dwir
= v(t, x)− v(t, x)+
m
i=1
 t
0
Tt−r gi (r, x)dwir .
Thus (3.23) is, in fact, u2 + u3 according to the notation in (3.2). Now, Lemma 3.4 with k2 = 0
and Lemma 3.6 with k3 = α2 + δ, δ′ = α2 − δ imply
∥u∥Hαp(T ), ∥u∥H0,α,δp (T ) .

∥ f ∥H0p(T ) + ∥g∥H α2 +δp (T,Rm )

.
The uniqueness follows by Theorem 3.8.
2. General case of f and gi s can be handled in the same way done in [7], using Theorem 2.1.
The Theorem is proved. 
Proof of Theorem 1.4. Let v be the solution of Theorem 3.8 and w be the solution of
Theorem 3.9. Then u := v + w is a solution of (1.6) with the estimate (1.11). Uniqueness
again follows Theorem 3.8. The theorem is proved. 
4. Proof of Theorem 1.5
We proceed as in Section 3. It turns out that the main difference is to construct three lemmas
similar to Lemmas 3.2, 3.4 and 3.6. However, Remarks 3.3 and 3.5 handle the first two and hence
we just prove the following Lemma which corresponds to Lemma 3.6.
T. Chang, K. Lee / Stochastic Processes and their Applications 122 (2012) 3288–3311 3309
Lemma 4.1. Let k3 ∈ R, and g ∈ Bk3p (Rn;Rm). Then we have
E
 T
0
∥u3(t, ·)∥p
B
k3+ α2
p (Rn)
dt . E
 T
0
∥g(t, ·)∥p
B
k3
p (Rn;Rm )
dt. (4.1)
To prove Lemma 4.1, we need the following lemma:
Lemma 4.2. For f ∈ C∞((0, T )), we define the operator by
S f (t) =
 t
0
e−
1
8 (t−s)2α j f (s)ds, 0 ≤ t ≤ T .
Then, S : Lq(0, T )→ Lq(0, T ), 1 ≤ q ≤ ∞ is bounded operator and
∥S f ∥Lq (0,T ) ≤ 8 · 2−α j∥ f ∥Lq (0,T )
Proof. We use the interpolation theorem. If q = 1, then T
0
 t
0
e−
1
8 (t−s)2α j f (s)ds
 dt ≤  T
0
| f (s)|
 T
s
e−
1
8 (t−s)2α j dtds
=
 T
0
8 · 2−α j (1− e− 18 (T−s)2α j )| f (s)|ds
≤ 8 · 2−α j
 T
0
| f (s)|ds.
And, if q = ∞, then
sup
0≤t≤T
 t
0
e−
1
8 (t−s)2α j f (s)ds
 ≤ ∥ f ∥L∞(0,T ) sup
0≤t≤T
 t
0
e−
1
8 (t−s)2α j ds
≤ 8 · 2−α j∥ f ∥L∞(0,T ).
Hence, by the Riesz–Thorin interpolation theorem (see Theorem 1.1.1 in [1]), the lemma is
proved. 
Proof. For simplicity we assume that m = 1. As before we let k3 = 0. To prove Lemma 4.1, it
suffices to show
E
 T
0
∥u3(t, ·) ∗ ψ∥pL p(Rn)dt . E
 T
0
∥g(t, ·) ∗ ψ∥pL p(Rn)dt, (4.2)
E
 T
0
2
α
2 j p∥u3(t, ·) ∗ φ j∥pL p(Rn)dt . E
 T
0
∥g(t, ·) ∗ φ j∥pL p(Rn)dt,
j = 1, 2, . . . , (4.3)
where ψ and φ j are defined in Section 2. Note that φˆ j = φˆ jΦ j for j ≥ 1; the function
Φ j are defined in Lemma 2.6. Also, we note ψˆ = ψˆΨ , where Ψ is defined in the way that
Ψ(ξ) = ψ(ξ)+ φ(2−1ξ).
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We prove (4.3); the proof of (4.2) is similar. For j ≥ 1, we have
E
 T
0
∥u3(t, ·) ∗ φ j∥pL p(Rn)dt
= E
 T
0

Rn
 t
0
F−1

e−(t−s)|ξ |α gˆ(s, ξ)φˆ(2− jξ)Φ j (ξ)

(x)dws
p dxdt. (4.4)
By Burkholder–Davis–Gundy inequality, Minkowski’s inequality for integrals and Lemma 2.6
for each ω, (4.4) is dominated by
E
 T
0

Rn
 t
0
F−1 e−(t−s)|ξ |α gˆ(s, ξ)φˆ(2− jξ)Φ j (ξ) (x)2 ds p2 dx dt
≤ E
 T
0
 t
0

Rn
F−1 e−(t−s)|ξ |α gˆ(s, ξ)φˆ(2− jξ)Φ j (ξ) (x)p dx 2p ds
p
2
dt
. E
 T
0
 t
0
e−
1
8 (t−s)2α j ∥g(s, ·) ∗ φ j∥2L p(Rn)ds
 p
2
dt. (4.5)
Since p ≥ 2, by Lemma 4.2, we get
E
 T
0
∥u3(t, ·) ∗ φ j∥pL p(Rn)dt . 2−
p
2 α j E
 T
0
∥g(s, ·) ∗ φ j∥pL p(Rn)ds.
Hence, we proved (4.3) and with (4.2) we proved Lemma 4.1. 
Remark 4.3. As Lemma 3.4 is used in the proof of Theorem 3.9, Lemma 4.1 with k3 = k + α2
is to be used.
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