Abstract: This paper presents a model for predicting the next-day energy production of a photovoltaic solar plant. The model is capable of forecasting the next-day production profile of such a system, merely by using the information obtained from the plant itself and the solar global radiation values for the previous operation days. This prediction is key in many photovoltaic systems in order to interact with conventional electrical grids. For example, Spanish legislation requires this type of information for large photovoltaic plants. In fact, the deviations from the predicted values are financially penalized. A three-stage procedure is used to build the model, which is capable of learning specific information about each facility and of using this information to fit the prediction. This model binds the use of regression techniques and the use of a special type of probabilistic finite automata developed from machine learning. The energy prediction yearly error is less that 20 percent which is a significant improvement over previous proposed models, whose errors are around 25 percent.
Introduction
Process forecasting has become a key tool in many areas, such as competitive electricity or economic markets. In the short term, forecasting the expected values of certain variables can be an important tool for optimal systems management and to decide on the best operation strategies. Forecasting energy production by large plants has thus become a requirement in competitive electricity markets. In the short term, expected produced energy can help producers to achieve optimal management and can also help to implement efficient operation strategies based on the best way of interacting with conventional grid. For example, since 1998, the Spanish electricity market has moved from a centralized operational approach to a competitive on. It encourages the deployment of solar plants with a financial penalty for incorrect prediction of solar yields for the next day. In this global market, energy generated by these systems for the grid needs to be predicted as accurately as possible in order to ensure that solar energy systems are truly penetrated in the electricity market. Forecast regarding energy production is necessary to manage and schedule electricity grids. This prediction will facilitate the use of these systems as distributed generators in grid connected photovoltaic systems. Estimating the energy generated by solar plants is difficult mainly due to its dependence on meteorological variables, such as solar radiation and temperature. In fact, photovoltaic production prediction is mainly based on global solar irradiation forecasts. The behavior of this variable can change quite dramatically on different days, even on consecutive days. This is because global solar radiation is not a deterministic variable due to the climatic conditions. Although the extraterrestrial solar irradiation -defined as the solar irradiation that reaches the extra atmospheric zones of the earth-is deterministic, once this irradiation penetrates in the atmosphere, different variable phenomena come into play and only a fraction of the extraterrestrial solar irradiation therefore reaches the surface of the earth. This fraction is known as solar global radiation. These phenomena include the presence of clouds in the atmosphere that can significantly reduce the solar irradiation reaching the earth. Accurately forecasting the energy generated by these systems is difficult as solar radiation is the energy source of solar systems.
In general, a wide range of statistical and artificial intelligence techniques have been developed for process forecasting. Statistical time series methods are based on the assumption that the data have an internal structure that can be identify by using simple and partial autocorrelation, [1] , [2] , [3] , [4] . Time series forecasting methods detect and explore such a structure. In particular, ARMA (autoregressive moving average), ARIMA (autoregressive integrated moving average) models have been widely used. Artificial intelligence techniques and, in general, machine learning models have been also used for process forecasting, [5] , [6] , [7] , [8] , [9] . Different approaches have likewise been specifically developed for forecasting global solar irradiation, [10] , [11] , [12] , [13] , [14] .
We propose a model that is capable of learning the important facts in the prediction of photovoltaic plants energy production. A new approach based on the use of probabilistic finite automata and multivariate regression analysis is proposed here for short-term forecasting of the production of solar plants. The forecasting model is built in three stages and has been previously used for short-term forecasting of hourly global solar radiation, [15] , [16] . The first and second stages of the procedure are used to identify and capture the significant information for predicting the production of a photovoltaic plant and to build the model using this information. In the first stage, the most significant independent variables are selected by using a multivariate regression analysis. In the second stage, probabilistic finite automata are built using the significant variables obtained in the first stage. The next values of the dependent variable are predicted using an algorithm for short term forecasting which is based on the information stored in the built model. In the third stage, the next-day solar energy production forecasting is calculated using the estimates values in the second step and the parameters of each solar photovoltaic plant. The methodology and the proposed model are described in the second section. In the third section, the results obtained when the model is used for next-day energy production forecasting in photovoltaic plants are presented. The conclusions of the paper are presented in the last section.
Methodology
This paper seeks to propose a model for forecasting next-day energy production in grid connected photovoltaic plants. The model is based on the model developed for short-term forecasting of hourly global solar radiation described in [15] . We propose the use of several independent variables to build the model; these variables are usually available in large photovoltaic solar plants: irradiation values and temperature. Moreover, specific parameters of the plant, such as power installed, orientation and tilt of the panel arrays, have been included in the final model. The model is built in three stages.
In the first stage, statistical techniques are used to determine the most significant information among the independent variables used. Using this information, the data are divided into different groups and for each group the new significant variables are determined. In the second stage, a special type of probabilistic finite automata is built for each group taking into account the significant variables of the group. In the third stage, the model of prediction is used for forecasting the energy produced by the photovoltaic solar plants for the next day.
The mathematical model proposed to store the information contained in solar irradiance is based on the use of a special type of probabilistic finite automata (PFA). The use of this mathematical model is envisaged to select both the most meaningful information included in a stationary continuous time series and the information obtained from other sources. A detailed description of this model can be found in [15] . The power generated at the output of the inverter, P AC can be estimated using the expression:
where, η inv is the efficiency of the inverter, P m STC is the power generated by the photovoltaic generator in standard conditions of radiation and temperature (1000W/m 2 , 25ºC), G βt is the global irradiance on the surface of the modules (W/m 2 ) -β is the inclination of the modules, γ is the temperature coefficient of P m , and T mod,t is the module temperature. In the case of monocrystalline silicon, the value of the coefficient γ is 0.48%/ºC (these type of modules are used in all the facilities analyzed).
The irradiance on the surface of the modules is the most difficult parameter to estimate using Eq.(1). Moreover, this parameter presents a seasonal trend due to the changes in the relative sun-earth position. Using the values of clearness index is proposed to remove this seasonal trend. This parameter is estimated using the following expression:
where G t is the global irradiance (Wh/m2) at time t and G 0,t is the extraterrestrial solar irradiance at time t (Wh/m2); the expression for estimating G 0,t can be found in [17] .
First stage
In the first stage, the following linear regression model is estimated using ordinary least squares :
where t means time, d means day and S i , i=1,2,3, are three dummy variables to represent the season to which the observation k t,d belong (only three dummy variables are used to avoid multicollinearity problems). Among these independent variables, the most significant variable for predicting the next value of clearness index is used for splitting the observation into G groups. For each one of these groups, the Eq. (3) is again estimated to determine the significant variables of the group.
Second stage
For the observations of each group, a special type of probabilistic finite automata is built using the significant variables of the group. The continuous variables need to be discretized to use this model. A static discretization method has been used. The range of each continuous variable has been divided into q equals intervals. Several values of q have been proved for each group in order to select the best discretization, taking into account the performance of the probabilistic finite automata in the short-term forecasting of clearness index. The proportional mean prediction error (PMPE) has therefore been estimated, i.e.
where N are the number of observations in each group and k t,d * is the predicted value of clearness index.
Third stage
In the third stage, the values of solar irradiance G t are estimated from the values of clearness index predicted using the PFAs built in the second stage. With these values, the power generated at the output of the inverter is estimated using the Eq. (1). For evaluating the model, the mean prediction error for these values has been estimated, i.e.:
Data
The data used have been recorded from four photovoltaic plants installed in different Spanish locations. The data used for these facilities are the following: power generated at the inverter output, irradiance on the surface of the modules and modules temperature. Moreover, the season to which each observation belongs has been included. Table 1 sets out a summary of the characteristics of each facility. 
Results
In the first stage, the linear regression model, Eq. (3), has been estimated using the ordinary least square (OLS) for the data of each location. In all cases, the most significant variable proves to be k t,d-1 , that is the clearness index for the same hour at the previous day (significance level=0.05).
Using this variable, the observations of each location have been split into 5 different groups depending on the value of this variable. The model, Eq. (3), has been estimated by OLS for each group. Table 2 summarizes the significant variables for each group, taking into account the values of the t-statistic for a significance level of 0.05, for Location 3. As can be observed, these variables differ depending on the group. This result is similar for all locations. 
A probabilistic finite automata (PFA) has been built for each location and group of observations using the significant variables and the procedure described in [15] . Using these PFAs, the values of clearness index have been estimated. The values of irradiance at the surface of the modules are also obtained using these estimates and the Eq.(2) . Finally, Eq. (1) is used to calculate the power generated at the inverter output for each instant and the daily profiles are also obtained. The mean prediction error has been estimated using Eq.(5) for the power generated at the output of the inverter for each location. These values are reported in Table 3 . 
Conclusions
We have developed a model to predict the energy that a photovoltaic solar plant will produce for the next day. This model only uses the information obtained in the own plant and the values of solar global radiation for the previous operation days. A three stage procedure was used to build the model. The model is estimated using the data from each facility and is capable of learning specific information about each facility and of using this information to fit the predictions.
This model binds the use of regression techniques and the use of a special type of probabilistic finite automata developed from machine learning. The mean prediction error of the energy predictions is less that 20 percent which is a significant improvement over previous proposed models, whose errors are about 25 percent.
Further research would lead to further information that is usually available at large gridconnected photovoltaic plants being included in the model
