This work studies the location estimation problem for a mixture of two rotation invariant log-concave densities. We demonstrate that Least Squares EM, a variant of the EM algorithm, converges to the true location parameter from a randomly initialized point. We establish the explicit convergence rates and sample complexity bounds, revealing their dependence on the signal-to-noise ratio and the tail property of the log-concave distribution. Moreover, we show that this global convergence property is robust under model mis-specification.
Introduction
One important problem in statistics and machine learning is to learn a finite mixture of distributions [20, 26] . In the parametric setting where the functional form of the distribution is known, this problem is to estimate parameters (e.g., mean and covariance) that specify the distribution of each mixture component. The parameter estimation problem for mixture models is inherently nonconvex, posing challenges for both computation and analysis. While many algorithms have been proposed, rigorous performance guarantees are often elusive. One exception is the Gaussian Mixture Model (GMM), for which much theoretical progress has been made in recent years. The goal of this paper is to study algorithmic guarantees for a much broader class of mixture models, namely log-concave distributions. This class includes may common distributions 1 and is interesting from both modelling and theoretical perspectives [2, 3, 6, 14, 28, 25] .
We focus on the Expectation Maximization (EM) algorithm [12] , which is one of the most popular methods for estimating mixture models. Understanding the convergence property of EM is highly non-trivial due to the non-convexity of the negative log-likelihood function. The work in [4] developed a general framework for establishing local convergence to the true parameter. Proving global convergence of EM is more challenging, even in the simplest setting with a mixture of two Gaussians (2GMM). The recent work in [11, 30] considered balanced 2GMM with known covariance matrix and showed for the first time that EM converges to the true location parameter using random initialization. Subsequent work established global convergence results for a mixture of two truncated Gaussians [21] , two linear regressions (2MLR) [19, 18] , and two one-dimensional Laplace distributions [5] .
All the above results (with the exception of [5] ) rely on the explicit density form and specific properties of the Gaussian distribution. In particular, under the Gaussian distribution, the M-step in the EM algorithm has a closed-form expression, which allows a straightforward analysis of the convergence behavior of the algorithm. However, for general log-concave distributions, the M-step no longer admits a closed-form solution, which poses significant challenges for analysis. To address this difficulty, we consider a modification of the standard EM algorithm, Least Squares EM (LS-EM), for learning the location parameter of a mixture of two log-concave distributions. The LS-EM algorithm admits a simple, explicit update rule in the M-step.
As the main result of this paper, we show that for a mixture of rotation invariant log-concave distribution, LS-EM converges to the true location parameter from a randomly initialized point. Moreover, we provide explicit convergence rates and sample complexity bounds, which depend on the signal-to-noise ratio as well as the tail property of the distribution. As the functional form of the true density may be unknown, we further establish a robustness property of LS-EM when using a mis-specified density. As a special case, we show that using a Gaussian distribution, LS-EM globally converges to a solution close to the true parameter whenever the variance of the true log-concave density is moderate.
Technical Contributions
We generalize the sensitivity analysis in [11] to a broad class of logconcave distributions. In the process, we demonstrate that log-concavity and rotation invariance of the distribution are the only properties required to guarantee the global convergence of LS-EM. Moreover, our analysis highlights the fundamental role of an angle-decreasing property in establishing the convergence of LS-EM to the true location parameter in the high dimension settings. Note that contraction in the 2 distance, upon which the previous convergence results were built, no longer holds globally for general log-concave mixtures.
Organization In Section 2, we formulate the parameter estimation problem for a mixture of logconcave distributions and review related work. In Section 3, we delineate the Least Squares EM algorithm and elucidate its connection with classical EM. Analysis of the global convergence of LS-EM is provided in Section 4 under the population setting. Finite-sample results are presented in Section 5, with Section 6 dedicated to the model mis-specification setting. The paper concludes with a discussion of future directions in Section 7. Some details of the proofs are deferred to the Appendix.
Notations
We use x ∈ R and x ∈ R d to denote scalars and vectors, respectively; X ∈ R and X ∈ R d to denote scalar and vector random variables, respectively. The i-th coordinate of x (or X) is x i (orX i ), and the j-th data point is denoted by x j or X j . The Euclidean norm in R d is · 2 . For two vectors α, β ∈ R d , we use ∠(α, β) ∈ (0, π) to denote the angle between them, and α, β to denote their inner product. Finally, I d is a d-by-d identity matrix.
Problem Setup
In this section, we set up the model for a mixture of log-concave distributions, and discuss the corresponding location estimation problem in the context of existing work.
Data Generating Model
Let F be a class of rotation invariant log-concave densities in R d defined as follows:
, g is convex and strictly increasing on [0, ∞),
Without loss of generality, we assume g(0) = 0.
2 It can be verified that each f ∈ F has mean 0 and covariance matrix I d . For each f ∈ F, we may generate a location-scale family consisting of the densities f β,σ (x) :=
, which has mean β and covariance matrix σ 2 I d . 2 Note that x → g( x 2 ) is a convex function, as it is the composition of a convex function and a convex increasing function. The normalization constant Cg can be computed explicitly by Cg = C h dv d with C h = is the volume of a unit ball in R d .
We assume that each data point X i , i ∈ [n] is sampled independently from the distribution D(β * , σ), defined as a balanced mixture of two densities from the above log-concave location-scale family:
It is often useful to view this mixture model as an equivalent latent variable model: independently for each i ∈ [n], an unobserved label Z i ∈ {1, 2} is first generated according to P(Z i = 1) = P(Z i = 2) = 1 2 , and then the data point X i is sampled from the corresponding mixture component, i.e., from f β * ,σ if Z i = 1 and from f −β * ,σ otherwise.
Since {f β,σ } is a location-scale family, the above generative process can be equivalently written as
where
∼ f can be viewed as the additive noise. This equivalent representation motivates us to define the signal-to-noise ratio (SNR)
which is used throughout this paper.
Examples: Below are several familiar examples of one-dimensional log-concave distributions f ∝ exp(−g) from F:
1. Polynomial distributions: g(x) ∝ |x| r with r ≥ 1. When r = 2, it corresponds to the Gaussian distribution. When r = 1, it corresponds to the Laplace distribution.
2. Logistic distribution: g(x) ∝ log(e −|x|/2 + e |x|/2 ).
These distributions can be generalized to higher dimensional scenarios by replacing |x| with x 2 . In Appendix B, we provide a review of some elementary properties of log-concave distributions.
Location Estimation and the EM Algorithm
We assume that σ is known, and our goal is to estimate the location parameter β * from data (2) . We first consider this problem for a given log-concave family for which the base density f (equivalently, g) is known. The case with an unknown f is discussed in Section 6.
Since the negative log-likelihood function of the mixture (2) is nonconvex, computing the standard MLE for β * involves a nonconvex optimization problem. EM is a popular iterative method for computing the MLE, consisting of an expectation (E) step and a maximization (M) step. In a standard implementation of EM, the E-step computes the conditional distribution of the labels Z i under the current estimate of β * , and the M-step computes a new estimate by maximizing the conditional log-likelihood based on the distribution obtained in the E-step. The LS-EM algorithm we consider, described in Section 3 to follow, is a variant of the standard EM algorithm with a modified M-step.
Convergence of EM and Related Work
Despite the popularity and empirical success of the EM algorithm, our understanding of its theoretical property is far from complete. Due to the nonconvexity of negative log-likelihood functions, EM is only guaranteed to converge to a stationary point in general [29] . Quantitative convergence results only began to emerge in recent years. The work [4] proposed a general framework for establishing the local convergence of EM when initialized near the true parameter, with applications to 2GMM, 2MLR, and regression with missing coefficients. Extensions to multiple components are considered in [31] .
Beyond local convergence, it is known that the likelihood function of GMM may have bad local optima when there are more than two components, and EM fails to find the true parameter without a careful initialization [16] . Analysis of the global convergence of EM has hence been focused on the two component setting, as is done in this paper. The work in [11, 30] showed that EM converges from a random initialization for 2GMM. Subsequent work in [19, 18, 21] established similar results in other settings, most of which involve Gaussian models. An exception is [5] , which proved the global convergence of EM for a mixture of 2 Laplace distributions and derived an explicit convergence rate, but only in the one-dimensional population (infinite sample) setting. We also note that the work [9] studied convergence properties of Lloyd's k-means algorithm-a close relative of EM-for Gaussian mixtures. In general, properties of EM for mixtures of other distributions are much less understood, which is the problem we target at in this paper.
The log-concave family we consider is a natural and flexible generalization of Gaussian. This family includes many common distributions, and has broad applications in economics [2, 3] , reliability theory [6] and sampling analysis [14] ; see [28, 25] for a further review. Existing work on estimating log-concave distributions and mixtures has mostly considered the non/semi-parametric setting [28, 10, 17, 23, 10, 13]; these methods are flexible but typically more computational and data intensive than the parametric approach we consider. Other approaches of learning general mixtures include spectral methods [1, 24] and tensor methods [15, 8] , and EM algorithm is often applied to the output of these methods.
The Least Squares EM Algorithm
As mentioned, the M-step in the standard EM involves maximizing the conditional log-likelihood. For GMM, the M-step is equivalent to solving a least-squares problem. While for a mixture of logconcave distributions, the M-step is equivalent to solving a convex optimization problem, and this optimization problem does not admit a closed form solution in general. This introduces complexity for both computation and analysis.
We instead consider Least Squares EM (LS-EM), a variant of EM that solves a least-squares problem in the M-step even for non-Gaussian mixtures. To elucidate the algorithmic property, we first consider LS-EM in the population setting, where we have access to an infinite number of data sampled from the mixture distribution D(β * , σ). The finite sample version is discussed in Section 5. Each iteration of the population LS-EM algorithm consists of the following two steps:
• E-step: Compute the conditional probabilities of the label Z ∈ {1, 2} given the current location estimate β:
• Least-squares M-step: Update the location estimate β via weighted least squares:
In (5), we minimize the sum of squared distances of X to each component's location, weighted by the conditional probability of X belonging to that component. One may interpret LS-EM as a soft version of the K-means algorithm: instead of assigning each X exclusively to one of the components, we assign a corresponding probability computed using the log-concave density.
Connection to Standard EM
In contrast to LS-EM, the M-step in the standard EM algorithm involves maximizing the weighted log-likelihood function (or minimizing the weighted negative log-likelihood function):
Standard M-step:
The standard EM iteration, consisting of (4) and (6), corresponds to a minorization-maximization procedure for finding the MLE under the statistical setting (2) . In particular, the function Q(· | β) above is a lower bound of the (marginal) log-likelihood function of (2) , and the standard M-step (6) finds the maximizer of this lower bound. In general, this maximization can only be solved approximately. For example, the "gradient EM" algorithm considered in [4] performs one gradient ascent step on the Q(· | β) function.
The least-squares M-step (5) admits an explicit update. Moreover, it may also be viewed as an approximation to the standard M-step (6), as we observe numerically (see Appendix H.1) that the LS-EM update β + satisfies
This observation indicates that the least-squares M-step finds an improved solution β + (compared to the previous iterate β) for function Q(· | β).
Analysis of Least Squares EM
In this section, we analyze the convergence behavior of the LS-EM update (5) in the population setting. We first consider the one dimensional case (d = 1) in Section 4.1 and establish the global convergence of LS-EM, extending the techniques in [11] for 2GMM to log-concave mixtures. In Section 4.2, we prove global convergence in the multi-dimensional case (d > 1). In this setting, the LS-EM update is not contractive in 2 , so the analysis requires the new ingredient of an angle decreasing property.
For convenience, we introduce the shorthand F β,σ (X) := g 1 σ X + β 2 − g 1 σ X − β 2 ; when σ = 1, we simply write F β ≡ F β,1 . Since the integrand in (5) is an even function of X, the update (5) can be simplified to an equivalent form by integrating over one component of the mixture:
Throughout the section, we refer to the technical conditions permitting the interchange of differentiation and integration as the regularity condition. This condition is usually satisfied by log-concave distributions -a detailed discussion is provided in Appendix E.
One Dimensional Case (d = 1)
For one dimensional log-concave mixtures, the behavior of LS-EM is similar to that of EM algorithm for 2GMM: there exist only 3 fixed points, 0, β * , and −β * , among which 0 is non-attractive. Consequently, LS-EM converges to the true parameter (β * or −β * ) from any non-zero initial solution β 0 . This is established in the following theorem.
We prove this theorem in Appendix C.1. The crucial property used in the proof is the self-consistency of the LS-EM update (5), namely M (β, β) = β for all β. This property allows us to extend the sensitivity analysis technique for 2GMM to general log-concave distributions.
It can be further shown that the contraction factor κ(β * , β, σ) becomes smaller as the iterate approaches the true β * (see Lemma C.2). We thus obtain the following corollary on global convergence at a geometric rate. Without loss of generality, we assume β * > 0.
Corollary 4.2 (t-step Convergence Rate, 1D). Suppose that f ∈ F satisfies the regularity condition. Let β t denote the output of LS-EM after t iterations, starting from β 0 = 0. The following holds:
) iterations outputs an -close estimate of β * , where C f (η) > 0 is a constant depending only on f and the SNR η.
Special cases
We provide explicit convergence rates for mixtures of some common log-concave distributions. Again, we assume β * > 0 and β ≥ 0 without loss of generality, and set z := min(β, β * ).
• Gaussian:
• Laplace:
and C f (η) = max 1,
• Logistic:
See Appendix C.2 for the proofs of the above results. Note that the convergence rate depends on the signal-to-noise ratio η as well as the asymptotic growth rate γ ≡ γ f of the log-density function g = − log f . In the above examples, κ(β * , β, σ) ≈ exp (−c(min(β * , β)/σ) γ ), where γ = 1 for Laplace and Logistic distributions, and γ = 2 for Gaussian distribution.
High Dimensional Case (d > 1)
Extension to higher dimensions is more challenging for log-concave mixtures than for Gaussian mixtures. Unlike Gaussian, a log-concave distribution with diagonal covariance may not have independent coordinates. A more severe challenge arises because LS-EM is not contractive in 2 distance to the true parameter for general log-concave mixtures. This phenomenon, proved in the lemma below, stands in sharp contrast to the Gaussian mixture problem. Theorem 4.5 (Global Convergence, d-Dimensional). Suppose that f ∈ F satisfies the regularity condition. The LS-EM algorithm converges to sign( β 0 , β * )β * from any randomly initialized point β 0 that is not orthogonal to β * .
We prove the theorem using a sensitivity analysis that shows decrease in angle rather than in 2 distance to the true parameter. The proof does not depend on the explicit form of the density, but only log-concavity and rotation invariance. We sketch the main ideas of proof below, deferring the details to Appendix D. • If {0} is the set of accumulation points, the sequence of non-zero iterates β t would converge to 0 and stay in a neighborhood of 0 after some time T ; in this case, Lemma D.7 states that the norm of the iterates is bounded away from zero in the limit and hence they cannot converge to 0.
• If {0, β * } is the set of accumulation points, then there is at least one iterate in the local region of β * ; by the local contraction region property above, all the future iterates remain close to β * . Therefore, 0 cannot be another accumulation point. At last, we conclude that β * is the only accumulation point, which LS-EM converges to.
Finite Sample Analysis
In this section, we consider the finite sample scenario, where we are given n data points
Using the equivalent expression (8) for the population LS-EM update, and replacing the expectation with the sample average, we obtain the finite-sample LS-EM update:
One approach to extend the population results (in Section 4) to this case is by coupling the population update β + with the finite-sample update β + . To this end, we make use of the fact that log-concave distributions are automatically sub-exponential (see Lemma F.2), so the random variables
are i.i.d. sub-exponential for each coordinate j. Therefore, the concentration bound β
/n holds, and we expect that the convergence properties of the population LS-EM carry over to the finite-sample case, modulo a statistical error of
The above argument is made precise in following proposition for the one-dimensional case, which is proved in Appendix F.1.
Proposition 5.1 (1-d Finite Sample). Suppose the density function f ∈ F satisfies the regularity condition. With β ∈ R being the current estimate, the finite-sample LS-EM update (9) satisfies the following bound with probability at least 1 − δ:
where κ(β * , β, σ) is contraction factor defined in Theorem 4.1 and C f is the Orlicz Ψ 1 norm (i.e., the sub-exponential parameter) of a random variable with density f ∈ F.
Using Proposition 5.1, we further deduce the global convergence of LS-EM in the finite sample case, which parallels the population result in Corollary 4.2. We develop this result assuming sample splitting, i.e., each iteration uses a fresh, independent set of samples. This assumption is standard in finite-sample analysis of EM [4, 31, 11, 30, 19, 18] . In this setting, we establish the following quantitative convergence guarantee for LS-EM initialized at any non-zero β 0 . Without loss of generality, let β 0 , β * > 0. The convergence has two stages. In the first stage, the LS-EM iterates enter a local neighborhood around β * , regardless of whether β 0 is close to or far from 0. This is the content of the result below. (e.g, ∈ (0, 0.5β * )) or far away from β * (e.g, ∈ (1.5β
Within this local neighborhood, the LS-EM iterates converge to β * geometrically, up to a statistical error determined by the sample size. This second stage convergence result is given below. (0.5β
We prove Propositions 5.2 and 5.3 in Appendix F.2. Next, we parse the above results in the special cases of Gaussian, Laplace and Logistic, assuming that σ = 1 for simplicity. Accordinly, η = β * . In Section 4.1 we showed that κ(β * , β, σ) = exp (− min(β, β * ) γ ), where γ ≡ γ f is the growth rate of the log density − log f . Consequently, the first
2γ samples per iteration, and the second stage requires O (log(1/ )/η γ ) iterations with Ω 1/ 2 η 2γ samples per iteration. It is seen that we have better iteration and sample complexities with a larger η ≥ 1 (larger separation between the components) and a larger γ (lighter tail of the components).
In contrast, in the low SNR regime with η < 1, the sample complexity actually becomes worse for a larger γ (lighter tails). Indeed, low SNR means that two components are close in location when σ = 1. If their tails are lighter, then it becomes more likely that the mixture density (f β * ,σ + f −β * ,σ )/2 has a unique mode at 0 instead of two modes at ±β * . In this case, the mixture problem becomes harder as it is more difficult to distinguish between the two components.
In the higher dimensional setting, we can similarly show coupling in 2 (i.e., bounding β
2 ) via sub-exponential concentration. However, extending the convergence results above to d > 1 is more subtle, due to the issue of 2 non-contraction (see Lemma 4.3). Addressing this issue would require coupling in a different metric (e.g., in angle-see [19, 30] ); we leave this to future work.
Robustness Under Model Mis-specification
In practice, it is sometimes difficult to know a priori the exact parametric form of a log-concave distribution that generates the data. This motivates us to consider the following scenario: the data is from the mixture D(β * , σ) in (2) with a true log-concave distribution f ∈ F and unknown location parameter β * , but we run LS-EM assuming some other log-concave distribution
Using the same symmetry argument as in deriving (8), we obtain the following expression for the mis-specified LS-EM update in the population case:
Multiple properties of the LS-EM update are preserved in the mis-specification setting. In particular, using the same approach as in Lemma 4.4 and Lemma D.1, we can show that the mis-specified LS-EM update is also a two dimensional object and satisfies the same strict angle decreasing property
. Therefore, to study the convergence behavior of mis-specified LS-EM, it suffices to understand the one-dimensional case (i.e., along the β * direction).
We provide results focusing on the setting in which f is Gaussian, that is, we fit a Gaussian mixture to a true mixture of log concave distributions. In this setting, we can show that mis-specified LS-EM has only 3 fixed points {±β, 0} (Lemma G.1). Moreover, we can bound the distance between β and the true β * , thereby establishing the following convergence result:
Proposition 6.1 (Fit with 2GMM). Under the above one dimensional setting with Gaussian f , the following holds for some absolute constant C 0 > 0: If η ≥ C 0 , then the LS-EM algorithm with a non-zero initialization point β 0 converges to a solution β satisfying sign(β) = sign(β 0 ) and
We prove this proposition in Appendix G.1. The proposition establishes the robustness of LS-EM: even in the mis-specified setting, LS-EM still converges globally. Moreover, when the SNR η is high (i.e., small noise level σ), the final estimation error is small and scales linearly with σ.
Conclusion
In this paper, we have established the global convergence of the Least Squares EM algorithm for a mixture of two log-concave densities. The rotation invariance property is the only requirement for a theoretical guarantee. An immediate future direction is to establish quantitative global convergence guarantees in high dimensions for both population and finite sample case, which would require generalizing the angle convergence property in [19] to log-concave distributions. It is also of interest to relax the rotation invariance assumption (as many interesting log-concave distributions are skewed) and to consider mixtures with multiple components.
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Appendices

A Additional Notations for Appendix
We use β to denote the unit vector of β, and β ⊥ to denote a vector orthogonal to β. e i ∈ R d is the i-th standard basis vector.
B Elementary Properties of Log-concave Distributions
for every x, y ∈ R d and 0 ≤ α ≤ 1. Equivalently, log f is a concave function. We consider log-concave distribution f which further satisfies:
The following is a classical result for logconcave distributions, which says that the log-concavity property is preserved by marginalization and convolution.
Theorem B.1. All marginals as well as the density function of a log-concave distribution is log-concave. The convolution of two log-concave distributions is again a log-concave distribution.
The log-concave distribution on R has the following monotone likelihood ratio property: Proposition B.2. A density function f on R is log-concave if an only if the translation family {f (· − θ) : θ ∈ R} has a monotone likelihood ratio: for every θ 1 < θ 2 , the ratio
Furthermore, log-concave distribution has finite moments of all order.
Lemma B.3. For a rotation invariant log-concave density: R d → R, all the moments exist.
Proof. It suffices to show that x |x 1 | k f (x) dx < ∞. By the rotation invariant property, we need to show:
Note that f 2:
) is the marginal distribution, thus log-concave by Theorem B.1. The problem is now further reduced to show that a one-dimensional symmetric log-concave distribution f (x) = exp(−g(x)) has finite moments. By the convexity,
for some x 0 > 0 and g (x 0 ) > 0. In particular, we have that shown that there exist
We conclude that all the moments exist.
We refer the reader to [25] and [28] for a detailed review for other properties of log-concave distributions.
C Analysis for d = 1
In this section, we prove the convergence results for d = 1. Especially, the proof of Theorem 4.1 is presented in Section C.1, and in Section C.2, we discuss the convergence rate for some explicit log-concave distribution examples.
C.1 Proof of Theorem 4.1
We recall the shorthand notation:
When σ = 1, we abbreviate F β,σ as F β . For readability, we restate the theorem here:
Theorem 4.1 (Global Convergence, 1D). Suppose that f ∈ F satisfies the regularity condition. The LS-EM update (5), β → M (β * , β), has exactly three fixed points: 0, β * and −β * . Moreover, the following one-step bound holds:
where the contraction factor κ(β * , β, σ) := E X∼f min(|β|,|β * |),σ 1 − tanh 0.5F min(|β|,|β * |),σ (X)
Proof. Without loss of generality, β * > 0. When β = 0, one verifies that M (β * , 0) = 0, therefore 0 is a trivial fixed point. Without loss of generality, we assume β > 0, β * > 0 (in the case for β < 0,
, we can further assume that σ = 1 in the following analysis.
We first establish the consistency property of the LS-EM update: M (β, β) = β for all β. This follows from the algebra:
where the last step holds since x → xf (x) is an odd function. Consequently, the integral
We next argue that the LS-EM update has a unique fixed point β * when β > 0 (−β * is another fixed point when β < 0 by symmetry). In the region where β > β * , we have
In the first step above, we decompose the difference using the consistency property. The allows us to apply the intermediate value theorem for function M (·, β) with respect to the first argument in the second step above. In the case when β < β * , we can derive the following relation in a similar way:
In view of the above two cases, we conclude that: If ββ * > 0,
The problem is reduced to lower bound
, where z is between β and β * . Recall:
dx.
In the last step, we applied change of variable for the term x − z. To differentiate M with respect to z, we can interchange the order of differentiation and integral:
∂z h(x, z)dx by the regularity condition. Note that ∂h(x,z) ∂z has the following expression:
Therefore,
.
From Lemma C.2, we see that T 1 , T 2 ≥ 0, thus a lower bound for
follows:
where (17) holds since E X∼fz tanh (0.5F β (X)) increases with z and β, which is also established in Lemma C.2. Combining inequalities (16) and (17), we conclude that
κ(β * , β, σ) ∈ (0, 1) by Corollary C.3. From the bound in (18), we see that M (β * , β, σ) moves closer to β * whenever β > 0 and β = β * , therefore, β * is the unique fixed point on β > 0. Similarly, −β * is the unique fixed point on β < 0. We have completed the proof of Theorem 4.1. 
Proof. We have
where the equality (20) holds since h is an odd function. Since f ∈ F, f (x − z) − f (x + z) > 0 on x ≥ 0. We thus conclude that the above integral is positive.
Lemma C.2. Suppose the density function f satisfies the regularity condition,
Moreover, T 1 and T 2 have following properties:
• If βz > 0, then T 1 > 0 and T 2 > 0;
• T 1 is an increasing function with respect to both β and z.
Proof. Without loss of generality, we assume z > 0 and β > 0. Note that the integrand for both T 1 and T 2 are odd in x. Moreover, they are both strictly positive on a subset of {x : x ≥ 0} with a positive measure when β > 0 explained as follows:
• For the intergrand for T 1 , tanh(0.5F β (x)), we have that F β (x) = g(|x+β|)−g(|x−β|). When x > β, g(x+β) > g(x−β) since g is increasing on (0, ∞). When x ∈ (0, β), g(x+β) > g(β−x) = g(|x−β|) by the monotonicity of g on [0, ∞]. Combining two cases, we see that the integrand for T 1 is strictly positive when x > 0.
• For the integrand for T 2 , xF β (x) tanh (0.5F β (x)), we have that x tanh (0.5F β (x)) > 0 when x > 0.
has the property that F β (0) = 0 and F β (x) > 0 is increasing for all x ∈ (0, β) by the monotonicity of g on [0, ∞], it follows that F β (·) is positive on (0, β). (g(x) = |x| is a typical example, where F β (·) only has positive differential in (0, β) when the domain is restricted to R + .)
Therefore both T 1 and T 2 are positive by Lemma C.1. To see how T 1 changes with respect to β, let us take the derivative with respect to β (again, regularity condition allows us to change the order between differentiation and integration):
The integrand is odd in To see how T 1 changes with respect to z, let us take the derivative with respect to z:
Similar to the integrand of T 2 , we can show that the integrand for ∂T1 ∂z is positive on a subset of [0, ∞] with a positive measure when β > 0. Therefore, ∂T1 ∂z > 0 and T 1 is increasing with respect to z by Lemma C.1 .
Proof. Since | tanh(·)| < 1, we have
thus proving the upper bound in the corollary. For the lower bound, we use the previous argument that F z (x) > 0 and F z (·) is odd, and apply Lemma C.1 to obtain that
The proof of the corollary is completed..
C.2 Convergence Rates for Specific Distributions
In this section, we derive the explicit convergence rates for specific log-concave distributions. Without loss of generality, we may assume that σ = 1 in the derivation. Replace β by β σ gives the general result.
C.2.1 Gaussian
In this case, we have f (x) =
, and tanh(0.5F β (x)) = tanh (βx). We compute κ(β, β * , σ)
as follows: for any β > 0, there holds the bound
We thus obtain the following corollary.
C.2.2 Laplace
In this case, we have f (x) = 1 2 exp(−|x|), and tanh(0.5F β (x)) = exp(−|x−β|)−exp(−|x+β|) exp(−|x−β|)+exp(−|x+β|) . We thus have
where in (21) we used the elementary inequality:
Corollary C.5 (Laplace). Suppose that f ∈ F is Laplace, f (x) = .
C.2.3 Logistic
In this case, we have f (x) = exp(x) (1+exp(x)) 2 , and tanh(0.5F β (x)) = (exp(β)−exp(−β))(exp(2x)−1) (exp(β)+exp(−β))(1+exp(2x))+4 exp(x) . Therefore, there holds the bound
exp(x) exp(−β) + exp(β) + 4 exp(x) + exp(2x)(exp(β) + exp(−β)) dx =2 1 (exp(−x) + exp(x))(exp(−β) + exp(β)) + 4 dx
where c := exp(−β) + exp(β). We can further upper bound the last integral, yielding the bound
where in the second step, we use the fact that c ≥ 2. We thus obtain the following corollary. 
D Analysis for d > 1
In this section, we prove the convergence result for the setting d > 1. In Section D.1, we prove for Lemma 4.4 that shows the population LS-EM update is two dimensional; in Section D.2, we present the proof for Theorem 4.5 on the asymptotic convergence to the true location parameter; in Section D.3, we prove Lemma 4.3 that demonstrates the non-contraction phenomenon of the LS-EM update within a general log-concave distribution family.
D.1 Proof of Lemma 4.4
For readability we restate the lemma below.
Lemma 4.4 (LS-EM is 2-Dimensional).
The LS-EM update satisfies:
Proof. Using the rotation invariance property, we adopt the following local orthonormal basis {v 1 , . . . , v d },
with v 1 = β, and v 2 = β ⊥ satisfying span(v 1 , v 2 ) =span(β, β * ) and v 2 , β * ≥ 0. Under this basis, β and β * have non-zero entries only in the first two coordinates; that is, β = β 2 , 0, . . . , 0 , and
Here we denote β * 1 := β * 2 cos(∠(β, β * )) and β * 2 := β * 2 sin(∠(β, β * )). With this notation, for each x ∈ R d we have
From the expression (8) for the least-squares EM update:
the j-th coordinate of β + is
where x −j denotes all the coordinates that is not x j . It is easy to see h j is an odd function in x j when j ≥ 3, therefore β + j = 0 for all j ≥ 3 and the least-squares M-step preserves the 2 dimensional structure. Moreover, when β * 1 = 0, i.e, β is in the orthogonal direction to β * , we have β 
D.2 Proof of Theorem 4.5
For readability we restate the theorem below. Proof. Let β 0 denote an initial point that is not in the orthogonal direction to β * . Without loss of generality, we assume β 0 , β * > 0. There are two cases for β 0 , either β 0 is in the span of β * or β 0 is not in the direction of β * . In the previous case, the iterates remain in the direction of β * and converge to β * from Lemma D.2. In the latter case, we argue that all the accumulation points (existence by the boundedness of the iterate) must be in the direction of β * . If there exists some t > 0 such that ∠(β t , β * ) = 0, we are reduced to the previous case where the iterates remain in the direction of β * . From now on, we assume that ∠(β t , β * ) > 0 for all t ≥ 0. Lemma D.1 establishes the crucial angle decreasing property of the variant EM update, which says that the angle between the iterates and β * strictly decreases, i.e, ∠(
. . is a monotonically decreasing sequence, thus this sequence converges to θ
By the continuity of variant EM operator, the subsequence {M (β
Thus, there must be some k such that ∠(β n k +1 , β * ) is strictly between ∠(M (β ∞ , β * ), β * ) and θ ∞ , contradicting with the previous analysis that ∠(β t , β * ) ≥ θ ∞ for all t > 0. Let F be the set of accumulation points of the iterates β t , which are all in the direction of β * .
Since β 0 , β * > 0, we can show that all the limit points have positive correlation with β * (Lemma D.3). If F contains some β ∞ ∈ {0, β * }, we can show by the continuity of the least-squares EM operator that there exists some k such that β k falls into a local neighborhood of β * that does not include β ∞ . Indeed, since β ∞ ∈ F, there exists t > 0 such that β t is close to β ∞ . Apply the least-squares EM operator to β t for finitely many times produces an iterate β k (in the sequence β t ) that is close to β * by Theorem 4.1. On the other hand, using a quantitative local bound (Proposition D.5) for the iterates, we show that the iterates remains in a local region of β * once it is inside in Corollary D.6. In particular, this implies that all the iterates after β k are trapped in the local region of β * that does not contain β ∞ , contradicting with the assumption β ∞ is a limit point of the iterates. We conclude that F can be either (a){0}, (b){β * } or (c){0, β * }. Note that (c) is not possible for a similar reasoning as before (as one iterate is guaranteed to be in a local region of β * ). (a) is not possible either. (a) implies that lim t β t → 0. In particular, there exist N such that for all n > N , β 
D.2.1 Supporting Lemmas for Theorem 4.5
Below we record several technical lemmas used in the proof of Theorem 4.5. Recall the shorthand notation:
is an odd function in x 1 , and it is an even function in x 2 , . . . , x d .
Lemma D.1 (Angle Decreasing).
Suppose that the density function f satisfies the regularity condition. β
Proof. Define the following function: Under the regularity condition, we can differentiate inside the integral and obtain the following expression for the derivative of β + 2 (t) with respect to t:
Since g is convex in x 1 , the gradient with respect to x 1 is non-decreasing. It follows that
Moreover, similar to the proof of Lemma C.2, we can show that ∂ ∂x1 F β (x) > 0 on a set with positive measure when β 2 > 0. The difference term of the density function:
when β * 2 > 0 and x 2 ≥ 0. We thus conclude that the integrand is positive when β * 1 > 0 and β * 2 > 0, and the conclusion follows immediately.
Lemma D.2 (Fixed Point Structure in span(β * )). Suppose that the density function f satisfies the regularity condition, 0, β * and −β * are the only fixed points of the least-squares EM update in span(β * ).
Proof. By Lemma 4.4, span(β * ) is an invariant subspace. We only need to consider β + 1 , which makes the problem one dimensional.
0 is a trivial fixed point and we assume that β > 0 in the following. Conditioning on x 2 , . . . ,
is an even convex function in x 1 , and it is strictly increasing when x 1 ≥ 0. Theorem 4.1 tells us that:
d is the normalization factor for the density that is proportional to
conditioned on x 2 , . . . , x d . Now integrating over x 2 , . . . , x d , we get β
Establishing Local Convergence In the following, we denote B(β * , σ) as the bound for the least-squares EM update. By Cauchy-Schwartz and | tanh(·)| ≤ 1, we know that
Since the least-squares EM update is a two dimensional object, we can bound β + by
Lemma D.3 (Along β). Suppose that the density f satisfies the regularity condition. We further assume that
is bounded by D 1 (β * , σ) in absolute value. When β 2 > 0 and β * 1 > 0, the least-squares EM update satisfies: β + 1 > 0 and
for some κ 1 (β, β * , σ) ∈ (0, 1).
Proof. Recall that:
When β 2 > 0, the integrand is strictly positive as
over the region where x 1 > 0. Thus
Let us consider the following (slightly modified) quantity:
It is easy to see that conditioning on x 2 , . . . , x d , the inner integral is a one-dimensional least-squares EM operator with current estimate β 2 and the true parameter β * 1 . Applying Theorem 4.1, we have
Next we bound β
The regularity condition allows us to change the order of differentiation and integral.
where in the last step, we used the assumption that the integral is uniformly bounded by D 1 (β * , σ), which only depends on β * and σ (This assumption is usually satisfied by the regularity condition.) Combining (25) and (26), we can bound β + 1 − β * 1 as follows:
and the conclusion follows.
Lemma D.4 (Orthogonal to β * ). Assume that the density function f satisfies the regularity condition. We further assume that
is uniformly bounded by D 2 (β * , σ). The following holds:
for some κ 2 (β, β * , σ) ∈ (0, 1).
Proof. Recall that
Consider the following quantity:
In the last step, we first use the fact that the integrand is even function in x, and secondly the integrand is an odd function in x 1 . Using the mean value theorem, we have:
Under the regularity condition, we can interchange the order of differentiation and the integral:
Let us define:
The first term for β 
where κ(β, β * , σ) < 1.
Proof. Since the least-squares EM update is bounded, we can assume that β 2 is bounded without loss of generality. Furthermore, β 2 ≤ B(β * , σ).
In the last step, κ = max(κ 1 , κ 2 ), and H absorbs all the coefficient of β * 2 in the cross term. It is easy to check that H only depends on β * and σ as β 2 is bounded by B(β * , σ).
Establishing Local Stable Region Define
be the worst-case contraction factor in the τ -neighborhood of β * , namely N β * (τ ) = {β :
defined in Corollary D.5. The following holds for the least-squares EM update β 1 starting at β 0 :
Proof. Applying Proposition D.5, we have
On the other hand, by the angle decreasing property, sin(∠(
H(β * ,σ) , thus the corollary is proved.
Establishing Norm Incerasing Region
Lemma D.7. There exists θ > 0 such that β
Proof. Let us recall the expression for β 
and
We view β has the following two properties inherited from the structure of an one dimensional update:
is increasing in β 2 ;
• β
In Figure 1 , we illustrate the norm increasing region for β
By the continuity of the least-squares EM update, it is easy to see that the norm increasing region for β S(θ) := β : β
is close to S(θ) when θ is small (note that S(θ) = S(θ) when θ = 0). Since for some Θ 0 > 0,
contains a (bounded) cone-shape region. We conclude that for sufficiently small θ, N 0 (1/8 β *
2 ) ∩ {β : ∠(β * , β) ≤ θ} ⊆ S(θ). In plain words, S(θ) contains all those β, whose angle with β * is less than θ and whose norm is less than 2 ) is a sequence of least-squares EM iterates and β t = 0 for all t, then it is impossible that lim t β t = 0.
Proof. We argue by contradiction. By the angle decreasing property of the iterates, there exists θ > 0 and T , such that ∠(β * , β t ) ≤ θ for all t ≥ T . By Lemma D.7, we know that β
Thus, the norm of the iterates is lower bounded by a positive number and it is impossible for the iterates to converge to 0.
D.3 Proof of Lemma 4.3
For readability we restate the lemma below. Proof. β + 1 is an increasing function in β 2 by Lemma D.9. Let us understand the derivative of
The expression is the following:
Note that when β * = 0, D 1 = 1. Let us further take the derivative with respect to β * 2 :
Here
) (slightly different from the previous sections). In the special case where g(x) = c x r 2 for some r ≥ 1 and c > 0,
Since the integrand is an odd function in X 2 , Lemma C.1 tells us that the above derivative is positive when r ≥ 2. When r < 2, the above derivative is negative. We deduce that when r < 2,
In particular, when r > 2, there is a positive fixed point β (i.e., β + 1 = β ) for the least-squares EM operator in the orthogonal axis. When β is in the orthogonal direction to β * with β 2 < β 2 , β + − β 2 < β − β 2 . In particular, this means that β + − β Lemma D.9. Under the regularity condition, β + 1 is a strictly increasing function of β 2 .
Proof. Note that β + 1 is a function of β 2 and β * 2 . We are interested in how β + 1 will change with respect to β 2 . Under the regularity condition, we can take the derivative with respect to β 2 , which gives
We note that the integrand is an even function in x 1 , and it is strictly positive when x 1 > 0. Therefore, we have
is an increasing function in β 2 .
E Regularity Condition
The regularity condition is a technical condition that makes changing the order of differentiation and integration valid. Formally, let us first recall the measure theory statement of Leibniz's integral rule Proposition E.1 (Theorem 16.8 of [7] ). Let S be an open subset of R, and Ω be a measure space. Suppose f : S × Ω → R satisfies the following conditions: (1) f (s, ω) is a Lebesgue-integrable function of ω for each s ∈ S; (2) For almost all ω ∈ Ω, the derivative f s exists for all s ∈ S; (3) There is an integrable function θ : Ω → R such that |f s (s, ω)| ≤ θ(ω) for all s ∈ S and almost every ω ∈ Ω. It follows that:
In the above proposition, S is the parameter space, and ω is the random variable. Recall the least-squares EM update function:
Using the rotation invariant property of the distribution, we adopt a local orthogonal basis as in Lemma 4.4. The above two functions are equivalent to the following:
Indeed, from the above representation for M (β * , β), we can think of the M function as a function in three variables: β * 1 , β * 2 and β 2 . Define, for each i = 1, . . . , d,
The regularity condition for f ∈ F ensures that for each i = 1, . . . , d, j = 1, 2, 3, the following holds:
In other words, we can differentiate the least-squares EM update with the parameter by putting the differentiation operator inside the integral. Note that the main method for analyzing the least-squares EM update is the sensitivity analysis, in which we regularly differentiate M (z 1 , z 2 , z 3 ) with one of the parameters.
In view of Leibniz's rule, it suffices to ensure that 3 conditions are satisfied:
• For each z 1 , z 2 and z 3 , the integrand of M i (·) is dominated by |x i | since the tanh(·) function is uniformly bounded by 1. E X∼f β * ,σ |x i | < ∞ for all i when f is a log-concave density.
• g is a convex function on R + , therefore, it is differentiable on R + except on a measure 0 set. · 2 is differentiable except at the origin. Thus, by the composition rule, we infer that the integrand is differentiable with respect to z j (j = 1, 2, 3) for almost all x ∈ R d .
• When we differentiate M (z 1 , z 2 , z 3 ) with z j , the parameter space is bounded. We differentiate M 1 with respect to z 1 in Lemma D.3, and its value is taken between min( β 2 , β * 1 ) and max( β 2 , β * 1 ); We differentiate M 2 with respect to z 1 in Lemma D.1, and its value is taken between 0 and β * 1 ; We differentiate M 1 with respect to z 2 in Lemma D.3, and its value is taken between 0 and β * 2 ; We differentiate M 2 with respect to z 2 in Lemma D.4 and its value is between 0 and β * 2 ; We differentiate M 1 with respect to z 3 and its value is between 0 and β 2 . Since β 2 is bounded by a function of β * and σ, the above parameter space S j (β * , σ) for z j (j = 1, 2, 3) is all bounded. Therefore,it suffices to ensure the integrability of the derivative (with respect to z j ).
In order to verify the regularity condition for a log concave distribution, one needs to ensure the derivative of integrand in M i (i = 1, 2) with respect to j (j = 1, 2, 3) is integrable over the parameter space S j (β * , σ). It suffices to show the following quantity is finite:
As an example, consider a general polynomial family, it is easy to verify that the above condition holds as a log concave distribution has finite moments of all the order.
F Finite Sample Analysis
In this section, we provide the proofs for analysis of the LS-EM algorithm in the finite sample case. Proof of Proposition 5.1 is presented in Section F.1, which establishes an one-iteration bound. Propositions 5.2 and 5.3 are proved in Section F.2 for the global convergence. In Section F.3, we discuss the implication for some special distributions including Gaussian, Laplace and Logistic.
F.1 Proof of Proposition 5.1
Proof. In the 1-d finite sample case, the least-squares EM update is
) is a sub-exponential random variable with Ψ 1 Orlicz norm upper bounded by β * + σC f . This is because each x i ∼ f β * ,σ is a sub-exponential random variable (see Lemma F.2) with Ψ 1 Orlicz norm O(β * + σC f ), where C f is the Ψ 1 Orlicz norm of a random variable with log-concave density f . Using Bernstein's inequality from Theorem F.3, we have
Coupling with the one-step analysis for the population least-squares EM update in Theorem 4.1, we can bound the finite sample least-squares EM update as follows:
with probability at least 1 − δ.
Let us recall the following equivalent definition for sub-exponential random variables:
Lemma F.1 (Proposition 2.7.1 of [27]). Let X be a random variable in R. X is sub-exponential iff E exp(|X|/K 3 ) ≤ 2 for some K 3 > 0.
We first show a random variable with a symmetric log-concave density is necessarily sub-exponential.
Lemma F.2. If a random variable X has a log-concave density f that is also an even function, then X is sub-exponential, with the Ψ 1 Orlicz norm (sub-exponential norm) depending on log f .
Proof. For a general symmetric log-concave distribution with density f (x) = 1 Cg exp(−g(|x|)), the set of sub-differential of g: {∂g(x) : x ∈ R} is non decreasing with respect to x. Moreover, the sub-differentials are non-negative when x ≥ 0. Suppose that {∂g(x) : x ∈ R} has an upper bound C, we can pick M with 0 < M < C and M ∈ ∂g(x 0 ) for some x 0 > 0. Otherwise, the {∂g(x) : x ∈ R} does not have an upper bound and we can pick an arbitrary M > 0 such that M ∈ ∂g(x 0 ) for some x 0 > 0. By definition of the sub-differential, we have
Now let us compute the moment generating function: E X∼f exp(
Using the dominated convergence theorem, we know that
thus, there exists some K 0 such that E X∼f exp(
In particular, X is sub-exponential (by Lemma F.1) with a finite · Ψ1 Orlicz norm.
Having established the sub-exponential property of the log-concave distribution, we use C f to denote the Ψ 1 Orlicz norm for a log concave distribution f . With translation and scaling, it is not hard to see the Ψ 1 Orlicz norm for f β * ,σ is of the order O(β * ) + σC f (0, 1).
Theorem F.3 (Bernstein's inequality Theorem 2.8.1 of [27]). Let X 1 , . . . , X N be independent subexponential random variables. Then for every t ≥ 0, we have
where c > 0 is an absolute constant.
F.2 Proofs of Proposition 5.2 and Proposition 5.3
For readability, we restate the propositions below.
In the case where β
The above three properties guarantees that on (0, ∞), M (β * , ·) has a unique fixed point β > 0
When η > C 0 for some absolute constant C 0 > 0, we can show that β * 1 − 0.5 exp(−0.125η 2 ) − 1 η > 0.5β * . In particular, this implies that β > 0.5β * by Lemma G.1. Therefore, the error bound in equation (45) .125η 2 ) .
The right hand side bound is smaller than 10σ when η is large. This completes the proof of Proposition 6.1. 
G.2 General Observations
In Section G.1, the robustness results rely on the assumptions in Lemma G.1. In particular, we need the concavity of F β,σ . This is a very restrictive condition. Consider the family of the log-concave distribution whose log density is of the form g(x) ∝ |x| r , r ≥ 1. The concavity condition holds only when r ≤ 2. However, the 3-fixed point structure still holds as along as the five properties in the proof for Lemma G.1 hold. Indeed we observe that the function β → M (β * , β) is a concave function in β even when r > 2 (see Section H.2).
Recall that the least-squares EM iterate with the misspecified distribution f is the following:
M (β * , β) =E X∼f β * ,σ x tanh(0.5 F β,σ (X)), where g = log f and F β,σ (X) = g 1 σ |X − β| − g 1 σ |X + β| .
We can decompose the iterate M (β * , β) as follows:
M (β * , β) =E X∼f β * ,σ x tanh(0.5 F β,σ (x)) − E X∼ f β * ,σ x tanh(0.5 F β,σ (X)) + E X∼ f β * ,σ x tanh(0.5 F β,σ (X)), where the first difference term is a drift term specifying the error due to the distribution misspecification and the second term is the ideal LS-EM update with f , which contracts to β * at a linear rate. We empirically observe that if we fit a lighter tail log-concave distribution f compared to f , the drift term is positive (see Section H.2) and thus the least-squares EM iterate converges to some β > β * . By the triangle inequality, M (β * , β) ≤ E X∼f β * ,σ X tanh(0.5 F β,σ (X)) ≤ β * + E x∼f β * ,σ |X| ≤ β * + σ.
Thus the relative error is bounded by σ β * = 1 η . When the SNR is large, the error is small. On the other hand, if we fit a heavier tail distribuiton f compared to f , the drift is negative and the corresponding fixed point can be 0. This suggests a practical recipe: when one does not know the ground truth log-concave density, fit with a density that has a lighter tail. For instance, we can fit a Gaussian density when the ground truth is Laplace or logistic.
H Numerical Experiments
We provide numerical evidences for the two observations we made in the main sections. In particular, in section H.1, we demonstrate that the least-squares M-step may be viewed as an approximation to the M-step in the classical EM algorithm. In section H.2, we study the convergence behavior as well as the quality of the solution for the LS-EM with a mis-specified distribution.
H.1 Approximate M-step
We consider the family of polynomial distributions with log density g ∝ |x| r for some r ≥ 1. In the E-step of the classical EM algorithm, we obtain a lower bound Q(· | β) for the log-likelihood based on the current estimate β: Q(b | β) = E x∼f β * ,σ −p 
The M-step is to compute argmax b Q(b | β). Note that Q(· | β) is a concave function, thus the optimization problem has a well-defined solution; however, it does not admit a closed form solution in general. Consider the above example where the ground truth distribution is polynomial, the M-step is equivalent to solving for a polynomial equation with degree r − 1.
In the following, we plot the negative Q function (which is convex) for two polynomial distributions in Figure 3 and Figure 4 . Meanwhile we trace two points (β, Q(β | β)) and (β + , Q(β + | β)), where β + is the LS-EM update:
Numerically we find that b = β + strictly increases the value of Q function compared to b = β when β is not equal to the true parameter. ) ) and the red dots correspond to (β + , −Q(β + | β)). It is seen that β + is not the exact the M-step, as they do not minimize the −Q(· | β) function. However, it is seen that −Q(β + | β) < −Q(β | β), suggesting that the LS-EM update is a type of approximate M-step. The ground truth distribution is g ∝ |x|, with β * = 1. The mis-specified distributions are picked with degree 1.5, 2, 3. The intersection point with the y = x line is the fixed point for the LS-EM update. It is seen that when we fit with a polynomial distribution with higher degree, the fixed points are all greater than 1.
H.2 Misspecified LS-EM
We consider mixtures of polynomial distributions with log f = g ∝ |x| r for some r ≥ 1. We pick some r 0 in the family as the ground truth distribution, and then fit with another distribution with r 1 .
In Figure 5 and Figure 6 , we plot the new iterate β + computed by LS-EM as a function of the current iterate β. We observe that when r 1 > r 0 , the LS-EM updates tend to converge to a point greater than β * . On the other hand, when r 1 < r 0 , the LS-EM updates tend to converge to a point smaller than β * . Specifically, in Figure 6 , we observe that when fitting a distribution with heavier tail than the ground the truth, the convergence point can be 0, which might lead to a big error in estimation. Therefore, it suggests that one should fit a distribution with a lighter tail in practice. In both sets of experiments, we observe that fitting a 2GMM yields a fixed point close to the ground truth parameter. , with β * = 1. The misspecified distributions are picked with degree 1.5, 2, 3. It is seen that when we fit with a polynomial distribution with higher degree, the fixed points are all greater than 1. When we fit with a polynomial distribution with lower degree, the fixed points are all smaller than 1. In particular, when we fit with a Laplace distribution, the only fixed point is 0.
