, as a pattern recognition method by constructing a continuous measurement scale, has a very good performance on classification and feature selection for real-valued data. However, the record of symbolic interval data has become a common practice with the recent advances in database technologies. Kernel methods not only are powerful statistical nonlinear learning methods, but also can be defined over objects as diverse as graphs, sets, strings, and text documents. In this paper, we derive kernel Mahalanobis distance (KMD) to extend MTS to symbolic interval data. To evaluate the proposed method, four experiments with synthetic symbolic interval data sets and seven experiments with real symbolic interval data sets are performed and we have compared our method with MTS based on interval Mahalanobis distance (IMD). The experimental results show our method has a better classification performance than MTS based on IMD on Accuracy, Specificity, Sensitivity, and G-means. However, MTS based on IMD has a stronger dimension reduction rate than our method.
I. INTRODUCTION
MTS was developed by Taguchi and Jugulum [1] and it is a pattern recognition method in multidimensional systems without any assumption of statistical distribution [2] , [3] . MTS is composed of Mahalanobis distance (MD) [4] and Taguchi's Robust Engineering. In MTS, MD is used to construct a multidimensional measure scale for classification. However, it should be pointed out that the multidimensional measure scale is constructed using the single class samples rather than the whole training data set. So, MTS can be used to solve the class imbalance problems [5] - [7] . Taguchi's robust engineering is applied to select important features that can be obtained by employing Orthogonal Arrays (OA) and Signal-to-Noise Ratios (SNR). Over nearly 20 years, MTS has aroused numerous research interests and become a popular tool for product quality diagnosis [8] , [9] , mechanical fault diagnosis [10] , [11] , university admission system [12] , The associate editor coordinating the review of this manuscript and approving it for publication was Huiling Chen . medical diagnosis [13] , [14] , risk evaluation [15] - [17] , strategy formulation [18] and etc.
However, the classical MTS only considers the samples described by real-valued features, i.e., the patterns to be recognized are usually represented as vectors of quantitative measurements where each pattern takes a single value for each feature. When handling complex data from real-world, the model will be quite restrictive, since it does not take into account variability and/or uncertainty inherent to the data. The record of interval-valued data has become a common practice in real-world applications, also in nowadays this type of data is widely used to describe samples. Symbolic Data Analysis (SDA) is a new area related to multivariate analysis and pattern recognition, which has provided suitable data analysis methods for managing samples described as a vector of intervals [19] . The intend of SDA is to extend the multivariate analysis and pattern recognition, such as clustering [20] , [21] , logistic regression [22] - [25] , Markov model [26] and another to sets of categories, intervals or probability distribution [27] .
We present an extension of MTS for symbolic interval data. The key to extend MTS to symbolic interval data is to compute the MD between two interval vectors. The interval Mahalanobis distance (IMD) has been proposed in [28] , in which symbolic interval data is considered to apply. However, the IMD cannot deal with the data with high class overlap or nonlinear pattern distributions. The use of kernel [29] allows us to map nonlinear data into a high dimensional space, called feature space, in which the data has a linear structure (as linearly separable as possible). To overcome the problem, we will use ''kernel tricks'' to construct a kernel version of MD, namely KMD, and then use the Gaussian kernel to construct kernel interval Mahalanobis distance (KIMD) for symbolic interval data.
This paper presents an extension of MTS for symbolic interval data based on KMD. The paper is organized as follows. In section 2, the performing steps of MTS are briefly reviewed. Section 3 derives the KMDs of normal samples and abnormal samples, respectively. In Section 4, the Gaussian kernel is used to construct KIMD and then the IMD is introduced. Section 5 presents experiments with real and synthetic interval data sets. The proposed method is compared with the MTS based on IMD. The evaluation of performance furnished by the two methods is based on the computation of five indexes, including Accuracy, Sensitivity, Specificity, G-means, and dimension reduction rate. In section 6, the concluding remarks are given.
II. MAHALANOBIS-TAGUCHI SYSTEM
The primary objective of MTS is pattern recognition in multidimensional systems by constructing a measurement scale [3] . The pattern of a sample in a multidimensional system highly depends on the correlation structure of the features in the system. The wrong pattern can be recognized, if the correlation of the features is not taken into account. Therefore, the scale to construct should be able to remove the correlation among features. Besides, the scale ought to be able to eliminate the effect of the variability of each feature. In other words, the scale should be constructed in a standardized coordinate system. In MTS, MD is introduced to construct the scale.
Let X = [x 1 , x 2 , · · · , x N ] T be a group of training samples, where x j ∈ R p , p is the number of features, j = 1, 2, · · · , N , N is the number of samples. The MD from the mean is defined as
wherex is the mean of the group, S is the covariance matrix of the group.
As we see, MD depends solely on the covariance matrix S of the group. It does not require a multivariate normal assumption. However, in MTS, the MD is suitably scaled by dividing the original distance by the number of features.
Now let us describe the steps of implementing MTS. Four different steps are summarized below:
Step 1 (Construction of a Measurement Scale): To construct such a measurement scale, the first step is to collect a group of the normal samples X = [x 1 , x 2 , · · · , x N ] T , which is used to construct the Mahalanobis Space (MS), as shown in Fig.1 . Then those normal samples are centered by
where Z is the centered normal sample group, z j is the jth centered normal sample, 1 N is N × N matrix with all entries equal to 1 N . According to (2) , the MD of the jth normal sample is computed by
where S = 1 N Z T Z. These MDs of all samples from the normal group (MS), their expected value is unity [3] . For this reason, MS is also called the unit space. Thus, MS is used to define a base or reference point of the scale and measures the distance of abnormal sample from the MS, as shown in Fig.1 .
Step 2 (Validation of the Measurement Scale): To validate the measurement scale, different types of known abnormal samples outside of MS are used. The covariance matrix and mean of the normal group (MS) are used to calculate the MDs of the abnormal samples, as follows:
LetX = x 1 ,x 2 , · · · ,x M T be a group of abnormal samples,x j ∈ R p , p is the number of features, j = 1, 2, · · · , M , M is the number of abnormal samples.X is centered by
The MD corresponding to the jth abnormal sample can be calculated by
where S is the covariance matrix of the normal group. VOLUME 8, 2020 If the measurement scale is good, the MDs of the abnormal samples are larger than the normal samples.
Step 3 (Feature Selection): For this purpose, OA and SNR are used to select important features. OA is used to minimize the number of feature combinations by allocating the features to the column of the array. A two-level OA is used to represent inclusive and exclusive. Level-1 means including the feature, while level-2 means excluding the feature. In MTS, SNR is defined as the measure of the accuracy of prediction of the scale. It reflects the severity of the abnormalities and the difference of the average SNR values of each feature when it is included and excluded [30] . There are many different types of SNR. However, the larger-the-better SNR is frequently suggested and calculated using the MDs corresponding to abnormal samples. The larger-the-better SNR corresponding to the qth row of OA is defined by
where MD 2 (x j ) is the MD corresponding to the jth abnormal samplex j , q is the number of rows in OA. After computing the SNR, the effect gain of each feature is computed. For a feature, SNR level−1 is used to represent the average SNR of all runs including the feature, while SNR level−2 represents the average SNR of all runs excluding the feature. Therefore, the effective gain from the feature can be calculated as follows:
The important features are obtained by evaluating the ''gain'' in the SNR. If the gain corresponding to a feature is positive, the feature may be considered as worth keeping; otherwise, it should be removed.
Step 4 (Future Diagnosis): Finally, a new measurement scale is reconstructed using selected features. Then, an appropriate threshold is determined for future diagnosis.
III. KERNEL MAHALANOBIS DISTANCE
The basic idea of Kernel Mahalanobis Distance (KMD) is to firstly project original patterns into a high-dimensional or infinite-dimensional feature space H by an implicit nonlinear mapping
and then to compute MD. Now, let us describe the derivation of KMD corresponding to normal sample as follows:
, · · · , φ(x N )] T be the sequence of images of the training samples X in H. For the sake of simplicity, we assume φ(X) is centered by
According to (1) , KMD corresponding to the jth normal sample can be defined as
It is easy to show that formula (9) can be rewritten by
where, I N is N × N identity matrix. Now the following formula is valid for any integer n, symmetric, positive semi-definite matrix A, and any vectors t and u [31] 
At this point, since I N is a symmetric, positive semidefinite matrix, we can apply (11) to (10) and get
to simplify the above formula:
In (13), we can replace (X) (X) T with the kernel matrix K, and replace (X) (x j ) with kernel vector k j . That is
where
where K 0 = φ(X)φ(X) T is the uncentralized kernel matrix of normal samples, 1 N is N × N matrix with all entries equal to 1 N . Next, for the purpose of describe the derivation of KMD corresponding to abnormal sample, the formula shows as following:
T be the sequence of images of the training samplesX in H. We assume φ(X) is centered by
The KMD of the jth abnormal sample can be calculated by
where S = 1 N (X) T (X) is the covariance matrix of the centered normal group (X). Thus, using S , we obtain
Likewise, we can apply (11) to (17) and get
Simplifying the above formula gives
By substituting K into (19), we obtain
Let us denotek j = (X) (x j ), the above formula turns to:
wherek j , j = 1, 2, · · · , M , can be obtained from the following kernel matrix
Up till now, we have got the formula (14) used to compute the KMDs of the normal samples and the formula (21) used to compute the KMDs of the abnormal samples. It is easy to see that these two formulas have a common item N . For simplicity of computation, these two formulas will be scaled by dividing by N , that is
IV. KERNEL MAHALANOBIS DISTANCE FOR SYMBOLIC INTERVAL DATA
A crucial contribution is arisen from the kernel viewpoint has been a symbolic extension to inputs, rather than simply vectors of real numbers. Kernel functions can be defined over objects as diverse as graphs, sets, strings, and text documents [32] . Thus, this section presents an extension of KMD for symbolic interval data. The main idea of the extension consists in manipulating a kernel function for symbolic interval data. Let X = [x 1 , x 2 , · · · , x N ] T be a group of N symbolic interval data described by p interval features. Each one is represented as a vector of intervals
and a nonlinear function φ : x j → φ(x j ) performs the mapping from the input space to a high dimensional feature space H. Regarding a kernel matrix
is a kernel function which can be used to compute a dot product in the feature space H, i.e.
Different kernel functions implement different hypothesis spaces or even different knowledge representations. Typically, the most used kernel function is the Gaussian kernel given by
with
where σ is the width of the Gaussian kernel. Besides, to compare with KIMD, we introduce IMD proposed in [28] . In this section, the IMD is also scaled by dividing the original distance by the number of features.
Regarding a group of symbolic interval data X = [x 1 , x 2 , · · · , x N ] T , we define it as normal samples and the IMD of the jth normal sample can be calculated by x U j are two vectors, respectively, of the lower and upper-bounds ofx which is the mean of X. S L is the covariance matrix of the set of vectors x L 1 , x L 2 , · · · , x L N , S U is the covariance matrix of the set of vectors x U 1 , x U 2 , · · · , x U N . Regarding also a group of symbolic interval dataX = x 1 ,x 2 , · · · ,x M T , we define it as abnormal samples and the VOLUME 8, 2020 IMD of the jth abnormal sample can be calculated by
are two vectors, respectively, of the lower and upper-bounds of the normal samplex j , j = 1, 2, · · · , M .
V. EXPERIMENTAL RESULTS
In order to evaluate the classification performance of the proposed method for symbolic interval data, four synthetic symbolic interval data sets and seven real symbolic interval data sets are considered in this section. Our purpose is to get a comparison between MTS based on KIMD, and MTS based on IMD for symbolic interval data. The classification performance of each experiment is explained by examining the confusion matrix, as shown in Table 1 . In Table 1 , TP is the total number of samples classified as positive from the positive samples, FN is the total number of samples classified as negative from the positive samples, FP is the total number of samples classified as positive from the negative samples, TN is the total number of samples classified as negative from the negative samples.
In all our experiments, the threshold is determined by using the Receiver Operating Characteristics (ROC) curve, as shown in Fig.2 .
In Fig.2 , TPR is true positive rate and FPR is false positive rate. The TPR and FPR can be respectively calculated by
Ideally, the point (TPR= 1, FPR= 0) represents the best performance for a classifier. Evidently, when the TPR is as large as possible, while the FPR is as small as possible, the classifier has the best performance. Hence, we can determine a threshold using Youden's index [33] :
Therefore, in our experiments, the KIMD (IMD) corresponding to the maximum J can be determined as the optimal threshold.
To evaluate the classification performance provided by KIMD and IMD, five indexes are used. The first index is Accuracy, which is defined by
One of the advantages of MTS is classification on the imbalanced data sets, so the Sensitivity and Specificity indexes are given by
The sensitivity can evaluate the accuracy of the positive samples, while the specificity can evaluate the accuracy of the negative samples. Kubat and Matwin [34] suggest to take sensitivity and specificity into account simultaneously, thus the G-means index, which has been used by some researchers, is defined as
To evaluate the performance of the proposed method on feature selection, the dimension reduction rate (DRR) is defined as
where p is the number of the features, p is the number of the remaining features.
In all experiments, for the computation of the kernel matrix K, we use the Gaussian kernel, defined in (25) , which has a parameter σ whose value needs to be determined in a candidate interval where the optimal parameter might exist is given. In our experiments, the candidate width interval of σ 2 is from 0.1 to 50. Then, within the interval, we try to find the optimal kernel parameter corresponding to the highest training accuracy. Besides, to overcome the singularity, the kernel matrix K is added by a multiple of the identity matrix, i.e. K α = K + αI N . The optimal parameter α is selected within [0.01 0.1] according to the highest training accuracy.
A. SYNTHETIC SYMBOLIC INTERVAL DATA SETS
In this section, we first simulate four real-valued data sets in R 2 with non-linear classes. Then, symbolic interval data sets are built from these real-valued data sets, each point (x 1 , x 2 ) of these data sets is considered as the 'seed' of a rectangle. Each rectangle is, therefore, a vector of two intervals defined by
These parameters γ 1 and γ 2 are the width and height of the rectangle. They are randomly selected from the same predefined interval. The intervals considered in this paper are: [1, 2] , [1, 5] , [1, 10] , [1, 15] and [1, 20] . For example, the width and the height of all the rectangles can be selected randomly according to a uniform distribution U [1, 2] .
In data set 1, two classes are arranged to form curves of sine function computed as
where (x 1 , x 2 ) is the 'seed' coordinate, x 1 ∼ U [0, 60], a = 5 for class 1 and a = −5 for class 2, b = 7 and c = 12. This configuration contains 400 objects where each class has 200 ones. Fig.3 represents the synthetic symbolic interval data set 3 using the width and the height of all the rectangles drawn randomly within the interval [1, 5] . In data set 2, the synthetic symbolic interval data has 400 points scattered among two classes of size 200 each. These data are drawn according to a two-dimensional normal distribution. The data set, showing overlapping classes, is generated according to parameters: a) class 1: u 1 = 25, u 2 = 15, σ 2 1 = 121, σ 2 2 = 9, ρ 12 = 9; b) class 2: u 1 = 40, u 2 = 30, σ 2 1 = 12, σ 2 2 = 144, ρ 12 = 30. Fig. 4 shows the data set 2. Data set 3 is formed by two rings, each representing a class. The large ring represents normal samples and it has radius equals to 15 and 176 individuals. The small ring represents abnormal samples and it has radius equals to 5 and 106 individuals. From this data, we can see that the classes are nonlinearly separable. Fig.5 (a) represents a synthetic symbolic interval data set with two rings using the width and FIGURE 5. Synthetic interval data sets with two rings. VOLUME 8, 2020 the height of all the rectangles drawn randomly within the interval [1, 2] .
Data set 4 is constructed in the same way as Data set 3. But, the large ring represents abnormal samples and the small ring represents normal samples. Fig.5 (b) shows data set 4.
To evaluate the performance of the proposed method, these four datasets are employed to design experiments. For each data set, 20 percent of normal and abnormal samples are randomly chosen for training, the remaining samples for testing. Table 2 shows the summary descriptions of these four experiments. We apply the framework of a Monte Carlo experience: 100 replications are considered for each synthetic interval data set, as well as for each predefined interval. The comparison indexes used are Accuracy, Specificity, Sensitivity, and G-means. Tables 3-6 show the averages and standard deviations of these indexes. To visualize the comparison results of the four synthetic interval data sets, we take the interval [1, 2] as an example and plot the IMDs and KIMDs of test samples shown in Figs. 6-9. As expected, from Tables 3-5, we can see that the classification performance of the MTS based on KIMD outperforms IMD regardless the range of the predefined intervals.
However, from Table 6 , it can be observed that the MTS based on IMD shows slightly better results than KIMD. There are two main reasons, one is that the distribution of dataset 4 is similar to the distribution of the data that MTS can handle, as shown in Fig.10 , and the other is that the IMDs of normal samples and abnormal samples are more easily identified by threshold than KIMDs, as shown in Fig. 9 (a) and Fig. 9(b) .
B. REAL SYMBOLIC INTERVAL DATA SET
We collect seven different data sets with various data size and the number of features from the machine learning data repository, University of California at Irvine, in which the feature values are all real numbers. So, we build symbolic interval data sets from the seven real-valued data ones. Each point (x 1 , x 2 , . . . x p ) of these real-valued data sets is used to build symbolic interval data sets as in [35] .
Each rectangle is, therefore, a vector of p intervals defined by
where σ i is the standard deviation of the feature x i in the same class, i = 1, 2, · · · , p. Data complexity can be described as an indicator that the level of difficulty in classification learning for a specific dataset. This is the reason why we can find a number of studies using data complexity as a measure to make a comparison between different classifiers. Ho and Basu [36] proposed some complexity measure for binary classification problems. We employ Fisher's discriminant ratio to measure the complexity of the seven datasets. Fisher's discriminant ratio can compute how separated are two classes according to a specific feature. Fisher's discriminant ratio for the ith feature is defined as follows: where u 1 , u 2 , σ 2 1 , σ 2 2 are the means and variances of the two classes respectively.
For a multidimensional problem, the maximum f over all the features indicates the feature which contributes to the maximal discrimination and is defined as
The range of F is 0 ≤ F < ∞. Small values of F represent strong overlapping. For simplicity of presentation, we use the inverse of F to define the complexity, i.e.
A higher complexity value means there exists a larger overlap region among different classes, thus it is difficult to deal with.
The description of the seven real symbolic interval data sets is shown in Table 7 . For each real symbolic interval data set, 20 percent of normal and abnormal samples are randomly chosen for training, the remaining samples for testing. We run the system 100 times and obtain 100 different training and testing sets for performance evaluation. Table 8 shows the summary descriptions of these seven experiments.
In order to evaluate the classification performance and the dimension reduction rate provided by MTS based on IMD and MTS based on KIMD, the Accuracy, Specificity, Sensitivity, G-means, and DRR are used as comparison indexes. The averages and standard deviations of these indexes are calculated and shown in Table 9 and Table 10 . Considering the Accuracy index, MTS based on KIMD outperforms MTS based on IMD. However, the ability of MTS based on KIMD to predict the positive samples is better than that of MTS based on IMD. By contrast, the ability of MTS based on IMD to predict the negative samples is better than that of MTS based on KIMD. But, the G-means index of MTS based on KIMD is better than that of MTS based on IMD.
Besides, from the perspective of DRR, the experimental results indicate that MTS based on IMD has a stronger ability to reduce dimension when the number of features of the data set is small. However, when the number of features of the data set is large, MTS based on KIMD has a stronger ability to reduce dimension.
VI. CONCLUSION
In this paper, we present an extension of MTS for symbolic interval data based on KMD. The evaluation of our method in comparison with MTS based on IMD for symbolic interval data is carried out by the experiments. The experiments of synthetic and real data sets show the usefulness of our method. Experimental results furnished by the two methods are assessed by five indexes, including Accuracy, Sensitivity, Specificity, G-means, and DRR. The five indexes are calculated in the framework of a Monte Carlo experience with 100 replications.
Concerning the averages and standard deviations of Accuracy, Sensitivity, Specificity, and G-means for synthetic symbolic interval data sets 1-3, our method is superior to MTS based on IMD, whereas, MTS based on IMD slightly outperforms our method on data set 4. For real symbolic interval data set, our method is completely superior to MTS based on IMD.
Regarding the averages and standard deviations of DRR, our method outperforms MTS based on IMD for the real symbolic interval data set with a large number of features.
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