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1. Introduction
Let G ⊂ R2 be a bounded and simply connected domain with smooth boundary ∂G , and g be a smooth map from ∂G
into S1 and satisfy deg(g, ∂G) = d. We are concerned with the p(x)-Ginzburg–Landau type functional
Eε(u,G) =
∫
G
[
1
p(x)
|∇u|p(x) + 1
4εp(x)
(
1− |u|2)2
]
dx,
where p(x) ∈ C∞(G) satisﬁes
1 < p∗ = min
G
p(x) p∗ = max
G
p(x) < ∞. (1.1)
The minimizer uε of Eε(u,G) in
W = {v ∈ W 1,p(x)(G,R2)∩ L4(G,R2); v|∂G = g}
is called the p(x)-Ginzburg–Landau type minimizer. We will investigate the asymptotic behavior of uε when ε → 0.
In addition, we consider the regularity of minimizers of the p(x)-energy
Ep(u) =
∫
G
1
p(x)
|∇u|p(x) dx
in the function class W 1,p(x)g (G, S
1). These minimizers up are named p(x)-energy minimizers. By a standard method in the
calculus of variations, we can see that the p(x)-energy minimizer is a p(x)-harmonic map. The p(x)-harmonic maps, are
deﬁned as the weak solution in W 1,p(x)g (G, S
1) to the following problem
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u|∂G = g. (1.3)
When the target range of u is R2, the local p(x)-energy minimizer has locally Hölder continuous derivatives (cf. [6]). When
the target range of u is the unit circle S1, the p-energy minimizer up with the boundary value g(x) only has the partial
regularity if d 	= 0. Recall some results when p(x) ≡ p, there exist singularities of the p-energy minimizer in G when
p ∈ (1,2), though the number of singularities of up is indeﬁnite. However, if p converges to the dimension 2, there are
exact |d| singularities of up in G (cf. [10]). Paper [16] shows that the p-energy minimizer exists and it is a limit of the
p-Ginzburg–Landau type minimizer as ε → 0. When p ≡ 2, the relation between the singularities of up and the zeros of uε
had been well studied (cf. [3,4]). It turns out that the harmonic map (which is the limit of uε when ε → 0) is regular and
unique in the case of d = 0. When d 	= 0, there exist ﬁnite points a1,a2, . . . ,a|d| , such that all the zeros of the minimizer uε
locate near them as ε suﬃciently small. Moreover, these points a1,a2, . . . ,a|d| are the exact singularities of the harmonic
map from G \ {a j}|d|j=1 to S1. When p > 2, [12] shows the p-harmonic map is regular and unique if d = 0. When d 	= 0, there
does not exist p-harmonic map in W 1,pg (G, S
1) as in [4], since W 1,pg (G, S
1) is an empty set. We can investigate the local
p-harmonic map in the domain G with holes. In this case, the penalization method was also used in [13]. All these authors
set up
(1) the convergence relation between uε and up ;
(2) the convergence relation between zeros of uε and singularities of up .
These work showed that the idea of the penalization is helpful to study the regularity of p(x)-harmonic maps. The moti-
vation for this paper is to generalize the ideas in [3,4,12,13] and [16] to the case of the variable exponent p(x). We expect to
show the convergence relation between the minimizers of the penalized functional Eε(u,G) and the p(x)-harmonic maps.
The ﬁrst result is the convergence relation between uε and up , which will be established in Section 2.
Theorem 1.1. Assume uε is the p(x)-Ginzburg–Landau type minimizer. If (1.1) holds, then in both cases:
(i) p(x) ∈ (1,2);
(ii) p∗ > 2 and d = 0,
we have
lim
ε→0uε = up, in W
1,p(x)(G).
Here up is a minimizer of Ep(u) in W
1,p(x)
g (G, S
1).
Next, we will locate the zeros of the p(x)-Ginzburg–Landau type minimizer uε in the case of 1 < p(x) < 2. We shall
prove the following theorem in Section 3.
Theorem 1.2. If 1< p(x) < 2 and d 	= 0, then all the zeros of the minimizer uε are included in ﬁnite, disjoint discs of radius hε, where
h is independent of ε.
This theorem shows that there exist ﬁnite points a1,a2, . . . ,aN ∈ G , such that as ε → 0, the zeros of uε are located near
a1,a2, . . . ,aN .
In Section 4, we will estimate the convergence rate of |uε| to 1 in the C(G) and the W 1,p(x)(G) senses when p∗ > 2 and
d = 0.
Theorem 1.3. Assume p∗ > 2, d = 0, and uε is a p(x)-Ginzburg–Landau type minimizer. Then, there exists a positive constant C which
is independent of ε, such that
sup
G
∣∣1− |uε|∣∣+
∫
G
∣∣∇(1− |uε|)∣∣p(x) dx Cε p(κ)(p∗−2)4(p∗−1) ,
∫
G
(
1− |uε|2
)2
dx Cε
p(κ)(5p∗−6)
4(p∗−1) .
Here κ ∈ G satisﬁes
1
εp(κ)
∫
G
(
1− |u|2)2 dx =
∫
G
1
εp(x)
(
1− |u|2)2 dx.
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p(x)-Ginzburg–Landau type minimizer is not clear. On the other hand, the uniform estimate to establish the corresponding
convergence is hardly established. The asymptotic behavior of uε when ε → 0 is still open.
2. Convergence relation
In this section, we will introduce the relation of p(x)-energy minimizers, p(x)-harmonic maps and p(x)-Ginzburg–
Landau-type minimizers. Several techniques in this section can be found in [3] when p(x) ≡ 2; in [12,13] when p(x) ≡ p > 2;
and in [10,16] when p(x) ≡ p ∈ (1,2).
2.1. Limit properties of the weak solution
To discuss the asymptotic behavior of the p-Ginzburg–Landau type minimizer, it is necessary to investigate its Euler–
Lagrange system. Consider the boundary value problem
−div(|∇u|p(x)−2∇u)= 1
εp(x)
u
(
1− |u|2), in G, (2.1)
u|∂G = g. (2.2)
Recall that u ∈ W is named the weak solution of (2.1), if ∀φ ∈ C∞0 (G,R2),∫
G
|∇u|p(x)−2∇u∇φ dx =
∫
G
1
εp(x)
uφ
(
1− |u|2)dx.
Since p(x) is smooth in G , according to Theorem 2.6 in [9], C∞0 (G) is a dense subset of W
1,p(x)
0 (G) ∩ L∞(G). Therefore, the
test function φ can also be chosen in W 1,p(x)0 (G)∩ L∞(G) by a limit process. Proposition 2.7 in this section shows that there
exists a weak solution of (2.1) and (2.2) in W .
Proposition 2.1. If uε is a weak solution to (2.1) and (2.2), then |uε| 1 a.e. in G.
Proof. Test (2.1) by ζ = u − u|u| min{1, |u|}. Then
∇ζ = ∇u −
[∇u
|u| −
u(u · ∇u)
|u|3
]
, a.e. in G+,
∇ζ = 0, a.e. in G \ G+,
where G+ = {x ∈ G; |u(x)| > 1}. Thus, (2.1) becomes
∫
G+
|∇u|p(x)
(
1− 1|u|
)
dx+
∫
G+
|∇u|p(x)−2 (u · ∇u)
2
|u|3 dx+
∫
G+
1
εp
(
1− |u|2)(1− |u|)|u|dx = 0.
Hence, |G+| = 0. Proposition 2.1 is complete. 
Proposition 2.2. Let uε ∈ W be a weak solution of (2.1) and (2.2). Then there exists ρ > 0, such that
∣∣uε(x)∣∣ 1
2
, as x ∈ G \ G2ρε, (2.3)
where Gρε = {x ∈ G;dist(x, ∂G) > ρε}. Moreover, there exists C1 > 0 (independent of ε), such that
sup
Gρε
|∇uε| C1ε−1. (2.4)
Proof. Without loss of generality, we assume 0 ∈ G . Let y = xε−1 in (2.1) and denote v(y) = u(x), Gε = {y = xε−1; x ∈ G}.
Then
−div(|∇v|p−2∇v)= v(1− |v|2), on Gε. (2.5)
By using the standard discussion of the Hölder continuity of weak solution to (2.5) near the boundary (for example, cf.
[7, Proposition 2.2(2)]), we can see that for any y0 ∈ ∂Gε and y ∈ B(y0,ρ0) (where ρ0 > 0 is a constant independent
of ε), there exist positive constants C = C(ρ0) and α ∈ (0,1) which are both independent of ε, such that |v(y) − v(y0)|
C(ρ0)|y − y0|α . Choose ρ > 0 suﬃciently small satisfying
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2
, (2.6)
then |v(y)| |v(y0)| − C(ρ0)|y − y0|α = 1− C(ρ0)|y − y0|α  12 . Let x = yε. Thus
∣∣uε(x)∣∣ 1
2
, if x ∈ B(x0,2ρε),
where x0 ∈ ∂G . This implies (2.3).
Similar to the proof of Theorem 2.2 in [1], we also have the gradient estimate
‖∇v‖C(Bρ (y))  C(ρ),
for any y ∈ Gε \ Gρ , where ρ is a small constant satisfying (2.6). Letting x = yε, and noting that y is an arbitrary point, we
have (2.4). Proposition 2.2 is proved. 
Now, we shall state the weak limit properties of the solution uε when p∗ > 2.
Proposition 2.3. Assume uε is a weak solution to (2.1) and (2.2)with p∗ > 2. If for any given disk D ⊂ G, there exists C > 0 such that
Eε(uε, D) C, (2.7)
then as ε → 0, there exists a subsequence εk such that
uεk → up, weakly in W 1,p(D), (2.8)∫
D
1
ε
p
k
(
1− |uεk |2
)
ζ dx →
∫
D
|∇up |pζ dx, ∀ζ ∈ C∞0 (D,R), (2.9)
∫
D
|∇uεk |pζ dx →
∫
D
|∇up |pζ dx, ∀ζ ∈ C∞0 (D,R). (2.10)
Here up is a p(x)-harmonic map.
Proof. Proof of (2.8).
By (2.7) and Proposition 2.1, it follows
‖uε‖W 1,p(x)(D)  C .
Since W 1,p(x)(G) is a reﬂexive Banach space by Theorem 3.1 in [11], using the result above, we can ﬁnd up ∈ W 1,p(x)(D,R2)
and a subsequence εk of ε, such that
lim
k→∞
uεk = up, weakly in W 1,p(x)(D). (2.11)
In addition, W 1,p(x)(G) is embedded in W 1,p∗ (G) (cf. [11, Eq. (3.2)]). By p∗ > 2, we can apply the compact embedding
theorem to get
lim
k→∞
uεk = up, in C1,α(D), α ∈
(
0,1− 2
p∗
)
. (2.12)
From (2.7) and (2.12) we can see that
up ∈ W 1,p(x)g
(
D, S1
)
. (2.13)
We claim that up is a p(x)-harmonic map.
Assume D1 ⊂ D2 ⊂ D , ξ ∈ C∞0 (D, [0,1]) is a cut-off function satisfying ξ = 1 in D1, ξ = 0 in D \ D2 and |∇ξ | C . Write
u = uεk . Testing (2.1) by uξ and using (2.7) we can deduce that∫
D
1
εp(x)
|u|2(1− |u|2)ξ dx C .
Noting ξ = 1 on D1, we obtain
∫
D1
1
εp(x)
|u|2(1− |u|2)dx C . Adding this and (2.7) together yields
∫
1
εp(x)
(
1− |u|2)dx C . (2.14)D1
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lim
k→∞
∇uεk = ∇up, in Lq(D1).
Since D1 is an arbitrary subset of D , for any ψ ∈ W 1,p0 (D,R2) ∩ L∞(D,R2), there holds∫
D
|∇uεk |p(x)−2∇uεk∇ψ dx →
∫
D
|∇up |p(x)−2∇up∇ψ dx (2.15)
by virtue of the result above. Denote the vector function u by (u1,u2) in (2.1). Take ϕ ∈ W 1,p0 (D,R)∩ L∞(D,R) and test (2.1)
by (u2,0)ϕ and (0,u1)ϕ , respectively. Subtracting each other yields∫
D
|∇u|p(x)−2(u ∧ ∇u)∇ϕ dx = 0.
Here a ∧ b = a1b2 − a2b1 for two vectors a = (a1,a2),b = (b1,b2). Choose ψ = (ϕ,0) or (0,ϕ) in (2.15). Letting ε → 0 and
using (2.12) and (2.15) we can get∫
D
|∇up |p(x)−2(up ∧ ∇up)∇ϕ dx = 0. (2.16)
If we denote up by (u1,u2) and set u0 = u1 + iu2, then u0 is a complex value function and there hold
|u0|2 = |up|2 = 1, ∇
(|u0|2)= 0, and |∇u0|2 = |∇up |2.
Hence, u0∇u0 = (up ∧ ∇up)i. Inserting this into (2.16) yields∫
D
|∇u0|p(x)−2u0∇u0∇ϕ dx = 0, ∀ϕ ∈ W 1,p0 (D,R) ∩ L∞(D,R).
Suppose ω ∈ W 1,p0 (D,C) ∩ L∞(D,C), where C is the complex plane. Take ϕ = Re(u0ω) and ϕ = Im(u0ω) in the equality
above, respectively. Then
0 =
∫
D
|∇u0|p(x)−2u0∇u0∇(u0ω)dx.
Noticing that u0∇u0 = −u0∇u0, we have
0 =
∫
D
|∇u0|p(x)−2u0u0∇u0∇ωdx−
∫
D
u0ω|∇u0|p(x)−2∇u0∇u0 dx
=
∫
D
|∇u0|p(x)−2∇u0∇ωdx−
∫
D
u0ω|∇u0|p(x) dx.
Take the real part and denote (Reω(x), Imω(x)) by φ(x), then∫
D
|∇up |p(x)−2∇up∇φ dx =
∫
D
upφ|∇up|p(x) dx. (2.17)
This means up is a p(x)-harmonic map. Combining this with (2.11) completes (2.8).
Proof of (2.9). Eq. (2.15), together with (2.1) and (2.17), implies that for any φ ∈ W 1,p0 (D,R2) ∩ L∞(D,R2),∫
D
1
εp(x)
uφ
(
1− |u|2)dx =
∫
D
|∇u|p(x)−2∇u∇φ dx →
∫
D
|∇up |p(x)−2∇up∇φ dx =
∫
D
upφ|∇up|p(x) dx
when ε = εk → 0, where u = uεk . Take φ = upζ with ζ ∈ C∞0 (D,R). Then as ε → 0,∫
D
1
εp(x)
uup
(
1− |u|2)ζ dx →
∫
D
|∇up |p(x)ζ dx.
Hence, (2.9) is true if and only if
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D
1
εp(x)
(
1− |u|2)ζ dx−
∫
D
1
εp(x)
uup
(
1− |u|2)ζ dx → 0 (2.18)
when ε → 0. Noting∣∣∣∣
∫
D
1
εp(x)
(
1− |u|2)ζ dx−
∫
D
1
εp(x)
uup
(
1− |u|2)ζ dx
∣∣∣∣
∣∣∣∣
∫
D
1
εp(x)
up
(
1− |u|2)ζ dx
∣∣∣∣(sup
D
|up − u|
)
,
we can obtain (2.18) by (2.12) and (2.14) with an arbitrary subset D1.
Proof of (2.10). Taking φ = upζ in (2.17) and recalling that |up| = 1, we have∫
D
|∇up |p(x)−2up∇up∇ζ dx = 0.
This and (2.15) lead to
lim
ε→0
∫
D
|∇uε|p(x)−2uε∇uε∇ζ dx = 0. (2.19)
On the other hand, when ε → 0, for any ζ ∈ C∞0 (D,R),∣∣∣∣
∫
D
1
εp(x)
(
1− |u|2)ζ dx−
∫
D
1
εp(x)
|u|2(1− |u|2)ζ dx
∣∣∣∣
∣∣∣∣
∫
D
1
εp(x)
(
1− |u|2)ζ dx
∣∣∣∣(sup
D
∣∣1− |u|2∣∣)→ 0
by virtue of (2.12) and (2.14) with an arbitrary subset D1. Combining with (2.9) yields
lim
ε→0
∫
D
1
εp(x)
|u|2(1− |u|2)ζ dx =
∫
D
|∇up |p(x)ζ dx. (2.20)
At last, test (2.1) by uζ . Then∫
D
|∇u|p(x)ζ dx+
∫
D
|∇uε|p(x)−2uε∇uε∇ζ dx =
∫
D
1
εp(x)
|u|2(1− |u|2)ζ dx.
Letting ε → 0, and using (2.19) and (2.20), we obtain (2.10). The proof of Proposition 2.3 is complete. 
2.2. p(x)-Harmonic map in case (ii)
When p∗ > 2 and d = 0, we will investigate the limit up of uε . Take D = G in Proposition 2.3, then up is also a p(x)-
harmonic map from G into S1. Eq. (2.12) with D = G implies that up = g on the boundary ∂G . Thus, it is a weak solution in
W 1,p(x)g (G, S
1) to (1.2) and (1.3).
Since both g and ∂G are smooth, by virtue of d = 0, there exists ψ0 ∈ C∞(∂G,R), such that
g = (cosψ0, sinψ0).
Proposition 2.4. There is a unique weak solution to the following boundary value problem
−div(|∇Ψ |p(x)−2∇Ψ )= 0, in G, (2.21)
Ψ |∂G = ψ0. (2.22)
Proof. The existence can be veriﬁed by the direct method in the calculus of variations.
Uniqueness. Suppose Ψ1,Ψ2 are the weak solutions to (2.21) and (2.22), then
I :=
∫
G
(|∇Ψ1|p(x)−2∇Ψ1 − |∇Ψ2|p(x)−2∇Ψ2)∇(Ψ1 − Ψ2)dx = 0.
According to (2.7) in [7, p. 402], we can see that
0 C
∫
G
∣∣∇(Ψ1 − Ψ2)∣∣max(2,p(x)) dx I = 0.
In view of Ψ1 − Ψ2 = 0 on ∂G , the uniqueness is easy to obtain. Proposition 2.4 is proved. 
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up ∈ C1,α(G, S1) and up |∂G = g.
Proof. Set
u′ = (cosΨ, sinΨ ), in G. (2.23)
Here Ψ is the unique weak solution to (2.21) and (2.22). By a direct calculation, u′ is also a p(x)-harmonic map. On the
other hand, all the p(x)-harmonic map can also be written as the form (2.23). According to the result in [7], the weak
solution to (2.21) and (2.22) Ψ ∈ C1,α(G). Hence u′ in (2.23) belongs to C1,α(G, S1) and u′|∂G = g . Clearly, the uniqueness
of the weak solution Ψ to (2.21) and (2.22) also implies the uniqueness of the p(x)-harmonic map. This means u′ = up .
Proposition 2.5 is complete. 
2.3. p(x)-Energy minimizer
In both cases (i) and (ii) in the statement of Theorem 1.1, we know that W 1,p(x)(G, S1) 	= ∅. Therefore, we can consider
the minimization problem
Min
{∫
G
1
p(x)
|∇u|p(x) dx; u ∈ W 1,p(x)g
(
G, S1
)}
.
The solution to this minimization problem is the p(x)-energy minimizer.
Proposition 2.6. In both cases (i) and (ii) in the statement of Theorem 1.1, the p(x)-energy minimizer exists.
Proof. Let uk be a minimizing sequence of Ep(u) in W
1,p(x)
g (G, S
1). Then we can ﬁnd a subsequence of uk , denoted by
itself, converges to a map u0 weakly in W 1,p(x)(G,R2).
Since W 1,pg (G,R2) is a convex closed subset of W 1,p(x)(G,R2), it is also a weakly closed subset. Therefore, the weak
limit u0 belongs to W
1,p
g (G,R2). In addition, uk still converges to u0 in L2(G). So |u0| = 1 a.e. in G in view of |uk| = 1 a.e.
in G . This argument shows that
u0 ∈ W 1,p(x)g
(
G, S1
)
.
Write
γ = inf
{∫
G
1
p(x)
|∇u|p(x) dx; u ∈ W 1,p(x)g
(
G, S1
)}
.
According to Lemma 1.9 in [9], Ep(u) is a convex functional. So, it is weakly lower semi-continuous by virtue of Theorem 1.6
in [15]. Thus,
γ  Ep(u0) limk→∞Ep(uk) γ ,
which means that u0 is the p(x)-energy minimizer. Proposition 2.6 is proved. 
Remark 2. Since the p(x)-energy minimizer must be a p(x)-harmonic map, according to Proposition 2.5, we know that the
p(x)-energy minimizer is unique in case (ii) in the statement of Theorem 1.1. This result is the same as the case of p(x) ≡ 2
(cf. [3]). The uniqueness of the p(x)-Ginzburg–Landau type minimizer uε for each ﬁxed ε is not clear even if p(x) ≡ p 	= 2.
However, when p = 2, the Ginzburg–Landau minimizers uε are unique as long as ε is properly large (cf. [4] or [18]). When
ε is suﬃciently small, the uniqueness of uε is also true if p = 2 and d = 0 (cf. [18]). If p = 2 and d 	= 0, the uniqueness is
false (cf. [19]).
2.4. Limit properties of p(x)-Ginzburg–Landau type minimizers
From the direct method in the calculus of variations, it follows that
Proposition 2.7. The functional Eε(u,G) achieves its minimum in W .
Proof. First, W 1,p(x)(G) is a reﬂexive Banach space by [9]. Second, W is a weakly closed subset of W 1,p(x)(G) since it is a
convex closed subset. Next, Proposition 2.2 in [8] implies lim‖u‖W 1,p(x)→∞ Eε(u,G) = ∞. At last, since Eε(u,G) is a convex
functional, it is weakly lower semi-continuous. Thus, according to Theorem 1.2 in [15], Proposition 2.7 can be complete. 
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and (2.2).
Theorem 2.8. Assume uε is a minimizer of Eε(u,G). If p(x) ∈ (1,2), or p∗ > 2 and d = 0, then there exists a subsequence uεk of uε ,
such that
lim
εk→0
uεk = up, in W 1,p(x)(G), (2.24)
where up ∈ W 1,p(x)g (G, S1) is a p(x)-energy minimizer.
Proof. In both cases (i) and (ii) in the statement of Theorem 1.1, W 1,p(x)g (G, S1) 	= ∅. Therefore we can take a solution u∗ to
Min
{∫
G
|∇u|p(x)
p(x)
dx; u ∈ W 1,p(x)g
(
G, S1
)}
.
Thus, we have
Eε(uε,G) Eε(u∗,G) =
∫
G
1
p(x)
|∇u∗|p(x) dx := M0. (2.25)
Clearly, the minimum M0 is independent of ε. Similar to the derivations of (2.11) and (2.13), we also deduce from (2.25)
that there exists a subsequence uεk of uε , such that
lim
k→∞
uεk = up, weakly in W 1,p(x)(G), (2.26)
and up ∈ W 1,p(x)g (G, S1). The weakly lower semi-continuity of the functional Ep(u), together with (2.25), implies that
Ep(up) limk→∞Ep(uεk ) limk→∞Ep(uεk ) Ep(u∗).
This implies that up is also a p(x)-energy minimizer. Thus,
lim
k→∞
Ep(uεk ) = Ep(u∗) = Ep(up). (2.27)
According to the results in [17], from (2.26) and (2.27), we can derive (2.24). Theorem 2.8 is complete. 
Remark 3.
(1) In case (ii) in the statement of Theorem 1.1, the limit up is the exact p(x)-energy minimizer u∗ in view of the uniqueness
result (cf. Proposition 2.5). Therefore, the convergence (2.24) holds not only for the subsequence uεk , but also for the
whole uε .
(2) We claim that
lim
ε→0
∫
G
1
εp(x)
(
1− |uε|2
)2
dx = 0. (2.28)
In fact, using (2.25) and the weakly lower semi-continuity of Eε(u,G), we also have
Ep(u∗) limε→0Eε(uε,G) limε→0Eε(uε,G) Ep(up).
Combining with (2.27), we can verify this claim easily.
3. Location of zeros when p(x) ∈ (1,2)
In this section, we always assume p(x) ∈ (1,2) and d 	= 0. Let uε be a minimizer of Eε(u,G) in W . Then there must be
zeros of uε in G by Kronecker’s existence result (cf. [2, Theorem 5.3.12]). In this section, we will use the idea in [4] to locate
these zeros.
Eq. (2.28) shows a convergence rate of |uε| to 1. In fact we have a more precise result when ε is suﬃciently small.
Proposition 3.1. Assume ε = εk is a sequence converging to zero. Then there exist a constant C > 0 and an integer k0 > 0, which are
independent of ε, such that as k > k0 ,∫
G
(
1− |uεk |2
)2
dx Cε2k . (3.1)
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According to the mean value theorem, there exists ξ ∈ G such that
− ∂
∂ε
Eε(u,G) =
∫
G
p
4εp+1
(
1− |u|2)2 dx = 1
4εp(ξ)+1
∫
G
p
(
1− |u|2)2 dx.
Since ν(ε + δ) Eε+δ(u,G) Eε(u,G) = ν(ε) for the minimizer u = uε of Eε(u,G), we have
1
4εp(ξ)+1
∫
G
p
(
1− |u|2)2 dx = lim
δ→0
Eε(u,G) − Eε+δ(u,G)
δ
 lim
δ→0
ν(ε) − ν(ε + δ)
δ
= −ν ′(ε). (3.2)
Thus, we claim that there exist a positive constant M (independent of ε), and a subsequence of εk denoted by itself, such
that as εk → 0,
−ν ′(εk) Mε1−Tk , (3.3)
where T < 2 is a constant to be determined later. Otherwise, there must be a ﬁxed ε0 > 0, such that for 0 < ε < ε0, there
holds −ν ′(ε) > Mε1−T . Now, let M = 2M0(2 − T )εT−20 , where M0 is the constant in (2.25). Integrating from ε to ε0, we
have
ν(ε) = −
ε0∫
ε
ν ′(ε)dε + ν(ε0) > M
2− T
(
ε2−T0 − ε2−T
)+ ν(ε0).
Noting the value of M , we see that it contradicts (2.25) as long as ε is suﬃciently small. Substituting (3.3) with T = p(ξ)
into (3.2), and noticing that p∗  p(x) p∗ , we get (3.1). 
Hereafter, we always assume ε = εk with k > k0, where k0 is the constant in Proposition 3.1.
Proposition 3.2. Let uε be a minimizer of Eε(u,G). Then there exist positive constants λ and μ, which are independent of ε, such that
if
1
ε2
∫
Gρε∩B2lε
(
1− |uε|2
)2
dxμ, (3.4)
where B2lε is some disc of radius 2lε with l > λ, then
∣∣uε(x)∣∣ 1/2, ∀x ∈ Gρε ∩ Blε.
Proof. Firstly, we observe that there exists a constant β > 0 such that for any x ∈ Gρε and 0 < ρ < 1, |G ∩ B(x,ρ)| βρ2.
To prove the proposition, we choose λ = 14C1 , μ =
βλ
16 . Suppose that there is a point x0 ∈ Gρε ∩ Blε such that |uε(x0)| < 1/2.
Then using (2.4), we can see that for any x ∈ B(x0, λε),
∣∣uε(x) − uε(x0)∣∣ C1ε−1|x− x0| C1λ,
and |uε(x)| |uε(x0)| + 1/4. Hence,
(
1− ∣∣uε(x)∣∣2)2  (1− ∣∣uε(x)∣∣)2 > 1
16
, ∀x ∈ B(x0, λε).
Thus ∫
B(x0,λε)∩Gρε
(
1− |uε|2
)2
dx >
1
16
∣∣B(x0, λε) ∩ Gρε∣∣ 1
16
βλε2 = με2.
Since x0 ∈ Blε ∩ Gρε and (B(x0, λε) ∩ Gρε) ⊂ (B2lε ∩ Gρε), the inequality above implies∫
B2lε∩Gρε
(
1− |uε|2
)2
dx > με2,
which contradicts (3.4) and thus the proposition is proved. 
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1
ε2
∫
B(xε,2λε)∩Gρε
(
1− |uε|2
)2
dxμ,
then B(xε, λε) is called a good disc. Otherwise B(xε, λε) is called a bad disc.
Now suppose that {B(xεi , λε), i ∈ I} is a family of discs satisfying
(i) xεi ∈ Gρε, i ∈ I;
(ii) Gρε ⊂
⋃
i∈I
B
(
xεi , λε
);
(iii) B
(
xεi , λε/4
)∩ B(xεj , λε/4)= ∅, i 	= j. (3.5)
Denote Jε = {i ∈ I; B(xεi , λε) is a bad disc}.
Proposition 3.3. There exists a positive integer N1 such that
Card Jε  N1.
Proof. Eq. (3.5) implies that, every point in Gρε can be covered by ﬁnite, say m (independent of ε) discs. From (3.1) and
the deﬁnition of bad discs, we have
με2 Card Jε 
∑
i∈ Jε
∫
B(xεi ,2λε)∩Gρε
(
1− |uε|2
)2
dx
m
∫
⋃
i∈ Jε B(x
ε
i ,2λε)∩Gρε
(
1− |uε|2
)2
dx
m
∫
G
(
1− |uε|2
)2 mCε2,
and hence Card Jε  mCμ  N1. 
Remark 4. It seems that, the smaller T in (3.3) is, the better |uε| converges to 1 in (3.1). However, we will prove that the
T = p(ξ) in (3.1) is optimum for the convergence rate. In fact, T in (3.3) is not less than p(ξ). Otherwise, (3.1) should be
written as
∫
G(1− |uε|2)2  Cε2+p(ξ)−T . Therefore, the proof of Proposition 3.3 implies that
με2 Card Jε m
∫
G
(
1− |uε|2
)2 mCε2+p(ξ)−T .
Hence, limε→0 Card Jε = 0. This implies the non-negative integer sequence {Card Jεk } is a constant sequence when εk is
suﬃciently small, and the constant is zero. According to the deﬁnition of Card Jε , there does not exist any bad disc in G . By
Proposition 3.2 and (2.3), we can see that
|u| 1/2, in G.
On the other hand, according to Kronecker’s existence result, there must be the zero of uε in G in view of d 	= 0. This
contradicts the result above.
In view of Proposition 3.3, we can apply Theorem IV.1 in [4] to modify the family of bad discs such that the new one,
denoted by {B(xεi ,hε); i ∈ J }, satisﬁes⋃
i∈ Jε
B
(
xεi , λε
)⊂⋃
i∈ J
B
(
xεi ,hε
);
λ h; Card J  Card Jε,∣∣xεi − xεj ∣∣> 8hε, i, j ∈ J , i 	= j. (3.6)
The last condition implies that every two discs in the new family are not intersected.
We state the main result in this section.
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j=1 B(x
ε
j ,hε), where N2 = Card J . Furthermore, all the zeros of uε are included in the ﬁnite, disjoint discs of radius hε.
Proof. In view of (2.3), the set {x ∈ G; |uε(x)| < 1/2} is a subset of Gρε . Thus, from the deﬁnition of the bad disc, Proposi-
tions 3.2 and 3.3, and (3.6), we can complete the proof of Theorem 3.4. 
As ε → 0, there exist a subsequence xεki of xεi and ai ∈ G such that
xεki → ai, i = 1,2, . . . ,N2 = Card J .
Perhaps, there are at least two subsequences converging to the same point, we denote the limit points by
a1,a2, . . . ,aN , N  N2,
the collection of distinct points in {ai}N21 .
In virtue of Theorem 3.4, we can see that
∣∣uε(x)∣∣ 1/2, for x ∈ K ,
where K is an arbitrary compact subset of G \⋃Nj=1{a j}.
4. Convergence rate of |uε| to 1
In this section, we always assume p∗ > 2 and d = 0, and uε is a minimizer of Eε(u,G). Similar to the derivation of (2.12),
from (2.25) we can get
lim
k→∞
uεk = up, in Cα(G), α ∈
(
0,1− 2
p∗
)
.
There cannot be any zero of uε in G when ε is suﬃciently small, since |uεk | converges uniformly to 1 when k → ∞ in view
of the result above. Now, we are concerned with the convergence rate of |uε| to 1 when ε → 0. By the mean value theorem
and (2.25), there exists κ ∈ G such that
1
εp(κ)
∫
G
(
1− |uε|2
)2
dx =
∫
G
1
εp(x)
(
1− |uε|2
)2
dx C . (4.1)
Proposition 4.1. There exists a positive constant C which is independent of ε, such that
sup
G
∣∣|uε| − 1∣∣ Cε p(κ)(p∗−2)4(p∗−1) .
Proof. Suppose x0 is an arbitrary point in G , and denote |uε(x0)| by t . At ﬁrst, according to (3.2) in [11], from (2.25) and
the embedding inequality, we can deduce that ‖uε‖
C
1− 2p∗ (G)
 C∗ . Therefore,
∣∣uε(x) − uε(x0)∣∣ C∗|x− x0|1− 2p∗ , ∀x ∈ G.
If x ∈ B(x0, ( 1−t2C∗ )
p∗
p∗−2 ), then
∣∣uε(x)∣∣ t + 1− t
2
and hence
1− ∣∣uε(x)∣∣ 1− t
2
.
Thus, using (4.1) we can deduce that
(
1− t
2
)2(1− t
2C∗
) 2p∗
p∗−2

∫
B(x0,(
1−t
2C∗ )
p∗
p∗−2 )
(
1− ∣∣uε(x)∣∣2)2 dx
∫
G
(
1− ∣∣uε(x)∣∣2)2 dx Cεp(κ).
This means
1− t  Cε p(κ)(p∗−2)4(p∗−1) .
Proposition 4.1 can be proved since x0 is an arbitrary point in G . 
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G
|∇(∣∣uε| − 1)∣∣p(x) dx Cε p(κ)(p∗−2)4(p∗−1) .
Proof. Write v = |∇u|2 in (2.1). Since |uε| converges to 1 in the Cα(G) sense when ε → 0, we can set  = |u| and u =
(cosφ, sinφ) (cf. [2, Lemma 1]). Then ,φ satisfy
−div(v(p−2)/22∇φ)= 0,
−div(v(p−2)/2∇)+ |∇φ|2v(p−2)/2 = 1
εp

(
1− 2), (4.2)
by a direct calculation. Let β = p(κ)(p∗−2)4(p∗−1) . Multiplying (4.2) with (1 − ), integrating over G and noticing that |∂G = 1,
we have
−
∫
G
v(p−2)/2∇∇dx+
∫
G
v(p−2)/2|∇|2(1− )dx+
∫
G
v(p−2)/22|∇φ|2(1− )dx =
∫
G
1
εp
2
(
1− 2)(1− )dx
and hence we obtain∫
G
v(p−2)/2|∇|2 dx Cεβ (4.3)
by using the facts |∇u|2 = |∇|2 +2|∇φ|2,   1, (2.25) and Proposition 4.1. Proposition 4.1 also implies  > 1/2 for ε > 0
small enough. Therefore, (4.3) leads to∫
G
v(p−2)/2|∇|2 dx Cεβ
and hence∫
G
|∇|p dx Cεβ .
Proposition 4.2 is complete. 
Proposition 4.3. There exists constant C > 0 which is independent of ε such that∫
G
(|uε|2 − 1)2 dx Cε p(κ)(5p∗−6)4(p∗−1) .
Proof. Since uε = (cosφ, sinφ) is a minimizer, and (cosφ, sinφ) also belongs to W , we have
Eε(uε,G) Eε
(
(cosφ, sinφ),G
)
.
This implies
∫
G
p(x)
p(x)
|∇φ|p(x) dx+ 1
4εp(κ)
∫
G
(
1− 2)2 dx
∫
G
1
p(x)
|∇φ|p(x) dx.
Noticing that 1− p(x)  1− p∗  C(1− ), from (2.25) and Proposition 4.1 we can deduce that
1
4εp(κ)
∫
G
(
1− 2)2 dx
∫
G
1− p(x)
p(x)
|∇φ|p(x) dx C sup
G
(1− ) Cε p(κ)(p∗−2)4(p∗−1) .
Multiplying with εp(κ) , we can complete the proof of Proposition 4.3. 
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