Abstract. We improve the results from [EBS10] about the Eisenstein series E2(z) = 1−24 ∞ n=1 nq n 1−q n . In particular we show that there exists exactly one (simple) zero in each Ford circle and give an approximation to its location.
Introduction
Let M k (Γ) be the space of holomorphic modular forms of weight k for the full modular group Γ = P SL(2, Z). It is well known that M k (Γ) has dimension k 12 +O(1) and a modular form f ∈ M k has k 12 +O(1) inequivalent zeros in a fundamental domain Γ\H.
For the cuspidal Hecke eigenforms, it is a consequence of the recent proof of the holomorphic Quantum Unique Ergodicity(QUE) by Holowinsky and Soundararajan [HS10] that the zeros are uniformly distributed. More precisely, for a sequence {f k } of cuspidal Hecke eigenforms of weight k we have that as k → ∞ the zeros of f k become equidistributed with respect to the normalized hyperbolic measure 3 π dxdy y 2 .
In contrast to this in the case of Eisenstein series, it was conjectured by R.A. Rankin in 1968 and proved by F.K.C. Rankin and Swinnerton-Dyer [RSD70] that all the zeros, in the standard fundamental domain, of the series
lie on the geodesic arc {z ∈ H : |z| = 1, 0 ≤ Rez ≤ 1/2} and as k → ∞ they become uniformly distributed on this unit arc. A similar result for the cuspidal Poincare series was proved by R.A. Rankin [Ran82] . For generalizations of these results to other Fuchsian groups and to weakly holomorphic modular functions see [AKN97] , [DJ08] , among many others. For some recent work on the zeros of holomorphic Hecke cusp forms that lie on the geodesic segments of the standard fundamental domain see [GS12] .
Next we turn our attention to the location of the zeros of the non-modular Eisenstein series of weight 2
As it is well known E 2 (τ ) is not modular but it is a quasimodular form and for γ = a b c d ∈ SL 2 (Z) satisfies the transformation property
The zeros of E 2 has already been investigated in [EBS10] . El Basraoui and Sebbar showed that there are infinitely many non-equivalent zeros of E 2 and two zeros are equivalent if and only if one is a Z-translate of the other. Of particular interest is the unique zero on the imaginary axis x = 0 and the unique zero on x = 1 2 . Those two zeros also occur in [SF07] . They were computed by H. Cohen:
is the standard (strict) fundamental domain, El Basraoui and Sebbar also show that there are infinitely many SL 2 (Z)-translates of F that contain a zero and infinitely many that do not contain a zero.
In this note we improve these results. More precisely for (a, c) = 1 recall that the associated Ford circle is the circle on the upper half plane with center Moreover in the Ford circle at the cusp a c ∈ Q the zero satisfies the following approximation:
Since π/6 is close to 1/2, the zeros are almost at the center of each Ford circle and in fact when plotted on a not small enough scale as in the following picture, the zeros seem to have remarkable uniformity on the upper half plane. We may rephrase Theorem 1.1 as saying that around each finite cusp there is a unique zero of E 2 . i.e. given (a, c) = 1 with c > 0, there is a unique matrix γ = a b c d ∈ SL 2 (Z) such that γF contains a zero.
While preparing this manuscript we learned that R. Wood and M. Young [WY] proved a quantitatively equivalent result about the locations of the zeros of E 2 simultaneously and independently of us.
It is possible to give further improvements on these approximations by expanding either in Taylor or Fourier series but we will not pursue this in this paper at any depth. In the next section we give the proofs of Theorem 1.1 and Theorem 1.2 and in the final section we provide some numerical data on the Fourier and Taylor expansions.
Proofs
The proofs of Theorem 1.1 and Theorem 1.2 are based on the mapping properties of the function f (z) defined by
.
We will see that f is analytic in the fundamental domain, and even on {z : Imz > 0.53}. Let z be in the fundamental domain F, and let γ = a b c d ∈ SL 2 (Z). Then based on the transformation formula of E 2 , one has the fundamental relation
Therefore we are interested in the solutions of the equation
Here d, c ∈ Z. Let's start with the solution of
Let f = u + iv and
As a simple application of the implicit function theorem it will be proved below that A is the graph of a function φ : [−1/2, 1/2] → (0, ∞). More precisely if x + iy ∈ F and v(x, y) = 0 then y = φ(x).
In view of the relation (8) the possible values c, d ∈ Z that arise from a zero of E 2 are those for which −d/c ∈ f (A). Let τ = γz be a zero of E 2 with γ = a b c d ∈ SL 2 (Z) and z ∈ F. Then we will show that |d/c| ≤ 1/2 and conversely any such −d/c ∈ [−1/2, 1/2] arises from a zero of E 2 (z).
Namely we have
The first claim in Theorem 1.1 now follows immediately from The more precise location of zeros of E 2 given in (5) and (6) follow from bounds for E 2 and its derivative.
To prove Theorem 2.1 we will use the implicit function theorem. To ease the notation let f = u + iv. We are interested in v(x, y) = 0. We need the following estimates.
Lemma 2.3. Let z = x + iy ∈ H and let q = e 2πiz . We have the following estimates.
In particular for y > 0.53 we have 0 < |E 2 (z) − 1| < 1 and so E 2 (z) = 0 in this region and hence f in (7) is well defined.
Proof. We have
The
|f (z) − 1| < 0.57
Proof. Since
We will also need the following Imf (x + iy) < 0.
Proof. For any x we have
The lemma follows from the numerical estimate t < 0.1054.
From Lemma 2.6 it follows that for each x ∈ [−1/2, 1/2] there can be only one y such that v(x + iy) = 0. By Lemma 2.5, it is also clear that such a y exists since lim y→∞ v(x + iy) = ∞. Therefore there is a function φ : [−1/2, 1/2] → (0, ∞) such that x + iy ∈ F and v(x, y) = 0 implies y = φ(x).
Moreover this φ is differentiable by the implicit function theorem, and we have φ (x) = −∂ x v/∂ y v.
Let now the arc A be as in (9). We know from El Basraoui and Sebbar that there are points z 1/2 and z −1/2 on the both of the vertical boundaries of F, where f takes the values −1/2 and 1/2. They correspond to the zeros of E 2 with real parts 1/2 and −1/2. Proof. We need to show that
By the intermediate value theorem it follows that f restricted to the arc
This also finishes the proof of Theorem 2.1 and hence the first claim in Theorem 1.1.
The next Proposition on the other hand proves the estimates (5) and (6) about the location of zeros in Theorem 1.1 and Theorem 1.2. 
The estimates also show that y < 6 π + 0.00029 < 1.91 resp. (using (18))
In particular we also have (14). On the other hand using τ = γ −1 z and E 2 (γz) = 0 we have
and
where we used (14). Similarly we get:
Numerical calculations
In this section we provide additional numerical data on the zeros of E 2 (z).
Let F (x) = f −1 (x) denote the inverse of f (z) restricted to R. (Note that F defines an (injective) holomorphic map in a neighbourhood of R.)
Recall the SL 2 (Z)-translates of the zeros of E 2 inside the strict fundamental domain F are exactly given by
is 1-periodic, so it possesses a Fourier expansion:
To get a formal expression for it we use the standard change of coordinates
Note that althoughf has a term involving log q this cancels out and in fact we have that
The existence of the last formal power series and the rationality of its coefficients follow from the facts that π i for some rational number r n .
Calculations of the Fourier coefficients by numerical integration show perfect agreement with these formal computations:
The numerical results for c n , n ≥ 0 were calculated using sage: A good bound on the remaining Fourier coefficients c n , n ≥ 2 would give an estimate on the angle of H(x) − c 0 . Namely that the angle is close to 2π x + 1 4 . Note in particular that H(0) ∈ iR is located on the top of H(R), so the angle of H(0) − c 0 is exactly 2π 
Taylor expansion.
We can also examine the Taylor expansion F (x) = ∞ n=0 b n x n around x = 0.
By Lagrange inversion theorem the Taylor coefficients can be calculated in terms of the Taylor coefficients of f (z) at z 0 , where z 0 is the SL 2 (Z)-translate in the struct fundamental domain of the zero of E 2 on the imaginary axis.
Note that f (z) is a rational function in E 2 (z) and z. It's derivatives can be calculated as rational functions in E 2 (z), E 4 (z), E 6 (z) and z. Therefore the Taylor expansion at z 0 can be expressed as a rational function in X := E 4 (z 0 ), Y := E 6 (z 0 ), Z := E 2 (z 0 ) and z 0 . By the transformation property (2) we have z 0 = − 12 2πiZ , so in fact we get a rational function in X, Y and Z. Here is a list of the first few polynomials a n (X, Y, Z) for n > 0:
