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En este trabajo definimos las componentes principales de una 
matriz de datos multivariados. Se obtuvo la distribución de las mismas, 
demostrando algunas de sus propiedades. De igual manera se hace para 
las componentes principales estandarizadas. Se obtuvieron los 
estimadores de máxima verosimilitud de los valores y vectores propios 
y las componentes principales de la matriz de observaciones X 11 con 
matriz de covarianza de estructura especial. Definimos la distribución 
Wishart Centrada. Se demostraron algunos teoremas relacionados a 
dicha distribución y se logró obtener la distribución asintótica de los 
valores propios. En este trabajo, además se presenta la variación 
explicada por las componentes principales; y los criterios para 
seleccionar el número de componentes a considerar en algunos estudios, 
la correlación entre las variables originales y las componentes 
principales, y el coeficiente de determinación. Basado en las 
suposiciones teórica arriba expuestas efectuamos un análisis de las 
componentes principales en el estudio biológico del Dormifalor latifivnz 
(pez), años de 1992 y  1993. Datos suministrados por el Laboratorio Dr. 
Erich Graetz del Departamento de Fisiología y Comportamiento Animal 
de la Facultad de Ciencias Naturales y Exactas. 
ABS1AC 
In the present work define the main components of a multivariate 
matrix data and its distribution; and we demonstrate as well some of its 
properties. The sanie has been done for the main standarized 
components. We obtained the maximun likelihood estimation of the 
proper vectors and values, and the main X. observation matrix 
components with a covariance matrix of special structure. We defmed 
the Centered Wishart distribution; also we demonstrated some related 
theorems of this distribution, obtaining the asintotic distribution of the 
proper values. In th!s research, we introduced the variation explained 
by the main components and the criterion to select the nuinbers of 
components under consideration in some studies, also the correlation 
between the original variables and the main components; and the 
determinative coefficients. Based in the theorical assumption aboye 
explained we made an analysis of the main components of a large 
biological res earch data of Dormitator 1atifro.  (Pisces) provided by the 
Laboratory Erich Graetz of the Department of Animal Physiology and 
Behavior of the of Faculty Natural Sciences. 
INTRODUCCIÓN 
Es común encontrar muchas variables explicatorias o 
independientes. A veces es útil tener un gran número de ellas, pero 
también se corre el riesgo de duplicar la información. La duplicidad 
puede ser detectada a través de las correlaciones. 
Una forma de confirmar la correlación, es estimar la matriz de 
correlación de todas las variables explicatorias y observar las 
interrelaciones entre cada dos variables. Existen interrelaciones entre 
más de dos variables, que no pueden ser detectadas por este método y 
se requiere del análisis de la estructura de los datos, utilizando técnicas 
como la descomposición vectorial. Para eliminar el efecto de la 
correlación de las variables, es necesario formar variables ortogonales 
(no correlacionadas) previamente a cualquier tipo de análisis (regresión, 
conglomerados, etc.). Una manera útil de lograr este tipo de 
combinaciones lineales ortogonales es la técnica de componentes 
principales. 
Hotelling en 1933 fue el primero en formular el análisis de 
componentes principales, basándose en el trabajo publicado en 1901 por 
Karl Pearson sobre el ajuste de un multiespacio a una línea o a un 
plano. El enfoque de Pearson se centra en el análisis de componentes 
principales que sintetiza la mayor variabilidad del sistema de puntos; 
ello explica el calificativo de "principal". 
El análisis de componentes principales es un método que examina 
la dependencia estructural de datos multivariados obtenidos de una 
población, cuya distribución de probabilidades no es preciso conocer. Sin 
embargo, puede suponerse que la población muestrada tiene distribución 
multmormal, con lo que se podrían realizar las respectivas pruebas de 
hipótesis para extraer inferencias de la población en estudio. 
Con el análisis de componentes principales se pretende generar 
nuevas variables que expresen la mayor parte de la información 
contenida en el conjunto original, reducir el número de variables para 





Para n vectores X de orden pxl distribuidos normalmente con 
media ¡ç y matriz de covarianza Z, diremos que la matriz 
XPIM = (X1,X2, ... ,X) tiene una distribución normal con matriz de media 
ITpxn  = (¡Li 	,jt) y matriz de covarianza Vol donde, V es una matriz 
simétrica definida positiva de orden nxn, tal que Coy (X, X)= vap Z 
y Vol denota el producto de Kronecker de la matriz V y la matriz E. 
Lo anterior lo denotaremos por. 
X ~ N(r, V®£) 
Si V=I las columnas de X son mutuamente independientes. 
DEFINICIÓN 1.1. (Matriz de las Componentes Principales) 
Sea X p= una matriz de datos multivariados donde para cada 
1 	cada columna X de Xp. corresponde al a-ésimo vector 
aleatorio de orden pxl y L una matriz ortonormal donde cada 1 :5 i 
cada columna I corresponde a un vector propio de orden pxl de 
5 
6 
   
y tal que L'».-A- 
o 
Con 	X2 	 o 
   
valores propios de E . 
Definiremos la matriz de componentes principales como la matriz 
Y, = L'X, donde para cada 1 	n, las columnas Y = L'X de la 
matriz Y, son vectores de orden pxl que representan las componentes 
principales correspondientes al tw-ésimo vector aleatorio X,. 
Además, definimos la Pésima componente principal 
correspondiente al vector Y por: 
PROPOSICIÓN 1.1: 
Si X ~ N(F, I®Z) y L. la matriz ortonormal de la definición Li. 
entonces, Y = L'X - N(L'T, I®L'ZL) 
7 
Demostración: 
Sean X--N(L, I®) y L la matriz ortonormal de la definición 1.1. 
Como X - N(F, I®) y Y = L' X, entonces para todo 1 < a :5 n 
Y = 14' X  representa el a-ésijno vector de orden pxl de Y. 
Además, para 1 a < n se tendrá; 
E(Ya) = E(L' X) 
= L'E(X) 
= L' 
Luego, 	E(Y) = L'F 
Por otro lado, para todo 1 < «, ,0 n tendremos que 
Cov(Ya, Y) = E{(Ya L'1ç)(Y-L'p)1} 
= 
= 
= S 1 VIL 
donde b es el delta de Kronecker 
Luego, si 1 < a, fi < n entonces, 
ril, El, siafi 
COV(Ya Y) = 
0 	sia;0fi 
8 
Por lo tanto la matriz de covarianza de Y es; IøL'ZL 
Como X se distribuye normal, entonces Y = L'X también se 
distribuye normal, con media L'F y matriz de covarianza I®L'L, esto 
es Y - N(L'F, IøL'L). 
Por lo tanto para cada 1 5 a s n, los vectores Y resultan 
independientes entre sí, con matriz de covarianza L'L y con 
distriibución normal. 
Propiedades de las compommtes principales:  
PROPOSICIÓN 1.2. 
Si Yp. es la matriz de componentes principales correspondientes 
a la matriz X, con Y - N(L'F, I®L'L), entonces 
(a) Var(Y1 ) = ) ¡ 	es el i-ésimo valor propio de E 
(b) Var(Y1j Var(Y) 	Var(Y) k O 
(c) para 1i,jp,i;ej 	Cov(Y,Y)=O 
(d) EV(Y) =fra (Z) 
(e) Coy (Xa Ya) = ZL 
Demostración:  
Por la proposición 1.1, para cada 1 < v < n la matriz de 
covarianza de los vectores Y es A = L'ZL. 
Como L es una matriz ortonormal ylos valores propios de 1 están 
definidos como las soluciones de la ecuación característica ¡ -t 1 ¡ 0. 
Como IZ-111 	IZ-1I ¡L'LJ 
= IL'I I -"I ¡LI 
= 1 L'ZL-XL'L  1 
= ¡ L'ZL-LI ¡ 
y por hipótesis, la matriz de covarianza de las componentes principales 
correspondiente al vector Ya  es L'EL = A., por consiguiente, la varianza 
de la i-ésima componente principal correspondiente al vector Ya es 
V(Y) = X para cada 1 si< p, lo que demuestra (a). 
Luego, Var (Yia) > Var (Y) 	Var (Y) k O lo que 
verifica (b). 
Además, las componentes principales correspondientes al vector 
Y no están correlacionados, con lo cual para 1 < i , j 5 p i 
Cov(Y, Y») = 0, lo que muestra (c)e 
lo 
Como L'ZL = A , entonces 
Por otro lado 
rtn,za  (Z() 
-fraz ( 
De aquí que 
- traza () 
lo que verifica (d) 
	
Por último, para cada 1 	n sea Ya  = L'X la ff-ésima 
columna de Y y X la o!-ésima columna de la matriz X. Luego, la matriz 
de covarianza entre X y Y es: 
Coy (X Ya) = 	- 	- L'p)'} 
= 	- 	- L'Pa)'} 
= 	- 	- j'L} 
=ZL 
1]. 
lo cual demuestra (e). 
PROPOSICIÓN 1.3. 
Sea E P.P  una matriz simétrica con valores propios L. 1 para cada 
1 :5 i < p y L la matriz ortonormal cuyas columnas li son los vectores 
1' 
propios de E entonces, 	 + 121 212 +... + 
¡=1 
representa la descomposición espectral de E. 
Demostración:  
De la definición  1.1. se tiene 
L'EL=A 
entonces, 	E L = LA 
con lo cual, 	E = LA L' 
de donde, 	E = 41111' + 121212' + 	+Lplplp 
yasí 	 E = f 
DEFINICIÓN 1.2. (Matriz de Observaciones Estandarizadas) 
Sean Xp. - N(T, I®Z), (X-I) la matriz de las desviaciones y 
V 112 la matriz diagonal donde los elementos de la diagonal principal 
12 
son las raíces de las varianzas pertenecientes a la matriz de covarianza 
L 
Definimos la matriz de observaciones estandarizadas como la 
matriz Z= (V)'(X-F). 
PROPOSICIÓN L4 
Si X - N(F, Iø) y 
1p12 ...p1, 
p21 1 ... Np 
pp2 Pp2... 1 
donde para 1i,j s p, i;ej 
entonces 4 = - N(O, Iøp) 
Demostración:  
Sean X - N(F, I®) y para cada 1 <a <n Z. (')' (Xa ILa) 
el a-ésimo vector aleatorio estandarizado. 
13 
Entonces, para cada 1 	n se tiene:  
E(Za) = E ((V1'2)1 (Çp)) 
= (V"21  E (X« /) 
= (V112)•1 (()) 
= (V112y' 
=0 
luego, E(Z) = O 
Por otro lado, para cada! 	o,fl < n, a :;efltenemos; 
COV(Za Z) = E((Za - O)(Z - O)') 
= E (Za Z') 
= E (((y"2)4 (Xi, ,L((:v112y' (X - 
= (y1t2)4 E((X,  
= 5.13 'y112y1 /yt12)4 
Como, 
a11 a12 	a1,, 
C21 922 a2,, 
( 1I2) 1 	(I(1)2) 1  
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021  1 
entonces, para cada 1 	a,fi n 
p siafl 
Coy (4, Z) 
L 0 
	sia;efl 
Luego la matriz de covarianza de Z es I®p. Como X se 
distribuye normal, entonces Z = (V" )' (X-F), también se distribuye 
normal, con matriz de media cero (0) y matriz de covananza I® p, esto 
15 
es, Z ~ N(O,I®p), con lo cual los vectores Z son independientes entre 
si, su matriz de avarianza es p y con distribución normal. 
DEFINICIÓN 1.3. 	(Matriz de las componentes principales de 
observaciones estandarizadas) 
Sea Zp. ~ N(O, I®p) y Bp,q, la matriz ortonormal en donde para 
cada1 i p la columna hi corresponde a un vector propio de p de 
orden pxl y tal que, 
 
tel  o 








Definimos la matriz de componentes principales estandarizado 
como la matriz U = B'Z. 
Para cada 15 n n las columnas U = B'Z, de la matriz U son 
vectores de orden pxl que representan las componentes principales 
estandarizados correspondientes al ff-ésimo vector aleatorio 
estandarizado Zi s 
Definimos además, para cada 15 i S p, el Pésimo componente 
principal estandarizado correspondiente al vector U, por: 
16 
U _b/Z 	fb jj Zja  
PROPOSICIÓN 1.5:  
Si Zp= - N(O, I®p), B9 , la matriz ortonormal de la definición 1.3. 
entonces, 
U = B' Z - N(O, I®B'pB) 
Demostración: 
Sean Z - N(O, I®p) y BP,, la matriz ortonormal de la definición 1.3. 
Como Z pxn  —N(O, I®p ) y U = B'Z, entonces, para cada 1 <a 5n, 
U= B'Zg representa a-ésimo vector de orden pxl, de U. 
Entonces para cada 1:5 o :<-n se tendrá: 
E(Ua) = E(B'Za ) 
= BE (Z. 
=B'O 
=0 
con lo cual 
E(U)=0 
17 
Por otro lado, para cada 1 a, ¡3 S n, tenemos: 





= ¿, B'pB 
As' para 1 S ¿i,f3n 
1 B' p  
Coy (Ua Up) 
1 	0 	Siff3 
Por lo tanto, la matriz de covarianza de U es I®B'pB. 
Como Z se distribuye normal, entonces U = B' Z, también se 
distribuye normal con matriz de media cero (0) y  matriz de covarianza 
I®B'pB, esto esU—N(0,I®B'pB). 
Por lo anterior, para cada 1 < o 	n, los vectores U son 
independientes entre sí, su matriz de covarianza es B'p B y con 
distribución normal. 
18 
PROPIEDADES DE LAS COMPONENTES PRINCIPALES 
ESTANDARIZADOS 
PROPOSICIÓN 1.6. 
Si U, es la matriz de componentes principales de las 
observaciones estandarizadas de la matriz X, y U—N(O, I® B'p B), 
entonces, 
(a) V(U) = O, donde O es del Pésimo valor propio de p. 
(b) V(Uia) V(U) ... > V(U) > o 
(c) Coy (U,U») = o 	i;gj 
(d) a) 1IIZU (p) 
(e) Coy (ZaU) = p B 
Demostración:  
Sabemos que para cada 1 a Su, la matriz de covarianza de los 
vectores U es B'p B. 
Como B es una matriz ortonorinal y los valores propios de p están 
definidos como las soluciones de la ecuación característica 1 p-el = 0y 
19 
Ip-OIl = Ip-OIHB'Bl 
= IB9 I1p-81 11B1 
= IB'pB-OB'BI 
= B'pB-8I 
Como la matriz de covarianza de las componentes principales 
correspondiente al vector U es B'pB donde B'pB= fi, tendremos que 
para todo 1 i p la varianza del Pésimo componente principal 
estandarizado correspondiente al vector U es V(U) = O lo que 
demuestra (a). 
Luego, V(Uia) V(U) ... V(U) O lo que verifica (b). 
Además las componentes principales correspondientes al vector U 
no están correlacionados, con lo cual para 1 	i,j p i # j, 
Cov(Ujt ,U) = O lo que demuestra (c). 
Dado que B'p B = O entonces, 
baza (B'pIJ) 
20 
Por otro lado, 
traza (B'pB) = traza (pBB') 
= traza (PI) 
= traza (p) 
Luego, 
El uí«) =traza (p) 
1-4 
lo que demuestra (d). 
Finalmente, para cada 1 S a S u sea U = B'Z el vector 
correspondiente a la a-ésima columna de la matriz U y Z el vector 
aleatorio correspondiente a la a-ésima colwnnade la matriz Z. 
Entonces, la matriz de covarianza entre Z y U es: 
Coy (Ziir U4,r) = E((Zj(Ua)') 
- L'7 1 7 \ 
- Ii.d I, 14) 
= E(ZZ'I )B 
= p B 
lo que verifica (e) 
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ESTIMADORES DE MÁXIMA VEROSIMILITUD 
DE LOS VALORES Y VECTORES PROPIOS 
DE LA MATRIZ DE COVARIANZA 
DEFINICIÓN 1.4. (Matriz de Covarianza Muestral) 
Sean X1, X2, ..., X. n vectores de orden pxl que representan una 
muestra aleatoria. 
Definimos la matriz de covarianza muestral como la matriz: 
1 (x. -,~ (x. 
PROPOSICIÓN 1.7. 
Sean, X1, X2, ... ,X n>p observaciones de N(jL4) donde Z es una 
matriz con valores propios X, 129 ••• ? y vectores propios asociados l, 
129 
..., 
l P9 S, la matriz de covarianza muestra!, W la matriz ortonorinal 
donde, para cada 1 :5 i p cada columna W corresponde a 
o 











el estimador de máxima verosimilitud de E. 
Entonces, las soluciones k1, kv ..., k de la ecuación característica 
IZ-kjl 1 = O forman un conjunto de estimadores de máxima verosimilitud 





wi w1 1 
forman un conjunto de estimadores de máxima verosimitud de 1,4,..•I. 
Demostración:  
Sea S la matriz de covarianza muestra¡, con ?q, ? , ... , 
valores propios y WP.P  la matriz ortonormal donde para cada 1 s i s p 




(1) 	ANDERSON (1958) 
con 11 	2 •• 	O 
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y además, los valores propios de 1 están definidos como las soluciones 
de la ecuación característica 	kI ¡= O y  como 
entonces, para cada 1 5 i 5 p la Pésima raíz característica de , será: 
k. 	n 	3 
n 
dondek1 ?k2 ? ... ? k?O, 
luego, para cada 1  Cj  5 p el estimador de máxima  verosimilitud de 
es k 	 - 
Como para cada l < i :5 p k. n_1   	, es un valor propio de 
y w#0 un vector propio ortonormal asociado, entonces para cada 
1 ¡ p satisface 
(-kI)w1 =0 
y 	w'wj=1, 
Además como E es un estimador de máxima verosimilitud de E, 
tendremos que, para cada 1 s i 5 p w es un estimador de máxima 
verosimilitud de 11. 
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COMPONENTES PRINCIPALES DE UNA MATRIZ DE DATOS 
CON MATRIZ DE COVARIANZA DE ESTRUCTURA ESPECIAL 
PROPOSICIÓN I.S. 
Si X - N(F, lo Z), donde Zp. es una matriz simétrica definida 
positiva, entonces existe una transformación P = CX, tal que 
P—N(CF,I® D) donde D es una matriz diagonal, y además 
Y = RIP - N(R'T, 10 R'DR), donde T = Cr. 
Demostración:  
Sea X— N(F, 10 Z) donde 	es una matriz simétrica definida 
positiva luego, existe una matriz Cpp  ortogonal, tal que CE C' = D es 
una matriz diagonal. 
Consideremos la transformación P = CX 
Como X - N(F, 10 Z) entonces P - N(Cf, lo D). 
Para cada 1 a s u, Ya = R'Pa la a-ésima componente principal 
correspondiente a la a-ésima columna de la matriz aleatoria P, donde 
representa la matriz ortonormal de los vectores propios de la matriz 
diagonal D. 
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Luego, para cada 1 a 5 n, se tendrá 
E( Y«) 	R'J) 
-  R'LJ,) 
-  R'Ç donde, 
Luego E( 1) =R'T donde 	T - Cr 
Ahora, para 1 S a, f s n tendremos; 
Coy ('4, Y,) = E{(Ya - R't11 )(Y0 - R't0)'} 
= E{(R'Pa - R'ta)(R'P0 - R't0)9} 
= E{ (R'P - R't)(P0 - t0)'R} 
= R'E{(Pa - t.) (Po - t0)}R 
= S a j3 R9DR 
Luego, para 1a,$n 
R'DR 	si a,8 
COV (Ya Y0) = 
L 	0 si a ~f 
Por lo tanto, la matriz de avarianza de Y es 10 R'DR. 
Como P se distribuye normal entonces Y = RIP, también se 
distribuye normal, con media R'T y matriz de covarianza lo R'DR esto 
es: 
Y - N (R'T, 10 R'DR) 
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PROPOSICIÓN L9 
Si Xp. - N(F, I® Z) donde Z 
PIW 
= u2 p , donde p es la matriz de 
correlación. Entonces Y = L'X - N(LF, 10 u2 L'pL). 
Demostración:  
Sabemos que E(Y1) = L't y E(Y) = L'F 
Además Coy (Ya, Y) = E{(Y - L')(Y-L'p)'} 
= E1(L'Xa L')(L'XL't)'} 
= L'E 
= 
donde, L'ZL = L'u2p L 
=u2L'pL 
Luego, para cada 1 :5 a , ¡3 < n 
rar2 L9p L 	si a.fi 
Coy ((Y,, Y) = 
0 	si a ofi 
Por lo tanto la matriz de covarianza de Y es; le u L'pL 
Como X se distribuye normal, entonces Y = L'X, también se 
distribuye normal con media L'f y matriz de covarianza le u L' pL, esto 
es Y—N(L'F, 10 u2 L'pL). 
CAPITULO II 
DISTRIBUCIÓN ASINTÓTICA DE LOS VALORES PROPIOS 
DISTRIBUCIÓN ASINTÓTICA DE LOS VALORES PROPIOS 
DEFINICIÓN II.!. (Distribución Wishart Centrada) 
Diremos que una matriz M sigue una distribución Wishart 
centrada, que denotaremos W(E , n), si y sólo si, existe una matriz de 
datos multivariados Xp.  que sigue una distribución normal X—N(O,I®Z) 
y tal que M=XX'. 
PROPOSICIÓN II.!. 
Si M - W(E , n) y Bpq es una matriz, entonces 
B'MB —WB' B,n). 
Demostración:  
Sean M— 	n) y BP., una matriz, entonces, por la definición 
11.1. existe X—N(O, I®£), tal que M = XX'. 
Luego, B'MB = B'XX'B = YY' donde Y=B'X. 
Ahora, para cada 1 a 	n se tendrá 
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E(Ya) = E(B'X) 
= B' E(X) 
=0 
Luego, E(Y) = 0 
Además para 1a,fi 	n 
Coy (Y0,, Y) = E I(Y0, - O) (Y - 0)'] 
= E[(B'X,) (B'X)'] 
= B' E(X0, X')B 
=&B'EB 
Luego, para 1 a, fi 	n 
B'EB si «=.O 
Coy (Y0,9 Y) = 
O 	sia?efi 
Por lo tanto, la matriz de covarianza de Y es I® B'E B. 
Como X se distribuye normal entonces Y = B'X también se 
distribuye normal con matriz de media cero (0) y  matriz de covarianza 
I® B' B, esto es Y—N(0, I® B'B). 
Por otro lado B'MB =B1XXIB = YY' tiene una distribución 
Wishart con matriz escalar B'Z B y n grados de libertad. 
Así B'MB - W(B'EB, n) 
30 
PROPOSICIÓN 11.2 
Si M - W, ( E , n ) y a ;e O es cualquier vector no aleatorio de 
orden pxl. 
tal que a'E a ;e O entonces, a 'Mi  
aSa  
Demostración:  
Sea M - W(E, n) y a *O cualquier vector no aleatorio de orden 
pxl tal que a'E a ;e O entonces, por definición, existe una matriz de 
datos multivariados Xp. que sigue una distribución normal X--N(O, I® 
), tal que M = XX'. 
Además a'Ma = a'XX'a 
donde a'X —N (O, a' a ® 1)  (2) 
Como a'Y, a es unidimensional, el producto de a' a® 1 = (a' a)I, 
por lo tanto a'X —N(O, (a' a)I). 
Luego, 
	- 	liene una dsú*uciún JI-cu~la «u n grados k 





Sea 	{ f } 	una familia finita de matrices aleatorias 
mutuamente independientes, tales que, para cada 1515%  M -W ( E, n1 ). 
q 	 q 
Entonces, E M - W, (E n) donde n  - E 7t 
i4 
Demostración:  
Sea { )f Ii  q una faniffia finita de matrices aleatorias mutuamente 
independientes, tales que, para cada 1 i q, M1—W( E , ni). 
Entonces, para cada 1 	¡ <q, existe una matriz aleatoria X, 
de orden pxn1 que sigue una distribución normal X—N(O, I® Z) ytal que 
M1  =XX'. 
Sipara 1< ¡ :5q y  1 a:5n4 , X corresponde a1aa-ésima 
columna de X1 entonces, X« —N(O, Z). 
Consideremos ahora y como para cada 
35, 
1:S i s q 
Renumerando las columnas de las matrices X con 1 SiSq por: 
para cada E «i 	E 71k Xw corresponde a la r - J4 k-1 Jy  
- ésima 




EV XV', donde a0 - 1 
a 
= 	XX', 	donde n - mí 
Como además M1, M29  ..., Mg son mutuamente independientes 
entonces, para cada 1 < a < n las matrices aleatorias X son 
mutuamente independientes lo que corresponde afirmar que, para cada 
1 	a < n los X« son mutuanientes independientes y X« —N(O, ). 
Consideremos la matriz aleatoria X tal que XV  corresponde a la 
a-ésima columna de X, entonces X—N(O, I® Z). 
Por lo tanto, 
= AX— ( n o) 
PROPOSICIÓN 11.4 
Sean X una matriz de datos multivariado tal que X—N(O, I®£), 
B 
	
una matriz ortonormal con su última fila igual a 11 y  
Z = XB - y, A - XX' -nXX' entonces, 
(a) La última columna de Z es igual a Z.  
(b) A = Z Z*  donde  Z*  es una matriz de orden pxn-1 
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(c) 	S = 1/(n-1) A es un estimador insesgado de 
Demostración:  
Sean X —N(O, I® Z), y B la matriz ortonormal tal que 
bit - 	(1, .... 1) 
Tenemos que: XX' = ZZ' (4) 
Además como Z = XB' tenemos que la n-ésima columna de Z 
estará dada por Z - vWÑ  , lo que demuestra (a). 
Luego, Z1ZR' 
Como A = XX'- n ,$? )?' 
entonces A = XX'- n 
= zz,- z z' 
Ñ Za Za 
4Z 
= Z* Z*' lo que prueba (b) 
(4) 	ANDERSON (1958) 
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Por otro lado, como Z = XB' y X —N(O, IE), entonces 
Z—N(O,IZ) y en particular, Z*N(O,IZ). 
Además, como que un A es un estimador de máxima verosimilitud 
de 	veamos que S = 1/(n-1) A es un estimador insesgado de E. 





- —E(Z*Z*) 	(trl) 
n 	 n 
nl  
luego, un estimador insesgado de E es: 
n  









Si A = Z* Z con Z —N(O,I®E) entonces (nl) S —W(, n-1) 
y por ende A —W(E, u-!). 
DISTRIBUCIÓN ASINTÓTICA DE LOS VALORES PROPIOS 
Para muestras grandes es posible obtener, am la ayuda del 
teorema central del límite, la distribución asintótica de los valores 
propios de la matriz de covarianza muestral. 
Este resultado nos será de mucha utilidad a la hora de hacer 
pruebas de hipótesis referentes a los valores propios de la matriz de 
coy arianza de E. 
PROPOSICIÓN 11.5 
Sean, 7, P.  una matriz definida positiva con valores propios 
distintos, A - W (7, , nl), U= (n-1)" A, 7, = LA L y U = GDG la 
descomposición expectral de E y U respectivamente y finalmente ? y d 
dos vectores de orden pxl de elementos de la diagonal de A y D 
respectivamente. 
BIBliOTECA 
UMVliSIDAD DE PANAMA 
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Entonces d N (X, (2/(n-1))A 2)  esto es, los valores propios de U 
son asintoticamente normales, insesgados, mutuamente independientes 
y para cada l s is q,lavananzaded igual a2? 21 /n-1. 
Demostración:  
SeaE una matriz definida positiva cuyos valores propios distintos 
son los elementos de la matriz diagonal A. 
Consideremos la matriz A, definida en la proposición 11.4, dada 
por, A = Z*Z*' donde  Z*  —N 1) (O, I® E). Luego, A ~ W (E, n-1). 
Definimos M=L'AL, entonces M - W, (A, n-1), pues E = LA L' y 
A es la matriz de valores propios de E. 
Tomando U = (n-1) 1 M tendremos: 
(1) E(U) = E[(n-1) 1 M] 




Además, la matriz de covarianza de U está dada por.  
(2) Var (U) = tr I (A ® A +A A) 
= 1/(n-1) ((A ®A +A 0 A) 
(7) 	MEJIA (1986) 
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De (1) y  (2) tenemos que: 
- 	E (ui) = para cada 1 i 	p 
- 	E(u) =0 para 1i,jp, i9Éj 
- 	V(u11) =2/(n-1) 12  para cada 1 5i:5p 
- V(u)=l/(u-l)?.X j 	para 1i,jp,i9Éj 
-Cov(ufi,uÜ)=O 	para 1i,jp,iqÉj 
Por proposición 11.3, M puede ser representada como la suma de 
n-1 matrices independientes W(A ,1). Luego, si consideramos el vector 
aleatorio. 
= (u119 u229 	ufl,) con vector de media X' = (?, X 2, 
matriz de covarianza 
límite tenemos que: 
(n-1)"2 (u -).) 
	 R , aplicando el teorema central del 
 
Np(09 2A 2) (8) 
 
y 
Convergencia en Distribución. 
MARDIA et. al. (1979) 
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(n-1) 112 u 	 para  5ij :S p, i*j (9) 
luego u = X + O 	112) y u = O, ((n-1) 112). 
Por lo que las raíces 11  > 12> .... >4 del polinomio U - dIJ 
convergen en probabilidad a las raíces X 1 > 2> > X del polinomio 
A - dIJ ; esto es: 
(**) 
u - d 	 
de aquí que: 
(n 1)1  (d-k.) = (n-1)1 (u -X. ) + O((n4)1 '2)> Np (0,2A  2)  
de donde abusando del lenguaje tendremos que 1 —N(),., 2/(n-1)A 2)  
Convergencia en Distribución. 
MARDIA et. al. (1979) 
(tt) 	
Convergencia en Probabilidad. 
CAFJIÁ ifi 
INTflIPRETACIÓN DF, LAS COMPONENTES 
PRINCIPALES 
INTERPRETACIÓN DE LAS COMPONENTES PRINCIPALES 
En este capítulo presentaremos la variación explicada por las 
componentes principales, los criterios para seleccionar el número de 
componentes a considerar cuando se reduce la dimensión original, la 
correlación entre las variables originales y las componentes principales 
y el coeficiente de determinación. 
Propord&u de la varialílidad tdal eiplicada por la k-~a mm ponente 
Cada componente principal explica una proporción de la 
variabilidad total. Dicha proporción se define como el cociente entre el 
valor propio y la traza de E , esto es Ak 	y se denomina 
traza E 




Fáida del A~ 
Como los valores propios se pueden ordenar en forma creciente, 
es posible seleccionarlos mvalores propios 4 2!4I>... 2! ? (siendo m< p) 
de manera que la eficiencia del ajuste de los datos originales por las 
nuevas m componentes principales se define como la proporción de la 
variacion total explicada por la suma de los m primeros valores propios, 
así: 
Eficienda 	del afuste -L 	 
tn,zaE 
Aplicando la proposición 1.2 (d) a las ecuaciones anteriores es 
posible expresar la variación explicada por cada componente principal 
o las m primeras componentes principales en fUnCión de la suma total 
de los valores propios. Así obtiene el porcentaje de la variación 
explicada por la k-ésima componente principal, dado por: 
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y el porcentaje de la variación explicada por las m-primeras 
componentes principales, dado por. 
Cuando se consideran todos las componentes, es decir, si m= p, la 
proporción de la variación explicada es 1 y  el porcentaje es 100%. 
Si m<p y la proporción de la variación explicada es 1, entonces, 
para cada m+1 	p, 	= O. 
Criterios de sdeccio 
Al decidir cuántas componentes principales se mantienen en una 
situación particular, deberán examinarse cuántas son necesarias incluir 
para que el porcentaje de variación explicada sea satisfactorio. Se 
recomiendan los siguientes criterios, si se desea reducir la dimensión 
original del problema dado. 
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Criterio Crífia (Cattel, 1966) 
Este criterio consiste en elaborar un gráfico donde se represente, 
en la ordenada, el porcentaje de variación explicada por cada 
componente principal y en la abscisa las correspondientes componentes 
principales. Por simple inspección visual al gráfico deberán considerarse 
las componentes anteriores al punto de la curva que refleja un bajo 
porcentaje de la variación total. 
Criterio de¡ Promedio (Kaiser) 
Este criterio consiste en seleccionar aquellas componentes 
principales cuyos valores propios asociados sean superiores al promedio 
de los valores propios. 
Observación:  
Los criterios gráficos y del promedio poseen efectos contrapuestos 
en el número de componentes principales a considerar. 
Mientras Cattel indica que el criterio gráfico tiende a incluir un 
número alto de componentes principales, kaiser establece que el criterio 
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del promedio tiende a incluir muy pocas componentes principales 
cuando el níunero de variables es inferior a 20. 
Esta situación entre ambos criterios nos conduce a realizar una 
inspección detallada de las correlaciones entre las variables originales, 
las componentes principales y el coeficiente de determinación. 
Correladoiies odre las variables originales y los componentes 
Sea XP. una matriz aleatoria, YP. = L'X la matriz de las 
componentes principales y, para cada 1an, X. el vector aleatorio de 
orden pxl correspondiente a la a-ésima columna de X y Y = L'X el 
vector de las nuevas variables (componentes principales) de orden pxl 
correspondiente a la a-ésima alumna de Y. 
Entonces, la correlación entre X y Y es: 
p COV(Á, })( VI2)4(//2) 1 
donde V" 	es la matriz diagonal cuyos elementos de la diagonal 
principal son las raíces de las varianzas pertenecientes a E y A ' 	es 
una matriz diagonal donde los elementos de la diagonal principal son 
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las raíces de los valores propios pertenecientes a E 
Por la proposición 1.2 (e) tenemos que: 
Cov(X,,Y,) = E L 
luego, 	Cov((Xa,Y,) = LL'E L = LA 
de donde 	 p LA( ø'2) 1(/1/2) 4 
Así, la covarianza entre la j-ésinia variable de X. (X,) y la k-ésiina 
componente principal de Y,, es el elemento en la posición (jk) de la 
matriz LA. Como la matriz L tiene la j-ésima componente del k-ésinio 
vector propio en la posición (jk) esto es, 'jk y la matriz diagonal A tiene 
en su diagonal principal los valores propios de la matriz E , entonces, 
para 1 Sj,k < p: 
Cov(X,,Y,) = 'jk 
Luego, la correlación entre X, y Y1  será: 
J jk ( \112 1 " k)  
donde 	es la varianza de la j-ésiina variable. 
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~cíente de detindoii 
El valor de Pjk  denominado, coeficiente de determinación, es una 
medida de la asociación entre las variables originales yios componentes 
principales y una manera de cuantificar la proporción de la variación 
total de una variable original explicada por la k-ésima componente 
principal. 
En términos de la matriz de covarianza, el coeficiente de 
determinación será: 
•1 
2 	'Jk"k  
Pfk 
11 




ANÁLISIS E INTERPRETACIÓN DE LOS RESULTADOS 
ANÁLISIS E INTERPRETACIÓN DE LOS RESULTADOS 
El cuadro 1 muestra los valores promedio y desviación estándar de 
cada una de las variables estudiadas en el estudio del pez Dwj.iSator 
1atifro* (Richardson, 1837), en la localidad de Mata de Corozo 
corregimiento de Pacora en los años 1992 y  1993. 
Se calculó la matriz de covarianza con las siete variables en 
estudio, la matriz resultante se presenta en el cuadro II. 
El valor de la varianza para la variable peso total es mucho mayor 
que para las otras variables, lo cual se debe a que dicha variable tiene 
un rango de variación mayor. Esto implicaría que la variable peso total 
es la que más influye en el análisis. Se recomienda estandarizar las 
variables en estudio a fin de homogenizar las magnitudes. 
La matriz de covarianza de los datos estandarizados es la matriz 
de correlación la cual se puede apreciar en el cuadro III. 
En el cuadro IV se presentan los valores propios y la proporción 
de la variación total explicada por cada una de las componentes 
principales al usar la matriz de correlación. 
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El primer componente sintetiza el 38.934% de la variación total y 
junto con el segundo y tercer componente alcanzan el 87.37% de la 
variación total. 
Aplicando el criterio de selección del promedio propuesto por 
Kaiser, se utilizarán los tres primeros componentes principales cuyos 
valores propios son mayores que el promedio. 
El criterio de selección del gráfico propuesto por Cattell, se 
presenta en la figura 1, y conduce a la misma conclusión. 
Ahora pasaremos a examinar los vectores propios y la proporción 
de la variación original explicada por cada componente. Los cuadros Y 
y VI muestran los valores de las componentes de los vectores propios y 
la proporción de la variación original explicada por cada componente 
principal. 
El cuadro Y muestra que a través de los valores de las 
componentes de los vectores propios se pueden asociar las variables a 
los diferentes componentes principales. En nuestro estudio las variables 
largo total, peso total y peso del hígado están asociadas a la primera 
componente principal por tener un coeficiente más alto. De igual manera 
las variables estado gonadal, sexo y peso gonadal están asociadas a la 
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segunda componente principal y la variable mes se le asocia a la tercera 
componente principal. 
Esta misma situación se refleja cuando examinamos la proporción 
de la variación original explicada por cada componente principal. 
En el cuadro VI se observa que el 71.4%, 85.4% y 68.9% de la 
variabilidad total de las variables largo total, peso total y peso del 
hígado respectivamente es explicada por la primera componente 
principal. 
El 82.9%, 813% y 50.0% de la variabilidad total de las variables 
estado gonadal, sexo y peso gonadal respectivamente es explicada por la 
segundo componente principal. 
Por otro lado, el 95.2% de la variabilidad total de la variable mes 
es explicada por la tercera componente principal. 
Podemos concluir que las siete variables en estudio quedan 
representadas por las tres primeras componentes principales. 
Lo anterior confirma los resultados de Kaiser y Cattell. 
En el cuadro VII se presenta la correlación de las variables 
originales con las tres primeras componentes principales y la variación 
total de las variables en estudio explicada por las tres primeras 
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componentes principales. 
En el mismo cuadro se puede observar que las variables en estudio 
que tienen una variación total de más del 85.0% es explicada por las tres 
primeras componentes principales además de las variables largo total, 
peso total, peso gonadal cuya variación total es de 78.2%, 71.63% y 
73.1% , respectivamente. 
El cuadro VIII muestra los valores promedio y desviaciones 
estándar de cada una de las variables estudiadas en el estudio del pez 
Dorrisikstor latifroAT (Ridiardson, 1837) en la localidad Quebrada 
Carrasquilla del corregimiento de Panamá Viejo en los años 1992 y 
1993. 
Se calculó la matriz de covarianza con las ocho variables en 
estudio, cuya matriz resultante es presentada en el cuadro IX. 
El valor de la varianza para la variable peso total es mucho mayor 
que para las otras variables, lo cual se debe fundamentalmente a que su 
rango de variación es mayor. 
Para que el análisis no esté iIIflUICIO por este valor se recomienda 
realizar el estudio mediante los datos estandarizados, para que todas las 
variables tengan igual ponderación en el análisis en el cual se utilizará 
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la matriz de correlación que se presenta en el cuadro X. 
En el cuadro XI se presentan los valores propios y la proporción 
de la variación total explicada por cada uno de las componentes 
principales al usar la matriz de correlación. 
La primera componente principal sintetiza el 44.207% de la 
variación total  junto con la segunda componente principal alcanzan el 
70.579% de la variación total. Aplicando el criterio de selección del 
promedio propuesto por Kaiser, se utilizarán los dos primeros 
componentes principales cuyos valores propios son superiores al 
promedio. El criterio de selección del gráfico propuesto por Cattell y 
representado en la figura 2, conduce a la misma conclusión. 
Ahora pasaremos a examinar los vectores propios y la proporción 
de la variación original explicada por cada componente principal. 
Los cuadros XII y XIII muestran los valores de las componentes 
de los vectores propios y la proporción de la variación original explicada 
por cada componente principal. 
Al examinar los coeficientes de los vectores propios y las 
proporciones de la variación original podemos decir que las variables 
largo total, peso total, peso gonadal y largo gonadal están asociados a 
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la primera componente principal. De igual manera las variables estado 
gonadal, sexo y peso del hígado están asociados a la segunda 
componente principal y la variable mes asociada a la tercera 
componente principal. Esto agregaría un componente adicional a los 
resultados de kaiser y Catteji, donde el 82.0% de la variabilidad total es 
explicada por las tres primeras componentes principales. (Ver Cuadro 
XI). 
El cuadro XIV presenta la correlación de las variables originales 
con las tres primeras componentes principales y la variación total de las 
variables en estudio explicado por las tres primeras componentes 
principales. 
En el mismo cuadro se presenta que las variables en estudio que 
tienen una variación total de más del 80.0% es explicada por las tres 
primeras componentes principales además de las variables peso gonadal, 
largo gonadal, cuya variación total es de 77.9% y 57.1% respectivamente. 
Cuadro L VALORES PROMEDIO Y DESVIACIONES ESTÁNDAR DE LAS 
VARIABLES ESTUDIADAS EN EL DORMJTA TOR ¡A TIFRONS 
(RICHARDSON, 1837) EN LA LOCALIDAD DE MATA DE COROZO 
DEL CORREGIMIENTO DE PACORA. AÑOS: 1992-1993. 
VARIABLE PROMEDIO DESVIACIÓN 
ESTÁNDAR 
Estado GonadaJ 5.0227 0.9823 
Mes 9.4318 1.8307 
Sexo 1.4773 03023 
Largo Total 25.4080 4.3978 
Peso Total 269.4591 134.6944 
Peso Gonadal 24.6397 13.6965 
Peso del Hígado 7.2963 4.2462 
Fuente: 	Datos proporcionados por el Laboratorio Dr. Erich Graetz de] 
Departamento de Fisiología y Comportamiento Animal de Ja Facultad 














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Cuadro IV. VALORES PROPIOS Y PROPORCIÓN DE LA VARIACIÓN TOTAL 
EXPLICADA POR LAS COMPONENTES PRINCIPALES EN EL 
ESTUDIO DEL PEZ DORMITATOR L4TIFRONS (RICIIARDSON, 
1837) EN LA LOCALIDAD DE MATA DE COROZO DEL 
CORREGIMIENTO DE PACORA. AÑOS: 1992-1993 
COMPONENTES VALOR PROPIO 
PROPORCIÓN DE LA VARIACION 
TOTAL EXPLICADA 
ABSOLUTA (%) ACUMULADA (%) 
1 2.725 38.934 38.934 
2 2.227 31.819 70.753 
3 1.163 16.617 87.370 
4 0.443 6.329 93.699 
5 0.267 3.815 97.514 
6 0.131 1.872 99386 
7 0.043 0.614 100.000 
Fuente: 	Datos proporcionados por el Laboratorio Dr. Erich Graetz del 
Departamento de Fisiología y Comportamiento Animal de la Facultad 














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Cuadro VIL CORRELACIÓN DE LAS VARIABLES ORIGINALES CON LAS 
TRES PRIMERAS COMPONENTES PRINCIPALES EN EL 
ESTUDIO DEL PEZ DORMITI4TOR L4TIFRONS (RICHARDSON, 
1837) EN LA LOCALIDAD DE MATA DE COROZO DEL 








1 2 3 COMPONENTES 
(%) 
Estado Gonadal -0.350 0.91 0.02 95.04 
Mes -0.002 -0.09 -0.98 96.10 
Sexo 0.340 -0.90 0.02 92.93 
Largo Total 0.840 -0.04 0.26 78.20 
Peso Total 0.920 0.18 0.11 71.63 
Peso Gonadal 0.450 0.71 -0.04 73.10 
Peso del Hígado 0.83 0.19 -036 85.6 
Fuente: 	Datos proporcionados por el Laboratorio Dr. Erich Graetz del 
Departamento de Fisiología y Comportamiento Animal de la Facultad 
de Ciencias Naturales y Exactas. Universidad de Panamá. 
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Cuadro Vifi. VALORES PROMEDIO Y DESVIACIONES ESTÁNDAR DE CADA 
UNA DE LAS VARIABLES ESTUDIADAS EN EL ESTUDIO DEL 
PEZ DORMITÁTOR L4TIFRONS (RICHARDSON, 1837) EN LA 
LOCALIDAD QUEBRADA CARRASQUILLA DEL 




Estado Gonadal 4.5051 0.77425 
Mes 7.9091 0.28894 
Sexo 1.7071 0.45742 
Largo Total 19.8152 2.96498 
Peso Total 134.4263 53 .196 67 
Peso Gonadal 5.8572 3.82756 
Peso del Hígado 4.4720 2.29360 
Largo Gonadal 5.9020 1.86252 
Fuente: 	Datos proporcionados por el Laboratorio Dr. Erich Graetz del 
Departamento de Fisiología y Comportamiento Animal de la Facultad 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Cuadro XI. VALORES PROPIOS Y PROPORCIÓN DE LA VARIACIÓN TOTAL 
EXPLICADA POR lAS COMPONENTES PRINCIPALES EN EL 
ESTUDIO DEL PEZ DORMITÁTOR L4TIFRONS (RICLIARDSON, 
1837) EN LA LOCALIDAD QUEBRADA CARRAS QUILLA DEL 
CORREGIMIENTO DE PANAMÁ VIEJO. AÑOS: 1992-1993 
COMPONENTES VALOR PROPIO 
PROPORCIÓN DE LA VARIACIÓN 
TOTAL }IX PLICADA 
ABSOLUTA (%) ACUMULADA (%) 
1 3337 44.207 44.207 
2 2.110 26.372 70379 
3 0.914 11.424 82.003 
4 0388 7.349 89.352 
5 0.335 4.187 93339 
6 0.251 3.137 96.676 
7 0.193 2.412 99.008 
8 0.073 0.912 100.000 
Fuente: 	Datos proporcionados por el laboratorio Dr. Erich Graetz del 
Departamento de Fisiología y Comportamiento Animal de la Facultad 





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Cuadro XIV. CORRELACIÓN DE LAS VARIABLES ORIGINALES CON LAS 
TRES PRIMERAS COMPONENTES PRINCIPALES EN EL 
ESTUDIO DEL PEZ DORMITATOR L4TIFRONS (RICIIARDSON, 
1837) EN LA LOCALIDAD QUEBRADA CARRASQUILLA DEL 








1 2 3 COMPONENTES 
(%) 
Estado Gonadal -0Á30 0.82 -0.130 88.10 
Mes 0.390 -037 -0.820 95.20 
Sexo 0.530 -0.75 0.030 8437 
Largo Total 0.870 0.13 0.200 81.70 
Peso Total 0.910 0.15 0.140 86.60 
Peso Gonadal 0.710 0.52 0.080 77.90 
Peso del Hígado 0.540 0.64 -0.380 84.70 
Largo Gonadal 0.740 -0.09 0.110 57.10 
Fuente: 	Datos proporcionados por el Laboratorio Dr. Erich Graetz del 
Departamento de Fisiología y Comportamiento Animal de la Facultad 




























Componente PrIncipal  
Fig. 2. Propotci& de la variación total explicada por lae componentes principalea. 
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CONCLUSIONES Y RECOMENDACIONES 
71 
En un análisis multivariado es común encontrar un gran número 
de variables independientes lo que puede ser perjudicial ya que se 
corre el riesgo de duplicidad de la información. El método de 
componentes principales nos permite eliminar este contratiempo. 
2. Para adoptar una decisión definitiva acerca del número de 
componentes principales es necesario examinar los vectores propios 
y la proporción de la variación total de las variables originales 
explicadas por cada una de las componentes principales. 
3. El método de componentes principales nos permite obtener nuevas 
variables aleatorias no correlacionadas lo que nos permite luego 
realizar cualquier tipo de análisis multivariado (regresión, 
conglomerados,etc.). 
4. La distribución de la matriz de las componentes principales Y es 
N(L'F, I® A) lo que nos indica que las componentes principales () 
son mutuamente independientes con varianza1i que son los valores 
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propios de E. 
S. 	La distribución de la matriz 1), resulta ser asintóticamente normal, 
con matriz de media A, luego D es un estimador insesgado de A. 
6. No se deben incluir en un modelo de regresión las últimas 
componentes principales ya que aumenta la varianza de los 
estimadores, sin embargo disminuye el sesgo si existe una elevada 
correlación de éstas con la variable dependiente. 
7. En el estudio efectuado en la localidad de Mata de Corozo podemos 
recomendar que las siete variables en estudio pueden ser 
representadas a través de tres nuevas variables que corresponde a 
las tres primeras componentes principales. 
S. Se puede observar que la variable mes tiene una alta correlación 
solamente con la variable estado gonadal (ver cuadro III). Lo cual 
exigirá al investigador una decisión respecto a la permanencia o 
exclusión de la variable en cuestión. 
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9. En el estudio realizado en la localidad de Quebrada Carrasquilla 
se recomienda agregar la tercera componente principal para que las 
variables analizadas estén representadas a través de las tres 
primeras componentes principales. 
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