ABSTRACT | The paper discusses an approach for dealing with unexpected acoustic elements in speech. The approach is motivated by observations of human performance on such problems, which indicate the existence of multiple parallel processing streams in the human speech processing cognitive system, combined with the human ability to know when the correct information is being received. Some earlier relevant engineering approaches in multistream automatic recognition of speech (ASR) that aimed at processing of noisy speech and at dealing with unexpected out-of-vocabulary words are reviewed. The paper also reviews some currently active research in multistream ASR, focusing mainly on feedback-based techniques involving fusion of information between individual processing streams. The difference between the system behavior on its training data and during its operation is proposed as a substitute for the human ability of ''knowing when knowing.'' Most recent results indicate 9% relative improvement in error rates in phoneme recognition of high signal-to-noise ratio speech and as high as 30% relative improvements in moderate noise.
I. INTRODUCTION
For most of my engineering career, I have been working in automatic recognition of speech (ASR). ASR has made noticeable progress since the days it was considered a domain of ''mad inventors or untrustworthy engineers'' [2] , and it quite likely pushed signal information processing further than the processing of any other sensory signal. However, the urgings of the late John R. Pierce are still validVa researcher in ASR still needs to decide why she/he is in this area and where it can take us. As for me, one of the most compelling reasons to work in ASR is that it gives the opportunity to attempt to emulate one of the indisputably unique faculties of the higher forms of lifeVthe communication by speech. Problems that are encountered in communication with a machine using speech often point to the fundamental weaknesses of machines in processing any sensory information.
One area where machines are still significantly behind biological organisms is machine processing of sensory signals such as speech. These signals have particular origins, destinations, and purposes, and this could suggest efficient strategies for their processing. One of key purposes of sensory perception is the survival of the organism. Its survival requires to recognize not only elements that are known, but even more importantly elements that come as a surprise. So the problem is often not merely what the organism does not know, but what it does not know it does not know [1] .
One problem that has bothered me for a number of years is the excessive reliance of current ASR on its training data. Current ASR systems are highly sophisticated machines that have now reached the point where they are becoming useful. However, presenting such a machine with a word that is not in its lexicon, or exposing it to speech that was distorted in a way not encountered during its training, may still create problems. Knowing how animals (including humans) behave in similar problematic situations may provide some guidance in approaching the challenge.
II. INHERENT PROBLEM OF STOCHASTIC ASR
Machine learning dominates current approaches to ASR [3] . Many innovative techniques have been developed and new ones are appearing at a rapid pace (see, e.g., [4] for the current state of the art). No matter how sophisticated, all these techniques have one thing in common: they require training data. The common belief in the ASR community is that the most significant improvements in performance come from more data. Implicit is the assumption that the speech to be recognized comes from the same data distribution as the data on which the machine was trained. In effect, it means expecting that the world has not changed since the machine was trained. Problems occur when this assumption is violated. That happens more often than not. Languages are constantly evolving and people use new words in new combinations. Further, since real speech is produced by real human beings, it reflects individual anatomy of vocal organs, habits, moods, health states of the speaker, etc. In addition, speech signals may be corrupted by external sources that were not seen during the training of the machine. No matter how hard one may try to cover in the training data as many of these sources of unwanted variability as possible, doing so is not always feasible. Thus, extracting information from speech could mean dealing with acoustic items that have not been encountered before (noise corruptions), or are not anticipated by a machine [out-of-vocabulary words (OOVs)].
Noise suppression schemes that emphasize high energy parts of the signal might bring some relief but often degrade machine performance in normal environments. OOVs do not typically have enormous impact on an average word error rate and are often ignored in technology evaluations that emphasize such criteria, but dealing with them in real-world information extraction applications could be critical since they are often of high information value. There is no question that making ASR less vulnerable to unexpected acoustic inputs would help in many applications.
A. Current Stochastic ASR
The basic principle of stochastic ASR is as follows. Training data (both acoustic speech data and text) are used to build a set of models of a spoken language. The recognition task consists of finding a model from this set, which represents a string of wordsŴ that satisfieŝ
where X represents measurements describing the speech signal, pðXjWÞ stands for a likelihood of W with respect to X, and PðWÞ represents a prior probability of the word sequence W.
B. Unknown Unknowns
Either a low likelihood pðXjŴÞ in (1) or a low prior probability PðŴÞ can make the utteranceŴ unlikely. Therefore, ASR deals best with signals that are in its training data and with highly probable utterances. Signal distortions that are not covered in the training of the acoustic model may lower the likelihood pðXjWÞ, and words that are not in the lexicon of the ASR system have by definition PðWÞ ¼ 0. Such items are in this paper called ''unknown unknowns'' [5] since the ASR system does not know about them. 1 To deal with the problem, a designer may attempt to limit the application domain of a machine. Thus, the vocabulary of the machine is finite, the application domain is restricted, speakers are assumed to be adult natives, the communication environment is assumed to be known, etc. However, such a solution is not always acceptable.
Another way of accommodating the changing character of data is to adapt the model so that it better fits the new incoming data (see, e.g., [8] ). When the world is changing quickly (e.g., entering new acoustic environments with new distortions), the adaptation also needs to happen reasonably quickly, thus acting on relatively limited amounts of new data. Supervised adaptation requires additional labeled data from the new domain. Existing unsupervised approaches assume that increasing the model likelihood on limited adaptation data ensures better recognition performance in new situations. To deal with noise, a machine may be either trained on noisy data or may need to identify and eliminate noise from further processing (see, e.g., [9] ). Both work the best on known noises. However, in general, the ''noise'' means ''unpredictable perturbations'' [10] , implying that the ''noise'' could be just about any signal that does not carry the relevant information about the message.
This problem with ''unknown unknowns'' is inherent to machine learning and will not go away unless alternatives to extensive reliance on false beliefs of an unchanging world are found. Dealing with new and unexpected sensory inputs is one task that biological systems must do well in order to survive. As pointed out earlier and discussed below, some solutions may be suggested by observing and understanding how animals (including humans) deal with the unexpected data.
III. SOME EVIDENCE FOR THE EXISTENCE OF PARALLEL PROCESSING STREAMS

A. Human Processing of Speech Sounds
Fletcher and his colleagues [11] in their extensive research work (see [12] for its comprehensive and creative summary) carried out a series of experiments with highpass and low-pass filtered speech at varying signal-to-noise (SNR) ratios (in reality, the SNRs were controlled by attenuating the signal while keeping the level of the background noise constant). Analyses of results of these experiments show that the probability of error in decoding of speech sounds in high-entropy syllables
is given by a product of probabilities of errors Pð" i Þ in the individual frequency streams 2 of the signal, resulting in dominance of the least noisy frequency streams. In the extreme, when any of the processing streams yields no error, the final result is error free, no matter how corrupted and full of errors the remaining streams are.
B. Human Processing of Words in Context
In the experiments discussed above, the effect of speech context was eliminated to the extent possible, i.e., the presented syllables were assumed to have no meaning, so a listener could expect any combinations of speech sounds that are allowed by the American English phonotactics. This out-of-context situation is clearly extreme.
Balancing between more and less predictable utterances is used to ensure smooth communication. Therefore, the context (prior expectations) represents an information source that is to some extent always present.
How is the context used in decoding of speech? Insightful discussion [12] of some prior works [16] , [17] provides suggestions. Thus, Boothroyd and Nittrouer [17] show that the probability of word error in speech material presented with context
is given by a product of probabilities of errors in recognizing the material without the context Pð" no context Þ and the error, which represents the probability of error in the hypothetical ''context channel'' Pð" context channel Þ.
Note the difference between (1), which guides ASR and (3), which models human speech recognition of words in context. For a particular acoustic item to be recognized, ASR requires both the likelihood of parameters that describe the item, and the probability of the item in the given context, to be high, while for a successful human recognition it is sufficient when either the likelihood of the item given the observed parameters is high or the probability of the item in the context is high.
Thus, ASR requires both a reasonable acoustic evidence and a reasonable prior probability of the given item. 3 On the other hand, human speech recognition performs as expected from daily experience: when the acoustic evidence is so strong that there is no doubt about the identity of the word, no amount of the prior expectations coming from the context can reverse the final decision. However, when the acoustic evidence is very weak, the context dominates the decision. This notion is further reinforced by subsequent research [19] , which shows young adults relying more on acoustic evidence and older adults relying more on the context.
IV. THE PRODUCT OF ERROR PROBABILITIES
Equations (2) and (3) imply that there is no interaction among individual processing channels, i.e., the correct or incorrect decision in one channel does not influence decisions in other channels. For such a situation, Galt [20] use basic probability rules and show on a two-channel case that the product of errors rule applies when assuming three possible cases of correct decision, i.e., the result in the first channel is correct and, in the other, it is incorrect, or the result in the first channel is incorrect and the result in the second channel is correct, or both channels yield correct 2 I am aware that this terminology could create some confusions with terminology in the auditory scene analysis [13] - [15] where ''streams'' typically refer to parts of time-frequency plane that originate from a particularly auditory object and are bound together sequentially over time. Often, it is hypothesized that active attention is involved in forming such streams. In this work, the streams refer to different ways of describing the signal. They do not necessarily represent any particular object, are formed by particular ways of processing the signal in human auditory system, and are preattentive. 3 The difference in performance shows most prominently when one of the channels yields probability of error close to zero or close to one [18] .
results. These three cases are mutually exclusive, so the probability of correct result is
and the probability of error, in this two-channel case, is given as
Equation (5) can be rewritten in terms of probabilities as
and the product of errors model is, therefore, sometimes referred to as a probability-summation model [21] . Equation (6) shows explicitly that the optimal situation is when P 1 P 2 ! 0, i.e., when the channels carry complementary information.
A. Product of Errors and Human Recognition of Speech
Analyses in [20] assume that once the correct decision in one of the channels is reached, decisions in the other channels are irrelevant.
One way of approximating the product of error probabilities would be to assume that no false alarms ever happen in any of the channels. That would require highthreshold detectors in all channels and a very large number of channels with better-than-chance error probabilities, in order to obtain reasonable performance [18] .
The possibility that avoids the need for the suboptimal high-threshold detectors and is being pursued in this paper is that human listeners can identify when the correct information is received in any of the channels and are able to ignore the remaining error-containing channels. Section V discusses some known properties of human hearing that support this possibility.
V. AN ENGINEER'S VIEW OF A HUMAN HEARING SYSTEM
A simplified engineering concept of a human auditory processing path is shown in Fig. 4 .
The human auditory cortex contains several million cortical neurons. Cortical firing rates are around ten per second (see, e.g., [22] ). At the first stages of the ascending processing path, on the level of the auditory nerve, there are about two orders of magnitude fewer neurons [23] but the firing rates are two orders of magnitude faster [24] . Neural connections between the hearing periphery and the cortex go both ways, from the periphery to the cortex, and from the cortex down to the periphery [24] , thus strongly suggesting feedback control of the hearing processing chain. Descending neural pathways could provide topdown context information to the process. Separate groups of cortical neurons could provide for separate and independent streams in processing an incoming auditory stimulus.
This suggests an interesting possibility. The representation of speech in the human cognitive system is getting sparser and sparser in time, thus eventually deriving in the cortex auditory objects on a roughly phonemic level. On the other hand, with ascending levels of the processing, the description of the objects is gradually getting richer and richer, so that in the cortex, the description of speech sounds, which is most appropriate in a given situation, can be chosen.
The tonotopical organization of the auditory cortex [24] could explain results of Fletcher's experiments [12] , where different frequency bands yield conditionally independent errors. However, there is no need to stop at the carrier frequency division when forming the channels. It is also well accepted that the mammalian hearing system provides not only for separation of signal components with different carrier frequencies, but also for separation of components with different rates of change and different levels of spectral detail [25] , [26] . Therefore, each item could be described in many ways, using information from different parts of the auditory spectrum, with different spectral and temporal details, and with different degrees of prior expectations. Corruptions of the signal would affect various cortical processing streams differently. Higher level metacognitive processes that are discussed later in this paper might help in choosing the processing streams that yield the most relevant information.
A. Some Evidence for Bottom-Up (Signal-Dominant) and Top-Down (Context-Dominant) Interactions
From the subjective point of view, there is nothing special that would differentiate between the top-down and bottom-up dominated processing streams. All streams provide information for a decision. When all streams provide nonconflicting information, all this information is used for the decision. When the context allows for multiple interpretations of the sensory input, the bottom-up processing stream dominates. When the sensory input gets corrupted by noise, the top-down dominated stream fills in for the corrupted bottom-up input. Even when the corruption is heard, the subject typically cannot point out the instant when in the utterance this happened [27] . This suggests that in the absence of reliable sensory input, illusions are as valuable from the information extraction point of view as is the reality.
Thus, when both the acoustic stream and the context stream provide convincing but contradictory evidence, the brain activity increases to deal with the situation. Such increases in the brain activity during more active interactions between the bottom-up (periphery-to-cortex) processing and the top-down (cortex-to-periphery) processing are evident from electroencephalography (EEG) studies. The studies evaluate average brain activity evoked by a given stimulus [event-related potentials (ERPs)], as measured on a surface of a human scalp, and show that unexpected stimuli (that is, the stimuli for which the acoustic evidence conflicts with prior expectations) are processed differently from the routinely encountered ones. Fig. 2 summarizes the situation schematically. ERPs that refer to differences in the EEG activity following the expected acoustic stimulus and the stimulus that was in some way unexpected start with N200 (mismatched negativity), which occurs at about 200-300 ms following the exposure to out-of-normal or out-of-context (oddball) acoustic stimulus in a series of stimuli [28] , [29] . Later ERPs are P300, which indicates attention focus to the unexpected form of a stimulus [28] , ERP around 400 ms after the stimulus onset (N400) observed when the meaningful word was semantically wrong [30] , [31] , and P600 [32] occurring around 600-700 ms after grammatical error or syntactically anomalous word. Thus, the ERPs are observed earlier for the stimuli that were merely acoustically unpredictable and later for the stimuli for which the anomaly was discovered on the higher levels of language processing.
Several works show that ERPs start developing at the point where the unexpected piece of information appears in the representation of the utterance in the human perceptual processing stream [31] , [33] . Such a phenomenon supports an architecture with parallel top-down context streams and bottom-up sensory streams, processing information on different levels, from the acoustic level, all the way to the level of pragmatics.
Based on such evidence, we can hypothesize a number of top-down and bottom-up cognitive processes with varying levels of prior expectations, running in parallel and constantly being compared as to their agreements or disagreements. A discrepancy on any of these levels triggers a process that indicates that something is ''out of order.'' More time is needed to observe deviations on semantic or syntactic levels comparing to the time required to notice an out-of-order acoustic stimulus in a regular sequence of sounds. In this way, unexpected combinations of sounds, such as unexpected words, unfamiliar dialects, or unreleased phones, could be marked and could trigger extra processing that might introduce corrective action without entirely disrupting the communication.
B. Some Evidence for Monitoring of Confidence in Decisions
Human cognition also seems to be able to provide to the rest of the cognitive system metacognitive 4 information feedback about confidence in decisions that were made, (e.g., [34] and [35] ). ERP studies show that the amplitude of N200 and the amplitude and delay of P300 are related to a subject's uncertainty about a decision the subject made [35] . The metacognitive supervision is also evident from psychophysical studies. This has been shown, e.g., in experiments where human subjects were asked to judge the density of illuminated pixels in an object on a screen [34] . When ''uncertain'' response was allowed, it was used in the region where the ''dense'' and ''sparse'' responses crossed in the two-alternative experiment. When asking human subjects on what basis they made the ''uncertain'' response, they did not refer to the density flow in a human hearing system. The representation of auditory information appears to be getting sparser and sparser in time and seems to be simultaneously getting richer and richer in the way it describes the objects. This process is aided by existing ascending and descending connections among various processing stages.
of the picture but rather to their feeling of uncertainty, thus indicating a high-level metacognitive process rather than merely a judgment of quality of the signal that describes the event [36] . To put it in more colloquial terms, the human listeners appear to ''know when they know.'' Such a metacognitive awareness of the confidence in decisions being made indicates the possibility that, to ensure the optimal recognition, people (and some animals) could modify their information processing path in response to a particular situation. Similar phenomena were observed in higher animals such as dolphins and monkeys [35] .
VI. PARALLEL PROCESSING STREAMS IN HUMAN DECODING OF SPEECH
Based on the discussions in the Section V, one could speculate that the human perceptual system has at its disposal parallel processing streams with different types of acoustic evidence [11] and parallel streams with varying strengths of prior expectation [17] , [30] - [32] . Each stream is providing some information about the underlying message in speech. To extract the message from speech, the system can compare individual streams to identify instances of disagreements among streams, and can combine the information in the streams to suggest the final result of the classification. Errors in the streams are conditionally independent given the speech message. The correctness of the extracted message can be evaluated through metacognitive performance evaluation processes. Incorrect decisions may trigger corrective actions. Such actions may include:
change in the way the signal is acquired; change in processing strategies to enhance more reliable elements of the signal; an adaptive suppression of those streams that do not contribute to the final decision about the targeted information. Accepting such an information processing path could explain why speech communication is relatively robust to the presence of many local signal distortions, as well as why unexpected lexical items (OOVs) in the message can be identified and dealt with. Emulating this ability in ASR would be desirable.
VII. MULTISTREAM ASR
One engineering technique that represents a step toward such a parallel processing system, and that is currently successfully pursued by several laboratories worldwide, is multistream ASR. This section merely attempts to describe the beginnings of multistream efforts and to summarize the main premises of the multistream techniques, without claiming to completely include all the fine work in this area.
In this paper, multistream techniques are defined as engineering techniques where multiple parallel information processing streams with varying degrees of prior constraints, and attending to different parts of the signal space, are evaluated, compared, and selected to maximize the information output.
The fundamental motivation behind multistream recognition is that when message cues are conflicting or corrupted in some processing streams, a corrective action can focus on the more reliable streams that still provide enough cues to facilitate the recognition. Thus, multistream techniques capitalize on redundancies in coding of the message in speech, where multiple cues provide information about the underlying message [37] .
The techniques comes in various forms, and under various names, such as multiband ASR, (e.g., [38] - [40] ), multistream processing, (e.g., [41] and [42] ), or ''system combination'' [43] . In some variants, such as the ones that apply majority vote fusion [43] , the classification is done in each stream, and the final decision is based on decisions in the individual streams (postlabeling fusion [44] ). However, in most techniques discussed in this paper, each stream yields posterior probabilities of all classes that are involved in the processing, and the final decision is done more efficiently after the fusion (prelabeling fusion [44] ). This paper argues that, besides all engineering motivations that justify its widespread use in ASR community, these multistream techniques are a biologically consistent techniques that are a logical outcome of observed properties of human processing of speech, some of which were reviewed in Sections III, IV, and V.
A. Steps in Multistream Processing
To build a multistream system, one needs to deal with: ways of forming the appropriate processing streams; optimal fusion of the information from the individual streams. Our preference for these two interacting steps is as follows.
The process of forming the streams aims for streams that are conditionally independent as much as possible given the targeted information, while each provides some cues for partial recognition of the message. The information fusion module should evaluate and compare information in the streams, triggering an appropriate action when the information in the streams disagrees, and amplifying the contributions of reliable streams. The successful implementation of these requirements could alleviate the current excessive sensitivity of ASR to unexpected information in speech.
B. Early Works in Multistream ASR
To my knowledge, the first work in multistream ASR appears to be [45] . However, the postlabeling fusion of decisions from the individual streams applied in [45] Hermansky: Multistream Recognition of Speech: Dealing With Unknown Unknowns turned out not to be an effective strategy, and the final system yielded errors that were higher than the errors from more conventional systems.
Later, inspired by Allen's interpretation of Fletcher's work [46] , a group of researchers started to study a more effective multiband processing strategy, where the signal spectrum was divided into individual frequency bands, class probability estimation was carried out on each band, and the results of this estimation were merged to yield the final decision [38] - [40] . The scheme is illustrated in Fig. 3 . Unlike the strategy in [45] , this prelabeling scheme does not fuse decisions in the streams but all posterior probabilities of all phonemes are kept in each processing stream for the final fusion.
1) Dealing With an Unreliable Signal:
Initial experiments aimed at noisy speech and investigated streams formed by splitting the information into a few frequency bands [38] - [40] . A multilayer perceptron (MLP) artificial neural net was found to be the most effective means for fusing posterior probabilities of phonemes in both frequency bands [39] . After the fusion, the final probability vector was applied in a Viterbi search for the best word sequence [47] . For uncorrupted speech, the two-band system yielded results that were consistent with (2) and better than results from the single stream system. The technique was effective when dealing with frequency-localized noise.
Encouraged by the results, Tibrewala and Hermansky [48] formed a seven-band system, which yielded the state-ofthe-art results on clean speech. For noisy speech, the nonlinear MLP-based fusion, using only the streams that were least corrupted by the noise, yielded better results than the single-stream system or the system that used all streams.
The next system employed 127 streams, formed by all possible nonempty stream combinations of the original seven streams with MLP-based fusion modules trained on available training data [48] , [49] . This system, which is schematically illustrated in Fig. 4 , was one of earlier attempts for ''deep and wide MLP'' [50] (two-stage deep and 127 streams wide). A similar approach was studied under the name of ''full combination'' in [51] .
Several techniques that evaluated performances of the individual streams were investigated to find the best stream combination. However, the most effective was a ''humanin-the-loop'' supervised adaptation technique. (See [49] for further details of this work.) The performance monitoring technique that is discussed in Section VIII attempts to replace this ''human-in-the-loop'' technique by an automatic procedure.
Later work moved to a more general multistream system, which employed alternative ways of forming the streams in the modulation spectrum domain [41] , employing longer segments of the signal to extract information from spectral dynamics at various carrier frequencies [52] , [53] . These works led to TempoRAl Patern (TRAP) [54] and Multiple RelAtive SpecTrAl processing (MRASTA) [55] , where long temporal trajectories of spectral energies in critical bands formed vectors of features for the classification in different frequency streams.
Further attempts for fusion based on entropies of classifier outputs in different streams were done by, e.g., [56] - [58] . Streams formed by 2-D modulation filters were proposed in [59] and [60] , and they were further studied in, e.g., [55] and [61] - [64] .
2) Dealing With Conflicts Between Acoustic and Context
Streams: Following the engineering notion of parallel processing streams with dominance of the in-context and out-of-context (acoustic) information suggested by [17] , a two-stream speech recognition system that aimed at discovery of unexpected lexical items (OOVs) was proposed in [65] . This system consisted of two classifiers of speech sounds that were running in parallel: one classifier (aiming at classifying whole words) employing an expected lexicon and a global search for the best utterance, and the other one aimed at the classification of subword level speech sounds only from local acoustic evidence and without any word-level constraints. Vectors of posterior probabilities of phonemes were made available in both recognition streams. These two posterior probability estimates were similar when the words in the utterance were in the lexicon of the word-level recognizer. A large difference between the vectors of posterior probabilities of phonemes estimated by these two recognizers indicated an out-ofvocabulary word. The initial work dealt with identifying OOVs in a small vocabulary task. Still, it successfully served as a proof-of-concept that triggered subsequent works to deal with OOVs in large vocabulary continuous speech [66] - [68] . Attempts to recover the identified OOVs and to include them in the lexicon of the machine (as a step toward a machine that learns during its use) were presented in [69] .
Another extension of the work on parallel in-context and out-of-context recognition streams is the work in [70] and [71] , which optimally combined these two strongly and weakly constrained classification streams to improve the performance of a speech recognizer. This represents an important step in the direction of combining multiple streams with different amounts of prior constraints. To my knowledge, no one has yet moved beyond the two-stream system with different levels of prior constraints.
VIII. A PERFORMANCE MONITORING APPROACH TO FUSION OF INFORMATION
While forming the streams and describing the information carried in each stream is by no means a trivial task, it is the fusion of information from the individual processing streams that presents the most tempting challenge. Getting anywhere close to the product of error probabilities [see (2) ] observed in the work of Fletcher and his colleagues on perception of individual speech sounds [72] and of Boothroyd and Nittrouer [17] on perception of words in context [see (3) ] would make ASR robust to ''unknown unknowns'' beyond anything we have available in ASR today.
A. Feedforward and Feedback Control
Most work on multiband ASR [39] , [40] , [48] , [56] - [58] evaluates classifier outputs in the streams and uses these estimates in fusion strategies. In this paper, such a scheme is called feedforward control fusion. This scheme is consistent with experimentally observed results in missing feature approaches (e.g., [73] ), which indicate that leaving out the most corrupted elements of the signal (when they can be identified) is an effective strategy in dealing with noisy speech. It is schematically illustrated in Fig. 5 .
An alternative strategy that is being pursued in this paper is to optimize the classification result after the fusion. Such a fusion technique is called in this paper a feedback control fusion, and it is illustrated in Fig. 6 . It aims directly at the optimal classification result after the fusion and as such is more consistent with the cognitive information processing strategies discussed in Section III. Feedback control could, in principle, include changes in the fusion module, changes in the way the signal is processed in the individual streams, and even changes in the way the signal is acquired [74] . This paper discusses only changes in the fusion module.
One engineering approach to applying the feedback control in modifying the fusion is to form processing streams as all possible combinations of substreams and to pick up at every instance the best processing stream based on outputs from all streams. To my knowledge, it was first introduced in [48] and [49] , where several unsupervised techniques were investigated to find the best performing stream combination.
Later approaches proposed several interesting variants, some avoiding the need for an explosive number of trained MLPs with an increasing number of processing streams [51] . More recent are efforts in applying adaptive weight changes using particle filtering techniques [75] , described briefly in Section X. Deterioration of the output is detected and attempts could be made to minimize it by changing signal acquisition, processing, and fusion strategies.
B. Fusion in Human Speech Processing
The obvious question in any feedback controlled approach is which criterion to use for setting up the ''best'' stream combination. Based on the discussion in the Section V-B, one could hypothesize that human listeners have at their disposal a metacognitive ability to monitor the goodness of their speech decoding process and to modify their speech processing strategies to get the best possible output. This metacognitive performance monitoring process might be used to find the best combination of processing streams under a given condition.
The rest of the paper describes some initial efforts toward emulating such an ability in ASR.
IX. ENGINEERING EMULATION OF METACOGNITIVE PERFORMANCE MONITORING
As discussed in Section V-B, human listeners appear to ''know when they know.'' Efforts for engineering emulations of such an ability in ASR as various confidence estimation schemes have taken place for a long time (see, e.g., [76] for a survey). A reliable confidence estimation could be applied in the feedback control loop as a measure of the fusion efficiency. Thus, any progress in the confidence estimation helps in moving toward humanlike fusion in multistream systems. This section describes one recent attempt in this direction.
A. The Fundamental Premise of the Approach
Machine ''knowledge'' comes from its training. Thus, when evaluating to what extent the machine ''knows,'' it makes sense to evaluate its performance with respect to its performance on its training data.
The fundamental premise of the proposed approach is that the ASR system can never work better than it does on the data on which it was trained. In this ideal situation, the data that the system encounters during its operation come from the same distribution as do the data on which the system was trained and the system is at its best.
However, when the system encounters the ''unknown unknown'' (as defined in Section I), some action will be required.
B. Proposed Technique
First, let us postulate that the classifier performance is optimal for the data on which the classifier was trained. Then, any deviation from this ideal condition only degrades the performance. Further, let us propose that, even when the result is not known in advance, the classifier performance can be characterized by observing its output for a sufficient interval of time. The well-trained classifier exposed to its training data should yield results that reflect statistical properties of a language (some phonemes occur much more often than others [77] ), yield ''reasonable'' confusions (confusions within phoneme class are more likely than confusions across classes [78] ), and yield properly spaced phoneme classes (after certain time span the classifier should yield different phoneme class), etc. Such properties could be represented in a statistic model or in a parametric model of some elements of the classifier output. Next, comparing statistics or evaluating likelihood of a model derived from the classifier's output on the ''good'' training data and on any ''corrupted'' data 5 that may occur during operation of the system may give some indication how corrupted the ''incoming'' data are. Finally, attempts can be made to modify the system in a way that decreases the difference between the observed classifier performance on its training data and during the operation. The assumption is then that the system performance also improves. Experimental results so far support this assumption [75] , [79] , [80] - [83] . Notice that for evaluating any atypical response, there is no need for knowing what the result of the classification should be. All that is required is to observe the behavior of the machine output on its training data and on the given test data.
The technique is schematically shown in Fig. 7 . It can be seen as a kind of unsupervised adaptation (see, e.g., [8] ). However, rather than modifying parameters of the Gaussian mixture model to increase its likelihood on the test data, the proposed technique deemphasizes contributions 5 The ''corruption'' may mean data distortions, as well as the data that describe acoustic objects (words) that are not expected by the machine. Fig. 7 . Emulating humanlike performance monitoring in the ASR system. Deteriorated output from the classifier is identified by a large divergence between the statistic that was learned on the training data and the statistic derived on test data during the operation. Attempts to minimize this divergence may include modification in the way the signal is acquired, by changing processing strategies in the streams and by modifying the fusion module.
of some processing streams in a multistream model to minimize divergence between statistics of the multistream classifier output derived on the training and test data.
X. RECENT PROGRESS IN PERFORMANCE MONITORING APPROACHES
Following the line of thought outlined above, Mesgarani et al. [84] form four processing streams by compounding emulated cortical-like receptive fields that attend to different parts of the spectrotemporal acoustic space. In this cortical-like space, speech has a distinct spectrotemporal pattern that could often be different from many noises and environmental distortions [85] . The classifier estimates a sequence of equally spaced vectors of posterior probabilities of underlying phonetic classes. To describe the classifier output, Badiezadegan and Rose [80] and Mesgarani et al. [84] compute an autocorrelation matrix, derived from the appropriately postprocessed output of a neural-net-based classifier (posteriogram), given as
where P r t is the rth (element-by-element) power of the vector of estimated posterior probabilities of phonemes at time t, ðP r t Þ 0 indicates its transpose, and T indicates time interval over which the autocorrelation matrix is evaluated. Diagonal elements of the matrix reflect estimated frequencies of occurrence of each phoneme and off-diagonal elements reflect coactivations of different phoneme posterior estimates. The matrix does not tell anything about correctness or incorrectness of the estimates. However, the secondorder off-diagonal terms reflect possible confusions among estimates. This statistic does not use any temporal information and is based solely on instantaneous outputs from the classifier. Any additional distortion of the signal results in a change of the statistic that this matrix describes. Thus, computing a measure of similarity between the autocorrelation matrices derived from the clean signal and from the corrupted signal indicates degradation of the stream due to the distortion. Experiments reported in [81] and [84] suggest an optimal value of r ¼ 0:1 and T as short as 4-5 s. The results reported in [84] use the Pearson correlation coefficient as a measure of similarity between the matrices and show the efficacy of the proposed concept. More current work [81] reports on more extensive evaluations and on some alternative evaluation criteria.
Subsequent work [75] aims at a full feedback-control system, discussed in Section VIII-A. It uses a linear-fusionbased technique, where the fusion is adaptively modified using a particle filtering technique [86] . Appropriate initial weights for a weighted summation of individual estimates are found by cross-correlating phoneme probability estimates with the phoneme labels on the training (crossvalidation) data. The autocorrelation matrix of the final weighted probability estimates is adopted as the measure that summarizes the system performance during the operation. The particle filtering procedure changes the fusion weight of each phoneme in each stream so that the statistics of the output are more similar to the statistics derived on the training data. As reported in [75] , this technique was tested on the artificial neural network/hidden Markov model (ANN/HMM)-based phoneme recognition [47] of the Texas Instruments/Massachusetts Institute of Technology (TIMIT) sentences. The system was trained on the original clean TIMIT data, and the test utterances were corrupted by adding various noises at levels that noticeably degraded the recognizer performance. The procedure resulted in an improvement of the performance in all noise conditions.
The most recent work revisits the original multistream concept of Sharma et al. [48] , [49] , depicted in Fig. 4 , which first creates M band-limited streams, each yielding a vector of posterior probabilities of phonemes. In a subsequent step, all nonempty combinations of these bandlimited streams are formed, yielding 2 M À 1 processing streams. Performance monitoring module selects the N-best performing streams, which are used to yield the vector of final posterior probabilities.
In addition to autocorrelation matrix [see (7) ], an alternative performance monitoring technique based on a likelihood of the Gaussian mixture model of the classifier output derived on the training data was also introduced [82] . However, the most successful performance monitoring technique to date is based on first-order statistics of temporal elements of a classifier output, given as mean divergence between posterior probability vectors spaced Dt apart
where D is divergence between two feature vectors P t and P tþDt , and T indicates the time interval over which the function is evaluated. Comparing appropriate segments of MðDtÞ curves derived from the training data and from the data in test yield a performance monitoring index PM ¼ X 800 ms
Dt¼200 ms
MðDtÞ train À MðDtÞ test À Á ! À1 :
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In phoneme recognition experiments in the TIMIT database [87] , the interval T, over which MðDtÞ is evaluated, was the length of the whole training set for MðDtÞ train , and the lengths of each TIMIT sentence for MðDtÞ test . 10 best processing streams with highest PM were selected for each TIMIT utterance and their posterior vectors were averaged for the subsequent Viterbi search for the best phoneme sequence. When compared to the baseline single-stream conventional system, the multistreams system yielded 9% relative improvement in the error rate in clean conditions and as much as 30% improvement in car noise at the 0-dB SNR. These automatically obtained results compare well with the best possible ''cheating'' results where the ten most reliable streams were selected by a ''human-in-theloop'' who knew the correct answers in advance, and yielded 19% improvement in clean conditions and 34% relative improvement in noise. More details can be found in [83] and [88] .
XI. CONCLUSION
This paper suggests that machine extraction of the message from speech (ASR) should be done in many parallel interacting streams. The streams should describe the speech signal in different ways, capitalizing on the redundant way the message is coded in the signal. The streams should also be differently influenced by prior knowledge (currently coming from the language model and from the lexicon in ASR). Given the constantly changing acoustic and contextual environment, the choice of the best streams for the final decision about the message should be done adaptively. It appears that there is ample evidence for the existence of such parallel bottom-up and top-down dominated processing streams in the human speech processing system. Experiments in human recognition suggest that the probability of making an error is dominated by the error in the most error-free (most reliable) processing channels. This seem to be feasible assuming that human listeners know when the correct information is being received. Support for such an ability comes from ERP signals and from results of research on performance monitoring. Such parallel processing of information in speech could account for the human ability to deal with unexpected information in speech. This paper provided motivation for the multistream approach and briefly described some current attempts for solutions to each of the problems mentioned above. The leitmotif of the current work is the emulation of human ability of ''knowing about knowing.'' As a step toward this goal, the first assumption adopted is that any ASR system works optimally on the data on which it was trained. The difference between the system's behavior on its training data and during its operation is being investigated as a substitute for ''knowing about knowing'' in human listeners. The system behavior is currently being summarized by computing statistics of appropriate elements of its output. The ASR system performance is optimized by minimizing the divergence between statistics on the training data and during the system's operation.
The proposed solutions have been shown to be effective in phoneme recognition of speech that was artificially corrupted by several real-world noises. However, these approaches are not limited to phoneme recognition using an ANN/HMM system as reported here. Several techniques have been recently successfully applied for the interface between the phoneme-based ANN classifier described in this paper and the mainstream HMM systems [94] - [96] .
Most multistream approaches discussed in this paper rely on ANN classifiers. Current renewed interest in the ANN-based ASR [89] - [93] will no doubt yield improved techniques for the ANN classification, all directly applicable in the multistream ASR framework.
So it is fair to say that the works discussed in this paper are merely ''tip of the iceberg'' attempts that start to deal with the problem of classifying ''unknown unknowns'' of the sensory world. h
