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Abstract 
This thesis presents extensive study of atom-diatom chemical reaction dynamics with time-
dependent wavepacket method. In this study, theoretical investigations have been performed, 
towards nonadiabatic dynamics in diabatic representation and a new strategy for state-to-state 
dynamics study. 
        Specially, the quantum mechanical study on the reactive scattering of H2 + H and its 
isotopic reactions has been performed on two different potential energy surfaces, respectively 
the double many body expansion surface and a newly developed surface constructed by 
interpolation from ab intitio data points. Diabatic dynamics have displayed insignificant 
nonadiabatic coupling effect that coupling between the two lowest potential energy surfaces 
of H3 didn’t have any dramatic effect on the reaction probabilities. Diabatic representation has 
demonstrated its effectiveness and convenience in treating reactions with nonadiabatic effect 
by including explicitly the effect of conical intersection which have been studied in the 
literature in term of the geometric phase change of the adiabatic electronic wavefunction. The 
dynamics study performed has displayed the quality of the interpolation surface and 
sensitiveness of dynamics results responding to the detailed change in the surface including 
the derivative coupling. At the same time, dynamics calculations have helped to improve the 
interpolation of the derivative coupling term.  
        The time-dependent wavepacket method has been presented with a new strategy for 
state-to-state dynamics calculation. With this strategy, the coordinates’ problems encountered 
by most of the state-to-state dynamics studies are avoided by solving dynamics processes in a 
single reactant Jacobi coordinates. The product state generation probabilities are determined 
by interpolating their wavefunction at each propagation time step on their discrete variable 
points which is defined and optimized in the product Jacobi coordinates. This strategy has 
been applied to the studies of H2 + H and Cl + H2 reactions. State-to-state differential cross 
sections have been obtained for these two reactions using an exact time-dependent quantum 
 - V - 
wavepacket method. This strategy has been further applied to extract state-to-state reaction 
probabilities of H + O2 reaction. The advantage of this strategy has been well demonstrated 
that it allows state-to-state reaction probabilities and cross sections to be calculated efficiently. 
And it is enlightening to the development of more efficient exact quantum method for 


























 - VI - 




3. H2 + H Reaction Dynamics on Diabatic Potential Energy Surface 
Table 1. Parameters used in TD wavepacket calculation    .......................................................53 
4. State-to-State Reactive Scattering of 3D systems: A new TD approach 
Table  1. Parameters used in TD wavepacket calculation  (H + H2)     .................................................. 95 
Table  2. Comparison between S matrix elements from ABC code and current study    ....................... 98 
Table  3. Parameters used in TD wavepacket calculation (Cl + H2)    ................................................. 106 
Table  4. Parameters used in TD wavepacket calculation (H + O2)     ................................................. 115 
5. Summary 
Table  1. Parameters used in TD wavepacket calculation (H + O2) by the new method     .................. 132 
















 - VII - 
List of Figures 
 
 
2. TD treatment for 3D systems 
Figure 1. Body-Fixed Jacobi coordinates for A + BC    ......................................................................... 20 
Figure 2. Two Body-Fixed Jacobi coordinates arrangements of the A + BC reaction ........................... 40 
 
3. H2 + H Reaction Dynamics on Diabatic Potential Energy Surface 
Figure 1. H2 asymptotic potential    ........................................................................................................ 49 
Figure 2. H3 2D minimum potential and initial wavepacket position    .................................................. 50 
Figure 3. Distribution of pseudo rotation angle    ................................................................................... 52 
Figure 4. Propagation of wavepacket on DMBE potential surface     .................................................... 55 
Figure 5. Electronic population distribution as a function of propagation time     ................................. 56 
Figure 6. Total reaction probability for H + H2, nonadiabatic and diabatic results    ............................. 60 
Figure 7. Total reaction probabilities for J = 0, 10, 20, 30, 40    ............................................................ 61 
Figure 8. Weighted partial wave for energy 3.5 eV and 2.0 eV   ........................................................... 62 
Figure 9. Weighted partial wave for energies 0.5 eV to 4.0 eV   ........................................................... 63 
Figure 10. Total reaction probabilities (1 – 3, 0)     ................................................................................ 65 
Figure 11. Total reaction probabilities ( 0 , 1 – 3)   ................................................................................ 66 
Figure 12. Total reaction probabilities for H + HD, product channel specified    .................................. 69 
Figure 13. Total reaction probabilities for J = 0, 10, 20, 30    ................................................................ 71 
Figure 14. Comparison between asymptotic potential from DMBE and the new PES     ...................... 74 
Figure 15. Electronic population distribution as a function of propagation time     ............................... 75 
Figure 16. Total reaction probabilities on the new PES    ...................................................................... 76 
Figure 17. Total reaction probabilities on the new PES (with smoothed interpolation)   ...................... 78 
 
4. State-to-State Reactive Scattering of 3D systems: A new TD approach 
Figure 1. Schematic plot of interpolation points location    ................................................................... 88 
Figure 2. Distribution of interpolation points on the 2D minimum potential    ...................................... 96 
Figure 3. State resolved reaction probabilities for H + H2 (J = 8)    ....................................................... 97 
Figure 4. State-to-state differential cross sections for H + H2 (0, 0)→(0,0/5)    ..................................... 99 
Figure 5. Energy-angle contour map of differential cross sections, H + H2 (0,0)→(0,0)   .................. 100 
Figure 6. Energy-angle contour map of differential cross sections, H + H2 (0,0) →(1,0)  .................. 102 
 - VIII - 
Figure 7. Energy-angle contour map of differential cross sections, H + H2 (0,0) →(0,5)  .................. 103 
Figure 8. Energy-angle contour map of differential cross sections, H + H2 (0,0) →(1,5)  .................. 104 
Figure 9. State resolved reaction probabilities for Cl + H2 (J = 0)    .................................................... 107 
Figure 10. Energy-angle contour map of differential cross sections, Cl + H2 (0,0) →(0,0)  ................ 108 
Figure 11. Energy-angle contour map of differential cross sections, Cl + H2 (0,5) →(1,0)  ................ 109 
Figure 12. State-to-state differential cross sections, Cl + H2 (0,0/5)   .................................................. 110 
Figure 13. Long range attractive potential in the product O + OH channel    ...................................... 113 
Figure 14. Total reaction probabilities, H + O2 (0,0) for J = 4   ........................................................... 114 
Figure 15. Total and final state resolved reaction probabilities, H + O2     .......................................... 117 
Figure 16. Reaction probabilities for H + O2(0,1) → O + HO (0,0 – 19)   ........................................... 119 
 
5. Summary 
Figure 1. Total reaction probabilities for H + D2+ reaction.   ............................................................... 130 





Chemical reaction dynamics has long been an important field in physical chemistry 
and chemical physics research. Chemical reactions include a series of basic processes 
from the transfer of electrons or protons to the transfer of groups of nuclei between 
molecules, that is, the breaking and formation of chemical bonds. The research in 
chemical reaction dynamics provides crucial support to atmospheric chemistry, 
interstellar chemistry, combustion chemistry and so on. The conceptual approach to 
describe chemical reactions at a detailed molecular level from first principles is very 
simple and has been known for decades. Starting from the Hamiltonian of the system, the 
electronic potential energy surface (PES) can be computed, and which governs the 
motion of nuclei. By solving the equation of nuclear motion, various dynamics 
information such as the reaction probabilities and quantum state-to-state scattering cross 
sections can be obtained. These are physical observables of chemical reactions and can be 
compared with experiments. 
The development of sophisticated ab intitio quantum chemistry has provided 
researchers with tools to obtain accurate global PES which has both energetic as well as 
structural information. Combining results from quantum dynamics calculations 
performed on such PES with detailed analysis, mechanisms of elementary chemical 
reactions can be studied in great detail.  
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In recent years, theoretical treatment of chemical reaction dynamics has undergone 
spectacular development, prompted partially by the progress in experiments which have 
advanced so much and now offer detailed scattering information for theory to explain and 
rationalize. At the same time, advances in computer and networking technologies for 
parallel computing are giving new possibilities for theoretical studies of chemical 
reaction dynamics. However, to have a good understanding and complete scenario of the 
development in theoretical studies of chemical reaction dynamics, it is necessary to start 
with the Born-Oppenheimer (BO) approximation, which was proposed in 1927 and is still 
indispensable in quantum chemistry and dynamics. 
 
1.1 Development of quantum reaction dynamics      
       The BO adiabatic separation [1] of electronic and nuclear motion provides a widely 
adopted framework to studying molecular energy levels and reaction processes. Under 
this quantum mechanical framework, motion of electrons is separated from that of nuclei 
based on the rationale that nuclei are much more massive than electrons. And it is 
assumed that the nuclei move on a single adiabatic electronic state or PES. BO adiabatic 
separation leads to the decoupling of Hamiltonian into two terms. Therefore, the total 
eigenfunctions are represented by direct product of two individual eigenfunctions in 
terms of electrons positions and nuclei positions. Mainly two assumptions are made that 
the electronic wavefunction depends upon the nuclei positions but not upon their 
velocities and the nuclear motion sees a smeared out potential from the speedy electrons. 
        The BO adiabatic separation has been applied profitably in the study of reaction 
dynamics. In 1974 the first accurate calculation of differential and integral cross section 
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for H + H2 exchange reaction was performed [2]. This is the first rotationally and 
vibrationally converged result for 3 dimensional (3D) systems. Cross sections are the 
quantitative description of reaction likelihood. As mentioned, theoretically obtained cross 
sections can be compared directly to experiment result. With the constructing of accurate 
PES later [3,4], first converged accurate quantum dynamic calculation of 3D system 
reactive scattering is made available soon after [5]. Since 1980s, rapid progress has been 
made in the theoretical study of quantum reaction dynamics [6-12], calculations of simple 
3D systems became just routine applications. Researchers were proceeding to higher 
dimensional systems in 1990s, great success has been achieved [13-19]. In all these 
works, since the BO approximation was adopted, accurate dynamic information for 
reactions on a single PES was obtained. 
        When accurate PES is available, to solve the equations of nuclei motion, either a 
time-independent (TI) or time-dependent (TD) approach can be adopted. TI approaches 
evaluate scattering properties by integrating the stationary Schrödinger equation; usually 
a coupled-channel (CC) scheme[20] is implemented. The scattering matrix S is obtained 
for all energetically open transitions at a single energy, and from which the cross sections 
can be obtained. TD approaches, on the other hand, obtain the dynamic information for 
specific initial state at various energies by solving the TD Schrödinger equation.  
          In early 1990s, as the natural extension to the traditional approach to solving the 
stationary Schrödinger equation for nonreactive scattering problems, TI method is much 
more developed and better established. TI method has the advantage that the S matrix can 
be obtained directly while its TD counterpart needs a number of propagations to build the 
S matrix. More importantly, since the TD wavepacket is propagated on finite numeric 
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grid, an absorbing potential must be implemented near the boundary to overcome the 
artificial reflection problem. This parameterized absorbing potential will affect the 
convergence and need to be adjusted regularly according to different translational energy 
range. 
          TI method has been applied successfully to systems with up to 3 atoms. For 
reactions involving four atoms, TI calculations for total angular momentum J > 0 become 
extremely difficult since they scale as N3 with N being the number of basis functions. TD 
method’s major advantage is that, being a vector-matrix multiplication method, it scales 
better than N2. This scaling advantage of TD method means that, with certain 
computational power limitation, it is the method of choice for high dimensional systems 
or complicated 3D systems which require large number of basis functions. The advantage 
of TD method also lies within its conceptual simplicity and transparency since it 
simulates the reaction by propagating a wavepacket from the reactant asymptotic region 
to product asymptotic region, which represents the reactant to product transition. TD 
method will be the most efficient when dynamics information is required for a limited 
number of initial quantum states of the reactant. Therefore, it has particular advantages 
for calculations related to experiments in which reactant in specific state is involved.  
          With the scaling advantages, the efficiency of TD method also depends on the basis 
set selection and the time propagation method. Currently, various sophisticated 
propagation methods have been developed and implemented successfully, such as the 
split-operator (SP) method [21] , Chebychev polynomial method [22], short iterative 
Lanczos method [23], real wavepacket [24] and others. However, if state-to-state 
probabilities or cross sections are required, the propagation becomes more complicated.  
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The wavepacket must be transformed from reactant to product coordinates. To date, the 
most successful TD method for calculating state-to-state quantities is based on the 
Reactant Product Decoupling (RPD) [13,25] approach which partitions the full TD 
wavefunction into a sum of reactant and all product components.  
          The well developed TD method is quite successful in dealing with different high 
dimensional systems. However for systems with a deep well in the PES, TD method 
needs a long propagation to get converged result. These long-lived resonances require the 
wavepacket to be propagated for an unfeasible number of time steps. This will cancel out 
the scaling advantage of TD method against its TI counterpart. The advantage and 
disadvantage of TD and TI methods have been discussed extensively in past two 
decades[26-28], the choice of method is system dependent. 
           
          
1.2 Beyond Born-Oppenheimer approximation 
         Although the well established success of the BO adiabatic approximation in the 
areas of reaction dynamics as well as molecular spectroscopy is likely to secure itself as a 
continuing foundation of molecular science, the range of dynamical processes lies within 
its scope is far from complete. For example, the reactive charge transfer of H+ + D2 → 
HD + D+ reaction can not be simulated on a single PES successfully. In this reaction, the 
electronic states of the reactant and product are different and the HD + D+ product 
channel is induced by strong nonadiabatic transition. Therefore, dynamics calculations 
for this reaction need to be performed on at least two coupled PESs simultaneously. Not 
only the process of charge transfer but also dynamics at metal surfaces, radiationless 
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processes in molecules or solids, inelastic collision, visible and ultraviolet photo-
chemistry, chemiluminescent reactions and many recombination reactions usually 
involve more than one PES and transitions between them [29-33].  For these cases, the 
BO approximation can break down due to the presence of strong nonadiabatic couplings 
between degenerate electronic states or between the near-degenerate ones. These 
couplings allow the motion of nuclei on coupled multiple adiabatic electronic PESs. In 
such processes when the energy gap between two PESs is small, the nuclei can transmit 
into electronically excited states. This may result in significantly different dynamic 
properties. 
         In 1930s, the crossing of potential surfaces was first studied [34], and the Jahn-
Teller conical intersection model was established. A later study showed that the conical 
intersections described by Teller will occur not only in situations where symmetry 
demands them, but also in asymmetrical systems. As the outcome of nonadiabatic 
coupling, electronic adiabatic eigenfucntions related to conical intersections are 
characterized by two interesting features: first they are parametrically dependent on the 
nuclear coordinates; second they are multivalued. Assuming the adiabatic electronic 
wavefunctions to be real and as continuous as possible regarding nuclear coordinate, 
when the polyatomic system is transported around a close loop at conical geometry, the 
electronic wavefunction must change sign. This change of sign must be accompanied by 
the compensatory sign change in the adiabatic nuclear wavefunctions to make the total 
wavefunction single valued. This is known as the geometric phase (GP) effect, which 
leads to important consequences for the structure and dynamics of polyatomic systems. It 
is later suggested that based on the Janh-Teller conical intersection model the phase 
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factor should be related to the adiabatic-to-diabatic transformation angle as calculated for 
a two state system. 
Theoretically, nonadiabatic effects are outcome of the Born-Oppenheimer-Huang 
treatment in which the BO approximation breaks down. Together with the adiabatic PESs, 
nonadiabatic coupling terms govern the motion of nuclei in molecular system, including 
the nonadiabatic transition. With the nonadiabatic coupling terms included explicitly, 
reaction dynamics calculations can reach to a better agreement with experiment results 
for systems with prominent nonadiabatic effect. In fact, the nonadiabatic dynamics 
process can be decomposed into sequential events of nonadiabatic transmission between 
different PESs (electronic states) and adiabatic wave propagation along adiabatic PESs.  
Therefore, nonadiabatic dynamics calculation appears to be quite similar to its adiabatic 
counterpart except that the nonadiabatic transition needs to be evaluated during the 
propagation. In some recent works, full dimensional quantum mechanical treatment to 3 
atom systems either with adiabatic basis set or diabatic basis set has been reported. 
Sophisticated semiclassical treatments to nonadiabatic coupling have been seen for even 
longer time.   
 
 
1.3 Approaches to modeling nonadiabatic dynamics 
A. Semiclassical methods: 
        Although accurate quantum mechanical treatment is always desired, due to the 
unaffordable computational costs, researchers would turn to semiclassical approaches 
when treating dynamics of systems larger than a few atoms. The strategy is to retain the 
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treatment for most dimensions of freedom classical, while designating a few crucial 
degrees of freedom to be analyzed quantum mechanically. More specifically, quantized 
vibrational level, zero-point motion and tunneling through reaction barriers require 
quantum mechanical descriptions. As they can not be well described in classical methods, 
freedom associated with them must be considered quantum mechanically. The crucial 
issue in mixed quantum-classical dynamics is the self-consistency. The quantum 
mechanical degrees of freedom must evolve correctly with other classical motions, while 
the classical degrees of freedom must respond effectively to quantum transitions. 
          Among a number of standard approaches which describe the dynamics of a 
quantum system interacting with a classical one, the Redfield approach is one of the 
notables. The multilevel Redfield theory could be used to treat electron transfer dynamics 
in a dissipative environment [35], and is valid for arbitrarily large electronic coupling. 
Although the formalism of Redfield theory allows proper incorporation of finite 
vibrational energy relaxation and dephasing rates into the description of electron transfer 
dynamics, it can not describe the back reaction of the quantum system on the classical 
one properly. For the classical path method, the same problem lies within. Therefore, 
surface-hopping approach has emerged to treat the interactions between quantum and 
classical systems in a self-consistent way.  
         In 1971 Tully [36] introduced the trajectory surface hopping approach to solve the 
nonadiabatic molecular collisions of the H+ and D2 system. Surface hopping is an 
extension of the classical trajectory approach which is developed to introduce classical-
quantum correlation. Assumption is made that nuclei move classically on a single PES 
until surface crossing region or other region with strong nonadiabatic coupling is reached. 
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In such region, the trajectory is split into two braches and they move on different PES. At 
the point of splitting, the probability of trajectory switching to another PES is calculated 
with a slight velocity correction, which is applied to conserve energy and angular 
momentum. 
          With the trajectory surface hopping approach, nonadiabatic transition is 
represented as a hop from one adiabatic PES to another. It is assumed that such hops can 
occur only at a finite number of distinct points along any trajectory. Therefore, 
determination of the positions for these points is one of the important issues. Another 
important issue is determination of the hopping probability and the correction term. 
Surface hopping is based on a multi-configuration expansion of the total wavefunction, it 
is valid for the adiabatic and diabatic representation, but because of the independent 
trajectory approximation of surface hopping, the transition between states is not measured 
rigorously. And it should be noticed that surface hopping is not invariant to the choice of 
quantum representation [37,38], so the hopping algorithm is not unique. The advantage of 
surface hopping is that it usually provides accurate quantum transition probabilities, 
conserves total energy and satisfies microscopic reversibility either rigorously or 
approximately depending on the hopping algorithm. 
           An alternative to surface hopping is the mean filed method, it is based on a mean-
field separation of classical and quantum motions. Compared to surface hopping, it is 
invariant to the choice of quantum representation [37,38]. Despite the common 
deficiency of all mean-field methods, which do not describe the correlation between 
classical quantum motions, it provides accurate quantum transition probabilities and 
properly conserves total energy. 
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           The underlying approximations of these two approaches determined their strengths 
and weakness. Accuracy of these methods depends somehow to the property of systems 
they are applied to [39,40]. Although some other recent semiclassical developments also 
appear promising, fully quantum treatment to nonadiabatic systems is always desired 
despite the high computational demands. With the rapid development of computer 
technology, accurate quantum calculations have already been performed to systems with 




B. Quantum mechanical treatment of nonadiabatic system. 
             Accuracy of semiclassical methods is system dependent, accurate quantum 
mechanical results for realistic full-dimensional nonadiabatic systems allow for the 
systematic study of the accuracy of approximate methods, which could be applied to 
higher dimensional systems. Furthermore, full-dimensional quantum mechanical 
treatment is always desired, since the accuracy and effectiveness in describing quantum 
effect in dynamics can never be compromised by the high computational demands. 
            The non-BO dynamics calculation could be carried out once an accurate 
representation of the PESs and their coupling is obtained in either the adiabatic or 
diabatic representation. In theoretical treatment, each of these two representations has its 
own strength and weakness. Adiabatic representation is well defined, it lends itself well 
to using vairational and perturbation theory methods, and in principle it provides basis for 
exact treatment. However, the adiabatic framework is characterized by the adiabatic 
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surfaces and the nonadiabatic coupling terms. With the usually spiky and frequently 
singular nonadiabatic coupling term, the adiabatic framework is inconvenient for solving 
the nuclear Schrödinger equation in most cases. The singularity of nonadiabatic coupling 
term may affect the stability of the numerical solution. Furthermore, it may dictate certain 
boundary conditions that may not be easily implemented for getting the solution.  
 The diabatic representation, on the contrary, is not strictly defined. However, 
diabatic surfaces and couplings are smooth. This gives rise to easier treatment and more 
stable numerical solution to the Schrödinger equation. Therefore, transformation from 
adiabatic framework to diabatic framework, termed as diabatization, is essentially 
enforced when multistate problem is encountered. A common practice for diabatization is 
to follow a two steps strategy: first forming the Schrödinger equation within the adiabatic 
framework, second employing a unitary transformation that eliminates the nonadiabatic 
coupling terms by replacing them with relevant potential coupling terms. Such 
transformation is not unique. However this will not affect the solution of the Schrödinger 
equation. 
With either adiabatic or diabatic representation, accurate dynamic calculation can 
be carried out with quantum mechanical scattering theory. Early quantum reactive 
scattering calculations for H + H2 reaction included GP was performed using multivalued 
basis function [41]. Although the GP was found to change markedly the state-to-state 
rovibrational product distribution, and led to good agreement with experimental 
measurements, subsequent comparison showed that the product state distribution and the 
differential cross sections agreed with calculations which ignored the GP effect [42]. In 
several later works, accurate quantum scattering calculations have also been performed 
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for the same reaction and its isotope. These calculations are based on summarized 
hyperspherical coordinates with a hybrid basis which accurately treats the singularities 
appear in the kinetic energy operator in the Body-Fixed (BF) coordinate. The GP has 
been investigated using both the vector potential approach and the double-valued basis 
set approach. And the consequence of GP in such reaction has been found to be 
negligible [43-45]. In more recent studies [46-48], diabatic approach has been adopted for 
reactive scattering dynamics calculations on conically intersecting PESs. In these works, 
the initial wavepacket has been prepared in a specific adiabatic electronic state, then 
transformed and propagated in a suitable diabatic representation. The initial state specific 
total reaction probabilities have been calculated using the flux operator both in the 
adiabatic and the diabatic representation. RPD method has been modified to treat the 
multisurfaces problems[47] and the state-to-state reaction probabilities have been 
obtained. Results from the diabatic representation yield excellently agreement with those 
from adiabatic representation. 
It needs to be addressed that quantum reaction dynamics calculations can be 
carried out only when accurate PES is available. This leads to the interests of research in 
constructing PESs which includes accurate description of derivative coupling terms. 
Although, there are many different approaches to solve the nonadiabatic quantum 
reaction dynamics now, the work is still especially challenging because there are open 
channels on more than one PES and also because for typical energy gaps, the kinetic 
energy is high on at least one surface. In this work, TD wavepacket method has been 
applied to nonadiabatic systems with the diabatic representation. In the last session of this 
chapter, studies performed are briefly introduced. 
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1.4 Introduction to State-to-State reaction dynamics 
            Nowadays, reaction dynamics studies are being carried out targeting detailed 
agreement between theory and experiment. The birth of experimental reaction dynamics 
study need to be traced back to 1950s, and was marked by the introduction of crossed 
molecules beams (CMB) technique. Since then, researches in this field have expanded 
dramatically. In last two decades, unprecedented advance in reactive scattering 
experiments have been made since the high-resolution H atom Rydberg tagging time-of-
flight was introduced in 1990s [49,50]. Experimental measurement of rovibrational state-
to-state integral and differential cross sections of an impressive wide range have been 
reported on systems such as H + H2 and its isotopes, F + H2 and O + H2. To interpret 
these results rigorously, often fully quantum mechanical calculations are required.  
            As mentioned, when TI method is applied, the state-to-state cross sections can be 
obtained using the CC method, and normally in hyperspherical coordinates. TI CC 
methods have particular advantage treating systems requiring relative small basis set, but 
may face scaling problem when the total angular momentum and the number of basis 
functions increase. The scaling problem can be resolved using TD method. However, no 
general method has been found to incorporate the hyperspherical coordinates or similar 
coordinates efficiently into TD calculation. Therefore, Jacobi coordinates is the choice 
for wavepacket time propagation. During the propagation, the representation of the 
wavepacket need to be switched between the reactant Jacobi coordinates and the product 
coordinates. The coordinates transformation can be implemented only once in the 
propagation midway, or continuously in time. With carefully designed initial wavepacket, 
one time midway coordinates transformation can be efficiently accomplished. For certain 
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direct reactive scattering which can be easily separated to product and reactant regions, 
RPD method [51] has numerical advantages also for extracting state-to-state information. 
            Methods for obtaining complete S matrix using TD wavepacket method usually 
can be categorized into two classes, namely the time correlation function formalism for S 
matrix and the scattering amplitude formalism. More details for obtaining the S matrix 
will be introduced in chapter 2. In several works, the correlation function formalism has 
been used successfully to obtain the state-to-state reactive scattering information in either 
reactant Jacobi coordinates or in product Jacobi coordinates. The scattering amplitude 
formalism is straight forward to use where the propagation of wavepacket is carried out 
in product Jacobi coordinates, and it has an attractive numerical advantage that no 
overlap integral need to be calculated to extract S matrix elements. However, to 
implement it successfully in reactant Jacobi coordinates, strategy to evaluate final state 
wavepacket efficiently in reactant coordinates is required. In this work, such strategy is 
explored. With this strategy, the final state wavepacket is calculated by interpolation in 
reactant Jacobi coordinates, and on DVR points defined in product Jacobi coordinates. 
State-to-state reactive scattering information was obtained for 3 systems. Results showed 
that with the new strategy, numerical efficiency was achieved, while the calculation 
remained highly accurate. In the next session, studies performed are briefly introduced. 
 
 1.5 Brief introduction to studies performed: 
 Nonadiabatic dynamics of H2 + H 
             In this study, TD wavepacket method was firstly applied to nonadiabatic 
dynamics study of the H2 + H and its isotope reactions on an analytic surface. Different 
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diabatization schemes have been tested. Initial state specific reaction probabilities on 
coupled surfaces have been obtained and compared with those obtained on adiabatic 
ground state surface to show the significance of the nonadiabatic coupling. The effect of 
rotational and vibration excitation of the reactant on the reaction probability has been 
analyzed. 
             The same quantum dynamics calculation has also been performed on a new 
diabatic PES for H3. This diabatic PES is constructed by interpolation from ab initio 
quantum chemistry data. Results are shown in chapter 3. 
 
State-to-state reactive scattering of H2 + H, Cl + H2 and H + O2 
              With the new strategy to evaluate product wavepacket in reactant Jacobi 
coordinates, state-to-state calculations have been performed for H + H2 reaction on the 
ground state. The Boothroyd-Keogh-Martin-Peterson 2 (BKMP2) PES has been used for 
the demonstration with H2 + H reaction. The state resolved reaction probabilities were 
obtained, differential cross sections were given. The results have been compared with 
those obtained with the TI ABC code. Similar calculations have also been performed for 
the Cl + H2 reaction on the benchmark BW PES [52]. Final state resolved reaction 
probabilities for H + O2 reaction have been calculated. Results are shown in chapter 4. 
               
            Since this work is mainly a computational work, the code efficiency is one 
important issue. In chapter 5, the development of the current code used for the 
calculations in chapter 3 and chapter 4 is introduced. Results presented in chapter 3 and 
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TD treatment for 3D systems 
          Since it first emerged in late 1980s last century, TD method has been well 
developed and established itself as one of the most powerful tools in theoretical study of 
quantum reaction dynamics. In section 2.1, formulae for solving TD Schrödinger of 3D 
system is introduced. In section 2.2, the TD method is extended to be used with diabatic 
basis in order to solve nonadiabatic dynamics problems. In section 2.3, the TD approach 
to state-to-state reactive scattering is introduced. Sections 2.1.1 and 2.2.1 are the 
introduction to basic theory, in which the Hamiltonian of 3D system, basis set used, the 
adiabatic and diabatic representations have been introduced. In Sections 2.1.2 and 2.2.2, 
methods and formulae are presented for wavepacket propagation and dynamics 
information calculation both for adiabatic single surface simulation and diabatic coupled 
surfaces simulation. 
2.1 Solving TD Schrödinger equation for 3D system 




i SS ψψ =∂
∂h                                                                                                (2.1.1) 
where H is the Hamiltonian operator of the system and )(tSψ is the TD wavefunction. 
The central tusk of TD reaction dynamics calculation is to obtain the numerical solution 
for )(tSψ  which contains all the necessary dynamics information of the system. In the 
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TD Schrödinger equation (2.1.1), the wavefunction is time-dependent and the 






S et ψψ −=                                                                                                  (2.1.2) 
where )0(Sψ  is the initial wavefunction representing specific initial state and )(tSψ  
can be obtained through time integration. With the TD wavefunctioin )(tSψ , dynamics 
information such as the total reaction probabilities can be calculated.  
          To perform the calculation for reactive scattering problems, a finite numerical grid 
is needed, a suitable basis set according to the system Hamiltonian is required, efficient 
time integration method needs to be implemented and effective way to calculate the 
dynamics information is needed. In the following section, the BF translational-
vibrational-rotational basis set used in this study will be introduced together with the 
Gaussian wavepacket which is the initial wavefunction. With this basis set and initial 
wavefunction, the implementation of Split-Operator method for time integration will be 
introduced and the total reaction probabilities are calculated using the Flux-Operator 
method.  
2.1.1 Hamiltonian and basis set 
Hamiltonian of triatomic reaction: 
        In all calculations in this study, the BF Jacobi coordinates are used. For a triatomic 
reaction A + BC, the BF Jacobi coordinates are shown in Figure 1. 
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Figure 1. BF Jacobi coordinates for A + BC: r is the distance between B and C, and R is the distance 
between the center of mass of BC and A.  
 
         In this system, the reduced mass of BC is µr, and the reduced mass between the 











+= )(µ                                                                                                     (2.1.3) 
Hamiltonian expressed in the reactant Jacobi coordinates for a given total angular 





















h ,                                                 (2.1.4) 
where J is the total angular momentum operator, j is the rotational angular momentum 











h ,                                                                                            (2.1.5) 




          The TD wavefunction ψ satisfying the Schrödinger equation (2.1.4) can be 











kjv ×=Ψ ∑ φ                                            (2.1.6) 
where n is the translational basis label, (v0, j0 , K0) denotes the initial rovibrational state, 
M is the projection quantum number of total angular momentum J on the Space-Fixed 
(SF) z axis. 
)(Ru vn  are translational eigenfunctions. In this study they appear in the form of sine 
functions.  
Reference vibrational eigenfunctions:  
        )(rvφ are reference vibrational functions, which are eigenfunctions of the diatomic 
Hamiltonian )(rh and satisfy the equation 
)()()( rrrh vvv φεφ =                                                                                                       (2.1.7) 
In this study, )(rvφ  are expanded in a predefined Discrete Variable Representation 










)(sin2)( π                  ( )Nn ,...3,2,1=                                           (2.1.8) 
In )(rfn , a  and b  are the endpoints of the grid where the wavefunction vanishes. 
By diagonalizing the matrix )()()( rfrhrfx mnmn = , N  eigenvalues and eigenfunctions 
are generated to define the unitary orthogonal transformation between the finite basis 
)(rf n  and )(rFn . Therefore, in the N  dimensional vector space, the DVR basis set 
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)(rFn  is equivalent to the Fourier functions basis set )(rfn . However, the DVR basis 
functions are highly localized in coordinate space. Therefore, DVR basis are also 
eigenfunctions of the localized operator such as the potential energy operator. This gives 
convenience in the numerical calculation. 
 
Parity-adapted BF angular momentum eigenfunctions: 
         ),( rRY JMpjK
))  in (2.1.6) are angular momentum eigenfunctions under BF 











jK yyY −++= δ                                                                          (2.1.9) 
where the total parity P is pJ +− )1(  and JM
jK
y  are the product of associated Legendre 





~=                        (2.1.10) 
Initial wavefunction: 
           In reactive scattering studies, the initial wavefunction is chosen to be the product 
of specific rovibrational eigenfunction and a localized translational wavepacket. 
)ˆ,ˆ()()()0( 000 rRYrR
JMp
jKjvk φϕψ =                                                                                 (2.1.11) 
where the wavepacket is chosen to be a standard Gaussian function: 





⎛= δπδϕ                                                                  (2.1.12) 
The Gaussian function is localized around R0 in coordinate space and δ is the width 
parameter. In momentum space, the Gaussian function is localized around k0. 
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          The exact rovibrational function )(00 rjvφ of diatom is expanded in reference 
vibrational eigenfunctions )(rvφ . 
          Since the Gaussian function covers a certain range in the momentum space, with a 
single propagation, the dynamics information can be obtained in a range of translational 
energy. 
2.1.2 Solving TD Schrödinger equation 
Time propagation with Split-Operator method: 
         As shown in (2.1.2), solving TD Schrödinger equation with a given initial 
wavefunction )0(Sψ  requires a time propagation of the wavefunction. The time 
propagation can be performed using a variety of integration methods. The most 
straightforward approach is based on finite difference schemes including second order 
difference method or higher order difference methods. In this work, the more 
sophisticated split-operator method is applied for the time propagation. 
          With split-operator method, the short time propagator is approximated by the 
equation:  
)( 322 00 ∆+= ∆−∆−∆−∆− Oeeee H
iUiHiHi
hhhh      (∆  is the time interval)                              (2.1.13) 
           In this equation, the Hamiltonian is split into two parts 0H  and U. 0H is the 

























θµµ                                                             (2.1.15) 
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The second order deviation in equation (2.1.13) comes from non-commutivity of 
operators 0H  and U . 
With the short time propagator the wavefunction is propagated by the formula: 
)()( 22 00 teeet
HiUiHi ψψ ∆−∆−∆−=∆+ hhh                                                                            (2.1.16) 
           Split-operator method is numerically stable with respect to time step∆  since the 
propagator is explicitly unitary and conserves the normalization of the wavefunction. 
However with exponential operators, diagonalization of operator matrix is needed for 
instances, or the wavefunction need to be transformed between different representations 
in which basis functions are eigenfunctions of current operator.    
           According to equation (2.1.15), the potential can be further split: 
22
∆−∆−∆−∆− = rotrot V
iViViiU eeee hhh                                                                                        (2.1.17) 
As rotV  is diagonal in the angular momentum basis representation and V  is diagonal in 
the coordinate representation, this split can further simplify the numerical integration. 
           When the TD wavefunction is obtained, dynamics information can be obtained 
from it. 
Reaction probability and Flux-Operator: 
            When the TD wavefunction )(tψ  is propagated, the stationary scattering 
wavefunction )(Eψ  can be obtained with a time to energy transformation. 
            Since the TD wavefunction can be expanded in terms of the TI wavefunctions 








+−− ∫== ψπψψ hh h                                                         (2.1.18) 
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1 )( ψψ ∫∞∞− −+ = h                                                                                (2.1.19) 
             Since the initial wavepacket )0(iψ  locates in the reactant asymptotic region with 
only incoming wave, the coefficient )(Eai  can be obtained from the free asymptotic 





iiEi eeEa ϕφϕφψψ === −
∞→
+ hh                                (2.1.20)  
With the TI wavefunction +iEψ , the total reaction probability from initial state i can be 
calculated by the formula: 
++= iEiERi FP ψψ )                                                                                                        (2.1.21) 
F
)











)h) δ                                                      (2.1.22) 
            The flux passes through the dividing surface located at 0s  is evaluated. 
+
iEψ  has 
the asymptotic form in the product arrangement space, and it is normalized 










)h                                                                    (2.1.23) 
With formula (2.2.23), the total reaction probability as a function of scattering energy is 
obtained. It is noticeable that reaction probabilities for a certain range of scattering 
energy can be calculated from the TD wavefunction from a single propagation, since the 
Gaussian wavefunction propagated spans over a range in the momentum space. 
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Overcoming artificial boundary reflection: 
            When solving scattering problems, the unbound TD wavefunction is propagated 
on a finite three dimensional numerical grid. Artificial boundary reflection will be 
generated when the wavepacket reaches to the end of the grid. Therefore, the wavepacket 
is forced to reflect back at either boundary. These artificial reflections can not be 
distinguished from real dynamics. This makes it impossible to calculate the reaction 
probabilities and other dynamics information. To overcome this, a large numerical grid 
may need to be employed to minimize the effect of artificial reflection. However, this is 
computationally costly, and is simply inapplicable to certain applications.  
           Standard approach to overcome this problem is to use an absorbing potential near 
the boundary of the numerical grid. The absorbing potential is defined in polynomial 
form: 
n
abs xxixV )()( 0−−= α          When         Lxxx +<< 00  
0)( =xVabs                             When          0xx <                                                         (2.1.24) 
There are two parameters in (2.1.24), they need to be adjusted to fulfill two requirements: 
first the absorption must be strong enough within the absorbing region to guarantee that 
no flux reaches the grid end; second it can not be too strong, otherwise when wavepacket 
enters into absorbing region there will also be some artificial reflection which is caused 
by the absorbing potential itself. 
         The absorbing potential can also appear in other forms. With successful 
implementation of absorbing potential, wavefunction will not come back artificially if it 
transmits into the asymptotic region. Therefore the flux passes the dividing surface can be 
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accurately related to the reaction probabilities, and the TD dynamics calculation is 





2.2 Quantum dynamics of nonadiabatic systems: 
         In previous sections, TD approach is introduced for solving reactive scattering 
problems for triatomic systems. Reaction dynamic information can be obtained by 
propagating a wavepacket on predefined PES. However, as mentioned, with nonadiabatic 
couplings, the BO approximation breaks down. These couplings allow the motion of 
nuclei on coupled multiple adiabatic electronic states. Therefore, to obtain dynamics 
information for systems with nonadiabatic coupling, wavepacket needs to be propagated 
on multiple coupled surfaces.  
2.2.1 Adiabatic representation and Diabatic representation 
           Nonadiabatic coupling can be included explicitly into the quantum dynamics 
simulations in which either adiabatic representation or diabatic representation can be used. 
In the following section the electronic adiabatic and diabatic representation are 
introduced. 
Adiabatic Representation: 
           For a polyatomic system, the internal kinetic energy operator which is composed 
of internal nuclear and electronic kinetic energy operators is given by: 
elnu TTT ˆˆˆ













h are respectively internal nuclear and electronic kinetic 





















+=ν are the effective reduced masses of 
nuclei and electrons, with iM being the mass of the ith nucleus. 
If V is the total potential of all the nuclei and electrons in this system, in the 





λλ ν qrVqrH r
el +∇−= h                                                                                                                             (2.2.2) 
where λq  is a set of 3(Nnu-2) internal nuclear coordinates. Due to the small ratio of the 
electron mass to the total mass of the nuclei, elm≈ν . This approximation is used in the 
ab initio electronic structure calculations which use the electronic Hamiltonian given in 
equation (2.2.2) with the ν replaced by elm . The difference between ν and elm is partially 
responsible for the relative shifts in the energy levels of 10-4 or less. In actual scattering 
calculations, these differences are normally ignored as they introduce relative changes in 
the cross-sections in the order of 10-4 or less. 
           The electronically adiabatic wavefunctions );(, λψ qradeli are defined as 
eigenfunctions of the electronic Hamiltonian elHˆ and the electronically adiabatic potential 
energies ( )λε qadi  are their eigenvalues: 
( ) );();();(ˆ ,, λλλλ ψεψ qrqqrqrH adeliadiadeliel =                                                                                          (2.2.3)                          
 29
The electronic Hamiltonian and the corresponding eigenfunctions and eigenvalues are 
independent of the orientation of the nuclear BF frame with respect to SF frame, and 
hence depend only on λq . );(
,
λψ qradeli  form a complete orthonormal basis set. 
            The total molecular wavefunction of this system is given by an electronically 
adiabatic n-states Born-Huang expansion in electronic basis set );(, λψ qradeli . The number 
of electronic states used in Born-Huang expansion in most cases can be restricted to a 











, );()(),( λλλ ψχ                                                                              (2.2.4) 
And the orbital wavefunction Ψ satisfies the Schrödinger equation: 
Ψ=Ψ ERrH ),(int λ
)
                                                                                                      (2.2.5) 
Substituting the expansion (2.2.4) into the Schrödinger equation, a set of coupled 





















































ji ∫ ∇= );();()( ,,, λλλ ψψ                                                      (2.2.8) 
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are respectively the first derivative and second derivative coupling terms. Nonadiabatic 
coupling are represented by these two terms and the transition between different adiabatic 
electronic states during the scattering is introduced by them. 
          The matrix version of the first derivative coupling is evaluated as: 
);();()( ,,)1(, λλλ ψψ λ qrqrRw adeljRadeliadji ∇=                                                               (2.2.9) 
It is in general skew-hermitian since it is orthonormal, that its diagonal elements are pure 
imaginary quantities. If the );(, λψ qradeli is real then the matrix becomes real with diagonal 
elements being zero. At conical intersection geometries, the first derivative is singular 
because of the λq dependence of );(
,
λψ qradeli and );(, λψ qradelj at the vicinity of those 
geometries. 
          The matrix version of the second derivative coupling is evaluated as: 
);();()( ,2,)2(, λλλ ψψ λ qrqrRw adeljRadeliadji ∇=                                                              (2.2.10) 




           In adiabatic representation, the presence of the coupling term introduces numerical 
inefficiency in solving the n-electronic Schrödinger equation. Other representations in 
addition to the adiabatic one are desired. 
          The new electronic basis set can be chosen so as to minimize the gradient term of 
the first derivative coupling. This term can initially be neglected in the solution of the n-
electronic-state nuclear motion Schrödinger equation and reintroduced later using 
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perturbative or other methods. This new basis set of electronic wavefunctions can also be 
made to depend on the internal nuclear coordinates λq , just like the adiabatic basis set. 
This new electronic basis set is referred to as diabatic basis set and leads to a 
diabatic representation which is not unique in contrast to the unique adiabatic 
representation. 
         The diabatic version of Born-Huang expansion can be written in a similar form as 











, );()(),( λλλ ψχ                                                                               (2.2.11) 
The same as in adiabatic representation, this is the truncated n terms version, while 
);(, λψ qrdeli is required to be complete in r and be orthonormal. 
Considering (2.2.11) and (2.2.4), the relation between diabatic wavefunction 
);(, λψ qrdel  and adiabatic wavefunction );(, λψ qradel can be written as: 
);()(~);( ,, λλλ ψψ qrqUqr adeldel =        where        Ι=+ )()( λλ qUqU                           (2.2.12) 
)( λqU is the adiabatic-to-diabatic transformation (ADT) matrix which defines the n-
dimensional unitary transformation from adiabatic representation to diabatic 
representaion. The transformation matrix )( λqU can be chosen to make the diabatic basis 
set to have desired properties in respect of solving the diabatic Schrödinger equation of 
nuclear motion. Furthermore, with the same unitary transformation matrix )( λqU  , the 
adiabatic wavefunction can be transformed to the diabatic wavefunction: 
)()(~)( λλλ χχ RqUR add =                                                                                           (2.2.13) 
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Substituting the diabatic expansion of the wavefunction into equation (2.2.5), the 









































=                                (2.2.14) 





ji ∫ ∇= );();( ,,, λλ ψψ  and drqrqrRG deljdelid ji ∫ ∇= );();()( ,,, λλλ ψψ  
The matrix versions of the first and second derivative coupling become: 
);();()( ,,)1(, λλλ ψψ λ qrqrRw deljRdelidji ∇=                                                                  (2.2.15) 
and 
);();()( ,2,)2(, λλλ ψψ λ qrqrRw deljRdelidji ∇=                                                                  (2.2.16) 
By substituting diabatic electronic wavefunction with adiabatic one, the relation between 
adiabatic and diabatic coupling matrices are derived as: 
[ ])()()()(~)( )1()1( λλλλλ λ qURWqUqURW adRd +∇=                                                    (2.2.17) 
[ ])()()()(2)()(~)( )2()1(2)2( λλλλλλλ λλ qURWqURWqUqURW adRadRd +∇⋅+∇=          (2.2.18) 
It also transforms the diagonal adiabatic energy matrix to diabatic energy matrix: 
)()()(~)( λλλλ εε qURqUR iadid =                                                                                 (2.2.19) 
Equation (2.2.14) is quite similar to (2.2.6). Just like its adiabatic counterpart, the diabatic 
Schrödinger equation also contains the gradient term )()()1( λλ χλ RRW djRd ∇⋅ . With this 
term, numerical inefficiency in solving Schrödinger equation (2.2.14) still exists. 
However, because the way to chose ADT matrix )( λqU is arbitrary, the ADT matrix 
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)( λqU  can be chosen to make the )(
)1(
λRW
d automatically minimized relative 
to )()1( λRW
ad  through the internal nuclear configuration space. This brings the 
convenience in solving diabatic Schrödinger equation, although non-diagonal terms are 
brought into the potential energy matrix. 
Diabatic basis set and diabatization 
          As mentioned, the diabatic representation is not unique, and a good choice of 
diabatic basis set can make it much easier to solve the diabatic Schrödinger equation. The 
first derivative coupling matrix )()1( λRW
ad  has 2/)1( −nn  independent nonzero 
coupling elements )()1(, λRw
ad
ji for an n electronic states problem. A good diabatic basis set 
is chosen to minimize these nonzero coupling terms so as to ignore them if possible. The 
coupling terms have the largest magnitudes where adiabatic potential surfaces are closely 
coupled, and for the well separated surfaces the coupling is weak. Therefore, the 
dominant )()1(, λRw
ad
ji  are those lying along the two off-diagonal lines adjacent to the main 
diagonal of zeros, where j equals )1( ±i . 
To obtain the overall ADT matrix )( λqU , nn×  ADT matrices )(, λqu ji  
representing only the coupling between i and j electronic states are first defined by a set 




















, sin)( βλ =  for jk = and il =   
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1)(,, =λqu lk ji   for ilk ≠= or j   
0)(,, =λqu lk ji  for the rest elements                                     (2.2.20)                          
In the above definition, k and l are the positions of the element in the ADT 
matrix )(, λqu ji  with ji,  denoting the coupling states. This matrix is orthogonal and can 
diabatize the coupled adiabatic electronic states i  and j  while leaving the remaining 
states unaltered. 
         For an n-electronic-state problem, 2/)1( −nn such matrices need to be defined. 
Some of them are just the unit matrix I if the coupling between the two states is not 
significant. With these pair wise ADT matrices, the full ADT matrix )( λqU is then 











ji quqU λλ                                                                                              (2.2.21) 
)( λqU is orthogonal since it is the product of orthogonal matrices, and the 
matrices )(, λqu ji can be multiplied in any order without loss of generality. Different 
multiplication order leads to different set of solutions for the ADT angles. Only when the 
adiabatic basis set is complete, the same )( λqU can be reached independent of the order of 
multiplication. With truncated Born-Huang expansion, a series of none unique diabatic 
basis set will satisfy the diabatization relation. However, formulae introduced in current 
session are nevertheless useful for reaching the convenient diabatic representation with 
truncated Born-Huang expansion. 
          For the convenience in solving the diabatic Schrödinger equation, the ADT 
matrix )( λqU chosen should either make the diabatic first derivative coupling zero or 
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minimize its magnitude, therefore to make the gradient term )()()1( λλ χλ RRW djRd ∇⋅  
negligible. 
           With the relation between diabatic first derivative coupling matrix )()1( λRW
d and 
the adiabatic first derivative coupling matrix )()1( λRW
ad shown in equation (2.2.17), the 
diabatic first derivative coupling matrix will vanish only when 
0)()()( )1( =+∇ λλλλ qURWqU adR                                                                               (2.2.22) 
which does not have solution when the adiabatic basis set are truncated.  
           However, according to the Helmholtz theorem, the )()1( λRW
ad can be decomposed 
into a longitudinal part )()1( λRW
ad










ad +=                                                                        (2.2.23) 
If substituting only the longitudinal part into equation (2.2.17), the condition for the 
diabatic first derivative matrix to vanish becomes: 
 0)()()( )1( =+∇ λλλλ qURWqU adlonR                                                                              (2.2.24) 
This equation does have a solution. 
By choosing a )( λqU  satisfying equation (2.2.24) instead of equation (2.2.22), the 
diabatic first derivative coupling reduces to: 
[ ])()()()(~)( )1()1( λλλλλ λ qURWqUqURW adtranRd +∇=                                                     (2.2.25) 
With any appropriate choice of boundary conditions for solving equation (2.2.24), good 
choice of )( λqU  can be reached, and the first derivative coupling term can finally be 
























              (2.2.26) 
With the first derivative coupling vanishes, this equation is easy to solve with 
computational convenience. 
            In this section, it is shown that an optimal ADT matrix can be obtained which 
leads to a set of good diabatic basis set. With this diabatic basis set, it is much easier to 
solve the nuclear Schrödinger. In the following section, TD wavepacket method 
introduced earlier in this chapter will be extended to propagate the wavepacket on 




2.2.2 Quantum dynamics in diabatic representation 
         To solve the TD Schrödinger equation, the TD wavepacket method is employed to 
propagate the wavepacket on multiple surfaces in diabatic representation. With 
)(tdiψ ( )ni ...1=  representing n components of the total unitary wavefunction relating to 
n electronic states, wavepacket will be propagated on n  PESs simultaneously. The TD 

































































                                                                        (2.2.27) 
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where I is the nn× unit matrix, U is the diabatic energy matrix and Tˆ is the kinetic energy 
operator. )(tdiψ  is expanded in BF translational-vibrational-rotational eigenfunctions 
introduced in equation (2.1.6).  
When split-operator method is employed, the propagator becomes: 
2222 00
∆−∆−∆−∆−∆− HiViViViHi




























hh                                                   (2.2.28) 
0H  and rotV  are given in equation (2.1.14) and equation (2.1.15). In diabatic 
representation, the only difference in the propagator is that the diabatic potential matrix 
V is non-diagonal in coordinate representation. With A  representing the orthogonal 
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hh                          (2.2.30) 
With this propagator, the wavepacket can be propagated conveniently on the multiple 
diabatic energy surfaces. The same as for the adiabatic single surface propagation, the 
initial wavefunction is also constructed as the product of a Gaussian wavepacket and a 
specific rovibrational state of the reactant on one of the adiabatic surface of the system. 
Prior to propagation, the initial wavefunction is transformed to the diabatic representation 
using the A matrix which is the orthogonal transformation matrix in (2.2.29). 











)h) δ  is used to extrapolate 
the initial state selected reaction probability: 











)h                                                         (2.2.31) 
where j denotes the jth component relating to the jth state, and +jiEψ  is the TI scattering 
wavefunction obtained from the corresponding TD wavefunction via a Fourier 
transformation.  
         With diabatic basis set and the adapted scheme for wavepacket propagation, the 
reaction dynamics for nonadiabatic systems can be solved efficiently. Furthermore, as 
described in this section, in diabatic representation, there is no difference between 
wavepacket propagation on multiple surfaces and single surface other than the different 
potential term. This gives the power and simplicity for diabatic representation, and in this 
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work, reaction dynamics simulations are carried out with diabatic approach. Formulae in 






2.3 TD wavepacket approach to State-to-State reactive scattering 
2.3.1 Expression of S matrix elements 
          The state-to-state S matrix is regarded as the central object of scattering theory, 
which expresses the scattering amplitude for particular initial state to finial state. As 
mentioned, from the S matrix the state-to-state scattering cross sections can be obtained, 
which are the physical observables of chemical reaction and can be compared with 
experiments. Generalized reactive S matrix [4] element Sfi is defined as: 
( ) ( )iifjfiif EESEE αβ ψψδ −+=− )(                                                                  (2.3.1) 
where ( )ff Eβψ +  and ( )ii Eαψ −  are energy-normalized δ-function incoming and 
outgoing scattering wavefunctions, with i and f  indicating the initial and final states 
respectively. In above formula α and β indicate the initial and the final arrangement, 
shown in Figure 2.  
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Figure 2. Two arrangements (α andβ) for the A+BC→B+AC reaction. α arrangement Jacobi vectors Rα 
and rα are shown in solid arrows. Β arrangement Jacobi vectors Rβ and rβ are shown in dashed arrows. 
 
The scattering wavefunctions ( )ff Eβψ +  and ( )ii Eαψ −  in equation (2.3.1) 





































µψ γβ βγβγββ ,2 *2 h   (2.3.3) 
where γµ  is the reduced translational mass and mγϕ  is mth internal channel function in 
the intermediate arrangement γ . 
Wavepacket +iαχ  can be constructed consisting only incoming states: 
( )∫ ++ = dEEEa iiii ααα ψχ )(       (2.3.4) 
and similarly wavepacket −fβχ  can be constructed consisting only outgoing states: 
( )∫ −− = dEEEa ffff βββ ψχ )(        (2.3.5) 
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)(Ea iα  and )(Ea fβ  are coefficients of superposition which determine the range of 
scattering energies +iαχ  and −fβχ  may contain. 
          By inverting equation (2.3.4) and (2.3.5), scattering wavefunction can be expressed 






α χδψ ++ −= )ˆ(
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β χδψ −− −= )ˆ(
)(
1       (2.3.7) 
Since ( )ii Eαψ +  and ( )ff Eβψ −  are δ-function energy normalized wavefunctions, the 
coefficients are given by: 
+++ == iiiii EEEa ααααα χφχψ )()()(       (2.3.8) 
and 
−−+ == fffff EEEa βββββ χφχψ )()()(       (2.3.9) 
where )(Eiαφ  and )(Efβφ  are the asymptotic functions in the α and β arrangement. 
By replacing the right hand side of equation (2.3.1) with equation (2.3.6) and (2.3.7), and 
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1)( *      (2.3.10) 






iHEEG                                                                                      (2.3.11) 
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                                                                                         (2.3.12)  
By substituting equation (2.3.12) into (2.3.10), and considering the fact  









1)( *                                        (2.3.13) 
Formulae in 2.2 are adapted from references [5-10]. 
 
2.3.2 TD expression of S matrix elements 
Correlation function formalism for the S matrix elements 
         With the general expression of S matrix (2.3.13), TD expression for the S matrix 










fi ∫∞= hh αβπ       (2.3.14) 
where )(tC fi  is the correlation function defined by: 
+−−= i
tHi
ffi etC αβ χχ
ˆ
)( h         (2.3.15) 
         In this approach, the final state wavepacket fβχ −  is chosen to be located in the 
product asymptotic region and the initial state wavepacket  iαχ +  is chosen to be located 
in the reactant asymptotic region. One attractive feature of the S matrix expression 
(2.3.14) is that the time correlation function )(tC fi  is independent of the scattering 
energy. Therefore, the correlation function can be saved for any desired final state at any 
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discrete time steps, and retrieved later to extract the corresponding S matrix element at 
any desired energies if such energy is covered by the energy range of the wavepackets.  
         The correlation function )(tC fi  can be calculated either in reactant Jacobi 
coordinates and product Jacobi coordinates. If the product Jacobi coordinates is used for 
wavepacket propagation, it is more convenient to extract the final state information since 
the TD wavepacket is represented in the same coordinate system as the final state 
wavepackets. To use the product Jacobi coordinates for propagation, the initial 
wavepacket, which is defined in reactant Jacobi coordinates, need to be transformed to 
the product Jacobi coordinates prior to the calculation of the correlation function. 
         The correlation function method has been applied successfully to obtain state-to-
state reactive scattering information for certain systems in either reactant Jacobi 
coordinates or in product Jacobi coordinates, yet there is another well described TD 
approach for obtaining the complete S matrix, which is the scattering amplitude 
formalism. 
Scattering amplitude formalism for the S matrix  
           When the radial part of product wavepacket fβχ −  in equation (2.3.13) is chosen to 
be a δ-function multiply an outgoing asymptotic radial function such as the plane wave: 
fff RikRRR ββββββ ϕδχ )exp()( ∞− −=       (2.3.16) 
where fβϕ  is an internal eigenfucntion of βH  and ∞βR  is placed at a fixed position in the 




















bf ∞+∞− ∫∞= β
βα πµ      (2.3.14) 
In this Equation, the S matrix element is expressed as the Fourier transform of the 
amplitude of the TD wavefunction at a fixed radial coordinate. With this formalism, only 
the radial component of the TD wavefunction +fiA  at the fixed position 
∞
βR  needs to be 
evaluated. This gives attractive numerical advantage that no overlap integral needs to be 
calculated to extract S matrix element.  
         However, a relatively large value of ∞βR  is required, since at which the radial 
wavefunction needs to be represented by the appropriate asymptotic function. Both 
correlation function and scattering amplitude formalism methods can be applied with 
either reactant or product Jacobi coordinates. However, till now both formalisms have 
been explored with product coordinates and only the correlation function formalism has 
been applied with reactant Jacobi coordinate. This is because, with scattering amplitude 
formalism, the calculation for the S matrix element will be simplified only when the TD 
wavefuntion is represented in the product Jacobi coordinate. When the reactant Jacobi 
coordinate is chosen for wavepacket propagation, efficient method to evaluate product 
wavepacket is required but not available till now. In this work, a new method is 
introduced to facilitate the evaluation of product wavepacket when the wavepacket is 
propagated in the reactant Jacobi coordinate (details in chapter 4). Formulae in 2.3 are 




[1] Dai, J. and Zhang, J.Z.H. (1996).  Journal of Physical Chemistry 100, 6898-6903. 
[2] Tannor, D.J. and Weeks, D.E. (1993).  The Journal of Chemical Physics 98, 3884-
3893. 
[3] Zare, R.N. (1988), Angular Momentum: understanding spatial aspects in 
chemistry and physics Wiley, New York 
[4] Zhang, J.Z.H. (1999), Theory and Application of Quantum Molecular 
Dynamics.World Scientific Publishing, Singapore 
[5] Coker, D.F. and Xiao, L. (1995).  Journal of Chemical Physics 102, 496-510. 
[6] J.C.Varandas, F.B.B., C. Alden Mead, and Donald G. Truhlar. (1987).  J. Chem. 
Phys 86, 6258-6269. 
[7] Jayachander Rao, B., Padmanaban, R. and Mahapatra, S. (2007).  Chemical 
Physics 333, 135-147. 
[8] Mahapatra, S., Koppel, H. and Cederbaum, L.S. (2001).  Journal of Physical 
Chemistry A 105, 2321-2329. 
[9] Smith, F.T. (1969).  Physical Review 179, 111. 
[10] Takayanagi, T., Kurosaki, Y. and Ichihara, A. (2000).  Journal of Chemical 
Physics 112, 2615-2622. 
[11] Zhang, D.H. and Zhang, J.Z.H. (1995).  Journal of Chemical Physics 102, 124. 
[12] Robert E. Wyatt and Zhang, J.Z.H. (1995).  Dynamics of Molecules and Chemical 






























            In this chapter, 3D TD wavepacket method is applied to nonadiabatic dynamics 
studies of the H2 + H and its isotope reactions. Initial state specified total reaction 
probabilities are obtained. The nonadiabatic coupling effect is analyzed.  
           The same quantum dynamics calculation is also performed on a new PES for H3 
which includes the two lowest adiabatic surfaces of H3 and the coupling between them. 
This PES is constructed by interpolation of diabatic energy matrix from ab initio 
quantum chemistry data. The accuracy of the interpolation has been tested with the 








           H2 + H reaction is one of the simplest reactions yet very important in theoretical 
chemical dynamics, which and its isotopic variants have been used long as the prototype 
of the quantum reactive dynamics studies. With accurate PESs available, quantum 
reactive scattering calculations can be carried out to extract the dynamics information. In 
early 1960s, quantum mechanics calculations of the H + H2 reaction have been performed 
to obtain the exact scattering probabilities for the collinear collisions, utilizing the 
parameterized surface of Wall and Poter [1], which used three parameters to fit the Morse 
curve for H2 at the asymptotic region, and four parameters to give the saddle point 
properties [2]. The first accurate three-dimensional PES of H3 has been obtained by the 
configuration interaction method [3,4] and which allowed the three-dimensional quantum 
reactive scattering calculation for H3 system. This PES is the so called Liu-Siegbahn-
Truhlar-Horowitz (LSTH) PES. The LSTH PES considers only the lowest adiabatic PES 
which essentially governs the dynamics of H + H2 reaction. This thermally neutral 
reaction has widely spaced vibrational levels of H2, and it leads to an unusually small 
number of accessible channels. Quantum dynamic and quasiclassical trajectory studies of 
H3 and its isotopic variants were then carried out [2,5-18] on this surface to obtain the 
reaction probabilities, integral and differential cross sections.  
          However, the two lowest PES for H3 exhibit a Conical Intersection (CI) for D3h 
geometries [19]. As mentioned, the breakdown of BO approximation led by CIs requires 
the nonadiabatic coupling to be considered, that more than one PES and the coupling 
between them will affect the dynamics of the H + H2 and its isotope reactions. Therefore, 
as mentioned in the introduction [20], a Double Many Body Expansion (DMBE) of the 
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two lowest energy surfaces and nonadiabatic coupling of H3 was designed by Varandas, 
to be valid in the vicinity of the CI of the two lowest surfaces, at geometries important to 
the H + H2 reaction and in the Van der Waals regions. This analytical PES is called 
DMBE surface, and it allows the nonadiabatic scattering calculation to be carried out to 
investigate the effects of CI on the reaction collision process. 
           Assuming the correctness of the method, accuracy of quantum dynamics 
calculations depends only on the accuracy of the PES. On the other hand, quantum 
dynamics calculations are very sensitive to the accuracy of the PES, and the dynamics 
calculation results can be used to evaluate the properties of the PES [9]. Therefore, in this 
chapter, TD wavepacket method in diabatic representation is used to study the reaction 
dynamics of H2 + H and its isotopes, results are compared with those from adiabatic 
reaction dynamics to show the effects of the CI. The same method is also applied to 





3.2 Propagation of wavepacket on diabatic PES: 
           As mentioned in the chapter 2, in the TD quantum dynamic calculation, the initial 
wavefunction is chosen as the product of a standard Gaussian wavepacket for the R 
coordinate and a specific rovibrational state for the reactant on the lowest adiabatic 
surface in the reactant asymptotic region. Figure 1 shows the diatom reference potential 





Figure 1. H2 asymptotic potential as a function of diatom distance, from DMBE PES (solid lines green and 
red). And the potential energies from LTSH PES at scattering points (indicated by cross). 
 
            No significant difference is found between the H2 potential energies of the lowest 
adiabatic surface from DMBE PES and that from LTSH PES. Therefore, the initial 
wavefunction is the same as the one used for adiabatic propagation. However, it needs to 
be transformed to diabatic representation, as it is to be propagated on the diabatic PES. 
Figure 2 shows position of the initial wavepacket on the PES.  
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Figure 2. 2D Minimum potential of DMBE PES. Upper panel, the lowest adiabatic sheet; lower panel, the 
upper adiabatic sheet of the DMBE PES. Position of the initial wavepacket is indicated on both sheets.  
 
          As indicated in Figure 2, at the reactant asymptote, where the initial wavepacket is 
located, the interaction potential vanishes. The adiabatic to diabatic transformation is 
performed at the reactant asymptote when the initial wavepacket is constructed. As 
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mentioned, the transformation between the adiabatic representation and the diabatic 
representation depends on the ADT angle α. Angle αχ 2=  is the pseudorotation angle, 
defined as the direction of the є-type displacement in its two dimensional vibrational 





































A   is the adiabatic to diabatic transformation matrix,                                                    
 where dijV  (  i = 1,2 and j = 1,2 ) are the potential energies of the two coupled diabatic 
states, _V  and +V  are the potential energies of the two adiabatic states. Generalized 
formulae are shown in chapter 2. 
           When 0=α  or πα =  ( 0=χ or πχ 2= ), only diagonal terms of the 
transformation matrix A are left that there is no coupling between the two states.  The 
distribution of  χ  as the indication of coupling is shown in the following figure 3 as a 









Figure 3. The distribution of χ  as a function of R and r at different θ (collision angel) shown as 3D surface. 






           From the χ  map (Figure 3.), it is clear that in most regions, χ  changes slowly when 
R is big (not necessary to be in the reactant asymptotic region) and also when r is big if 
the collision angle is around 90° (panel A). This indicates non-prominent coupling in 
those regions. Especially, in the reactant asymptote, there is almost no coupling observed 
as χ  is invariant. As shown, the initial wavepacket is localized in the reactant asymptotic 
region (Figure 3 panel A,B,C). To perform the adiabatic to diabatic transformation there, 
different strategies can be adopted. One strategy is to use the point wise adiabatic to 
diabatic transformation matrix to carry out the transformation for the wavefunction on 
each grid points. The alternative is to use a single ADT angle, which is valid because of 
the almost uniform distribution of χ or α in the reactant asymptote region. The second 
method is convenient but will not make too much difference because during the 
propagation, the point wise transformation still need to be done at each time step. 
However, this shows that in the asymptote the wavefunction can be treated with in more 
flexible way. 
            After transforming the initial wavefunction to diabatic representation, the diabatic 
wavefunction is propagated on the diabatic DMBE PES. Numerical grid parameters and 
properties of the initial wavefunction are shown in table 1.  
 
 
Param Value(in atomic unit) description 
Rmin/Rmax 0.5/15.0 (140) Extension of the grid in the R direction 
rmin/ rmax 0.5/7.0   (110) Extension of the grid in the r direction 
rs 4.0 Location of the dividing surface 
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R0 12.0 Location of the center of the initial wavepacket 
δ 0.4 Width parameter of the initial wavepacket 
E 1.9 Energy of the initial wavepacket 
T 9000 Propagation time 
dt 10 Time step 
 
Table 1. Parameters used in TD wavepacket calculation 
 
           As shown, a total number of 140 sine functions are used for the translational 
coordinate R in the range [0.5,15.0] α0, among which, 50 are for the interaction region. A 
total number of 110 vibrational functions are employed for r in the range of [0.5, 7.0] α0 
for the reactant H2 in the interaction region. And for rotational basis, 40max =j  is applied. 
The initial wavepacket is centered at 1.9 eV in order to cover the collision energy range 
[0.1, 4.0] eV. The time step used in the calculation is 10 a.u. 900 time steps are needed to 
accomplish the wavepacket propagation from reactant channel to product channel, which 
equals 9000 a.u.. Numerical convergence with these parameters has been tested. 
           During the propagation, wavepacket has been recorded as a function of R and r at 
certain time steps to show how it evolves on two coupled surfaces, (Figure 4). At the 
same time, the electronic population on the two adiabatic states has been recorded as a 
function of time to show how the nonadiabatic coupling induces the transmission 
between the two states. Initial wavepacket with j = v = 0 has been used as demonstration, 





Figure 4 Propagation of wavepacket on the DMBE surface. PES shown as 2D minimum plot regarding R 
and r. Panel A, B, C: wavepacket at different propagation time (a.u.), indicated in different colors on the 





Figure 5. Panel A, the electronic population of the wavepacket on the lower adiabatic electronic state; panel 
B, the electronic population of the wavepacket on the upper adiabatic electronic state according to different 
energies of the wavepacket, 1.9 eV (dashed line with cross) and 3.0 eV (solid line); panel C, the electronic 
population of two diabatic electronic states, upper diabatic state (solid line, red), lower diabatic state 
(dashed line, black, cross). 
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          As shown in Figure 4, within the first 800 a.u. (panel A), the wavepacket is 
propagating towards the interaction region, remaining the shape of Gaussian function. 
After 900 a.u. (panel B), the wavepacket enters the interaction region, it is distorted as the 
interaction potential takes effect. In panel C, the wavepacket is shown to split into two 
parts Wt and Wr, Wt is propagating towards the product asymptote, and Wr part is 
reflected back by the interaction potential. Panel D shows, during the propagation, part of 
the wavepacket transmits into the upper adiabatic state. Basically, the time propagation is 
quite similar to the wavepacket time propagation on a single adiabatic surface. Although 
part of the wavepacket transmits into the upper adiabatic state, during the propagation, 
the adiabatic wavefunction mainly stays on the lower adiabatic surface. This indicate that 
the nonadiabatic coupling may have only minor effect on the reaction dynamics of H2 + 
H reaction. 
           Figure 5, panel A shows that, when the wavepacket is propagating in the reactant 
asymptotic region, in the first 800 a.u., the electronic population of the lower adiabatic 
state is 1. After 1000 a.u., it sees a sudden drop, and becomes 0 after about 4000 a.u.. 
This is because the wavepacket encounters the absorption potential during that time. 
Electronic population of the upper adiabatic states exhibits a pulse like curve at around 
1000 a. u. in this simulation (Figure 5, panel B), corresponding to the localized relatively 
high transmission of the wavepacket to the upper adiabatic state within the region which 
has stronger nonadiabatic coupling. As well known, nonadiabatic coupling is prominent 
only in areas where the potential surfaces approach very closely, and such areas are 
localized to relatively narrow regions near the nominal positions of the surface crossings. 
Because of this fact, the surface hopping method introduced previously is valid [23,24], 
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in which the classical trajectory is allowed to hop between different PESs to represent the 
nonadiabatic transition only at a finite number of distinct points. From the same fact, the 
localized nonadiabatic transmitting is observed here.  
         Even in the region with relatively strong nonadiabatic coupling, the electronic 
population of the upper adiabatic state is still at very low level with the maximum to be 
less than 0.015. In Figure 5, panel B, big difference of the maximum electronic 
populations on the upper adiabatic state is shown as controlled by different energies of 
the initial wavepacket. This observation comes from the fact, that with higher collision 
energy, the wavepacket is more likely to transmit into the upper adiabatic electronic state 
[25]. 
          Figure 5 panel C shows the initial population of the upper diabatic electronic states 
is 0.79 and that of the lower diabatic electronic states is 0.21. The diabatic potential does 
not approach to the two asymptotic adiabatic states of the system, and only represents a 
mixture of them. During the whole propagation, the electronic population on the upper 
diabatic state is always much higher than that on the lower diabatic state. This is in 
contrast to what has been observed for ozone that two diabatic states are essentially 
populated with equal weight [26,27] which underlines the enormous strength of the 
coupling between them. Therefore, it shows that the two states taken into consideration 
for H3 are not so strongly coupled. Furthermore, the minimum energy path for the H + H2 
reactive scattering process occurs at the collinear arrangement of the three nuclei [28,29], 
while the seam of CIs occurs at the D3h arrangements of the three nuclei. These two 
arrangements are far away from each other, hereby, the nonadiabatic coupling will only 
have very limited effect on the reactive scattering of H3. 
 59
3.3 Result and Discussion  
3.3.1 H2 + H nonadiabatic reaction on an analytic surface 
Total reaction probabilities for H2 + H exchange reaction:  
         The total reaction probability as a function of the collision energy E has been 
calculated with the flux operator (see equation 2.2.31 ) after the wavepacket propagation 
on the numerical grid described previously. The total angular momentum J equals 0. 
          Figure 6 inset A shows that the translational components of the initial wavepacket 
cover a broad range of energies from E = 0 eV to 4.0 eV. This displays one of the major 
advantages of the TD wavepacket method that scattering information can be obtained 
over a wide energy range in a single propagation.  
          Figure 6 shows that the threshold of the exchange reaction is at E = 0.55 eV, which 
is the same as that of the H2 + H exchange reaction on the ground adiabatic surface, 
therefore the CI has no effect to the reaction threshold. For DMBE PES, the minimum of 
the seam of CIs of H3 occurs at V = 63 kcal/mol  (2.73 eV) [20]. Before E reaches to this 
point the difference should be very small between the results from ground state adiabatic 
dynamics and from the two state diabatic dynamics. When E is higher than 2.73 eV, the 
nonadiabatic coupling effect will become more prominent. However, Figure 6 shows that, 
even when the energy is higher than 2.73 eV, the impact of the CI on the reaction 
probabilities is still negligible. As mentioned in previous section, the seam of CI which 
occurs at D3h arrangement is far from the minimum energy path of the interaction. 
Apparently even when energy is high, major part of the reactive flux is still directed 
through the low energy transition state conformation and this minimizes the impact of the 
CI. 
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Figure 6. Total reaction probability as a function of the total energy E for the H + H2 (J = 0) reaction on the 
DMBE PES. Comparison between coupled surfaces results (dashed line, red), adiabatic ground state results 
(solid line, blue, with cross). The minimum of the seam of CIs indicated (vertical dot-dashed line, black). 
Reaction threshold 0.55eV indicated (arrow). Inset A, the distribution of the initial Gaussian wavepacket 






Figure 7 Total reaction probabilities as a function of the total energy E ( H and H2 translational + H2 
rovibrational ) for H + H2 (v = 0, j = 0) → H2 ( ∑∑ ′′ jv , ) + H exchange reaction. Coupled surfaces 
results (solid line), adiabatic ground state results (solid line with cross). The minimum of the seam of CIs 
indicated (vertical dot-dashed line, black).  Results for total angular momentum J = 0, 10, 20, 30, 40 are 
displayed.  
 
           
          Similarly, total reaction probabilities for J = 10, 20, 30, 40 reactions have been 
calculated. As shown in Figure 7, total reaction probabilities on the ground state surface 
display clear resonance structures when the total angular momentum J = 0, and with the 
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increase in J, the resonance structures decay. These dynamical resonances in reactive 
scattering [11,29-31] is also observed in the coupled states results. The resonance 
structures are typically seen as peaks or minima in the probabilities curves, they exhibit 
same energetic locations and shapes for the ground state and coupled states dynamics 
with a given J. 
           The same as J = 0 case, the difference between the adiabatic ground state and 
coupled stated results is negligible when the energy is low. At higher energies, the 
difference becomes noticeable but remains very small. When J is larger than 30, the 







Figure 8 Weighted partial wave contribution to the integral reaction cross sections. Left. at total energy 3.5 
eV . Right, at total energy 2.0 eV. Comparison between coupled surfaces results (solid line), adiabatic 
ground state results (dashed line, with cross). 
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Figure 9 Weighted partial wave contribution to the integral reaction cross sections for J up to J = 40 at 
different energies. Up panel, coupled surfaces result; Lower panel, adiabatic ground state result. 
 
         To investigate the partial wave contributions to the integral reaction cross sections, 
the weighed probability value for different energies have been calculated, results are 
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shown in Figure 8. When the total energy is lower than the minimum energy of CIs seam, 
for example 2.0 eV (Figure 8 right panel), no difference is observed between the coupled 
states result and the adiabatic ground state result. As expected, at a higher energy of 3.5 
eV( Figure 8 left panel), the difference becomes observable.  
          Basically, the overall difference between the coupled states and ground state results 
is very small for various energies. As shown in Figure 9, weighted probabilities increase 
with J as the result of the degeneracy factor increase. For even higher J, the weighted 
probabilities decrease with the shift in reaction threshold, which is shown in Figure 7. 
This shift is known to be caused by the centrifugal barrier. The partial wave contribution 
also increases with the increase in total energy, as high energy wavepacket has a higher 
probability to transmit trough to the product state. Figure 9 also shows that, when the 
total energy is higher than 3.0 eV, J = 40 is not enough to obtain the converged integral 





Effect of vibrational and rotational excitation of H2 on the reaction probabilities:  
           The H2 + H reaction probabilities for J = 10 have been calculated when the 
reactant H2 was vibrational excited (ν = 1 – 3) in the total energy range [0, 4.0] eV. 
Results are shown in Figure 10. 
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Figure 10. Total reaction probabilities as a function of total energy for for H + H2 (v = 1 -3 , j = 0) → H2 
( ∑∑ ′′ jv , ) + H exchange reaction. Comparison between results from the adiabatic ground state PES 
(solid line) and coupled surfaces (dashed line). 
 
               
            The reaction threshold shifts to higher energy with the vibrational excitation of 
the reactant H2. The same as the v = 0 reaction, resonance structures and their energetic 
location remain the same for coupled surfaces result, comparing to its adiabatic ground 
state counterpart. And the difference between the coupled and adiabatic ground state 
results is very small for a given v. Although the difference increases with the increase in 
the total energy and becomes noticeable after the minimum energy of CIs seam, the 
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increase in the vibrational quantum number does not have any significant effect to the 
coupled state results. Therefore the vibratinal excitation has only minor effect. 
           The effect of rotational excitation to the reaction on coupled surfaces and adiabatic 
ground state surface has also been studied. Reaction probabilities for H + H2 (v = 0, j = 1 




Figure 11. Reaction probabilities for rotational excited H2 + H, j = 1 – 3. Comparison between the coupled 
surfaces results (dashed line) and adiabatic ground state results (solid line).  
 
 67
            The results show that, the difference between coupled surfaces results and the 
adiabatic ground state results is still small across the whole energy range. And the 
reaction probabilities on the adiabatic ground state are always slightly higher than that on 
the coupled surfaces. It seems that the rotational excitation also has no significant effect.  
            However, when H2 is rotationally excited, small difference is observed between 
the couple surfaces and the adiabatic ground state surface results, even when the total 
energy is low. Furthermore, difference in resonance structures is observed to appear at 
low energies around 1eV to 2 eV, even lower than of the CIs seam minimum energy. This 
is different from the reaction with vibrational excited reactant. In a recent quantum 
dynamic study[32], substantial difference between the coupled and adiabatic ground state 
surface results has been observed with the rotational excitation of reactant H2, when the 
initial state j = 3. However, in that work, with lower rotation quantum number j = 1,2 , no 
big difference has been observed. The substantial difference observed with j = 3 was 
argued to arise from the geometric phase effect, that the rotationally excited reactant H2 
( j = 3)  correlates with the internal rotation of the system around the CI, and the nuclear 
wavefunction encircles the CI on the lower adiabatic sheet even when the upper one is 
not accessible. Although Figure 11 shows that at low energies the rotational excitation 
brings in some difference, but for all energies, the reaction probabilities from the coupled 
surfaces are always only slightly lower than that from the adiabatic ground state surface. 
Just like the reaction with none excited H2 or vibrationally excited H2, the drop in 
reaction probabilities on the coupled surfaces is still due to the part of wavefunction 
transmitted to upper surface which is dynamically forbidden for the reaction, and the drop 
is not significant either. 
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         In general, the reaction dynamics studies performed show that, for H2 + H, the 
reaction probabilities from the coupled surfaces are always lower than that from the 
adiabatic ground state surface, although the nonadiabatic coupling’s effect is not so 
significant for all cases tested. Beyond the minimum of the seam of CIs, nonadiabatic 
coupling becomes more noticeable, but the effect is still not so prominent. Rotational and 
vibrational excitation of the reactant has minor effect to the coupled states dynamics 
results. In the following section, results for the H + DH reaction are shown to 






3.3.2 The isotope reaction 
H + HD reaction: 
          The same TD wavepacket method has also been implemented to the calculation of 
reaction probabilities for the H + DH reaction. Results are used to demonstrate the 
nonadiabatic coupling’s effect to different reaction channels. The isotopic reaction yields 
two product channels with the product to be either HD + H or H2 + D. Reaction 
probabilities for  H + HD (v = 0, j = 0) → H + HD ( channel R1) , H + HD ( v = 0, j = 0) 







Figure 12 Reaction probabilities for H + HD as a function of the total energy. Comparison between coupled 
surfaces results (dashed line) and adiabatic ground state results (solid line). Results from different product 




         Total reaction probabilities for H + HD exhibit similar trend as the H + H2 reaction 
when J = 0. At low energy, the coupled surfaces results and adiabatic ground state results 
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are identical. Only after the CIs seam minimum energy the difference between these two 
results becomes noticeable. Similar observations have been reported [32], the possible 
reason is explained that the inelastic probability is not expected to show any geometric 
phase effect as it requires the wavefunction to traverse infeasible paths over three 
transition states.  
          Reaction probabilities from different product channels exhibit different trends 
when the energy is high, although at low energy, the coupled surfaces results are still 
identical to the adiabatic ground state results for both products channels HD + H and H2 
+ D. As shown in Figure 12, when the energy goes up to 4.0 eV, for the H2 + D channel, 
the reaction probability calculated from the coupled surfaces are much lower than that 
from the adiabatic ground state. Despite the difference appears at high energy, the 
reaction probabilities from coupled surfaces and adiabatic ground state surface still 
display similar resonance structure in a wide range of energy.  
          For the H2 + D product channel, the nonadiabatic coupling shows even more 
prominent effect at the high energy end. Beyond 3.5 eV, the reaction probability 
calculated from the adiabatic ground state surface drops faster than that from the coupled 
surfaces, and becomes lower than the later at even higher energies. 
          For both product channels, the nonadiabatic coupling shows relatively stronger 
effect compared to that of the H + H2 reaction. However, they are showing different 
trends, and compensate each other. Therefore, the total reaction probabilities do not see 




Figure 13 Panel A, reaction probabilities for H2 + D product channel (channel R1). Panel B, reaction 
probabilities for HD + H product channel (channel R2). Panel C, total reaction probabilities for H + HD. 





        Reaction probabilities have also been calculated when the total angular J = 10, 20, 
30, results are shown in Figure 13. In panel A, results for the H2 + D channel are shown. 
It is clear that J = 10 reaction has very similar trend as the J = 0 reaction. When J = 20, 
the probability calculated is slightly higher within a small range of energy around 3.0 eV. 
When J = 30, the coupled surfaces results merge with their adiabatic ground state 
counterparts, just like the H + H2 reaction. In panel B, results for HD + H channel are 
shown. The J = 10 reaction exhibits similar trend as the J = 0 reaction, that at high energy 
end, probabilities from coupled surfaces are slightly higher than those from the adiabatic 
ground state. When J = 20, the coupled surfaces reaction probabilities are shown to be 
slightly lower for high energies. No difference is shown in the J = 30 reaction. 
         Total reaction probabilities, as the summation of all product channels, are shown in 
panel C. With the increase in total angular momentum, the nonadiabatic coupling’s effect 
to the reaction fades away. When J = 30, no difference is observed between the coupled 
surfaces result and its adiabatic ground state counterpart. When J is lower, the 
nonadiabatic coupling also has no substantial effect to the total reaction probability since 
the seemingly strong effect in two product channels compensates each other.  
          In summary, H2 + H and its isotope interaction HD + H are not affected by the 
nonadiabatic coupling dramatically. Calculations performed considering the nonadiabatic 
coupling explicitly show somehow noticeable but not prominent difference to the 
calculations on a single adiabatic surface. This is consistent with other theoretical works 
with either TI method or TD method [32-36]. Current diabatic basis set are suitable for 
TD calculations of reactions involving more than one surfaces and the coupling between 
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them. The simplicity given by the diabatic basis set makes it easy to be implemented to 
future study of other systems with more prominent nonadiabatic coupling. 
 
 
3.3.3 H2 + H nonadiabatic reaction on a new diabatic PES 
           Accurate PES is essential for the theoretical calculation of reaction dynamics. 
Analytic “functional form” PESs [37,38] such as the DMBE PES, are easy to implement 
in reaction dynamics calculations. However, the development of such PES has proved to 
be extremely slow. Instead, over recent years, methods for automated construction of 
adiabatic PESs has been developed [39-42] based on interpolation or direct dynamics. 
The Shepard interpolation method, one of the most successful, has been used to develop a 
number of accurate ab initio PESs such as the CH3 + H2 [43], BeH2 + H [44], H2O + H 
[45], BH+ + H2 [46] and so on. However, the Shepard interpolation method was initially 
designed for processes that involve only one single adiabatic PES, it can not be directly 
applied to nonadiabatic systems, which require more than one surface and accurate 
description of coupling terms between them. In the vicinity of degeneracy, the 
intersecting adiabatic PESs are sharply peaked and the nonadiabatic derivative coupling 
vectors are singular. These features can not be described by the Shepard interpolation. 
When diabatic representation is adopted, the nuclear motion is described by a 
Hamiltonian matrix, and the adiabatic PESs and derivative couplings are transformed to a 
nondiagonal PES matrix, which is referred as the diabatic potential matrix (see equation 
2.2.28). The element of the diabatic potential matrix are varying smoothly near CI, it is 
possible to apply the Shephard interpolation method to construct the diabatic potential 
 74
matrix. A diabatic PES has been developed with this interpolation method for H3 [47] 
including two surfaces and the coupling between them. Quantum reaction dynamics 
calculations have been carried out on this PES, results are shown in the following part to 
compare with those from the analytic DMBE PESs.  
           The same numerical grid used for H2 + H reaction has been adopted to obtain 
conserved result on the new PES, since previous direct comparison between this PES and 
DMBE PES has shown good agreement. Comparison between the potential energyies 




Figure 14. Comparison between asymptotic PES from DMBE (dashed line, black) and from the new 
Interpolation PES (solid line, red)  
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The potential energies of the interpolation PES are obtained by diagonalizing the diabatic 
potential matrix.  
           During the propagation, the electronic populations of the two diabatic states have 
been recorded and are shown in Figure 15. The electronic populations of the two diabatic 





Figure 15 Electronic populations of two diabatic electronic states as a function of propagation time, lower 
diabatic state (solid line), upper diabatic state (dashed line). 
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              However, at the beginning of the propagation, there are some small fluctuations 
in the electronic population on both states, which appears to be some kind of noise.  Total 
reaction probability as a function of energy has been calculated on the diabatic surface 
and on the adiabatic surface obtained by diagonalizing the diabatic potential matrix. 






Figure 16. Total reaction probability as a function of the total energy E for the H + H2 (J = 0) 
reaction on the interpolation PES. Comparison between coupled surfaces results (dashed line, red), 




           Dynamics results on the coupled surfaces and the nonadiabatic ground state 
surface exhibit similar profile as that from the DMBE surface. Only at high energies, the 
nonadiabatic coupling displays non-prominent effect on the reaction probabilities. Over 
the energy range tested, the diabatic quantum dynamics calculations are supported by the 
interpolation PES. However, noticeably, for energies around the reaction threshold, small 
fluctuations are observed in the total reaction probability from the calculation on the 
coupled surfaces. Compare to the adiabatic ground state surface result and considering 
the fact that at low energies the derivative coupling is very mall, these small fluctuations 
must be artifact caused by the inaccurate evaluation of the ADT angles. In fact, in the 
interpolation surface, large derivative coupling can be estimated accurately, but small 
derivative coupling can not. It is known that, the ab initio derivative coupling contains a 
removable part, which can be expressed as the derivative of a scalar function, and a non-
removable part, which cannot be expressed as the derivative of a scalar function. At CIs, 
only the removable part can be approximated by the Taylor-series expansions, because of 
its large magnitude. The non-removable coupling has little effect on the change in the 
ADT angle near CI. However, when the derivative coupling is small, the non-removable 
term is a relatively significant component, and it can not be accurately evaluated. Hence, 
the evaluation is not accurate for small derivative couplings, which occur far from CI. 
This has been overcome by introducing a modified smooth interpolation. When the 
derivative coupling is large, it is interpolated normally; when the derivative coupling is 
small, the ab initio data are averaged smoothly over a certain range. With this strategy, 
the interpolation PES constructed displayed better accuracy, and reaction dynamics 
behave well under and around the reaction threshold, see Figure 17. 
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Figure 17. Total reaction probability as a function of the total energy E for the H + H2 (J = 0) 
reaction on the interpolation PES with smoothed interpolation. Comparison between coupled 
surfaces results (dashed line, red), adiabatic ground state results (solid line, black).  
 
           The accuracy of the interpolation procedure has previously been tested using a 
“test model” [47], which is constructed by interpolation from data points calculated from 
the analytic surface. The difference between the interpolation and the analytic diabatic 
energies at a scattered set of dynamically relevant geometries has been used to verify that 
the interpolated diabatic energies converge to the analytic result. It has also been shown 
that the reaction probabilities obtained from the interpolation surfaces converged to the 
corresponding analytic value. In current work, converged quantum dynamics results have 
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been used to monitor the convergence of the interpolation diabatic surface. Inaccurately 
evaluated derivative coupling at configurations far from the CIs has been revealed by the 
observation of fluctuation in total reaction probabilities at low energies. Dynamics 
calculations performed on a smoothly interpolated diabatic surfaces have produced 
accurate reaction probabilities around the threshold. Again it demonstrates the 
convenience and effectiveness of using reaction dynamics information to test the 
accuracy of PES, especially with TD methods which can provide reaction probabilities 




          In this chapter, theoretical account of the electronic nonadiabatic coupling effects 
on the dynamics of H2 + H and its isotopic reaction is presented. Quantum reaction 
dynamics calculations have been carried out with the implementation of TD wavepacket 
method with diabatic basis sets. Initial state specified total reaction probabilities have 
been calculated on both the adiabatic ground state surface and the diabatic surface. The 
rotational excitation and vibrational excitation of reactant H2 have added more insight to 
the understanding of the nonadiabatic coupling effect to this reaction. 
           Since the reactive scattering of H2 + H occurs at the collinear geometry, whereas 
the seam of CIs in H3 occurs at the D3h configuration, no dramatic coupling effect has 
been observed throughout the whole energy range. The isotope reaction HD + H exhibits 
similar extend of coupling effect. Dynamics calculations performed on an interpolation 
PES have revealed the low accuracy in interpolating derivative coupling terms with small 
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magnitude. Later calculations performed on an improved interpolation PES with “smooth 
interpolation” have shown normal behavior at low energies, which indicates the 
accurately interpolated derivative coupling terms. 
            Diabatic representation, therefore, has been shown to be effective and convinient 
in solving reactive scattering problem for systems with nonadiabatic coupling. In future 
study, diabatic representation can be applied to quantum dynamics study of system with 
more prominent nonadiabatic coupling. However, to obtain state-to-state reaction 
information, wavefunction needs to be represented in adiabatic representation, which is 
strictly defined. Therefore, if the state-to-state reaction information is required, efficient 
diabatic to adiabatic transformation strategy is needed so that the wavepacket propagation 
can be performed in diabatic representation. With effective strategy for transformation 
between representations, TD wavepacket method with diabatic basis set can be applied to 
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State-to-State Reactive Scattering of 3D 
System: A new TD approach.  
 
            In this chapter, 3D quantum TD wavepacket method for calculating state-to-state 
cross sections of the A + BC→ AB + C reaction is presented with a new strategy to 
evaluate the final state wavefunction in reactant Jacobi coordinates. The coordinates’ 
problem encountered in most quantum dynamics studies is avoided by solving the 
reactive scattering problems in reactant Jacobi coordinates only. During the propagation, 
at each time step, the product state wavefunction is determined by an interpolation at 
DVR points in the reactant coordinates. These DVR points locate in the product 
asymptotic region, and are represented in reactant Jacobi coordinates through a product to 
reactant coordinates transformation. These interpolation points are found to be very 
efficient in representing the product state wavefunction, and only very limited number of 
points are necessary for a complete state-to-state reaction information extraction. This 
gives the computational efficiency of this method since the computational time is 
negligible for the interpolation to evaluate the product state wavefunction. Furthermore, 
this method is also helpful for extracting state-to-state dynamics information for 
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photodissociation dynamics processes where the product Jacobi coordinates is difficult to 
apply [1] and interpreting stereodynamics reactive scattering experiments [2,3]. 
          In current work, this method has been applied to the studies of H + H2 ( J = 0-42 ), 
Cl + H2 ( J = 0-50 ) and H + O2 ( J = 0, 4 ) reactions. The final state resolved reaction 
probabilities and/or state-to-state differential cross sections have been obtained and 




          Scaling is one of the important issues when solving quantum reactive scattering 
problems. The calculations to obtain the state-to-state cross sections by solving the TI 
Schrödinger equation is usually implemented with CC method in hyperspherical 
coordinates [4-10]. Most of the CC methods scale as 3)( ii NJ ∏ , where J is the total 
angular momentum and Ni is the number of basis functions in the ith internal degree of 
freedom.  With increase in J and Ni, the efficiency of CC methods drops dramatically. 
For systems like O + H2 [11-13], H + O2 [14,15] and Cl + HD [16] long-range 
interactions need to be considered, since the attractive Van der Waals well may have 
detectable affect. Therefore, a large numerical grid needs to be used in quantum reactive 
scattering calculations for such systems, which makes it inefficient to extract detail state-
to-state reaction information with CC methods. For even larger systems, the scaling 
problem will make the implementation of CC method extremely difficult. 
         Better scaling is one of the major advantages of TD wavepacket method [17], since 
it only scales as ])[(( ∑∏ i ii i NNJ . This provides the possibility for accurate quantum 
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treatment to large systems. However, in particular, it is convenient to use the Jacobi 
coordinates corresponding to the reactant arrangement to propagate the TD wavepacket 
up to the absorbing region. This leads to numerical complicity in state-to-state reactive 
scattering calculations since both reactant and product wavepacket need to be evaluated 
and only in product Jacobi coordinates the product wavepacket can be evaluated easily. 
Therefore, to overcome the coordinates problem is the most important issue for TD 
method.  
        If the computational time for evaluating product wavepacket can be neglected, 
extracting S matrix in reactant Jacobi coordinates has following advantages: (1) The basis 
function for wavepacket propagation can adopt diatomic reactant parity, which may 
consume only 50% of its original computational time; (2) It is straight forward to treat 
complex systems which require large numerical grid, such as systems with long-live 
resonance or with obvious long-range energy term in the PES in either reactant or product 
asymptotic region; (3) If necessary, S matrix elements of all channels can be extracted 
with one wavepacket propagation. This is particular intriguing for reactive systems which 
have more than one interested product channels. (4) For some reactive scattering systems, 
very small helicity number Ω (especially for linearly constrained reactions) can give 
converged state-to-state differential cross sections in reactant Jacobi coordinates, in 
contrast to the large helicity number needed for wavepacket propagation in product 
coordinates. 
        As mentioned, the most widely used scheme for tracking coordinates problems to 
extract state-to-state cross sections using TD wavepacket method are propagation 
midway coordinates transformation and RPD method together with its variants [12,18-
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21]. And it is well known, when reactive scattering process is not direct or have some 
wells, resonances will appear and result in a spreading of the wavepacket either in one or 
more channels. In such case, the wavepacket can not be split easily without affecting the 
numerical accuracy. The absorption potential must be located far from the resonance 
region, i.e., in the asymptotic region of product channel. Hereby, a single product or 
reactant coordinates is of more convenience. For some endothermic reaction which has 
long-range potential, such as previously mentioned H + O2, even only total reaction 
probabilities are required, the absorption potential must be located into the asymptotic 
region of product channel, otherwise, the reaction probabilities around the threshold 
energy can not be determined accurately. Therefore, for such reactions, to adopt 
coordinates in a single representation is necessary. Propagation midway coordinates 
transformation can be used to propagate the wavepacket in product coordinates to extract 
the state-to-state cross sections. However, there are more advantages choosing the 
reactant Jacobi coordinate for wavepacket propagation, as argued in previous paragraph. 
        The scattering amplitude formalism [22,23] in reactant Jacobi coordinates for 
solving direct reactive scattering state-to-state cross sections may not have advantage, 
because of the large grid box used in order to obtain accurate asymptotic product 
wavefunction at ∞R  which may be relatively large. This draw back can be reduced by 
introducing another TI propagation fR βχ∞′  along R in product Jacobi coordinates, 
where ∞′R  is relatively small. This issue is not crucial for calculating state-to-state cross 
sections, and will be discussed in the last section. 
         In the next section, the new method to evaluate product asymptotic wavefunction in 
reactant Jacobi coordinates is presented. 
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4.2 A new TD treatment for State-to-State reactive scattering 
New strategy for product wavepacket evaluation 
        To evaluate amplitude of the product wavefunction fβχ , it first needs to be 
constructed from reactant wavefunction by interpolation at DVR points ( )oooo rR αααα ωγ ;,,  
initially defined as ( )oooo rR ββββ ωγ ;,,   in product Jacobi coordinates and at the product 
asymptotic region. This is done in three steps. 
         First, a suitable location ∞βR  of the product state analysis plane must be defined. 
∞
βR  must be large enough to locate in the product asymptotic region, so that the accuracy 
of the final state-to-state analysis can be guaranteed; yet it can not be too large which 
may need to be covered with a large numerical grid within reactant coordinates. The 
DVR points for the interested product states are defined in the product asymptotic region 
using the rovibrational eigenstates [24,25]. For βr , usually only a few DVR points will be 
enough to guarantee the numerical convergence. For cases where total angular 
momentum 0≠J , uniform Gaussian-Legendre quadrature points are used. These K-
independent quadrature abscissa are taken as those for 0=K ( ( ) 11 =− Jε ) or 
1=K ( ( ) 11 −=− Jε ). The schematic plot for locations of these DVR points in reactant 
Jacobi coordinate is shown in Figure 1. In this 2D representation, the DVR points locat at 
fixed position ∞βR  and cover the product channel. It is easy to see that these DVR points 
are around the dividing surface normally used for total reaction probability calculation in 
reactant Jacobi coordinates. The number of the total DVR points ( )oooo rR ββββ ωγ ;,,∞  to be 
interpolated in the wavepacket propagation is about hundred or so, which depends upon 
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the range of collision energy to be considered. The corresponding positions of these DVR 
points defined in β (product) arrangement are then transformed and represented in α 
(reactant) arrangement as ( )αααα ωγ ;,, rR  [26].  
 
 
Figure 1. Schematic plot of product wavefunction interpolation points location. 
 
        At time step t, TD wavepacket is fistly interpolated to obtain the product wavepacket 
at those DVR points in reactant representation: 
( ) ( ) ( ) ( ) ( )ααααααααααααααβ γγγδδδγ KtrRrrRRKtrR oooooo ;,,,,,,;,,, Ψ=Φ  (4.2.1) 
Each of the matrices ( )XX o ,δ  is the Dirac delta function ( )XX o −δ  in the coordinate X, 
expanded in corresponding basis functions. 
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         Second, the product wavepackets are transformed from reactant representation to 





according to [24]: 
 
 
( ) ( ) ( )]1[ ,, βαββα αβαβ ε →−+→ Ω−+Ω× J KKKJJ KK dd                   (4.2.2) 





 which is easy to obtain by the geometry relation of α (A-BC) and β 
(AB-C) arrangement [26]. 
          Last, the overlap between ( )tβΦ  and the asymptotic product state wavefunction 
fβχ  are calculated in order to obtain the amplitude of each product state at propagation 
time t using the formula: 
( ) ( )∑ ∞Φ=∞ ooo r ooKjoooRKj rKtrRtF ββ βββββββ γ ββυββββββυ γηγ, , ,;,,,|)(   (4.2.3) 
The total scattering amplitudes of the product state for the A+BC reaction in BF 







∞∫∞∞− −← = |)()(     (4.2.4) 
           It is not necessary to carry out all three steps after each step of time propagation. 
Only the first step needs to be done at every time step, the remaining two steps only need 
to be done after the complete time propagation and before the final S matrix extraction. 
Usually about one hundred points need to be interpolated during the propagation. With 






equation (4.2.1), the interpolation can be performed as standard matrix-vector 
multiplication. The computational time taken by the interpolation is about equal to that 
taken by one time representation switching between the Rα space and its sine basis space. 
Comparing with the time needed by one step of time propagation, this will induce only 
negligible effect to the total scaling and numerical efficiency. 
         When the product final state wavepacket is evaluated and represented in product 
Jacobi coordinates, the extraction of S matrix is straight forward. 
Extraction of S Matrix 
         The TD wavefunction as mentioned in chapter 2, is expanded in term of the BF 






































⎛=Ψ h     (4.2.5) 
where 2/)(2 h
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EEk υυ µ −=  is the kinetic momentum of the initial rovibrational 
state denoted by ( )00 , jυ , and ),( 000 , αυε RkH jJjo KK  is the parity adapted BF Recatti-Bessel 
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where lj  is Reactti-Bessel function, which asymptotically behaves as ∞→αRlj |  ~ 
)2/( 00 πυ α lRjkie −− . For ∞→αR , εoJj KKH ,0  is zero if 0KK ≠ and only the εoJj KKH 00 ,  term remains 
which tends to αυ Rjike 00− . 
)(Ea  in equation (4.2.5) is easy to obtain for 00 =j  case, where only one initial K-block 
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RG ααυααα τπτ     (4.2.9) 
centered at a suitable position cRα  such that the interaction between the reactants is 
negligible. For 00 ≠j cases, the situations are more complicated where multi-l 
components of )(
00 αυ Rkj jl  exits. The )(Ea need to be defined approximately using 
equation (4.2.8) with suitable l, and then initial wavefunction )(Ea  can be constructed 
directly by equation (4.2.5). Similar method has been used in previous works [28,29] to 
construct the initial wavepacket for state-to-state reaction probabilities calculation using 
bond coordinate.  
        When the );0,,(
000 ααα ωrRJMpkjvΨ  is propagated into the product asymptotic region, the 




υυ βββ ←  can be obtained. Similar to the 
construction of the initial wavepacket in BF space, the scattering product state )(ES J Kj
ε
υ βββ  





























υυ βββ ←  on the right side of the equation is the desired state-to-state S 
matrix in helicity representation which can be calculated using standard linear 
subrountine, and εβ ββ
Jj
KlU  is the parity-defined BF into/from SF coordinates orthogonal 
transformation matrix [24,27,30-32]: 










  (4.2.11) 
where ββββ JKKjl 0  is the Clebsh-Gordon coefficient.  
The orthogonal transformation matrix εβ ββ
Jj
KlU  can also be obtained by diagonalizing the l
2 
operator in the helicity basis, especially in cases where truncated helicity basis Kmax < 
min(J,j) is used in product coordinates wavepacket propagation [4]. Basically, the S 
matrix is evaluated with amplitude formalism method introduce in chapter 2. Truncation 
in the helicity basis does not result in any numerical advantage in the current formalism. 




υυ βββ ← in helicity representation are then 


















                   (4.2.12) 
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in which θ is the angel between the scattered AC + B products and the incoming  A + BC 
reactant. In equation (4.2.13), in J KjKjS 000υυ βββ ←/  both positive and negative value are 
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δδ
                                 (4.2.14) 
 
          It is noted here that generally the definition of S matrix in current work and that in 
the work of Zhang et al [17,21,33] are different from that in the work of Skouteris et al 
[4], however the resulting differential cross sections are identical [29]. 
          In practical calculations, using flux formalism, the total reaction probabilities can 
be calculated for certain initial state. The calculated probabilities is able to be used as a 
good reference to check the convergence of the state-to-state information extraction [34]. 










4.3 Result and discussion  
         In this section, results are presented for H + H2, Cl + H2 and H + O2 state-to-state 
reactive scattering as the numerical demonstration of the new reactant coordinates based 
method. As introduced in chapter 1. state-to-state calculations have been performed for 
these systems. Firstly, the result for H + H2 exchange reaction is presented. 
 
4.3.1 Application to H2 + H reactive scattering 
         The H + H2 exchange reaction and its isotope have been the focus of numerous 
experimental and theoretical studies [32,35-45]. As introduced, it is also the benchmark 
reaction for the development of new theoretical methods (refer to [42] for a 
comprehensive review on the progress in the study of the dynamic of this reaction). 
Quantum numerical calculations for state-to-state cross sections on the adiabatic BKMP2 
PES of H + H2 have produced excellent agreement with the experiment measurement 
[46,47]. The BKMP2 PES has been used in this work for the study of H + H2 state-to-
state reaction. 
         The parameters used in the TD wavepacket calculation are listed in Talbe 1. A total 
number of 127 sine functions are used for the translational coordinate R in the range 
[0.1,18.0] α0, among which, 59 are for the interaction region. A total number of 119 
vibrational functions are used for r in the range [0.5, 13.3] α0 for reactant H2 in the 
interaction region. For rotational basis, 70max =j  is applied. As mentioned, one of the 
advantages of reactant Jacobi coordinates is that, when the reactant diatom has 
permutation symmetry, half angular grid points can be saved. Full K blocks 
( )maxmax ,min jJK =  are used. Calculation for J up to 42 are performed to determine the 
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converged state-to-state differential cross sections in a collision energy range [0.2, 2.5] 
eV. The time step used in the calculation is 10 a.u. For calculations with low total angular 
momentum J, 900 steps are needed to accomplish the wavepacket propagation from 
reactant channel to product channel, which equals 9000 a.u. For calculations with higher 
J, the wavepackets have been propagated for a shorter time because the reaction 
probability in the low energy range is negligible. 
Param Value a.u. (Basis number) description 
Rmin/Rmax 0.1/18.0 (127) Extension of the grid in the R direction 
rmin/ rmax 0.5/13.3 (119) Extension of the grid in the r direction 
jmax 70 Rotational basis 
R0 12.0 Location of the center of the initial 
wavepacket 
E 1.9 Energy of the initial wavepacket 
T 9000 Propagation time 
dt 10 Time step 
 
Table 1. Parameters used in H + H2 TD wavepacket calculation. 
 
         Numerical convergence with these parameters has been tested. When comparing 
these parameters with those used for total reaction probability calculation, no big 
difference is observed. Although a much larger r has been applied, basically the step size 
in each coordinate remains the same. The almost doubled r comes from the natural of 
these two calculations. When only the total reaction probability is required, the dividing 
surface for calculating the flux can be located close to the interaction region; when state-
to-state information is required, the grid must cover the product asymptotic region, at 
which the product wavepacket will be evaluated. 
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         In this study, the final state analysis plane is located at Rβ = 9.0 α0. Only 8 DVR 
points are used for rβ and 20 Gaussian-Legendre quadrature points are used for the 
rotational motion of the diatomic product. This result in 160 interpolation points, and the 
region in which they are distributed is shown in Figure 1. 
 
 
Figure 2. Distribution of interpolation points on the 2D minimum potential in Reactant Coordinates . 
 
         The 2D-minimum potential of H3 shown in Figure 2 is represented in reactant 
coordinates, on which, it is clear that the interpolation region locates at the product 
asymptote, covers the product channel, yet before the absorption potential. 
         Parameter sets shown in Table 1 yield converged result and retain the numerical 
efficiency of reactant representation. The state resolved reaction probabilities for J = 8 
are shown in Figure 3, and compared with those obtained with the TI ABC code which 
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applies CC treatment with hyperspherical coordinates. The parameters used for ABC 
code are similar to those used in the work [41] but with a slightly larger Kmax = 8. Total 
reaction probabilities calculated using flux formalism are also given in Figure 3. 
 
 
Figure 3. State resolved reaction probabilities for H + H2 (J=8). Circles are the results obtained from TI 
ABC code. The total reaction probabilities calculated by flux formalism are given as blue dashed lines. 
 
         It is shown that, either for the total reaction probability or the state resolved reaction 
probabilities for v = 0 – 4, in the collision energy range tested (0 – 2.5eV), the results 
from these two calculations agree very well with each other, and are indistinguishable. 
        The S matrix from typical product states from the current reactant coordinates based 
TD wavepacket method at collision energy 1.6 eV are compared with those obtained 
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from ABC code. The amplitude of the S matrix and the phase of its elements agree with 
those from ABC code excellently, see Table 2. 
 
Table 2. Comparison between S matrix elements obtained from ABC code and the reactant coordinates 
based method. The Collision energy is 1.60 eV. 
 
        For all 7 final states tested, deviation between results from these two methods is 
very small. In the following sections, the results obtained will not be compared to those 
from ABC code, since ABC code is time consuming. It may be noted that the elements of 
S matrix of current work also agree excellently with those calculated by the RPD code or 
midway one time coordinates transformation method. 
        To demonstrate the present TD wavepacket method further, state-to-state differential 
cross sections are shown in Figure 4. for the H + H2 (v0 = j0 = 0) → H + H2 ( vf = 0, jf = 
0/5 ) reactions at four selected collision energies. A number of studies have shown that  
for H + D2 reaction, the rotational excitation plays an important role on the reactivity of 
the system [46]. With the increase in the final rotational state jf, there is a significant 
change in the differential cross sections. Although for H + H2 reaction, the effect of 
rotational excitation is less prominent than that of the H + D2, it has also been observed in 
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some recent studies [4,41,48] with either the Chebyshev real wavepacket approach [48] 
or the ABC codes. As shown in Figure 4, the change in jf sees a significant change in 
differential cross sections for all the collision energies tested, which is in consistence with 
previous studies.  
 
 
Figure 4: State-to-state differential cross sections for the H + H2 ( v0 = j0 = 0 ) → H + H2 ( vf = 0, jf = 0/5 ) 
reaction at four selected collision energies  
 
         As known, a distinct feature of the wavepacket approach is that a single propagation 
yields the scattering attributes in a range of energies, normally depending on the choice 
of initial wavepacket. To exploit this trait, a contour plot for the energy dependence of 







Figure 5: Energy-angle contour map of the state-to-state differential cross sections for the H + H2( v0 = j0 = 
0 ) → H + H2( vf = jf = 0 ) reaction calculated with the new reactant coordinates based method. 
 
 
      
  In Figure 5, the angular distribution of differential cross sections is broad and 
dominated by backward scattering at low energies. But with increase in energy, the 
forward scattering emerges, and the sideway scattering diminishes. This has been 
observed since the first converged QM calculation performed for H2 + H reactive 
scattering[49]. In that work, state resolved integral and differential cross sections were 
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determined at a series of collision energies ranging from the vicinity of the threshold up 
to 1.1 eV. Existence of forward scattering in the differential cross sections has been 
observed at collision energy 0.8eV. This forward scattering has also been observed to 
increase with increasing collision energy. At energies above 1.0eV, a relative maximum 
exists in the differential cross sections at θ = 180˚, which is the same as that shown in 
Figure 5. At even higher collision energies, the differential cross sections reduce at both 
forward and backward scattering but more significantly at forward scattering. Current 
results is also consistent with previous quantum calculations on the same reaction with 
the Chebyshev real wavepacket method [41], in which converged result from 1000 steps 
of Chebyshev recursion displays the same energy dependence of the ( ) ( )0,00,0 →  
differential cross sections. 
         Similar differential cross sections are observed for ( ) ( )0,10,0 →  reactive scattering, 
shown in Figure 6. For this reaction, the threshold energy increases comparing to that of 
the ( ) ( )0,00,0 →  reaction. In the contour map there is an overall shift towards the high 
energy. Forward scattering is observed starting with energy higher than the 0.8 eV of the 







Figure 6: Energy-angle contour map of the state-to-state differential cross sections for the H + H2(v0 = j0 = 






Figure 7: Energy-angle contour map of the state-to-state differential cross sections for the H + H2(v0 = j0 = 
0) → H + H2(vf =0, jf = 5) reaction calculated with the new reactant coordinates based method. 
 
          Differential cross sections contour maps have been obtained for ( ) ( )5,00,0 →  and 
( ) ( )5,10,0 →  reactions, and are shown in Figure 7 and Figure 8. In the ( ) ( )5,00,0 →  
reaction, a broad angle distribution of forward scattering is observed to be dominant, but 
has only vanishingly small amplitude. In the ( ) ( )5,10,0 →  reaction, the differential cross 
section distributes in a whole angle range, with dominantly sideway and forward 
scattering. And the same as ( ) ( )0,10,0 →  reaction, an overall shift towards high collision 




Figure 8: Energy-angle contour map of the state-to-state differential cross sections for the H + H2(v0 = j0 = 
0)  H + H2(vf =1, jf = 5) reaction calculated with the new reactant coordinates based method. 
 
         With the current reactant coordinates based method, using TD wavepacket method 
in reactant representation, the S matrix obtained, differential cross sections calculated for 
H + H2 reactions are consistent with previously confirmed results. And these calculations 
are essentially very fast, and have very low memory requirement. In fact, for a specific 
initial state, the J = 0 state-to-state calculation takes less than one minute on a dual-core 





4.3.2 Cl + H2 State-to-State calculation 
        The H2 + Cl is the third neutral system for which exact scattering calculations have 
been done, CC calculation of cross sections for this reaction was first performed using the 
hyperspherical coordinate [50]. Differential cross sections of this reaction have also been 
reported using Cl beams with known percentage of ground 
2
3
2 P  and excited 
2
1
2 P  state 
atoms [51]. Experimenta and exact QM scattering calculations on an ab initio ground 
state PES has shown good agreement. The experimentally observed strong backward 
scattering is well reproduced by theoretical works which predicted that the differential 
cross sections are strongly peaked at θ = 180˚. QM calculation results indicates that the 
collinear approach of Cl + H2 is the dominant geometry leading to chemical reaction, 
again in agreement with experiment [51]. With such distinct characteristics, this system is 
taken for further testing of the current reactant coordinates based method. 
        Parameters used in the calculation are listed in Table 3. A total number of 255 sine 
functions are used for the translational coordinate R in the range [0.1, 30.0] α0, among 
which, 89 are for the interaction region. A total number of 99 vibrational functions are 
used for r in the range [0.5, 17.0] α0 for the reactant H2 in the interaction region. For 
rotational basis, 99max =j  is applied. The permutation symmetry of the diatomic reactant 
is again utilized to save half angular grid points. ( )6,minmax JK =  is used. To obtain 
converged state-to-state differential cross sections in collision energy range [0.1, 0.6] eV 
calculations have been performed for total angular momentum J up to 50. The time step 
used in the calculation is 16 a.u. For low J, 2000 steps is needed to propagate the 
wavepacket from reactant channel to product channel. For higher J, the wavepacket has 
been propagated for a shorter time. 
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Param Value a.u. (Basis number) Description 
Rmin/Rmax 0.1/30.0 (225) Extension of the grid in the R direction 
rmin/ rmax 0.5/17.0 (99) Extension of the grid in the r direction 
jmax 99 Rotational basis 
R0 25.0 Location of the center of the initial 
wavepacket 
E 0.35 Energy of the initial wavepacket 
T 32000 Propagation time 
dt 16 Time step 
 
Table 3 Parameters used in H2 + Cl TD wavepacket calculation.  
 
         The final state-analysis plane locates at Rβ = 10.0 α0. Only 6 DVR points have been 
used for rβ and 26 Gaussian-Legendre quadrature points have been used for the rotational 
motion of the diatomic product. These 156 interpolation points are enough for obtaining 
all the final state information up to collision energy of 0.7eV. 
         The state resolved reaction probabilities for J = 0 are shown in Figure 9. The final 
state resolved reaction probabilities calculated by flux formalism and the present 
amplitude formalism agree with each other excellently. A contour map for the energy 
dependence of the (0,0)→(0,0) reaction is presented in Figure 10 for the collision energy 
range [0.1,0.6] eV.  




Figure 9. State resolved reaction probabilities for Cl + H2 system (J=0): the results obtained from the new 
reactant coordinates based method (circle), calculated by flux formalism (solid line), reaction probabilities 













Figure 10: Energy-angle contour map of the state-to-state differential cross sections for the Cl + H2(v0 = j0 
= 0)  (vf =0, jf = 0) reaction calculated with the new reactant coordinates based method. 
 
         As shown in the energy-angle contour map, in the whole energy range, the angular 
distribution of the differential cross sections is dominated by backward scattering. 
Although at higher collision energy range (>0.4eV), forward scattering appears, but only 
with vanishingly small amplitude. This observation agrees with previous experiment 
results very well, that, as introduced, early experimental works displayed sharp peaking 
of the lab angular distribution in the backward direction [51].  
           The differential cross sections for the (0,5)→(0,0) reaction, are different from that 




Figure 11: Energy-angle contour map of the state-to-state differential cross sections for the Cl + H2(v0 = 0, 
j0 = 5)  (vf =0, jf = 0) reaction calculated with the new reactant coordinates based method. 
 
          For the (0,5)→(0,0) reaction, the backward scattering is only dominating in the low 
collision energy range. With increasing collision energy, the differential cross section 
distributes in the whole energy-angle contour map, and sees a peak at 90˚, that the 
sideway scattering dominants in this reaction.  
 
             Lastly, the total differential cross section for initial rovibrational state (0,0) and 




Figure 12. State-to-state total differential cross section of the Cl + H2 ( v0 = 0, j0 =0/5 ) → Cl +H2 reaction 
calculated with the new reactant coordinates based method at three selected collision energies. 
 




4.3.3 H + O2 State-to-State calculation 
          The H + O2 → HO + O reaction is considered to be the single most important 
reaction in combustion chemistry [52,53]. It plays a pivotal role in the chain branching 
ignition in the hydrogen oxidation and is the dominant molecular oxygen consuming step 
in hydrogen-oxygen and methane-oxygen combustion mechanisms [54]. 
           Considerable amount of experimental works have been carried out to measure the 
reaction rate coefficient [55-62] and absolute cross sections [63-66]. On the theoretical 
side, much works have been performed on developing global PES for the HO2 systems 
from ab initio data [67-77]. Among the existing PESs, the double many-body expansion 
(DMBE) IV PES [69] has been most widely used in the past decade [78-89]. This PES 
has reproduced the most accurate estimates of the contemporary experimental 
dissociation energy, equilibrium geometry, and quadratic force constants for the 
hydroperoxyl radical, and is balanced between the detailed description and global 
representation. However, quantum mechanics calculations carried out on this surface 
have shown that the vibrational frequencies of the HO2 ( AX ′′2) ) were lower than 
experimental values, according to more recent results, the accuracy of the DMBE IV PES 
has been re-evaluated [64,86,90]. In 2005, the new XXZLG global PES was first 
introduced for HO2 ( AX ′′2) ) by a 3D spline interpolation of more than 15000 symmetry 
unique ab initio points obtained using the Davidson corrected internally contracted multi 
reference configuration interaction method with a large basis set [72]. Recent quantum 
mechanical studies on the XXZLG PES have demonstrated its high quality and 
uncovered many significant differences in spectroscopic and dynamic attributes with the 
DMBE IV PES [14,15,31,48,72]. For example, quantum calculation of  the HO2 
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vibrational energy levels ( J = 0 ) with Lanczos algorithm has displayed good agreement 
with experiment results, the rate constant also saw improved agreement with experiments. 
In the present study, the numerical demonstration of the new reactant coordinates based 
method is performed on the XXZLG PES for the H + O2 reaction. 
          The PES of endothermic H + O2 reaction has a deep well ( 2.38 eV from the H + 
O2 asymptote ) [69,72] which supports long-lived resonances and has a long-range 
attractive forces in the O + OH channel which requires the use of a large grid and long 
propagation to accurately describe the sharp resonance peaks and the near threshold 
energy reaction probabilities. This has been demonstrated in an early quantum reactive 
scattering study of this system [89], the calculated total reaction probabilities from the 
ground state of O2 in the energy range of 0.81 – 0.89 eV displayed broad peaks at t = 30 
K, the resonance structure grew more pronounced when the propagation time was 
prolonged. With 150 K propagation, the results displayed good agreement with TI 
calculation, yet still got several narrow resonances missing. Even longer propagation was 
suggested to be necessary to reach more accurate result at low energies, especially around 
the reaction threshold. To such system, the present reactant coordinates based method is 
most appropriate, since it can adopt symmetry of the reactant moiety and is economic in 
memory usage for the extraction of state-to-state information at any desired collision 
energies.  
         The plot of potential energy curve in the H + OH product channel is given in Figure 
13, which is shown as a function of OHOR − (the distance between the center of mass of 
OH and O) and minimized with respect to other two internal coordinates of the reaction 
system. 
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Figure 13. Long-range attractive potential in the product O + OH channel. Different reaction threshold 
energies result from different absorption potential positioning are indicated (red dashed line) The potential 
energy as a function of RO-OH are shown in blue line. Inset shows the overall shape of the corresponding 
potential curve. 
            
         It is clear that the product asymptotic region locates quite far from the interaction 
region, which is caused by the dipole-induced long-range quadrupole attractive forces 
between O + HO. Because the reaction path has no intrinsic barrier, but only a deep well 
and 0.72 eV endothermicity, earlier absorption will lead to lower threshold energy, as 
shown in Figure 13. Therefore, to study reaction system of this kind, a large grid box is 
needed for accurate description of reaction probabilities near threshold. It may also be 
noticed that, the resonance peaks in reaction probabilities are slightly influenced by the 
starting position of the absorption potential. It needs to be mentioned that, in the current 
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version XXZLG PES, more ab initio points have been added in the asymptotic region of 
the product channel, as it is important to kinetics. This guarantees the high quality of the 
XXZLG PES in the O + HO asymptotic region, and the accuracy of dynamics on this 
PES. 
 
Figure 14. Total reaction probabilities for H + O2 (v0 = 0; j0 =1) → O + HO reactive scattering for J = 4 
with different starting points for absorption potential. For rab = 8.0 a.u.(dashed-dotted line, red); for rab = 
10.0 a.u. ( solid line, black); for rab = 14.0 a.u. ( dashed line, blue). Inset, total reaction probabilities around 
threshold energy. 
 
           Total reaction probabilities of H + O2 (v0 = 0; j0 =1) → O + HO reactive scattering 
for J = 4 are shown in Figure 14 from calculations with different absorption potential 
placement. It is clear from the inset of Figure 9. that closer placement of absorption 
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potential leads to lower reaction threshold energy. For the rab = 8.0 calculation, the 
resonance peaks in the total reaction probabilities at higher collision energies are also 
slightly influenced. Thus, even only accurate total reaction probabilities of H + O2 are 
required, a large grid box is necessary for a TD wavepacket calculation. Parameters used 
in the calculation are listed in Table 4. 
 
Param Value a.u. (Basis number) Description 
Rmin/Rmax 0.015/15.0 (255) Extension of the grid in the R direction 
rmin/ rmax 0.5/14.5 (189) Extension of the grid in the r direction 
jmax 129 Rotational basis 
R0 11.0 Location of the center of the initial 
wavepacket 
E 1.2 Energy of the initial wavepacket 
T 17000 Propagation time 
dt 10 Time step 
 
Table 4. Parameters used in H + O2 TD wavepacket calculation. 
 
        A total number of 255 sine functions are used for the translational coordinate R in a 
range [0.015,15.0] α0, among which, 169 are for the interaction region. A total number of 
189 vibrational functions are used for r in the range [0.5, 14.5] α0 for the reactant O2 in 
the interaction region. And for rotational basis, 129max =j  is applied. The permutation 
symmetry of the reactant is used which saves half angular grid points. Full K blocks 
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( )maxmax ,min jJK =  are used because for the H + O2 system a rigorous treatment of 
Coriolis coupling is required. Converged state-to-state reaction probabilities in a collision 
energy range [0.6, 1.8] eV are obtained. The time step used in the calculation is 10 a.u. 
The product states analysis plane is placed at at Rβ = 12.0α0. Only 6 DVR points are used 
for rβ and 22 Gaussian-Legendre quadrature points are used for the rotational motion of 
the diatomic product. This results in 132 interpolation points, even less than the number 
of grid points of R in the interaction region. Therefore this has increased the 
computational effort at a very limited level. These 132 interpolation points are enough to 
get converged product state resolved results in the collision energy range studied. 
          Total and final vibrational state resolved reaction probabilities for total angular 
momentum J = 0 are shown in Figure 15. The total reaction probability calculated by 
summation over product states agree perfectly with that calculated with flux formalism in 
reactant coordinates, regardless that the total reaction probabilities are dominated by rich 





Figure 15. Total and final vibrational state resolved reaction probabilities. Total reaction probability from 
Flux formalism (solid line, black). Total reaction probability from final state summation (solid line with 
star, light blue). Reaction probabilities for final vibrataional states vOH = 1 (solid line, blue), 2 (dashed 
dotted line, green), 3 (dashed line, red). 
 
        In some early works carried out on the DMBE PES, a significant increase in the total 
reaction probabilities for collision energies above 1.2 eV has been observed [81,89] for 
either J = 0 or J > 0 reactions. At higher collision energies, the total reaction probabilities 
reached to as high as 0.5 [81], this has been attributed to a direct channel on the DMBE 
PES. However, in current study, there is a significant drop in total reaction probabilities 
when the collision energy is above 1.2 eV, this agrees with some recently quantum 
calculations [14,91] which also displayed total reaction probabilities maximized around 
collision energy 1.2 eV. Comparison between the dynamics results on the DMBE and 
XXZLG PESs in the same work has also shown that for final vibrational state v’ = 1 and 
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v’ = 2, the reaction probabilities’ profiles from the two PESs are very similar in 
magnitude. Therefore, difference between reaction probabilities from these two PESs 
have been suggested to mainly come from the difference in the ground vibrational 
product state. The decrease in reaction probabilities at energies above 1.25 eV on the 
ground state coincides with the onset of the next vibrational product state v’ = 1, and a 
similar behavior is observed between v’ = 1 and v’ = 2 at the v’ = 2 threshold. It suggests 
that on the XXZLG PES the next open product vibrational channel is populated in 
preference to the other lower ones. The direct channel on the DMBE PES is likely to be 
an artifact. 
          Reaction probabilities to various product rotational states jOH ( vOH = 0 ) are shown 







Figure 16. Reaction probabilities of H + O2 (vO2 = 0; j =1) → O + HO (vOH = 0, jOH) as a function of 
collision energy with jOH =0 ~ 19, J = 0 (solid line in blue) J = 4 (solid line in Red). Collision energies 1.4 
and 1.6 eV indicated (vertical dashed line respectively in black and red). 
 
              Figure 16 shows that, with the increase in product rotational state, the reaction 
threshold increases. Reaction probabilities with J = 4 are generally lower than that with J 
= 0, especially with a smaller jOH and in lower collision energy range. In a previous study 
[92] with TD wavepacket and statistical calculations, probabilities of this reaction saw a 
decrease when the total angular momentum J went up, although the statistical calculation 
could not reproduce the resonance structures. Also in the same work, for J = 0 case, H + 
O2 (vO2 = 0; j =1) → O + HO (vOH = 0, jOH = 0~14), reactions saw a gradually increasing 
reaction threshold. However, with higher jOH, higher reaction probabilities were observed. 
It is because in that study, DMBE IV PES has been employed, the high reaction 
probabilities for higher jOH may come from the direct channel and which is an artifact. 
Recent calculations [91] performed on XXZLG PES show consistent result as current 
study. For vOH = 0 reactions, when collision energies are below 1.4 eV, all rotational 
states are open and populated; when collision energies are above 1.4 eV, the higher 
rotational states are favored. This is in contrast to what has been observed on DMBE PES. 
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Furthermore, from that work, distribution in 1.4-1.6 eV collision energy range was shown 
to peak at jOH around 14, 15. As shown in Figure 16, reaction probabilities in same 
collision energy range are more prominent for jOH = 14-18 in current study. Result 
presented in Figure 16 is also consistent with early experiment [59], in which the 
rotational distributions for vOH = 0 reactions has been reported to peak at jOH = 15 for a 
collision energy = 1.6 eV. The final rotational state resolved reaction probabilities for J = 
4 displays similar pattern as J = 0 , this leads to the decrease in total reaction probabilities 
mentioned previously. 
         In conclusion, the total and final state resolved reaction probabilities for H + O2 → 
O + HO reaction are dominated by long-live overlapping resonances. Reaction 
probabilities are always peaking around the reaction threshold and decrease with 
increasing collision energy. And this leads to significant decrease in the total reaction 
probabilities for collision energy above 1.2 eV, which has been argued to be consistent 
with the kinematics: the light H at high speed is likely to be bounced back by the heavy 
O2 by the repulsive wall of the PES. At high energies, broad peaks are seen in reaction 
probabilities, which may indicate shorter lifetime of the resonances. All these 
observations are consistent with previous experiment or theoretical calculation results, as 
discussed. The ability of the current reactant coordinates based method has been explored 
and demonstrated to treat the heavy atom reaction successfully.  
          In this study, the state-to-state cross sections are not given. Although the reactant 
coordinates based method is particular suitable for state-to-state reaction, the calculation 
of differential cross sections in a broad collision energy range is still very demanding. 
Besides the difficulties in the deep well description and detailed rigorous Coriolis 
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coupling consideration when J is nonzero, partial waves with J up to 50 or so is necessary 
for obtaining converged differential cross sections due to the heavy mass of O and the 
barrierless reaction path. Furthermore, the sharp resonance peaks arising in the reaction 
probabilities suggest that a long propagation is necessary in order to account for the 
intermediate HO2 complex sufficiently decaying. In future work, the implementation of 
current reactant coordinates based method to obtain the differential cross sections will be 
a further good demonstration to show the advantage of the method.   
             
                       
4.4 Summary 
           The technical aspect for using the new reactant coordinates based method has been 
demonstrated with three examples. Success in treating these systems suggests that this 
method may be very useful to extract state resolved reaction information and state-to-
state cross sections for systems which have to be treated with large grid because of the 
long-range interaction or existence of resonance. State-to-state information for all product 
channels can be extracted within one wavepacket propagation and when the diatomic 
reactant has permutation symmetry, this method may bring in addition numerical 
advantage. However, at the same time, it may also be noticed that ∞βR , the position of the 
plane for accurately extracting scattering amplitude, is relatively large. This may result in 
a large grid box. For some reactive scattering, after an intermediate βR , the system can be 
represented with much smaller basis set or the dynamics may experience purely elastic 
processes. In such cases, dynamics processes can be efficiently simulated for the 
 122
remaining βR  using TI method such as log derivative method or Numerov method by 













with initial condition )()( 0 ∞Ψ=Ψ βoRR . The procedure is similar to the RPD method 
with the difference that the wavefunction is only interpolated at a surface 0∞βR  instead of 
the absorbing strip. This should be especially useful for systems which have long-range 
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      TD methods to simulate the reaction dynamics have been known for about two 
decades. As mentioned, TD methods are conceptually simple and transparent. However, 
to apply these methods to reaction systems, sophisticated numerical method, algorithm 
and ultimately, efficient and convenient code are required. With the development in TD 
methods, numerical treatments to boundary conditions and to extrapolate the dynamics 
information are almost standardized. This work is mainly a computational study, to 
develop code for the convenient treatment of reaction systems is the main target.   
 
Development of 3D diabatic code  
             For reaction dynamics calculation in diabatic representation, wavepacket needs to 
be propagated on multiple surfaces. However the detailed calculations performed on each 
surface are the same as those performed on single adiabatic surface. Furthermore, the flux 
operator to calculate the total reaction probabilities in diabatic representation is only the 
summation of flux operators on respective diabatic surfaces, as shown in equation 
(2.2.31). All these are the advantages of diabatic representation. Taking these advantages, 
the code for diabatic calculations is developed based on the code for TD treatment of 3D 
system with great convenience. The 3D code for diabatic calculation has used the 
available library for basis construction, for initial wavepacket preparation, for reaction 
probabilities calculations and other numerical utilities.  
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            The main difference between the code for diabatic multiple surface calculation 
and the code for adiabatic single surface calculation is in the time propagation, and which 
is also the main part of all TD code. As mentioned, TD method is basically a matrix-
vector multiplication method. In adiabatic calculations on single surface, the wavepacket 
is saved as a one dimensional array )(IW adapted from a 3 dimensional array 
),,(3 jrR IIIW : 
),,()( 3 jrR IIIWIW =  
where jjrjrR ININNII +×−+××−= )1()1( , with RN , rN  and jN  being the 
translational, vibrational and rotational basis numbers. Since these basis functions are 
eigenfuctions of respective operators in (2.1.4), the matrix-vector multiplication can be 
performed easily, which may simply appear to be loops of scalar multiplication. For 
multiple surfaces calculation, surfaces’ number is treated as a pseudo degree of freedom, 
which is independent of other degrees of freedom. The index of the wavepacket becomes: 
),,,()( 3 PESjrR
s IIIIWIW =  and 
jjPESPESjrPESjrR ININNINNNII +×−+××−+×××−= )1()1()1( . 
A pseudo basis set is obtained as the direct product of the rotational basis and the surface 
basis ( jPESs NNN ×= ). The index becomes: 
ssrsrR ININNII +×−+××−= )1()1(  where jjPESs INII +×−= )1( . 
With this treatment, code for multiple surfaces propagation can be developed very similar 
to the adiabatic single surface code. 
          A version treating two states problem has been firstly developed in Fortran, and has 
been adapted to a general code treating multiple states problems. Parallel version of the 
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general multiple states code has been developed using the Open Multi-Processing 
(OpenMP) libraries. Basically, OpenMP libraries enable shared-memory parallel 
computing without much change in the code. It can utilize all processors on a workstation 
which operate on the memory of the local machine. Compare to the Message Passing 
Interface (MPI) parallel libraries, OpenMP can only use local memory and processors 
and it can not help to deal with the memory problems for large systems. However, since it 
uses only local memory, during the calculation, there will not be any communication 
through networks. Therefore, almost no overhead is generated when parallelizing the 
calculation, and the computational time simply decreases linearly with the increase of 
processor numbers. 
Application of 3D diabatic code: 
         With parallel general code for 3D diabatic systems, calculations have been 
performed for the H2 + H on the DMBE PES, results are shown in Chapter 3, section 
3.3.1.  These calculations are essentially very quick since the numerical grid is really 
small. A calculation with total angular momentum J = 10 takes up only 23M memory. To 
make the result converge, it needs 900 steps of propagation, which takes only 540 
seconds on a single 2.19 GHz AMD Opteron Processor. The memory requirement and 
cpu time are simply trivial. However, code efficiency also lies within its ability to be 
applied to different applications. This parallel general code for 3D diabatic systems is 
easy to be implemented and is independent of platforms. It can be directly applied to any 
system with any arbitrary number of coupled surfaces. When developing the code, one 
purpose is to use it to help the development of an interpolation surface (chapter 3, section 
3.3.3). In fact, the calculations performed are extremely sensitive to the changes in the 
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PES constructed. Dynamics calculations have revealed the weakness of the initial 
interpolation method, and finally helped to construct an accurate global diabatic PES of 
H3 system. The usage of the current code in the development of the PES and the 
dynamics calculations performed on the PES developed have been included in 
Interpolation of diabatic potential-energy surfaces: Quantum dynamics on ab initio 
surfaces.  C. R. Evenhuis, X. Lin, D. H. Zhang, D. Yarkony, and M. A. Colins. JCP 
123,134110(2005). In fact, with the new interpolation method, diabatic PES can be 
developed for other systems, therefore, the general 3D diabatic code can be directly 
applied to those systems. 
          This code has also been applied to other systems, such as H+ + D2. Total reaction 
probabilities have been calculated when total angular momentum J = 0, Figure 1. 
 
Figure 1. Total reaction probabilities as a function of energy for H+ + D2 reaction. 
            However, in this reaction, the reaction probabilities need to be calculated on 
individual adiabatic states to represent different reactions. In current code, total reaction 
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probabilities are calculated as the summation over all diabatic states which is also the 
summation over all adiabatic states. Therefore the reaction probabilities on each adiabatic 
state are not calculated. Furthermore, current code also can not be directly used to 
perform state-to-state calculations for multiple surfaces problems. The reason is the same, 
that adiabatic wavefunction is not described explicitly. To make current code more 
powerful, it is necessary to find a good way to obtain the adiabatic wavefunction and its 
derivatives during propagation. This will be the direction of future development of the 
current method/code. 
 
Development of the new 3D state-to-state code and code efficiency: 
          For the state-to-state calculation, code with the implementation of the new strategy 
to construct product wavefunction in reactant Jacobi coordinates has been developed also 
based on the 3D TD code. Since the wavepacket is propagated in reactant Jacobi 
coordinates, the program has inherited the main body from the 3D TD code for 
wavepacket propagation. Code for constructing product wavefunction has been inserted 
to enable the state-to-state calculation. 
         The product wavefunction construction from wavefunction in reactant Jacobi 
coordinates appears in the form of interpolation, as shown in chapter 4 equation (4.2.1). 
This is needed after each step of propagation, and is the source of increase in 
computational time. However, for N interpolation points, the construction of product 
wavefunction scales roughly as αRNN × , where αRN  is the number of grid points in R in 
reactant Jacobi coordinates. Therefore, the computational effort taken by the interpolation 
is about equal to that need by one time representation switching between R space and its 
 132
sine basis space. This kind of representation switching needs to be performed for all 3 
degrees of freedom twice at each step of propagation. Comparing with the total effort 
needed by one time step propagation, the computational effort increased is quite small. 
          To evaluate the efficiency of current code, comparison needs to be made with other 
code for state-to-state calculation. In chapter 4, section 4.3.1, results of H2 + H reaction 
from TI ABC code and the current code have been compared. However, to evaluate the 
efficiency of the current code, TI ABC code is not a good target to compare with, since 
TD method always scales better than TI method. Furthermore, ABC code is not suitable 
to treat system with deep well such as H + O2, and which is more demanding because of 
the large numerical grid required. To display the efficiency of the current code, 
comparison is made to the product Jacobi coordinates based method. Numerical 
parameters used by these two methods in the calculation of H + O2 reaction with total 










Table2. Parameters used in H + O2 (J = 0) state-to-state calculation by the product coordinate base method. 
           Apparently, the grid used by the current method is smaller than that used by the 
product coordinate based method, especially for the interaction region. Propagation time 
and time step are the same in these two calculations. With a smaller grid/basis, the 
current code is much faster than the product coordinate base method. On a machine with 
two 2.19 GHz AMD Opteron Processors, the current method takes 180 minutes to finish 
the calculation, which is only 1/3 of that taken by the product coordinate based method. 
Therefore, the current method is more efficient and can be used to system which requires 
large numerical grid. 
 
Application of the new reactant coordinates based method:     
          In chapter 4, results from state-to-state calculations of H + H2, Cl + H2 and H + O2 
have been shown. Final state resolved reaction probabilities, differential cross sections 
have been obtained for these reactions with the current code for the new reactant 
coordinates based method. Some results have been compared with previous theoretical 
calculations, chapter 4 Table 1.  
           However, it is more important to compare the result from theoretical calculation 
with experiment. As mentioned, this helps to explain and rationalize experiment results. 
Furthermore, confirmed experiment results can be used to evaluate the accuracy of 
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different theoretical methods. In chapter 4, some results obtained by the current code 
have been compared with experiment results. For example, state-to-state reaction 
probabilities of H + O2 (0, 1) → O + HO (0, jOH = 1-19) reactions have been shown in 
Figure 16. It shows that, in the collision energy range 1.4-1.6 eV, reaction probabilities 
are more prominent for jOH =14, 15 reactions. This observation fits to early experiment 
performed for the H + O2 reaction. Results presented in chapter 4 are being organized for 
publications.  
          It is not really a very tough tusk to develop code for the new reactant coordinates 
based method for state-to-state calculation. As mentioned, based on the 3D TD code, with 
the idea of constructing product wavefunction by interpolation, the new code need to be 
added in is very limited. However, the resulting code is so efficient and may appear to be 
the solution to treating systems which are computationally demanding. In fact, Figure 2, 
the last figure of this thesis, shows the real strength of this method. 
 
                      
 Figure 2. 3D differential cross sections of H + O2 → HO + O reaction. Forward scattering is indicated by 
arrow. 
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          This is the first complete differential cross sections obtained for the H + O2 reaction. 
All calculations are performed using the current code. Calculations for differential cross 
sections at higher collision energies are being carried out.  
          Detailed analysis of Figure 2 is out of the scope of this thesis. However, the 
obtaining of the first complete differential cross sections for H + O2 leads to some 
interesting thinking. The 3D TD code has been available for years, the product 
coordinates based method is using similar code derived from that. And for state-to-state 
calculations, both the product coordinates based method and the TI ABC code are still 
widely used. With the rapid development of computer and network technologies, more 
and more complicated systems are to be conquered with these methods/code. 
Nevertheless, the limitation of computational power will always be there. However, a 
small innovation in theoretical treatment has led to such big improvement. This again 
proves that the effort spent on theoretical innovation is always worth and it can help you 
to break through the limit from time to time.  
 
 
