Three determinants of the factor structures of personality traits are investigated. The 1 st, selection of variables, was controlled by using 57 bipolar scales, selected to be representative of common trait terms. In analyses of 7 data sets, variants of the "Big Five" factors were always found. Factor similarities were very strong for the 3 largest factors, which were transformed into general evaluation and 2 descriptive dimensions. As a 2rid determinant, judgments about real people were compared with judgments about the conceptual relations among traits. Factor structures based on the 2 types of judgments are similar, but those based on conceptual judgments tend to be simpler. The 3rd determinant involved the degree of restriction of the sample to evaluatively homogeneous targets. Restriction of range reduced the size of all factors, especially Factor II. Findings from previous studies are integrated within this framework.
psychometrics," we apply the experimental method to predict as dependent variables both the size and the content of the factors. We have studied as independent variables three influences on these factors.
Specifically, we assume that by far the most important influence on any factor structure is the selection of variables under study. In the first section of this article, we provide a rationale for the selection of a particular set of personality variables, a set that is designed to be representative of the domain of English trait adjectives. In the second section, we describe and illustrate two other potential influences on structural representations. The first of these is the nature of the data used in the analyses: (a) internal judgments of the conceptual relations among the traits or (b) external judgments of the extent to which the traits are descriptive of actual people. In analyses of external judgments, another influence on factor structures is the degree of "restriction of range" of the raters' evaluations of the targets, specifically whether the target sample includes both people who are liked and people who are not.
In the third section of this article, we present findings from seven data sets that were specifically designed to estimate the relative effects of these two influences on the resulting factor structures. In each case, the results are based on the same selection of variables and the same factor analytic procedures. Our findings demonstrate that five similar factors emerge within each of the data sets, although their sizes and locations are affected systematically by both of the influences under study.
In the fourth section, we review those previous studies that have included a relatively comprehensive coverage of personality-trait adjectives, and we examine the congruence between their findings and our own. In so doing, we confirm the effects of the two influences we have identified. In addition, we show that some of the major differences can be traced to the particular sets of variables selected in each study. In the final section, we discuss some of the implications of our analyses, including the advantages of a standard structural representation for personality traits.
Rationale for Variable Selection
The selection of variables is clearly of critical importance, serving to determine the very presence of a factor, as well as its size and content. Indeed, the selection of variables is themethod used to establish particular personality characteristics. However, is there any rationale for selecting variables to represent all personality characteristics? One such rationale derives from the assumption that the important personality characteristics will eventually become encoded in our language (see Klages, 1929 /1932 , and Allport, 1937 . This same rationale motivated Cattell (1943) in his pioneering efforts to discover the basic factors of personality structure:
The position we shall adopt is a very direct one.., making only the one assumption that all aspects of human personality which are or have been of importance, interest, or utility have already become recorded in the substance of language. For, throughout history, the most fascinating subject of general discourse, and also that in which it has been most vitally necessary to have adequate, representative symbols, has been human behavior. Necessity could not possibly be barren where so little apparatus is required to permit the birth of invention. (p. 483) This rationale is not limited to psychologists or to personality-descriptive terms. For example, the philosopher Austin (1957) has noted: our common stock of words embodies all the distinctions men have found worth drawing, and the connexions they have found worth marking, in the fifetimes of many generations: these surely are likely to be more numerous, more sound, since they have stood up to the long test of the survival of the fittest, and more subtle, at least in all ordinary and reasonably practical matters, than any that you or I are likely to think up in our arm-chairs of an afternoon--the most favored alternative method. (p. 8) For recent discussions of this rationale in the context of personality traits, see Goldberg (1981 Goldberg ( , 1982 ; John, Goldberg, and Angleitner (1984) ; and especially John, Angleitner, and Ostendorf (1988) .
Historically, Allport and Odbert (1936) provided the source for a comprehensive selection of personality-related terms by listing those found in an unabridged English dictionary. By the early 1940s, Cartell had embarked on a major effort to select personality variables, with representativeness from the Allport and Odbert trait list as one of his objectives. Through a series of stages, this effort led to the construction of 35 bipolar variables (Cattell, 1947) . In CarteR's own interpretation, analyses of these variables suggested at least 12 factors. However, Fiske (1949) and Tupes and Christal (1961) showed that more common methods of analysis suggested only 5 replicable factors, which have come to be referred to as the "Big Five." Further support for a 5-factor structure of the Cartell variables was provided by Norman (1963) and by Digman and Takemoto-Chock ( 1981) . Similar 5-factor structures based on other sets of variables have been reported by Digman and Inouye (1986) and by Costa (1985c, 1987) .
Verbal labels for broad factors are hard to find, but in a general way these five factors are related to Power, Love, Work, Affect, and Intellect, respectively. For each factor, we list its roman numeral, its traditional label (in parentheses), and a "prototypical" scale--the scale most highly related to that factor in The goal of Cattell's (1946) selection of personality traits was not solely that of representativeness. Cartell also added "all terms that have been used in technical psychological description" (1946, p. 217) , many of which concerned psychopathology and so led to an overrepresentation of variables related to the Emotional Stability factor. Moreover, CarteU replaced all variables for rating aspects of intelligence with an actual intelligence test. This test was omitted from later studies, leaving no direct representation of intelligence. In its absence, a fifth factor was called Culture. In this article, which reports findings from studies in which ratings of aspects of intelligence have been reintroduced, we show that a more appropriate name for Factor V is Intellect.
From the 35 variables used by CarteU (1947) , Norman (1963) selected 20, 4 marking each of the five factors identified by Tupes and Christal (1961) ; these 20 variables have frequently been used in later studies. However, that set of variables was not intended as a representative sampling of the trait domain. Rather, Norman selected the 4 most univocal markers of each of the five factors, thus treating the factors as five separate dusters of variables. Because variables located between the clusters were not selected, the factors tend to remain fixed in their initial positions in all later analyses of these 20 variables.
In contrast, the sole objective of our strategy for selecting variables was to achieve an adequate representation of common trait adjectives. The details of this selection are presented in Peabody (1987) . A pool of 571 terms was constructed from the conjunction of several existing trait lists, and Peabody then categorized these terms according to similarity of meaning. Each resulting category could generally be paired with a contrasting category, one that included terms that were opposites both descriptively and evaluatively. To represent these paired categories, 57 antonym pairs were selected. The resulting 57 bipolar scales were then used to generate seven different data sets, described later in this article. Thus, we held constant the selection of variables, so as to be able to demonstrate the effects of other influences on factor representations.
Two Influences on Factor Size and Location

External Versus Internal Judgments
The relations among personality-trait descriptors can be obtained by either of two conceptually distinct procedures. The most direct is to try to elicit the common versus the distinct features of meaning between any pair of trait terms from the judgments of native speakers. Alternatively, these relations can be obtained indirectly from a sample of individuals' judgments about themselves or others. Wiggins (1973) used the term external structure to refer to a personality representation based on judgments about the characteristics of actual people, as compared with internal structures, which are based on judgments of the interrelations among the characteristics themselves. Studies of personality-trait structure have traditionally relied on external judgments. In contrast, internal judgments have been used primarily in studies of person perception, where they are viewed as reflecting the perceiver's "implicit personality theory:' How should the structures derived from these two types of judgments correspond?
If either type of judgment were derived from the other (or both from something else), then the two types of structural representations should be quite similar. For example, in the systematic distortion hypothesis proposed by Shweder and D'Andrade (1980) , external judgments are viewed as being derived from internal judgments. Shweder and D'Andrade argued that structures based on the two types of judgments are the same. As an alternative hypothesis, we would argue from general principles of cognitive economy that internal representations should be similar to, but generally simpler and more schematic than, the environmental information that is being represented.
These tendencies--for similarity and simplification--are supported by the findings from the few previous comparisons between internal and external judgments. For example, in Peabody (1987) four judges rated the similarity of meaning on the 57 representative scales for each of the 114 separate trait terms that had been used to define the two poles of these scales. Analyses of the mean ratings of the four judges revealed factors corresponding to the Big Five as derived from external judgments, plus an additional Values factor (Honest-Dishonest, MoralImmoral, Fair-Unfair). In size, however, three factors--II (Agreeableness), III (Conscientiousness), and I (Surgency)--were much larger than the others. Moreover, there was a tendency for each of the smaller factors (Intellect, Emotional Stability, and Values) to be only partly differentiated from the three large factors; that is, the scales most highly related to each of the smaller factors tended to have equally large loadings on one of the large factors as well. Thus, these results show some tendency toward a cognitive simplification into three factors.
These results can be interpreted as a combination of the tendencies for similarity between the two types of representations and for simplification within the internal judgments. Moreover, as it turned out each of these two tendencies was clearly illustrated in an analysis of individual judges. The four judges differed substantially in their use of the middle (neutral) category on the nine-step rating scales; two of the judges used this category for a majority of their responses, whereas the other two used it for a minority. That is, the former pair of judges recognized no degree of relatedness among a majority of traits; these ("differentiated")judges recognized relations only within limited subsets of scales, but not between the subsets. On the other hand, the latter pair of ("broad") judges reported some degree of relatedness among much larger sets of traits.
When the average ratings from the first and second pairs of judges were factor analyzed separately, the differences in the 2 factor structures were remarkably clear. For the differentiated judges, each of the 6 factors was clearly differentiated from the others; the scales most highly related to the factors of Intellect, Emotional Stability, and Values generally did not have high loadings on the first 3 factors as well. Thus, these judges provided factors that were quite similar to those found with external judgments. In contrast, analyses of the other pair of judges revealed essentially only 3 broad factors. These broad judges show the tendency for structures derived from internal judgments to be simplified. Therefore, each of these two types of judges illustrates one of the two tendencies in internal judgments, similarity and simplification.
Target Likability and Restriction of Range
In general, if there is some restriction in the variation of any characteristic, then its relations with other variables will be reduced. For example, if aptitude test scores are obtained in a sample selected for high ability, the sizes of the intercorrelations among the scores (and of the factors summarizing them) are attenuated. The same principle applies to personality measures. In the studies by Cattell (1947) , Tupes and Christal (1961) , and Norman (1963) , the members of a group described each of the others, including those whom they liked and those whom they did not like. In contrast, in many recent studies the targets have included only themselves or a close friend. With such targets, ratings tend to be restricted to the desirable portion of most scales. Consequently, in samples of liked targets one should expect smaller correlations and factors of smaller size. Moreover, such effects should vary systematically across the variables as a function of the extent to which they elicit differences between liked and disliked targets. On the basis of previous analyses of the role of evaluation on each of the Big Five factors, scales measuring aspects of Factor II (Agreeableness), such as WarmCold, should elicit the largest effects, and scales measuring aspects of Factor I (Surgency) should elicit the smallest effects.
Analyses of Seven Data Sets
In this section, we examine the factors derived from each of seven data sets. The selection of variables was held constant by using the same 57 scales, a selection designed to be representative of common trait adjectives. The data sets were designed to illustrate the effects of external versus internal judgments and restricted versus unrestricted range. There are five external data sets, two from self-reports and one each from liked peers, notliked peers, and both types of peers combined. In addition, there are two internal data sets, one each from the broad and the differentiated judges just described.
In all cases, subjects responded using the digits 1 to 9, which were listed between the two adjectives defining each scale. There were also adverbial headings (e.g., ve~ quite, slightly). The leftright position oftbe desirable term was varied randomly across the 57 scales (and then reflected later where necessary so that higher ratings are always more favorable). In the internal data sets, each of the corresponding 114 single trait adjectives was rated for similarity of meaning on each of the 57 bipolar scales.
' The coefficient alpha reliability estimates for the two differentiated and the two broad composite judges are .77 and .73, respectively. In addition, we have replicated these findings with 47 subjects as judges of similarity of meaning of selected subsets of items. These subjects were partitioned, according to the number of neutral responses they made, as more differentiated or more broad. The more differentiated subjects again showed a greater tendency to separate Intellect and Emotional Stability variables from those related to the three large factors.
In the external data sets, subjects used the same scales to describe the target person "as accurately as possible"
One set of serf-ratings was provided by 157 University of Oregon students who participated in this study in exchange for extra course credits. The other external data sets were all provided by 126 Swarthmore College students who were recruited by notices and paid. The Swarthmore students were asked to consider peers whom they knew well (preferably not from the college), including those whom they liked the most and those whom they liked the least. 2 They selected one person from each of these two groups, but not their best friend or worst enemy. They then rated three targets: themselves, the liked peer, and the not-liked peer.
Within each data set, the correlations among the 57 scales were analyzed by the method of principal components, followed by vadmax rotation. In every case, we examined rotations of both five and six factors. We first considered the content of the factors themselves and then examined the size of the coefficients of congruence between corresponding factors in different data sets. For each of the external data sets, the five-factor solutions resembled the Big Five; moreover, the sixth factors were not consistent across the data sets. On the other hand, in the two internal data sets Emotional Stability was the sixth factor (smaller than Values) and was not included in five-factor solutions. Hence, we decided to retain five factors in the external data sets and six in the internal ones so as to be able to match five.factors consistently.
Results
The percentages of the total variance accounted for by each of the factors in each of the seven data sets are presented in Table I . The differences in the total variances across all factors are large and systematic. The total variance is less for all of the four cases of restricted range than for any of the three cases of unrestricted range, and this difference is most pronounced for Factor II (Agreeableness). Of the two internal analyses, the values for the differentiated judges resemble those of the unrestricted external data set. In contrast, analyses of the broad judges include three large factors, with each of the smaller factors substantially reduced in size. The large variations in factor size necessarily involve some variation in their substantive nature. Nevertheless, there is substantial similarity in the factors common to the different data sets, especially for the three large factors.
To index the degree of similarity between the factors derived from each of the seven data sets, we used Tucker's coefficient of factor congruence (Harman, 1967, p. 257) . Congruence varied substantially by factor, from a high of almost .90 for Factor III (Conscientiousness) to a low of approximately .60 for Factor IV (Emotional Stability). On the other hand, when averaged across the five matching factors in each data set, the mean congruence between pairs of data sets averaged about .75, whether derived from external data, from internal data, or from comparisons between the two.
For ease of presentation of the rather complex findings to be described in subsequent sections of this article, we used a standard or canonical representation, one that incorporates the pratotypical core of the factor structures derived from each of the Note. All values are based on varimax-rotated principal components.
seven data sets. In aggregating across the seven data sets, however, we must consider both the factor variances (Table 1 ) and the interset congruence coefficients. Because the latter are so uniform, it is only the former that will have much influence on a composite representation. Moreover, although there are fewer internal data sets than external ones, the factor variances of the internal sets are larg~, thus, a simple average of the seven sets will tend to approximate a composite structure that provides equal weighting of the two types of data sets (Gulliksen, 1950, pp. 312-327) . These mean factor loadings are virtually identical to the pattern of loadings derived from the average (via Fisher's z transformation) of the correlations across the data sets; the congruence coefficients between the two types of composite representations are .99, .99, .99, .92, and .96 for Factors I through V, respectively. To save space, only the findings from the former analyses are described in this article.
The Three Large Factors
In this section, we examine the three large factors that were found in all seven data sets. Of the 57 scales, 40 generally had their largest loadings on these factors; we focus first on these 40 "primary" scales. The remaining 17 "secondary" scales, which are considered separately, load most consistently on the remaining factors (Intellect, Emotional Stability, and Values).
For each of the 40 primary scales and each of the three large factors, the average loadings across the seven analyses are listed in the Three large factors columns of Table 2 . These factor loadings could conform to either of two different types of structural patterns. The traditional conception of simple structure, embodied in the varimax rotation procedure, aims at isolating independent clusters of variables; in such a factor pattern, there are a few large loadings and many near-zero loadings. An alternative pattern is a circular one, with intermediate-sized loadings located between the factors. Despite our use of varimax rotations, it is clear that the loadings on the three large factors comes closer to a circular pattern. The highest loadings are surrounded in both directions by those that progressively decrease; moreover, such a progression applies to the same sequence of scales for each of the three factors. This suggests a circular type of relation among the scales associated with these factors. For any two factors, it would be easy to represent this in two dimensions. Is there any way to represent the circular relations for all three factors at the same time?
For this purpose, we followed a procedure used by Peabody (1984) , who demonstrated that these factors could be deliberately rotated to a dimension of general evaluation (E) and two descriptive dimensions, called tight versus loose (T vs. L) and assertive versus unassertive (A vs. U). The estimated loadings on E, T versus L, and A versus U are listed in their respective columns of Table 2 . The ratio of the loading on T versus L to that on A versus U was treated as the cotangent of an angle, with T versus L as the x-axis and A versus U as the y-axis. These angles (in degrees counterclockwise from T vs. L) are presented in the columns labeled Desirable pole and Undesirable pole.
In Figure I , these angles are used to arrange the scales in two circles, an upper circle displaying their desirable poles and a lower circle their undesirable poles. Perpendicular to the two circles is the evaluation dimension. The bipolar scales all intersect at a neutral point halfway down, and the contrasting pole is on the opposite side of the other circle. Geometrically, the representation is a double coneman inverted cone on top of an erect conemmeeting at the neutral point in the middle of the figure.
In Table 2 and Figure 1 , the 40 scales are divided into six subsets of 6-7 scales each; these subsets generally correspond to those used in Peabody's (1987) a priori classifications. In most eases, the angular locations show clear gaps between the subsets. On the other hand, the conceptual distinction between the Impulse Control and Conscientiousness subsets is supported by the size of the evaluative component, which is consistently small for the Impulse Control scales and larger for the Conscientiousness scales. Two pairs of subsets are conceptual opposites (Assertiveness vs. Unassertiveness and Impulse Expression vs. Impulse Control); in these cases, the contrasting label could be applied to the opposite poles of the scales in the lower circle. 3 The other two subsets, Affiliation and Conscientiousness, do not have such conceptual opposites, and their unfavorable poles are labeled simply nonatiliation and nonconscientiousness. between discreet and hard-working is bounded by clear gaps at both ends. Hence, the relevant factor, Factor III (Conscientiousness), should be consistently centered near the middle of this sector.
The pattern is different on the left-hand side of the upper circle, where there is a fairly continuous distribution of scales over a sector of 207* between persistent and modest. This sector can be summarized by two factors, but it is not clear where they will be located. The answer depends on the Impulse Expression scales, whose loadings differ between internal and external analyses. In internal analyses, the Impulse Expression scales have their largest loadings on Factor II (Agreeableness), along with Affiliation and Unassertiveness; only the Assertiveness scales have their largest loadings on Factor I (Surgency). In external analyses, the Impulse Expression scales and the Assertiveness scales have their largest loadings on a Factor I', which is shifted toward Impulse Expression; Factor II' shifts in turn toward Unassertiveness.
These differences in the factor locations can be traced back to the correlations between the Impulse Expression scales and the others. As an illustration, consider the most extreme case, Sociable-Unsociable. With internal data, this scale is almost identical to Warm-Cold (average r = .84), and its correlations decrease as one moves toward Assertiveness (average r = .18 with Bold-Timid). However, with external data (where all of the correlations tend to be much attenuated), Sociable-Unsociable is close to Talkative-Silent (r = .46), and it is as highly related to Bold-Timid (r = .36) as it is to Warm-Cold (r = .31). Table 3 provides a direct comparison between the loadings from internal and external analyses. Note that the Impulse Expression scales are the only subset whose loading pattern shifts between the two types of analyses. Moreover, in both cases there were always some scales with high loadings on each of the first 2 factors and that are thus located between them; examples include Talkative-Silent and Spontaneous-Inhibited in the internal analyses and Lighthearted-Grim and Cheerful--Gloomy in the external analyses.
The Smaller Factors
In the previous section, we described the three large factors and their relations to the 40 primary scales. In this section, we consider the other factors and the 17 remaining secondary scales. The mean factor loadings for each of these secondary scales averaged across all seven data sets are presented in Table  4 . Note that the loadings on Factor V (Intellect) and Factor IV (Emotional Stability) tend to fit the traditional pattern of simple structure; there are few intermediate loadings and thus there is not much to be expected from a circular representation of these two factors. Accordingly, we have not used the same kind of 3 Our labels are chosen to emphasize these relations. In Figure 1 , the subsets of scales haw capitalized labels corresponding to their desirable poles; uncapitalized labels are used for the undesirable poles. These labels cannot capture all of the specific implications of the separate desirable and undesirable versions; for example, Unasscrtivcncss does not do jnsticc to the features of nurturancc or caring for others that is implied by some of the favorable terms (e.g., kind, unselfish). Note. E = evaluation, T vs. L = tight vs. loose, A vs. U = assertive vs. unassertive. The three scales in parentheses are not consistent across the data sets. To emphasize the circular relations, the larger factor loadings are listed in boldface. The angular locations are in degrees; all other values are factor loadings with decimals omitted.
TRAIT FACTOR STRUCTURES
transformation as in our presentation of the three large factors, but instead discuss the varimax-rotated factors directly.
Intellect. The broad judges show only the stub of an Intellect factor; instead, the relevant scales are associated with the three large factors. Some load on Factor III (Conscientiousness), as do the Impulse Control scales, such scales seem to reflect aspects of "controlled" intellect. Other scales load on Factor I (Surgency), on Factor II (Agreeableness), or on both, as do the Impulse Expression scales, these scales seem to reflect aspects of"expressive" intellect. This distinction between controlled and expressive forms of judged intelligence is analogous to that between convergent and divergent forms of tested intelligence. In the remaining six data sets, the partition between scales reflecting each of the two types ofintellect is substantially attenuated. Instead, the first 3 scales of both types, as listed in Table 4 , generally have their largest loadings on a separate factor. Each of the scales listed in Table 4 as being "related" has some distinctive feature. Among the scales related to controlled intellect, Capable-Incompetent sometimes has appreciable loadings on Factor I (Surgency), as well as on Factor III (Conscientiousness). The largest loadings for the scale Skeptical-Gullible are generally negative ones on Factor II (Agreeableness). The two related expressive intellect scales load inconsistently across the data sets. 4
Emotional Stability. In data sets with a restricted range of target likability, Emotional Stability was nearly as large as the others; however, in sets with unrestricted range it was relatively small. In the selection of 57 scales, only 4 were considered a priori to be related to Emotional Stability, and thus these scales by themselves would only produce a small factor. When the Emotional Stability factor becomes relatively large, it picks up variance from scales that are usually related to Factor II (Agreeableness). In cases of restricted range, there are always some such scales with appreciable loadings on Emotional Stability, 4 The scale Witty-Humorless has its largest loadings on Factor II (Agreeableness) with internal data, but on Factors V (Intellect) and I (Surgency) with external data. With the not-liked targets, this scale loads only on Factor I. The scale Independent-Conforming loads on Factor I in the two sets of self-ratings, but on Factor V in the three sets of peer ratings. Only in the two internal data sets did this scale have substantial loadings on both of these factors. Note. To emphasize the circular relations, the larger factor loadings are in boldface. All values are factor loadings with decimals omitted.
but the particular scales are not consistent across the data sets. Indeed, many of the Agreeableness scales are fairly loosely related to each other, and an Emotional Stability factor could pick up some variance from several of them. However, with unrestricted range this does not occur. In explanation, it can be shown mathematically that any restriction of range produces systematic effects on the means, variances, and correlations (e.g., Hills, 1957) . Table 5 presents the means and variances for each subset of scales for each of the targets used in our external analyses. The differences between the liked and not-liked targets are listed in the last column of Thus, Table 5 shows differences that are of average size for the Emotional Stability scales, but quite large for the Factor II subsets, Affiliation and Unassertiveness. As a consequence, with unrestricted range the correlations become substantial among all these latter scales, including those that sometimes load on Factor IV. The result is a consolidation in Factor II of scales that were somewhat loosely related, and Factor IV is reduced to little more than the four a priori scales. At the same time, the sizes of their loadings on the consolidated Factor II are increased.
As an illustration of the effects of restriction of range on the correlations, we compared the average correlations for the separate liked and not-liked targets with those for the pooled liked and not-liked data set. The effect of unrestricted range in the pooled data is to increase the average correlations among the 14 Affiliation and Unassertiveness scales from .29 to .59, but among the 4 Emotional Stability scales only from .32 to .41. At the same time, the average correlation between the two sets of scales increases from .16 to .36. At the factor level, Emotional Stability (Factor IV) is not only reduced in size, but becomes less differentiated from Factor II (Agreeableness). That is, the Emotional Stability scales now load primarily on Factor II, and Factor IV becomes in effect an oblique satellite of Agreeableness.
Values. In internal analyses, there tends to be a Values factor that is small, but larger than Emotional Stability. Three scales (Honest-Dishonest, Moral-Immoral, and Fair-Unfair) have their largest loadings on this factor. A similar factor also appeared in an earlier study of internal data (Peabody, 1984) , where the second smallest rotated factor was defined by such scales as Idealistic-Opportunistic, Moral-Immoral, HonestDishonest, and Fair-Unfair. Thus, a small Values factor has now been replicated in internal analyses. On the other hand, a Values factor did not appear in the external analyses; instead, the relevant scales loaded on Factor II (Agreeableness) and Factor III (Conscientiousness).
Interim Summary
External versus internal judgments. The factors derived from external and internal judgments generally resemble each other. Nevertheless, there are several differences:
I. Internal representations account for higher percentages of the total variance, as would be predicted by any model of cognitive economy.
2. The broad judges show a tendency toward simplification, with the scales related to the small factors becoming relatively undifferentiated from the three large factors.
3. Internal representations include an additional Values factor.
4. In internal analyses, Factor I (Surgency) is limited to Assertiveness, and Factor II (Agreeableness) includes Impulse Expression as well as Affiliation and Unassertiveness. In external analyses, Factor I' shifts to include Impulse Expression as well Note. The response scale ranged from 1 to 9 and has been scored so that 9 is always the desirable pole of the scale. The variances of the pooled liked and not-liked targets have been partitioned into variance due to differences between the two targets and the average variance within each of the two separate targets.
as Assertiveness, and Factor II' shifts in turn toward Unassertiveness.
Restriction of range of target likability. Restricted range
serves to decrease the size of the factors, especially that of Factor II (Agreeableness). Factor II scales become less cohesive, and some of them load on Factor IV (Emotional Stability). With unrestricted range, Factor II becomes larger and more consolidated. At the same time, Factor IV becomes smaller and less differentiated from Factor II.
Comparisons With Previous Findings
In the preceding sections, we examined the results from analyses of seven data sets all based on the same 57 scales. In this section, we consider the findings from the most relevant previous studies, all of which used other selections of variables. We restrict our analyses to studies that have used trait adjectives, in particular those that have included more than 20 variables and have made some attempt at a comprehensive coverage of the trait domain.
Studies Considered in This Section
Tupes and ChristaL Tupes and Christal (1961) reported the findings from their analyses of eight data sets, including two by Cattell, based on the 35 variables of Cattell (1947) or revisions thereof. These findings served to define the Big Five factors. The differences among these eight data sets are small compared with those between them and other findings. Accordingly, we simply consider the average results across their eight data sets.
Norman's 75 categories. Norman classified 1,431 trait adjecfives into 75 categories. Goldberg (1982) included these terms in his inventory of 1,710 trait descriptors; the inventory was administered to 187 college students who rated the self-applicability of each term on an eight-step rating scale. Treating the categories as inventory scales, Goldberg analyzed their structure by using a wide variety of methods of factor extraction and rotation and found a near-invariant set of five factors.
Goldberg's 133 clusters.
Focusing on a smaller set of more common trait adjectives, Goldberg classified 479 terms into 133 near-synonym clusters. Scale scores based on these 133 dusters are available from two samples of self ratings (Sample C and Sample D; Ns = 314 and 187, respectively), a sample of liked peers (Sample A; N = 298), and a data set that included descriptions of liked, neutral, and not-liked peers (Sample B; N = 194). The last sample provides another example of the effects of unrestricted range of target likability.
Peabody's trait-inference study.
In earlier analyses of internal data (Peabody, 1967 (Peabody, , 1984 , judges rated the likelihood of inferences from each of 120 single-trait adjectives to 55 bipolar scales. Each of the 6,600 items was rated by 10-20 judges. The initial selection of variables was aimed primarily at unconfounding evaluative and descriptive aspects of the traits and so emphasized Impulse Control versus Impulse Expression and Assertiveness versus Unassertiveness. To increase representativeness, other variables (e.g., for Affiliation and Conscientiousness) were added later.
Goldberg's 69 scales. Goldberg used a set of 69 bipolar scales (12-15 scales for each of the Big Five factors), both for analyses of self-ratings (N = 95) and for judgments of similarity of meaning. These analyses provide another comparison between the structures derived from external and internal data.
McCrae and Costa. McCrae and Costa (e.g., 1985b ) have proposed a factor of Openness to Experience as Factor V in the Big Five structure. Initially, they used questionnaire statements, with those for Openness added to traditional ones for Neuroticism (Factor IV) and Extraversion (Factor I). In addition, they have used bipolar trait-adjective scales and added variables relating to Factors II and III (Agreeableness and Conscientious, ness). Their studies are distinguished by samples that are large and that consist mainly of nonstudent adults. We considered McCrae and Costa's analyses of self(N = 434) and peer ratings (N = 738) based on 80 bipolar scales (McCrae & Costa, 1985c , 1987 .
Factor Size
The studies we considered all include rotations of five factors, and their findings are reported in Table 6 . An important preliminary finding is that the factors from each of these analyses could be identified as a version of the Big Five. For simplicity, the Values factor is not shown, because it appeared only in internal analyses. We focus first on the percentages of variance across all five factors, listed in the Total column of Table 6 .
In general, the results in Table 6 from the previous data sets are consistent with our findings based on the 57 scales. Internal analyses always produce the largest percentages of total variance accounted for by the five factors. Restriction of range of target likability also has a substantial effect on the total variance; with restricted range the total is always smaller, whether for self-reports (averaging 41%) or for ratings of others (averaging 45%). The total variance is always larger with unrestricted range, averaging 60% for ratings of others. The relative predominance of the larger factors---particularly Factor II (Agreeableness)--over the smaller factors--particularly Factor IV (Emotional Stability)--is small in cases of restricted range, but becomes large with unrestricted range; this is especially true if one takes into account the overrepresentation of Emotional Stability variables in the Tupes and Christal ( 1961) studies. Indeed, the Tupes and Christal results stand out as the most discrepant from all the others in Table 6 . We now try to show that these discrepancies can be attributed to the selection of the 35 variables by Cattell (1947) .
Selection of Variables: The Cattell Set
The Tupes and Christal (1961) results were based on the 35 variables of Cattell (1947) . For the majority of these variables, it is possible to find clear counterparts in our own 57 scales, and these correspondences are presented in Table 7 . For entries in the table that include more than one value, the smaller number stands for the cases of clear counterparts, and the larger number includes cases that are less clear cut.
The number of Cattell (1947) variables (35) is about 60% of the number of scales (57) used in our analyses. If the two selections were comparable, one would expect a similar ratio for each subset of scales. In representing Factors I and II (Surgency and Agreeableness), there is such a ratio, with 14-18 Cattell variables corresponding to 27 of our own. On the same basis, the Cattell variables should include about 7 for the Factor III subsets, about 6 for Intellect and related scales, about I for Culture, and about 2 for Emotional Stability. Instead, the second column of Table 7 shows that the Cattell variables include a drastic underrepresentation of Factor III and Intellect scales and an overrepresentation of scales related to Culture and Emotional Stability. These differences correspond precisely to the most discrepant results from the Tupes and Christal (1961) analyses shown in Table 6 , where the percentages of variance are low for Factor III and high for Factor IV (Emotional Stability) and where Culture is substituted for Intellect as Factor V.
The Three Large Factors
We showed earlier that the three large factors could be rotated to evaluation and two descriptive dimensions, and that the variables associated with these three factors could then be projected onto the two descriptive dimensions in a circular representation. From an aesthetic standpoint, our circle might seem unsatisfying. The distribution of variables is uneven; in particular, there is a large gap at the upper right of the top circle in Figure  1 . It would be easy to fill the gap by ignoring evaluation and using undesirable terms from the right-hand side of the lower circle.
Other circles. This was done in developing the best-known circle, that for interpersonal traits (Leary, 1957) . Such traits were arranged in a circular representation summarized by the two dimensions of dominance-submission and love-hate. In concentrating on interpersonal traits and two factors, the implied hope was that these limitations would produce a compelling structure, and extensive efforts have gone into revisions of this circle (e.g., Kiesler, 1983; Wiggins, 1979 Wiggins, , 1980 . The Interpersonal Circle generally corresponds to Factors I and II (Surgency and Agreeableness), omitting Factor III (Conscientiousness) from our circle. The love half of the Interpersonal Circle corresponds to the desirable terms on the left-hand side of the upper circle in Figure 1 ; the hate half switcbes to their unfavorable opposites on the right-hand side of the lower circle.
For purposes of comparison, it would be useful to have other representations that might correspond to the two types of circles. The most influential attempt at a comprehensive coverage of personality characteristics is the classification of needs by Murray et al. (I 938) , and it has repeatedly served as a source of personality measures (Goldberg, 1971) . Stern (1970) provided some evidence regarding the factor structure of these variables. Wiggins (1979, p. 410) rightly called this work "strangely neglected" and pointed out that Stern found a circular arrangement of the scales he developed to measure 30 of the Murray • This is the scale Refined-Unrefined, which was classified in the Impulse Control subset because in our analyses it loaded primarily on Factor IlL needs. In contrast to the Interpersonal Circle, Stern included measures relevant to achievement and thus to Factor III (Conscientiousness). His analyses proceeded from 12 oblique factors to 3 second-order factors, of which the first--a general factor--was set aside. The other 2 factors were then used to plot a circular representation. This last procedure resembles our ownmvery closely so, if one can assume that evaluation is included in Stem's general factor. Stern compared the Interpersonal Circle with his own (Stern, 1970, p. 63; reproduced in Wiggins, 1973, p. 486) , and he expressed some optimism that the representations were similar. However, the similarity applies only to the parts of the circles that correspond to the left-hand side of the upper circle in our Figure 1 . In the Interpersonal Circle, the other half includes traits describing an undesirable lack of Atfiliation (hate), whereas in Stem's circle it includes desirable variables related to Factor III (Conscientiousness), including scales such as Achievement, Practicalness, Order, and Deliberation. Thus, Stem's circle resembles our own, not the Interpersonal Circle.
Factors I and II: Alternative versions.
In most previous analyses of external judgments, the locations of Factor I (Surgency) and Factor II (Agreeableness) are located near the I' and II' positions in Figure 1 . However, the locations of these factors can be shifted by the selection of variables. Suppose, for example, that one followed the policy of Norman (1963) and selected only variables that load most univocally on each factor, while discarding the rest. Using the findings presented in Table 2 , one might select Warm-Cold and Flexible-Inflexible for Factor II (Agreeableness) and discard Sociable-Unsociable and Talkative-Silent, which are split between Factors I and II. Using the alternative I' and II' positions, however, Norman (1963) selected the counterparts of the latter two scales to represent Factor I' and discarded the former as being split between Factors I' and II'. In either case, one would not discover alternative locations for these factors, because variables located in the interstitial positions are no longer included in the variable set. (For example, using Norman's selection of variables, one could not show that these factors tend to be located near the I and II positions in internal analyses.)
Factor V
Among the five factors found in all of our data sets was one we interpreted as Intellect. Two alternatives now need to be considered, namely that Factor V should instead be interpreted as (a) Culture or (b) Openness to Experience.
Culture. The Culture interpretation was a historical accident. At the penultimate stage, Cattell (1946) still included variables related to rated intelligence, and these served to define the second largest factor. However, Cattell (1947)--following the debatable assumption that rated traits and tested traits are the same--then omitted these variables and substituted an actual intelligence test. When this test was omitted from the other studies considered by Tupes and Christal (1961) , some of the remaining 35 variables provided the basis for a factor that they called Culture. Culture would seem to be a reasonable interpretation for two of these variables (cultured vs. boorish; polished vs. crude) and possibly for a third (aesthetically fastidious vs. lacking artistic feeling). A fourth variable (imaginative vs. logical) is different; it represents the contrast within intelligence between expressive and controlled aspects of that concept. When traits related to intelligence have been reintroduced in the other studies summarized in Table 6 , Factor V is more strongly related to Intellect than to Culture. Indeed, the variables related to Culture generally load more highly on Factor III (Conscientiousness) than on Factor V, and hence one cannot assume that Intellect and Culture are the same factor. On the other hand, as demonstrated by McCrae and Costa (1985e) , one cannot assume that rated and tested indexes of intelligence will define the same factor.
Openness to Experience. We now turn to the proposal by McCrae and Costa (1985b) that Factor V is Openness to Experience. What are the conditions necessary for interpreting a factor as Openness? Expressive intelligence seems to be a central part of the construct as defined by McCrae and Costa, who tend to select variables to represent expressive but not controlled aspects of intelligence. However, both types of variable must be adequately represented in order to test one condition for an Openness factor: These two types of variables should have their largest loadings on separate factors and not on the same (Intellect) factor. This condition was not met in most of the studies summarized in Table 6 , where in 14 out of 16 relevant cases the largest loadings of the variables relating to both controlled and expressive aspects of intelligence tended to be on the same factor. A case in point is the peer-rating study of McCrae and Costa (1987) , where scales for openness and for controlled intelligence loaded on the same factor.
Findings that do meet this condition are of two kinds: (a) some analyses of internal data and (b) external data based on older adults. In both cases, the key may be that the scales related to controlled intelligence load primarily on Factor III (Conscientiousness). In McCrae and Costa's (1985e) analyses of selfratings, most of the openness variables loaded primarily on Factor V, whereas the scales measuring controlled intelligence generally had smaller loadings on this factor than on Factor III. Thus, only one of McCrae and Costa's two studies meets this condition for an Openness factor. 5
Factor IV (Emotional Stability)
In the English lexicon, relatively few trait adjectives are directly related to Emotional Stability--indeed, only 4 of the 57 scales selected as representative of common trait terms. These 4 a priori Emotional Stability scales by themselves would produce only a small factor. On the other hand, many of the previous studies included a larger representation of Emotional Stability scales. However, these scales are not always defined by common trait adjectives; thus, the rationale for representing personality characteristics in this way is abandoned. For example, the 35 Cattell variables include 6 for Emotional Stability; 5 Perhaps openness is more applicable to the older adults studied by McCrae and Costa (1985b) than to college students, who may not differ as much in this respect. Specifically, the watershed changes in our society in the late 1960s may have served to separate the generation who were already adults into those more and those less open to these changes in a way that would not present the same challenge to the students who came afterwards.
however, these include neurotic versus not so and hypochondriacal versus not so, which are hardly common trait adjectives.
The findings in Table 6 from previous studies with restricted range are generally consistent with our own; the Emotional Stability factor is nearly as large as the other four. The relatively smaller size of Factor IV in previous studies with unrestricted range is also consistent with our own findings if one takes into account the overrepresentation of Emotional Stability scales in the Tupes and Christal ( 1961) studies. To ensure that the Emotional Stability factor would be large in analyses based on unrestricted range, one would have to include more variables, in which case the selection of variables would have to be based on some rationale other than that of trait representativeness. For example, one might include terms describing temporary states.
Some Implications of Our Findings
Utility of a Standard Representation
A comprehensive structure of personality characteristics provides an appropriate context for the interpretation of any more limited subset. The simplest case involves the interpretation of a single factor, such as Factor V. This factor may be interpreted as Culture if no variables relating to either expressive or controlled aspects of intelligence are represented. Alternatively, the factor may be interpreted as Openness if the variables relating to intelligence tap primarily the expressive aspects of that concept. However, if variables related to both aspects are included, it is harder to escape an interpretation of the factor as Intellect or its equivalent.
More complex cases involve two or more factors. We have discussed the Interpersonal Circle, which is based on Factors I and II (Surgency and Agreeableness) and therefore omits Factors III, IV, and V (Conscientiousness, Emotional Stability, and Intellect). Another example is the factor representation popularized by Eysenck, which initially included only Neuroticism and Extraversion (e.g., Eysenck & Eysenck, 1969) . Neuroticism corresponds to Emotional Stability (Factor IV), labeled in the reverse direction. Extraversion could correspond to a descriptive dimension unconfounded with evaluation, running between the upper left (Impulse Expression) and the lower right (Impulse Control) in either or both of the circles in Figure 1 . Typically, however, the factor is confounded with evaluation, contrasting favorable Extraversion with unfavorable Introversion, and so is another label for Factor I'. In more recent versions of Eysenck's model, Extraversion and Neuroticism have been joined by a third factor, called Psycboticism (e.g., Eysenck, 1978) . Psychoticism could correspond to Factors II, III, or V or to any combination of these factors. Indeed, one recent analysis of this factor in the context of the Big Five representation suggests that it combines the undesirable poles of Factors II and III (McCrae & Costa, 1985a) .
Recently, another use of Factors I' and IV has been introduced by Tellegen and his colleagues for the domain of moodrelated terms (Tellegen, 1985; Watson & Tellegen, 1985) . Tellegen proposed that the relations among these terms can be summarized by two factors, which he calls Positive Emotionality and Negative Emotionality. Positive Emotionality contrasts such terms as active, energetic, enthusiastic, and alert (Factor I'+) with those such as quiet, sluggish, dull, and glum (Factor r-) . Negative Emotionality contrasts such unstable states as distressed, fearful, jitter£, and nervous (Factor IV-) with stable states such as calm, placid, and relaxed (Factor IV+ ) . From our perspective, the two factors that summarize the relations among mood terms seem to be easily assimilated within the five-factor structure of traits.
The advantages of some standard or canonical representation should now be apparent: It provides a context for the integration of findings from studies that include more limited sets of variables. Moreover, by representing a comprehensive collection of variables in terms of their conceptual similarities and differences, it permits investigators to accrue both convergent and discriminative evidence for the validation of their measures. Given the desirability of some structural representation, what are the relative advantages of a particular type?
Role of Evaluation in Personality Factors
All of the Big Five factors are confounded with evaluation. In the structural model displayed in Figure 1 , the three largest of the varimax factors have been transformed into a purely evaluative dimension and two descriptive dimensions. Each of these two types of representations can be expected to have some advantages. We can see two advantages for the evaluation-transformed factors, one practical and the other theoretical. The practical case rests on the usefulness of expressing the relations among three factors within two dimensions. We have shown that the variables associated with the three largest varimax factors are systematically related and that these relations can be captured in a circular representation. However, it is difficult to display a pattern of relations involving three factors in the same figure. Yet when evaluation is set aside as a general dimension, the remaining relations among the three factors can be conveniently represented in two descriptive dimensions.
At the theoretical level, the explicit separation of evaluation from the descriptive factors provides a conceptual clarity that is missing in the varimax factors, which confound evaluative and descriptive aspects. Indeed, when two or more varimax factors form the basis of a representation, the conceptual ambiguity may be compounded; for example, because the love-hate dimension of the Interpersonal Circle is so highly related to evaluation, the circle is divided quite sharply into favorable and unfavorable halves. Moreover, by making evaluation explicit it becomes possible to test those theories that emphasize the importance of evaluation in the human judgment process, for example, theories of person perception, which are sometimes formulated exclusively in terms of evaluation.
Similarities and Differences in Factor Structures
The analyses presented in this article illustrate an application of the experimental method to an arena in which it has not traditionally been used. Factor structures have generally been interpreted rather uncritically. In comparing the findings from different analyses, it is often assumed that factors given similar labels are similar and that factors given different labels are different. Indeed, in the literature differences in factor size and content are rarely mentioned, much less emphasized, and to our knowledge no one has studied the variables that influence them. In contrast, we were able to account for personality factors on the basis of such influences as external versus internal judgments and restricted versus unrestricted range of target likability.
In addition to the independent variables we have studied, there are others that may also affect the size or content of personality factors. For example, in our external analyses we have not studied the effects of such variables as length of acquaintanee, closeness of relationship, or role in the relationship. Moreover, in our analyses of internal data we have not distinguished between judgments of semantic similarity or trait inferences. Furthermore, we did not control for differences in methods of factor extraction (e.g., component vs. factor models) or in the particular rotational procedures that were used. 6 Although we doubt that the effects of such procedures will turn out to be as strong or as pervasive as those of the influences we have analyzed here, analyses of such variables provide an agenda for future studies of this type.
Overview and Conclusions
We began this article with a brief history of the lexical approach to personality-trait structure, including the rationale for analyzing the natural language of personality. We described the seminal contributions of Allport and Odbert (1936), Cattell (1947) , Tupes and Christal (i961), and Norman (1963) leading to what has now come to be called the Big Five representation of personality traits. Although there has been a gradual convergence in views among investigators of personality structure about the number of orthogonal factors necessary to account for the interrelations among most English trait-descriptive terms, there appears to be less agreement about the exact nature of these five broad domains. Some of the apparent disagreement may be merely terminological, in which case one should expect increased consensus as investigators converge on a common scientific vocabulary. On the other hand, some of the disagreement may arise from variations in the factor structures that have been obtained in different investigations.
The major purpose of the present article was to begin the scientific analysis of these differences so as to understand why they occur, thus enabling investigators to predict or control their occurrence in future studies. Metaphorically, one can view the Big Five representation, like a piece of classical music, as having a theme and variations on that theme. We seek to understand the principles underlying the variations that are found in the scientific literature on structural representations of personality traits.
In the present article, we have focused on three major influences on factor structures; we viewed them as three independent variables in this new type of experimental psychometrics. We make the implicit assumption that these are among the most powerful influences, if not the most powerful ones. This assumption is based on years of study of these and other potential influences, ones that have not turned out to produce effects as strong or as consistent as the three under study here.
Our first independent variable is quite generally recognized as being important in determining the size and nature of factors, namely the selection of variables. Without enough vailables with similar features included in the analysis, no factor reflecting their covariations can be obtained. In addition, when only a narrow range of variables are included as representatives of a broad domain, the factor representing those variables will inevitably reflect their peculiar features; moreover, because of the constraints of orthogonality imposed by typical rotational criteria, the locations of other factors can change as well. To control for this independent variable in our own analyses, we always included the same set of 57 bipolar scales, a set designed to be at least approximately representative of common English trait-descriptive adjectives.
Moreover, when we compared our findings with those from previous studies, we analyzed the correspondence between the variables that had been previously selected and those in our own representative set. We were able to show that the overrepresentation of variables associated with psychopathology in the set of variables devised by Cattell (1947) and later analyzed by Tupes and Christal (1961) , Norman (1963) , and others led to the increased variance of Factor IV (Emotional Stability) in their studies as compared with our own. Of more theoretical importance, we showed how the selection of variables can determine the interpretation of Factor V, which we have labeled Intellect: If all variables representing both expressive and controlled aspects of intelligence are excluded from the analyses (as they were in the Cattell set), then one might obtain a factor that can be labeled Culture. On the other hand, if primarily expressive aspects ofinteUigence are included, then one might obtain a factor that can be labeled Openness.
Whereas the selection of variables has long been recognized as being important in determining the size and location of factors, the effects of our two other independent variables have received relatively little attention. The first of these involves the kind of data used to assess covariations among the variables under study. If these relations are assessed through the judgments of native speakers rating the semantic similarity among the trait terms, the resulting factor structures are called internal representations. On the other hand, if the relations are assessed through the intercorrelations of the terms when they are used to describe oneself or others, the resulting structures are called external representations.
Contrary to the implicit assumption of the systematic distortion hypothesis, we have found some important differences in the factor structures derived from internal and external judgments. The total variance associated with factors derived from In all of our analyses, we have compared the structures produced by different procedures for factor extraction and rotation, and we typically compared rotations of five, six, and seven factors. For example, in our analyses of Norman's 75 categories we systematically compared five methods of factor extraction (principal-components, principal-factors, alpha, image, and maximum-likelihood factoring), each rotated orthogonally (varimax) and obliquely (oblimin). When averaged across the corresponding factors in each pair of analyses, the mean correlation of the factor scores between the orthogonal and oblique rotational procedures (holding constant the method of factor extraction) ranged from .991 to .995, and the mean intercorrelations among the five methods of extraction (holding constant the procedure for rotation) ranged from .950 to .996. In all of our analyses, we have never discovered any influences on factor representations that produce effects as substantial or as consistent as those reported in this article.
internal data is much greater than that derived from external data. Whereas each of the Big Five factors derived from external analyses of a representative selection of variables tend to be roughly equal in size, those derived from internal data include three quite large factors and three of much smaller size. (The sixth factor found solely in internal data includes variables related to Values, such as honest--dishonest.) In general, then, internal representations are both more simple and more schematic than those derived from external data. We explain these differences on the basis of the cognitive economy associated with judgments of semantic or conceptual relations.
As our final independent variable, we studied the degree to which the targets in external analyses are similarly evaluated by the judges. When the range of target liking is restricted to, say, descriptions of oneself or one's friends, then each of the resulting factors tends to be of equal size, and the factors tend to be clearly differentiated from each other. In analyses of evaluatively heterogeneous targets, the factors change their size (and to some extent their locations) as a function of their evaluative implications. For example, when both liked and disliked targets are analyzed together, the variance associated with Factor II (Agreeableness) tends to be much larger than in analyses of either kind of target alone.
Whereas it is relatively easy to convey information about the size of factors, it is considerably more difficult to describe their content, unless the reader can see their locations in multidimensional space. If that space is restricted to only two dimensions, the relations among variables are relatively easily displayed in a figure, and therein lies one of the major attractions of circumplex models. However, we have consistently found that the variables associated with Factor I (Surgency), Factor II (Agreeableness), and Factor III (Conscientiousness) are distributed rather uniformly throughout that three-dimensional space, rather than being concentrated in tight clusters. Unfortunately, it is difficult to display such a pattern in a single figure. On the other hand, these three factors can be deliberately rotated to general Evaluation and two descriptive dimensions (assertiveness and tight vs. loose impulse expressiveness), after which the two descriptive dimensions can easily be displayed in two-dimensional space. We make much use of this model, both in displaying the findings from our own analyses and in integrating the findings from previous investigations. Moreover, we argue that this factor structure may be particularly useful in integrating findings from studies of person perception, many of which are analyzed solely in terms of general Evaluation. In any case, we argue for the necessity of some standard structural representation, so as to be able to specify the ways that one pattern of findings is similar to and differs from another pattern. Only through analyses of such themes and variations within a common framework will we achieve our taxonomic goal, namely the development of a compelling structure of personality traits.
Summary
We investigated three determinants of the factor structures of personality traits. The most important is the selection of variables, which was controlled by including the same set of 57 representative variables in analyses of seven data sets. Variants of the Big Five factors were always found. The factor similarities were particularly strong for the three largest factors, traditionally called Agreeableness (Factor II), Conscientiousness (Factor III), and Sur~ncy (Factor I). These three factors were transformed into general evaluation and two descriptive dimensions, assertive versus unassertive and tight versus loose; these latter dimensions were used to show circular relations among the variables. A second determinant involves the use of external judgments about actual people or internal judgments about the conceptual relations among traits. The factor structures based on the two types of judgments are generally similar, but those based on internal judgments tend to be simpler. For example, with internal judgments the smaller factorsmsuch as Intellect (Factor V) and Emotional Stability (Factor IV)--are not so dearly differentiated from the three large factors. The third determinant involves the degree of restriction of the sample to evaluatively homogeneous targets, such as oneself and one's friends. Such restriction of range reduces the size of all factors, but especially that of Factor II (Agreeableness). The findings were compared with those from previous studies, and it was shown that those findings are easily integrated within this framework.
