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OPTIMAL REGULARITY FOR THE NO-SIGN OBSTACLE
PROBLEM
JOHN ANDERSSON, ERIK LINDGREN AND HENRIK SHAHGHOLIAN
Abstract. In this paper we prove the optimal C1,1(B 1
2
)-regularity for a gen-
eral obstacle type problem
∆u = fχ{u 6=0} in B1,
under the assumption that f ∗ N is C1,1(B1), where N is the Newtonian
potential. This is the weakest assumption for which one can hope to get C1,1-
regularity. As a by-product of the C1,1-regularity we are able to prove that,
under a standard thickness assumption on the zero set close to a free boundary
point x0, the free boundary is locally a C1-graph close to x0, provided f is
Dini. This completely settles the question of the optimal regularity of this
problem, that has been under much attention during the last two decades.
1. Introduction
Our purpose in this paper is two-fold. First to introduce a robust technique
inspired by J. Andersson, H. Shahgholian and G. S. Weiss in [1], to handle regularity
questions for free boundary problems in general. Second, we want to apply the
technique to resolve the regularity issue for the so-called no-sign obstacle problem,
with the weakest possible assumptions on the right hand side.
We say that u solves the no-sign obstacle type problem if for given f such that
f ∗N ∈ C1,1(B1), where N is the Newtonian potential, and for a reasonable smooth
g
(1)
{
∆u = fχ{u6=0} in B1,
u = g on ∂B1,
in a suitable weak sense, where χA is the characteristic function of the set A defined
as
χA(x) =
{
1 if x ∈ A,
0 if x /∈ A,
and where Br = {x : |x| < r}. Since we are interested in the local regularity of u,
the behavior of g is not essential for our purposes. It is noteworthy that equation
(1) is not different from the standard way of writing
∆u = χΩ, u = ∇u = 0 in Ω
c.
We have chosen this way of writing, just for simplicity, of exposition.
H. Shahgholian has been partially supported by the Swedish Research Council. This research
was carried out during the program Free boundaries at MSRI, Spring 2011, with support from
NSF, Simons Foundation, and Viterbi Foundation.
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It is clear that a solution to (1) is in general never better than C1,1, even if
f ∈ C∞(B1). This follows from the fact that ∆u is, in general, discontinuous
across the free boundary Γ = ∂(interior{u 6= 0} ∩B1).
This problem has been given a great deal of attention in the last two decades,
after the seminal work of Sakai in [10], where he completely resolves the case f = 1
in two dimensions. Until now the regularity of the solution when f is allowed to
be merely Dini continuous (see Definition 1) has been an open problem. The main
contribution of the paper is that we prove that the solution is indeed C1,1 even
under this weak assumption and that, under the standard thickness assumption on
the zero set, the free boundary is locally a C1-graph.
If f ∈ Lp(B1) for p <∞ then we cannot hope to get better regularity thanW
2,p,
which follows from standard Calderon-Zygmund theory (see Theorem 3 below).
Moreover, when f ∈ L∞(B1) then fχ{u6=0} ∈ L
∞(B1) so that Calderon-Zygmund
theory implies that u ∈ C1,α(B1/2) ∩W
2,p(B1/2) for all α < 1 and p <∞, but not
for α = 1. Hence, it is clear that f ∈ L∞(B1) or even f continuous is not strong
enough to assure the C1,1-regularity. The weakest possible assumption is clearly
to ask the existence of v ∈ C1,1(B1) so that ∆v = f . It is under this hypothesis
(slightly weaker than the Dini condition), that we prove the C1,1-regularity for the
solution u of (1).
1.1. Known result. If one assumes that the solution u is non-negative then it is
classical that u ∈ C1,1(B1/2) if f ∈ C
Dini , see for instance [2] and [3]. Moreover,
in [2] I. Blank proves that under a certain thickness assumption (see Theorem 2),
the free boundary is a C1-graph. That a function is CDini is defined as follows.
Definition 1. We say that f is Dini continuous, f ∈ CDini(B1), if there exist
a modulus of continuity (continuous and monotone non-negative function on [0, 1)
that takes the value 0 at the origin) σ such that
|f(x)− f(y)| ≤ σ(|x − y|),
for all x, y ∈ B1 and ∫ 1/2
0
σ(r)
r
dr <∞.
For the no-sign case and f = 1, it was proven by L.A. Caffarelli, L. Karp and H.
Shahgholian in [4], that solutions to (1) are indeed C1,1 and that the free boundary
is a C1-graph close to free boundary points where the set {u = 0} is thick enough.
This was later extended by H. Shahgholian to cover the case when f ∈ C0,1, see
[11]. The arguments in both [4] and [11] are based on monotonicity formulas. These
monotonicity formulas are probably optimal, in the sense that they cannot cover
any weaker assumption on f , and it may therefore be difficult to improve on the
regularity result in [11] by using the same methods.
The best regularity result for the no sign obstacle problem is due to A. Petrosyan
and H. Shahgholian [9], where they deduce C1,1 regularity of u and the C1 regularity
of the free boundary, under a thickness assumption of the set {u = 0} (slightly
stronger than the one in Theorem 2) when f satisfies a double Dini condition: that
the modulus of continuity σ of f satisfies∫ 1/2
0
σ(s) ln(1/s)
s
ds <∞.
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In this article we will show the optimal regularity of solutions to the obstacle prob-
lem without any assumption on the sign nor do we need any a priori information
on the set where u = 0. Our main result is stated in the theorem below.
Theorem 1 (C1,1-regularity). Let u be a solution to (1) and assume furthermore
that f = ∆v where v ∈ C1,1(B1) and that g ∈ C(∂B1). Then u ∈ C
1,1(B1/2) and
‖D2u‖L∞(B1/2) ≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
where C depends on the dimension.
It is easy to see that if f ∈ CDini(B1) then our assumptions are satisfied. Apply-
ing standard methods we obtain as a direct corollary the following regularity result
on the free boundary which matches the result known for the case f = 1 in [4].
Theorem 2 (Regularity of the free boundary). Let u be a solution to (1) and
assume in addition that f ∈ CDini(B1) and f(0) = 1. Then there is a modulus of
continuity σ and r0 > 0 such that if
MD({u = 0} ∩Br)
r
> σ(r),
for some r < r0 then for some ρ > 0, ∂(interior{u 6= 0} ∩Bρ) is a C
1-graph. Here
MD stands for the minimal diameter.
Remark 1. In fact, all the arguments used to prove Theorem 1 work perfectly fine
also for the case
∆u = fχ{|∇u|6=0}.
The only place where one needs to be careful is in the proof of Proposition 1, where
we claim that D2u = 0 a.e. in the set {u = 0}. But clearly, we also have D2u = 0
a.e. in the set {|∇u| = 0}. Moreover, Theorem 2 also remains true in this case,
under the stronger assumption that
lim inf
x→0
r→0
MD({u = 0} ∩Br(x))
r
> 0.
Since this quantity is stable with respect to perturbations, there is no longer any
need of a Weiss type monotonicity formula. Therefore, one can, with arguments
similar to those in the proof of Theorem 2, prove that the solution must be non-
negative in a small neighborhood of the origin. Then the problem reduces to the
obstacle problem and the regularity result in [2] applies.
Remark 2. There is nothing in these methods that restricts us to consider the
Laplace equation and we believe that we could derive Theorem 1 for more general
linear operators. In particular we could consider
(2) Lu ≡ ∂j
(
aij(x)∂iu
)
= f(x)χ{u6=0}
for aij ∈ CDini satisfying standard ellipticity conditions and f as in Theorem 1.
In [8] estimates for the Green’s potential for (2) are derived and in [5] BMO esti-
mates for general kernels are proved. In [5] the BMO estimates are proved only for
Ho¨lder kernels. Also, one would need to slightly refine the analysis in [8] in order
to directly apply the Calderon-Zygmund theory as developed in [5]. It would take
us too far afield to reprove the results in [8] and [5] in a form useful for our pur-
poses. And for the sake of brevity and simplicity we have not attempted to pursue
the greater generality. We believe, however, that such an extension of the theory is
quite standard.
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1.2. Notation and assumptions. Throughout the whole paper we will by Br(x0)
denote the ball of radius r centered at the point x0, and when there is no possible
confusion we will write Br(0) = Br. Furthermore, we will use the notation Ω =
Ω(u) = {u 6= 0} ∩ B1, for the free boundary Γ = Γ(u) = ∂(Ω(u)
◦). We also
define the set Λ = {u = 0} ∩B1. The BMO space is defined in Section 2 and the
function S(u, r, x0) and the polynomial pu,r,x0 are defined in Definition 3. It is also
convenient to introduce the notation
λr =
|Λ ∩Br|
|Br|
,
and
δ(u, r) =
MD(Λ ∩Br)
r
,
since these quantities, as in many other free boundary problems, plays a central role.
Finally, in the whole of this paper we will work under the following assumption:
Assumption 1. In all of this paper, as in Theorem 1, f will be a function such
that there is v ∈ C1,1(B1) with f = ∆v, in the weak sense.
As mentioned earlier, the assumption is fullfilled if for instance f ∈ CDini(B1)
(see Theorem 4.6 on page 60 and Problem 4.2 on page 70 in [7]).
We will also be somewhat sloppy with dimensional constants and we will in
general denote all constants depending only on the dimension by C. At times we
will indicate the dependence on another parameter and write Cp,n. We will also on
occasion put a marker C0, C1 etc. on a constant in order to clarify some points,
but the same constant may appear later in the paper without the subscript.
2. Discussion and background
Before we informally describe our main result let us recall the definition of BMO
spaces and state the Calderon-Zygmund estimates for the Laplace equation.
Definition 2. We say that a function f ∈ L2(Ω) is in BMO(Ω) if
‖f‖2BMO(Ω) ≡ sup
x∈Ω,r>0
1
rn
∫
Br(x)∩Ω
|f(y)− (f)r,x|
2 + ‖f‖2L2(Ω) <∞,
where (f)r,x is the average of f in Br(x) ∩Ω.
Next we state the Calderon-Zygmund estimates, for a proof see Theorem 9.11
on page 235 in [7] and 6.3a on page 178 in [12].
Theorem 3. Let ∆w = f in BR.
(1) If f ∈ Lp(BR) for 1 < p <∞ then
‖D2w‖Lp(BR/2) < Cp,n
(
‖f‖Lp(BR) + ‖w‖L1(BR)
)
.
(2) If f ∈ L∞(BR) then
‖D2w‖BMO(BR/2) < C∞,n
(
‖f‖L∞(BR) + ‖w‖L1(BR)
)
.
Here the constants depend only on p and the space dimension.
Our main idea is to exploit the limiting case in the Calderon-Zygmund theory.
Since |∆u| ≤ C we know from 2 in Theorem 3, that if u /∈ C1,1 then the singularity
of u comes from the average of the second derivatives. If (D2u)r,x0 would be
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bounded then part 2 in Theorem 3 implies that the second derivatives of u are
bounded, at least heuristically.
We also know that u = 0, and thus D2u = 0, on some open set close to the
free boundary. This implies that if u is not C1,1 then u(x)− x · (D2u)r,0 · x has to
be very large on the zero set of u close to a singular point. But the Laplacian of
u(x) − x · (D2u)r,0 · x − v will be bounded in L
2 by Theorem 3, if v ∈ C1,1. This
L2 bound will result in an L∞ bound on (D2u)r,0. The details are spelled out in
the next sections.
3. Preliminaries
In this section we have gathered most of the technical lemmas needed in order
to prove the main theorem. Most material in this section is fairly trivial, although
somewhat technical. The main idea and the heart of the paper is Proposition 1 in
Section 5 - the rest is no more than trivial supporting technicalities.
Definition 3. Let Π(u, r, x0) be the projection of u into the space of homogeneous
harmonic polynomials in Br(x
0). In other words∫
Br(x0)
∣∣D2u(x)−D2Π(u, r, x0)∣∣∣2 = inf
p∈P2
∫
Br(x0)
∣∣D2u(x)−D2p(x)∣∣2,
where P2 is the space of homogeneous harmonic polynomials of second order and∣∣D2p∣∣2 =∑
i,j
∣∣D2i,jp∣∣2.
Moreover, we will use the notation
Π(u, r, x0) = S(u, r, x0)pu,r,x0(x),
where pu,r,x0(x) is a second order homogeneous harmonic polynomial such that
‖D2pu,r,x0‖L∞(B1) = sup
B1
|D2pu,r,x0 | = 1,
and S(u, r, x0) ∈ R+.
The following properties hold true for the projection.
Lemma 1. Let u be as in Theorem 1. Then
(1) Π(u, r, x0) is well defined,
(2) Π(·, r, x0) is linear,
(3) if h is harmonic in BR(x
0) and s, r < R then Π(h, r, x0) = Π(h, s, x0),
(4) ‖Π(u, r, x0)‖L2(B1) ≤ C‖D
2u‖L2(B1) for r ∈ [
1
2 , 1],
(5) ‖Π(u, r, x0)‖L∞(B1) ≤ C‖D
2u‖L∞(B1) for all r ∈ (0, 1).
In the above, C is a constant depending on the dimension.
Proof. Properties 1-3 are contained in Lemma 4.3 in [1]. The last two properties
are consequences of the Poincare´ inequality. 
Lemma 2. Let u ∈ W 1,2(B1) be a solution to (1). Then for every x
0 ∈ Γ ∩ B1/2
and r < 14 , the following inequality holds∥∥∥D2(u(rx + x0)
r2
−Π(u, r, x0)
)∥∥∥
L2(B1)
≤ C
(
‖u‖L1(B1) + ‖∆u‖L∞(B1)
)
,
where C depends on the dimension.
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Proof. From the second part in Theorem 3 it follows that
(3)
∥∥D2u− (D2u)r,x0‖L2(Br(x0)) ≤ C(‖u‖L1(B1) + ‖∆u‖L∞(B1))rn/2.
We also observe that
−
∫
Br(x0)
D2u = −
∫
Br(x0)
((
D2u−
∆u
n
I
)
+
∆u
n
I
)
=M(x0, r) +−
∫
Br(x0)
∆u
n
I,
where M(x0, r) is a constant matrix with zero trace and I the identity matrix.
Thus, if
qx0,r =
1
2
xTM(x0, r)x,
then
D2qx0,r =M(x
0, r).
It follows that
(D2u)r,x0 = −
∫
Br(x0)
D2u = D2qx0,r +−
∫
Br(x0)
∆u
n
I.
Hence,∥∥∥D2u−D2qx0,r∥∥∥
L2(Br(x0))
≤
∥∥∥D2u−−∫
Br(x0)
D2u
∥∥∥
L2(Br(x0))
+
∥∥∥∆u
n
I
∥∥∥
L2(Br(x0))
.
From this, the definition of Π and rescaling (3), the lemma follows. 
Lemma 3. Let u ∈W 1,2(B1) be a solution to (1) and f ∈ L
∞(B1). If x
0 ∈ Γ∩B1/2
and r < 14 then there holds∥∥Π(u, r, 0))−Π(v, r, 0)−Π(u, r/2, 0) + Π(v, r/2, 0)∥∥
L∞(B1)
≤ C‖f‖L∞(B1)λ
1
2
r ,
where C depends only on n.
Proof. Without loss of generality we may assume x0 = 0 and r = 1. Moreover, we
may assume that v(0) = |∇v(0)| = Π(v, 1, 0) = 0, if not then u solves the same
problem with v(x)−∇v · x−Π(v, 1, 0) in place of v. It is noteworthy that we only
pay attention to what ∆v is, so the linear part of v does not matter. We write
u(x) = v(x) + g(x) + Π(u, 1, 0)
where g solves
∆g = −f(x)χΛ∩B1 .
Then, by properties 2-3 in Lemma 1
(4) Π(u, 1/2, 0) = Π(v, 1/2, 0) + Π(g, 1/2, 0) + Π(u, 1, 0).
We need to estimate Π(g, 1/2, 0). To this end we write g = g˜ + h where ∆h = 0
and g˜ is defined by the Newtonian potential
g˜(x) =
−1
n(n− 2)ωn
∫
Rn
fχΛ∩B1(y)
|x− y|n−2
dy,
where ωn is the area of the n-dimensional sphere. Notice that
Π(g˜, 1, 0) = −Π(h, 1, 0),
since Π(v, 1, 0) = 0. Moreover, Π(h, 1/2, 0) = Π(h, 1, 0) since h is harmonic. In
particular
(5) Π(g, 1/2, 0) = Π(h, 1/2, 0) + Π(g˜, 1/2, 0) = −Π(g˜, 1, 0) + Π(g˜, 1/2, 0).
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But Calderon-Zygmund theory together with property 4 in Lemma 1 imply that
for t ∈ [1/2, 1]
‖Π(g˜, t, 0)‖L2(B1) ≤ C2‖fχΛ‖L2(B1),
so for t ∈ [1/2, 1] we have
(6) ‖Π(g˜, t, 0)‖L∞ ≤ C‖fχΛ‖L2(B1) ≤ C‖f‖L∞(B1)λ
1
2
1 .
In particular, (6) holds for t = 12 and t = 1. Using this, (4), (5) and that Π(v, 1, 0) =
0, we conclude∥∥Π(u, 1, 0)−Π(v, 1, 0)−Π(u, 1/2, 0) + Π(v, 1/2, 0)∥∥
L∞(B1)
≤ C‖f‖L∞(B1)λ
1
2
1 .
This ends the proof of the lemma. 
4. S bounded implies C1,1
In this section we describe through somewhat standard arguments that if S(u, r, x)
(the coefficients in front of the projection in Definition 3) is uniformly bounded then
we obtain C1,1-regularity. The first lemma says that quadratic growth away from
the zero set implies C1,1-regularity.
Lemma 4. Let u ∈W 1,2(B1) be a solution to (1). Suppose that for all y ∈ Γ∩B1/2
and r ∈ (0, 1/4), the following estimate holds
(7) sup
Br(y)
|u| ≤ C0r
2.
Then
‖D2u‖L∞(B 1
2
) ≤ C
(
C0 + ‖D
2v‖L∞(B1) + ‖u‖L1(B1)
)
,
where C depends only on n.
Proof. Let us first recall that for any harmonic function w there holds (cf Theorem
7 on page 29 in [6]):
(8) ‖D2w‖L∞(Br) ≤
C
rn+2
‖w‖L1(B2r) ≤
C
r2
‖w‖L∞(B2r),
where C depends on the dimension.
Let now x0 ∈ B1/2 and r = inf
(
1/4, dist(x0,Γ)
)
. If r = 1/4 then u − v is
harmonic in B1/4(x
0) and thus from (8) we can deduce
‖D2(u(x)− v(x))‖L∞(B1/8(x0))
≤ Cn
∥∥u(x) + v(x) −∇v(x0) · (x− x0)− v(x0)∥∥
L1(B1/4(x0))
(9)
≤ Cn
(
‖u‖L1(B1) +
∥∥v(x) −∇v(x0) · (x− x0)− v(x0)∥∥
L1(B1)
)
.
Since
‖v(x)−∇v(x0) · (x− x0)− v(x0)‖L1(B1) ≤ C‖D
2v‖L∞(B1),
it follows from (9) that
(10) ‖D2u‖L∞(B1/8(x0)) ≤ Cn
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
.
If r < 1/4 then (7) implies that
sup
Br(x0)
|u| ≤ sup
B2r(y)
|u| ≤ 4C0r
2,
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where we have chosen y ∈ Γ such that |x0 − y| = dist(x0,Γ). Invoking (8) once
more, we obtain that
‖D2(u − v)‖L∞(Br/2(x0))
≤
C
r2
(
sup
Br(x0)
|u|+ sup
Br(x0)
∣∣v(x) −∇v(x0) · (x− x0)− v(x0)∣∣
)
(11)
≤ C
(
4C0 + ‖D
2v‖L∞(B1)
)
.
Inequalities (9)-(11) together imply that for every x ∈ B1/2 we get a bound of the
second derivatives of u. This implies the lemma. 
The following lemma proves that S(u, r, x) being bounded implies quadratic
growth for u away from the free boundary.
Lemma 5. Assume that u solves (1) and that x0 ∈ Γ∩B1/2. Assume furthermore
that, for some C1, S(u, r, x
0) ≤ C1 for all r ∈ (0, 1/4). Then
sup
Br(x0)
|u| ≤ C
(
C1 + ‖u‖L1(B1) + ‖∆u‖L∞(B1)
)
r2,
where C depend only on the dimension.
Proof. By Lemma 2 we know that∥∥∥D2(u(rx + x0)
r2
−Π(u, r, x0)
)∥∥∥
L2(B1)
≤ C
(
‖u‖L1(B1) + ‖∆u‖L∞(B1)
)
.
From the triangle inequality and the hypothesis of the lemma we can deduce
(12)
∥∥∥D2u(rx+ x0)
r2
∥∥∥
L2(B1)
≤ C
(
C1 + ‖u‖L1(B1) + ‖∆u‖L∞(B1)
)
.
Define
w(x) =
u(rx+ x0)
r2
− x ·
(
∇
(
u(rx + x0)
r2
))
1,0
−
(
u(rx + x0)
r2
)
1,0
,
where (f(x))r,y is the average of f over the ball Br(y) as in Definition 2. Then the
Poincare´ inequality and (12) imply that
(13) ‖w‖L2(B1) ≤ C
(
C1 + ‖u‖L1(B1) + ‖∆u‖L∞(B1)
)
.
Also ∆w = f(rx + x0)χ{u(rx+x0)=0} which together with (13) imply that
‖w‖C1,α(B1/2) ≤ Cα
(
C1 + ‖u‖L1(B1) + ‖∆u‖L∞(B1)
)
,
for each α < 1. By assumption u(x0) = |∇u(x0)| = 0, implying
w(0) = −
(
u(rx + x0)
r2
)
1,0
, and ∇w(0) = −
(
∇
(
u(rx+ x0)
r2
))
1,0
.
By the C1,α estimates for w we can conclude∣∣∣(u(rx + x0)
r2
)
1,0
∣∣∣ ≤ C(C1 + ‖u‖L1(B1) + ‖∆u‖L∞(B1)),
and ∣∣∣(∇u(rx+ x0)
r2
)
1,0
∣∣∣ ≤ C(C1 + ‖u‖L1(B1) + ‖∆u‖L∞(B1)),
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where C is a constant depending only on the dimension. From this and the triangle
inequality we can conclude
1
r2
sup
Br/2
|u| ≤ sup
B1/2
|w|+
∣∣∣(u(rx + x0)
r2
)
1,0
∣∣∣+ 1
2
∣∣∣(∇u(rx + x0)
r2
)
1,0
∣∣∣
≤ C
(
C1 + ‖u‖L1(B1) + ‖∆u‖L∞(B1)
)
,
and the lemma is proved. 
5. Proof of Theorem 1
In this section we prove our main result. The first step is to prove that heuris-
tically, if Λ does not have a cusp of infinite order, then S(u, r, x) is uniformly
bounded. In view of the previous section, this would imply the correct regularity
in this special case.
Proposition 1. Let u ∈ W 1,2(B1) be a solution to (1). Then there exist C0 and
C1 depending only on the dimension such that if x
0 ∈ Γ ∩B1/2 and r <
1
4 then
C0‖D
2v‖L∞(B1)
S(r, u, x0)− C1
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)λ1/2r ≥ λ1/2r
2
,
whenever
S(r, u, x0) > 2C1
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
.
Proof. We write
u(rx + x0)
r2
= wr(x) + S(u, r, x
0)pu,r,x0(x) + gr(x),
where {
∆gr = −f(rx+ x0)χΛ(u(rx+x0)) in B1,
gr = 0 on ∂B1,
and {
∆wr = f(rx+ x0) in B1,
wr =
u(rx+x0)
r2 − S(u, r, x
0)pu,r,x0(x) on ∂B1.
Now we claim the following: With gr and wr as above, the following estimates hold
(14) ‖D2gr‖L2(B1/2) ≤ C‖f‖L∞‖χΛ(u(rx+x0))‖L2(B1),
and
(15) ‖D2wr‖L∞(B1/2) ≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
.
It is clear that (14) follows from standard estimates for Laplace equation. Moreover,
by Lemma 2
(16)∥∥∥D2(u(rx + x0)
r2
− S(u, r, x0)pu,r,x0(x)
)∥∥∥
L2(B1)
≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
.
Hence, if we define
w˜r(x) =
u(rx+ x0)
r2
− S(u, r, x0)pu,r,x0(x)
−
(
u(rx+ x0)
r2
)
1,0
− x ·
(
∇
(
u(rx + x0)
r2
))
1,0
,
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then Poincare´s inequality and (16) imply
‖w˜r‖L2(B1) ≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
.
Then interior estimates for Laplace equation imply
‖w˜r‖C1,α(B 3
4
) ≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
and in particular
sup
B 3
4
|w˜r|+ |w˜r(0)|+ |∇w˜r(0)|
= sup
B 3
4
|w˜r|+
∣∣∣ (u(rx + x0)
r2
)
1,0
∣∣∣+ ∣∣∣ (∇(u(rx + x0)
r2
))
1,0
∣∣∣
≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
.
Therefore,
sup
∂B 3
4
|wr| ≤ sup
∂B 3
4
|w˜r|+
∣∣∣ (u(rx + x0)
r2
)
1,0
∣∣∣+ ∣∣∣ (∇(u(rx+ x0)
r2
))
1,0
∣∣∣
≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
.
The estimate (15) now follows from interior estimates.
Let Λr = {u(rx+ x
0) = 0}. Since u = 0 in Λ we have that
0 =
∥∥∥D2u(rx+ x0)
r2
∥∥∥
L2(Λr∩B1/2)
=
∥∥D2(wr − gr + S(u, r, x0)pu,r,x0)∥∥L2(Λr∩B1/2).
From Ho¨lders inequality it follows that
0 =
∥∥D2(wr − gr + S(u, r, x0)pu,r,x0)∥∥L2(Λr∩B1/2)
(17)
≥ S(u, r, x0)‖D2pu,r,x0‖L2(Λr∩B1/2) − ‖D
2gr‖L2(Λr∩B1/2) − ‖D
2wr‖L2(Λr∩B1/2).
Next, since D2pu,r,x0 is a constant matrix, ‖D
2pu,r,x0‖L∞(B1) = 1 implies
‖D2pu,r,x0‖L2(Λr∩B1/2) ≥ C|Λr ∩B1/2|
1/2,
where C is a dimensional constant. Using (15), it follows that
‖D2wr‖L2(Λr∩B1/2) ≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
|Λr ∩B1/2|
1/2
and also by (14)
‖D2gr‖L2(Λr∩B1/2) ≤ ‖D
2gr‖L2(B1/2) ≤ C‖D
2v‖L∞(B1)|Λr ∩B1|
1/2.
Observe that the right hand side in (14), can be estimated as follows
‖f‖L∞(B1) = ‖∆v‖L∞(B1) ≤ ‖D
2v‖L∞(B1).
Inserting these three estimates in (17) we deduce
C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
|Λr ∩B1/2|
1
2 + C‖D2v‖L∞(B1)|Λr ∩B1|
1
2
≥ S(u, r, x0)|Λr ∩B1/2|
1
2 .
The lemma follows by simple algebra. 
Now we are ready to prove our main theorem.
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Proof of Theorem 1. In view of Lemma 4-5 it is enough to show that
(18) S(u, r, x0) ≤ C
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
for all r ∈ (0, 1/8) and x0 ∈ Γ ∩ B1/2. We will do this by an iteration. Let us
assume that
(19) S(u, r, x0) = k0
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
for some k0 to be determined later and some fixed r > 0. If (19) is not satisfied for
any r > 0 then (18) is certainly true. Furthermore, we will assume that
S(u, 2−jr, x0) ≥ k0
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
for all j = 1, 2, . . . , j0 where j0 is arbitrary and may be equal to ∞. We will show
that then
(20) S(u, 2−jr, x0) ≤ Ck0
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
for j = 1, 2, . . . , j0. Hence, for all j = 1, . . . ,∞, either
S(u, 2−jr, x0) ≤ k0
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
or (20) holds. This clearly implies that S(u, 2−jr, x0) can never exceed
Ck0
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
which in turn implies (18).
We notice that
I := sup
B1
∣∣Π(u, 2−jr, x0)−Π(u, r, x0)∣∣
≤ sup
B1
∣∣∣ j∑
k=1
(
Π(u, 2−kr, x0)−Π(u, 2−k+1r, x0)
)
−
j∑
k=1
(
Π(v, 2−kr, x0)−Π(v, 2−k+1r, x0)
)∣∣∣
+ sup
B1
∣∣∣ j∑
k=1
(
Π(v, 2−kr, x0)−Π(v, 2−k+1r, x0)
)∣∣∣
≤
j∑
k=1
sup
B1
∣∣Π(u, 2−kr, x0)−Π(v, 2−k+1r, x0)
−Π(u, 2−k+1r, x0) + Π(v, 2−k+1r, x0)
∣∣+ 2C‖D2v‖L∞(B1),
where we have used property 5 in Lemma 1 in order to obtain the last inequality.
Using Lemma 3 we arrive at
(21) I ≤ C‖f‖L∞(B1)
j∑
k=1
λ
1/2
2−k+1r
+ 2C‖D2v‖L∞(B1).
Since
S(2−k+2r) > k0
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
,
for k ≥ 3, it follows from Proposition 1 that for k ≥ 3 there holds
λ
1
2
2−k+1r
≤
Cλ
1
2
2−k+2r
‖D2v‖L∞(B1)
(k0 − C)
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
) .
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This implies that we can estimate (21) and obtain
I ≤ C0‖D
2v‖L∞(B1)
(
1 +
∞∑
k=1
(
C1
‖D2v‖L∞(B1)
(k0 − C)
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
))k).
Notice that if k0 is large enough, depending only on the dimension (say k0 >
2C1+C), then the sum in the last expression converges and we may conclude that
sup
B1
∣∣Π(u, 2−jr, x0)−Π(u, r, x0)∣∣ ≤ C‖D2v‖L∞(B1).
In particular, from the triangle inequality
S(u, 2−jr, x0) ≤ C sup
B1
∣∣Π(u, 2−jr, x0)−Π(u, r, x0)∣∣+ S(u, r, x0)
≤ k0
(
‖u‖L1(B1) + ‖D
2v‖L∞(B1)
)
+ C‖D2v‖L∞(B1),
this clearly implies (20) and the theorem follows. 
6. Proof of Theorem 2
In this section we use standard methods, adopted from for instance [9], to prove
that the free boundary is C1 regular, except at cusp-like points. We will need some
auxilary results presented in the appendix.
Proof of Theorem 2. We prove that given ε > 0 there is rε such that if δ(u, r) ≥ ε
for some r < rε, then u ≥ 0 in Br/2, and moreover δ(u, r) ≥ 1/4 for all r ≤ c0r
for a universal c0. The latter follows by classification of global solutions. Hence by
Blank’s regularity theory for the obstacle problem with Dini continuous right hand
side, Theorem 7.2 in [2], we conclude that the free boundary is C1 in a yet smaller
ball, with universal radius. Finally we can take σ as the inverse of the mapping
ε→ rε. Let us now fill into details here below.
Step 1) u ≥ 0 in Br/2: We argue by contradiction. If this is not the case, then
there is a sequence rj → 0, x
j ∈ Brj/2, uj , fj (solving our problem) such that, fj
are uniformly Dini, fj(0) = 1, ‖uj‖L1 is uniformly bounded, and
(22) δ(uj , rj) ≥ ε, uj(x
j) < 0.
Let now W (uj , rj , 0) be the monotonicity function introduced in the Appendix.
Then in virtue of (22), we can apply Proposition 1 in [9] (See Appendix), for j
large enough, to conclude
W (uj , rj , 0) < 2An − η,
for some η = η(ε). This means in particular that W (uj, 0
+, 0) = An (see the
paragraph before Theorem 2 in [9], and also Lemma 4). Next by the upper semi-
continuity of W , and a similar reasoning as above, there is a small radius τ so that
W (uj, 0
+, y) = An for y ∈ Γ(uj) ∩Bτ . In particular, for j large enough,
W (uj , 0
+, yj) = An,
where yj ∈ Γ(uj) is such that it realizes the distance tj := dist(x
j ,Γ(uj))→ 0 and
yj → 0. This in turn implies
(23) W (uj, tj , y
j) < (3/2)An,
for j large enough.
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Letting
vj(x) =
uj(y
j + tjx)
t2j
,
we see that vj verifies
∆vj = fj(· tj + y
j)χ{uj 6=0} in B 12tj
,
sup
Bp
|vj | ≤ Cρ
2, for 1 < ρ < 1/tj,
vj((x
j − yj)/tj) ≤ 0,
∆vj = f(· tj + y
j) in B1((x
j − yj)/tj).
All the above equations and inequalities, remain invariant in the limit and by
standard estimates for elliptic equations that there is a subsequence, again labeled
vj , such that vj → v0 where
∆v0 = f0(0)χ{v0 6=0} = χ{v0 6=0} in R
n, v0(0) = 0,
sup
Bρ
|v0| ≤ Cρ
2, for ρ > 1,
v0(z
0) ≤ 0,
∆v0 = f0(0) = 1 in B1(z
0), z0 = lim
j
(xj − yj)/tj , |z
0| = 1.
Moreover, by (23),
W (v0, 1, 0) = lim
j→∞
W (vj , 1, 0) = lim
j→∞
W (uj , tj , y
j) ≤ (3/2)An,
which implies that v0 is a non-polynomial global solution (see the paragraph before
Theorem 2 in [9], and also Lemma 4).
Hence we can apply the classification theorem for global solutions (see Theorem
II in [4]) to conclude that v0 ≥ 0, Deev0 ≥ 0, for all directions e. In particular
the set {v0 = 0} is convex, and has non-empty interior (v0 is non-polynomial)
contradicting the facts that
v0(0) = 0, v0(z
0) ≤ 0, ∆v0 = 1 in B1(z
0).
Step 2) Applying Blank’s regularity result: From Step 1 we know that u ≥ 0
in Br/2. Now we claim that δ(u, r) ≥ 1/4 for r < c0r and c0 a universal constant,
whenever δ(u, r) ≥ ε for r < rε, and rε small enough. If this fails, then once again
as in Step 1, we shall have sequence rj → 0, uj , ..., such that
δ(uj, rj) ≥ ε, δ(uj , c0rj) < 1/4.
Now scaling uj by rj and letting rj tend to zero we shall arrive at a non-negative
global solution v0 (as in the argument in Step 1) where the minimal diameter for
the the limit set {v0 = 0} satisfies
δ(v0, 1) ≥ ε, δ(v0, c0) < 1/4,
for c0 however small. On the other hand local regularity of L.A. Caffarelli [3]
implies that the free boundary is a C1-graph locally, in a uniform neighborhood
of the origin. Hence there is a constant c0 > 0 such that the flatness condition
δ(v0, c0) > 1/4 should hold, contradicting the above conclusion.
From here we can apply Blank’s regularity result as in Theorem 7.2 in [2].

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7. Appendix
Here we present a version of Weiss’ monotonicity formula and some consequences
that we need in order to prove the regularity of the free boundary.
Proposition 2. Let u be a solution of (1) and assume that f ∈ CDini(B1). Then
there is a continuous function F (r) with F (0) = 0 such that
F (r) +W (r, u, x0),
where
W (r, u, x0) = r−n−2
∫
Br(x0)
|∇u|2
2
+ fu dx+ 2r−n−3
∫
∂Br(x0)
u2dσ,
is a monotonically increasing function for all x0 ∈ Γ ∩B 1
2
and r < 12 .
Proof. The proof is actually contained in the proof of Theorem M in [9]. The only
difference is that there, the authors do not know that their solution is C1,1. They
are working under the assumption that D2u is merely in BMO, so that u grows
in a r2 ln r fashion away from the free boundary. This is what forces the ln-Dini
assumption. If one removes the ln from their definition of F in (12) on page 8, one
can use this very F in our case. 
As mentioned in for instance [9], the C1,1-regularity (cf Theorem 1) allows us to
define the function
W (u, 0+, x0) := lim
r→0
W (u, r, x0),
for x0 ∈ Γ, which is upper semi-continuous in the x0 variable. Moreover, as in
Definition 3 in [9], W (u, 0+, x0) can only attain two different values, An and 2An,
where An is a dimensional constant.
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