We prove the equivalence of two online learning algorithms: 1) mirror descent and 2) natural gradient descent. Both mirror descent and natural gradient descent are generalizations of online gradient descent when the parameter of interest lies on a non-Euclidean manifold. Natural gradient descent selects the steepest descent along a Riemannian manifold by multiplying the standard gradient by the inverse of the metric tensor. Mirror descent induces non-Euclidean structure by solving iterative optimization problems using different proximity functions. In this paper, we prove that mirror descent induced by Bregman divergence proximity functions is equivalent to the natural gradient descent algorithm on the dual Riemannian manifold. We use techniques from convex analysis and connections between Riemannian manifolds, Bregman divergences, and convexity to prove this result. This equivalence between natural gradient descent and mirror descent, implies that: 1) mirror descent is the steepest descent direction along the Riemannian manifold corresponding to the choice of Bregman divergence and 2) mirror descent with log-likelihood loss applied to parameter estimation in exponential families asymptotically achieves the classical Cramér-Rao lower bound.
I. INTRODUCTION
R ECENTLY there has been great interest in online learning both in terms of algorithms as well as in terms of convergence properties. Given a convex differentiable cost function, f : → R, with a parameters in a convex set, θ ∈ ⊂ R p , an online learning algorithm predicts a sequence of parameters {θ t } ∞ t =1 which incur a loss f (θ t ) at each iterate t. The goal in online learning is to construct a sequence that minimizes the regret at a time T , T t =1 f (θ t ). The most common approach to construct a sequence {θ t } ∞ t =1 is based on online or stochastic gradient descent. The online gradient descent update is:
where (α t ) ∞ t =0 denotes a sequence of step-sizes. Gradient descent is the direction of steepest descent if the parameters θ t  TABLE I STATISTICAL MANIFOLD EXAMPLES belong to a Euclidean space. However in many applications, parameters lie on non-Euclidean manifolds (e.g. mean parameters for Poisson families, mean parameters for Bernoulli families and other exponential families). In such scenarios gradient descent in the ambient space is not the direction of steepest descent, since the parameter is restricted to a manifold. Consequently generalizations of gradient descent that incorporate non-Euclidean structure have been developed.
A. Riemannian Manifolds and Natural Gradient Descent
One generalization of gradient descent is natural gradient descent developed by Amari [1] . Natural gradient descent assumes the parameter of interest lies on a Riemannian manifold and selects the steepest descent direction along that manifold. Let (M, H) be a p-dimensional Riemannian manifold with metric tensor H = (h j k ) and M ⊂ R p . A well-known statistical example of Riemannian manifolds are manifolds induced by the Fisher information of parametric families. In particular given a parametric family { p(x; μ)} where μ ∈ M ⊂ R p , let {I(μ)} for each θ ∈ denote the p × p Fisher information matrices. Then (M, I(μ)) denotes a p-dimensional Riemannian manifold. Table 1 provides examples of statistical manifolds induced by parametric families (see [3] , [11] , and [17] for details).
When I(θ ) = I p× p , the Riemannian manifold corresponds to standard Euclidean space. For a short introduction to Riemannian manifolds, see Appendix A and for a more detailed introduction see [10] .
Given a functionf on the Riemannian manifold f : M → R, the natural gradient descent step is:
where H −1 is the inverse of the Riemannian metric H = (h j k ) and μ is the parameter of interest. If (M, H) = (R p , I p× p ), the natural gradient step corresponds to the standard gradient descent step (1 
B. Mirror Descent With Bregman Divergences
Another generalization of online gradient descent is mirror descent, developed by Nemirovski and Yudin [16] . Mirror descent induces non-Euclidean geometry by re-writing the gradient descent update as an iterative 2 -penalized optimization problem and selecting a proximity function different from squared 2 error. Note that the online gradient descent step (1) can alternatively be expressed as:
where ⊂ R p . The above formulation of the stochastic gradient step allowed Nemirovski and Yudin [16] to generalize gradient descent using the following framework. Denote a proximity function : R p × R p → R + , strictly convex in the first argument, then define the mirror descent step as:
Setting (θ, θ ) = 1 2 θ − θ 2 2 yields the standard gradient descent update, hence (3) is a generalization of online gradient descent.
A standard choice for the proximity function is the so-called Bregman divergence since it corresponds to the Kullback-Leibler divergence for different exponential families. See ([4] , [5] ) for a detailed introduction to the connection and equivalence between Bregman divergences and exponential families.
In particular, let G : → R denote a strictly convex twice-differentiable function, the divergence introduced by [8] B G : × → R + is:
Bregman divergences are widely used in statistical inference, optimization, machine learning, and information geometry (see [2] , [5] , [15] , [19] ). Letting (·, ·) = B G (·, ·), the mirror descent step defined is:
There is a one-to-one correspondence between Bregman divergences and exponential families [4] , [5] since both are defined by strictly convex functions. We exploit this connection later when we discuss estimation in exponential families. Examples of G, exponential families and the induced Bregman divergences are listed in Table 2 . For a more extensive list, see [5] . 
C. Our Contribution
In this paper, we prove that the mirror descent update with Bregman divergence step (4) is equivalent to the natural gradient step (2) along the dual Riemannian manifold which we introduce later. The proof of equivalence uses concepts in convex analysis combined with connections between Bregman divergences and Riemannian manifolds developed in [2] . Using the equivalence of the two algorithms, we provide a new perspective and statistical optimality results for mirror descent. In particular, natural gradient descent is known to be the direction of steepest descent along a Riemannian manifold and is Fisher efficient for parameter estimation in exponential families [1] , neither of which are known for mirror descent.
II. EQUIVALENCE THROUGH DUAL CO-ORDINATES
In this section we prove the equivalence of natural gradient descent (2) and mirror descent (4) . The key to the proof involves concepts in convex analysis, in particular the convex conjugate function and connections between Bregman divergences, convex functions and Riemannian manifolds.
A. Bregman Divergences and Convex Duality
The concept of convex conjugate functions is central to the main result in the paper. The convex conjugate function for an function G is defined to be:
If G is lower semi-continuous, G is the convex conjugate of H , implying a dual relationship between G and H . Further, if we assume G is strictly convex and twice differentiable, then so is H . Note also that if g = ∇G and h = ∇ H , g = h −1 . For additional properties and motivation for the convex conjugate function, see [20] .
Let μ = g(θ ) ∈ be the point at which the supremum for the dual function is attained represent the dual co-ordinate system to θ . The dual Bregman divergence B H : × → R + induced by the strictly convex differentiable function H is:
Using the dual co-ordinate relationship, it is straightforward
). Dual functions and Bregman divergences for examples in Table 2 are presented in Table 3 .
For more examples see [5] .
B. Bregman Divergences and Riemannian Manifolds
Now we explain how every Bregman divergence and its dual induces a pair of Riemannian manifolds as described in [2] . For the Bregman divergence B G : × → R + induced by the convex function G, define the Riemannian metric on , G = ∇ 2 G (i.e. the Hessian matrix). Since G is a strictly convex twice differentiable function,
For example, for the Gaussian statistical family defined on Table 1 , = = R p and ∇ 2 G = ∇ 2 H = I p× p (i.e. the primal and dual manifolds are the same). On the other hand, for the Bernoulli( p) family in Table 1 , the mean parameter is 0 ≤ p ≤ 1 whereas the natural parameter is Table 1 . For an introduction to Riemannian manifolds and relevant concepts in differential geometry see Appendix A.
C. Main Result
In this section we present our main result, the equivalence of mirror descent and natural gradient descent. We also discuss consequences and implications.
Theorem 1: The mirror descent step (4) with Bregman divergence defined by G applied to function f in the space is equivalent to the natural gradient step (2) along the dual Riemannian manifold ( , ∇ 2 H ).
The proof follows by stating mirror descent in the dual Riemannian manifold and simple applications of the chain rule.
Proof: Recall that the mirror descent update is:
Finding the minimum by differentiation yields the step:
where g = ∇G. In terms of the dual variable μ = g(θ ) and
Applying the chain rule to
implies that
Therefore
which corresponds to the natural gradient descent step. This completes the proof.
III. CONSEQUENCES
In this section, we discuss how this connection directly yields optimal efficiency results for mirror descent and discuss connections to other online algorithms on Riemannian manifolds.
By Theorem 1 in Amari [1] , natural gradient descent along the Riemannian manifold ( , ∇ 2 H ) follows the direction of steepest descent along that manifold. As an immediate consequence, mirror descent with Bregman divergence induced by G follows the direction of steepest descent along the Riemannian manifold ( , ∇ 2 H ) where H is the convex conjugate for G. As far as we are aware, an interpretation in terms of Riemannian manifolds had not been provided for mirror descent.
Next we explain how using existing theoretical results in Amari [1] , we can prove that mirror descent achieves Fisher efficiency.
A. Efficient Parameter Estimation in Exponential Families
In this section we exploit the connection between mirror descent and natural gradient descent to study the efficiency of mirror descent from a statistical perspective. Prior work on the statistical theory of mirror descent has largely focused on regret analysis and we are not aware of analysis of second-order properties such as statistical efficiency. We will see that asymptotic Fisher efficiency [12] , [14] , [18] for mirror descent which is an optimality criterion on the covariance of a parameter estimate is an immediate consequence of the equivalence between mirror descent and natural gradient descent.
The statistical problem we consider is parameter estimation in exponential families. Consider a natural parameter exponential family with density:
where θ ∈ R p and G : R p → R is a strictly convex differentiable function. The probability density function can be re-expressed in terms of the Bregman divergence B G (·, ·) as follows:
where recall that h = ∇H and H is the conjugate dual function of G. The distribution can be expressed in terms of the mean parameter μ = g(θ ) and the dual Bregman divergence B H (·, ·): H (y, μ) ).
The natural and mean parametrizations and their relationship through convex conjugates is widely known (see [6] , [9] , [13] ) and this dual parametrization has been applied in many applications (see [4] , [5] , [21] ).
Consider the mirror descent update for the natural parameter θ with proximity function B G (·, ·) when the function to be minimized is the standard log loss:
Note that the dependence on t for f t is through the noisy data point y t which varies for different t.
Then the mirror descent step is:
Now if we consider the natural gradient descent step for the mean parameter μ, the function to be minimized is again the standard log-loss in the μ co-ordinates:
Using Theorem 1 (or by showing it directly), the natural gradient step is:
A parallel argument holds if the mirror descent step was expressed in terms of the mean parameter and the natural gradient step in terms of the natural parameter. By explicitly calculating ∇ B H (y t , μ t ), Eq. (6) reduces to the very simple linear update:
and hence is very straightforward to implement as natural gradient descent. The fact that the curvature of the loss function B H (y t , μ t ) perfectly matches the curvature due to the metric tensor ∇ 2 H (μ) is why the mirror descent and natural gradient descent updates reduce to this simple linear update equation. Hence in this setting mirror descent applied to the natural parameter results in the simple linear update of the mean parameter through natural gradient descent. Now we use [1, Th. 2] to prove that mirror descent yields an asymptotically Fisher efficient for μ. The Cramér-Rao theorem states that any unbiased estimator based on T independent samples y 1 , y 2 , . . . , y T of μ, which we denote by μ T satisfies the following lower bound:
where refers to the standard matrix inequality. A sequence of estimators ( μ t ) ∞ t =1 is asymptotically Fisher efficient if:
Now by using [1, Th. 2] for natural gradient descent and the equivalence of natural gradient descent and mirror descent (Theorem 1), it follows that mirror descent is Fisher efficient. Corollary 1: The mirror descent step applied to the log loss (5) with step-sizes α t = 1 t asymptotically achieves the Cramér-Rao lower bound.
Theorem 2 in Amari [1] applies more generally to neural network and regression models where the update along the Riemannian manifold is not exactly linear but almost linear with a vanishing remainder term. For a more detailed discussion on the statistical properties of natural gradient see [1] . Here we have illustrated how the equivalence between mirror descent with Bregman divergences and natural gradient descent gives second-order optimality properties of mirror descent.
B. Connection to Other Online Methods on Riemannian Manifolds
The point in using the natural gradient is to update the parameter of interest in the direction of the gradient on the manifold rather than the gradient in the ambient space. Note however that any non-infinitesimal step in the direction of the gradient of the manifold will leave the manifold, for any curved manifold. This observation has motivated algorithms [7] in which the update step is constrained to remain on the manifold.
In this section, we discuss the relation between natural gradient descent, mirror descent, and gradient based methods that move along a Riemannian manifold [7] . To define the online steepest descent step used in [7] , we need to define the exponential map and differentiation in curved spaces.
The exponential map at a point μ ∈ M is a map exp μ : T μ M → M where T μ M is the tangent space at each point μ ∈ M (see Appendix A for more details). The idea of an exponential map is starting at a point μ with tangent vector v ∈ T μ if one starts at point μ and "flows" along the manifold in direction v for a fixed (unit) time interval at constant velocity one reaches a new point on the manifold exp μ (v). This idea is usually stated in terms of geodesic curves on the manifold, consider the geodesic curve γ : (1) . Again, in words, exp μ (·) is the end-point of a curve that lies along the manifold M that begins at μ with initial velocity v =γ (0) that travels one time unit. Now we define differentiation along a manifold. For the function f where f : M → R the online steepest descent step analyzed in [7] is:
The key reason why the update (7) is the standard gradient descent step instead of the natural gradient descent step introduced by Amari is that μ t +1 is always guaranteed to lie on the manifold M for (7), but not for the natural gradient descent step. Unfortunately, the exponential map is extremely difficult to evaluate in general since it is the solution of a system of second-order differential equations [10] . Consequently a standard strategy is to use a computable retraction R μ : T μ M → R p of the exponential map which yields the approximate gradient descent step:
The retraction R μ (v) = μ + v corresponds to the first-order Taylor approximation of the exponential map and yields the natural gradient descent step in [1] . Therefore as pointed out in [7] , natural gradient descent can be cast as an approximation to gradient descent for Riemannian manifolds. Consequently mirror descent can be viewed as an easily computable first-order approximation to steepest descent for any Riemannian manifold induced by a Bregman divergence.
IV. CONCLUSION
In this paper we prove that mirror descent with proximity function equal to a Bregman divergence is equivalent to the natural gradient descent algorithm along the dual Riemannian manifold. Based on this equivalence, we use results developed by [1] to conclude that mirror descent is the direction of steepest in the corresponding Riemannian space and for parameter estimation in exponential families with the associated Bregman divergence, mirror descent achieves the Cramér-Rao lower bound.
Following on from this connection, there are a number of interesting and open directions. Firstly, one of the important issues for any online learning algorithm is choice of step-size. Using the connection between mirror descent and natural gradient, it would be interesting to determine whether adaptive choices of step-sizes proposed in [1] that exploit the Riemannian structure can improve performance of mirror descent. It would also be useful to determine a precise characterization of the geometry of mirror descent for other proximity functions such as p -norms and explore links online algorithms such as projected gradient descent.
APPENDIX SHORT INTRODUCTION TO RIEMANNIAN MANIFOLDS

A. Inner Products on a Manifold
In this section we formulate the concept of an inner product on a manifold. We first state inner products on a single tangent space, e.g. two vectors in the same tangent space. We then generalize to inner products for vectors on different tangent spaces.
The central object of interest is a Riemannian space (M, g), characterized by a manifold M and a metric tensor g. The Riemannian spaces we consider arise from families of probability density functions f (x; θ) parameterized by θ ∈ ⊂ R d and with the following regularity constraint f (x; θ) > 0. The Riemannian space, S d , is defined by the log-likelihoods of the densities
where given a coordinate system θ = (θ 1 , . . . , θ d ) , S d is the space of log-likelihoods with coordinates θ .
A mathematical object we will use to construct inner products on a manifold is a vector field. A vector field V is a map from a tangent space to R d or V : R d → R d with each component of the map is C r , for our purposes r = ∞.
1) Inner Products in the Same Tangent Space: Set T θ S d to be the tangent space at θ , this is the tangent space to the manifold at point θ . For now we denote the basis of the T θ as {e 1 , . . . , e d }, we will soon make the basis explicit.
Consider the line element dθ from θ = (θ 1 , . . . , θ d ) to θ + dθ = (θ 1 + dθ 1 , . . . , θ d + dθ d ) . We can write this in the coordinate system of the basis
A natural set of bases are the partial derivatives
Given this basis set we can rewrite dθ as follows ι(x, θ) .
The far right term in the set of equalities reminds us that dθ is a line element between two log-likelihoods. We now state the Riemannian metric. The tangent space T θ is spanned by the basis {∂ 1 ι(x, θ) , . . . , ∂ d ι(x, θ)} allowing us to define the following inner product
which is a metric tensor with d 2 elements. Recall that in this setting X is a random variable since f (x; θ) is a density function and the quantity of interest in statistical analysis and modeling is
which is commonly known as the Fisher information matrix, when considered over i, j = 1, . . . , d.
Given a metric tensor we can compute lengths or volume elements
often the above is written using the Einstein summation convention as
where indices that appear twice, once as superscripts and once subscripts are summed over.
A classic result in statistics that involves the Fisher information matrix is the Cramér-Rao inequality. This result states that for an unbiased estimatorθ
In statistics g −1 is the matrix inverse of the Fisher information and in differential geometry this is called the inverse metric and the i j-th element of this matrix is written as g i j .
2
) Inner Products Between Vectors in Two Tangent Spaces:
A key construction in differential geometry is defining inner products between vectors at two different points on the manifold. If the manifold has the same tangent space at all points we can use the standard Euclidean inner product. We will formulate the inner product for a curved manifold. The key observation is that all we need to define inner products are tangent spaces and how vector fields move between tangent spaces. The mathematical object that captures the movement of vector fields along the manifold is called the the affine (Levi-Civita) connection.
We will derive the affine connection using coordinates to make ideas explicit.
3) Affine Connection Using Coordinates:
We want to relate the coordinate systems of a tangent space at θ and θ + dθ . Since dθ and the manifold are smooth it is not unreasonable to assume that there are maps in both directions
where e i (θ + dθ) ∈ T θ+dθ and e i (θ ) ∈ T θ so δe i is some map that reorients the bases at θ to the bases at θ + dθ . It can be shown that
k j i is called a Christoffel symbol of the second kind and i, j, k = 1, . . . , d. The coefficients of the Christoffel symbol define an affine connection, which is really a type of derivative or differentiation.
We denote an affine connection on the manifold in coordinate direction e i with e i = ∂ i as ∇ i = ∇ e i . The affine connection and the Christoffel symbol are related as follows
We can compute the change in vector fields in moving between tangent spaces. Again using the Einstein summation convention for a vector field X we have
We can examine each coordinate
To understand the effect of the change in bases between tangent spaces we consider the vector field at θ + dθ in terms of the coordinate system at θ . We can now state the following relation
From the perspective of the vector field this change is a form of differentiation
where the second term is the change of bases. Ideally we would like to say that we can find a i j k such that there is no change in the vector field or
If there is such a i j k for which the above holds then we have mapped a vector field in the tangent space T θ+dθ into T θ and after the change of coordinates X (θ + dθ) X (θ ), the vector fields are parallel shifts. This map is the affine connection. For a Riemannian manifold there is always an affine connection.
We will want to define shortest distances or geodesics on manifolds. One can define these curves in terms of the affine connection and differential equations involving i j k . We will use the following fact about vector fields on manifolds
Now consider a smooth curve θ(t) in S d . This curve is called a geodesic ifθ(t) = dθ dt are parallel along the curve which means Dθ(t ) dt = 0 then the curve has to satisfy the following second order differential equation, written in coordinates d 2 θ i dt 2 + i j kθ jθ k = 0.
B. Geodesics and the Exponential Map
A Riemannian space (M, g) is given by a manifold and a metric tensor g x : T x M × T x M → R where the metric tensor g x (X, Y ) is smooth in x, this can be seen from the affine connection. We now define a geodesic in terms of the metric tensor. The exponential map is an important idea, it maps a vector on the tangent space into the manifold, exp x : T x M → M.
Recall from the affine connection section that given a vector v ∈ T x M there is a unique geodesic curve γ : [0, 1] → M such that the following second order ordinary differential equation with stated boundary conditions holds (1) ∇ γ γ = 0 the affine connection in the direction γ applied to the vector field γ is zero, this is also saying that there is no acceleration. 
