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Abstract Optical buffers implemented by fiber delay lines
(FDLs) have a volatile nature due to signal loss and noise
accumulation. Packets suffer from excessive recirculation
through FDLs, and they may be dropped eventually in their
routing paths. Because of this, packet scheduling becomes
more difficult in FDL buffers than in RAM buffers, and
requires additional design considerations for reducing packet
loss. We propose a latency-aware scheduling scheme and an
analytical model for all-optical packet switching networks
with FDL buffers. The latency-aware scheduling scheme is
intended to minimize the packet loss rate of the networks
by ranking packets in the optimal balance between latency
and residual distance. The analytical model is based on non-
homogeneous Markovian analysis to study the effect of the
proposed scheduling scheme on packet loss rate and average
delay. Furthermore, our numerical results show how vari-
ous network parameters affect the optimal balance. We dem-
onstrate quantitatively how to achieve the proper balance
between latency and residual distance so that the network
performance can be improved significantly. For instance, we
find that under a given latency limit and light traffic load our
scheduling scheme achieves a packet loss rate 71% lower
than a scheduling scheme that ranks packets simply based
on latency.
Keywords Stochastic analysis · Multi-hop packet
scheduling · Optical packet switching · Optical buffering ·
Fiber delay line buffers
K.-H. Chou · W. Lin (B)
Department of Computer Science and Engineering,
National Chung-Hsing University, No.250, Guoguang Rd.,
South District, Taichung City 40227, Taiwan, ROC
e-mail: wlin@nchu.edu.tw
K.-H. Chou
e-mail: phd9604@cs.nchu.edu.tw
1 Introduction
All-optical packet switching is a promising scheme to meet
high-capacity data transmission and avoid the bottleneck of
optical-electrical-optical conversion. For all-optical packet
switching, optical buffering implemented by fiber delay lines
(FDLs) [2,6–9,11–14,17,19,20,24–26,28,29] is a solution
to the output contention problem. Optical packets can be re-
circulated in FDLs to avoid output contention. Many optical
switches with FDL buffers have been presented and their
performances have been analyzed. Some proposed output
buffer switches with FDL buffers [6,7,11,14]. Some pro-
posed shared buffer switches with FDL buffers [12,19,20,
28,29], and some proposed hybrid buffer switches with FDL
buffers [9,8]. They mainly focus on analyzing and reducing
packet loss due to buffer overflow.
However, optical buffering implemented by FDLs has a
volatile nature because of signal loss and noise accumula-
tion from optical components of FDL buffers. As pointed
out by [3,10,18,23,27], crosstalk and noise from optical
links, optical switches, FDLs, semiconductor optical ampli-
fiers (SOAs), and erbium-doped fiber amplifiers (EDFAs) are
the main sources inducing signal loss and noise accumula-
tion. Optical packets that are excessively recirculated in FDL
buffers may be eventually dropped due to serious signal loss
as well as noise accumulation. The excessive recirculation
problem adversely degrades the performance of all-optical
packet switching networks with FDL buffers. Unfortunately,
using a great number of regenerators in each optical packet
switch to solve this problem is economically infeasible at
the present time. Many research works have been presented
on reducing the local delay induced by packet recirculation
within a optical switch or multiplexer [2,4,5,10]; however,
they ignored the effect of latency (accumulated delay) across
several optical switches.
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In this paper, we propose a latency-aware scheduling
scheme to mitigate the excessive recirculation problem.
The latency-aware scheduling scheme is a multi-hop packet
scheduling scheme [1,21], and regards the latency and the
residual distance of a packet as two key parameters in packet
scheduling over optical switches. The relative weight of
latency and residual distance is summarized in a relative-dis-
tance factor. We optimize the relative-distance factor to rank
packets in the optimal balance between latency and residual
distance for minimizing packet loss. Furthermore, we pro-
vide an analytical model to calculate the packet loss rate and
average delay of all-optical packet switching networks with
our scheduling scheme. The analytical model is based on non-
homogeneous Markovian analysis [21,29], and it can also be
an analytical framework for similar networks by modifying
the conditions of packet loss and the two key parameters.
The rest of this paper is organized as follows. In Sect. 2,
we give a detailed description of the network model and the
latency-aware scheduling scheme. In Sect. 3, we provide the
analytical model for all-optical packet switching networks
with FDLs. In Sect. 4, we validate the analytical results and
study how to achieve the optimal balance between latency
and residual distance. Finally, we conclude our discussion in
Sect. 5.
2 Latency-aware scheduling scheme
2.1 Priority function 
The latency-aware scheduling scheme is based on a priority
function for handling packets. The priority function, , com-
prises two parameters: L is the latency in hops for a packet
to traverse; and R is the residual distance in hops from the
current locations to the destination, and
(R, L) = L
Rρ
(1)
L and R, in fact, are the two key quantities for scheduling
packets using the latency-aware discipline. Each packet is
associated with a priority value given by (R, L), such that
a bigger value of (R, L) denotes a higher transmission and
preemption priority, and the priority value is updated slot by
slot in the following manner. In the beginning, L and R are ini-
tialized with an estimated latency and residual distance for a
new packet, respectively. At each slot, L will be incremented
by one and R will remain unchanged if the packet experiences
a FDL recirculation, but R will be decremented by one if the
packet departs. Moreover, a queued packet may be eventually
dropped due to excessive recirculation. We assume a queued
packet will be dropped if the sum of its residual distance
and latency is greater than the latency limit, denoted Lmax,
because it will never reach the destined node.
In the above formulation, ρ, referred to as the relative-
distance factor, controls the relative importance of the two
parameters. R outweighs L if ρ is greater than one, while L
outweighs R if ρ is smaller than one. In this fashion, we can
also use the priority function to differentiate packets of real-
time applications from best-effort ones. For example, packets
of strict timing requirement are initialized with higher values
of L and they will be assigned a higher rank accordingly for
the subsequent routing.
Furthermore, the priority function is a general class of pri-
ority functions including many basic scheduling schemes.
For instance, longest-latency-first (LLF) scheme is simi-
lar to a special cases of (1) with ρ = 0, where the
packet with the longest latency is given the highest prior-
ity; longest-distance-first (LDF) and shortest-distance-first
(SDF) schemes are similar to special cases of (1) with
ρ = − ∞ and ρ =∞, respectively. We will use these basic
scheduling schemes to investigate how to determine the
proper value of ρ for minimizing the packet loss rate in
Sect. 4.
2.2 Major elements of the latency-aware scheduling scheme
We are concerned with the latency-aware scheduling scheme
with the following functional requirements:
1. Rank packets in the optimal balance between latency and
residual distance;
2. Maintain a queue on the FDL buffer that conforms to the
results calculated by the priority function; and
3. Schedule packets to leave the output port according to
the ranking and without contention.
It is worth mentioning that scheduling packets in FDL
buffers is rather different from its electronic counterpart in
RAM buffers. This is due to the fact that FDL buffers can
hold a packet only for a small period of time given by the des-
ignated delay line. The queued packet must be moved to the
specified switch output right before the delay time elapses.
Furthermore, FDL buffers have a volatile nature that a packet
exists in the buffer for the specified time period because of
signal loss and noise accumulation from optical components
of FDL buffers. As a consequence of this, packet schedul-
ing in FDL buffers requires additional design considerations
for avoiding contention among packets destined for the same
output at the same time.
3 Analytical model
In this section, we provide an analytical model to calcu-
late the packet loss rate and average delay of all-optical
packet switching networks with the latency-aware scheduling
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algorithm. The packet loss rate is defined as the proba-
bility that a packet is dropped in its routing path, and
the average delay is defined as the expected value of
the latency of a packet that is eventually transmitted to
its destination. The analytical model is based on non-
homogeneous Markovian analysis, and it can also be used
on various scheduling schemes by replacing the priority
function.
3.1 Network configuration
We consider an optical network constructed from synchro-
nous photonic packet switches using FDL buffers. To make
our analytical model tractable, we assume the optical net-
work with homogeneous switches of N inputs and N outputs.
Figure 1 shows an optical switch architecture for our study
on packet scheduling.
The optical switch architecture is an output-buffer archi-
tecture. The output-buffered N × N switch is composed of
N buffer-less switches of size 1 × N and N output switches
of size (N + B) × (B + 1). The buffer-less switches and the
output switches are interconnected in a fully meshed man-
ner, and the buffer-less switches make the lookup faster by
photonic label lookup function [16] for the head of arriving
packets. The output switch comprises a set of FDLs and a
switching fabric as well as feedback connections. This is the
place where packets are buffered and scheduled for depart-
ing the switch. Assuming B FDLs of equal length, the buffer
size is equal to B and the switching fabric is of size (N +
B) × (B + 1). The optical switch architecture makes the
lookup faster and provides better throughput performance
than input-buffer architecture because it does not suffer from
head-of-line (HOL) blocking.
Fig. 1 An optical switch architecture for our study
3.2 Overview
Our analytical model considers an all-optical packet switch-
ing network with FDLs buffers in which a queued packet will
be dropped if the sum of its residual distance and latency is
greater than Lmax. Therefore, the model has additional con-
siderations on the distributions of the latency and residual
distance of queued and arriving packets. The model is based
on the concept that these distributions are steady and in equi-
librium. With this in mind, we construct a Markov chain
model to calculate the packet loss rate and the average delay.
Let PRq ,Lq (r, l) be the steady state distribution of the
latency and residual distance of a queued packet, and let
PRq ,Lq (r, l) denote the one of the latency and residual dis-
tance of an arriving packet. Essentially, the Markov chain is
a stochastic process with the Markov property, meaning that
the next state depends only on the current state but not on
any past states. According to the Markov property, we recur-
sively update PRq ,Lq (r, l) and PRa ,La (r, l) until they con-
verge, given their state transition probabilities. We list five
main steps of our analytical model for easy to understand it:
1. Estimate a queue length distribution by a traditional
queueing model, given an effective arrival rate;
2. Calculate state transition probabilities of PRq ,Lq (r, l) and
PRa ,La (r, l), given the queue length distribution;
3. Update PRq ,Lq (r, l) and PRa ,La (r, l), given their state
transition probabilities;
4. Recur to the second step until PRq ,Lq (r, l) and PRa ,La
(r, l) converge.
5. Calculate the packet loss rate and the average delay, given
PRq ,Lq (r, l) and PRa ,La (r, l);
Furthermore, we are particularly interested in calculating the
packet loss rate due to excessive recirculation, so we assume
B = ∞ for simplifying the traditional queueing model.
Through simulation, we find that the latency limit imposed by
FDLs in fact plays a more important role in determining the
packet loss rate than buffer overflow, if sufficient FDLs are
provided. This will be verified in Sect. 4.3. Next, we present
the details of these steps in the following subsections.
3.3 Queue length distribution
First of all, we estimate a queue length distribution, denoted
Q(n), for calculating state transition probabilities of PRq ,Lq
(r, l) and PRa ,La (r, l). We assume that new packets are gen-
erated independently at each queue with a generation rate,
denoted λs , and each new packet is assigned an initial resid-
ual distance R0 and latency L0 with a general distribution,
denoted PR0,L0(r, l). Since each node receives packets from
its neighbor nodes and itself, we assume that the arrival pro-
cess approximately forms a Poisson process with an overall
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arrival rate. Theoretically, the overall arrival rate per queue
is
λ = λs + λs(E[R0] − 1) (2)
where E[R0] is the expected value of the initial residual dis-
tance of a new packet, and λs(E[R0] − 1) is the arrival rate
from neighbor nodes.
However, a packet will be dropped if the sum of its resid-
ual distance and latency is greater than Lmax. Considering the
effect of packet loss, we rewrite (2) to calculate the effective
arrival rate, denoted λeff , and have
λeff = λs + λs(E[R0] − 1 − Ploss E[Rloss]), (3)
where Ploss is the packet loss rate and E[Rloss] is the expected
value of the residual distance of a dropped packet. The effec-
tive arrival rate from neighbor nodes is λs(E[R0] − 1 −
Ploss E[Rloss]). Thus, we can use an output queueing model
from [15] with λeff to estimate Q(n). The detail of the output
queueing model is presented in Appendix A.
3.4 Updating PRq,Lq(r, l)
For updating PRq ,Lq (r, l), we need to calculate state transi-
tion probabilities of PRq ,Lq (r, l). The state transition proba-
bilities depend on the transmission probabilities of a queued
packet. Let px (r, l) be the transmission probability of a
queued packet with (r, l). Thus, we have
px (r, l) = nx,(r,l)
nq,(r,l)
. (4)
nx,(r,l) is the expected number of departing packets with
(r, l) in a queue. Among the queued packets with (r, l),
a packet will be chosen to transmit from a queue at the current
slot if the queue has no queued and arriving packets with a
higher priority than (r, l). Let Prq(uq) be the probability
function that the queue has uq queued packets with the same
priority (r, l) and no queued packet with a higher priority
than (r, l). Let Pra(ua) be the probability function that the
queue has ua arriving packets with the same priority (r, l)
and no arriving packet with a higher priority than (r, l). We
use Prq(uq) and Pra(ua) to compute nx,(r,l) by
nx,(r,l) =
∑
uq
Prq(uq)
∑
ua
Pra(ua)
Prq(uq) =
∞∑
n=1
Q(n)
(
n
uq
)
pe(r, l)uq
(1 − pg(r, l) − pe(r, l))n−uq
Pra(ua) =
N∑
i=1
A(i)
(
i
ua
)
pae(r, l)ua
(1 − pag(r, l) − pae(r, l))n−ua , (5)
where ua +uq ≥ 1; pe(r, l) and pg(r, l) are the probabilities
that a queued packet has a priority higher than (r, l) and
equal to (r, l), and pae(r, l) and pag(r, l) are the probabil-
ities that an arriving packet has a priority higher than (r, l)
and equal to (r, l), respectively. They can be calculated by
(6), given PRq ,Lq (r, l) and PRa ,La (r, l).
pe(r, l) =
∑
(r ′,l ′)=(r,l)
PRq ,Lq (r
′, l ′)
pg(r, l) =
∑
(r ′,l ′)>(r,l)
PRq ,Lq (r
′, l ′)
pae(r, l) =
∑
(r ′,l ′)=(r,l)
PRa ,La (r
′, l ′)
pag(r, l) =
∑
(r ′,l ′)>(r,l)
PRa ,La (r
′, l ′) (6)
nq,(r,l) is the expected number of queued packets with
(r, l) in a queue. For computing nq,(r,l), we consider how
many queued and arriving packets with the same priority
(r, l) at the current slot. Let Pr ′q(ua) be the probability
function that the queue has uq queued packets with the same
priority (r, l) and Pr ′a(ua) be the probability function that
the queue has ua arriving packets with the same priority
(r, l). Thus, nq,(r,l) can be calculated by
nq,(r,l) =
∑
uq
Pr ′q(u)
∑
ua
Pr ′a(ua)(uq + ua)
Pr ′a(ua) =
N∑
i=1
A(i)
(
i
ua
)
pae(r, l)ua (1 − pae(r, l))n−ua
Pr ′q(uq) =
∞∑
n=1
Q(n)
(
n
uq
)
pe(r, l)uq (1 − pe(r, l))n−uq , (7)
where ua + uq ≥ 1 and A(i) is the probability that the
number of arriving packets at the queue is i during a given
slot. Finally, we compute px (r, l) by (4), given nq,(r,l) and
nx,(r,l).
The state transition probabilities of PRq ,Lq (r, l) include
the three following cases: a queued packet departs, a queued
packet is dropped, and a queued packet experiences a FDL
recirculation. For a queued packet in state (r, l) where Lmax−
l > r ≥ 1, it will transit to state (r ′, l ′) where (r ′, l ′) =
(r, l + 1), with probability 1 − px (r, l), if it experiences a
FDL recirculation. Correspondingly, it departs with proba-
bility px (r, l). The rate of packet arriving a queue equals
the rate of packets leaving the queue in equilibrium, so we
simplify the case by assuming that a queued packet in state
(r, l) departs with probability px (r, l) and a packet arrives
the queue with steady state distribution PRa ,La (r, l). Further-
more, when a queued packet in state (r, l)where Lmax−l = r ,
it will depart with probability px (r, l) or be dropped with
probability 1 − px (r, l). Thus, the state transition probabili-
ties from PRq ,Lq (r, l) to PRq ,Lq (r ′, l ′) can be computed by
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⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 − px (r, l) + px (r, l)PRa ,La (r ′, l ′)
(if Lmax − l > r ≥ 1 and (r ′, l ′) = (r, l + 1))
px (r, l)PRa ,La (r ′, l ′)
(if Lmax − l > r ≥ 1 and (r ′, l ′) = (r, l + 1))
(1 − px (r, l))PRa ,La (r ′, l ′) + px (r, l)PRa ,La (r ′, l ′)
(if Lmax − l = r).
(8)
Let Pq denote the vector version of PRq ,Lq (r, l), and let Tq
be the transition probability matrix constructed from the state
transition probabilities. According to the Markov property,
we recursively update Pq by Pq = Pq Tq until Pq converges.
However, PRq ,Lq (r, l) depends on PRa ,La (r, l) as indicated
in (8), so we need to recursively update PRq ,Lq (r, l) and
PRa ,La (r, l) at the same time. In the next subsection, we will
present how to recursively update PRa ,La (r, l).
3.5 Updating PRa ,La (r, l)
Like updating PRq ,Lq (r, l), we calculate state transition prob-
abilities of PRa ,La (r, l) for updating PRa ,La (r, l). The state
transition probabilities depend on the departure probabil-
ity that an arriving packet enters a queue and leaves it. Let
Pd,(r,l)(k) denote the departure probability that an arriv-
ing packet with (r, l) is delayed for k slots in a queue
and leaves it. Pd,(r,l)(1) is equal to px (r, l), because this
situation occurs only when an arriving packet immediately
leaves the queue without delay. Pd,(r,l)(k) is equal to [1 −∑k−1
i=1 Pd,(r,l)(i)]px (r, l +k −1) for Lmax − l −r ≥ k ≥ 2,
because this situation occurs only when the arriving packet
is delayed for k slots and it departs eventually. Thus, we can
compute Pd,(r,l)(k) by
Pd,(r,l)(1) = px (r, l)
Pd,(r,l)(k) = [1 −
k−1∑
i=1
Pd,(r,l)(i)]px (r, l + k − 1)
Pd,(r,l)(∞) = 1 −
Lmax−l−r+1∑
i=1
Pd,(r,l)(i), (9)
where Pd,(r,l)(∞) denotes the loss probability that an arriv-
ing packet with (r, l) is eventually dropped in the queue.
There are the three cases of the state transition proba-
bilities of PRa ,La (r, l): an arriving packet leaves the queue,
an arriving packet arrives its destination, and an arriving
packet is dropped. For an arriving packet in state (r, l), where
Lmax − l − r + 1 ≥ k ≥ 1, it will transit to state (r ′, l ′)
where (r ′, l ′) = (r, l + k), with probability Pd,(r,l)(k), if
it is delayed for k slots and leaves the queue. Correspond-
ingly, it is dropped with probability Pd,(r,l)(∞). In equilib-
rium, the rate of packet leaving the network equals the rate
of new packets arriving the network. Therefore, we simplify
the case by assuming that an arriving packet departs with
probability Pd,(r,l)(k) and a new packet arrives the queue
with PR0,L0(r, l). Furthermore, when a arriving packet in
state (r, l) where r = 1, it will leave the network, no mat-
ter no matter whether it arrive its destination or be dropped.
Thus, the state transition probabilities from PRa ,La (r, l) to
PRa ,La (r ′, l ′) can be computed by
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Pd,(r,l)(k) + Pd,(r,l)(∞)PR0,L0(r ′, l ′)
(ifLmax − l − r + 1 ≥ k ≥ 1,
(r ′, l ′) = (r − 1, l + k) and k = l ′ − l)
Pd,(r,l)(∞)PR0,L0(r ′, l ′)
(if Lmax − l − r + 1 ≥ k ≥ 1andr ′ = r − 1)
PR0,L0(r ′, l ′).
(if r = 1)
(10)
Let Pa denote the vector version of PRa ,La (r, l), and let Ta
be the transition probability matrix. According to the Mar-
kov property, we recursively update Pa by Pa = Pa Ta until
Pa converges. In the next subsection, we will show how to
recursively update Pa and Pq at the same time and calculate
Ploss, Rloss, and the average delay, denoted Ls .
3.6 Computing Ploss, Rloss, and Ls
The previous two subsections have presented how to itera-
tively update Pa and Pq , respectively. In fact, Pa and Pq have
a dependency on each other and they have to be updated at
the same time. In this subsection, we present a computational
method used to update Pa and Pq simultaneously. The com-
putational method consists of the seven following steps:
− Step 1: Estimate Q(n).
− Step 2: Compute px (r, l).
− Step 3: Construct Tq .
− Step 4: Let Pq = Pq Tq .
− Step 5: Compute Pd,(r,l)(k).
− Step 6: Construct Ta .
− Step 7: Let Pa = Pa Ta .
− Repeat from Step 2 until Pq and Pa converge.
In the computational method, we use PR0,L0(r, l) to initialize
PRq ,Lq (r, l) and PRa ,La (r, l), respectively, and then calculate
px (r, l) for constructing Tq and Ta .Pq and Pa are updated by
Pq = Pq Tq and Pa = PaTa . Finally, we repeat these steps
until Pq and Pa converge.
After Pa and Pa converge, we can calculate the packet loss
rate by an absorbing Markov chain using the state transition
probabilities of PRa ,La (r, l). Let Ps(r, l) denote the steady
state distribution of the latency and residual distance of a new
packet. Since a new packet with an initial state (r0, l0) will
reach the destination with a final state (0, l) or be dropped in
the routing path, the absorbing Markov chain has two types
of absorbing states, Ploss(r, l) and Ps(0, l). Ploss(r, l) is the
packet loss probability that a new packet is dropped along the
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routing path with the final state (r, l), and Ps(0, l) is the prob-
ability that a new packet arrives its destination with the final
state (0, l). Considering the two types of absorbing states,
we modify (10) to (11) for the state transition probabilities
from Ps(r, l) to Ps(r ′, l ′), Ploss(r, l), or Ps(0, l ′).
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Pd,(r,l)(k)
(if Lmax − l − r + 1 ≥ k ≥ 1,
(r ′, l ′) = (r − 1, l + k) and k = l ′ − l)
Pd,(r,l)(∞)
(if (r ′, l ′) → loss)
1 − Pd,(r,l)(∞)
(if r = 1and(r ′, l ′) → success).
(11)
Let Ps be the vector version of Ps(r, l) and Ts be the transi-
tion probability matrix. According to the Markov property,
we recursively update Ps by Ps = PsTs until Ps converges,
and then we compute Ploss, Rloss, and Ls by
Ploss =
∑
Ploss(r, l)
Rloss =
∑
Ploss(r, l)r
Ls =
∑
Ps(0, l)l. (12)
Especially to deserve to be mentioned, the maximum num-
ber of recursively updating Ps is a small number that is equal
to Lmax. The maximum number of recursively updating Ps
occurs only when a new packet with an initial state (r, 0)
arrives its destination with the final state (0, Lmax). Further-
more, the absorbing Markov chain is homogeneous because
Pd,(r,l)(k) is given and constant. [22] provides an alterna-
tive solution to the homogeneous Markov chain.
Finally, we consider the issue that significant packet loss
may have a direct impact on the effective traffic load, when
packets start to be dropped; the transmission queue becomes
shortened and the effective traffic load is reduced. Some ana-
lytical models overestimate the packet loss rate because they
do not consider this impact. When the effective traffic load
is reduced because of packet loss, the packet loss rate is also
reduced. For enhancing accuracy, we recursively updates λeff
and Ploss to avoid overestimating the packet loss rat, and
present the complete steps of our analytical model using a
double-loop structure:
− Step 1: Estimate Q(n), given λeff .
− Step 2: Compute px (r, l).
− Step 3: Construct Ta .
− Step 4: Let Pa = Pq Tq .
− Step 5: Compute Pd,(r,l)(k).
− Step 6: Construct Ta .
− Step 7: Let Pa = PaTa .
− Repeat from Step 2 until Pq and Pa converge.
− Step 8: Calculate Ploss, Rloss, and Ls .
− Repeat from Step 1 until Ploss converges.
In addition, we present a little modification in Appendix B,
because the new packets in state (r0, 0) exist only in the
arrival traffic. When these packets arrive a queue, the state
will change from (r0, 0) to (r0, 1). These packets need to be
handled especially.
4 Numerical analysis and simulation
In this section, we employ our analytical and simulation
model to examine how the relative weights assigned to the
latency and the residual distance of a packet affect the perfor-
mance of packet loss rate and average delay in our scheduling
scheme. First, we validate our analytical model by comparing
the analytical and simulation results. Second, we use LLF,
LDF, and SDF schemes to investigate effects of extreme val-
ues of ρ on the performance. Last, we find out how to deter-
mine the optimal value of ρ through numerical analysis for
minimizing the packet loss rate.
4.1 Simulation model
Our simulation model employs a multi-stage network with
one hundred nodes as shown in Fig. 2, where each stage is
composed of N nodes and each node is directly connected
with all nodes of the previous stage and the next stage. In
this multi-stage network, optical packets are randomly routed
following the left-to-right or right-to-left, and they are not
exchanged between the nodes of the same stage. Let Rmax
denote the maximum residual distance in hops for a packet
to traverse. Each packet is assigned a random routing path,
an initial residual distance R0 and an initial latency L0, such
that the route length has a uniform distribution between one
and Rmax. Furthermore, the initial latency is equal to zero.
Fig. 2 A multi-stage network for our simulation
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Fig. 3 A Bi-dimensional Manhattan Street network
In addition to the multi-stage network, we also study our
scheme on a Bi-dimensional Manhattan Street network as
shown in Fig. 3, where each internal node directly con-
nects to its four neighbors. We have consistent results on
the Bi-dimensional Manhattan Street network and the multi-
stage network. For brevity, we abridge the discussion on the
Bi-dimensional Manhattan Street network.
4.2 Analytical verification
In this subsection, we validate our analytical model by com-
paring the analytical and simulation results. We assume that
Rmax = 10, B = ∞, and N = 10, and compute the packet
loss rate and the average delay for a series of λ, ranging from
0.1 to 0.8. The traffic load follows the overall arrival rate per
queue λ from (2), and A(i) follows (14).
As mentioned previously, our analytical model can be used
to calculate the packet loss rate and the average delay of
all-optical packet switching networks with our scheduling
scheme. Figures 4 and 5 illustrate average delays and packet
loss rates of the analytical and simulation results with various
relative-distance factors. They show that the analytical results
are in good agreement with the simulation results in terms of
packet loss rates and average delay. Note that the analytical
results are considerably close to the simulation results under
heavy traffic load. This is because our analytical model has
considered the effect of significant packet loss on Q(n) and
λeff . The simulation and analytical results verify the accu-
racy of our analytical model. Furthermore, Figs. 4 and 5 also
show that the relative-distance factor has a significant impact
on packet loss rate and average delay.
Fig. 4 Packet loss rates of analytical and simulation results with vari-
ous relative-distance factors
Fig. 5 Average delays of analytical and simulation results in our sched-
uling scheme with various relative-distance factors
4.3 Effects of extreme values of ρ
In this subsection, we examine effects of extreme values of ρ
on the performance of packet loss rate and average delay. We
use LLF, LDF, and SDF schemes to investigate the effects of
extreme values of ρ for minimizing the packet loss rate as
well as the average delay. The LLF, LDF, and SDF schemes
are similar to special cases of (1) with ρ = 0, ρ = −∞,
and ρ = ∞, respectively. Through simulation, we intend
to observe how the performance is varied by these schemes
under various loading conditions. The observations can then
help us estimate the operating range of ρ for minimizing the
packet loss rate as well as the average delay. Figures 6, 7, 8
illustrate packet loss rates and average delays of simulation
results in the three schemes and the first-in-first-out schedul-
ing scheme (FIFO).
Figure 6 shows that LLF outperforms LDF, SDF, and FIFO
in terms of packet loss rate. This is because a queued packet
will be dropped if the sum of its residual distance and latency
is greater than Lmax, and a queued packet with a long latency
is easier to transmit than one with a short latency in LLF.
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Fig. 6 Packet loss rates of simulation results in different schemes with
B = ∞
Fig. 7 Average delays of simulation results in different schemes with
B = ∞
Fig. 8 Packet loss rates of simulation results in different schemes with
B = 4
LLF reduces the packet loss rate, but Fig. 7 shows it also
increases the average delay.
Next, Fig. 6 shows that LDF outperforms SDF and FIFO
in terms of packet loss rate under low traffic load, but doing
the opposite under heavy traffic load. Under low traffic load,
LDF is similar to LLF, because a new packet with a long ini-
tial residual distance usually has a long latency when it has
reached the destined node. However, a queued packet with a
short residual distance is difficult to transmit even if it has a
long latency. This causes an adverse effect on packet loss rate
when the traffic load is heavy and the network is congested.
By contrast, a queued packet with a long residual distance
is difficult to transmit in SDF, so SDF achieves larger Rloss
than LDF. According to (3), larger Rloss can considerably
reduce effective traffic load as well as packet loss. Further-
more, Fig. 8 shows the consistent results under B = 4, and
Fig. 7 shows that SDF also reduces the average delay. There-
fore, SDF can reduce both the packet loss rate and the average
delay under heavy traffic load.
Figures 6 and 8 verify that Lmax imposed by FDLs in fact
plays a more important role in determining the packet loss
rate than the buffer size, if sufficient FDLs are provided.
Comparing Fig. 6 with Fig. 8, they show that the packet loss
rate due to buffer overflow is 96% lower than the packet loss
rate due to excessive recirculation in LDF when λ = 1.0
and B = 4. The packet loss rates due to buffer overflow and
excessive recirculation both increase with λ but the packet
loss rate due to buffer overflow can be reduced significantly
if sufficient FDLs are provided.
4.4 Optimal balance between latency and residual distance
According to the results of the previous subsection, we make
two important observations for minimizing the packet loss
rate. First, LLF (i.e., ρ = 0) and LDF (i.e., ρ = −∞) can
reduce the packet loss rate but increase the average delay
when the traffic load is light. Second, LLF and SDF (i.e.,
ρ = ∞) can reduce the packet loss rate when the traffic load
is heavy. In particular, SDF can also reduce the average delay.
Therefore, we should use a negative ρ to combine the effect
of LLF and LDF under low traffic load for minimizing the
packet loss rate, and use a positive relative-distance factor to
combine the effect of LLF and SDF under heavy traffic load.
Now, we intend to determine the proper value of ρ in
our scheduling scheme for achieving the optimal balance
between latency and residual distance. Figures 9, 10 and 11
illustrate packet loss rates of simulation results in our sched-
uling scheme with various ρ and B = 4. We compute the
packet loss rate for a series of ρ, ranging from −1 to 1. These
results help us find the optimal balance between latency and
residual distance for minimizing the packet loss rate.
In the case of light traffic load and Lmax = 15, Fig. 9 shows
that the optimal value of ρ is equal to −0.5 when λ = 0.2;
the optimal value of ρ is equal to −0.4 when λ = 0.3 and
λ = 0.4. Therefore, we know that using a negative relative-
distance factor to combine the effect of LLF and LDF on
packet loss rate is truly effective under low traffic load.
In the case of heavy traffic load and Lmax = 15, Fig. 10
shows that the optimal value of ρ is equal to −0.3 when
λ = 0.7; the optimal value ofρ is equal to−0.2 whenλ = 0.8
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Fig. 9 Packet loss rates of simulation results under low traffic load and
Lmax = 15
Fig. 10 Packet loss rates of simulation results under heavy traffic load
and Lmax = 15
and λ = 0.9; the optimal value of ρ is equal to −0.1 when
λ = 1.0. Obviously, the optimal value of ρ increases with λ.
Furthermore, Fig. 11 illustrates packet loss rates of sim-
ulation results in our scheduling scheme under heavy traffic
load and Lmax = 25. It shows that the optimal value of ρ is
equal to 0.3 when λ = 0.7 and λ = 0.8; the optimal value
of ρ is equal to 0.5 when λ = 0.9 and λ = 1.0. Comparing
Fig. 11 with Fig. 10, a wide Lmax results in that the optimal
value of ρ increases. This is because a wide Lmax reduces
the packet loss rate due to excessive recirculation but the
one due to buffer overflow. When the packet loss rate due
to buffer overflow increases, our scheduling scheme needs a
greater relative-distance factor to reduce the effective traffic
load, according to the effect of SDF (i.e., ρ = ∞). In the
extreme case where the network traffic is highly stressed, a
great relative-distance factor should be used.
Consequently, we can optimize ρ to minimize the packet
loss rate based on the following observations:
1. The optimal value of ρ is a negative number under low
traffic load;
2. The optimal value of ρ increases with λ;
3. The optimal value of ρ increases with Lmax.
Fig. 11 Packet loss rates of simulation results under heavy traffic load
and Lmax = 25
Fig. 12 Packet loss rates of simulation results with different priority
functions under Lmax = 15
We dynamically adapt the value of ρ based on the three obser-
vations to minimize the packet loss rate. Figure 12 shows that
our scheduling scheme outperforms FIFO and LLF in terms
of packet loss rate. Our scheduling scheme is very effective
for reducing packet loss when the traffic load is light. Under
light traffic load, our scheduling scheme achieves a packet
loss rate 71% lower than the one of LLF. Even if the traffic
load is heavy and equal to 0.9, the packet loss rate of our
scheduling scheme is still 4% lower than the one of LLF in
Fig. 12.
5 Conclusions
We have proposed a latency-aware scheduling scheme and
an analytical model for all-optical packet switching net-
works with FDL buffers. We focus on the optimization of
a relative-distance factor, ρ, which represents the relative
weights assigned to the latency and the residual distance of
a packet to determine its priority in the latency-aware sched-
uling scheme. The optimal value of ρ minimizes the packet
loss rate of the all-optical packet switching networks. The
proposed analytical model is based on a non-homogeneous
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Markov chain using a double-loop structure. We use the ana-
lytical model to analyze the performance of our scheduling
scheme in terms of packet loss rate and average delay. Fur-
thermore, the proposed analytical model is accurate and suit-
able for a wide range of network configurations in multi-stage
networks and Bi-dimensional Manhattan Street networks, as
well as other packet generation patterns.
Our numerical results show how various network parame-
ters affect the choice of ρ for minimizing the packet loss rate.
In the case of light traffic load, the latency is a more impor-
tant factor and the optimal value of ρ is a negative number.
The optimal value of ρ increases (i.e., the importance of the
residual distance increases) as the traffic load or the latency
limit increases. The effects of residual distance and latency
on the performance are different from common heuristics.
Our study demonstrates quantitatively that the latency-aware
scheduling scheme with the optimal value of ρ can lead to
significant reduction in packet loss rate.
Appendix A
Let Q(n) denote the steady state probability that the queue
length is n. The following equations can compute the steady
state probabilities,
Q(0) = (1 − λeff)
A(0)
Q(1) = (1 − A(0) − A(1))
A(0)
q0 (13)
Q( j) = (1 − A(1))
A(0)
q j−1 −
j∑
i=1
A(i)
A(0)
q j−i , if j > 1
where A(i) is the probability that the number of arriving
packets at the queue is i during a given timeslot. A(i) is dif-
ferent from the one of [15], because arriving packets come
from neighbor nodes and the node itself in our network con-
figuration. Since the arriving packets come from the node
itself with a stable generation rate λs , we have
A(i) = Pr [A = i]
=
(
N
i
)(
λeff − λs
N
)i (1 − λeff − λs
N
)N−i
(1 − λs) (14)
+
(
N
i − 1
)
(
λeff − λs
N
)i−1
(
1 − λeff − λs
N
)N−i+1
λs,
where N denotes the number of input/output ports. In addi-
tion, we also can use various distributions to generate pack-
ets. For example, if the packet generation follows a Poisson
distribution with a generation rate λs , (14) will be
A(i) = Pr [A = i] =
i∑
k=0
(
N
i − k
)(
λeff − λs
N
)i−k
(
1 − λeff − λs
N
)N−i−k
λks e
−λs
k! , (15)
where k is the number of arriving packets from the node itself.
Appendix B
We modify some equations for handling the new packets
with (r0, 0) especially. Firstly, let A′(i) denote the number
of arriving packets from the neighbor nodes. According to
(14), we have
A′(i) =
(
N
i
)(
λeff − λs
N
)i (
1 − λeff − λs
N
)N−i
. (16)
These packets will arrive and directly depart a queue when
the queue has no arriving packets with higher priorities and
the queue is empty, so we can calculate px (r0, 0) for these
packets by
px (r0, 0) = Q(0)A′(0)λ′s, (17)
where λ′s denotes the generation rate of these packets.
Next, we modify (6) for the other packets. Since the pack-
ets with the lowest priority do not exist in a queue and exist
only in the arrival traffic, we modify (6) to (18) for the other
packets.
pe(r, 0) =
∑
(r ′,0)=(r,0)
PRq ,Lq (r
′, l ′)
pg(r, l) =
∑
(r ′,l ′)>(r,l) PRq ,Lq (r ′, l ′)
1 − pe(r, 0) if l = 0 and l
′ =0
pe(r, l) =
∑
(r ′,l ′)=(r,l) PRq ,Lq (r ′, l ′)
1 − pe(r, 0) if l = 0 and l
′ =0
pag(r, l) =
∑
(r ′,l ′)>(r,l)
PRa ,La (r
′, l ′)
pae(r, l) =
∑
(r ′,l ′)=(r,l)
PRa ,La (r
′, l ′). (18)
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