Abstract. Given an undirected graph and a positive integer k, the maximum k-colorable subgraph problem consists of selecting a k-colorable induced subgraph of maximum cardinality. The natural integer programming formulation for this problem exhibits two kinds of symmetry: arbitrarily permuting the color classes and/or applying a nontrivial graph automorphism gives equivalent solutions. It is well known that such symmetries have negative effects on the performance of constraint/integer programming solvers.
Introduction
Symmetry in integer programs (IPs) and constraint programs (CPs) has been recognized to harm the performance of solution algorithms for a long time. One reason for this unfavorable effect is that symmetric solutions appear repeatedly in the search tree, without giving new information about optimal solutions. Furthermore, in the IP-setting, symmetries usually lead to weak bounds of the linear programming relaxation. In recent years, several (successful) methods to handle symmetry have been developed, see Margot [30] for an overview.
A particular problem in which symmetry arises is the maximum k-colorable subgraph problem, which is defined as follows: Given an undirected graph and a positive integer k, find a largest (induced) subgraph that can be colored with k colors, i.e., we can assign one of at most k colors to each node in the subgraph, such that two adjacent nodes do not receive the same color. Any k-colored subgraph can be transformed into another, equivalent k-colored subgraph by arbitrarily permuting the color classes or by applying a graph automorphism. This gives rise to color and graph symmetry in a natural IP-formulation of the maximum k-colorable subgraph problem. One way to tackle symmetry is a polyhedral approach. For instance, socalled orbitopes can be used to handle the symmetry arising from permuting the color classes. These polytopes where introduced in [21] . In particular, a complete description via shifted column inequalities (SCIs) was given, and an efficient separation algorithm for SCIs was developed. A fast algorithm to perform constraint propagation on orbitope structures was investigated in [20] . We will skip details on these techniques, because they are not of central importance for this paper. They will, however, be used in the computational experiments and are crucial for fast algorithms.
The symmetry arising from automorphisms of the graph, however, has not yet been treated from a polyhedral viewpoint. In this paper, we investigate methods based both on constraint propagation and linear inequalities to handle such symmetry, together with the orbitope approach for color symmetries. To the best of our knowledge, no previous work on combining polyhedral symmetry handling techniques from IP with CP symmetry handling approaches has appeared in the literature. We use the maximum k-colorable subgraph problem as a prototype application for this investigation. This line of research has been started in [18] , where we investigate the interaction of the problem-specific polyhedral structure of the maximum k-colorable subgraph problem with orbitopes.
After discussing related work and giving basic definitions, we investigate a symmetry handling approach based on a lexicographic ordering constraint in Section 2.1. For special structures of the automorphism group, one can strengthen the original constraint, for instance, if a transposition is part of the automorphism or a symmetric group is acting on a subgraph. In Section 2.2, we study domain propagation of so-called structural symmetry breaking constraints to handle symmetries that arise from a combination of graph and color symmetries. Section 3 describes components of a branchcut-and-propagate algorithm to solve the maximum k-colorable subgraph problem, i.e., we combine a branch-and-cut with a constraint programming algorithm to solve a constraint integer program, see [4, 6] . In Section 4, we report on computational experiments, which show the effectiveness of this approach. For example, we show that the usage of symmetric subgroups of the automorphism group lead to a significant improvement of the algorithm performance.
Related Work
Margot [30] gives an excellent overview of symmetry handling methods in IP and CP. We thus keep this section brief and only highlight some related work.
The handling of symmetries has been extensively discussed in the CP literature. Puget [37] first introduced a symmetry breaking constraint, and Crawford et al. [9] propose general symmetry breaking constraints. The addition of constraints for the handling of row and column symmetry has received considerable attention, see, e.g., [10, 13, 22] . Gent et al. [16] present an overview.
In integer programming, the handling of symmetries by adding constraints was proposed by Méndez-Díaz and Zabala [32] for the graph coloring problem. General IP-methods to handle symmetries via pruning in the search tree have been developed by Margot [27, 28, 29] and Ostrowski et al. [36, 25] .
The maximum k-colorable subgraph problem appears to have rarely been studied in the literature, supposedly, because it is closely connected to both the more prominent graph coloring problem and the stable set problem. See [18] for more details as well as a list of applications and relevant IPtechniques for the maximum k-colorable subgraph problem.
Basic Notation and Definitions
We use the following notation throughout the article.
For an integer n ≥ 1, let
We use row i for the set {(i, 1), (i, 2), . . . , (i, k)} and col j for the set {(1, j), (2, j), . . . , (n, j)}. By row i (x) we denote the ith row of x and col j (x) denotes the jth column of x. By 0 we denote a zero-matrix of appropriate dimensions.
Any permutation of a finite set can be written using disjoint cycles. A cycle (a 1 a 2 . . . a k ) refers to the mapping a 1 → a 2 → . . . → a k → a 1 ; k is the length of the cycle, and a cycle of length k is called a k-cycle. A 2-cycle is a transposition.
Let G = (V, E) be a simple undirected graph with node set V and edge set E, where n := |V |. We will often need an order of the nodes in V and thus assume that V := {1, . . . , n}; in particular, we can directly compare nodes, e.g., u < v for u, v ∈ V . We denote by G[V ] the subgraph induced by V ⊆ V . Thus, the set of edges of G[V ] is {e ∈ E : e ⊆ V }. For a node v, the neighborhood Γ(v) of node v contains all nodes adjacent to v, i.e.,
A stable set is a set of nodes S = ∅ such that for all u, v ∈ S, we have {u, v} / ∈ E. For a positive integer k, G is k-colorable if we can assign to each node in G a color (number) in [k] such that adjacent nodes do not have the same color.
Definition 1. For a positive integer k and a graph
is k-colorable and V has maximum cardinality.
The maximum k-colorable subgraph problem is NP-hard and hard to approximate, see [18] for a detailed discussion.
Note that the restriction to simple graphs for the maximum k-colorable subgraph problem is without loss of generality: parallel edges can be replaced by a single edge, and nodes with loops will never be part of V .
We consider the following IP-formulation for the maximum k-colorable subgraph problem.
(IP k (G)) max v∈V j∈ [k] x vj (1)
Let x be a solution of (2)- (4). Because of the packing inequalities (3), x(row v ) is 1 if and only if node v is in the selected subgraph (i.e., colored). Thus, the objective function represents the cardinality of the selected subgraph.
The k-colored subgraph polytope corresponding to the maximum k-colorable subgraph problem is (2) and (3)}.
A symmetry of an IP is a permutation of the variables that maps feasible solutions to feasible solutions with the same objective function value. They are variable solution symmetries in the sense of Cohen et al. [8] . The symmetries of an IP form the symmetry group. The symmetry group partitions the feasible solutions into disjoint orbits. We say that the addition of a set of constraints leads to partial/complete symmetry handling with respect to the symmetry group, if for every orbit of solutions at least/exactly one solution is preserved.
The maximum k-colorable subgraph problem exhibits two basic types of symmetries: color and graph symmetries. In [18] , we concentrated on handling color symmetry polyhedrally via orbitopes. Color symmetries form a symmetric group S k of degree k that operates by permuting the columns of x in (IP k (G)). In this paper, we concentrate on graph symmetry handling.
Graph Symmetry Handling
Each element of the automorphism group Aut(G) of the graph G yields a symmetry of (IP k (G)) by permuting the rows of x accordingly. Graph and color symmetries differ in certain aspects as we discuss in the following.
First, unlike color symmetries, graph automorphisms may not yield symmetries in the weighted version of the maximum k-colorable subgraph problem, where each node receives a weight and the goal is to maximize the sum of the weights of the colored nodes. Recall that this article only considers the unweighted version.
Second, the color symmetries of (IP k (G)) are known (but could also be efficiently be computed, see [7] ). In contrast, finding graph automorphisms (and hence graph symmetries) is at least as hard as the graph isomorphism problem, which has an open complexity status (see Garey and Johnson [15] and Johnson [19] ). More precisely, the problem of detecting whether a graph admits a non-trivial automorphism is graph-isomorphism complete.
Third, whereas color symmetries always form a symmetric group, any group can be the automorphism group of a graph, see, e.g., Frucht [14] .
Lexicographic Graph Symmetry Handling
Crawford et al. [9] propose constraints to handle general symmetries for Boolean satisfiability problems that we can adapt for our purposes as follows. For every symmetry φ ∈ Aut(G), we have the following lexicographic ordering constraint.
If we add (5) for all φ ∈ Aut(G), then the graph symmetries are completely handled. In particular, the addition of (5) comes with the guarantee that from every orbit of solutions, the lexicographically largest solution is preserved, see [9] . Note that in (5), it suffices to consider only nodes v for which φ(v) = v.
Remark 1.
When combining color and graph symmetry handling, one needs to order the rows and the columns of x in the same lexicographic fashion (i.e., decreasingly or increasingly). Orbitope symmetry handling for the color symmetries uses a lexicographically decreasing order on the columns. Hence, a lexicographically decreasing order on the rows should be used as well. Otherwise, one may lose entire orbits of solutions, see Flener et al. [10] .
Constraints (5) are non-linear. A standard linearization is:
Inequalities (6) have coefficients from 1 to 2 nk−1 . Even for small n and k, this will cause severe numerical difficulties for IP-solvers. We therefore do not use inequalities (6), but directly perform constraint propagation on (5) as follows (see Frisch et al. [13] for domain filtering for (5) in a pure CP context). Assume that x ij becomes fixed during search for some i ∈ [n], j ∈ [k]; the implications from fixings of x φ(i),j are similar. Further, assume that x st and x φ(s),t are fixed for all s < i and all t ∈ [k], and that
If x ij is fixed to 1, this implies that x φ(i), = 0 for < j (otherwise Constraint (5) would be violated). If x it is fixed to 0 for all t ∈ [j], then we can fix
To provide further propagation steps, we need the following notation. We denote byx andx the matrix where all unfixed variables in x are set to 0 and 1, respectively. If row i+1 (x) < lex row φ(i+1) (x), we can derive stronger fixings. It follows that row i (x) > lex row φ(i) (x) must hold for every feasible solutionx compatible with the fixings, otherwise Constraint (5) is violated. If x ij is fixed to 1, then we may, additionally to the above fixings, fix x φ(i),j to 0. If x it is fixed to 0 for all t ∈ [j], then we may, additionally to the above fixings, fix x φ(i),j+1 to 0.
If the automorphism group has a particular structure, this general approach can be specialized. We discuss several examples in the following.
Graph Transpositions:
One particularly simple kind of graph automorphisms are transpositions, which frequently occur in the automorphism group of a graph G. For a transposition φ = (u v) ∈ Aut(G) (we always assume u < v), we can simplify (5) to:
and we can simplify (6) to:
This inequality can be strengthened by using the packing inequalities:
Constraints (8) and (9) are logically equivalent, because they exclude all but the lexicographically largest solutions with respect to (u v). However, polyhedrally speaking, (9) dominate (8); they also avoid large coefficients.
Composition of Transpositions:
Consider the case in which Aut(G) contains a composition of (disjoint) transpositions
In this case, we can strengthen the above mentioned general domain propagation follows. We can assume w.l.o.g. that
For the sake of contradiction, assume that there exists a feasible solutionx withx u 2 ,1 = 1. It follows that x u 1 ,1 = 0 due to {u 1 , u 2 } ∈ E. Then, however,x violates (5); this proves the claim.
Symmetric Groups:
In order to handle symmetric (sub)groups, we need the following basic fact.
It follows that a symmetric subgroup of the automorphism group either acts on a stable set or on a clique. If it acts on a clique, we can use orbitopal fixing, see [20] , as an efficient domain filtering algorithm; in particular, for a symmetric group acting on the clique C = {u 1 , u 2 , u 3 , . . . , u c }, we may fix x u i ,j = 0 for all i = 2, . . . , c and j = 1, . . . , k(i − 1) due to the lexicographic ordering.
Lemma 3. Let a symmetric subgroup act on a stable set S. Then adding
to (IP k (G)) does not change the optimal value.
Proof. If no optimal solution colors a node in S, the claim holds trivially. Otherwise, assume that there exists a solutionx withx uj = 1 for some u ∈ S and j ∈ [k]. Consider any node v ∈ S \ {u}. By assumption, we have (u v) ∈ Aut(G), i.e., Γ(u) = Γ(v). Sincex is a valid coloring, there exists no w ∈ Γ(v) = Γ(u) such thatx wj = 1. Since by assumption {u, v} / ∈ E, (re)coloring v with color j yields a valid coloring. Since v was arbitrary, we conclude that any node in S can be colored with the same color. Moreover, ifx was optimal the resulting coloring is optimal and satisfies (10).
We note that the equations (10) do not conflict with Constraints (5) for optimal solutions: Every solution that fulfills (10) has lexicographically ordered rows for nodes in S and thus fulfills (5) . Moreover, the proof of Lemma 3 shows that if a solution fulfills (5) but not (10), the solution is either not optimal or can be partially recolored such that it fulfills (10).
Arbitrary Groups: In the general case, we cannot exploit any particular structure of the automorphism group. In particular, since Aut(G) may become very large, it is in general not efficient to consider (5) for all available automorphisms. Thus, we only consider the generators of Aut(G) that nauty [31] outputs.
Combinations of Graph and Color Symmetry
So far, we have focused on the independent handling of graph and color symmetries: orbitopes handle the color symmetries completely, and (5) can handle graph symmetries completely. As the following example shows, there may, however, be combinations of graph and color symmetries (product symmetries) that are left unhandled, even if we restrict attention to transpositions (see also Flener et al. [10] ). In this section we deal with methods to handle product symmetries. Note that the difference between the number of solutions in the case with and without complete handling of product symmetries can be exponential in the size of G, even if graph and color symmetries are handled completely, see [22] .
Flener et al. [11] present constraints that provide complete symmetry handling for product symmetries, where the graph automorphism group is a union of symmetric groups. We need some notation in order to present this result. We partition the set of nodes V into sets
We require the lexicographic ordering
for all i ∈ [q p − 1] and all p ∈ [s]. We introduce frequency variables
determining the number of nodes in V p colored with color j. Finally, we introduce the constraints
We refer to Constraints (11) and (13) as structural symmetry breaking (SSB) constraints. Note that variables f p j are only used for ease of exposition; we do not use them in our implementation. Flener et al. [11] proved that SSB constraints completely handle all symmetries of (IP k (G)).
Unfortunately, SSB constraints do not necessarily imply a lexicographic ordering of the columns as one easily verifies. This impedes a combination of orbitope symmetry handling with SSB constraints in the general case. However, the following result shows how to relabel the nodes such that orbitope symmetry handling and SSB constraints do not conflict. 
Then SSB constraints imply a lexicographically decreasing order on the columns.
Proof. For the sake of contradiction, assume the existence of a solution (x,f ) that fulfills (13) and has two columns j, j+1 such that col j (x) < lex col j+1 (x). Let i be the smallest row index in which col j (x) and col j+1 (x) differ and
By assumption,x rj =x r,j+1 for r < i. Because of the packing inequalities, it follows thatx rj =x r,j+1 = 0. Thus,f Within partition V p , we havex rj = 0 for all r ∈ V p with r < i. Moreover, node i is colored with color j + 1. Thus,x it = 0 for all t ∈ [j] by the packing inequalities. Since the rows within a partition are lexicographically decreasingly ordered, it follows thatx rt = 0 for all r in V p with r > i and all t ∈ [j]. Therefore, we have shown thatx vj = 0 for all v ∈ V p . It follows that 0 =f p j <f p j+1 ≥ 1. Thus,x violates an SSB constraint. The node labeling/order is important for the maximum k-colorable subgraph problem and has a significant influence on the solving time. We shall verify in experiments, whether the additional symmetry handling by SSB constraints outweighs the effect of restricted node orderings.
We directly perform domain filtering for SSB constraints as follows (see Flener et al. [11] for stronger domain filtering in a pure CP context). First, for Constraint (11), we use the already mentioned domain propagation of Constraint (5). Second, we propagate Constraint (13) as follows.
Assume variable x ij becomes fixed, with corresponding frequency variable f 
A Branch-Cut-and-Propagate Algorithm
In this section, we describe the main components of a branch-cut-andpropagate algorithm for the maximum k-colorable subgraph problem: preprocessing, node labeling heuristics, branching rules, (valid) inequalities, and node domination inequalities. Additionally, we use the constraints for graph symmetries as described in Section 2 and conflict analysis, see Achterberg [3, 4] . We assume familiarity with the branch-and-cut approach, see, e.g., Nemhauser and Wolsey [35] for background.
At several places, we use tclique, a specialized branch-and-bound method for the maximum weighted clique problem, which is available in scip [38] . By working on the complement graph, tclique can solve the maximum weighted stable set problem as well.
Preprocessing
Preprocessing tries to reduce the size of the graph, before the main optimization is performed. For the maximum k-colorable subgraph problem, we can remove nodes with low degree as follows. If a node v with δ(v) < k exists, we can always color this node with a color that is not used by its neighbors. Hence, we can delete this node from graph G and adapt the objective function.
Node Labeling Heuristics
Before setting up formulation (IP k (G)), one can reorder (relabel) the nodes, which has a big impact on the performance of solution algorithms. We investigate the following node labelings:
• Sort nodes w.r.t. increasing/decreasing node-degree.
• Choose a large clique as the first nodes in the order and then sort w.r.t.
increasing/decreasing node-degree.
• Sort the nodes such that nodes in the same symmetric group have consecutive node labels (see Proposition 5).
• Sort the nodes randomly.
Branching Rules
One possibility is to branch on nodes as done in [33] , i.e., we choose a node in the graph and generate a branch for each color which is still available.
• Uncolored node branching: choose a node with highest number of nonavailable colors. Ties are broken according to the degree of the nodes in the uncolored subgraph, i.e., the number of neighbors whose color is not fixed.
• Uncolored Sewell's rule: choose a node as above. Ties are broken according to the rule of Sewell [39] : The node whose coloring induces the smallest number of colorings for its neighborhood is selected.
As an alternative, we branch on the first fractional variable in the rowwise ordering (first index branching), see [20] . In the truncated first index branching variant, we branch on the first fractional variable x ij for which the current LP-solution has no 1 in positions (j, j) , . . . , (i − 1, j) . If no such variable has been found, we use the standard (strong-)branching rule of scip, see [5] . These two variable branching rules try to support the lexicographic ordering of the columns.
Valid Inequalities
In order to generate additional cutting planes, we implemented the following separation algorithms.
• Let S be a set of nodes in G, and let α(S) be the maximum size of a stable set in G [S] . Then, the inequality
is a valid inequality for P k (G) for all j ∈ [k]. We use a heuristic algorithm to separate (14) with small S. If S is a clique, (14) are called clique inequalities; we use tclique to separate clique inequalities. If C is an odd cycle in G, then we refer to (14) as an odd cycle inequality. We separate odd cycle inequalities with an algorithm due to Grötschel et al. [17] .
• The neighborhood inequality for a node v is given by
where r = α(Γ(v)), see [33, 34] ; r is computed via tclique. These inequalities are added to IP k (G) from the start.
• Shifted Column Inequalities (SCIs) for orbitopes are separated with the linear-time separation algorithm described in [21] .
• Clique Shifted Column Inequalities, see [18, 21] , and Packing-Clique Inequalities, see [18] , are separated heuristically.
Dominated Nodes
Additional inequalities can be added at the start by considering dominated nodes. A node v dominates another node u if Γ(v) ⊇ Γ(u). We say that v strictly dominates u, if Γ(v) \ {u} Γ(u) \ {v}. Dominated nodes appear in the context of the stable set problem, see, e.g., [12] , or the graph coloring problem, see, e.g., [26] . In fact, in graph coloring, we can remove dominated nodes from the graph if {u, v} / ∈ E, because they can always be colored with the same color as the dominating nodes. In the maximum k-colorable subgraph problem one can show that this is not the case, as the following example shows.
Example 6.
In this example, we show that removing dominated nodes from the graph and then solving the remaining problem to optimality will in general not lead to an optimal solution of the whole problem (see Section 3.5).
We consider the graphs depicted in Figure 1 and let k = 2. In both graphs node v dominates node u. On the left-hand side of Figure 1 , if we remove node u, we may obtain an optimal solution that consists of the two neighbors of u. However, an optimal solution of the whole graph contains nodes u, v and one of the neighbors that nodes u and v have in common. This example shows that it is not straight-forward to extend a solution of a graph with removed dominated nodes to the original graph. Next, we show that there exists a graph such that no optimal solution contains a dominated node. In the graph on the right-hand side of Figure 1 , for k = 2, any solution that colors node u can contain at most 7 nodes, however, a solution with 8 nodes exists.
We can, however, generate inequalities based on the following result.
Theorem 7. Let u, v ∈ V , u = v, be a pair of nodes with Γ(v) ⊇ Γ(u). (1) If {u, v} ∈ E, then adding the following inequality does not change the
optimal value of (IP k (G)):
(2) If {u, v} / ∈ E, then adding the following inequalities does not change the optimal value of (IP k (G)):
To provide a proof of Theorem 7, which deals with inequalities arising from dominated nodes, we first prove the following result.
Proposition 8. Let u, v ∈ V , u = v, be a pair of nodes with Γ(v) ⊇ Γ(u).
(1) If {u, v} ∈ E, then for any x ∈ P k (G) with x(row v ) = 1, there exists a solution x ∈ P k (G) with x (row u ) = 1 and Proof.
(1) Assume that a solution x of the maximum k-colorable subgraph problem exists that contains node v, but not node u, otherwise there is nothing to prove. By assumption, Γ(v) ⊇ Γ(u), so if we delete node v from the solution, we can always color node u with the former color of node v and obtain a solution with the same number of nodes. (2) Assume that a solution x of the maximum k-colorable subgraph problem exists that contains node v, but not node u. Now color node u with the same color as node v, say color j. We claim that this is a valid coloring: Since Γ(v) ⊇ Γ(u), node u is not adjacent to any node colored with color j; in particular, since {u, v} / ∈ E, we have v / ∈ Γ(u). Using this argument, for an optimal solution that contains node v colored with color j and node u with color t = j, we can simply color node u with color j to obtain a valid, equivalent solution. If node u dominates v and v dominates u, this induces a graph transposition (u v) ∈ Aut(G). For graph transpositions, we have already provided stronger inequalities: Inequalities (9) for {u, v} ∈ E and Equation (10) for {u, v} / ∈ E. In particular, we can add (9) and (10) for all such pairs u, v with u < v.
Avoiding Conflicts between Constraints: Adding Inequalities (15) for all pairs of (strictly) dominated/dominating nodes may cut off all optimal solutions. The left-hand side of Figure 2 shows an example: If k = 2, including (15) for all pairs cuts off all optimal solutions. Similarly, we cannot add all Inequalities (16), see the right-hand side of Figure 2 .
In order to avoid these difficulties, we construct a directed graph D. For every pair of nodes u, v, such that v strictly dominates u, we add a directed edge (v, u) . We obtain the following result. A is a branching, i. e., A is acyclic and the in-degree of every node is at most one. Then at least one optimal solution remains when adding (15) and (16) for all arcs in A. 
Lemma 9. Let A be a subset of arcs of D such that
Proof. Consider an optimal solutionx that violates (15) or (16) Following the proof of Proposition 8, we will changex by (re)coloring u in such a way that a new arc (z, w) ∈ A for which inequality (15) or (16) is violated has strictly larger distance from r than (v, u) and the inequalities for (v, u) are satisfied.
Consider first the case where {u, v} ∈ E, and assume that v receives color j (if v is uncolored, Inequality (15) is not violated). We (re)color u with color j and uncolor v. This yields a feasible (optimal) coloring, see the proof of Proposition 8. Uncoloring v does not invalidate (15) or (16) . (Re)coloring u might violated some inequality for a pair (u, w) ∈ A. This arc has strictly larger distance to r than arc (v, u) .
Similarly, if {u, v} / ∈ E we (re)color node u with color j. This yields a feasible (optimal) coloring, see again the proof of Proposition 8. As above, (re)coloring u might violate some inequality for a pair (u, w) ∈ A. This arc has strictly larger distance to r than (v, u).
We conclude that repeating this process must eventually lead to an optimal solution that does not violate any inequalities (15) or (16) .
Similarly, a naïve combination of constraints for graph transposition or dominated neighborhood inequalities may remove all optimal solutions in (IP k (G)). Using an analogous construction as above guarantees that at least one optimal solution remains.
Computational Results
We implemented a branch-cut-and-propagate algorithm as described above in C++ based on scip 2.0.0, see [4, 38] . We use CPLEX 12.1 as the LP-solver. The experiments were run on a linux cluster, in which each node has 8 Intel Xeon CPUs with 2.66GHz; we only use four CPUs per node to avoid timing issues.
To obtain a test set, we selected graphs from the Color02 symposium [2] and the clique part of the Second DIMACS Implementation Challenge [1] benchmarks; we add the complement of some of the clique graphs. Finally, we included instances for the wave length assignment problem, see [23, 24] ; only instances for which the chromatic number is strictly greater than 20 were considered for k = 20. In total, we selected 74 combinations of graphs and numbers of colors; see Table 1 for the Color02 and DIMACS graphs (for more details see Table 2 ). The instances were chosen such that our default version (described below) can prove optimality of each instance within about one hour. Table 2 gives more details on the instances that we use to evaluate the performance of our branch-cut-and-propagate algorithm. Column 'n' denotes the number of nodes of the instance and 'm' the number of edges. We also report the approximate size of the graph automorphism group in column '|Aut(G)|', the number of generators in the group in '#g' and the number of transpositions in '#t'; all of these numbers were found with nauty [31] . Finally, by (k i , α i ), we denote the number of colors k i together with the size of the optimal solution α i .
In our experiments, we use a time-limit of two hours. We initialize the algorithm with an optimal solution in order to minimize the effect of heuristics. Table 3 sums up the experiments. We report the number of instances that could not be solved within two hours (column '>2h'), and we report the shifted geometric mean 1 of the number of nodes in the search tree as well as the shifted geometric mean of the CPU time in seconds (columns 'nodes' and 'time', respectively). If an instance times out, its running time is evaluated as 2h, and we use the number of nodes produced within 2h for the computation of the geometric means.
Our default settings are as follows: Preprocessing: Remove nodes with low degree smaller than k. Node labeling: Choose a clique as the first nodes in the labeling, then label nodes with decreasing degree. Cutting Planes: Neighborhood inequalities are added to IP k (G), stable set inequalities (14) are separated heuristically in the root node, and clique inequalities are separated at every fifth depth of the tree. Symmetry Handling: Use orbitopal fixing for color symmetries. Branching Rule: Use the uncolored Sewell's rule. We separate cutting planes other than clique inequalities only at the root node; this seems to be generally superior for our test set. In the following experiments, we add/remove features to the default settings in order to asses the importance of the features on the overall performance.
Experiment 1: Color Symmetry Handling.
In the first experiment, we evaluate the effect of different degrees of color symmetry handling: separating SCIs with/without orbitopal fixing (OFSCI/noOFSCI in Table 3 ), no color symmetry handling (noOFnoSCI), additionally separating clique shifted column inequalities (CliqueSCI), and the packing-clique inequalities (PackingClique). The default is to not separate SCIs, but perform orbitopal fixing. Any form of color symmetry handling clearly outperforms the variant without color symmetry handling. The default settings are the fastest. Orbitopal fixing as a pure constraint propagation algorithm outperforms the variants that separate shifted column inequalities (the same is observed in [20] ), which can be explained by the fact that separating SCIs seems to yield more difficult LPs. The strengthened inequalities (PackingClique or CliqueSCI) do not yield an improvement over the default or variant 'noOF-SCI'. Experiment 2: Node Labelings. Here we investigate the effect of the node labelings on the performance. Our results clearly indicate their high impact. The default settings are the best choice. The other variants increasing/decreasing degree (IncDeg/DecDeg), keep symmetry groups together (SymGOrder), and random ordering (Random) all perform much worse. Note that sorting a clique to the front, as done in the default settings, has a high positive impact. Experiment 3: Branching Rules. We compare the two vertex based branching rules 'uncolored vertex' (UCVertex) and 'uncolored Sewell' (default) with the variable branching rules 'first index' (FirstIndex) and 'truncated first index' (TruncFirstIndex). Here, 'first index' has the worst performance, while the other variants are not far apart w.r.t. their running time. The variant 'truncated first index' produces the fewest number of nodes in the tree, but is not the fastest, probably because of the time used for strong-branching. Experiment 4: Cutting Planes. In this experiment, we compare separating clique inequalities (default) with the additional separation of odd cycle inequalities at the root node (OddCycle). Clearly, separating odd cycle inequalities does not yield an improvement to the default settings.
Experiment 5: Graph Symmetry Handling. In the final experiment, we compare different forms of graph symmetry handling and dominated node inequalities. We evaluate handling dominated nodes (DomNodes), symmetric subgroups of Aut(G) (GS), their combination (DomNodeGS), generator symmetry (GGen) which subsume graph 'GS', symmetric subgroups with SSB Constraints (SSB), and combining generator symmetry with SSB Constraints (GGenSSB). Whenever we use SSB constraints, we use the node labeling 'SymGOrder' in order to be able to combine SSB Constraints with orbitopal fixing. We further present the results for GS and GGen w.r.t. the labeling 'SymGOrder' (GSSymGOrder/GGenSymGOrder).
Handling dominated nodes deteriorates the performance of the default settings; however, handling symmetric subgroups additionally yields an improvement on the default version. The overall best settings are obtained by handling symmetric subgroups only. The gain in time over the default version is approximately 20% in running time. The strongest form of graph symmetry handling (GGen) produces the least of amount of search nodes for the default branching rule; however, the running time is slightly worse than handling symmetric subgroups only.
Any graph symmetry handling in combination with labeling 'SymGOrder' clearly outperforms the variant with labeling 'SymGOrder' without graph symmetry handling. However, the handling of additional product symmetries via SSB constraints does not seem to have a positive impact on the solving time. The difference in running time is fairly small for all graph symmetry handling with labeling 'SymGOrder'. Overall they are inferior to graph symmetry handling with the default labeling, e.g., version 'GS' vs. 'GSSymGOrder'.
Conclusion and Future Work
The branch-cut-and-propagate algorithm that we presented in this paper provides an efficient way to solve a symmetric formulation of the maximum k-colorable subgraph problem. The performance of the algorithm can be substantially improved by handling symmetries via a combination of inequalities and domain propagation. In particular, we have demonstrated that handling graph symmetries in this way is very useful.
Future work will involve a more detailed computational analysis of the results in this paper. Moreover, one could identify (strong) linearizations for lexicographic ordering constraints for general graph symmetries and SSB constraints; this would help to polyhedrally handle additional symmetries.
