Facial movement conveys important information for social interactions, yet its neural processing is poorly understood. Computational models propose that shape-and temporal sequence sensitive mechanisms interact in processing dynamic faces. While face processing regions are known to respond to facial movement, their sensitivity to particular temporal sequences has barely been studied. Here we used fMRI to examine the sensitivity of human face-processing regions to two aspects of directionality in facial movement trajectories. We presented genuine movie recordings of increasing and decreasing fear expressions, each of which were played in natural or reversed frame order. This two-by-two factorial design matched low-level visual properties, static content and motion energy within each factor, emotion-direction (increasing or decreasing emotion) and timeline (natural versus artificial). The results showed sensitivity for emotion-direction in FFA, which was timeline-dependent as it only occurred within the natural frame order, and sensitivity to timeline in the STS, which was emotiondirection-dependent as it only occurred for decreased fear. The occipital face area (OFA) was sensitive to the factor timeline. These findings reveal interacting temporal sequence sensitive mechanisms that are responsive to both ecological meaning and to prototypical unfolding of facial dynamics. These mechanisms are temporally directional, provide socially relevant information regarding emotional state or naturalness of behavior, and agree with predictions from modeling and predictive coding theory.
Introduction
Social interactions in real life are dynamic by nature, and numerous social signals, including those conveyed by faces, rely on timing and temporal sequences. In accord with this, evidence shows that temporal contingencies in facial dynamics play an important role in behavior. Facial dynamics can improve the recognition of subtle emotional expressions (Ambadar et al., 2005; Wehrle et al., 2000) , the personal identity of others (O'Toole et al., 2002; Thornton and Kourtzi, 2002) , gender (Hill and Johnston, 2001 ) and language (Campbell, 1992) .
Despite their importance, dynamic face stimuli have not been studied nearly as extensively as their static counterparts. Brain regions responsive to static faces increase their activity in response to facial dynamics (Fox et al., 2009; Kilts et al., 2003; LaBar et al., 2003; Sato et al., 2004; Schultz and Pilz, 2009; Trautmann et al., 2009) . Particularly the posterior superior temporal sulcus (pSTS) is more sensitive to facial dynamics than the fusiform face area (FFA) or the occipital face area (OFA) (Pitcher et al., 2011; Schultz et al., 2012) . This partial regional differentiation parallels one proposed for the encoding of changeable versus non-changeable aspects of faces Ishai et al., 2005; Puce and Perrett, 2003; Said et al., 2011; Vuilleumier and Pourtois, 2007) . Changeable aspects of a face have been shown to be encoded by the pSTS, such as emotional expression (Said et al., 2010) , gaze-direction Puce et al., 1998) , mouth movements (Campbell et al., 2001 ) and intention (Nummenmaa and Calder, 2009 ) while non-changeable aspects are thought to be mainly processed by the FFA, such as identity (Furl et al., 2011; Hoffman and Haxby, 2000; Nestor et al., 2011; Steeves et al., 2009 ) (but see Kriegeskorte et al., 2007) , race (Natu et al., 2011) , and gender (Kaul et al., 2011) .
It is nevertheless unclear which aspects of facial dynamics drive the increasing responses in the core face processing regions. Schultz et al. (2012) showed that the amount of static information as well as the fluidity of the facial motion influences the activity of the core regions, and Furl et al. (2010) report sensitivity of pSTS and posterior fusiform gyrus to intact versus scrambled facial movement using MEG. Computational modeling and theory suggest that directionality is a key aspect of visual biological motion processing, requiring dedicated neural detectors (Giese and Poggio, 2003) . For example, the direction of change from a neutral to a happy face conveys a distinct meaning from the reverse direction, differentially affecting amygdala responses (Sato et al., 2010) . NeuroImage 102 (2014) [407] [408] [409] [410] [411] [412] [413] [414] [415] Independent from the emotional direction, the sequence of facial movements during relaxation of an emotional expression is not necessarily the exact reverse of the increase of that expression. Therefore, neural detectors that have been exclusively exposed to natural facial dynamics throughout the lifetime of an observer may respond differentially when exposed to artificially reversed timelines that contain non-canonical temporal sequences.
It is unknown which of the core face processing regions are sensitive to these two independent aspects of directionality, emotional directionality and timeline directionality. From an ecological and physiological point of view, one may expect independent cortical detectors for the two: we are equally frequently exposed to increasing and decreasing emotional expressions, yet they differ in ecological meaning and valence. Facial static emotional content has mostly been shown to increase activity in FFA, pSTS and OFA, along with many other regions of the extended face processing network such as the amygdala, temporal, and prefrontal cortex (Pessoa et al., 2002; Winston et al., 2003) (see for review (Atkinson and Adolphs, 2011) ). In contrast, temporal deviations from normal movement trajectories would be expected to affect responses of sequence-specific circuitries thought to be present in the pSTS -either by reducing responses due to suboptimal stimulation, or by enhancing responses as a result of violating predictions (Giese and Poggio, 2003; Rao and Ballard, 1999) . We used genuine movie recordings to study these two aspects of facial dynamics in a 2-by-2 factorial design that balanced all visual aspects apart from directionality of motion trajectories. A distracting gender-discrimination task and a rapid event-related design with an unpredictable sequence of stimuli were used to emphasize results related to bottom-up, automatic stimulus processing. Our fMRI results show that dorsal and ventral core face processing regions are sensitive to timeline and emotional directionality.
Methods
Participants 31 healthy participants with normal or corrected-to-normal vision participated in this study. Data of 27 participants (15 male, mean age 27 ± 4 years, 1 left-handed) entered the final analyses, as a total of 4 participants had to be excluded due to spiking artifacts (2) or excessive head-movement (2). The study was conducted according to the declaration of Helsinki and was approved by the local ethics committee of the University of Tübingen. Participants provided written consent prior to participation.
Stimuli

Main experiment
The stimuli of the main experiment included static pictures and short movie clips of faces of eleven actors showing fearful expressions. Movies were recorded prior to the experiment or were obtained from the Video-Face-Database of the MPI Tübingen (Kaulard et al., 2012) . All movies were captured in color with the actor placed in front of a black background. Actors showed fearful expressions starting from neutral face, going to peak expression and relaxing back to a neutral expression, and were asked to keep their head still to avoid rigid head movements.
These genuine video recordings were later cut (while maintaining the original frame order) to show either an increase or a decrease of emotional intensity ranging from low to high fear expression or vice versa using VirtualDub (virtualdub.org). The mean durations of the cut movie recordings showing increasing or decreasing fear did statistically not differ (588 ± 139 ms and 680 ± 235 ms respectively). The means of the luminance and of its spatial variance, i.e. root-mean-square (RMS) contrast, for all movies were 96.04 cd/m 2 and 109.03 cd/m 2 , respectively. Duplicates of these movies of increasing and decreasing fear expressions were then reversed in frame order, giving rise to two additional conditions: decreasing and increasing fear in reversed frame order. In total, we obtained four dynamic conditions: increasing and decreasing fear in original frame order, and decreasing and increasing fear in reversed frame order, with 11 exemplars for each. Two static conditions were created using start and end frames of each movie (low and high fear expression, again with 11 exemplars of each). Circular gridscrambles served as static baseline conditions (Gschwind et al., 2012; Sato et al., 2004) . They were obtained by cutting images into tiles of a 10 × 10 grid, and pseudorandomly relocating each tile to a new position that was equidistant to the image center (hence 'circular').
Localizer experiment
For the localizer experiment, neutral and fearful frames of faces from the above videos were contrasted to pictures of houses (kindly provided by Bruno Rossion, http://www.nefy.ucl.ac.be/Face_Categorisation_Lab. htm) as well as to circular grid-scrambles of all pictures. Luminance and RMS contrast of house pictures were adjusted to match those of the faces.
Stimuli were back-projected on a screen of 24 × 18 visual degrees, viewed via a tilted mirror and placed centrally, such that stimuli subtended 6 × 9°. All stimuli were presented using Cogent Graphics 
Experimental design
Main experiment
The main experiment consisted of seven conditions (Fig. 1B) . The four movie conditions displayed an increase or decrease of fear, played either in a forward (natural) or reversed (artificial) frame order as illustrated in Fig. 1A , yielding a 2 × 2 factorial design (the conditions were: emotion increase in natural frame order, emotion increase in reversed frame order, emotion decrease in natural frame order, and emotion decrease in reversed frame order). The first and last frames were presented for an additional 100 ms to enhance recognizability of the movies by reducing forward-or backward masking effects induced by the isoluminant gray that was shown before and after the stimuli. This resulted in a mean duration of 834 ms for dynamic stimuli. The three static conditions showed start-or end-frames of the movie conditions (low or high fear expression), and grid-scrambled faces, each for 800 ms per trial.
Trials of all seven conditions, including static and dynamic conditions, were presented in pseudorandom, history-matched sequences in an event-related design (Fig. 1C) , such that every condition preceded equally often all conditions, with seven condition repetitions (49 trials) per run. Inter-stimulus-intervals (ISI) varied randomly between 3000 and 3500 ms (in steps of 125 ms) during which a fixation cross was shown on an isoluminant gray background.
The event-related design coupled with the pseudorandomized stimulus sequence eliminated predictability of conditions, therefore avoiding top-down effects of condition-related expectation or attention (at the cost of reduced statistical contrast-efficiency compared to blocked-or pseudo-blocked designs (Liu, 2004) ). To ensure vigilance and matched attention across all conditions, participants performed a gender discrimination task, pressing one of two buttons after each trial with the right hand (one subject responded using the left hand). Each run lasted 3.7 min and participants participated in 10 runs. For technical reasons, one subject was scanned with only 8 runs.
Computerized stimulus ratings
Several visual low-level properties of the movies were quantified using a computer algorithm such that they could account for additional signal variance not related to the high-level properties of interest in the fMRI analysis (Bartels et al., 2008) . These properties were the following: the maximal spatial contrast within each movie (RMS normalized by luminance: 1.21 ± 0.30), the temporal contrast (the sum of pixel-wise luminance-changes across the length of the movie: 59.05 ± 39.02 cd/m 2 ), the duration of each movie (see above), and the velocity in the fastest frame pair of each movie (21.95 ± 13.66 pixel/s). These properties were quantified using the methodology described in detail in a prior study (Bartels et al., 2008) , and were included as parametric regressors of no interest in the subsequent GLM analysis.
Localizer experiment
Regions of interest (ROIs) related to visual face processing were defined using an independent functional block-design localizer lasting 8.9 min. In each block, lasting 16 s, 12 pictures of houses, neutral or fearful faces, or scrambled stimuli were presented. Each picture was shown for 1 s, with ISIs that varied randomly between 240 and 360 ms (in steps of 30 ms) containing a fixation cross on a gray isoluminant background. Blocks of each of the four stimulus categories were repeated 8 times in a history-matched sequence. To ensure vigilance and balanced attention, participants performed a one-back matching task to detect randomly occurring image repetitions that occurred with a frequency of 20%.
Image acquisition
Imaging was performed on a Siemens 3T TIM Trio system (Siemens, Erlangen, Germany) with a 12-channel phased-array head coil. An echoplanar imaging (EPI) sequence was applied to collect T2*-weighted images (EPI) with TR = 2.3 s, TE = 35 ms, flip angle 79°, 33 slices, resulting in a voxel size of 3 × 3 × 3mm. For the main experiment, 98 functional images were acquired in each session, and during the localizer 232 images. In addition, a high-resolution anatomical image was recorded using a T1-weighted MPRAGE sequence yielding 1 × 1 × 1 mm resolution.
fMRI data preprocessing
Data were processed using SPM5 (www.fil.ion.ucl.ac.uk/spm/). The first four images of each scanning session were discarded as dummy volumes to allow for equilibration of the T1 signal. Data were slicetime corrected for the differences in acquisition time and realigned to the first image to compensate for head motion. The structural image was coregistered to the mean functional image and both structural and functional data were then normalized to a standard brain using the SPM templates. Functional images were smoothed using a Gaussian Kernel with 6 mm full-width at half-maximum (FWHM) for the singlesubject analyses and again with 9 mm (resulting in final smoothness of 11 mm) for the group analyses. A high-pass filter of 128 s cut-off was applied to remove low-frequency signal drifts. For two participants only six, or nine, out of the ten recorded sessions were included in the analyses, respectively, due to extensive head movement in the last sessions.
Statistical analysis
Data of localizer and main experiments of each subject were analyzed in SPM5 using the general linear model (GLM) approach. The design matrix contained one regressor for each condition, modeled using a boxcar convolved with the canonical hemodynamic response function (HRF). Six realignment parameters obtained from the motion correction were included as well a regressor for global signal variance that was orthogonalized against the conditions of interest (Desjardins et al., 2001; Van Dijk et al., 2010) . For the main experiment we also included parametric regressors modeling the computationally derived movieproperties described above to account for variance induced by lowlevel visual features that are independent of the high-level properties of interest in this study.
ROI definition and analysis
Using the localizer experiment, we defined ROIs of the bilateral fusiform face area (FFA) (Kanwisher et al., 1997; McCarthy et al., 1997; Puce et al., 1995; Sergent et al., 1992) , the occipital face area (OFA) (Gauthier et al., 2000) , and the posterior superior temporal sulcus (pSTS) Kanwisher et al., 1997; Puce et al., 1998) . These three regions are referred to as the "core system" of face processing and are thought to be primarily concerned with visual facial features Ishai et al., 2005; Rossion et al., 2003; Winston et al., 2004) , which is why we confined the analysis to them. We used the contrast (faces N houses) to identify each of the three regions, and variable thresholding was applied in the range of p b 0.001 (uncorrected) to p b 0.05 (FWE corrected) in order to keep the ROIs similar in size across participants (Fox et al., 2009; Jiang et al., 2006; Murray and Wojciulik, 2004 ) (see Table 1 ). Where a ROI could not be detected using this method, we attempted to identify it using the contrast "faces versus scramble". This approach is conservative as it has been shown to activate nearly identical coordinates (Fox et al., 2009; Gschwind et al., 2012; Schultz et al., 2012 ), yet potentially fewer facespecific voxels (Schultz et al., 2012) . We also repeated all analyses using ROIs of exactly matched size (using the most significant 50 or 100 voxels of each localizer ROI) (Fox et al., 2009) . As this yielded virtually the same results and no systematic differences in significance levels, we report results from the full ROIs as listed in Table 1 . For every subject, mean beta estimates were extracted for each ROI and each condition of the main experiment, and the scrambled condition was subtracted from all other conditions prior to further analyses, serving as a common baseline. 2 × 2 ANOVAs with the factors "timeline" (levels: natural, artificial) and "emotion-direction" (levels: increase, decrease) and their interaction were calculated. Results of ROI analyses were corrected for multiple comparison for all ROIs (n = 6) using Bonferroni-Holm correction.
Results
Responses of core face processing regions were subjected to twoway ANOVAs to determine whether they were differentially sensitive to the factors "emotion-direction" or "timeline" of facial dynamics presented in the 2 × 2 factorial stimulus design. The factor "emotiondirection" tested for differential responses to either increasing or decreasing fear expressions, the factor "timeline" for differential responses to movies played in a forward (natural sequence) or reversed (artificial sequence) frame order. The advantage of the study design was that lowlevel stimulus properties, static content, and motion properties (except for directionality) were fully counterbalanced across both factors, as half of the stimuli were reversals of the other half (see Fig. 1 ). This made low-level controls such as time-scrambled movies unnecessary, and allows for a clear attribution of neural signal change to the two factorial stimulus dimensions. Verbal debriefing following the scanning showed as expected that increasing and decreasing fear were easily distinguishable by all participants. Timeline reversal was less obvious: 11 of the 31 participants had noticed that some of the clips were reversals of other clips; 10 were unsure, and 10 did not notice at all. Segregated analyses did not yield differences among ROI responses of these groups of participants (probably also due to the reduced N and the overall small effects). Below results for the whole group are reported.
fMRI results
Regions of the core face processing network, bilateral OFA, FFA and pSTS, were identified using an independent localizer experiment. Table 1 reports their peak coordinates, volumes, and number of participants in which they could be defined. Figs. 2A and 3 show raw responses of each ROI for dynamic and static conditions, respectively. First, we consider the factor "timeline", i.e. responses related to movies played in natural and reversed frame orders, respectively (see Fig. 2B ). Among all ROIs, left and right pSTS as well as left OFA had significant main effects for "timeline", with the following F-and p-values, as well as statistical effect sizes ŋ: left pSTS: F(1,26) = 8.77, p = 0.0065, ŋ2 = 0.251; right pSTS: F(1,25) = 5.90, p = 0.022, ŋ2 = 0.191; and left OFA: F(1,24) = 4.97, p = 0.0354, ŋ2 = 0.172 (all survived Bonferroni-Holm correction for the number of tests performed). pSTS and OFA thus responded stronger to artificial than to natural timelines, whereas FFA had no significant main effect for the factor timeline. Note that the movies entering this contrast were identical apart from their timeline, and that they were also matched in terms of increase or decrease of emotion.
However, the left and right pSTS were not entirely unaffected by the factor "emotion-direction", in that we also found significant interactions between "timeline" and "emotion-direction" (left pSTS: F(1,26) =4.96, p = 0.0348, ŋ2 = 0.160; right pSTS: F(1,25) = 6.84, p = 0.0149, ŋ2 = 0.215; all surviving Bonferroni-Holm-correction) showing differential responses within timeline only for decreasing fear conditions (see Fig. 2D ).
Next, we consider responses related to the factor "emotiondirection" (see Fig. 2C ). Only left FFA showed different BOLD responses for "increasing" and "decreasing" fear (F(1,23) = 4.47 p = 0.0455, ŋ2 = 0.162). However, this main effect was driven by a significant interaction between "timeline" and "emotion-direction" (F(1,23) = 7.51, p = 0.0166, ŋ2 = 0.246) in that FFA responses only differed between increasing and decreasing emotion directions within the natural timeline conditions (see Fig. 2D ).
FFA's "emotion-direction" effect was therefore entirely driven by the naturally played movies, whereas it did not respond differentially to emotional direction for movies with reversed frame order. This allows us to exclude the alternative explanation, namely that first-or lastframe effects (i.e. low-vs. high static facial expressions) account for the observed response, as this would also have affected responses to the reversed frame-order conditions. First-and last-frame effects can additionally be excluded from accounting for FFA responses, as it did not show any difference between static "low" and "high" fear. In fact, there was no significant response difference between static low and static high fear in any of the ROIs (see Fig. 3) .
A final analysis further replicated previous work in examining ROI responses to all dynamic versus all static faces (see Fig. 4 ). While all ROIs responded stronger to dynamic faces (p b 0.05, t-tests, Bonferroni corrected), this preference was most pronounced in pSTS, as has been consistently reported in prior studies (Bartels and Zeki, 2004; Fox et al., 2009; Lee et al., 2010; Pitcher et al., 2011; Said et al., 2010; Schultz and Pilz, 2009; Schultz et al., 2012; Trautmann et al., 2009) . Note that the advantage of pSTS cannot be accounted for by generally higher responsiveness of pSTS, as its mean response to faces in relation to scramble was similar to that of FFA and OFA (see Fig. 4) .
We also performed whole-brain random effect analyses for the key contrasts reported above, but found no activation surviving the usual correction methods, except for the contrast of moving vs. static faces.
Discussion
Directionality is a defining property of all visual movement, and in faces it can have a large impact in transmitting social meaning. We examined whether visual face processing regions differ in their sensitivity to two independent aspects of directionality in facial movement: the direction of emotional expression change, which affects ecological meaning, and the direction of timeline (i.e. natural versus reversed frame order), which exposes sensitivity to prototypical sequences of muscle movements during natural facial expressions (Furl et al., 2010; Giese and Poggio, 2003) . Our 2 × 2 factorial design allowed us to determine and attribute brain responses to both factors independently and without confound, as visual low-level properties, static visual content, and motion energy were balanced within and across factors. To our knowledge, this is the first study examining neural effects of reversed movie directions on the processing of dynamic facial expressions. The physical stimulus differences in terms of varied temporal sequences also had perceptual correlates (perceived increasing or decreasing fear; and, perceived by a part of the subjects, the temporal reversal of movies). Thus, our study examined compound neural responses to physical and perceptual effects related to stimuli that differed in temporal sequence but that were matched in static and low-level content.
The present results extend prior knowledge about the functional role of pSTS, OFA and FFA in an important way: FFA showed a sensitivity to the emotion-direction that was timeline-dependent as it only occurred within the natural frame order, and OFA as well as pSTS showed sensitivity to the timeline, with pSTS responses being emotion-directiondependent as they only occurred for decreased fear. Together, these results reveal interacting temporal sequence sensitive mechanisms that are responsive to both ecological meaning and to prototypical unfolding of facial dynamics.
These findings are of interest to physiologically plausible models of biological movement processing. The differential responses to natural and reversed facial movement trajectories imply either an innate knowledge of typical expression unfolding or a role of experiencedependent plasticity in sequence processing (Giese and Poggio, 2003) . The associated sensitivity of core face processing regions to small deviations from natural movement trajectories is relevant in terms of predictive coding theory (Friston, 2005; Rao and Ballard, 1999) .
The relatively weak effects observed in this study are probably due to a combination of three factors. First, the stimuli were identical in all respects except for the small differences concerning the timeline only. Second, the task directed attention away from the key feature under study, and third, it was a rapid event-related design. In future studies these aspects could be changed to improve power, potentially at the cost of increasing top-down effects on the observed effects.
OFA and dynamic faces
Haxby et al. (2000) propose a feed-forward model of face processing where OFA is mainly engaged in early processing steps and provides input to FFA and STS. However, the same authors also emphasize the importance of a 'coordinated participation of multiple regions' (Haxby et al., 2000, p. 231) for different aspects of face processing. In accord with this, evidence from transcranial magnetic stimulation (TMS) suggests a more interactive model that relies on the interplay between the different regions involved (Dzhelyova et al., 2011; Pitcher et al., 2008) . For example, OFA is involved not only in early, but also in midlatency processing of facial properties (Kadosh et al., 2011) . Similarly, lesion studies have shown that the presence of FFA and STS alone is not sufficient to discriminate aspects like identity, sex, or emotions of faces (Bouvier and Engel, 2006; Rossion et al., 2003; Steeves et al., 2006) . It has therefore been proposed that OFA is one of several interacting nodes that mediate extraction of facial features (Atkinson and Adolphs, 2011) , and dynamic faces in particular appear to enhance interactions between OFA and STS (Foley et al., 2012) . Our results extend these findings in showing a sensitivity of OFA for deviations from the veridical directionality of dynamic face trajectories. 
pSTS and dynamic faces
The pSTS appears to play a particularly important role in analyzing dynamic facial information. However, comparably little is known about what exactly drives the response increase for dynamic faces in pSTS. It is generally sensitive to various forms of biological motion, whether it is of the face (Bartels and Zeki, 2004; Campbell et al., 2001; Fox et al., 2009; LaBar et al., 2003; Puce et al., 1998; Schultz and Pilz, 2009 ) of point-like walkers (Bonda et al., 1996; Grossman et al., 2000; Peelen et al., 2006) , or of human actions and social interactions (Adolphs, 2009; Blake and Shiffrar, 2007; Decety and Grezes, 1999; Schultz et al., 2005) . Furthermore, lesions of the pSTS or its deactivation by TMS lead to difficulty in action recognition (Battelli et al., 2003; Grossman et al., 2005; Pavlova et al., 2003; Saygin, 2007; Vaina and Gross, 2004; van Kemenade et al., 2012) . Giese and Poggio (2003) describe a model for processing biological motion where motion pattern neurons integrate information from so-called snapshot-neurons with that from optic-flow-detector neurons. Asymmetric lateral connections between them allow temporal sequence sensitive processing of biological movement. Such distinct circuitries would be expected to react to distinct facial emotional directions. Indeed, a recent study demonstrated a distributed encoding of dynamic facial expressions in pSTS. Voxel patterns encoded seven different dynamic emotional facial expressions, and their similarity structure corresponded to that of perceptual ratings (Said et al., 2010) . Similarly, macaque monkey STS voxel pattern also encoded dynamic facial expressions, but generalized poorly to static ones, suggesting that dynamic and static expressions are differentially represented in STS (Furl et al., 2012) . Also consistent with the model, electrophysiology in STS has distinguished "snapshot" neurons responsive to static shapes from "motion" neurons responsive to trajectories during viewing of body actions (Vangeneugden et al., 2009 ).
Action sequences and prediction error
In our experiment, "snapshot" responses were matched, as static content was equal within each factor. That left OFA and pSTS responded more strongly to reversed facial action sequences therefore indicates that additional resources were recruited when trajectories deviated from those typically experienced on a daily basis.
Theories of predictive coding posit exactly that: correct predictions about sensory input lead to a reduction of activity, but to enhanced activity in case of prediction errors (Friston, 2005; Rao and Ballard, 1999) . Empirical studies provide evidence compatible with this notion, particularly in context of visual motion (Alink et al., 2010; Bartels et al., 2008; Kanai et al., 2011; Muckli et al., 2005; Murray et al., 2002; Smith and Muckli, 2010; Zaretskaya et al., 2013) . The present data provide the first fMRI evidence suggestive of predictive coding in pSTS in context of facial dynamics while keeping static content and non-directional motion properties entirely matched. Prediction error signals are thought to underlie plasticity, and prior fMRI adaptation studies conducted before and after training of biological motion trajectories indeed suggest learning-related plasticity in pSTS (Jastorff et al., 2009) .
Two prior studies compared movies of original facial expression changes with their sequence-scrambled counterparts that lacked motion flow and predictability (Furl et al., 2010; Schultz et al., 2012) . The observed reduction of pSTS activity with scrambled sequences was attributed to the disruption of motion flow, with only "snapshot" responsive circuitry responding (Schultz et al., 2012) . MEG experiments observed a signal modulation in early visual cortex that was interpreted as a prediction-related signal specific to the intact frame-order (Furl et al., 2010) .
But what do we know about the temporal unfolding of an emotion? The Facial Action Coding System (FACS) describes prototypical patterns of muscle activations only for peak expressions (Ekman et al., 2002) , not entirely considering the temporal unfolding of the emotion. Even if the same Action Units are involved in unfolding and ending an emotion, our data suggest that the order and speed of muscle movement are different, even though these differences remain to be quantified. There is evidence that dynamics in expressions enhance emotion recognition ("dynamic advantage") (Wehrle et al., 2000) . However, artificially altered dynamics have not been systematically studied so far. Detection of consistency or deviation from prototypical trajectories is relevant for social interaction, attribution of intention and credibility, and theory of mind, all functions also associated with the pSTS region (Apperly et al., 2004; Bahnemann et al., 2010; Baron-Cohen et al., 1999; Fletcher et al., 1995; Gallagher et al., 2000; Rilling et al., 2004; Saxe and Kanwisher, 2003; Schultz et al., 2005; Vollm et al., 2006) . Interestingly, a region near our left pSTS location has been associated with the processing of complex signals relevant to the communicative significance of other people's behavior (Bahnemann et al., 2010) .
Emotion direction specific responses in FFA FFA was modulated by the "emotion-direction" factor. This is the first evidence showing that FFA can differentiate between increasing and decreasing facial expressions despite similar static content. Note that in contrast to the "timeline" factor (i.e. artificial vs. natural timeline of facial expression), both conditions of the "emotion-direction" factor (i.e. increase or decrease in facial expression) are ecologically equally valid, and are likely to be observed with equal frequency, as each increase of facial expression is followed by a decrease. The interpretation of FFA's preference to increasing versus decreasing expression dynamics has to center on factors such as higher social relevance or saliency.
This interpretation gains indirect support from prior studies examining emotional versus neutral expressions. Although FFA has been proposed to be more concerned with invariant aspects of faces, such as identity , FFA has previously also been shown to respond more to emotional compared to neutral expressions using static images (Dolan et al., 1996; Gerber et al., 2008; Ishai et al., 2004; Pessoa et al., 2002; Surguladze et al., 2003; Vuilleumier and Pourtois, 2007; Vuilleumier et al., 2001; Winston et al., 2003) , and also when conveyed through facial movement (Atkinson et al., 2012) . Our result of a main effect in FFA related to emotion direction suggests that FFA's emotion response is driven by behavioral meaning, also when static content is matched. Our study, like most previous ones, cannot distinguish between effects that originate in FFA through feature-detectors, or effects that reflect modulation of FFA related to the conscious percept of stimuli that vary in their emotional valence. However, the previously observed emotion-driven modulation of FFA cannot be fully accounted for by attentional modulation, as it persisted in studies directing attention away from faces or from their expression, as we did using our distractor task in the present study (Pessoa et al., 2002; Vuilleumier and Pourtois, 2007; Vuilleumier et al., 2001) .
Our finding that the emotion-direction-related FFA modulation occurred only for natural timeline conditions suggests that either the FFA's response itself, or the input driving it was more sensitive to the correct facial trajectory. This information may be mediated to the FFA by OFA or pSTS that our results show to be sequence sensitive. A potential model may be that the pSTS predominantly forwards sequence-related information from stimuli that match its predictions (i.e. ecologically valid trajectories) and that FFA evaluates their saliency.
Alternatively, the amygdala may provide saliency-related input to FFA (Vuilleumier and Pourtois, 2007) . Sato et al. (2010) found the amygdala modulated by dynamic emotion direction. They found no effects in FFA (or pSTS), perhaps because they used linear morph sequences that did not contain natural facial movement trajectories (Sato et al., 2010) . Note though that amygdala responses in prior studies tended to be only modulated when linear morph-sequences were used as stimuli, but not with natural expressions (see van der Gaag et al., 2007) .
Accounts of the present FFA responses in terms of differential attention to the distinct movie conditions are unlikely, for several reasons. First, it is unclear why certain types of movies used here should attract inherently more attention than others, as all contained matched motion dynamics and matched static content. Also, emotion-specific attention cannot account for the lack of emotion-direction-effect for reversed movies. Second, we used a fast, randomized event-related paradigm that avoided build-up of expectations or mindset related to a given stimulus-category, and our continuous gender-discrimination task was intended to equate attentional vigilance across conditions. Third, and most importantly, generic attention-driven modulation would be expected to modulate all core face processing regions to a similar extent -the observed regional segregation in activity modulation according to the experimental factor cannot be easily accounted for by generic attention effects, unless a similar regional preference to different aspects of facial dynamics is assumed as the one proposed here.
Dynamic and static faces
In contrast to the dynamic conditions, we found no response differences in FFA, OFA or STS to static frames of high and low emotional conditions. This could be due to several reasons. Our paradigm was overall sub-optimal with regards to enhancing signal power related to the stimulus content, as we directed attention to a different feature (gender), and presented stimuli in a statistically inefficient event-related paradigm (Liu, 2004) . The fact that we did find significant effects related to our subtle dynamic manipulations that were matched in static content suggests that the dynamic manipulations were comparably more powerful in driving the core face processing regions. A similar conclusion was reached by Trautmann et al. (2009) who similarly found no modulation in core face processing regions between neutral and emotional static faces, but did find emotional modulation for corresponding dynamic facial expressions. Surguladze et al. (2003) report activity increase in the fusiform gyrus for combined 50% and 100% fear expressions compared to neutral, with no involvement of STS or OFA, compatible with our findings. They report pooled activity of both fear intensities, leaving open the possibility that 50% and 100% fear intensity led to similar results. This could be an alternative account for our null finding on static expressions, as we had low fear rather than neutral as comparison to high fear.
Generalization
The present study limited itself to examine responses to fearful expressions, which opens the question to which extent the findings would generalize across other facial expressions. We believe two points are important to consider in this context. First, the "timeline" factor depends entirely on temporal asymmetries in expression dynamics, i.e. the extent to which increase and decrease of an expression follow the same motion trajectory. Therefore, depending on the degree to which other expressions exhibit their temporal asymmetries, their perception and neural responses to the "timeline" factor would be expected to vary. Future studies would be required to examine this. Secondly, the presence of distinct neural responses sensitive to temporal asymmetries on the one hand, and to emotional direction on the other, provides physiological "proof of principle" for the presence of two types of facial motion trajectory sensitive mechanisms that seem to interact at higher processing levels. Both are compatible with predictions from prior modeling work. While it is possible that the anatomical sites vary depending on the facial expression, we believe this to be unlikely as the principle of functional specialization would not lead us to expect different sites to be involved depending on the content of the facial expression, just as little as the content of a scene or the identity of a face alter the core face processing networks involved in their processing. Nevertheless, further evidence is required to examine generalization across expressions.
