In this paper we propose a collocation method for solving some well-known classes of LaneEmden type equations which are nonlinear ordinary differential equations on the semi-infinite domain. They are categorized as singular initial value problems. The proposed approach is based on a Hermite function collocation (HFC) method. To illustrate the reliability of the method, some special cases of the equations are solved as test examples. The new method reduces the solution of a problem to the solution of a system of algebraic equations. Hermite functions have prefect properties that make them useful to achieve this goal. We compare the present work with some well-known results and show that the new method is efficient and applicable.
Introduction
Many problems in science and engineering arise in unbounded domains. Different spectral methods have been proposed for solving problems on unbounded domains. The most common method is through the use of polynomials that are orthogonal over unbounded domains, such as the Hermite spectral and the Laguerre spectral methods [1] [2] [3] [4] [5] [6] [7] [8] .
Guo [9] [10] [11] proposed a method that proceeds by mapping the original problem in an unbounded domain to a problem in a bounded domain, and then using suitable Jacobi polynomials to approximate the resulting problems.
Another approach is replacing the infinite domain with [−L, L] and the semi-infinite interval with [0, L] by choosing L, sufficiently large. This method is named as the domain truncation [12] .
Another effective direct approach for solving such problems is based on rational approximations. Christov [13] and Boyd [14, 15] developed some spectral methods on unbounded intervals by using mutually orthogonal systems of rational functions. Boyd [15] defined a new spectral basis, named rational Chebyshev functions on the semi-infinite interval, by mapping it to the Chebyshev polynomials. Guo et al. [16] introduced a new set of rational Legendre functions which are mutually orthogonal in L 2 (0, +∞). They applied a spectral scheme using the rational Legendre functions for solving the Korteweg-de Vries equation on the half line. Boyd et al. [17] applied pseudospectral methods on a semi-infinite interval and compared the rational Chebyshev, Laguerre and the mapped Fourier sine methods.
Authors of [18] [19] [20] [21] [22] [23] applied the spectral method to solve the nonlinear ordinary differential equations on semi-infinite intervals. Their approach is based on the rational Tau and collocation methods.
Lane-Emden type equations are nonlinear ordinary differential equations on semi-infinite domain. They are categorized as singular initial value problems. These equations describe the temperature variation of a spherical gas cloud under the mutual attraction of its molecules and subject to the laws of classical thermodynamics. The polytropic theory of stars essentially follows out of thermodynamic considerations, that deals with the issue of energy transport, through the transfer of material between different levels of the star. These equations are one of the basic equations in the theory of stellar structure and has been the focus of many studies [24-26, 29, 32-40, 42, 46, 55, 56] .
We simply begin with the Poisson equation and the condition for hydrostatic equilibrium [46, [55] [56] [57] :
where G is the gravitational constant, P is the pressure, M(r) is the mass of a star at a certain radius r, and ρ is the density, at a distance r from the center of a spherical star [57] . The combination of these equations yields the following equation, which as should be noted, is an equivalent form of the Poisson equation [46, [55] [56] [57] From these equations one can obtain the Lane-Emden equation through the simple assumption that the pressure is simply related to the density, while remaining independent of the temperature. We already know that in the case of a degenerate electron gas, the pressure 2 and density are ρ ∼ P 3 5 , assuming that such a relation exists for other states of the star, we are led to consider a relation of the following form [57] :
where K and m are constants, at this point it is important to note that m is the polytropic index which is related to the ratio of specific heats of the gas comprising the star. Based upon these assumptions we can insert this relation into our first equation for the hydrostatic equilibrium condition and from this equation [46, [55] [56] [57] we have
where the additional alteration to the expression for density has been inserted with λ representing the central density of the star and y that of a related dimensionless quantity that are both related to ρ through the following relation [46, [55] [56] [57] ρ = λy m .
Additionally, if place this result into the Poisson equation, we obtain a differential equation for the mass, with a dependance upon the polytropic index m. Though the differential equation is seemingly difficult to solve, this problem can be partially alleviated by the introduction of an additional dimensionless variable x, given by the following:
Inserting these relations into our previous equations we obtain the famous form of the LaneEmden equations, given in the following:
Taking these simple relations we will have the standard Lane-Emden equation with g(y) = y m [46, [55] [56] [57] ,
At this point it is also important to introduce the boundary conditions which are based upon the following boundary conditions for hydrostatic equilibrium and normalization consideration of the newly introduced quantities x and y. What follows for r = 0 is
As a result an additional condition must be introduced in order to maintain the condition of Eq. (1.2) simultaneously:
In other words, the boundary conditions are as follows This paper is arranged as follows: In Section 2 we survey several methods that have been used to solve Lane-Emden type equations. In Section 3, the properties of Hermite functions and the way to construct the collocation technique for this type of equation are described. In Section 4 the proposed method is applied to some types of Lane-Emden equations, and a comparison is made with the existing analytic or exact solutions that were reported in other published works in the literature. Finally we give a brief conclusion in the last section.
Methods have been proposed to solve Lane-Emden equations
Recently, many analytical methods have been used to solve Lane-Emden equations, the main difficulty arises in the singularity of the equations at x = 0. Currently, most techniques which were used in handling the Lane-Emden-type problems are based on either series solutions or perturbation techniques. Bender et al. [24] proposed a new perturbation technique based on an artificial parameter δ, the method is often called δ-method.
Mandelzweig et al. [25] used the quasilinearization approach to solve the standard LaneEmden equation. This method approximates the solution of a nonlinear differential equation by treating the nonlinear terms as a perturbation about the linear ones, and unlike perturbation theories is not based on the existence of some small parameters.
Shawagfeh [26] applied a nonperturbative approximate analytical solution for the LaneEmden equation using the Adomian decomposition method. His solution was in the form of a power series. He used Padé approximants method [27, 28] to accelerate the convergence of the power series.
In [29] , Wazwaz employed the Adomian decomposition method [30, 31] with an alternate framework designed to overcome the difficulty of the singular point. It was applied to the differential equations of Lane-Emden type. Further author of [32] used the modified decomposition method for solving the analytical treatment of nonlinear differential equations such as the Lane-Emden equation.
Liao [33] Parand et al. [19, 20, 23] presented two numerical techniques to solve higher ordinary differential equations such as Lane-Emden. Their approach was based on the rational Chebyshev and rational Legendre Tau methods.
Ramos [35] [36] [37] [38] solved Lane-Emden equations through different methods. Author of [36] presented the linearization method for singular initial-value problems in second-order ordinary differential equations such as Lane-Emden. These methods result in linear constantcoefficients ordinary differential equations which can be integrated analytically, thus yielding piecewise analytical solutions and globally smooth solutions. Later this author [38] developed piecewise-adaptive decomposition methods for the solution of nonlinear ordinary differential equations. In [37] Yousefi [39] presented a numerical method for solving the Lane-Emden equations. He converted Lane-Emden equations to integral equations, using integral operator, and then he applied Legendre wavelet approximations.
Bataineh et al. [40] presented an algorithm based on homotopy analysis method (HAM) [41] to obtain the approximate analytical solutions of the singular IVPs of the Emden-Fowler type equation.
In [42] , Chowdhury et al. presented an algorithm based on the homotopy-perturbation method (HPM) [43] [44] [45] to solve singular IVPs of time-independent equations.
Aslanov [46] introduced a further development in the Adomian decomposition method to overcome the difficulty at the singular point of non-homogeneous, linear and non-linear Lane-Emden-like equations.
Dehghan and Shakeri [55] applied an exponential transformation to the Lane-Emden type equations to overcome the difficulty of a singular point at x = 0 and solved the resulting nonsingular problem by the variational iteration method [58, 59] .
Yildirim et al. [47] presented approximate-exact solutions of a class of Lane-Emden type singular IVPs problems, by the variational iteration method.
Marzban et al. [48] used a method based upon hybrid function approximations. They used the properties of hybrid of block-pulse functions and Lagrange interpolating polynomials together for solving the nonlinear second-order initial value problems and the LaneEmden equation.
Recently, Singh et al. [49] provided an efficient analytic algorithm for Lane-Emden type equations using modified homotopy analysis method, also they used some well-known LaneEmden type equations as test examples.
We refer the interested reader to [50, 51] for analysis of the Lane-Emden equation based on the Lie symmetry approach.
Hermite functions collocation method
Spectral methods have been successfully applied in the approximation of boundary value problems defined in unbounded domains. For problems whose solutions are sufficiently smooth, they exhibit exponential rates of convergence/spectral accuracy. We can apply different spectral methods that are used to solve problems in the semi-infinite domains. One of these approaches is using Laguerre and Hermite polynomials/functions [2, 4-8, 52-54]. Guo [5] suggested the Laguerre-Galerkin method for the Burgers' equation and Benjamin-BonaMahony (BBM) equation on a semi-infinite interval. In [7] Shen proposed spectral methods using Laguerre functions and analyzed the elliptic equations on regular unbounded domains. Siyyam [8] applied two numerical methods for solving differential equations using the Laguerre Tau method. Maday et al. [6] proposed a Laguerre type spectral method for solving partial differential equations. Funaro and Kavian [2] considered some algorithms by using the Hermite functions. Recently Guo [4] developed the spectral method by using Hermite polynomials. However it is not easy to perform the quadratures in unbounded domains, which are used in the Hermite spectral approximations. So the Hermite pseudospectral method is more preferable in actual calculations. Guo [54] developed the Hermite pseudospectral method for the Burgers' equation on the whole line. Guo et al. [52] considered spectral and pseudospectral approximations using Hermite functions for partial differential equations (PDEs) on the whole line to approximate the Dirac equation. Bao and Shen [53] proposed a generalized-Laguerre-Hermite pseudospectral method for computing symmetric and central vortex states in Bose-Einstein condensates (BECs) in three dimensions with cylindrical symmetry.
Collocation method [60] has become increasingly popular for solving differential equations. Also they are very useful in providing highly accurate solutions to differential equations. In this paper, we employ the Hermite functions collocation (denoted by HFC) method to solve some well-known singular forms of the Lane-Emden type initial value problems directly.
Properties of Hermite functions
In this section, we detail the properties of the Hermite functions that will be used to construct the HFC method. First we note that the Hermite polynomials are generally not suitable in practice due to their wild asymptotic behavior at infinities [61] . Hermite polynomials can be written in direct formula as follows:
Hence, we shall consider the so called Hermite functions. The normalized Hermite functions of degree n is defined by
where δ nm is the Kronecker delta function. In contrast to the Hermite polynomials, the Hermite functions are well behaved with the decay property:
and the asymptotic formula with large n is
The three-term recurrence relation of Hermite polynomials implies
Using the recurrence relation of Hermite polynomials and the above formula lead to
and this implies
otherwise.
Let us define
where P N is the set of all Hermite polynomials of degree at most N. We now introduce the Gauss quadrature associated with the Hermite functions approach. Let {x j } N j=0 be the Hermite-Gauss nodes and define the weights
Then we have
For a more detailed discussion of these early developments see [62, 63] .
Approximations by Hermite functions
Let us define Λ := {x| − ∞ < x < ∞} and
or equivalently,
To obtain the convergence rate of Hermite functions we define the space H 
where p k (x) are certain rational functions which are bounded uniformly on Λ. Thus we have
, r ≥ 1 and 0 ≤ µ ≤ r, the following can be obtained:
Proof. A complete proof is given by Guo et al. [52] . Also same theorems have been proved by Shen et al. [61] .
Hermite functions transform
As mentioned before, Lane-Emden type equations are defined on the interval (0, +∞); but we know properties of Hermite functions are derived in the infinite domain (−∞, +∞). Also we know approximations can be constructed for infinite, semi-infinite and finite intervals. One of the approaches to construct approximations on the interval (0, +∞) which is used in the current paper, is to use a mapping, that is a change of variable of the form
where k is a constant. The basis functions on (0, +∞) are taken to be the transformed Hermite functions,
where
Thus we may define the inverse images of the spaced nodes {x j }
Let w(x) denotes a non-negative, integrable, real-valued function over the interval Γ. We define
, is the norm induced by the inner product of the space L 2 w (Γ),
Thus { H n (x)} n∈N denotes a system which is mutually orthogonal under (3.4), i.e.,
where w(x) = coth(x) and δ nm is the Kronecker delta function. This system is complete in L 2 w (Γ). For any function f ∈ L 2 w (Γ) the following expansion holds
. Now we can define an orthogonal projection based on the transformed Hermite functions as given below: Let
Domain scaling
It has already been mentioned in [64] that when using a spectral approach on the whole real line R one can possibly increase the accuracy of the computation by a suitable scaling of the underlying time variable t. For example, if y denotes a solution of the ordinary differential equation, then the rescaled function isỹ(t) = y( t l ), where l is constant. Domain scaling is used in several applications presented in next section. For more details we refer the interested reader to [65] .
Applications
In this section we apply Hermite functions collocation (HFC) method for the computation of Lane-Emden type equations based on the transformed Hermite functions. In general the Lane-Emden type equations are formulated as
with initial conditions
2) 10 where α, A and B are real constants and f (x), g(y) and h(x) are some given functions. For other special forms of g(y), the well-known Lane-Emden equations were used to model several phenomena in mathematical physics and astrophysics such as the theory of stellar structure, the thermal behavior of a spherical cloud of gas, isothermal gas spheres and the theory of thermionic currents [57, 66] .
In this section we apply the Hermite functions collocation method to solve some wellknown Lane-Emden type equations for various f (x), g(y), A and B, in two cases homogeneous (h(x) = 0) and non-homogeneous (h(x) = 0).
The Hermite functions are not differentiable at the point x = 0, therefore to satisfy the second boundary condition we can multiply the operator (3.5) by x and add it with Bx, and also for satisfying the first boundary condition we add it with A as follows:
Now
The equations for obtaining the coefficient a i s arise from equalizing Res(x) to zero at N + 1 transformed Hermite-Gauss points by Eq. Solving this set of equations we have the approximating function ξ N y(x). We note that these N + 1 equations generate a set of N + 1 nonlinear equations which can be solved by a well-known method such as the Newton method for unknown coefficients a i s.
The homogeneous Lane-Emden type equations 4.1.1. Example 1 (The standard Lane-Emden equation)
For f (x) = 1, g(y) = y m , A = 1 and B = 0, Eq. (4.1) is the standard Lane-Emden equation that was used to model the thermal behavior of a spherical cloud of gas acting under the mutual attraction of its molecules and subject to the classical laws of thermodynamics [26, 67] . To this way now we can construct the residual function as follows:
where l is a constant that is already defined in the domain scaling description. As said before, to obtain the coefficients a i s, Res l (x) is equalized to zero at N + 1 transformed Hermite-Gauss points by Eq. (3.3):
By solving this set of equations, we can find the approximating function ξ N y(x). Table 1 shows the comparison of the first zeros of the standard Lane-Emden equations, from the present method and exact values given by Horedt [68] for m = 1.5, 2, 2.5, 3 and 4, respectively. Tables 2, 3 show the approximations of y(x) for the standard Lane-Emden for m = 3, 4 respectively obtained by the method proposed in this paper and those obtained by Horedt [68] . Table 4 represents the coefficients of the Hermite functions obtained by the present method for m = 2, 3 and 4 of the standard Lane-Emden equation. The resulting graph of the standard Lane-Emden equation for m = 1.5, 2, 2.5, 3 and 4 is shown in Figure 1 . The logarithmic graph of absolute coefficients of Hermite functions of standard Lane-Emden for m = 3 is shown in Fig. 2 and the coefficients in Table 4 show that the new method has an appropriate convergence rate.
Example 2. (The isothermal gas spheres equation)
For f (x) = 1, g(y) = e y , A = 0 and B = 0, Eq. (4.1) is the isothermal gas sphere equation.
subject to the boundary conditions
This model can be used to view the isothermal gas spheres, where the temperature remains constant. For a thorough discussion of the formulation of Eq. (4.5), see [67] . We recall that this equation has been solved by [42, 46, 69, 71] with HPM, series solutions, ADM and HAM methods respectively. We intend to apply the HFC method to solve the isothermal gas spheres Eq. (4.5) too. Therefore, we construct the residual function as follows:
where l is a constant that is already defined in domain scaling description. As said before, to obtain the coefficients a i s, Res l (x) is equalized to zero at N + 1 transformed Hermite-Gauss points by Eq. (3.3):
By solving the set of equations, we have the approximating function ξ N y(x). Tables 5 shows the comparison of y(x) obtained by the method proposed in this paper with (N = 30, l = 2 and k = 2) and those obtained by Wazwaz [29] .
The resulting graph of the isothermal gas spheres equation in comparison to the presented method and those obtained by Wazwaz [29] are shown in Figure 3 . The logarithmic graph of the absolute coefficients of Hermite functions of the standard isothermal gas spheres is shown in Figure 4 . This graph shows that the new method has an appropriate convergence rate.
Example 3.
For f (x) = 1, g(y) = sinh(y), A = 1 and B = 0, Eq. (4.1) will be one of the Lane-Emden type equations that is we want to solve:
A series solution obtained by Wazwaz [29] by using Adomian Decomposition Method (ADM) is: We intend to apply HFC method to solve equation Eq. (4.7). Therefore, we construct the residual function as follows:
where l is a constant that is already defined in domain scaling description. To obtain the coefficients a i s, Res l (x) is equalized to zero at N + 1 transformed Hermite-Gauss points by Eq. (3.3):
By solving this set of equations, we have the approximating function ξ N y(x). Tables 6 shows the comparison of y(x) obtained by the new method proposed in this paper with (n = 10, k = 1 and l = 2), and those obtained by Wazwaz [29] . The resulting graph of Eq. (4.7) in comparison to the presented method and those obtained by Wazwaz [29] are shown in Figure 5 .
Example 4.
For f (x) = 1, g(y) = sin(y), A = 1 and B = 0, Eq. (4.1) will be one of the Lane-Emden type equations that is we would like to solve:
A series solution obtained by Wazwaz [29] by using ADM is:
where k 1 = sin(1) and k 2 = cos(1).
We intend to apply the HFC method to solve this type equation (Eq. 4.8). Therefore, we construct the residual function as follows:
Res l (x j ) = 0, j = 0, 1, 2, ..., N.
By solving this set of equations, we have the approximating function ξ N y(x). Tables 7 shows the comparison of y(x) obtained by the method proposed in this paper with (n = 15, k = 1 and l = 2), and those obtained by Wazwaz [29] . In order to compare the present method with those obtained by Wazwaz [29] ) the resulting graph of Eq. (4.8) is shown in Figure 6 .
Example 5.
For f (x) = 1, g(y) = 4(2e y + e y/2 ), A = 0 and B = 0, Eq. (4.1) will be one of the Lane-Emden type equations that is to solve.
which has the following analytical solution:
This type of equation has been solved by [47, 70] with VIM and HPM methods respectively. We applied the HFC method to solve equation Eq. (4.9). Therefore, we construct the residual function as follows:
where l is a constant that is already defined in domain scaling description. To obtain the coefficients a i s, Res l (x) is equalized to zero at N + 1 Hermite-Gauss points, i.e, roots of Hermite H N +1 (x):
By solving the set of equations, we have the approximating function ξ N y(x). Tables 8 shows the 
Example 6.
For f (x) = 1, g(y) = −6y − 4y ln(y), A = 1 and B = 0, Eq. (4.1) will be one of the Lane-Emden type equations that is: 12) subject to the boundary conditions
This type of equation has been solved by [36, 47] with VIM and linearization methods respectively. Now we apply the HFC method to solve this type of equation but in this model we have y(x) ln(y(x)) term that increases the order of calculation; therefore, we can use the transform y(x) = e z(x) in which z(x) is unknown; where upon transformed form of the model will become as follows: 14) with the boundary conditions
We applied the HFC method to solve this type of equation (i. e. Eq. (4.14)). Therefore, we construct the residual function as follows:
where l is a constant that is defined in domain scaling description, before. To obtain the coefficients a i s, Res l (x) is equalized to zero at N + 1 transformed Hermite-Gauss points by Eq. (3.3):
By solving this set of equations, we have the approximating function ξ N z(x) and also ξ N y(x). Tables 9 shows the comparison of y(x) obtained by the method proposed in this paper with (n = 30, k = 6 and L = 2), and the analytic solution i. e. Eq. (4.13). The resulting graph of the Eq. (4.12) with presented method is shown in Figure 8 to make it easier to compare with the analytic solution .
The logarithmic graph of absolute coefficients of Hermite functions of the standard isothermal gas spheres is shown in Figure 9 . This graph shows that the new method has an appropriate convergence rate. 16
Example 7.
For f (x) = −2(2x 2 + 3), g(y) = y, A = 1 and B = 0, Eq. (4.1) will be one of the Lane-Emden type equations that is 15) subject to the boundary conditions
This type of equation has been solved by [36, 47, 70] with linearization, VIM and HPM methods respectively. We applied the HFC method to solve the equation ( 4.15) . Therefore, we construct the residual function as follows:
By solving this set of equations, we have the approximating function ξ N y(x). Tables 10 shows the comparison of y(x) obtained by the new method proposed in this paper with (n = 30, k = 6 and l = 2), and analytic solution Eq. (4.16).
The resulting graph of Eq. (4.15) is shown in Figure 10 . Thus it will be easy for the reader to compare the new result with the exact solution. The logarithmic graph of absolute coefficients of Hermite functions of Eq. (4.15) is shown in Figure 11 . This graph shows that the current method has an appropriate convergence rate.
The non-homogeneous Lane-Emden type equations 4.2.1. Example 8.
For f (x) = x, g(y) = y, h(x) = x 5 − x 4 + 44x 2 − 30x, α = 8, A = 0 and B = 0, Eq. (4.1) will be one of the Lane-Emden type equations that is absorbing to solve. 17) subject to the boundary conditions
This type of equation has been solved by [36, 42, 71, 72] with linearization, HPM, HAM and TSADM methods respectively. We applied the HFC method to solve this type equation Eq. (4.17). Therefore, we construct the residual function as follows:
By solving this set of equations, we have the approximating function ξ N y(x). Tables 11 shows the 
Example 9.
For f (x) = 1, g(y) = y, h(x) = 6 + 12x + x 2 + x 3 , A = 0 and B = 0, Eq. (4.1) will be one of the Lane-Emden type equations that is 19) subject to the boundary conditions
This equation has been solved by [36, 47, 70, 72] with with linearization, VIM, HPM and TSADM methods respectively.. We applied the HFC method to solve Eq. (4.19) . Therefore, we construct the residual function as follows:
By solving this set of equations, we have the approximating function ξ N y(x). Tables 12  shows the with presented method in comparison to the analytic solution is shown in Figure 13 . 18
Conclusions
The Lane-Emden equations describe a variety of phenomena in theoretical physics and astrophysics, including the aspects of stellar structure, the thermal history of a spherical cloud of gas, isothermal gas spheres, and thermionic currents [57] . Lane-Emden equations have been considered by many mathematicians as mentioned before [55] . The fundamental goal of this paper has been to construct an approximation to the solution of nonlinear LaneEmden type equations in a semi-infinite interval. A set of Hermite functions is proposed to provide an effective but simple way to improve the convergence of the solution by the collocation method. The validity of the method is based on the assumption that it converges by increasing the number of collocation points. A comparison is made among the exact solution and the numerical solutions of Horedt [68] and the series solutions of Wazwaz [29] , Liao [33] , Singh et al. [49] and Ramos [37] and the current work. It has been shown that the present work provides acceptable approach for Lane-Emden type equations. Also it was confirmed by logarithmic figures of absolute coefficients, this approach has exponentially convergence rate. In total an important concern of spectral methods is the choice of basis functions; the basis functions have three different properties: easy to compute, rapid convergence and completeness, which means that any solution can be represented to arbitrarily high accuracy by taking the truncation N to be sufficiently large. 
