Despite general acceptance that the retinotopic organisation of human V4 (hV4) takes the form of a single, uninterrupted ventral hemifield, measured retinotopic maps of this visual area are often incomplete. Here, we test hypotheses that artefact from draining veins close to hV4 cause inverted BOLD responses that may serve to obscure a portion of the lower visual quarterfield -including the lower vertical meridian -in some hemispheres. We further test whether correcting such responses can restore the 'missing' retinotopic coverage in hV4. Subjects (N=11) viewed bowtie, ring, drifting bar and full field flash stimuli. Functional EPIs were acquired over approximately 1.5h and analysed to reveal retinotopic maps of early visual cortex, including hV4. Normalised mean maps (which show the average EPI signal amplitude) were constructed by voxel-wise averaging of the EPI time course and used to locate venous eclipses, which can be identified by a decrease in the EPI signal caused by deoxygenated blood. Inverted responses are shown to cluster in these regions, and correcting these responses improves maps of hV4 in some hemispheres, including restoring a complete hemifield map in one. A leftwards bias was found in which 11/11 hV4 maps in the left hemisphere were classified as incomplete, while this was the case in only 3/11 right hemisphere maps. Incomplete hV4 maps did not correspond with venous artefact in many instances, with incomplete maps being present in the absence of a venous eclipse and complete maps coexisting with a proximate venous eclipse. We also show that mean maps of upper surfaces (near the boundary between cortical grey matter and CSF) provide highly detailed maps of veins on the cortical surface. Results suggest that venous eclipses and inverted voxels can explain some incomplete hV4 maps, but cannot explain the remainder nor the leftwards bias in hV4 coverage reported here. Introduction 1 Human visual cortex is comprised of multiple orderly visual areas which are functionally 2 and anatomically distinct from each other [1-4]. Many of these areas are organised 3 according to the principle of retinotopy, which is to say they are topographically 4 organised such that the spatial organisation of the retina, and therefore the visual field, 5 is mapped to the neurons of each area [5-7]. These retinotopic maps are highly 6 preserved across individuals and species, and hence the cortical organisation of visual 7 areas is unlikely to be random, but an integral part of visuo-cortical function [8-10]. It 8 PLOS 1/20
Models of human V4. Diagrams of early visual cortex in humans, 40 showing the 'hV4' model (left), and the 'Split' model (right) . According to the hV4 41 model, V4 contains a map of the entire contralateral visual hemifield in a continuous 42 retinotopic map on the ventral surface, adjacent to ventral V3 (V3v). In this model, the 43 lower boundary of hV4 is defined by a polar angle reversal at the lower vertical meridian 44 on the ventral surface. The hV4 map illustrated here is based on descriptions provided 45 in Winawer and Witthoft [28] . The 'split' model assumes the upper vertical meridian, 46 contralateral horizontal meridian and approximately half the upper visual quarterfield 47 are represented on the ventral surface, and the remainder of the map, including the 48 lower vertical meridian is represented on the dorsal surface. The V4 map illustrated are one interpretation of the disrupted time courses of voxels affected by venous 61 artefact, however another alternative exists. As the BOLD signal is driven by changes 62 in oxygen levels in blood [17, 30] , with oxygenated blood producing positive BOLD 63 responses (PBRs), veins draining deoxygenated blood would theoretically result in a 64 decrease in the mean intensity of nearby voxels. Therefore, the haemodynamic response 65 of 'venous' voxels was proposed by Puckett and colleagues [31] to be more accurately 66 described as in-phase but 'inverted' rather than counterphase. 67 In their study, Puckett and colleagues [31] correlated voxel responses to a full field 68 control stimulus with a reference haemodynamic waveform. Ordinarily, the BOLD 69 response is coupled with neural firing, therefore, the simultaneous stimulation of the 70 whole visual field should result in all the voxels within the range of the stimulus 71 exhibiting PBRs [15, 31] , however many do not. Using this stimulus, Puckett and 72 colleagues demonstrated many voxels in the region of the venous eclipse exhibit an 73 inverted response to full field stimulation, rather than a delayed response [31] . They 74 further showed that in early visual areas V1, V2 and V3, time courses of voxels 75 exhibiting this response have been successfully corrected to restore the order of visual 76 field maps. Whilst the same procedure was not applied to inverted voxels in hV4, this 77 area was shown to contain a significantly higher number of inverted voxels compared 78 with other areas [31] . This suggests that correcting inverted voxels in hV4 may enable a 79 more accurate measure of its response in the region of the venous eclipse than has 80 previously been possible. 81 Here, we aim to investigate the consistency of the venous eclipse and inverted voxel 82 hypotheses proposed by Winawer and colleagues [15] and Puckett and colleagues [31] , 83 with relation to retinotopic maps of hV4. Based on the V4 literature in humans, we 84 hypothesised that we would identify complete hV4 maps on the ventral surface of some 85 hemispheres and incomplete maps in others. Furthermore, when an incomplete map was 86 identified we hypothesised that a cause should be found, namely that a venous eclipse 87 would also be present on or near the lower boundary of hV4, consistent with the 88 hypothesis of Winawer and colleagues [15] . Additionally, it was predicted that in the 89 region of the venous eclipse, voxels would present with on-time but inverted BOLD 90 responses, as proposed by Puckett and colleagues [31] . Correcting these responses was 91 predicted to result in the subsequent restoration of hV4 maps where they were affected 92 by inverted voxels, potentially allowing a complete hemifield map to be identified where 93 an incomplete map was initially measured. We further propose that any anomalous randomly changing every 0.25ms. A 3x3 pixel fixation dot (0.04°) was present in the 108 centre of the screen, which changed colour every 3-8s, with subjects being instructed to 109 press and hold a button whenever this dot was red. The bowties were presented for 15 110 cycles per scan, and the rings for 12.
111
Two additional types of stimuli were used to enable additional analyses. The first of 112 these was a full field flash which was composed of the same flickering chequerboard 113 pattern and fixation grid as the bowties and rings. It was presented for 12 cycles per 114 scan, where each cycle was comprised of an ON period of 4s and an OFF period of 16s. 115 The other stimulus was a drifting bar, adapted from the same stimulus used by 116 Dumoulin and Wandell [34] , with the addition of a grey fixation grid [33] . The bar was 117 composed of two black and white chequered bars, one inside the other, coasting in 118 opposite directions. The bar was presented at four orientations (0°, 45°, 90°and 115°), 119 and travelled in the two directions perpendicular to each, for a total of eight directions. 120 Each bar sweep took 40s and there were four periods of a blank luminance block, each 121 lasting 20s, inserted between every second sweep ( Fig 2) . 
Stimulus presentation 127
Stimuli were generated using MATLAB R2012a and Psychophysics Toolbox [35, 36] , and 128 displayed to participants on a 19" monitor with a 1024 × 768mm resolution. The 
Cortical surface reconstructions 155
The cortical grey/white boundary of eight subjects was segmented automatically using 156 FreeSurfer [37, 38] and then manually corrected using ITKGray [39] . For three subjects, 157 segmentations were done entirely manually using ITKGray. Segmentations were 158 installed in mrVISTA and 3D cortical surface reconstructions of the left and right 159 hemispheres were created and displayed using mrMESH, which was also used to 160 visualise fMRI data on the cortical surface (Stanford University, Stanford, CA; 161 http://white.stanford.edu/software/). For Subject 4, the venous anatomy, including the 162 Transverse Sinuses, Superior Sagittal Sinus, Straight Sinus and the confluence of sinuses, 163 were manually segmented from the venogram using ITKGray. Bowtie, ring and bar stimuli were analysed using a population receptive field (pRF) 172 method, whereby a parameterised model of the underlying neuronal response is used to 173 calculate the predicted BOLD response. Essentially, this is a special adaptation of a 174 linear regression, or the General Linear Model (GLM) -a standard technique in fMRI 175 analysis [40] . The goodness-of-fit of this response is estimated using the residual sum of 176 squares (RSS), which is minimised in a series of two-stage, coarse-to-fine searches until 177 the optimum pRF parameters (position and size) are found. Further detail on this 178 analysis can be found in [34] .
179
Fast Fourier transform and correlation analyses 180 A fast Fourier transform (FFT) analysis was performed on the bowties, rings and full 181 field stimuli using inbuilt mrVISTA functions. The full field stimulus was additionally 182 analysed using a correlation analysis between the empirical waveform and a reference 183 waveform, which was created by convolving the stimulus timing with a canonical model 184 of the haemodynamic response function (HRF) using AFNI's 3dDeconvolve [41] .
185
MATLAB was used to estimate the correlation between voxel time courses and the 186 reference waveform, and voxels responding with 'positive' and 'inverted' HRFs were 187 identified by the sign of their correlation value. maximum intensity value. The normalised mean maps were then used to identify venous 197 eclipses, which have a lower intensity due to the higher concentration of dHb in veins.
198
Regions of interest (ROIs) were hand drawn around any venous eclipse that was 199 identified and subsequently projected onto the surface displaying the correlation 200 analysis data to check whether voxels with inverted responses clustered in these regions. 201 In determining whether a venous eclipse was present, we considered the shape and All visual areas were defined on the mrVista surface meshes using depth-integrated 207 polar angle retinotopic maps as measured by the pRF modelling, with reference to the 208 retinotopic maps generated by the FFT analysis. These two sets of maps matched up 209 extremely well for V1, V2 and V3. The retinotopic map of hV4 was defined by a phase 210 reversal in the polar angle maps at the lower vertical meridian or close to it, if it was 211 not present, following the ventral hemifield model [20, 25, 28] . The 'inverted U' in polar 212 angle maps demarcating the hV4/VO1 boundary, expected eccentricity reversals 213 between hV4 and VO1 in eccentricity maps, and the location of the ptCos sulcus were 214 also used in guiding the definition of hV4 boundaries [28, 42] . To determine the level of 215 visual field coverage present in each hV4 map, we used a combination of visual 216 inspection and visual field coverage plots generated by the pRF analysis.
217
It is well documented that voxels in regions directly outside the outermost 218 eccentricity of the visual stimulus exhibit a 'Negative BOLD Response' (NBR) [43] [44] [45] . 219 To ensure these voxels were excluded from analyses, visual area ROIs were cropped at 220 the periphery of the mapped visual field, prior to the occurrence of NBRs. It is 221 important here to discriminate NBRs, which typically signify a reduction in the neural 222 response just outside the stimulated region of the visual field [43] [44] [45] from inverted 223 voxels, which exhibit a negative correlation to visual stimulation in regions where the 224 expected response is positive [31] . 225 
Inverting time courses and inverted voxel counts 226
Once voxels with a negative correlation to the full field stimulus had been identified, 227 custom MATLAB scripts were used to flip the time courses of these voxels in the 228 bowtie, ring, bar and full field scans. This procedure flips the time courses of all voxels 229 exhibiting a negative correlation, i.e. NBRs and inverted voxels. Voxels with a positive 230 correlation were left untouched. In determining inverted voxel counts, however, it is 231 important to note that only negatively correlated voxels within the cropped visual area 232 ROIs were included, in order to prevent the presence of NBRs from influencing the 233 count. Corrected time courses were reanalysed using the pRF method, resulting in a set 234 of original and corrected pRF models. Statistical analyses on inverted voxels were 235 conducted using SPSS version 22 [46] . 236 
Depth-dependent analysis 237
To investigate whether surface vessels have a visible effect on retinotopic maps at 238 different cortical depths, for two subjects, additional surfaces were generated at three 239 depths using Caret v5.65 [47] . The deepest of these was generated at the grey/white 240 boundary and expanded surfaces were created at depths of 1mm and 2.5mm from the 241 grey/white boundary toward the cortical surface. As human visual cortex has an 242 average thickness of 2-3mm [48] , the 1mm surface is located in the mid-depth of grey 243 PLOS 6/20 matter, whilst the 2.5mm surface is close to the grey matter surface, where the large 244 draining veins reside. These surfaces were imported into the mrVISTA session using 245 custom written MATLAB scripts, after which they were aligned to the anatomical data 246 using mrVista. Average time courses for the bowties, rings and full field scans were 247 linearly interpolated from the mrVista volume space onto the depth-dependent surfaces 248 using MATLAB. FFT analyses were performed on each interpolated time course, and 249 correlation analyses were computed for full field time courses. Normalised mean maps of 250 the full field data were also generated. Results were displayed on the surfaces using 251 mrMesh. ROIs of V1, hV4 and venous eclipses were defined separately for this data, 252 with reference to the depth-integrated retinotopic maps.
253

Results
254
We aimed to evaluate 1) The consistency of the hypotheses that venous artefact 255 obscures part of the lower quarterfield representation of the visual field in hV4, by 256 resulting in either delayed [15] or inverted responses [31] ; and 2) Whether it is possible 257 to correct venous artefact in this area to more reliably measure visual field responses 258 along the lower hV4 boundary. Our main findings were that venous eclipses did not 259 always correspond with hV4 map coverage; the absence of venous artefact coincided 260 with incomplete hV4 maps, whilst complete maps were found despite venous artefact 261 being present. Furthermore, correcting inverted voxels restored a full hemifield map of 262 hV4 in one hemisphere, but yielded only minor or no improvement in other instances of 263 incomplete hV4 maps.
264
Venous eclipses and hV4 visual field coverage 265 We identified visual field maps of hV4 in both cerebral hemispheres of all 11 subjects.
266
In total, there were 8 complete and 14 incomplete hV4 maps. The left hemisphere was 267 disproportionately represented, with all hV4 maps being incomplete, whilst only 3 right 268 hemisphere maps were incomplete.
269
Using the normalised mean maps, we identified venous eclipses in 20 hemispheres, 270 with 11 of these being on the ventral surface close to the measured hV4 maps. Of these 271 11, 6 were in the left hemisphere. There was no difference between the left and right 272 hemispheres in terms of the total number of venous eclipses present.
273
As it has not been clearly established in the literature the extent to which artefact 274 from the venous eclipse can spread, or the nature of the impact it may have on nearby 275 voxels, we took a conservative approach toward classifying venous eclipses as having the 276 ability to impact the lower hV4 boundary. As such, we considered the venous eclipse to 277 have the ability to impact the visual field coverage of hV4 if it was present close to the 278 hV4 map (see Supplementary materials for all normalised mean intensity and polar 279 angle maps). Despite this conservative approach, we did not find a clear relationship 280 between the presence of a venous eclipse near hV4 and the degree of visual field 281 coverage represented. Whilst incomplete maps of hV4 did correspond with the presence 282 of a venous eclipse in some hemispheres, we identified instances where an incomplete 283 hV4 map was identified despite the absence of a venous eclipse, and likewise instances of 284 complete maps of hV4 in the presence of a venous eclipse. These results are summarised 285 in Inverted voxels were present in all visual areas examined, and always (though not 297 exclusively) clustered in regions corresponding with venous artefact (Fig 4) . It is 298 important to note that inverted voxels did not appear to strictly adhere within the 299 region of the venous eclipse, as seen in the normalised mean maps, with inverted voxel 300 clusters extending into neighbouring regions. mean map, however it should be noted that the region in the mean map corresponding 309 to the inverted voxels still shows a lower mean intensity value than regions 310 corresponding to positive voxels.
311
A 2x4 repeated measures ANOVA was used to test for differences in the percentage 312 of inverted voxels between the left and right hemispheres and each visual area. A 313 significant main effect of visual area was found (F3,30 = 4.84, p = .007), with follow up 314 analyses showing inverted voxel percentages in V1 were significantly lower than V2 315 (F3,30 = 7.81, p = .035) and V3 (F3,30 = 7.81 p = .005) in the right hemisphere. No 316 other significant differences were present. We find similar percentages of inverted voxels 317 in hV4 as Puckett and colleagues, however higher percentages in V1, V2 and V3 [31] .
318
Percentages of inverted voxels across visual areas and hemispheres can be seen in Table 319 1. differences between the left and right hemisphere IRFs were apparent, therefore data 322 displayed here is collapsed across hemispheres. Fig 5 shows that, in contrast to Puckett 323 and colleagues [31] , voxels exhibiting an inverted BOLD response in hV4 have the 324 lowest percent signal change of all areas. A lower percent signal change is also present 325 in V1-V3 compared to positive voxels. Positive responses did not vary across visual 326 areas, with positive voxels exhibiting a consistent time-to-peak of 8s after stimulus onset 327 in all visual areas. Inverted responses showed some slight variation, with a time-to-peak 328 of 6s for V1-V3, while the time-to-peak for V4 was 8s. Correcting retinotopic maps 334 Correcting inverted voxels did not have a major effect on the number of complete hV4 335 maps, however in one subject there was a restoration of a complete ventral hemifield 336 following correction ( Fig 6) . Small changes were seen in the hV4 maps of all other 337 subjects, most of which were inconsequential, however minor improvements were present 338 in some ( Supplementary Figure 1) . This correction procedure demonstrates the potential to retinotopically map visual 373 cortex beyond the often limited eccentricity range of MR visual display systems (Fig 7) . 374 The original pRF map is displayed with the V1 ROI in white. Regions where the order 378 of the visual field representation is 'inverted' are indicated by white circles, which 379 attach to the same regions in the 'corrected' V1 map. Here it can be seen that 380 significant extensions to the V1 map are present after flipping NBR time courses.
320
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Correlations of NBRs are shown in the correlation map.
382
Depth-dependent effects of venous artefact on retinotopic maps 383
To extend our analysis of the effect of venous artefact on retinotopic maps, we 384 performed a post hoc investigation of its impact across cortical depth (Fig 8) . As such, 385 for two subjects we made cortical surfaces at three depths (grey/white, 1mm and 386 2.5mm above the grey/white boundary). Normalised mean maps for all 2.5mm surfaces 387 show clearly, and in detail, what appear to be venous eclipses caused by the SSS and 388 TSs. This is in contrast to the depth-integrated mean maps (shown in Figures 4 and 6) , 389 where averaging data across 3mm of grey matter seems to have the effect of weakening 390 the appearance of the venous eclipse, to the extent that it disappears entirely in some 391 regions. The venous eclipses increasingly weaken in appearance with depth, which can 392 be clearly seen in all of the 1mm and grey/white surfaces. incomplete map of hV4, which does not change across depth (Note, the 'speckles' 404 indicated by the white dots in the second and third columns highlight what could be the 405 lower vertical meridian of the hV4 map, however as the correlation map shows multiple 406 inverted voxels in this region, it is difficult to trust the responses of these voxels.
407
A reduction in the mean intensity of all voxels is apparent with decreasing cortical 408 depth. This reflects the fact that the BOLD signal is generally stronger in layers of grey 409 matter closer to the pial surface [50] . Strikingly, voxels in regions surrounding the 410 venous eclipse show a high mean intensity despite being immediately adjacent to venous 411 artefact. This is particularly evident at the more superficial depths.
412
Compared to the depth-integrated data, inverted voxels are more tightly restricted 413 within the venous eclipse, and not outside it in the 2.5mm surfaces. This indicates that 414 whilst voxels immediately beneath surface vessels respond with abnormal time courses, 415 voxels immediately adjacent to, but outside this region have normal responses to full 416 field stimulation. This is also reflected in the mean intensity of these voxels, which is 417 comparable to those which are far away from venous artefact (see Fig 8B) . Furthermore, 418 the clusters of inverted voxels within the venous eclipse ROI decrease in frequency with 419 grey matter depth. Other, more sparsely distributed voxels exhibiting negative 420 correlations appear in regions distant from the venous eclipse in the 1mm and 421 grey/white surfaces, increasing in frequency with depth (Fig 9) . Our primary aim was to evaluate the consistency of the venous eclipse and inverted 430 voxels as limitations to accurately measuring retinotopic maps of hV4 [15, 31] . We 431 report results pertaining to hV4 maps, venous eclipses and inverted voxels, as examined 432 in depth-integrated and depth-dependent data. We also illustrate the utility of surface 433 maps that are localised at specific grey matter depths and suggest that such maps are a 434 useful tool in studying or avoiding the disturbances that blood vessels can cause to MRI 435 analysis.
436
Correcting inverted voxels can restore the lower boundary of 437 hV4 in some hemispheres 438 Consistent with previous studies [20, 22, 24, 27, 28] , we found that receptive field centres 439 in hV4 maps often do not extend over the entire hemifield, with more than half (64%) 440 of hV4 maps being incomplete. Attempts to restore these maps by flipping the time 441 courses of inverted voxels showed that it is possible to improve some of the incomplete 442 maps, even restoring an entire hemifield in one instance. This singular case serves as a 443 clear example of a subject who has a complete hemifield representation in hV4 which 444 was obscured by an inadequacy of standard BOLD fMRI measurements.
445
Our successful correction of this hV4 map highlights that some incomplete hV4 446 maps seem to be caused by inverted voxels being present along the lower boundary.
447
These inverted voxels may be the result of venous artefact, and can be accounted for 448 using appropriate techniques. However, we were unable to restore the lower boundary of 449 most incomplete hV4 maps, despite improving the order (i.e. smoothness) of the visual 450 field representation in some (see Supplementary Fig 1) .
451
Venous eclipses do not always coincide with incomplete hV4 452 maps 453 We found little concordance between hV4 map coverage and the presence of venous 454 eclipses in our depth-integrated mean intensity maps, with seven incongruent pairings 455 existing in our data. Furthermore, we find six cases of incomplete hV4 maps with no 456 observable venous eclipse in the vicinity (LH of S1, S7, S9, S10, S11 and RH of S3), 457 close to half of the incomplete maps we identified.
458
A potential explanation for this unexpected discrepancy is that the intensity drop 459 characteristic of venous artefact may be limited to voxels in the upper layers of grey 460 matter, due to their closer proximity to surface veins. Averaging the responses of these 461 superficial voxels with those from deeper layers of grey matter may obscure or weaken 462 the amplitude drop of the venous eclipse to the extent it disappears or becomes difficult 463 to identify. Essentially, not seeing venous artefact clearly in mean intensity maps may 464 not signify its absence. Our depth-dependent surfaces support this idea, as they show 465 the venous eclipse fading from being clearly recognisable in the 2.5mm surface to 466 weakening in some parts of the 1mm surface, and disappearing entirely in most sections 467 of the grey/white surface.
468
Clusters of inverted voxels are present in the region of the 469 venous eclipse 470 We found inverted voxels to cluster in and around the venous eclipse in most 471 hemispheres (see Fig 4) , replicating the same finding by Puckett and colleagues [31] .
472
While it seems clear that inverted voxels are present at higher frequencies near venous 473 artefact, it is difficult to ascertain whether these voxels are located outside the venous 474 eclipse or merely in interstices created by the averaging of data from multiple grey 475 layers (see above). It is possible that these inverted voxels are in fact contaminated by 476 venous artefact, which is unidentifiable in the depth-integrated mean intensity maps.
477
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An alternative possibility is that the venous eclipse spuriously affects the time courses of 478 voxels that fall laterally to its location, in addition to beneath it.
479
Our depth-dependent results suggest that clusters of inverted voxels are reasonably 480 restricted to the regions of grey matter which show venous artefact, especially in the 481 2.5mm laminar surface. Responses directly neighbouring the outside of the venous 482 eclipse in this layer show both high mean intensities and strong positive correlations, 483 indicating that voxels which do not form part of the venous eclipse are not impacted by 484 it. However more depth-dependent analyses are required to confirm and better quantify 485 this finding.
486
Inverted voxels affect most visual areas equally 487 In contrast to previous work [31] , we do not find percentages of inverted voxels to be 488 higher in V4 compared to V1, V2 and V3. We additionally do not find inverted voxel 489 percentages to differ between the left and right hemisphere; this is consistent with 490 absence of differences in the number of venous eclipses between hemispheres. This 491 discrepancy with earlier work may be due to our larger pool of young adult subjects 492 (n=11, aged 21-26), compared to Puckett and colleagues, whose sample differed in size 493 and age range (n=4, aged 21-61).
494
This is a potentially important difference, as neurovascular decoupling (where neural 495 activity is not accompanied by compensatory changes in the dilation and constriction of 496 blood vessels) has been reported to induce inverted BOLD responses in regions where 497 blood vessels are impeded as a function of ageing and disease [52, 53] ). The smaller 498 number of subjects in Puckett and colleagues' work may also explain this, as the TS has 499 some natural variability in its proximity to hV4 [15] . The presence of a larger 500 percentage of inverted voxels in one hV4 map due to the TS more proximate to it may 501 skew the overall findings more easily than in our pool of 11 subjects.
502
The pattern of inverted voxels changes with surface depth 503 Within the venous eclipse in our depth-dependent data, the number of inverted voxels 504 appears to decrease with depth; many inverted voxels in the 2.5mm surface have 505 positive correlations in the 1mm and grey/white surfaces. Interestingly, outside the 506 venous eclipse smaller, sporadic inverted voxels appear in deeper layers where the 507 corresponding voxels in the surfaces above show positive correlations. 508 We cannot say with certainty what may be causing these isolated inverted voxels, 509 however they may simply be due to a lower SNR in deeper grey matter, increasing the 510 frequency of random negative correlations. The sparse distribution and smaller clusters 511 of these inverted voxels may also be the result of small veins from lower cortical layers, 512 which dive through the grey matter from the cortical surface, bending at a right angle 513 upon reaching the white matter before branching back up into lower grey layers (see Fig 514  8A ) [51] . 515 Regardless of the source of these inverted voxels, their impact can be clearly seen in 516 the polar angle maps, where affected regions appear to map non-neighbouring areas of 517 the visual field, disturbing the order of human visual cortex. This is in contrast to what 518 is known about the organisation of this region of the human brain, and in agreement 519 with previous work [31] . Having been noted in previous work and corroborated here, the bias towards left 523 hemisphere hV4 maps being incomplete more frequently than right hemisphere maps is 524 a robust finding that warrants explanation. Given that the TS and large surface veins 525 in general give rise to the venous eclipse, consideration is due to the physical anatomy 526 of veins in the occipital cortex. Individual variations exist at the torcular Herophili (tH; 527 the confluence of sinuses at the occipital pole) [54, 55] , where variations are separated 528 into three broad categories, depicted in Fig 10. Of particular note is the Type 1 where 529 there is an absence of a confluence, and the right and left transverse sinuses connect to 530 only one of the Superior Sagittal Sinus (SSS) and Straight Sinus (SS) [54, 55] (see 'Type 531 1' in Fig 10) . the Superior Sagittal Sinus connects to one Transverse Sinus, and the Straight Sinus to 535 the other, with the two TSs completely separate from one another. In Type 2, the SSS 536 and SS are forked, with the left forks connecting to the left TS, and the right forks to 537 the right TS. In Type 3 there is some variation of a confluence of the sinuses. A) A 538 'pad-like dural elevation' in the tH [54] . B) Sinuses are connected by a confluence at the 539 occipital pole. C) A partial partition extends from the SSS into the confluence of 540 sinuses. Partition can be closer to the left or the right wall of the SSS. D) A full 541 partition extends from the SSS diagonally through the tH to the SS. Full partition can 542 extend diagonally across from closer to the left or the right wall of the SSS. Figure was 543 creating by segmenting the venous anatomy from the venogram of Subject 4, who had 544 Type 3A. Other variations were approximated based on the descriptions in [54] .
545
This is important to note, as research has shown the signal recorded in areas of large 546 draining veins may be reflective of changes in distal regions of cortex [14] . As such, in 547 subjects where the SSS and SS drain into separate TSs, the responses being measured 548 in the region of the TS come from non-homologous regions of each cerebral hemisphere. 549 Specifically, the SSS would be fed by lateral regions of the anterior cerebral hemisphere, 550 and the SS by the cerebellum and centre of the head [18] . For hV4 maps belonging to 551 subjects with this venous anatomy, signal recorded in the region of hV4 in the left and 552 right hemispheres may be asymmetric, as the blood in the TSs would be originating 553 from two distinct brain regions. However it is important to note that Type 1 represents 554 only 24.5% of cases, and this considerable variability of TS anatomy is difficult to 555 reconcile with the relatively consistent finding of incomplete left and complete right 556 hemisphere hV4 maps.
557
Alternatively, a bias in TS size, whereby the left TS tends to be larger could serve as 558 a potential explanation, as a higher concentration of deoxyhaemoglobin near left 559 hemisphere hV4 maps should increase the chances of finding incomplete hemifields.
560
However an investigation of 110 adult cadavers found the opposite -a (small) bias 561 towards the right TS being larger -a finding that has been replicated recently [54, 55] . 562 Together this suggests that a strong association between hV4 map coverage and venous 563 anatomy is yet to be consolidated and further work in this area is required.
564
Susceptibility artefacts may account for hemispheric asymmetry 565
As there is a low likelihood that hV4 maps vary so considerably in their representation 566 of the visual field between the left and right hemispheres as found here and 567 elsewhere [20, 22, 24, 27, 28, 56] , venous asymmetry is one of multiple potential causes.
568
Another possible explanation of the hemispheric asymmetry in our hV4 maps is the fact 569 that our phase encoding direction (also known as the 'blip' or 'fat-shift' direction) was 570 left to right.
571
This has the effect of distorting the EPIs in the same direction, as a result of 572 susceptibility artefacts induced by various types of tissue [57, 58] . However, though 573 sufficient as a hypothesis for our data, the same leftwards asymmetry reported by 574 Winawer and colleagues cannot be attributed to a left to right phase encoding direction, 575 PLOS 13/20
as this data was acquired using a spiral sequence [15] . Nevertheless, the direction of 576 phase encoding is worth taking into consideration when interpreting findings of 577 hemispheric asymmetry in fMRI data, particularly when no known explanation for the 578 asymmetry exists.
579
Negative BOLD responses versus inverted voxels 580 Thus far, we have been considering the impact of inverted voxels on retinotopic maps; it 581 is important to distinguish these inverted voxels from Negative BOLD Responses 582 (NBRs). While many details of the specific drivers of NBRs are still a matter of debate, 583 it is likely that they are due to neural mechanisms and a reduction of neuronal 584 activity [31, 44, 45, 59] . Despite having causal differences, both NBRs and inverted voxels 585 show a negative correlation with Full Field visual stimuli; however, we observe a range 586 of differences between voxels showing NBRs and voxels with 'inverted' responses.
587
In our study, voxels showing NBRs are arranged in large clusters located adjacent to 588 and outside the region of cortex that fell within the eccentricity of our stimuli. They 589 have stronger responses than inverted voxels, often as strong as adjacent PBRs. This 590 strong and reliable response enabled the convincing extension of retinotopic maps of 591 early visual areas, after flipping negatively correlated time courses, which allowed for the 592 delineation of the visual field map of V1 beyond the range of our visual display system. 593
Limitations/Considerations from the depth-dependent data 594
Examination of the depth-dependent data shows that the venous eclipse is most 595 prominent in superficial surfaces, which is to be expected as these are in close proximity 596 to surface veins. Based on this depth-dependent analysis, it appears that the grey/white 597 boundary may be impacted very little by venous artefact, at least in terms of the mean 598 intensity of voxels in cortex underlying surface veins. The polar angle maps depicted in 599 Fig 8 clearly show an incomplete map of hV4 at the superficial surface, despite the fact 600 there is no venous artefact visible along the lower boundary, and where mean intensity 601 and correlation responses are comparable to surrounding regions that are unaffected by 602 venous artefact. At the 1mm and grey/white depths, the map of hV4 still appears to be 603 incomplete.
604
Careful examination of the region surrounding the lower hV4 boundary shows some 605 voxels which appear to respond to the lower vertical meridian, however as the 606 correlation maps show that these voxels also exhibit weak or inverted responses, it is 607 difficult to trust the retinotopic mapping in this region. It must be noted that the 608 conservative criteria we used in classifying whether hV4 maps were likely to be 609 impacted by venous artefact resulted in the inclusion of this data as a congruent 610 Incomplete hV4/Venous eclipse present pairing, based on depth-integrated maps.
611
Examination of this data across three different grey matter depths indicates that the 612 venous eclipse could not reasonably be expected to impact responses along the lower 613 hV4 boundary, and hence this hemisphere might be more accurately classified as an 614 incongruent Incomplete hV4/Venous eclipse absent pairing.
615
Although the depth-dependent analysis formed only a peripheral part of this work, 616 we believe that our findings here are important for several reasons. Firstly, we show 617 that depth-dependent analyses can be performed on medium resolution fMRI data 618 (1.5mm), and that doing so yields additional, meaningful information about the 619 responses of voxels at different cortical depths. Most importantly we demonstrate that 620 it is possible to locate regions that are impacted by what appears to be a venous eclipse 621 with a high level of spatial specificity. In future work, this will enable more accurate 622 predictions of where venous artefact can be expected to impact retinotopic maps in 623 other fMRI analyses, including beyond the visual cortex. Finally, our results suggest 624 that regions outside the venous eclipse do not appear to be impacted by it, and deeper 625 cortical layers show only minor impacts of surface veins on voxel responses. 626 
Conclusion
627
We demonstrate a hemispheric asymmetry that is biased towards incomplete maps of 628 hV4 appearing predominantly in the left hemisphere, a finding that has never been 629 thoroughly discussed despite being corroborated in multiple earlier studies, and for 630 which an explanation is wanting [20, 22, 24, 27, 28] . The leftwards bias found for 631 incomplete hV4 maps cannot be explained by a corresponding anatomical bias of the 632 TS [54] , suggesting that venous eclipses can explain some, not all, incomplete hV4 maps. 633 It appears to be the case that an additional, more consistent source of the hemispheric 634 asymmetry must exist to explain these incomplete maps, and we suggest this cause 635 should be more consistently biased towards the left.
636
Venous eclipses and inverted voxels have both been proposed as explanations for 637 incomplete maps of hV4 [15, 31] . We confirm and support previous findings identifying 638 cases where inverted voxels cluster in regions of the venous eclipse, and we show that 639 correcting time courses of inverted voxels restored a complete hemifield map of hV4 on 640 the ventral surface in one hemisphere as well as improved the disrupted retinotopic 641 maps in others. This strongly supports the notion that hV4 maps are complete but may 642 appear incomplete due to inadequacies in measurement.
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