We propose a new approach for e-learning systems that incorporates speech activity information to help build intelligent learning systems. The proposed algorithm is based on the pitch frequency, power amplitude, and duration of a voice activity signal. The approach was tested on users for an e-learning duration of 60 min. The robustness of the proposed algorithm was measured using various sound signals (speech, noise, and emotions) obtained from varying sources.
Introduction
The emergence of new technologies and the Internet has resulted in one of the major revolutions in education in the form of e-learning. Today, e-learning is a popular alternative for students, engineers, and executives for training and development because of its fully customizable and user-oriented framework (1) .
Next-generation e-learning systems should be sufficiently smart to be able to adapt to a student's learning style and assure high standards of accessibility and usability, in order to make learner's interaction with the system as natural and intuitive as possible. The primary objective of our work is to include, in addition to traditional interactions, computer-interaction data such as videos and audio signals in e-learning systems. Furthermore, we expect to understand user behaviors to build more intelligent and collaborative learning environments (2, 3) .
The rest of this paper is organized as follows: in section 2, the proposed speech activity detection approach is explained; in section 3, the framework of the intelligent e-learning system is described; in section 4, the approach is tested on an e-learning portal and results are assessed; in section 5, future work is considered.
Speech Activity Detection
Speech activity detection is a technique used in speech processing in which the presence or absence of human speech is detected. It is an important component of speech processing techniques such as speech enhancement, speech coding, and automatic speech recognition. Various speech activity algorithms have been developed that provide varying features and involve trade-offs between latency, sensitivity, accuracy, and computational cost in communication systems (4) (5) (6) . However, using speech activity detection to formulize human-computer interaction (HCI) data such as sleep, speech, silence, or emotions is a new concept in e-learning systems. In this research, speech or silence detection information is embedded in the e-learning system. An appropriate pitch frequency and high power of a voice signal implies that the student is speaking to others. In general, e-learning systems are passive and a voice signal is not required to interact with computers. Therefore, similar to traditional teaching classes, user voice activity can be utilized to evaluate the user interests.
Sounds produced by humans are created from the vibration of vocal chords that interrupts the flow of air and produces a frequency ranging approximately between 50 and 500 Hz. The voiced speech of a typical adult male will have a fundamental frequency between 85 and 180 Hz, and that of a typical adult female will be between 165 and 255 Hz (7, 8) .
The basic principle of speech activity detection is that it extracts measured features or quantities from the input signal and then compares these values with thresholds usually extracted from noise-only periods. A block diagram of the proposed speech activity detection algorithm is shown in Fig. 1 .
First, the voice signal x(k) is acquired according to Shannon's sampling theorem, which states that a continuous signal must be discretely sampled with at least twice the frequency (Nyquist frequency) of the highest frequency present in the signal (9) .
Next, the speech signal is characterized by a sequence of peaks that occur periodically at the fundamental frequency of the speech signal. In contrast, during unvoiced intervals, the peaks are relatively smaller and do not occur in any discernible pattern. Thus, the maximum peak amplitude during an analysis interval can be used to determine the amplitude of the signal in a simple manner and help distinguish between voiced and unvoiced speech segments.
A pitch detection algorithm used to estimate the pitch or fundamental frequency of speech or a musical note. This can be done in the time or frequency domain, or in both the domains. Fourier transform, which expresses a signal in terms of the frequencies of the waves that constitute that signal, is an efficient approach for understanding the characteristics of speech signals. The Fourier transform of a signal is represented as
in which x(k) is the amplitude at time sample k, N is the number of samples or frequency points of interest, n is a frequency value from 0 to N-1, and X(n) is the spectral-domain representation of x(k).
Fourier transform generates a power spectrum of the input signal and yields the main frequency component and amplitude value. User voice activity can be detected using (2) where t is the time in seconds, f is the fundamental frequency, and A is the power amplitude. For , the fundamental frequency (f) and amplitude (A) of the signal matches the range of the speech signal.
Eq. (2) can be used to detect all kinds of sound activities including voice, noise, and emotions. However, to obtain a more robust system, normal speech signals should be differentiated from noise and emotion signals. Therefore, the type of speech signal can be identified using (3) where t is the duration of the speech signal.
We assume that a user's emotions usually last less than 10 s. In this case, there is no significant speech activity present and . However, it is considered a speaking activity ( ) if the duration of the speech signal exceeds the 10 s threshold time. This threshold value was selected experimentally and works well in most situations.
Intelligent E-learning Systems
Intelligent e-learning is a new learning and teaching medium that uses an intelligent tutoring system such that online learning can adapt to a student's level of knowledge.
Fig. 1 Block diagram of speech activity detection
Intelligent systems are designed to simulate human reasoning and learning, thus reducing the need for human intervention in the application process. Intelligent e-learning provides students with customized educational content and the unique feedback that they need and when they need it (10) . In this study, we introduce an approach based on intelligent techniques, which in turn are based on the user activity data, and build an adaptive framework.
However, utilizing only the user access information and duration is not enough to build intelligent and adaptive systems. The relationship between e-learning content and user reaction should be measured and used for further analysis and evaluation. For this purpose, the integration of e-learning access and voice activity information with the system should be implemented to build better systems.
An intelligent e-learning system records HCI data and uses this information to determine a user's interest, which is then used to recommend topics or to improve contents. Therefore, an intelligent e-learning system should incorporate the behavior of users, using image and signal processing (11) ; typical examples are tracking face and head postures and detecting voice activities and emotions. An integrated voice activity signal detection component in an e-learning system is an essential source of information, because it is an easy and common setup even for homes, schools, or offices.
In this study, a speech activity detection approach is presented to build intelligent e-learning systems. The general system schema is illustrated in Fig. 2 . As shown, speech activity detection provides additional information about the user's behavior and the actual usage of the e-learning system, and these additional sources of information can be easily integrated into the final evaluation process.
Student E-learning Evaluation
Speech Activity Detection + Fig. 2 . An intelligent e-learning system involving speech activity detection E-learning access history can be represented numerically using (4) where t is the time in minutes, and equals 1 if user access is confirmed.
In the previous section, we introduced a method to detect whether the speaking information is significant, using Eq. (3). A long speech indicates little interest in the topic being taught. These topics can be identified using the following equation:
, there is a good match between the use of e-learning and voice activity detection (silence), but when , the user possibly has little interest in the presented content or has lost motivation for some reason.
Eq. (5) indicates the level of HCI in terms of the corresponding durations. However, actual e-learning topics should be identified using the time information. E-learning systems includes a series of topics and the accessed topics can be represented as (6) where n is the number of completed topics for a user. Similarly, the corresponding HCI data is represented as ( 
7)
The interest level for each individual topic can be calculated as follows: (8) where i is the topic number and m is the number of samples taken in a single topic.
If there is no HCI in certain topics, these topics can be displayed as incomplete or keywords of these topics can be utilized to build adaptive systems. Each topic will be recorded in the system according to its completion rate and the student interest level information. This information can be used to build an intelligent e-learning system. If , there is a good HCI between the user and the e-learning system because of silence (no speaking activity). This threshold value was selected experimentally, but it may differ for different learning environments, courses, and cultures. For , the e-learning system will provide some adaptive feedback to the user when the speech activity exceeds the threshold level.
In conclusion, users learn at varying rates, with different levels of knowledge, and with different levels of understanding. In traditional courses, teachers regularly adjust the homework based on their students' performance. Similarly, intelligent e-learning systems can provide feedback based on the user's interaction and behavior in order to encourage better performance.
Experimental Results
To measure the performance of the proposed approach, we tested it on users of National Instruments' e-learning portal. This portal consists of more than 200 topics and 30 h of learning time, all pertaining to teaching graphical programming in LabVIEW to engineering students. The e-learning content includes various single-topic videos, each of a 5 to 10 min duration, readings, and short quizzes. A typical learning environment of LabVIEW graphical programming is shown in Fig. 3 . In practice, a unique user ID and password are provided to access all e-learning functions. Since users are logged into the system using their user IDs, it is easy to acquire their access history, as formalized in Eq. (4).
In our speech activity detection system for LabVIEW, a standard sound card and microphone was used to acquire the voice signals (12) . LabVIEW includes simple virtual instruments (VIs) for analog input and output using the sound card built into many PCs. This is convenient for laptops because the sound card and microphone are usually built-in. Human speech signal contains a significant amount of energy (under 2.5 KHz). Therefore, we took a 44 KHz sampling rate of the speech signal, and a 16-bit mono using the Acquire Sound Express VI in LabVIEW. Next, the Tone Measurement Express VI was used to calculate the frequency and amplitude of the input signal; this system finds the tone with the highest amplitude in the signal and calculates the amplitude and frequency. Then, the amplitude and frequency information was used to determine if any user speech activities existed during the e-learning time. The front panel and block diagram of the LabVIEW program is shown in Figs. 4 and 5, respectively. In our experimental setup, we collected voice samples for every second of the 60 min duration of e-learning for a Therefore, speech signal activities were successfully detected as shown in Fig. 8 . During the 60 min duration of e-learning, seven different topics were covered by the user. According to the experimental results, we found that the HCI was sufficiently good for topics 1, 2, 3, 4, and 7. Thus, for these cases equals 1. However, poor HCI was detected for topics 5 and 6 because of the significant amount of speech. Thus, for these cases equals 0.6 and 0.4, respectively. Therefore, the user interaction history can be used to build an adaptive and intelligent system. The aim of this analysis is to instruct the user to re-visit certain topics characterized by poor HCI data. Table 1 summarizes the speech activity detection results for corresponding intelligent feedback. Furthermore, in order to measure the robustness of the proposed approach, we tested the algorithm for various sound signals such as those produced from crying children, music, a ringing phone, a television, and human emotions. Table 2 summarized the analysis results of these signals based on the frequency, amplitude, and duration, as well as how they are identified (speech or silence) using Eq. (3).
The pitch frequency was higher than regular speech signals in the cases of crying children, music, and a ringing phone, whereas a news broadcast on the television exhibited a low-frequency pitch and power. Moreover, the duration of emotion-related signals was shorter than that of speech-related signals. 
Conclusion
This paper proposed a new approach that incorporates speech activity information into an e-learning system. To that end, HCI was acquired which represented the student's behavior or interest during e-learning.
The proposed approach is cheap, robust, and very practical to implement in most e-learning systems. The experimental results show that speech activity information provides us with additional information on HCI data and helps us determine the student's behavior during e-learning. In addition, we tested our approach in different voice activity scenarios such as emotions, sounds from varying sources, and noise, and found that the algorithm is able to detect user speech accurately.
However, speech information is not enough to completely understand user behavior. Therefore, we require the complete set of HCI data. Our future study will be dedicated towards integrating visual and acoustic information to better acquire HCI information and build intelligent and adaptive e-learning systems.
