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Resumo
No presente trabalho, estudamos as superf´ıcies planas na esfera unita´ria 3-dimensional S3.
Considerando-se uma estrutura de grupo de Lie em S3, apresentamos os me´todos de Bianchi-
Spivak e Kitagawa para a construc¸a˜o de superf´ıcies planas em S3 atrave´s do produto de suas
linhas assinto´ticas. Ale´m disso, estudamos como os me´todos de Bianchi-Spivak e Kitagawa
podem ser adaptados para a construc¸a˜o de superf´ıcies planas em S3 que admitem uma classe
de singularidades.




In the present work, we study the flat surfaces in the 3-dimensional unit sphere S3. By
considering a Lie group structure in S3, we present the Bianchi-Spivak and Kitagawa methods
to construct flat surfaces in S3 by means of the product of their asymptotic lines. Moreover,
we study how the Bianchi-Spivak and Kitagawa methods can be adapted for the construction
of flat surfaces in S3 that admits a class of singularities.
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Introduc¸a˜o
No presente trabalho, estudamos superf´ıcies planas em S3. O estudo de superf´ıcies
imersas num espac¸o tridimensional desempenha um papel central na teoria das subvariedades.
Dentre os ambientes tridimensionais mais simples, com uma geometria bem desenvolvida, esta˜o
as variedades Riemannianas completas, simplesmente conexas, de curvatura seccional constante,
a saber, o espac¸o Euclidiano R3, a esfera S3 e o espac¸o hiperbo´lico H3.
Considerando-se superf´ıcies de curvatura constante em S3 sabemos, pela equac¸a˜o
de Gauss, que curvatura intr´ınseca constante implica curvatura extr´ınseca constante. As su-
perf´ıcies de curvatura extr´ınseca constante em S3 possuem uma classificac¸a˜o quase completa.
De acordo com Spivak [4], na˜o existe superf´ıcie completa com Kext < −1, nem com Kint > 0 e
−1 < Kext < 0, imersa em S3. Para Kext ≥ 0 so´ existe um u´nico tipo de superf´ıcie, as 2-esferas.
O caso Kext = −1, que e´ equivalente a`s superf´ıcies de curvatura intr´ınseca zero, tambe´m chama-
das superf´ıcies planas, e´ um caso especial que ainda esta´ em desenvolvimento. Neste trabalho,
apresentamos um estudo de superf´ıcies com curvatura zero em S3, baseado principalmente
em [9], com resultados, demonstrac¸o˜es e considerac¸o˜es adicionais baseados em [4], [9], [10], [5]
e [7].
No se´culo 19, Bianchi [16], descreveu a estrutura extr´ınseca local para superf´ıcies
planas em S3. Seus resultados foram descritos por Spivak [4], em uma linguagem atual, atrave´s
do produto de curvas de torc¸a˜o 1 e -1. De acordo com Kitagawa [5], obter um me´todo para
construir superf´ıcie plana e´ interessante uma vez que o problema de classificac¸a˜o do toros planos
em S3, proposto por Yau [14], permanecia aberto ate´ a publicac¸a˜o do trabalho deste autor. Neste
caminho, Kitagawa [5] refina a construc¸a˜o anterior, uma vez que o autor apresenta um crite´rio
x
que caracteriza as curvas para a construc¸a˜o de superf´ıcies planas. Ale´m disso, provou que as
curvas assinto´ticas de toros planos em S3 sa˜o perio´dicas e que o me´todo cla´ssico de Bianchi
constro´i todos os toros planos. Em resumo, o me´todo de Kitagawa, ale´m de obter superf´ıcie
planas apresenta um crite´rio para quando estas superf´ıcies sa˜o compactas, resolvendo assim o
problema proposto por Yau [14].
Ga´lvez e Mira em [10], apresentam, ale´m uma famı´lia de toros planos em R4 dis-
tinta da apresentada pelo cla´ssico me´todo de Bianchi, as aplicac¸o˜es planas, que generalizam
as superf´ıcies planas, uma vez que admitem uma classe de singularidades e os me´todos de
Bianchi-Spivak e Kitagawa que podem ser adaptados para construir estas aplicac¸o˜es.
Neste caminho, o presente trabalho apresenta um estudo das construc¸o˜es de Bianchi-
Spivak e Kitagawa, bem como um estudo das superf´ıcies com singularidades, e esta´ organizado
da seguinte forma:
No cap´ıtulo 1, apresentamos alguns conceitos ba´sicos para desenvolvimento do texto
afim de fixar a notac¸a˜o a ser utilizada. Introduzimos resultados importantes, sobre variedades
Riemannianas e grupos de Lie.
No Cap´ıtulo 2, estudamos a estrutura de grupo de Lie da esfera S3. Identificamos
a esfera tridimensional com um subgrupo das transformac¸o˜es ortogonais O(4) e com o grupo
SU(2). Descrevemos a geometria das curvas em S3 atrave´s do me´todo do referencial mo´vel.
O Cap´ıtulo 3 e´ reservado as superf´ıcies planas. Neste cap´ıtulo, apresentamos a
Fibrac¸a˜o de Hopf para obter os primeiros exemplos de superf´ıcies planas. Vimos que uma
superf´ıcie completa e simplesmente conexa e´ recuperada por um produto de curvas assinto´ticas.
Em seguida, estudamos os me´todos devido a Bianchi-Spivak e Kitagawa.
No Cap´ıtulo 4, tratamos das aplicac¸o˜es planas. Uma generalizac¸a˜o das superf´ıcies
planas em S3 que admitem singularidades. Apresentamos como as construc¸o˜es estudadas no
Cap´ıtulo 3 podem ser adaptadas para as aplicac¸o˜es planas mesmo com as tais singularidades
admiss´ıveis.
O cap´ıtulo 5 e´ dedicado a algumas considerac¸o˜es sobre a teoria estudada. Citaremos
alguns resultados importantes, mesmo os que na˜o foram estudados neste texto, que em geral,




Neste primeiro cap´ıtulo, iremos apresentar alguns conceitos ba´sicos para o desen-
volvimento do texto. Nosso objetivo aqui e´ introduzir algumas definic¸o˜es e enunciar alguns
resultados importantes sobre Grupos de Lie e Variedades Riemannianas. Ale´m de fixar
a notac¸a˜o a ser utilizada. As refereˆncias para este cap´ıtulo sa˜o [3], [2], [12] e [1].
1.1 Variedades Riemannianas
Nesta sec¸a˜o apresentaremos alguns resultados ba´sicos da Geometria Riemanni-
ana e fixaremos a notac¸a˜o utilizada neste texto. Esta sec¸a˜o pode ser omitida por um leitor
familiarizado com os conceitos ba´sicos de Geometria Riemanniana.
Definic¸a˜o 1.1.1. ( [3]) Uma variedade diferencia´vel de dimensa˜o n e´ um conjunto M e uma




xα (Uα) = M.
• Para todo par α, β, com xα (Uα) ∩ xβ (Uβ) = W 6= ∅, os conjuntos x−1α (W ) e x−1β (W )
sa˜o abertos em Rn e as aplicac¸o˜es x−1α ◦ xβ sa˜o diferencia´veis.
• A famı´lia {(Uα,xα)} e´ ma´xima relativamente a`s condic¸o˜es anteriores.
1
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Neste texto diferencia´vel significa ser C∞.
Definic¸a˜o 1.1.2. ( [3]) Seja M uma variedade diferencia´vel. A uma aplicac¸a˜o diferencia´vel
α : (−, ) 7−→ M chamaremos de curva diferencia´vel em M . Sejam α uma curva que passa
por p ∈ M e C∞(M) o conjunto das func¸o˜es diferencia´veis em p. O vetor tangente a` curva α







, α(0) = p e f ∈ C∞(M).
O conjunto dos vetores tangentes a M em p chamaremos de espac¸o tangente, que sera´ denotado











que sera´ chamada base coordenada.
Definic¸a˜o 1.1.3. ( [3]) Um campo de vetores X em uma variedade diferencia´vel M e´ uma
correspondeˆncia que a cada ponto p ∈ M associa a um vetor X(p) ∈ TpM . Ao campo vetorial
dado por [X, Y ] = XY − Y X chamaremos de Colchete de Lie.








onde cada am e´ uma func¸a˜o real definida em Uα. Indicaremos por X(M) o conjunto dos campos
vetoriais diferencia´veis. O colchete de Lie satisfaz:
Proposic¸a˜o 1.1.4. ( [3]) Se X, Y, e Z sa˜o campos diferencia´veis em M , a, b sa˜o nu´meros
reais, e f¯ , g¯ sa˜o func¸o˜es diferencia´veis, enta˜o:
• [X, Y ] = −[Y,X];
• [aX + bY, Z] = a[X,Z] + b[Y, Z];
• [[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0;
• [f¯X, g¯Y ] = f¯ g¯[X, Y ] + f¯X(g¯)− g¯Y (f¯)X.
A demonstrac¸a˜o da proposic¸a˜o acima encontra-se em [3], assim como a interpretac¸a˜o
do colchete como sendo a derivac¸a˜o ao longo das trajeto´rias de um dos campos. Uma vez
definida a estrutura diferencial de uma variedade, vamos definir a sua estrutura Riemanniana.
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Definic¸a˜o 1.1.5. ( [3]) Uma me´trica Riemanniana em uma variedade M e´ uma corres-
pondeˆncia que associa a cada ponto p ∈ M , um produto interno Ip (forma bilinear, sime´trica,
positiva definida) no espac¸o tangente TpM que varia diferenciavelmente da seguinte forma: se
















e´ diferencia´vel em U ⊂ Rn. Usaremos I, g ou 〈, 〉 para denotar a me´trica, conforme indicado
em casa situac¸a˜o.
Uma variedade Riemanniana e´ uma variedade diferencia´vel com uma dada me´trica
Riemanniana. A partir de agora usaremos a notac¸a˜o (M, I) para denotar uma variedade Ri-
emanniana, ou somente M , quando a me´trica estiver impl´ıcita. Sendo Mm, Nn variedades
diferencia´veis de dimenso˜es m e n respectivamente, denotaremos por d(ϕ)p : TpM 7−→ Tϕ(p)N
a aplicac¸a˜o diferencial de ϕ em p. Se dϕp for injetiva para todo p ∈ M , diremos que ϕ e´ uma
imersa˜o. Se ale´m disto esta aplicac¸a˜o for homeomorfismo, sobre ϕ(M) diremos que ϕ e´ um
mergulho. No mesmo contexto, se M ⊂ N e a aplicac¸a˜o inclusa˜o for um mergulho, diremos
que M e´ uma subvariedade de N . Sendo m ≤ n, a diferenc¸a n−m e´ chamada de codimensa˜o
da imersa˜o ϕ.
Definic¸a˜o 1.1.6. ( [3]) Sejam M e N variedades Riemannianas. Um difeomorfismo
f : M −→ N e´ chamado uma isometria se
IM(u, v)p = IN(dfp(u), dfp(v))f(p),
para todo p ∈M,u, v ∈ TpM.
O seguinte resultado fornece uma importante relac¸a˜o entre isometrias de variedades
Riemannianas.
Lema 1.1.7. ( [3]) Sejam fi : M −→ N, i = 1, 2, duas isometrias locais da variedade Rie-
manniana conexa M na variedade Riemanniana N . Suponhamos que existe um ponto p ∈ M
tal que f1(p) = f2(p) e d(f1)p = d(f2)p. Enta˜o f1 = f2.
1.1. Variedades Riemannianas 4
A demonstrac¸a˜o deste resultado pode ser visto em [3], pg. 181. A estrutura Rie-
manniana permite estabelecer uma u´nica derivac¸a˜o de campos de vetores, chamada conexa˜o
Riemanniana. Para introduzi-la vamos definir conexa˜o afim.
Definic¸a˜o 1.1.8. ( [3]) Uma conexa˜o afim em variedade diferencia´vel M e´ a aplicac¸a˜o
∇ : (X, Y ) ∈ X(M)× X(M) 7−→ ∇XY ∈ X(M) tal que:
• ∇fX+gYZ = f∇XZ + g∇YZ;
• ∇XY + Z = ∇XY +∇XY ;
• ∇X(fY ) = f∇XY +X(f)Y ;
onde X, Y, Z ∈ X(M) e f, g ∈ C∞(M).
E assim, pela conexa˜o temos uma maneira de derivar vetores ao longo de curvas em
particular em M , o que nos leva ao seguinte resultado:
Proposic¸a˜o 1.1.9. ( [3]) Seja M uma variedade diferencia´vel com uma conexa˜o afim ∇. Enta˜o
existe uma u´nica correspondeˆncia que associa cada campo vetorial V ao longo de uma curva
parametrizada c : I −→ M um outro campo vetorial DV
du
ao longo de c, denominado derivada





















iii) Se V e´ induzido por um campo de vetores Y ∈ X(M), isto e´, V (u) = Y (c(u)), enta˜o
D
du
V = ∇ dc
du
Y.
Onde W e´ um campo de vetores ao longo de c e f e´ uma func¸a˜o diferencia´vel em I.





















vjXj. A equac¸a˜o (1.1) define a derivada covariante de V ao longo de
c.
Teorema 1.1.10. ( [3]) Dada uma variedade Riemanniana (M, 〈, 〉), existe uma u´nica conexa˜o
afim ∇ em M satisfazendo as condic¸o˜es:
i) ∇ e´ sime´trica,a, isto e´, [X, Y ] = ∇XY −∇YX;
ii) ∇ e´ compat´ıvel com a me´trica, isto e´, X 〈Y, Z〉 = 〈∇XY, Z〉 + 〈Y,∇XZ〉 para todo campo
X, Y e Z em M .
O resultado acima e´ conhecido como Teorema de Levi-Civita, e sua demonstrac¸a˜o
baseia-se na seguinte equac¸a˜o:
2 〈Z,∇YX〉 = X 〈Y, Z〉+ Y 〈Z,X〉 − Z 〈X, Y 〉 − 〈[X,Z], Y 〉 − 〈[Y, Z], X〉 − 〈[X, Y ], Z〉 . (1.2)





obtemos os coeficientes da conexa˜o de Levi-Civita em U , conhecidos como s´ımbolos de Chris-

















onde (gkm) denota a matriz inversa da matriz (gkm).
Afim de facilitar os ca´lculos, sera´ u´til a seguinte notac¸a˜o. Se ϕ : M −→ N for um
difeomorfismo e X um campo em M enta˜o ϕ ∗X e´ definido por
ϕ ∗X(p) = d(ϕ)ϕ−1(p)(X(ϕ−1(p))).
E assim podemos enunciar um resultado que nos sera´ muito u´til.
Proposic¸a˜o 1.1.11. ( [12]) Sejam M e N variedades diferencia´veis e ϕ : M −→ N um
difeomorfismo enta˜o,
i) ϕ∗(fX + gY ) = (f ◦ ϕ−1)ϕ∗X + (g ◦ ϕ−1)ϕ∗Y ;
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ii) [(ϕ∗X)f ] ◦ ϕ = X(f ◦ ϕ), equivalentemente (ϕ∗X)f = X(f ◦ ϕ) ◦ ϕ;
iii) ϕ∗[X, Y ] = [ϕ∗X,ϕ∗Y ]. Ale´m disso, se (M, gM), (N, gN) sa˜o variedades Riemannianas com
conexo˜es Riemannianas ∇, ∇˜ respectivamente e ϕ e´ uma isometria, temos
ϕ∗(∇XY ) = ∇˜ϕ∗X(ϕ∗Y ).











para todo X, Y ∈ X(M) e f ∈ C∞(M) ∪ C∞(N).
Demonstrac¸a˜o. Para a prova de i) temos que
(ϕ∗(fX + gY ))(f(p)) = d(ϕ)p(X(p) + Y (p))
= d(ϕ)pX(p) + d(ϕ)pY (p)
= ϕ∗fX(f(p)) + ϕ∗gY (f(p))
e
(ϕ∗(fX))(f(p)) = d(ϕ)p(fX(p))
= d(ϕ)p(f(p)X(p)) = f(p)d(ϕ)pX(p)
= f ◦ ϕ−1(f(p))(ϕ∗X(f(p))).
Portanto, temos i). Para a prova de ii) basta lembrar que [d(ϕ)pX(p)]f = X(p(f ◦ ϕ). Para
mostrar iii), primeiramente temos
XY (f ◦ ϕ) = X(Y (f ◦ ϕ))f
= X((ϕ∗)f ◦ ϕ)
= (ϕ∗X)(ϕ∗Y )f ◦ ϕ
e
Y X(f ◦ ϕ) = (ϕ∗Y )(ϕ∗X)f ◦ ϕ.
Enta˜o
ϕ∗[X, Y ]f = [X, Y ](f ◦ ϕ) ◦ ϕ−1
= (XY − Y X)(f ◦ ϕ)ϕ−1
= ((ϕ∗X)(ϕ∗Y )− (ϕ∗Y )(ϕ∗X))(f ◦ ϕ) ◦ ϕ−1
= ([ϕ∗X,ϕ∗Y ])f.
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Ale´m disso, se (M, gM), (N, gN) sa˜o variedades Riemannianas com conexo˜es Riemannianas
∇, ∇˜ respectivamente, e ϕ e´ uma isometria. Definamos ∇ : X(M)× X(M) −→ X(M) por
∇XY = ϕ−1∗ [∇˜ϕ∗X(ϕ∗Y )].
Mostraremos que ∇ e´ uma conexa˜o Riemanniana em M , assim pela unicidade da conexa˜o
Riemanniana, garantida pelo Teorema de Levi-Civita, teremos ∇ = ∇. De fato,
∇fX+gYZ = ϕ−1∗ [∇˜ϕ∗(fX+gY )ϕ∗Z]
= ϕ−1∗ [∇˜(f◦ϕ−1)ϕ∗X+(g◦ϕ−1)ϕ∗Y ϕ∗Z]
= ϕ−1∗ [(f ◦ ϕ−1)∇˜ϕ∗Xϕ∗Z + (g ◦ ϕ−1)∇˜ϕ∗Y ϕ∗Z]
= ϕ−1∗ [(f ◦ ϕ−1)∇˜ϕ∗Xϕ∗Z] + ϕ−1∗ [(g ◦ ϕ−1)∇˜ϕ∗Y ϕ∗Z]
= fϕ−1∗ [∇˜ϕ∗Xϕ∗Z] + gϕ−1∗ [∇˜ϕ∗Y ϕ∗Z]
= f∇XZ + g∇XZ.∇X(Y + Z) = ϕ−1∗ [∇˜ϕ∗Xϕ∗(Y + Z)]
= ∇XY +∇XZ,
e
∇X(fY ) = ϕ−1∗ [∇˜ϕ∗Xϕ∗(fY )]
= ϕ−1∗ [∇ϕ∗Xfϕ∗Y ]
= ϕ−1∗ [(f ◦ ϕ−1)∇ϕ∗Xϕ∗Y + (ϕ∗X)(f ◦ ϕ−1)ϕ∗Y ]
= ϕ−1∗ [(f ◦ ϕ−1)∇ϕ∗Xϕ∗Y ] + ϕ−1∗ [(ϕ∗X)(f ◦ ϕ−1)ϕ∗Y ]
= ϕ−1∗ [(f ◦ ϕ−1)∇ϕ∗Xϕ∗Y ] + [(ϕ∗X)(f ◦ ϕ−1)ϕ−1∗ (ϕ∗Y )]
= f∇XY + (Xf)Y,
o que mostra que ∇ e´ uma conexa˜o afim. Agora vamos a` simetria,
∇XY −∇YX = ϕ−1∗ [∇˜ϕ∗Xϕ∗Y ]− ϕ−1∗ [∇˜ϕ∗Y ϕ∗X]
= ϕ−1∗ [∇˜ϕ∗Xϕ∗Y − ∇˜ϕ∗Y ϕ∗X]
= ϕ−1∗ [ϕ∗X,ϕ∗Y ]
= ϕ−1∗ ϕ[X, Y ]
= [X, Y ].
A u´ltima igualdade segue do fato de ϕ ser um difeomorfismo, portanto, ∇ e´ sime´trica. Resta
mostrar que a conexa˜o e´ compat´ıvel. Sejam X, Y, Z ∈ X(M), V = ϕ∗Y e W = ϕ∗Z temos
X〈Y, Z〉 ◦ ϕ−1 = X((〈Y, Z〉 ◦ ϕ−1) ◦ ϕ) ◦ ϕ = ϕ∗X〈ϕ∗Y, ϕ∗Z〉.
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Logo,
X〈Y, Z〉 = ϕ∗X〈ϕ∗Y, ϕ∗Z〉
= 〈∇˜ϕ∗Xϕ∗Y,W 〉+ 〈V, ∇˜ϕ∗Xϕ∗Z〉
= 〈ϕ−1∗ ∇˜ϕ∗Xϕ∗Y, ϕ−1∗ W 〉+ 〈ϕ−1∗ V, ϕ−1∗ ∇˜ϕ∗Xϕ∗Z〉
= 〈∇XY, Z〉+ 〈Y,∇XZ〉,
o que conclui a demonstrac¸a˜o.
Definic¸a˜o 1.1.12. ( [4]) O tensor de curvatura R de uma variedade Riemanniana M e´ a
correspondeˆncia que associa a cada par X, Y ∈ X(M) uma aplicac¸a˜o
R(X, Y ) : X(M)× X(M) −→ X(M)
dada por
R(X, Y )Z = ∇X∇YZ −∇Y∇X −∇[X,Y ]Z,
para Z ∈ X(M), onde ∇ e´ a conexa˜o Riemanniana de M .
Esta definic¸a˜o, nos permite introduzir a curvatura seccional de uma variedade Rie-
manniana M . Para isto usaremos tambe´m a seguinte notac¸a˜o:
||x ∧ y|| :=
√
IM(x, x)IM(y, y)− IM(x, y)2,
que representa a a´rea do paralelogramo bi-dimensional, determinado pelo par de vetores x, y
pertencentes a um espac¸o vetorial.
Definic¸a˜o 1.1.13. ( [4]) Sejam M uma variedade Riemanianna, p ∈ M e σ um subespac¸o
vetorial do espac¸o tangente TpM. Dado x, y ∈ σ vetores linearmente independentes, definimos
como curvatura seccional o nu´mero real dado por
K(σ) =
IM(R(x, y)y, x)
‖x ∧ y‖2 .
Na˜o e´ dif´ıcil ver que a definic¸a˜o de K, na˜o depende da escolha dos vetores x, y ∈ σ.
Outro fato interessante, e´ que o tensor de curvatura R fica totalmente determinado, a partir
do conhecimento da curvatura K para todo σ ∈ TpM . Temos ainda o seguinte lema:
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Lema 1.1.14. ( [4]) Sejam M uma variedade Riemanniana e p ∈M . Definamos uma aplicac¸a˜o
trilinear R′ : TpM × TpM × TpM −→ TpM por
IM(R
′(X, Y )Z,W ) = IM(X,W )IM(Y, Z)− IM(X,Z)IM(Y,W ),
para todo X, Y,W,Z ∈ TpM. Enta˜o M tem curvatura seccional constante igual a K0 se, e
somente se, R = K0R
′, onde R e´ a curvatura de M .
1.2 Imerso˜es Isome´tricas
Sejam Mn e M
n+m
variedades Riemannianas. Uma imersa˜o de M em M e´ uma
aplicac¸a˜o diferencia´vel f : M −→ M tal que d(f)p e´ injetiva para todo p ∈ M . Nesta sec¸a˜o,
estudaremos as relac¸o˜es entre as geometrias de M e M , ale´m de apresentar conceitos e equac¸o˜es
importantes para o restante do trabalho. Destacaremos tambe´m um caso particular de imerso˜es
isome´tricas, as hipersuperf´ıcies.
Sendo f : M −→ M uma imersa˜o, a me´trica de M induz de maneira natural uma
me´trica Riemanniana em M dada por
IM(u, v)p := IM(d(f)p(u), d(f)p(v))f(p),
onde u, v ∈ TPM e p ∈ M . Dessa forma, diremos que f e´ uma imersa˜o isome´trica. Dado
p ∈ M , existe uma vizinhanc¸a U ⊂ M de p, tal que f(U) ⊂ M e´ uma subvariedade de M .
Isto significa que para U ⊂ M vizinhanc¸a de f(p), existe um difeomorfismo tal que f(U) ∩M
e´ aplicado difeomorficamente em Rn ⊂ Rn+m. Para cada p ∈ M , o “produto interno”em TpM
decompo˜e TpM na soma direta
TpM = TpM ⊕ (TpM)⊥,
onde (TpM)
⊥ e´ o complemento ortogonal de TpM em TpM . Indicaremos por ∇ a conexa˜o
Riemanniana em M . Sejam X, Y ∈ X(M) campos de vetores locais e X,Y ∈ X(M) suas
extenso˜es locais a M . Podemos definir
∇XY = (∇XY )T
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onde T indica a componente tangencial de ∇XY em M . Na˜o e´ dif´ıcil ver que, a definic¸a˜o
da conexa˜o Riemanniana ∇ em M relativa a` me´trica induzida de M por f na˜o depende das
extenso˜es X e Y (ver [3]). E assim, podemos definir
B : X(M)× X(M) −→ X(M)⊥
dada por
B(X, Y ) = ∇XY −∇XY.
Em [3], podemos ver que a definic¸a˜o de B na˜o depende das extenso˜es X,Y e que esta aplicac¸a˜o
e´ bilinear e sime´trica. Ale´m disso, pela bilinearidade temos ver que B(X, Y )(p) depende apenas
de X(p), Y (p). Assim, conseguimos introduzir a segunda forma fundamental.
Definic¸a˜o 1.2.1. ( [3]) Sejam p ∈M e η ∈ (TpM)⊥, definimos a aplicac¸a˜o
IIη(x, y) = IM(B(x, y), η) x, y ∈ TpM
chamada a segunda forma fundamental f em p segundo o vetor normal η.
Associada a` aplicac¸a˜o bilinear IIη, a segunda forma fundamental, temos uma aplicac¸a˜o
auto-adjunta Sη : TM → TpM dada por
IIη(x, y) = IM(Sη(x), y).
A proposic¸a˜o seguinte nos da´ uma expressa˜o da aplicac¸a˜o adjunta associada a` segunda forma
fundamental em termos da derivada covariante.
Proposic¸a˜o 1.2.2. ( [3]) Seja p ∈ M,x ∈ TpM e η ∈ (TpM)⊥. Seja N uma extensa˜o local de
η normal a M . Enta˜o
Sη(x) = −(∇xN)T .
Demonstrac¸a˜o. Seja y ∈ TpM e X, Y extenso˜es locais de x, y, respectivamente, e tangentes a
M . Enta˜o gM(N, Y ) = 0. Logo,
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para todo y ∈ TpM.
A segunda forma fundamental nos mostra uma relac¸a˜o entre as geometrias de M e
M , pelas cla´ssicas equac¸o˜es de Gauss, Codazzi e Ricci.
Proposic¸a˜o 1.2.3. ( [3])(Equac¸a˜o de Gauss) Sejam p ∈M e X, Y, Z, T ∈ TpM vale que
IM(R(X, Y )Z, T ) = IM(R(X, Y )Z, T )− IM(B(X,T ), B(Y, Z)) + IM(B(X,Z), B(Y, T )).
A demonstrac¸a˜o desta proposic¸a˜o encontra-se em [3]. E como consequeˆncia direta
temos o seguinte corola´rio:
Corola´rio 1.2.4. ( [3]) Se p ∈M e X, Y ∈ TpM sa˜o vetores ortonormais, vale que
K(X, Y ) = K(X, Y )− IM(B(X,X), B(Y, Y )) + IM(B(X, Y ), B(Y,X)).
Demonstrac¸a˜o. Basta ver que K(X, Y ) = IM(R(X, Y )Y,X) para X, Y vetores ortonormais e
aplicar a equac¸a˜o de Gauss.
Para η pertencente ao conjunto dos campos diferencia´veis normais X(M)⊥. A co-
nexa˜o normal da imersa˜o, ∇⊥, sera´ dada pela componente normal ∇Xη.
Proposic¸a˜o 1.2.5. ( [3]) Para X, Y, Z ∈ TpM e ζ, η ∈ (TpM)⊥ vale que:
i) (Equac¸a˜o de Codazzi)
IM(R(X, Y )Z, η) = IM(∇YB(X,Z), η)− IM(B(∇YX,Z), η)− IM(B(X,∇YZ), η)
− [IM(∇XB(Y, Z), η)− IM(B(∇XY, Z), η)− IM(B(Y,∇XZ), η)] .
ii) (Equac¸a˜o de Ricci)
IM(R(X, Y )η, ζ)− IM(R⊥(X, Y )η, ζ) = IM([Sη, Sζ ]X, Y ),
onde [Sη, Sζ ] indica o operador Sη ◦ Sζ − Sζ ◦ Sη.
Agora estudaremos um caso particular de imerso˜es isome´tricas, as imerso˜es de co-
dimensa˜o 1.
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Definic¸a˜o 1.2.6. Uma imersa˜o f : Mn 7−→Mn+1 e´ chamada hipersuperf´ıcie.
Observe que uma hipersuperf´ıcie pode ter auto-intersecc¸o˜es e que a escolha de um
vetor normal so´ permite duas escolhas. Se M e M forem orienta´veis, ao fixarmos uma orientac¸a˜o
para ambas as variedades enta˜o temos uma u´nica escolha para o vetor normal.
Sejam p ∈M , η ∈ (TpM)⊥, |η| = 1 e f(M) ⊂M uma hipersuperf´ıcie. Como
Sη : TpM 7−→ TpM e´ auto-adjunta, existe uma base ortonormal de {e1, ..., en} de TpM formada
por autovetores com autovalores λ1, ..., λn, isto e´, Sη(ei) = λiei, i = 1, ..., n. Sendo M e M
orienta´veis e orientadas, η fica determinado de forma que {e1, ..., en} e´ uma orientac¸a˜o para
M , enta˜o {e1, ..., en, η} e´ uma base na orientac¸a˜o de M . Assim, denominamos ei por direc¸a˜o
principal e λi curvatura principal. Definimos
det(Sη) = λ1.λ2...λn,




(λ1 + ...+ λn),
a curvatura me´dia de f . No caso de hipersuperf´ıcie, a equac¸a˜o de Gauss se escreve
K(ei, ej)−K(ei, ej) = λiλj.
Exemplo 1. Uma interpretac¸a˜o geome´trica interessante de Sη, acontece no caso M = Rn+1.
Seja N uma extensa˜o local de η, unita´ria e normal a M. Seja Sn a esfera unita´ria de Rn+1 e
definamos a aplicac¸a˜o normal de Gauss g : Mn → Sn, transladando a origem do campo N para
a origem do Rn+1 e fazendo g(q) o ponto final do transladado de N(q). Como TqM e Tg(q)Sn




(N ◦ c(t))t=0 = ∇vN = (∇vN)T = −Sη(v),
onde c : (−, ) −→ M e´ uma curva com c(0) = q, c′(0) = v. Segue que −Sη e´ a derivada da
aplicac¸a˜o normal de Gauss.
Exemplo 2. ( [3], Curvatura de Sn) A curvatura seccional da esfera unita´ria Sn de Rn+1 e´
constante e igual a 1. De fato, primeiro orientemos Sn pelo campo normal unita´rio
N(x) = −x ∈ Rn+1, |x| = 1.
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A aplicac¸a˜o de Gauss enta˜o e´ dada por −id, onde id e´ a identidade de Sn. Segue que a aplicac¸a˜o
adjunta Sη associada a IIN , tem todos seus valores pro´prios iguais a 1, uma vez que
−Sη = d(−id).
Isto significa que para todo p ∈ Sn, todo v ∈ TpSn e´ um vetor pro´prio de Sη. Pela equac¸a˜o de
Gauss, conclu´ımos que qualquer curvatura seccional de Sn e´ igual a 1.
1.3 Superf´ıcies no espac¸o tridimensional
Nesta sec¸a˜o, introduziremos algumas equac¸o˜es para espac¸os com curvatura seccional
constante. No caso de uma superf´ıcie (Σ, 〈, 〉), denotamos por E = g11, F = g12 = g21 e G = g22,
enta˜o podemos escrever a me´trica de Σ como
Ix(u,v) = 〈, 〉 = Edu2 + 2Fdudv +Gdv2,












































sa˜o os s´ımbolos de Christoffel associados a me´trica Ix(u,v). Para determinar os s´ımbolos de


































































































Por estes sistemas, temos que
Γ111 =
1
2(EG− F 2)(GEu − 2FFu + FEv), (1.4)
Γ211 = −
1
2(EG− F 2)(EEv − 2EFu + FEu), (1.5)
Γ122 = −
1
2(EG− F 2)(GGu − 2GFv + FGv), (1.6)
Γ222 =
1
2(EG− F 2)(EGv − 2FFv + FGu), (1.7)
Γ112 =
1
2(EG− F 2)(GEv − FGu), (1.8)
Γ212 =
1
2(EG− F 2)(EGu − FEv). (1.9)
Uma vez que, para uma superf´ıcie Σ, isto e´, uma variedade Riemanniana bidimen-
sional, o seu espac¸o tangente, TpΣ, tem dimensa˜o 2 para todo p ∈ Σ. Ale´m disso, como dito
anteriormente, a curvatura seccional na˜o depende da escolha dos vetores normais e linearmente
independentes pertencente ao espac¸o tangente. Nessas condic¸o˜es, temos que
K(p) = K(σ) = K(X, Y ) = 〈R(X, Y )Y,X〉 ,
ou seja, a curvatura e´ uma func¸a˜o em Σ. Neste caso diremos que K e´ a curvatura intr´ınseca
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Consideremos agora que Σ e´ uma hipersuperf´ıcie, ou seja, uma superf´ıcie imersa em uma
variedade Riemanniana tridimensional M
3
. Como antes, se Σ e M sa˜o orienta´veis e orientadas,
a aplicac¸a˜o auto adjunta e´ dada por Sη(e1) = λ1e1 e Sη(e2) = λ2e2. Logo, a curvatura de
Gauss-Kronecker e´ dada por λ1λ2. A este produto, chamaremos de curvatura extr´ınseca de Σ
em M e denotaremos por Kext.
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Assim, podemos escrever
Kint = 〈R(e1, e2)e2, e1〉 , (1.12)
para e1, e2 direc¸o˜es principais, e
Kext = λ1λ2. (1.13)
Ale´m disso, se M tiver curvatura seccional constate K0, pela equac¸a˜o de Gauss (1.2.4) obtemos
Kint −K0 = Kext. (1.14)
Agora, vamos calcular a equac¸a˜o de Codazzi para o caso de um hipersuperf´ıcie em
que a variedade ambiente tem curvatura constante. Se a curvatura seccional de M e´ constante,
segue do Lema 1.1.14 que
IM(R(X, Y )Z, η) = 0. (1.15)
No caso das hipersuperf´ıcies, η sera´ o u´nico campo vetorial unita´rio normal, logo ∇η e´ tangente
a M imersa em M , portanto ∇⊥η = 0. Segue que
XIM(B(X, Y ), η) = IM(∇XB(X, Y ), η) + IM(B(X, Y ),∇Xη) = IM(∇XB(X, Y ), η). (1.16)
Substituindo (1.15) e (1.16) na equac¸a˜o de Codazzi (Proposic¸a˜o 1.2.5 i)) temos
0 = Y IM(B(X,Z), η)− IM(B(∇YX,Z), η)− IM(B(X,∇YZ), η)
− [XIM(B(Y, Z), η)− IM(B(∇XY, Z), η)− IM(B(Y,∇XZ), η)]
= Y IM(Sη(X), Z)− IM(Sη(∇YX), Z)− IM(Sη(X),∇YZ)
− [XIM(Sη(Y ), Z)− IM(Sη(∇XY ), Z)− IM(Sη(Y ),∇XZ)]
= IM(∇Y Sη(X), Z)− IM(Sη(∇YX), Z)
− [IM(∇XSη(Y ), Z)− IM(Sη(∇XY ), Z)] .
Uma vez Sη e´ auto adjunta, podemos escrever a equac¸a˜o de Codazzi para uma imersa˜o de
codimensa˜o 1, em que a variedade ambiente tem curvatura seccional constante como
Sη([X, Y ]) = ∇XSη(Y )−∇Y Sη(X). (1.17)
Notemos que esta equac¸a˜o, e´ um caso mais geral das equac¸o˜es de compatibilidade cla´ssicas da
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= gu − fv + eΓ122 + f (Γ222 − Γ112)− gΓ212.
Que sa˜o exatamente as equac¸o˜es de Codazzi-Mainardi.
1.4 Paraˆmetros Assinto´ticos
De forma geral, iniciamos o estudo de uma variedade diferencia´vel determinando um
conjunto de coordenadas, permitindo assim, identificar qualquer ponto sobre esta variedade.
Como uma parametrizac¸a˜o na˜o e´ u´nica, escolhemos sempre a que e´ mais conveniente para este
estudo. Neste texto, estudaremos os Paraˆmetros Assinto´ticos.
Definic¸a˜o 1.4.1. ( [4]) Seja uma curva regular c : [a, b] −→M , onde M e´ uma hipersuperf´ıcie





onde ∇ e´ a conexa˜o de M e N e´ o campo de vetorial normal de M em c(u).
Definic¸a˜o 1.4.2. ( [4]) Uma direc¸a˜o assinto´tica numa variedade Riemanniana M e´ um vetor
X ∈ TpM tal que II(X,X) = 0.
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Definic¸a˜o 1.4.3. ( [4]) Uma curva c em M e´ dita assinto´tica se todos seus vetores tangentes
sa˜o direc¸o˜es assinto´ticas.
Pela definic¸a˜o acima, podemos notar que uma curva em M e´ assinto´tica se, e somente
se, a curvatura normal e´ nula em todo ponto.
Definic¸a˜o 1.4.4. ( [4]) As curvas coordenadas de uma parametrizac¸a˜o constituem uma rede
de Tschebyscheff se, os comprimentos dos lados opostos de qualquer quadrila´tero formado por
elas sa˜o iguais.
Proposic¸a˜o 1.4.5. ( [4])Uma condic¸a˜o necessa´ria e suficiente para que as curvas coordenadas







Demonstrac¸a˜o. Suponhamos que as curvas coordenadas de uma parametrizac¸a˜o x(u, v) consti-
tuam uma rede de Tschebyscheff, logo para (u0, v0), (u, v) ∈ U temos∫ u
u0
∥∥∥∥ ddvx(u, v)




Derivando com relac¸a˜o a u ∥∥∥∥ ddvx(u, v)

















G = 0. A rec´ıproca segue do mesmo racioc´ınio.
Sabemos que dado dois campos vetoriais linearmente independente num aberto de
uma superf´ıcie, e´ poss´ıvel obter uma parametrizac¸a˜o local tal que as curvas coordenadas sa˜o
as curvas integrais determinadas por estes campos. Mais que isso, em [4] podemos encontrar o
seguinte proposic¸a˜o:
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Proposic¸a˜o 1.4.6. ( [4]) Seja p ∈ Σ um ponto hiperbo´lico. Enta˜o e´ poss´ıvel parametrizar uma
vizinhanc¸a de p, de tal modo que as curvas coordenadas desta parametrizac¸a˜o sejam as curvas
assinto´ticas de Σ.
Dado a existeˆncia dos paraˆmetros assinto´ticos, temos o seguinte teorema:
Teorema 1.4.7. ( [9]) Seja M uma variedade Riemanniana 3-dimensional de curvatura cons-
tante. Seja Σ uma superf´ıcie com curvatura extr´ınseca constante negativa imersa em M . Enta˜o
existem coordenadas locais (u, v) e uma func¸a˜o real ω(u, v) ∈ (0, pi) tal que
I = du2 + 2 cosω dudv + dv2, (1.18)
II = 2
√
−Kext sinω dudv. (1.19)
Mais ainda,
• Se Σ e´ simplesmente conexa existem func¸o˜es u, v : Σ 7−→ R globalmente definidas tais
que (u, v) sa˜o coordenadas locais nas condic¸o˜es acima numa vizinhanc¸a de cada ponto.
• Se Σ e´ simplesmente conexo e I e´ completa enta˜o a aplicac¸a˜o anterior (u, v) : Σ 7−→ R2
e´ um difeomorfismo global.
Demonstrac¸a˜o. Pelo Proposic¸a˜o 1.4.6, consideremos coordenadas locais tais que
I = E du2 + 2F dudv +Gdv2
II = 2f dudv, f > 0.
Para D = EG − F 2, temos Kext = −f
2
D


















Das equac¸o˜es dos s´ımbolos de Christoffel, (1.4)-(1.7), temos que
Du
2D
= Γ111 + Γ
2
12, (1.21)
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onde D = EG− F 2. Ale´m disso, pelas equac¸o˜es de Codazzi, (1.17), temos que
fu
f
= Γ111 − Γ212. (1.22)
Substituindo (1.21), (1.22) em (1.20) obtemos 2Γ212 = 0. Do mesmo modo, temos que
Dv
2D


















= 0 e assim, Ev = Gu = 0. Pela mudanc¸a de coordenadas
u˜ =
∫ √




I = du˜2 + 2F du˜dv˜ + dv˜2,
II = 2f du˜dv˜.
Como Kext = − f
2





= 1. Logo, existe func¸a˜o
ω tal que
I = du˜2 + 2cosω du˜dv˜ + dv˜2,
II = 2sinω du˜dv˜,
com 0 < ω < pi, desde que 1− F 2 > 0. Sendo Σ simplesmente conexa, enta˜o (u˜, v˜) : Σ 7−→ R2
e´ um difeomorfismo local. Se considerarmos a me´trica III = du˜2 − 2cosω du˜dv˜ + dv˜2 enta˜o
I+ III = 2 (du˜2 + dv˜2) que e´ completa desde que I e´ completa. Portanto (u˜, v˜) : (Σ, du2 +
dv2) 7−→ R2 e´ uma isometria e deve ser um difeomorfismo global.
A me´trica III, dada no Teorema 1.4.7 e´ conhecida como terceira forma fundamental,
que e´ justamente a primeira forma fundamental de vetor normal unita´rio associado a imersa˜o.
Ale´m disso, vimos que Ev = Gu = 0, o que pela Proposic¸a˜o 1.4.5, a parametrizac¸a˜o forma uma
rede de Tschebyscheff em que as curvas coordenadas esta˜o parametrizadas por comprimento de
arco.
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Lema 1.4.8. ( [4])Seja Σ uma superf´ıcie e seja x(a, b)×(c, d) 7−→ Σ uma rede de Tschebyscheff.
Defina ω : (a, b)× (c, d) 7−→ R da seguinte forma: ω(u0, v0) e´ o u´nico nu´mero com













Enta˜o ω satisfaz a equac¸a˜o diferencial
∂2ω
∂u∂v
= (−Kint senω). (1.23)
Demonstrac¸a˜o. Pelo Teorema 1.4.7 temos, E = G = 1 e F = cosω. Logo,
D =
√
EG− F 2 = senω.




; Γ211 = −
ωu
senω
; Γ112 = Γ
2




















































1.5 Grupos de Lie
Nesta sec¸a˜o, abordaremos as definic¸o˜es e resultados ba´sicos sobre Grupos de Lie.
Veremos como a esfera 3-dimensional S3 pode ser estudada com uma estrutura de grupo. Esta
sec¸a˜o tem como refereˆncia [1], [3] e [4].
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Definic¸a˜o 1.5.1. ( [3]) Um grupo G e´ dito um grupo de Lie se tem uma estrutura de
variedade diferencia´vel tal que a aplicac¸a˜o produto p : (g, h) ∈ G×G 7−→ gh ∈ G e´ diferencia´vel.
Denotaremos por 〈, 〉 a me´trica Riemanniana de G.
Definic¸a˜o 1.5.2. A aplicac¸a˜o definida por Lg : h ∈ G 7−→ gh ∈ G e´ chamada translac¸a˜o a`
esquerda. Do mesmo modo define-se a translac¸a˜o a` direita por Rg : h ∈ G 7−→ hg ∈ G.
Exemplo 3. Rn com a operac¸a˜o de adic¸a˜o e´ um grupo de Lie.
Exemplo 4. O conjunto S1 = {x ∈ C; ‖x‖ = 1} com o produto dos complexos e´ um grupo de
Lie.
Dado um grupo de Lie G, vale ressaltar que a aplicac¸a˜o inversa
iG : g ∈ G 7−→ g−1 ∈ G e´ diferencia´vel. De fato,
Proposic¸a˜o 1.5.3. ( [1]) Seja G um grupo de Lie e iG : g ∈ G 7−→ g−1 ∈ G a aplicac¸a˜o
inversa definida em G. As aplicac¸o˜es Lg, Rg e iG sa˜o difeomorfismos. E a diferencial de iG e´
dada por
d(iG)g = −d(Lg−1)1 ◦ d(Rg−1)g.
Em particular, d(iG)1 = −id.
Demonstrac¸a˜o. Uma vez que Lg ◦ Lg−1 = Rg ◦Rg−1 = iG ◦ iG = id, e´ suficiente mostrar que as
translac¸o˜es sa˜o diferencia´veis. De fato, pela estrutura diferencia´vel de G temos que a aplicac¸a˜o
f : h ∈ G 7−→ (g, h) ∈ G×G e´ diferencia´vel e assim, composic¸a˜o p ◦ f = Lg e´ diferencia´vel, do
mesmo modo, conclu´ımos que Rg e´ diferencia´vel. Para concluir a demonstrac¸a˜o, basta ver que
p(g, iG(g)) = 1 e d(Lg)h e´ sobrejetora. Pelo teorema da func¸a˜o impl´ıcita iG e´ difeomorfismo e
segue que
d(iG)g = −d(Lg−1)1 ◦ d(Rg−1)g.
Estudaremos agora a a´lgebra de um grupo de Lie. Para isto, comec¸aremos pela
seguinte definic¸a˜o:
1.5. Grupos de Lie 23
Definic¸a˜o 1.5.4. ( [1]) Um espac¸o vetorial g sobre um corpo com uma operac¸a˜o bina´ria
[·, ·] : g× g −→ g (colchete de Lie) e´ dito uma a´lgebra de Lie se satisfaz os seguintes axi-
omas:
i) Bilinearidade:
[ax+ by, z] = a[x, z] + b[y, z], [z, ax+ by] = a[z, x] + b[z, y],
para todos escalares a, b pertencentes ao corpo e todos elementos x, y, z em g.
ii) Anticomutatividade:
[x, y] = −[y, x]
para todos elementos x, y em g.
iii) A identidade de Jacobi:
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0,
para todos x, y, z em g.
Seja h subespac¸o fechado para o colchete de g, a este subespac¸o diremos suba´lgebra
de Lie.
Exemplo 5. O conjunto dos campos de vetores associados a uma variedade diferencia´vel M ,
X(M), e´ uma a´lgebra de Lie.
Exemplo 6. O espac¸o vetorial das matrizes reais n × n com o colchete [A,B] = AB − BA e´
uma a´lgebra de Lie.
Uma vez definida a´lgebra de Lie, definiremos os campos invariantes a` esquerda e a`
direita, veremos que a a´lgebra de um grupo de Lie e´ justamente o conjunto destes campos.
Definic¸a˜o 1.5.5. ( [3]) Dizemos que um campo de vetores X ∈ X(G), onde G e´ um grupo
de Lie, e´ um campo invariante a` esquerda se d(Lg)hX(h) = X(Lg(h)), para todo g ∈ G.
Analogamente, diremos que Y ∈ X(G) e´ um campo invariante a` direita se
d(Rg)hY (h) = Y (Rg(h)), para todo g ∈ G.
Definic¸a˜o 1.5.6. ( [3]) Dizemos que uma me´trica Riemanniana 〈, 〉 no grupo G e´ invariante
a` direita, se para todo u, v ∈ TgG
〈u, v〉h = 〈d(Rg)h(u), d(Rg)h(v)〉Rg(h) ,
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para todo g, h ∈ G. Analogamente, a me´trica sera´ invariante a` esquerda se
〈u, v〉h = 〈d(Lg)h(u), d(Lg)h(v)〉Lg(h) .
E se for invariante a` esquerda e a` direita diremos que a me´trica e´ bi-invariante.
Proposic¸a˜o 1.5.7. ( [3]) Seja G um grupo de Lie. Sejam X, Y ∈ X(G) campos invariantes a`
esquerda. Enta˜o o colchete [X, Y ] e´ um campo invariante a` esquerda.
Demonstrac¸a˜o. Sejam X, Y ∈ X(G) campos vetoriais invariantes a` esquerda e f¯ uma func¸a˜o
diferencia´vel em M temos que:
d(Lg)1[X, Y ]f¯ = [X, Y ](f¯ ◦ Lg)
= (XY − Y X)(f¯ ◦ Lg)
= (XY )(f¯ ◦ Lg)− (Y X)(f¯ ◦ Lg)
= Xd(Lg)Y f¯ − Y d(Lg)Xf¯
= (XY − Y X)f¯
= [X, Y ]f¯ ,
uma vez que d(Lg)Xf = X(f ◦ Lg) e X, Y sa˜o campos vetoriais invariantes a` esquerda.
Proposic¸a˜o 1.5.8. ( [3]) Seja G um grupo de Lie. Sejam U, V,X ∈ X(G) campos vetoriais
invariantes a` esquerda. Se a me´trica 〈, 〉 no grupo G e´ bi-invariante enta˜o
〈[U,X], V 〉 = −〈U, [V,X]〉. (1.24)
A demonstrac¸a˜o da Proposic¸a˜o 1.5.8 encontra-se em [3], pg. 45. O seguinte resul-
tado, relaciona o colchete de Lie com a conexa˜o Riemanniana da me´trica.
Teorema 1.5.9. ( [4]) Seja G um grupo de Lie com a me´trica bi-invariante 〈, 〉. Se X, Y, sa˜o




Demonstrac¸a˜o. Para X, Y, Z campos vetoriais a equac¸a˜o de Koszul (1.2) e´ dada por
2 〈Z,∇YX〉 = X 〈Y, Z〉+ Y 〈Z,X〉 − Z 〈X, Y 〉 − 〈[X,Z], Y 〉 − 〈[Y, Z], X〉 − 〈[X, Y ], Z〉 .
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Como a me´trica e´ bi-invariante, temos que
〈X(g), Y (g)〉 = 〈d(Lg)1X(1), d(Lg)1Y (1)〉1 = 〈X(1), Y (1)〉1 ,
para todo g ∈ G. Logo,
X 〈Y, Z〉 = Y 〈Z,X〉 = Z 〈X, Y 〉 = 0.
Da equac¸a˜o de Koszul temos,
2 〈Z,∇YX〉 = −〈[X,Z], Y 〉 − 〈[Y, Z], X〉 − 〈[X, Y ], Z〉 .
Se mudarmos Z por Y e Y por X, obtemos
2 〈Y,∇XX〉 = −〈[X, Y ], Y 〉 − 〈[X, Y ], X〉 − 〈[X,X], Y 〉 .
Temos,
[X,X] = 0, [X, Y ] = −[Y,X],
e da Proposic¸a˜o 1.5.8 segue que
〈X, [Y, Y ]〉 = −〈[X, Y ], Y 〉 .
Enta˜o
2 〈Y,∇XX〉 = 0,
portanto ∇XX = 0. Logo,
0 = ∇X+YX + Y = ∇XX +∇XY +∇Y Y +∇YX = ∇XY +∇YX.
Uma vez que [X, Y ] = ∇XY −∇YX, temos
0 = ∇XY +∇YX = ∇XY +∇XY − [X, Y ].




Sendo 1 o elemento neutro em G, notemos que os campos invariantes a` esquerda
ficam determinados pelos seus valores em 1. De fato, basta notar que se X e´ um campo
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invariante a` esquerda, X(g) = d(Lg)1X(1), para todo g ∈ G. Analogamente, vemos que cada
elemento de T1G determina um campo invariante a` direita pois Y (g) = d(Rg)1Y (1). Desta
observac¸a˜o, podemos notar que T1G e´ isomorfo ao conjunto dos campos invariantes a` esquerda,
denotado por INV e. De maneira ana´loga, T1G e´ isomorfo ao conjunto dos campos invariantes
a` direita, denotado por INV d. Neste contexto, temos a seguinte proposic¸a˜o:
Proposic¸a˜o 1.5.10. Seja G um grupo de Lie, o conjunto dos campos invariantes as esquerda,
INV e, formam uma a´lgebra de Lie.
Demonstrac¸a˜o. Como o conjunto dos campos vetoriais X(G) e´ uma a´lgebra de Lie sobre R,
e´ suficiente checar que, para todo X, Y campos invariantes a` esquerda e para todo α ∈ R,
αX + Y e´ um campo vetorial invariante a` esquerda, pois
(αX + Y )(g) = αX(g) + Y (g) = αd(Lg)1X(1) + d(Lg)1Y (1) = d(Lg)(αX + Y )(1),
para todo g ∈ G, o que mostra que INV e e´ um subespac¸o vetorial. Agora pela Proposic¸a˜o
1.5.7, temos
d(Lg)1[X, Y ]f¯ = [X, Y ]f¯ ,
o que mostra que o colchete e´ fechado para os campos invariantes a` esquerda. Logo INV e e´
uma a´lgebra de Lie.
Assim, esta proposic¸a˜o motiva a seguinte definic¸a˜o:
Definic¸a˜o 1.5.11. ( [1]) Dizemos que a a´lgebra de Lie de G, denotada por g, e´ uma a´lgebra
isomorfa a T1G(ou INV
e).
Proposic¸a˜o 1.5.12. Sejam G um grupo de Lie, g sua a´lgebra de Lie e X ∈ g. Seja a aplicac¸a˜o
ϕ : (−, ) −→ G com ϕ(0) = 1, ϕ′(u) = X(ϕ(u)), determinada pelas trajeto´rias de X.
Enta˜o:
i) ϕ esta´ definida para todo u ∈ R e ϕ(u+ v) = ϕ(u).ϕ(v);
ii) Se G tem uma me´trica bi-invariante 〈, 〉, enta˜o as geode´sicas de G que partem de 1 satis-
fazem o item anterior.
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Demonstrac¸a˜o. Para o primeiro item, consideremos u0 ∈ (−, ), y = ϕ(u0) e
ϕ : u ∈ (−, ) −→ Ly−1ϕ(u) ∈ G. Sendo assim, temos que ϕ(u0) = Ly−1ϕ(u0) = y−1ϕ(u0) =





















Suponhamos, sem perda de generalidade que u0 > 0. E definamos







ϕ(u− u0) = X(ϕ(u− u0) = X(ψ(u))
e
ψ(u0) = ϕ(u0 − u0) = ϕ(0) = 1.
Segue da unicidade da soluc¸a˜o que ϕ = ϕ em (u0−, ). O que mostra que ϕ pode ser estendida
em (, u0 + ), e assim y−1ϕ(u) = ϕ(u− u0) em (u0 − , u0 + ). Portanto,
ϕ(u) = ϕ(u0)ϕ(u− u0),
pode ser estendida e pela arbitrariedade de u0 esta´ definida para todo numero real. Ale´m disso,
para u = 0, temos ϕ(0) = ϕ(u0)ϕ(0− u0), isto e´, ϕ(u0)−1 = ϕ(−u0). Logo, para todo u, v ∈ R
temos
ϕ(s+ u) = ϕ(u+ s) = ϕ(u− (−s)) = ϕ(−s)−1ϕ(u) = ϕ(s)ϕ(u),











Ou seja, ϕ e´ geode´sica, e pela unicidade, temos que as geode´sicas satisfazem o primeiro item.
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Definic¸a˜o 1.5.13. ( [3]) A aplicac¸a˜o ϕ : R 7−→ G definida e´ chamada subgrupo 1-paraˆmetro
de G
Notemos que a aplicac¸a˜o ϕ definida acima e´ um homomorfismo de grupos. Para
ale´m disto, os demais resultados sobre grupos de Lie que forem necessa´rios neste texto, sera˜o
inseridos e discutidos nas sec¸o˜es posteriores.
Cap´ıtulo 2
A geometria da esfera tridimensional S3
Neste segundo cap´ıtulo veremos como a esfera S3, com o produto dos quate´rnios H∗,
e´ um grupo de Lie. Identificaremos este grupo com um subgrupo dos grupo das transformac¸o˜es
ortogonais do R4, O(4), como tambe´m faremos uma identificac¸a˜o de S3 com SU(2), o grupo
das matrizes unita´rias com determinante igual a 1. Apresentaremos como podemos usar um
referencial mo´vel para curvas em S3, o Triedro de Frenet. As refereˆncias para este cap´ıtulo
sa˜o [1], [4] e [5].
2.1 O grupo de Lie S3
Nesta sec¸a˜o estudaremos a a´lgebra do quate´rnios e veremos como a esfera 3-dimensional
pode ser identificada como um subgrupo do grupo multiplicativo associado aos quate´rnios.
Seja
H = {x1 + x2i+ x3j + x4k|x1, x2, x3, x4 ∈ R}.
Defina em H uma operac¸a˜o produto, que distribui com a operac¸a˜o soma, dada por
i.j = −j.i = k, j.k = −k.j = i, k.i = −i.k = j, i2 = j2 = k2 = −1.
Em particular H∗ = H\{0} e´ grupo para a operac¸a˜o produto “·”. Ao considerarmos a aplicac¸a˜o
(x1, x2, x3, x4) ∈ R4 7−→ x1 + x2i+ x3j + x4k ∈ H,
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podemos identificar o R4 como H e desta forma definir em R4 a func¸a˜o produto
p : R4 × R4 7−→ R4
(x, y) 7−→ z = x.y
onde para z = (z1, z2, z3, z4) temos
z1 = x1y1 − x2y2 − x3y3 − x4y4
z2 = x2y1 + x1y2 − x4y3 + x3y4
z3 = x1y3 − x2y4 + x3y1 − x4y2
z4 = x1y4 + x2y3 − x3y2 + x4y1.
Note que p e´ diferencia´vel e pela identificac¸a˜o feita com H, temos que (R4 \ {0}, p) e´ um grupo
de Lie. Notemos tambe´m, que nos quate´rnios, H, para x = x1 + x2 i + x3 j + x4 k ∈ H o
conjugado de x, x e´ definido por
x := x1 − x2 i− x3 j − x4 k ∈ H.
A conjugac¸a˜o possui as seguintes propriedades, considerando-se a operac¸a˜o produto e o produto
interno em R4:
• 〈x, x〉 = xx;
• yx = x y.
Segue destas propriedades que
〈xy, xy〉 = xy.xy = x(yy)x = 〈x, x〉 〈y, y〉 ,
para x, y ∈ H. Em particular, para x, y ∈ S3 temos que 〈xy, xy〉 = 1, isto e´, o produto p e´
fechado em S3. Ale´m disso, para x ∈ S3, 1 = xx, ou seja, x−1 = x. Portanto S3 um grupo de
Lie.
Lema 2.1.1. A conjugac¸a˜o reverte a orientac¸a˜o em S3.
Demonstrac¸a˜o. Temos que x−1 = x para todo x ∈ S3. Assim, a aplicac¸a˜o inversa na esfera 3-
dimensional iG coincide com a conjugac¸a˜o, e pela Proposic¸a˜o 1.5.3 vimos iG e´ um difeomorfismo
tal que d(iG)1 = −id. Notemos tambe´m que para X ∈ s3 obtemos 〈−X,−X〉 = 〈X,X〉, logo
a conjugac¸a˜o e´ uma isometria que reverte a orientac¸a˜o em 1, pois det[d(iG)1] = det[−id] =
(−1)3 < 0. Como S3 e´ conexa segue que a conjugac¸a˜o reverte a orientac¸a˜o em toda parte.
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2.2 A a´lgebra de Lie s3
Nesta sec¸a˜o, estudaremos a a´lgebra de Lie da esfera 3-dimensional e como ela pode
ser identificada em R4.
Sendo grupo de Lie, a a´lgebra de Lie do grupo S3, denotada por s3, deve ser o espac¸o
tangente no elemento neutro. Pela nossa identificac¸a˜o, temos diretamente que
1 7−→ (1, 0, 0, 0), i 7−→ (0, 1, 0, 0), j 7−→ (0, 0, 1, 0), k 7−→ (0, 0, 0, 1),
o que implica naturalmente que (1, 0, 0, 0) e´ o elemento neutro em S3. Seja c uma curva
diferencia´vel em S3 tal que c(0) = (1, 0, 0, 0). Temos
〈c(t), c(t)〉 = 1,
o que implica que
〈c(t), c′(t)〉 = 0,
e para t = 0, conclu´ımos que c′(0) pertence ao complemento ortogonal de c(0) gerado por
X1 = (0, 1, 0, 0), X2 = (0, 0, 1, 0), X3 = (0, 0, 0, 1),
ou seja,
s3 = span{X1, X2, X3}.
2.3 S3 como subgrupo de O(4)
Vimos pela identificac¸a˜o feita anteriormente, que a esfera tridimensional e´ um grupo.
No que segue, sera´ conveniente identificar a esfera S3 como subconjunto do conjunto das trans-
formac¸o˜es de R4 em R4 que preservam produto interno, denotado por O(4).
Primeiramente, temos que O(4) com a operac¸a˜o definida pela composic¸a˜o de func¸o˜es
e´ um grupo. De fato, O(4) e´ na˜o-vazio pois a aplicac¸a˜o identidade esta´ no conjunto. Para
T ∈ O(4) temos que o det(T ) 6= 0, logo T possui inversa. Dado que a transformac¸a˜o inversa
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existe e a operac¸a˜o composic¸a˜o “◦”e´ associativa, resta mostrar que esta operac¸a˜o e´ fechada
para as transformac¸o˜es ortogonais. De fato, dados T1, T2 ∈ O(4), temos:
〈T1 ◦ T2(x), T1 ◦ T2(y)〉 = 〈T2(x), T2(y)〉 = 〈x, y〉
para todo x, y ∈ R4, portanto o conjunto das transformac¸o˜es ortogonais com a operac¸a˜o com-
posic¸a˜o e´ um grupo.
Proposic¸a˜o 2.3.1. O conjunto das transformac¸o˜es que preservam produto interno de R4, res-
tritas a` esfera S3, formam o grupo de isometrias de S3 com respeito a me´trica induzida 〈, 〉 .
Demonstrac¸a˜o. Pela afirmac¸a˜o acima, temos que O(4) e´ grupo. Seja T : R4 → R4 uma trans-
formac¸a˜o que preserva o produto interno. Uma vez que 〈T (x), T (x)〉 = 〈x, x〉 para todo x ∈ S3,
temos que T (S3) = S3. Como a diferencial de uma transformac¸a˜o linear e´ a pro´pria trans-
formac¸a˜o, T e´ uma isometria de S3. Resta mostrar que se f e´ uma isometria de S3 enta˜o existe
uma transformac¸a˜o ortogonal T tal que T |S3 = f . De fato, sejam p ∈ S3 e {v1, v2, v3} uma
base ortonormal de TpS3. Assim, {p, v1, v2, v3} e´ uma base ortonormal de R4. Como f e´ uma
isometria, temos que
{f(p), d(f)p(v1), d(f)p(v2), d(f)p(v3)}
tambe´m e´ uma base ortogonal de R4, portanto existe uma u´nica transformac¸a˜o ortogonal tal que
T (p) = f(p), T (vi) = d(f)p(vi), i = 1, 2, 3. Como dT = T, segue do Lema 1.1.7 que T |S3 = f.
As translac¸o˜es em R3 sa˜o as aplicac¸o˜es que teˆm a propriedade de que a distaˆncia
do ponto e sua imagem e´ uma constante. Em outras palavras, se T e´ uma translac¸a˜o enta˜o
d(x, T (x)) e´ constante para todo x ∈ R3. Mais que isto, em R3 podemos escolher uma translac¸a˜o
de modo que a distaˆncia entre x e T (x) seja igual uma constante determinada a priori. A
existeˆncia de uma isometria que satisfac¸a essa propriedade para qualquer variedade, em geral
na˜o e´ verificada. Por exemplo, a esfera S2 na˜o tem isometria com essa propriedade. De fato,
sejam x, y ∈ S2 a distaˆncia entre x e y d(x, y) e´ dada pelo menor comprimento do arco de c´ırculo
ma´ximo que passa por x e y. A distaˆncia d(x, y) e´ igual a medida em radianos do aˆngulo entre
x e y, ou seja,
cos∠(x, y) = cos d(x, y) = 〈x, y〉. (2.1)
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Ale´m disso, um operador linear de R3 sempre tem um auto valor real, uma vez que
seu polinoˆmio caracter´ıstico e´ de grau ı´mpar. Segue que se λ for este autovalor e A a matriz
associada ao operador T, enta˜o se x ∈ S2 e´ autovetor associado a λ, temos que
1 = 〈x, x〉 = 〈Ax,Ax〉 = 〈λx, λx〉,
logo λ = 1 ou λ = −1. Segue que Ax = x ou Ax = −x. Portanto, por (2.1) temos d(x, T (x)) = 0
ou d(x, T (x)) = pi, o que nos leva a`s aplicac¸o˜es identidade e ant´ıpoda, T (x) = x e T (x) = −x,
respectivamente. Pore´m na˜o nos permite a liberdade de escolher uma constante entre (0, pi)
para a distaˆncia como em R3, o que mostra que tal propriedade na˜o e´ verificada em S2, como
afirmamos. Pore´m em S3 veremos que sim, e´ poss´ıvel obter isometrias com tal propriedade.
Mais ainda, essas isometrias sa˜o justamente as translac¸o˜es no grupo.
Consideremos a distaˆncia em S3 dada como em (2.1). Pela Proposic¸a˜o 2.3.1, temos
que as isometrias de S3 sa˜o as transformac¸o˜es ortogonais. Se existe uma isometria A ∈ O(4)





em que (anm) e´ a matriz associada a A. Como queremos A de modo que o primeiro membro
da equac¸a˜o seja uma constante real C temos enta˜o que
4∑
n,m=1
amnxmxn = C, para todo x ∈ S3.
E assim sendo, notemos que para y ∈ R4
















a11y1y1 + a12y1y2 + a13y1x3 + a14y1y4
a21y2y1 + a22y2y2 + a23y2x3 + a24y2y4
a31y3y1 + a32y3y2 + a33y3x3 + a234y3y4
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a41y4y1 + a42y4y2 + a43y4x3 + a44y4y4








a11 = a22 = a33 = a44 = C, e anm + amn = 0.
Uma vez que A e´ ortogonal, suas colunas formam um conjunto ortonormal e

















Desde que a12 + a21 = 0 temos que









Para os vetores (a31, a41), (a32, a42) ∈ S2, de (2.4) e (2.5) temos que estes vetores sa˜o perpen-
diculares e teˆm o mesmo comprimento. Logo
ou a32 = a41, a42 = −a31 ou a32 = −a41, a42 = a31.
Portanto, para (a, b, c, d) ∈ S3 podemos assumir a11 = a, a21 = −b, a31 = c, a41 = d,
e assim encontramos dois tipos poss´ıveis para A desejada
a −b −c −d
b a −d c
c d a −b
d −c b a
 ou

a b c d
−b a −d c
−c d a −b
−d −c b a
 .
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Note que a = C, implica que o intervalo em que podemos escolher a constante C deve ser
[−1, 1], pois |a| ≤ 1. Ale´m disso, temos que a aplicac¸a˜o
a+ bi+ cj + dk 7−→

a −b −c −d
b a −d c
c d a −b
d −c b a

identifica S3 como subgrupo de O(4) e para todo (x1, x2, x3, x4) ∈ S3 tem-se
L(a,b,c,d)(x1, x2, x3, x4) = p((a, b, c, d), (x1, x2, x3, x4)) =

a −b −c −d
b a −d c
c d a −b









2.4 S3 como o grupo SU(2)
Do que vimos nas sec¸o˜es 2.1 e 2.3, a esfera S3 e´ grupo de Lie com o produto p pela
identificac¸a˜o com um subgrupo dos quate´rnios, e a identificamos como um subgrupo de O(4)
pela translac¸a˜o a` esquerda (ou a` direita). Ainda discutimos uma propriedade destas translac¸o˜es,
onde a distaˆncia na esfera de um ponto e sua imagem por esta translac¸a˜o e´ constante para todo
ponto da esfera S3. Nesta sec¸a˜o veremos como identificar a esfera tridimensional com o grupo
das matrizes unita´rias.





 ; z, w ∈ C, ‖z‖2 + ‖w‖2 = 1
 .
Observemos que SU(2) e´ uma variedade diferencia´vel e que o produto de matrizes e´
fechado neste grupo e diferencia´vel. Assim SU(2) e´ um grupo de Lie e sua a´lgebra de Lie su(2)





 ; t ∈ R, w ∈ C
 .
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Com efeito, seja A uma curva diferencia´vel em SU(2), tal que A(0) = Id (onde Id representa
a matriz identidade). Como A e´ unita´ria, tem-se
A(t)A(t)∗ = 1.
Como a regra do produto e´ va´lida para o produto de matrizes, segue que
A′(t)A(t)∗ + A(t)A′(t)∗ = 0,
e para t = 0, temos
A′(0) = −A(0)∗,
o que mostra que estas matrizes sa˜o anti-hermitianas. Como o determinante de A e´ igual a 1,
temos que
z(t)z(t) + w(t)w(t) = 1,
o que implica
z′(t)z(t) + z(t)z′(t) + w′(t)w(t) + w(t)w′(t) = 0.
Em t = 0, temos
z′(0) + z′(0) = 0,
onde vemos que a parte real de z′(0) e´ nula e que o trac¸o de A′(0) e´ igual a zero, como quer´ıamos.
Ale´m da identificac¸a˜o feita anteriormente com o grupo O(4), notemos que poder´ıamos ter
considerado tambe´m a aplicac¸a˜o que identifica SU(2) com S3. De fato, seja z −w
w z
 ∈ SU(2), onde z, w ∈ C, ‖z‖2 + ‖w‖2 = 1.
Para x0, x1, x2, x3 ∈ R, escrevemos
z = x0 + x1i, w = x2 + x3i.
Assim,
‖z‖2 + ‖w‖2 = 1 e´ equivalente a` x20 + x21 + x22 + x23 = 1,
o que implica que (x0, x1, x2, x3) ∈ S3, como afirmamos. De agora estaremos identificando S3
com o grupo que em questa˜o seja mais conveniente.
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2.5 Curvas em S3
Nesta sec¸a˜o, descreveremos a geometria das curvas em S3 atrave´s do me´todo do
referencial mo´vel. Introduziremos a curvatura e a torc¸a˜o, o que possibilitara´ estabelecer verso˜es
do teorema fundamental das curvas e do teorema de Beltrami-Enneper.
Vimos que a a´lgebra de Lie de S3, s3, e´ o espac¸o gerado por
X1 = (0, 1, 0, 0), X2 = (0, 0, 1, 0), X3 = (0, 0, 0, 1).
Do mesmo modo, pela identificac¸a˜o com o subgrupo de O(4), temos
X1 =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 ; X2 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 ; X3 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 .




 ; X2 =
 0 −1
1 0




Para o colchete de Lie, [ , ], em qualquer um dos treˆs casos temos que
[X1, X2] = 2X3 ; [X2, X3] = 2X1 ; [X3, X1] = 2X2. (2.6)
Deste modo, se X˜1, X˜2, X˜3 forem os campos invariantes a` esquerda que estendem X1, X2, X3,
respectivamente, temos
[X˜1, X˜2] = 2X˜3; [X˜2, X˜3] = 2X˜1; [X˜3, X˜1] = 2X˜2. (2.7)
De fato, pela Proposic¸a˜o 1.5.10, temos que o colchete de Lie e´ fechado para campos invariantes
a` esquerda e
[X˜1, X˜2](1) = [X1, X2] = 2X3 = 2X˜3(1),
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assim o resultado segue da unicidade dos campos. Os demais casos sa˜o ana´logos. Se desconsi-
derarmos as primeiras coordenadas dos vetores X1, X2, X3, notamos que estes vetores formam
a base canoˆnica do R3. Deste modo, podemos definir um produto vetorial similar ao R3, isto e´,
X1 ×X2 = X3 ; X2 ×X3 = X1 ; X3 ×X1 = X2. (2.8)
De fato, definimos × por
u× v = det

1 0 0 0
1 i j k
0 u1 u2 u3
0 v1 v2 v3
 ,
para todo u = (0, u1, u2, u3), v = (0, v1, v2, v3) ∈ T(1,0,0,0)S3. Note que (2.8) se verifica. Uma vez
que o conjunto do campos invariantes a` esquerda INV e e T(1,0,0,0)S3 sa˜o isomorfos este produto
vetorial esta´ bem definido em INV e. De fato, para
(X˜1 × X˜2)(1) = X1 ×X2 = X3 = X˜3(1)
temos
X˜1 × X˜2 = X˜3 ; X˜2 × X˜3 = X˜1 ; X˜3 × X˜1 = X˜2. (2.9)
Note que poder´ıamos ter definido “×” em termo da me´trica 〈 , 〉 e a orientac¸a˜o usais para S3.
Agora podemos expressar todos os vetores tangentes em termos dos campos vetoriais
X˜1, X˜2, X˜3. A teoria das curvas descritas aqui e a notac¸a˜o da conexa˜o afim na variedade
ambiente S3, ∇′, seguem o que foi desenvolvido em [4]. Seja “c” uma curva regular em S3
















m=1 hm(s)X˜m(c(s)) um vetor ao longo da curva c a derivada covariante














































































[X˜1, X˜1] + h1f2
1
2







[X˜1, X˜2] + h2f2
1
2







[X˜1, X˜3] + h3f2
1
2
[X˜2, X˜3] + h3f3
1
2
[X˜3, X˜3], por (2.7)
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Diremos que k e´ a curvatura de c em s.
Ao vetor b(s) = t(s) × n(s) diremos binormal de c em s. Como b e´ unita´rio (ver





















b e´ paralelo a` n. Assim sendo, definimos a torc¸a˜o de c em s por
D′
ds
b(s) = −τ (s)n(s). (2.15)




























+ k = 0.
Do mesmo modo, segue de
〈n, b〉 = 0
















b := b′, assim podemos escrever
t′ = kn
n′ = −kt+ τb
b′ = −τn
, (2.16)
que sa˜o as fo´rmulas de Frenet e assim faz sentido chamarmos o triedro dado por t,n, b de
triedro de Frenet. Do Teorema Fundamental da Teoria Local das Curvas (ver [4]),
enunciaremos sem demonstrac¸a˜o o seguinte resultado:
Teorema 2.5.1. Sejam k, τ : I −→ S3 func¸o˜es definidas num intervalo I, com k(s) positiva
para todo s ∈ I. Enta˜o existe uma curva parametrizada por comprimento de arco α : I −→ S3
tal que k e´ sua curvatura e τ e´ sua torc¸a˜o. Ale´m disso sejam α, β : I −→ S3 com func¸o˜es
curvaturas kα, kβ e torc¸o˜es τα, τ β respectivamente. Se kα = kβ, τα = τ β enta˜o existe uma
u´nica isometria A de S3 tal que β = A ◦ α.
O resultado a seguir sera´ muito u´til nas construc¸o˜es de superf´ıcies planas.
Teorema 2.5.2 (Beltrami-Enneper). ( [9]) Sejam Σ uma superf´ıcie e ϕ : Σ→ S3 uma imersa˜o
com curvatura extr´ınseca constante negativa Kext. Enta˜o as curvas assinto´ticas de ϕ tem torc¸a˜o
constante τ , com τ 2 = −Kext nos pontos onde a curvatura da curva e´ na˜o nula. Ale´m disso,
duas curvas assinto´ticas distintas que se intersectam em um ponto p, tal que em p as curvaturas
na˜o se anulam, teˆm suas respectivas torc¸o˜es com sinais opostos.
Demonstrac¸a˜o. Pelo Teorema 1.4.7, existem coordenadas locais (u, v) com primeira e segunda
forma fundamental dada com em (1.18). Portanto, com esta parametrizac¸a˜o, as curvas coorde-
nadas sa˜o curvas assinto´ticas da imersa˜o.
Sejam N o vetor normal da imersa˜o e ∇ sua conexa˜o determinada pela me´trica.
Para α(u) = ϕ(u, v0), temos que α esta´ parametrizada por comprimento de arco e
〈∇α′(u)α′(u), N(u, v0)〉 = 0,
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segue que nos pontos u = u0, onde a curvatura na˜o se anula, o vetor N(u0, v0) e´ o vetor binormal
em u = u0. Portanto o vetor normal de α(u) e´ dado por N(u, v0) × α′(u). Para a, b func¸o˜es
escolhidas adequadamente tais que







τ (u) = −〈∇α′(u)N(u, v0), N(u, v0)× α′(u)〉






= −α(u)〈∇α′(u)N(u, v0), ∂
∂u
〉 − b(u)〈∇α′(u)N(u, v0), ∂
∂v
〉


















pela segunda forma fundamental. Para o ca´lculo de b, consideremos as seguintes equac¸o˜es:
0 = 〈N(u, v0)× α′(u), ∂
∂u
〉 = a(u) + b(u)cosω
senω = 〈N(u, v0)× α′(u), ∂
∂v
〉 = a(u)cosω + b(u).
Segue destas equac¸o˜es que b = senω e assim τ =
√−Kext como quer´ıamos mostrar. Analo-
gamente, obtemos que a torc¸a˜o da curva β(v) = ϕ(u0, v) e´ −
√−Kext, onde N(u0, v) e´ o vetor
binormal da curva.
Observamos que tanto o triedro de Frenet, quanto o teorema de Beltrami-Enneper
podem ser considerados em um contexto mais geral do que o apresentado neste texto. Para
referenciais mo´veis em variedades Riemannianas, uma boa exposic¸a˜o do assunto encontra-se
em [4], volume IV pa´ginas 21-27. O Teorema de Beltrami-Enneper (Teorema 2.5.2), pode ser
enunciado para uma variedade tridimensional com curvatura constante, uma vez que dado um
espac¸o vetorial de dimensa˜o 3 com produto interno sempre podemos definir um produto vetorial
“× ”, para mais detalhes ver o Teorema 8 em [9].
Cap´ıtulo 3
Superf´ıcies planas em S3
Neste cap´ıtulo, estudaremos a construc¸a˜o de superf´ıcies planas em S3. Seguindo
a abordagem de [9]. Usaremos a estrutura de grupo de S3 com relac¸a˜o aos quate´rnions para
definir a Fibrac¸a˜o de Hopf e atrave´s desta aplicac¸a˜o obteremos os primeiros exemplos de su-
perf´ıcies planas. Em seguida, abordaremos o me´todo de construc¸a˜o destas superf´ıcies devido
a Bianchi-Spivak, o qual baseia-se no produto de curvas de torc¸o˜es 1 e -1. Por u´ltimo expli-
caremos o me´todo devido a Kitagwa dando eˆnfase a vantagem de utilizar este outro me´todo.
Ressaltamos que S3 foi identificado com SU(2) e O(4) e, como dito anteriormente, usaremos
essas identificac¸o˜es sem mais detalhes.
3.1 Fibrac¸a˜o de Hopf
Nesta sec¸a˜o, veremos como aparecem os primeiros exemplos de superf´ıcies planas na
esfera S3. Usaremos a Fibrac¸a˜o Hopf e suas propriedades para obter tais superf´ıcies.
Ao identificarmos S2 = {x ∈ S3|x1 = 0} definimos a Fibrac¸a˜o de Hopf, h, como
h : x ∈ S3 7−→ xix ∈ S2.
Primeiro observe que h esta´ bem definida uma vez que para x, a ∈ S3, se x = a enta˜o xix = aia
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logo h(x) = h(a) e
xix = (x22 + x
2
1 − x23 − x24)i+ 2(x2x3 + x1x4)j + 2(x2x4 − x3x1),
ou seja, h(x) ∈ S2. Agora notemos que para p = p2i+ p3j + p4k ∈ S2 e h(x) = p, temos que
x22 + x
2
1 − x23 − x24 = p2
2(x2x3 + x1x4) = p3
2(x2x4 − x3x1) = p4
.










4 por 1− x22 − x21 na primeira equac¸a˜o, temos
x22 + x
2
1 = (1 + p2)/2
x2x3 + x1x4 = p3/2
x2x4 − x3x1 = p4/2
.
Assim:











ou seja, a fibra h−1(p) e´ dada por
h−1(p) =
{




• Se p2 = −1, temos x1 = x2 = 0 e assim
h−1(i) =
{
x3j + x4k ∈ S3
}
. (3.2)
Das expresso˜es (3.1) e (3.2), e´ poss´ıvel notarmos que para cada p ∈ S2, h−1(p) e´ um grande
c´ırculo. De fato, por (3.1), h−1(p) pertence ao plano que passa pela origem em S3, que e´ gerado
pelos vetores
(1, 0,−p4/(1 + p2), p3/(1 + p2)), (0, 1, p3/(1 + p2), p4/(1 + p2))
(para mais detalhes veja a Observac¸a˜o A.0.1). O caso (3.2) e´ direto.




2 = 1. Suponhamos que c2 e´ constante. Uma vez que ||c2|| ≤ 1 temos
que:
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• Se ||c2|| = 1 a curva se degenera no ponto (0, 1, 0, 0) ou (0,−1, 0, 0) de modo que h−1(p)
e´ um grande c´ırculo, como vimos anteriormente;
• Se ||c2|| = C < 1, enta˜o h−1(c) e´ um toro plano. De fato, por (3.1) temos que
h−1(c) =
{























































































que e´ uma superf´ıcie plana, conhecida como toro de Clifford.
Observac¸a˜o 3.1.1. Uma construc¸a˜o interessante do toro plano pode ser encontrada em [2],
pag. 522.
Dado um subconjunto U ⊂ S2, para todo subconjunto V ⊂ S2 isome´trico a U ,
temos que h−1(V ) ⊂ S3 e´ isome´trico a h−1(U). De fato, se a e´ uma isometria de S3, enta˜o
h(ax) = ax · i · ax = ah(x)a. Observe que, se y ∈ S2, enta˜o a aplicac¸a˜o y 7→ aya e´ uma
isometria de S2. Assim, dado a, isometria de S3, existe uma relac¸a˜o entre a e uma transformac¸a˜o
ortogonal A de R3 tal que Ay = aya. De fato, considere a transformac¸a˜o ortogonal de R4 dada
por  1 0
0 A
 .
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Seja a = (a1, a2, a3, a4). Enta˜o a relac¸a˜o entre a com a transformac¸a˜o ortogonal A, tal que
Ay = aya, para todo y ∈ S2, e´ dada por
|a|2 = 1,
aia = (0, [α1]),
aja = (0, [α2]),
aka = (0, [α3]),
em que [αi] e´ a i-e´sima coluna de A. Temos que para cada isometria de S2 temos uma isometria
de S3 relacionada e vice-versa, o que conclui a afirmac¸a˜o.
Em particular, para cada c´ırculo C em S2 existe uma isometria que aplica C no
c´ırculo c2 = constante. Sendo assim, existe uma isometria que aplica a imagem inversa h
−1(C)
em um toro de Clifford. Apo´s esta´ discussa˜o podemos finalmente enunciar o principal resultado
desta sec¸a˜o.
Proposic¸a˜o 3.1.2. Se c e´ uma curva regular em S2, enta˜o h−1(c) e´ uma superf´ıcie plana em
S3.
Demonstrac¸a˜o. Da afirmac¸a˜o anterior, segue que a imagem inversa de qualquer c´ırculo pela
fibrac¸a˜o de Hopf e´ isome´trica ao toro plano. Considere C em S2 o c´ırculo osculador de uma
curva regular c em S2, em um ponto p do c´ırculo. Sabe-se que o c´ırculo C e a curva c possuem
contato de ordem 2. Como a fibrac¸a˜o de Hopf e´ diferencia´vel, h−1(c) sera´ uma superf´ıcie
que possui contato de ordem 2 com o toro h−1(C), isto e´, existem parametrizac¸o˜es X e Y
da superf´ıcie e do toro que coincidem nas primeiras e segundas derivadas. Como a curvatura
intr´ınseca depende dos s´ımbolos de Christoffel e de suas derivadas (s´ımbolos estes que dependem
apenas da primeira forma fundamental, ou seja, que dependem apenas da me´trica induzida e
das primeiras derivadas das parametrizac¸o˜es) segue que, na imagem inversa de p as curvaturas
intr´ınsecas do toro e da superf´ıcie coincidem.
A imersa˜o definida na demonstrac¸a˜o da proposic¸a˜o acima e´ conhecida como cilindro
de Hopf. Se a curva for fechada, como antes, sa˜o os toros de Hopf.
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3.2 Representac¸a˜o de Bianchi-Spivak
Nesta sec¸a˜o estudaremos o me´todo de construc¸a˜o de superf´ıcies planas devido a Bi-
anchi, reformulado por Spivak em uma linguagem mais atual. Este me´todo o qual chamaremos
de Bianchi-Spivak, consiste em construir superf´ıcies planas em S3 atrave´s da multiplicac¸a˜o nos
quate´rnions de duas curvas de torc¸a˜o 1 e -1.
Comec¸aremos nossa abordagem utilizando o triedro de Frenet introduzido no cap´ıtulo
2. Da sec¸a˜o 2.5, temos o triedro (2.16) bem definido. Ale´m disso, pela Afirmac¸a˜o 2, para
g1 = f2f
′





























































onde na u´ltima igualdade usamos (2.11). Como





3)− f ′1(f 22 + f 23 )
= f1(−f1f ′1)− f ′1(1− f 21 )
= −f ′1.



















Lema 3.2.1. Seja c˜ = iG ◦ c. Enta˜o c tem torc¸a˜o τ = 1, se somente se, c˜ tem torc¸a˜o τ = −1.
Demonstrac¸a˜o. Sejam tc, tc˜ os vetores tangentes de c, c˜, respectivamente. Temos que
tc˜ = d(iG)ctc,
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Vimos na demonstrac¸a˜o de Lema 2.1.1 que a aplicac¸a˜o iG : x ∈ S3 7−→ x−1 ∈ S3 reverte a
orientac¸a˜o em S3. Logo como {tc˜,nc˜, bc˜} tem orientac¸a˜o positiva enta˜o {tc˜,nc˜, d(iG)cbc} tem































onde τc e´ a torc¸a˜o da curva c, o que conclui o resultado.
Deste resultado temos o seguinte teorema:
Teorema 3.2.2. Se c e´ uma curva em S3 com torc¸a˜o τ = 1, enta˜o b e´ invariante a` esquerda
ao longo de c. Se c tem torc¸a˜o τ = −1, enta˜o b e´ invariante a` direita ao longo de c.





= 0, logo cada (
gn
k
) e´ constante. Como essas constantes sa˜o as componentes de b
com respeito aos campos invariantes a` esquerda X˜1, X˜2, X˜3, portanto b e´ invariante a` esquerda.
Para a segunda parte, suponhamos que c tenha torc¸a˜o τ = −1. Uma vez que
(iG ◦ Lg ◦ iG)(h) = (gh−1)−1 = Rg(h),
para c˜ = iG ◦ c e pelo Lema 3.2.1, temos que c˜ tem torc¸a˜o 1, e o binormal de c˜ e´ dado por
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bc˜ = −d(iG)bc. Pela primeira parte desta demonstrac¸a˜o bc˜ e´ invariante a` esquerda, e assim
bc˜(s) = d(Lc˜(s)c˜(0)−1)c˜(0)bc˜(0) ⇔ −d(iG)c(0)bc(s) = −d(Lc(s)c(0)−1)iG◦c(0)d(iG)c(0)bc(0)
⇔ bc(s) = d(iG ◦ Lc(s)c(0)−1 ◦ iG)c(0)bc(0)
⇔ bc(s) = d(Rc(0)c(s)−1)c(0)bc(0)
Como a curvatura Kext = −1, temos que para cada ponto existem duas direc¸o˜es
assinto´ticas distintas. Seja Σ ⊂ S3 uma superf´ıcie plana. Do Teorema 1.4.7 temos que existe
uma rede de Tschebyscheff F : U ⊂ R2 7−→ Σ ⊂ S3 sobrejetiva, com a primeira e a segunda
forma fundamental em R2, IF e IIF , dadas por
IF = du2 + 2cosω dudv + dv2, (3.5)
IIF = 2sinω dudv, (3.6)
onde 0 < ω < pi e´ o aˆngulo orientado entre a primeira a segunda curva coordenada. Para
cada v, consideremos c(u) = (u, v) em R2 uma curva parametrizada por comprimento de arco
com relac¸a˜o a me´trica IF . Se denotarmos Ddu a derivada covariante determinada por IF , das







































o u´nico campo vetorial unita´rio normal a`
∂
∂u

































Analogamente, se denotamos por t o vetor tangente a` curva parametrizada u 7→
F (u, v) em Σ, por
D
du























Sendo u 7→ F (u, v) uma curva assinto´tica, temos que a derivada covariante em Σ e´



















e´ a curvatura da mesma curva em u. Desta discussa˜o temos o seguinte resultado:
Proposic¸a˜o 3.2.3. Todas as curvas assinto´ticas u 7−→ F (u, v) sa˜o congruentes entre si. Si-
milarmente todas as curvas assinto´ticas v 7−→ F (u, v) sa˜o congruentes entre si.
Demonstrac¸a˜o. De fato, pelo Lema 1.4.8, temos que ωuv = 0, o que implica que
ω(u, v) = ω1(u) + ω2(v), assim
∂ω
∂u
(u, v) = ω′1(u),
∂ω
∂v
(u, v) = ω′2(v).
Portanto, todas as curvas parametrizadas por comprimento de arco u 7−→ F (u, v) e v 7−→
F (u, v) teˆm as mesmas func¸o˜es curvatura |ω′1(u)| e |ω′2(v)| respectivamente. Mais ainda, se


































= b cos(pi/2− ω) = b senω.














































= a cosω + b, (3.9)
de onde segue que b = 1/senω. Portanto k(u) = −ω′1(u). Analogamente a curvatura de
v 7−→ F (u, v) e´ dada por ω′2(v). Do Teorema de Beltrami-Enneper (Teorema 2.5.2) temos que
as torc¸o˜es das curvas u 7−→ F (u, v) sa˜o iguais 1 e o das curvas v 7−→ F (u, v) sa˜o iguais -1, o
resultado segue do Teorema 2.5.1
Consideremos Bu = LF (u,0)F (0,0)−1 uma famı´lia de translac¸o˜es a` esquerda as quais
levam F (0, 0) em F (u, 0). Sendo o plano osculador o plano gerado por n, t, temos que (Bu)∗
leva o plano osculador em 0, no plano osculador em u. De fato, a torc¸a˜o τ de u 7−→ F (u, 0) e´
igual a 1 e pelo Teorema3.2.2 o campo vetorial binormal b e´ invariante a` esquerda. Isto e´,(Bu)∗
leva o binormal b(0) de u 7−→ F (u, 0) em 0 no binormal b(u) em u. Isso permite escrever
t(u) = cosθ(u).Bu∗t(0)− senθ(u).Bu∗n(0),
e
n(u) = senθ(u).Bu∗t(0) + cosθ(u).Bu∗n(0),
onde θ e´ o aˆngulo de t(u) para Bu∗t(0).
A menos de isometrias, podemos supor que F (0, 0) = 1 ∈ S3, t(0) = X1 =
X˜1(F (0, 0)), e que n(0) = X2 = X˜2(F (0, 0)) tais que X1, X2 ∈ s3. Calculemos t′ em termos de
θ. Por (2.10) temos que:
f1 = cosθ, f2 = −senθ, f3 = 0,
e
t′(u) = cosθ(u)Bu∗t(0)− senθ(u)Bu∗n(0).
Pela equac¸a˜o (2.12) temos
t′ = −θ′(u) [senθ(u).Bu∗t(0) + cosθ.Bu∗n(0)] = −θ′(u).n(u).
Comparando com a equac¸a˜o (3.7), podemos ver que θ′ = ω′1, uma vez que θ(0) = 0, encontramos
que
ω1(u) = θ(u) + ω1(0). (3.10)
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Isto implica que Bu∗ leva o vetor tangente a curva v 7−→ F (0, v) em v = 0 no vetor tangente a














(u, 0) = cosω(u, 0)t(u) + senω(u, 0)n(u).
Por (3.10), temos que








= Bu∗ (cosω(0, 0)t(0) + senω(0, 0)n(0))
= cos(ω(u, 0)− θ(u))Bu∗t(0) + sen(ω(u, 0)− θ(u))Bu∗n(0)
= [cosω(u, 0)cosθ(u) + senω(u, 0)senθ(u)]Bu∗t(0)
− [cosω(u, 0)senθ(u) + senω(u, 0)cosθ(u)]Bu∗n(0)
= cosω(u, 0)[cosθ(u)Bu∗t(0)− senθ(u)Bu∗n(0)]
+ senω(u, 0)[senθ(u)Bu∗t(0) + cosθ(0)Bu∗n(0)]





o que conclui a afirmac¸a˜o.
Teorema 3.2.4. A superf´ıcie plana Σ = F (u, v) pode ser escrita como uma colec¸a˜o de translac¸o˜es
a esquerda de v 7−→ F (0, v). Isto e´, para F (0, 0) = 1 temos
Σ = α(u)β(v)
tal que α(u) = F (u, 0) e β(v) = F (0, v), para todo u, v ∈ U.
Demonstrac¸a˜o. De fato, temos que as curvas coordenadas sa˜o assinto´ticas, assim seus respecti-
vos vetores binormais sa˜o paralelos aos vetores normais a` superf´ıcie, o que torna poss´ıvel afirmar
ainda que os planos osculadores destas curvas em v = 0 coincidem com os planos osculadores da
curva assinto´tica u 7−→ F (u, 0) em 0 e u. Logo seus vetores binormais sa˜o b(0) e b(u) da curva
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u 7−→ F (u, 0) em 0 e u. Como afirmado acima, (Bu)∗ leva o binormal a curva v 7−→ F (0, v)
em v = 0 no vetor vetor binormal a curva v 7−→ F (u, v) em v = 0. Destas afirmac¸o˜es segue do
Lema 1.1.7 que Bu sa˜o as u´nicas isometrias de S3 em si mesma tais que Bu(F (0, v)) = F (u, v)
para todo v = 0, o que conclui o resultado.
Observe que ao considerar as translac¸o˜es a` direita de u 7−→ F (u, 0), pela segunda
parte do Teorema 3.2.1 obtemos que Σ pode ser escrita como colec¸a˜o destas translac¸o˜es. Mais
ainda, no teorema acima, usamos fortemente o fato das curvas assinto´ticas terem torc¸o˜es 1
e -1 nos pontos de curvatura na˜o nula onde aplicamos o Teorema 3.2.1. Poder´ıamos enta˜o
questionar se uma superf´ıcie plana pode ser descrita como o produto de duas curvas de torc¸o˜es
1 e -1. O que nos leva ao seguinte teorema:
Teorema 3.2.5. Sejam α e β curvas regulares parametrizadas por comprimento de arco em S3
com torc¸o˜es 1 e -1 respectivamente tais que α(0) = β(0) = 1. Se α e β na˜o sa˜o tangentes em
0 e seus planos osculadores coincidem em 0 enta˜o Σ = α(u)β(v) e´ uma superf´ıcie plana.
Demonstrac¸a˜o. Primeiramente observe que o plano osculador de α em u coincide com o plano
osculador da curva v 7−→ α(u)β(v). De fato, suponhamos que α(0) = β(0) = 1. Como os
planos osculadores das curvas α e β coincidem temos que o binormal de ambas as curvas em
u = v = 0 e´ dado por b(0). Uma vez que a curva α tem torc¸a˜o 1, pelo Teorema 3.2.2, o
binormal b(0) e´ levado no binormal b(u) da curva α em u. Lembremos agora que as translac¸o˜es
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o que mostra que b(u) e o tangente da curva v 7−→ α(u)β(v) sa˜o normais. Por um ca´lculo
ana´logo mostramos que b(u) e´ ortogonal ao vetor normal da curva v 7−→ α(u)β(v) o que
conclui a afirmac¸a˜o.
Note que todas as curvas v 7−→ α(u)β(v) teˆm torc¸a˜o -1 uma vez que β tem torc¸a˜o
-1 e a torc¸a˜o e´ invariante por isometria (apeˆndice, afirmac¸a˜o 3). Aplicando agora a segunda
parte do Teorema 3.2.2 a` estas curvas e realizando uma ana´lise como anteriormente temos que
o plano osculador da curva
u 7−→ α(u)β(v0)
em u = u0 coincide com o plano osculador da curva v 7−→ α(u0)β(v) em v = v0. Consequen-
temente coincidem com o espac¸o tangente de Σ por ter dimensa˜o 2. Logo estas curvas sa˜o
assinto´ticas e pelo Teorema 2.5.2 temos que Kext = −1.
Essencialmente, vimos que para uma imersa˜o plana em S3 e´ poss´ıvel descreveˆ-la
como produto de suas curvas assinto´ticas. Reciprocamente, se tivermos curvas com torc¸o˜es 1
e -1, essas curvas sera˜o assinto´ticas e consequentemente o produto entre elas caracteriza uma
superf´ıcie plana imersa em S3.
Seja ζ0 o normal da imersa˜o em u = v = 0. Aplicando o Teorema 3.2.2 temos que,
para F (u, v) = α(u)β(v), como anteriormente, o vetor normal da imersa˜o e´ dado por
N(u, v) = α(u)ζ0β(v),
onde ζ0 ∈ S2 ≡ S3
⋂ {x1 = 0}. Uma vez que 〈1, ζ0〉 = 0 temos
〈α′, αζ0〉 = 〈α′β, αζ0β〉 = 0
〈β′, ζ0β〉 = 〈αβ′, αζ0β〉 = 0.
Veremos que estas condic¸o˜es caracterizam curvas de torc¸o˜es 1 e -1 em S3.
Proposic¸a˜o 3.2.6. Sejam ζ0 ∈ S2 e γ uma curva parametrizada por comprimento de arco em
S3 tal que:
• Se 〈γ′, γζ0〉 = 0 enta˜o γ tem torc¸a˜o 1 nos pontos de curvatura na˜o nula.
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• Se 〈γ′, ζ0γ〉 = 0 enta˜o γ tem torc¸a˜o -1 nos pontos de curvatura na˜o nula.
Demonstrac¸a˜o. Primeiro temos que 〈1, ζ0〉 = 0, logo 〈γ′, γ′ζ0〉 = 0 pois as translac¸o˜es sa˜o
isometrias. Suponha que 〈γ′, γζ0〉 = 0. Assim, obtemos
0 = 〈∇γ′γ′, γζ0〉+ 〈γ′,∇γ′γζ0〉 .
Como a conexa˜o na esfera e´ tal que ∇γ′γζ0 = γ′ζ0 − 〈γ′ζ0, γ〉γ, segue que
〈γ′,∇γ′γζ0〉 = 〈γ′ζ0, γ′〉 = 0.
Portanto
0 = 〈∇γ′γ′, γζ0〉 .
Temos que 〈γ, γζ0〉 = 0. Logo γζ0 e´ ortogonal a {γ, γ′, ∇γ′γ′}. Uma vez que a curvatura e´ na˜o
nula, temos que ∇γ′γ′ 6= 0, logo γζ0 e´ o vetor binormal de γ. Portanto o vetor normal de γ e´
−γ′ζ0. De fato, consideremos
ζ0 = a1i+ b1j + c1k




1 = 1. Sem perda de generalidade, podemos supor γ(0) = 1. Ja´ sabemos que
{γ, γ′,±γ′ζ0, γζ0} e´ uma base ortonormal. Queremos mostrar que
Det(γ, γ′,−γ′ζ0, γζ0) = 1.
Primeiramente calculemos em 0. Escrevemos
γ(t) = a(t)1 + b(t)i+ c(t)j + d(t)k.
Portanto,
γ(0) = 1,
γ′(0) = 0.1 + b′(0)i+ c′(0)j + d′(0)k,
−γ′(0)ζ0 = (b′(0)a1 + c′(0)b1 + d′(0)c1)1− (c′(0)c1 − d′(0)b1)i− (−b′(0)c1 + d′(0)a1)j
− (b′(0)b1 − c′(0)a1)k,
γ(0)ζ0 = a1i+ b1j + c1k.
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Como 〈γ, γ′ζ0〉 = 〈γ′, γζ0〉 = 0 temos que b′(0)a1 + c′(0)b1 + d′(0)c1 = 0. Omitindo t = 0, o
determinante e´ dado por∣∣∣∣∣∣∣∣∣∣∣∣
1 0 0 0
0 b′ −(c′c1 − d′b1) a1
0 c′ −(−b′c1 + d′a1) b1
0 d′ −(b′b1 − c′a1) c1
∣∣∣∣∣∣∣∣∣∣∣∣
= b′(−(−b′c1 + d′a1))c1 + (−(c′c1 − d′b1)b1d′
+ a1c
′(−(b′b1 − c′a1))
− [a1(−(−b′c1 + d′a1))d′ + b′b1(−(b′b1 − c′a1))
+ (−(c′c1 − d′b1)c′c1]
= b′2 + c′2 + d′2 + (b′a1 + c′b1 + d′c1)2
= 1.
Sendo determinante uma func¸a˜o cont´ınua, temos que para todo t pertencente a uma vizinhanc¸a
aberta conexa temos que o determinante e´ positivo, o que conclui a afirmac¸a˜o. E assim a torc¸a˜o
τ e´ dada por
τ = −〈∇γ′γζ0,−γ′ζ0〉 = 〈γ′ζ0, γ′ζ0〉 = 1.
O segundo item segue analogamente.
Observemos o seguinte resultado.
Lema 3.2.7. Seja v um campo vetorial ao longo de uma curva parametrizada por comprimento
de arco γ em S3. Enta˜o:
• v e´ um campo invariante a` esquerda ao longo de γ se e somente se ∇γ′v = γ′ × v,
• v e´ um campo invariante a` direita ao longo de γ se e somente se ∇γ′v = v × γ′.






f ′nX˜n + γ
′ × v,
uma vez que∇X˜nX˜m =
1
2
[X˜n, X˜m] = 2 X˜n×X˜m. Pelo Teorema 1.5.9 e equac¸o˜es (2.7). Portanto
o resultado segue. Para provar o segundo caso basta lembrar que a aplicac¸a˜o iG e´ uma isometria
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que reverte a orientac¸a˜o, assim
∇iG∗γ′iG∗v = iG∗∇γ′v, iG∗γ′ × iG∗v = iG∗(v × γ)
assim temos que iG∗v e´ invariante a` esquerda pela primeira parte se e somente se ∇γ′v = v× γ′
e´ ja´ vimos que iG∗v e´ invariante a esquerda se e somente se v e´ invariante a direita ao longo de
γ.
Na Proposic¸a˜o 3.2.6 vimos que o binormal de γ e´ dado por γζ0. Uma vez que a
torc¸a˜o e´ igual a 1 o Teorema 3.2.2 garante que o binormal e´ invariante a esquerda. Pelo lema
acima temos,
γζo × γ′ = −γ′ × γζ0 = −∇γ′γζ0 = −γ′ζ0,
o que mostra tambe´m que sendo o campo vetorial γζ0 o vetor binormal de γ devemos ter
−∇γ′γζ0 = −γ′ζ0 como vetor normal a curva γ.
Ale´m disso, se γ satisfaz a primeira parte da Proposic¸a˜o 3.2.6 temos que γ satisfaz
a segunda parte dessa proposic¸a˜o uma vez que ζ0 = −ζ0 e




= − 〈γ′, γζ0〉 = −〈γ′, γζ0〉 = 0.
Dito isto podemos enta˜o enunciar uma versa˜o mais interessante do Teorema 3.2.5
Teorema 3.2.8. ( [9]) Seja ζ0 ∈ S2. Consideremos as curvas α e β em S3 parametrizadas por
comprimento de arco satisfazendo
〈α′, αζ0〉 = 0, 〈β′, βζ0〉 = 0,
com α(0) = β(0) = 1 e
α(u)α′(u) 6= ±β(v)β′(v)
para todo u, v. Enta˜o
F (u, v) = α(u)β(v)
e´ uma imersa˜o plana com vetor normal unita´rio N(u, v) = α(u)ζ0β(v).
Demonstrac¸a˜o. Basta notar que as curvas α e β nessas condic¸o˜es satisfazem o Teorema 3.2.5.
De fato, para α(u)α′(u) 6= ±β′(v)β(v) temos que α′(u)β(v) 6= ±α(u)β′(v) o que e´ equivalente a`
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Fu 6= ±Fv, isto e´, as curvas α e β na˜o sa˜o tangentes. Por outro lado, como ζ0 ∈ S2, 〈α′, αζ0〉 = 0
e 〈β′, βζ0〉 = 0, segue que ζ0 esta´ na direc¸a˜o do binormal de ambas as curvas o que mostra que
os planos osculadores coincidem em α(0) = β(0) = 1 e pela Proposic¸a˜o 3.2.6 temos que α tem
torc¸a˜o 1 e β tem torc¸a˜o - 1, ou seja, as curvas α e β satisfazem as hipo´teses do Teorema 3.2.5
como afirmamos.
Vimos que, dadas curvas regulares de torc¸a˜o 1 e -1, conseguimos obter uma superf´ıcie
plana. Reciprocamente, dada uma superf´ıcie plana completa conexa e orienta´vel, conseguimos
escreve-la como produto de curvas de torc¸a˜o 1 e -1. Em [4], o autor ressalta que essa construc¸a˜o
ainda e´ va´lida no caso em que uma das curvas e´ uma geode´sica, o que implica na˜o ter torc¸a˜o
definida em seus pontos. Em outras palavras, poder´ıamos ter considerado α e β curvas regulares
parametrizadas por comprimento de arco em S3, α com torc¸a˜o 1, β geode´sica tais que existe
p ∈ S3 com α(u0) = β(v0) = p, na˜o tangentes e com seus planos osculadores coincidindo em p.
Primeiro, notemos que,















e´ uma combinac¸a˜o linear de
α′(u) e Lα(u)∗β′(0).












portanto uma combinac¸a˜o linear de
Rβ(0)∗α′(u0) e Rβ(0)∗Lα(u)∗β′(0).
Uma vez que Rβ(0)∗Lα(u)∗β′(0) = Lα(u)∗Rβ(0)∗β′(0) = Rβ(0)∗β′(v), por (1.5.12) a curva geode´sica







combinac¸a˜o linear de Rβ(0)∗α′(u0) e Rβ(0)∗β′(v). Isso mostra que o vetor normal a curva
u 7−→ α(u)β(v0)
em u = u0 pertence ao espac¸o tangente, ou seja, o plano osculador desta curva em u = u0
coincide com o espac¸o tangente em α(u0)β(v0). Portanto u 7−→ α(u)β(v0) e´ assinto´tica o que
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implica que Kext = −1 da superf´ıcie Σ = α(u)β(v). Para finalizar nossa ana´lise, suponhamos
agora que α e β fossem ambas geode´sicas distintas tais que α(u0) = β(v0) = p. Consideremos






























= 〈α′(0), β′(0)〉 ,
o que mostra que Σ tem duas famı´lias de geode´sicas que se intersectam em um aˆngulo constante,
logo
Proposic¸a˜o 3.2.9. Se duas famı´lias de geode´sicas se intersectam em um aˆngulo constante para
todo ponto em Σ, enta˜o Σ e´ plana.
Demonstrac¸a˜o. Sejam X e Y os campos vetoriais unita´rios tangentes as curvas da primeira e
da segunda famı´lia de geode´sicas, respectivamente. Enta˜o X e Y sa˜o paralelos ao longo das
curvas integrais de X, pois o aˆngulo entre eles e´ constante. Portanto temos que
[X, Y ] = ∇XY = ∇XX = ∇Y Y = ∇YX = 0,
logo
R(X, Y )Y = ∇X∇Y Y −∇Y∇X −∇[X,Y ]Y = 0.
3.3 Representac¸a˜o de Kitagawa
Nesta sec¸a˜o estudaremos o me´todo de construc¸a˜o das superf´ıcies planas em S3 de-
vido a Kitagawa. Vimos como obter superf´ıcies planas atrave´s da Fibrac¸a˜o de Hopf. Estudamos
o me´todo devido a Biachi-Spivak, como tambe´m enunciamos o Teorema 3.2.8, usando a Pro-
posic¸a˜o 3.2.6 a qual e´ devida a Kitagawa. Ale´m disso, o me´todo encontrado em [5], apresenta
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um crite´rio para a construc¸a˜o de superf´ıcies planas compactas o que o permitiu obter uma clas-
sificac¸a˜o para os toros planos, resolvendo assim o problema proposto por Yau, ver [14]. Deste
modo, nosso objetivo passa a demonstrar o seguinte resultado:
Teorema 3.3.1. ( [9]) Sejam c1(u), c2(v) duas curvas regulares em S2, com c1(0) = c2(0) =
i, c′1(0) = c′2(0) = ξ0, onde ξ0 ∈ S3 e´ ortogonal a {1, i}, e que
κ1(u) 6= κ2(v),
para todo u, v, onde κ1, κ2 sa˜o as curvaturas geode´sicas de c1(u), c2(v), respectivamente. Seja
pi : S3 7−→ US2 o recobrimento dado por
pi(x) = (xix, xξ0x).
















Φ(u, v) = a1(u)a2(v)
N(u, v) = a1(u)ξ0a2(v)
num retaˆngulo R no plano uv. Se Σ e´ uma superf´ıcie simplesmente conexa e Ψ : Σ 7−→ Ψ(Σ) =
R e´ uma imersa˜o plana, enta˜o F = Φ ◦Ψ e´ uma superf´ıcie plana em S3 com o normal unita´rio
N ◦Ψ. Neste caso Ψ e´ uma imersa˜o com coordenadas de Tschebyscheff, e a func¸a˜o aˆngulo desta
superf´ıcie e´
ω(u, v) = cotg−1(κ1(u))− cotg−1(κ2(v)).
Para isto, lembremos que a Fibrac¸a˜o de Hopf foi definida como sendo a aplicac¸a˜o
x ∈ S3 7−→ xix ∈ S2. Denotemos por US2 o fibrado tangente unita´rio de S2, que pode ser
identificado em S2 × S2 como
US2 =
{
(x, v) ∈ S2 × S2 : 〈x, v〉 = 0} .
onde a projec¸a˜o canoˆnica e´ dada por pi1 : (x, v) ∈ US2 7−→ x ∈ S2. Definimos
pi : x ∈ S3 7−→ (xix, xξ0x) ∈ S2 × S2
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onde ξ0 ∈ S2 e ortogonal a i. Notemos que pi(x) = pi(−x) e h = pi1 ◦ pi, para todo x ∈ S3. Dado







uma curva regular em US2. Para cada curva c dada, queremos descobrir uma curva a em S3










tal que existe uma u´nica curva regular a em S3 que e´ soluc¸a˜o.
Vamos mostrar que tal soluc¸a˜o possui torc¸a˜o igual a 1 nos pontos de curvatura na˜o
nula.
Lema 3.3.2. Seja c uma curva regular em S2. Seja a uma curva regular em S3 tal que pi(a) = cˆ.
Enta˜o a curva a tem torc¸a˜o igual a 1 nos pontos de curvatura na˜o nula.
Demonstrac¸a˜o. Notemos que, primeiramente para c = aia temos que
c′ = a[aa′, i]a. (3.11)
De fato, uma vez que aa = 1, por derivac¸a˜o temos, a′a+ aa′ = 0, isto e´ a′a = −aa′. Segue que






como afirmamos. Deste fato temos que
〈a′, aξ0〉 = 0. (3.12)
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De fato, seja λ = ‖c′‖, uma vez que c
′
λ
= aξ0a temos a[aa
′, i]a = λaξ0a o que implica
que aa′i− iaa′ = λξ0. Ao multiplicarmos esta u´ltima igualdade por a obtemos
a′i− aiaa′ = λaξ0.
Portanto
λ 〈a′, aξ0〉 = 〈a′, a′i〉 − 〈a′, aiaa′〉
= 〈1, i〉 − 〈1, aia〉
= −〈1, c〉
= 0,
pois c ∈ S2. Logo 〈a′, aξ0〉 = 0 como afirmamos. E pela Proposic¸a˜o 3.2.6 a curva a tem torc¸a˜o
igual a 1 nos pontos de curvatura na˜o nula, como quer´ıamos.
Em [5], o Lema 3.8 garante que a e´ um levantamento assinto´tico de c, isto e´, pi(a) = cˆ
e a e´ uma curva assinto´tica em h−1(c). Mostraremos aqui que, se a1, a2 sa˜o curvas regulares em
S3 tais que pi(a1) = cˆ1 e pi(a2) = cˆ2 enta˜o a1 e´ uma curva assinto´tica na superf´ıcie a1(u)a2(v),
desde que bem definida. De fato, basta ver que
〈a′1a2, a′1ξ0a2〉 = 〈a2, ξ0a2〉 = 0
pelo Lema 3.3.2.
Lema 3.3.3. Seja c uma curva regular em S2 com curvatura geode´sica κ. Seja a uma curva




(κi− βj + αk), (3.13)
onde ξ0 = αj + βk, α, β ∈ R.
Demonstrac¸a˜o. Considerarmos func¸o˜es λ0, λ1, λ2, λ3 escolhidas adequadamente de tal modo que
aa′ = λ01 + λ1i+ λ2j + λ3k (3.14)
Calculemos λ0, λ1, λ2, λ3. Vemos que
λ0 = 〈aa′, 1〉 = 〈a′, a〉 = 0,
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uma vez que as translac¸o˜es sa˜o isometrias e o vetor posic¸a˜o e´ ortogonal ao espac¸o tangente.
Fazendo o produto com i, temos
aa′i = −λ1 + λ3j − λ2k
iaa′ = −λ1 − λ3j + λ2k.
Por (3.11) temos que
c′ = a(aa′i− iaa′)a = 2a(λ3j − λ2k)a.
c′ = λaξ0a. Assim
c′ = λaξ0a = 2λ3aja− 2λ2aka.
Como ξ0 ∈ S2 e e´ ortogonal a i, para ξ0 = αj + βk, α, β ∈ R temos que
λaαja+ λaβka = 2λ3aja− 2λ2aka




; λ2 = −βλ
2
.
Resta calcular λ1. Como λ1 = 〈aa′, i〉, iξ0 = αk − βj e ξ0i = −αk + βj temos






= λ [aia, aξ0a]
= λ (aiaaξ0a− aξ0aaia)
= λ(aiξ0a− aξ0ia)
= λa(iξ0 − ξ0i)a
= 2λa(−βj + αk)a.
Pelo Teorema 1.5.9 e pelas equac¸o˜es (2.7), temos que c× c′ = 1
2
[c, c′], pois c ∈ S2. Deste modo,






〈∇c′(u)c′(u), [c(u), c′(u)]〉 .




〈a′ξ0a+ aξ0a′, 2a(−βj + αk)a〉 .
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〈a′ξ0a+ aξ0a′, 2a(−βj + αk)a〉
= 〈a′(αj + βk)a+ a(αj + βk)a′, a(−βj + αk)a〉
= 〈a′αja,−aβja〉+ 〈a′βka,−aβja〉+ 〈aαja′,−aβja〉
+ 〈aβka′,−aβja〉+ 〈a′αja, aαka〉+ 〈a′βka, aαka〉
+ 〈aαja′, aαka〉+ 〈aβka′, aαka〉
= −αβ 〈a′j, aj〉 − β2 〈a′k, aj〉 − αβ 〈ja′, ja〉
− β2 〈ka′, ja〉+ α2 〈a′j, ak〉+ βα 〈a′k, ak〉
+ α2 〈ja′, ka〉+ βα 〈ka′, ka〉
= 2(β2 + α2)λ1
= 2λ1.










Lembremos que 〈c′, [c, c′]〉 = 0 e por um ca´lculo ana´logo ao anterior temos que curvatura











′, c′〉 c′, [c, c′]〉+ 1
2||c′||3 〈||c













(κi− βj + αk),
como quer´ıamos.
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Demonstrac¸a˜o do Teorema 3.3.1. Primeiramente notemos que a1, a2 satisfazem o Teorema







, n = 1, 2. Por (3.12) temos que





o que implica a1(0) = 1. Do mesmo modo, a2(0)ξ0a2(0) = c
′
2(0) = ξ0. Logo, a2(0) = 1.
Afirmac¸a˜o 1. Se κ1(u) 6= κ2(v) enta˜o a1(u)a′1(u) 6= ±a2(v)a′2(v).
De fato, suponhamos por contradic¸a˜o que a1(u)a
′











[κ2(v).i− β.j + α.k] = a2(v)a′2(v),





Como ξ0 ∈ S2, temos α2 + β2 = 1, o que implica que α e β na˜o se anulam simultaneamente e
assim do sistema (3.15) obtemos que ||c′1(u)|| = ±||c′2(v)||. Ao substituir na primeira equac¸a˜o de
(3.15) obtemos κ1(u) = κ2(v), absurdo pois por hipo´tese κ1(u) 6= κ2(v) portanto a1(u)a′1(u) 6=
±a2(v)a′2(v), o que conclui nossa afirmac¸a˜o.
Assim temos que Φ e´ uma imersa˜o plana por coordenadas de Tschebyscheff em S3
com normal unita´rio N e
IΦ = du2 + 2cosω dudv + dv2
IIΦ = 2sinω dudv
,
como definida em (3.5). Se ξ0 = αj + βk, escreva ξ1 = −βj + αk. Notemos que, por a1, a2
serem curvas parametrizadas por comprimento de arco podemos escrever
a1(u)a
′
1(u) = cosθ1(u) · i+ senθ1(u) · ξ1 (3.16)
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a2(u)a
′
2(v) = cosθ2(v) · i+ senθ2(v) · ξ1 (3.17)
onde θn e´ o aˆngulo entre ana
′





































= −senθ1senθ2 − cosθ1cosθ2
= −(cosθ1cosθ2 + senθ1senθ2)
= −cos(θ1 − θ2)










= −(senθ1cosθ2 − cosθ1senθ2)
= −sen(θ1 − θ2)
= sen(θ1 − θ2 + pi).
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Por estas relac¸o˜es temos que
ω(u, v) = θ1(u)− θ2(v) + pi = θ1(u)− (θ2(v)− pi). (3.18)
Segue de (3.13), (3.16) e (3.17) que
||c′1||
2
(κ1 · i+ ξ1) = cosθ1 · i+ senθ1 · ξ1
e ||c′2||
2
(κ2 · i+ ξ1) = cosθ2 · i+ senθ2 · ξ1




















−sen(θ2 − pi) = cotg(θ2 − pi).
Consequentemente (3.18) pode ser reescrita como
ω(u, v) = cotg−1(κ1(u))− cotg−1(κ2(v)).
Como Ψ e´ uma imersa˜o isome´trica de uma superf´ıcie simplesmente conexa Σ em R(u, v) segue
imediatamente que F = Φ ◦Ψ e´ uma superf´ıcie plana em S3 com o normal unita´rio N ◦Ψ.
Com relac¸a˜o a rec´ıproca do Teorema 3.3.1, localmente a afirmac¸a˜o e´ verdadeira,
uma vez que para uma superf´ıcie plana obtida pelo produto das a1, a2 como acima, podemos















〈a′1, a1ξ0〉 = 0 = 〈a′2, a2ξ0〉 ,
temos que se c1 e´ regular enta˜o c
′
1 e´ colinear com a1ξ0a1, equac¸a˜o (3.11). Segue analogamente
para c2 o que mostra que o processo pode ser revertido neste contexto, desde que a1 e a2 sejam
curvas parametrizadas por comprimento de arco na˜o tangentes.
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Em cara´ter global, ainda em [5], no Teorema 4.3 o autor mostra que se Σ for uma
superf´ıcie plana completa conexa com a curvatura me´dia limitada e´ poss´ıvel definir curvas na
superf´ıcie plana de maneira que estas curvas tambe´m sejam levantamentos assinto´ticos de curvas
regulares em S2 com todas as propriedades das curvas ‘c′is que foram supostas no Teorema 3.3.1.
Em [9] tem-se que toda superf´ıcie anal´ıtica plana em S3 e´ constru´ıda pelo me´todo
acima para o mesmo ξ0. Em contrapartida o caso geral na˜o se verifica. Mais especificamente,
a hipo´tese de ser anal´ıtica e´ necessa´ria uma vez que existem superf´ıcies planas em S3 com
treˆs curvas assinto´ticas na˜o congruentes. Este caso sera´ abordado no Cap´ıtulo 4, Exemplo 7.
Notemos tambe´m que nesses casos, se a imersa˜o Ψ for injetiva temos um sistema de coordenadas
de Tschebyscheff globalmente definido. Com relac¸a˜o ao problema da classificac¸a˜o do toros
planos comecemos pelas seguintes definic¸o˜es:
Definic¸a˜o 3.3.4. ( [5]) Sejam c1, c2 curvas regulares em S2. O par Γ = (c1, c2) e´ dito ser
admiss´ıvel se satisfaz as seguintes condic¸o˜es:
• c1(0) = c2(0) = 1, c′1(0)/||c′1(0)|| = c′1(0)/||c′1(0)|| = ξ0;
• ||c′1(0)||2(1 + κ21) = ||c′2(0)||2(1 + κ22) = 4;
• κ1 6= κ2 em toda parte, onde κ1, κ2 sa˜o as curvaturas geode´sicas de c1, c2 respectivamente
e ξ0 e´ ortogonal a 1 e a i.
Seja Γ = (c1, c2) um par admiss´ıvel e F uma imersa˜o plana com coordenadas de Tschebyscheff.
Definimos G(Γ) por
G(Γ) = {ρ ∈ Diff(R2) : F ◦ ρ = F},
onde Diff(R2) denota o grupo de todos os difeomorfismos de R2.
Definic¸a˜o 3.3.5. Um par admiss´ıvel Γ = (c1, c2) e´ dito ser perio´dico se existe nu´meros l1 e l2
tais que as curvas c1, c2 sa˜o perio´dicas com per´ıodos l1, l2 respectivamente.
Por um ca´lculo simples temos que as c1, c2 nas condic¸o˜es do Teorema 3.3.1 formam
um par admiss´ıvel e pelo mesmo resultado temos que o produto de seus respectivos levantamen-
tos assinto´ticos da˜o origem a uma superf´ıcie plana. Deste modo enunciemos sem demonstrac¸a˜o
o seguinte resultado:
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Teorema 3.3.6. ( [5]) O espac¸o quociente R2/G(Γ) e´ compacto se e somente Γ e´ perio´dico.
Com este resultado, Kitagawa [5] reduziu o problema de classificac¸a˜o do toros planos
em S3 a` periodicidade dos pares admiss´ıveis. Mais que isso, vimos que uma superf´ıcie plana
completa, conexa e orienta´vel pode ser obtida por um produto de curvas e assim na˜o existe
superf´ıcie plana completa conexa na˜o orienta´vel imersa isometricamente em S3. Dado um
par admiss´ıvel perio´dico a superf´ıcie obtida pelo produto das curvas e´ compacta, orienta´vel e
plana. Segue do Teorema de Gauss-Bonnet que a caracter´ıstica desta superf´ıcie e´ nula, portanto
e´ homeomorfa a um toro plano. Desta discussa˜o Kitagawa consegue mostrar tambe´m o seguinte
teorema.
Teorema 3.3.7. ( [5]) Se M e´ um toro isometricamente imerso em S3, enta˜o todas curvas
assinto´ticas em M sa˜o perio´dicas.
Cap´ıtulo 4
Aplicac¸o˜es planas em S3
Neste cap´ıtulo, trataremos de uma generalizac¸a˜o das superf´ıcies planas em S3, as
aplicac¸o˜es planas. Veremos como os me´todos devido a Bianchi-Spivak e a Kitagawa conti-
nuam va´lidos, isto e´, estes dois me´todos podem ser adaptados para construir aplicac¸o˜es planas
em S3. As refereˆncias para este cap´ıtulo sa˜o os trabalhos de Ga´lvez-Mira [10] e de Kitagawa-
Umehara [7].
4.1 Aplicac¸a˜o plana em S3
Nesta sec¸a˜o, veremos como as aplicac¸o˜es planas generalizam superf´ıcies planas.
Apresentaremos como adaptar os me´todos de construc¸o˜es para superf´ıcies planas a`s aplicac¸o˜es
planas. Neste contexto, vamos iniciar nossa discussa˜o com a seguinte definic¸a˜o:
Definic¸a˜o 4.1.1. ( [10]) Uma aplicac¸a˜o plana em S3 e´ uma aplicac¸a˜o F : Σ → S3 de uma
superf´ıcie Σ em S3 simplesmente conexa cuja a curvatura intr´ınseca e´ nula nos pontos regulares,
e para a qual existe uma aplicac¸a˜o F̂ : Σ→ S3 (chamada aplicac¸a˜o polar de F) tal que 〈F, F̂ 〉 =
〈dF, F̂ 〉 = 0, e 〈dF, dF 〉+ 〈dF̂ , dF̂ 〉 > 0 em todo ponto de Σ.
Sejam Σ uma superf´ıcie e F : Σ→ S3 uma imersa˜o plana. Se N : Σ→ S3 e´ o normal
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da imersa˜o, existem paraˆmetros assinto´ticos definidos num retaˆngulo R(u, v) tais que:
〈dF, dF 〉 = du2 + 2 cosω dudv + dv2,
〈dF, dN〉 = 2 senω dudv,
〈dN, dN〉 = du2 − 2 cosω dudv + dv2,
〈F,N〉 = 0,
〈dF,N〉 = 〈F, dN〉 = 0,
ωuv ≡ 0.
onde ω : Σ → R e´ o aˆngulo de F . Das equac¸o˜es acima, temos que F : Σ → S3 satisfaz a
Definic¸a˜o 4.1.1, isto e´, F e´ uma aplicac¸a˜o plana, portanto as aplicac¸o˜es planas generalizam
superf´ıcies planas. Notemos que a Definic¸a˜o 4.1.1 permite que uma aplicac¸a˜o plana F assuma
singularidades, mais ainda, as equac¸o˜es acima continuam va´lidas para o caso das aplicac¸o˜es
planas. De fato, seja F : Σ→ S3 uma aplicac¸a˜o plana, uma vez que
〈dF, F̂ 〉 = 〈F, F̂ 〉 = 0 (4.1)
obtemos
〈F, dF̂ 〉 = 0. (4.2)
Como nos pontos regulares, F tem curvatura intr´ınseca nula, pelo Teorema 1.4.7, existem
vizinhanc¸as destes pontos tais que as seguintes relac¸o˜es sa˜o satisfeitas:
〈dF, dF 〉 = du2 + 2 cosω dudv + dv2, (4.3)
〈dF, dF̂ 〉 = 2 senω dudv, (4.4)
〈dF̂ , dF̂ 〉 = du2 − 2 cosω dudv + dv2, (4.5)
ωuv ≡ 0 (4.6)
como afirmamos. Reciprocamente, se F : Σ → S3 e´ tal que existem coordenadas satisfazendo
as relac¸o˜es (4.1)-(4.6), temos que nos pontos regulares,
Kext = − sen
2ω
1− cos2ω = −1,
ou equivalentemente, Kint = 0. Uma vez que
〈dF, dF 〉+ 〈dF̂ , dF̂ 〉 = 2(du2 + dv2) > 0,
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temos que F e´ um aplicac¸a˜o plana como t´ınhamos afirmado.
Neste texto, usamos o termo aplicac¸a˜o plana como traduc¸a˜o do termo flat front
como em Ga´lvez-Mira [10]. O estudo que apresentamos aqui e´ baseado neste artigo. Observa-
mos que as aplicac¸o˜es planas tambe´m sa˜o considerados em Kitagawa-Umehara [7], em que a
estrutura de grupo de Lie para S3 e´ SU(2).
Destas observac¸o˜es temos que aplicac¸a˜o polar F̂ e´ um aplicac¸a˜o plana. De fato,
notemos que, ao considerar a aplicac¸a˜o F, temos:
〈dF̂ , dF̂ 〉 = du2 − 2 cosω dudv + dv2
= du2 + 2 cos(ω + pi) dudv + dv2,
〈dF̂ , dF 〉 = 2 senω dudv = −2 sen(ω + pi) dudv, (4.7)
〈dF, dF 〉 = du2 + 2 cosω dudv + dv2 = du2 − 2 cos(ω + pi) dudv + dv2,
〈F̂ , F 〉 = 0,
〈dF, F̂ 〉 = 〈F, dF̂ 〉 = 0,
ωuv ≡ 0.
Portanto o aˆngulo polar de F̂ e´ ωˆ = ω+ pi. Segue destas equac¸o˜es, em especial a (4.7), que −F
e´ a aplicac¸a˜o polar de F̂ .
Pela definic¸a˜o 4.1.1, podemos introduzir o conceito de aplicac¸a˜o paralela.
Definic¸a˜o 4.1.2. Seja F : Σ→ S3 uma aplicac¸a˜o plana. Para cada nu´mero real δ a aplicac¸a˜o
dada por
Fδ := (cosδ)F + (senδ)F̂
chamaremos de aplicac¸a˜o paralela de F.
Vimos que uma aplicac¸a˜o polar de uma aplicac¸a˜o plana tambe´m e´ uma aplicac¸a˜o
plana, e assim, se F for uma aplicac¸a˜o plana as aplicac¸o˜es −F, F̂ tambe´m sera˜o aplicac¸o˜es
planas. Isto sugere que a aplicac¸a˜o paralela, na Definic¸a˜o 4.1.2, e´ um aplicac¸a˜o plana uma vez
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que para Fpi = −F, Fpi/2 = F̂ . De fato, tome Fδ como na Definic¸a˜o 4.1.2
〈dFδ, dFδ〉 = 〈(cosδ)dF + (senδ)dF̂ , (cosδ)dF + (senδ)dF̂ 〉
= cos2δ〈dF, dF 〉+ 2cosδsenδ〈dF, dF̂ 〉+ sen2δ〈dF̂ , dF̂ 〉
= cos2δ(du2 + 2 cosω dudv + dv2) + 2cosδsenδ(2senω dudv)
+ sen2δ(du2 − 2cosω dudv + dv2)
= du2 + 2(cos2δcosω − sen2δcosω + 2senδcosδsenω)dudv + dv2
= du2 + 2(cos(2δ)cosω + sen(2δ)senω)dudv + dv2
= du2 + 2cos(ω − 2δ)dudv + dv2,
o que novamente sugere que ωδ = ω − 2δ seja o aˆngulo polar de Fδ. Ale´m disso se tomarmos
F̂δ = −(senδ)F + (cosδ)F̂ ,
temos que
〈dF̂δ, dF̂δ〉 = 〈−(senδ)dF + (cosδ)dF̂ ,−(senδ)dF + (cosδ)dF̂ 〉
= sen2δ〈dF, dF 〉 − 2senδcosδ〈dF, dF̂ 〉+ cos2δ〈dF̂ , dF̂ 〉
= sen2δ(du2 + 2 cosω dudv + dv2)− 2senδcosδ(2senω dudv)
+ cos2δ(du2 − 2cosω dudv + dv2)
= du2 + 2(sen2δcosω − cos2δcosω − 2cosδsenδsenω)dudv + dv2
= du2 + 2(−cos(2δ)cosω − sen(2δ)senω)dudv + dv2
= du2 − 2cos(ω − 2δ)dudv + dv2
= du2 − 2cosωδ dudv + dv2,
〈dFδ, dF̂δ〉 = 〈(cosδ)dF + (senδ)dF̂ ,−(senδ)dF + (cosδ)dF̂ 〉
= −cosδsenδ〈dF, dF 〉+ (cos2δ − sen2δ)〈dF, dF̂ 〉+ senδcosδ〈dF̂ , dF̂ 〉
= −4 cosδ senδ cosω dudv + 2 cos(2δ) senω dudv
= 2 sen(ω − 2δ)
= 2 senωδ,
〈Fδ, F̂δ〉 = 〈(cosδ)F + (senδ)F̂ ,−(senδ)F + (cosδ)F̂ 〉
= −cosδsenδ〈F, F 〉+ (cos2δ − sen2δ)〈F, F̂ 〉+ senδcosδ〈F̂ , F̂ 〉
= − cosδ senδ .1 + (cos2δ − sen2δ) .0 + senδcosδ .1
= 0,
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〈Fδ, dF̂δ〉 = 〈(cosδ)F + (senδ)F̂ ,−(senδ)dF + (cosδ)dF̂ 〉
= −cosδsenδ〈F, dF 〉+ (cos2δ − sen2δ)〈F, dF̂ 〉+ senδcosδ〈F̂ , dF̂ 〉
= 0,
pois 〈F, dF 〉 = 〈F, dF̂ 〉 = 〈F̂ , dF̂ 〉 = 0 uma vez que F e F̂ esta˜o na esfera S3 e satisfazem a
Definic¸a˜o 4.1.1. Analogamente temos que 〈Fδ, dF̂δ〉 = 0 e (ωδ)uv = (ω − 2δ)uv = 0. Isso mostra
que Fδ satisfaz a Definic¸a˜o 4.1.1, como afirmamos.
Resumidamente, mostramos acima que se F e´ uma aplicac¸a˜o plana com aplicac¸a˜o
polar F̂ e aˆngulo ω, obtemos uma famı´lia de aplicac¸o˜es paralelas Fδ tal que cada elemento
desta famı´lia e´ um aplicac¸a˜o plana com aplicac¸a˜o polar F̂ e aˆngulo ωδ = ω − 2δ. Ale´m disso,
os paraˆmetros assinto´ticos associados a F tambe´m sera˜o assinto´ticos em Fδ.
Dados uma aplicac¸a˜o plana F : Σ→ S3 e p ∈ Σ, a aplicac¸a˜o paralela e´ regular em p a
menos de uma quantidade finita de valores reais δ ∈ [0, 2pi]. De fato, como Fδ = cos δF+senδFˆ ,
enta˜o dFδ = cos δdF + senδdFˆ . Segue que
〈dFδ, dFδ〉 = cos2 δ〈dF, dF 〉+ 2 cos δsenδ〈dF, dFˆ 〉+ sen2δ〈dFˆ , dFˆ 〉. (4.8)
Afirmamos que 〈dFδ, dFδ〉 = 0 em uma quantidade finita de valores para δ em [0, 2pi].
• Se 〈dF, dF 〉 = 0, enta˜o 〈dFδ, dFδ〉 = 0 apenas em δ = 0 ou δ = pi.
• Se 〈dFˆ , dFˆ 〉 = 0, enta˜o 〈dFδ, dFδ〉 = 0 apenas em δ = pi/2 ou δ = 3pi/2.
• Se 〈dF, dF 〉 > 0 e 〈dFˆ , dFˆ 〉 > 0, enta˜o 〈dFδ, dFδ〉 = 0 somente nos pontos em que
dF = λdFˆ , em que λ e´ uma constante e δ = arctan(−λ). De fato, como 〈dFˆ , dFˆ 〉 > 0,
podemos considerar que δ 6= pi/2 e usar (4.8) para escrever
0 = 〈dF, dF 〉+ 2 tan δ〈dF, dFˆ 〉+ (tan δ)2δ〈dFˆ , dFˆ 〉.
A equac¸a˜o do segundo grau acima possui soluc¸a˜o se e somente se
〈dF, dFˆ 〉2 − 〈dF, dF 〉〈dFˆ , dFˆ 〉 ≥ 0.
Pela desigualdade de Cauchy-Schwarz, a u´nica possibilidade que temos e´ 〈dF, dFˆ 〉2 =
〈dF, dF 〉〈dFˆ , dFˆ 〉, o que e´ equivalente a dF = λdFˆ . Neste caso, a soluc¸a˜o para a equac¸a˜o
do segundo grau e´ tan δ = −λ.
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4.2 Representac¸a˜o de Bianchi-Spivak para aplicac¸a˜o plana
Nesta sec¸a˜o, estudaremos o me´todo de construc¸a˜o para aplicac¸o˜es planas baseado
na Representac¸a˜o de Bianchi-Spivak. Na Sec¸a˜o 3.2 vimos que uma superf´ıcie plana na esfera
3-dimensional, pode ser descrita, localmente, como um produto de curvas e ale´m disso pelo
Lema 1.4.8 e pelo Teorema 1.4.7 temos tal superf´ıcie satisfaz a Definic¸a˜o 4.1.1, ou seja, e´ uma
aplicac¸a˜o plana. Neste contexto mais geral temos o seguinte resultado:
Teorema 4.2.1. ( [10]) Seja ζ0 ∈ S2. Sejam α e β curvas regulares em S3 parametrizadas por
comprimento de arco tais que α(0) = β(0) = 1. Suponha que
〈α′, αζ0〉 = 0, 〈β′, βζ0〉 = 0.
Definamos as aplicac¸o˜es
Φ(u, v) = α(u)β(v),
Φ̂(u, v) = α(u)ζ0β(v)
no retaˆngulo R(u, v). Enta˜o
F = Φ ◦Ψ
e´ uma aplicac¸a˜o plana com aplicac¸a˜o polar
F̂ = Φ̂ ◦Ψ
onde Ψ : Σ→ R(u, v) e´ a imersa˜o canoˆnica tal que Ψ(Σ) = R.
A prova desde resultado segue diretamente do me´todo de construc¸a˜o devido a
Bianchi-Spivak, Teorema 3.2.8, e das observac¸o˜es feitas sobre aplicac¸a˜o plana F . De acordo
com [10], defina uma relac¸a˜o de equivaleˆncia ∼ em Σ tal que p ∼ q se e somente se Ψ(p) = Ψ(q),
temos que F, F̂ esta˜o bem definidas em Σ∗ = Σ/ ∼. Ale´m disso, Ψ : Σ∗ → R(u, v) esta´ bem
definida e e´ injetiva, assim u, v sa˜o coordenadas no sentido usual e Ψ(Σ∗) = R(u, v).
Como afirmado no Cap´ıtulo 3, vamos mostrar que a rec´ıproca do Teorema 5.1.3
na˜o e´ va´lido em geral para uma aplicac¸a˜o plana, pore´m esta construc¸a˜o pode ser revertida para
toda aplicac¸a˜o plana anal´ıtica simplesmente conexa. Considere primeiramente um caso ana´logo
ao discutido no Teorema 3.2.4, em outras palavras, seja F uma aplicac¸a˜o plana com aplicac¸a˜o
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polar F̂ e aˆngulo ω(u, v), definido sobre uma superf´ıcie simplesmente conexa U , e dotada com
uma imersa˜o canoˆnica Ψ : U → R(u, v) injetiva. Enta˜o podemos identificar U com R(u, v),
e supor que (0, 0) ∈ R(u, v). Como antes, vamos supor que F (0, 0) = 1 e F̂ (0, 0) = ζ0 ∈ S2
e tomar a1(u) = F (u, 0) e a2(u) = F (0, v). Usando argumento ana´logo ao desenvolvido no
Teorema 3.2.4, temos que, para
Φ(u, v) = a1(u)a2(v), Φ̂(u, v) = a1(u)ζ0a2(v),
definidas no retaˆngulo R(u, v), obtemos
F = Φ ◦Ψ,
F̂ = Φ̂ ◦Ψ, (4.9)
onde Ψ : U → R(u, v) e´ a imersa˜o canoˆnica injetiva e Ψ(U) ⊂ R.
Ale´m disso, suponhamos que F e´ uma aplicac¸a˜o plana anal´ıtica definida em Σ. Enta˜o
temos que a aplicac¸a˜o polar F̂ e a imersa˜o canoˆnica Ψ : Σ → R(u, v) sa˜o ambas anal´ıticas, e
existem U ⊂ Σ simplesmente conexa, tal que Ψ|U e´ injetiva e como discutido acima recuperamos
as equac¸o˜es (4.9) em U . Observemos o seguinte resultado:
Proposic¸a˜o 4.2.2. ( [13]) Se f e g sa˜o ambas func¸o˜es anal´ıticas definidas sobre U e existe um
aberto W ⊂ U tal que f(x) = g(x) para todo x ∈ W , enta˜o f(x) = g(x), para todo x ∈ U .
Pela Proposic¸a˜o 4.2.2, podemos estender as curvas anal´ıticas a1, a2 o ma´ximo poss´ıvel,
assim Φ, Φ̂ sa˜o definidas num retaˆngulo R′(u, v). Segue que as equac¸o˜es (4.9) se mante´m num
conjunto W ⊃ U . Da continuidade de F e do fato que Φ na˜o admite extensa˜o cont´ınua ade-
quada fora de R′ tal que Ψ(Σ) ⊂ R′(u, v), tem-se W = Σ. Assim, (4.9) se mante´m globalmente.
Em particular, (F, F̂ ) esta´ bem definidos sobre Σ∗ = Σ/ ∼, e u, v sa˜o coordenadas no sentido
usual. Caso seja necessa´rio, as coordenadas u, v podem ser escolhidas sendo definidas sobre
todo R′(u, v), tal que Ψ(Σ∗) = R′(u, v).
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4.3 Representac¸a˜o de Kitagawa para aplicac¸a˜o plana
Nesta sec¸a˜o estudaremos o me´todo de construc¸a˜o para aplicac¸o˜es planas baseado na
Representac¸a˜o de Kitagawa. Na Sec¸a˜o 3.3, definimos a Fibrac¸a˜o de Hopf pela aplicac¸a˜o
x ∈ S3 7−→ xix ∈ S2.
Definimos tambe´m o recobrimento duplo pi dado por
pi : x ∈ S3 7−→ (xix, xξ0x) ∈ S2 × S2,
onde ξ0 ∈ S3 e´ ortogonal a 1 e a i. Pela equac¸a˜o (3.11) temos que, para c = aia,
c′ = a[aa′, i]a.
Segue deste fato que
〈a′, aξ0〉 = 0.
Ale´m disso, para uma curva regular c em S2 com curvatura geode´sica κ tal que




(κ.i− β.j + α.k).
Destes fatos citados podemos enunciar a seguinte generalizac¸a˜o do me´todo de Kitagawa:
Teorema 4.3.1. Sejam c1(u), c2(v) duas curvas regulares em S2, com c1(0) = c2 = i, c′1(0) =
c′2(0) = ξ0 para ξ0 ∈ S3 ortogonal a 1, i. Seja pi : S3 7−→ US2 o recobrimento dado por
pi(x) = (xix, xξ0x).
















Φ(u, v) = a1(u)a2(v),
Φ̂(u, v) = a1(u)ξ0a2(v),
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num retaˆngulo R(u, v) no plano uv. Se Σ e´ uma superf´ıcie simplesmente conexa e
Ψ : Σ 7−→ Ψ(Σ) = R e´ uma imersa˜o plana, enta˜o F = Φ ◦ Ψ e´ uma aplicac¸a˜o plana com
aplicac¸a˜o polar F̂ = Φ̂ ◦Ψ e aˆngulo
ω(u, v) = θ(u)− θ(v),





A demonstrac¸a˜o deste resultado segue diretamente da prova do Teorema 3.3.1, exceto
que a condic¸a˜o de regularidade foi retirada. Em outras palavras, vimos que se κ1, κ2 sa˜o as
curvaturas geode´sicas de c1(u), c2(v) respectivamente, tais que
κ1(u) 6= κ2(v),
para todo u, v, enta˜o a1, a2 sa˜o na˜o tangentes, o que implica que todos os pontos da aplicac¸a˜o
plana sa˜o regulares.
Com relac¸a˜o a rec´ıproca do Teorema 5.1.4, temos que localmente, a afirmac¸a˜o e´
verdadeira, ana´logo ao Cap´ıtulo 3. Em cara´ter global, temos tambe´m que se Σ for completa
e simplesmente conexa conseguimos que toda aplicac¸a˜o plana pode ser dada desta maneira,
como no Teorema 3.2.4. Note que e´ suficiente ver que as formas fundamentais coincidem.
Neste contexto, em [5] pela suposic¸a˜o que a curvatura me´dia seja limitada e´ poss´ıvel encontrar
um par admiss´ıvel para o qual uma superf´ıcie plana completa conexa pode ser obtida pelo
me´todo descrito no Teorema 3.3.1. Ale´m deste casos, podemos afirmar que toda aplicac¸a˜o plana
anal´ıtica simplesmente conexa em S3 pode ser constru´ıda pelo me´todo acima para o mesmo ξ0,
basta usarmos a Proposic¸a˜o 4.2.2. A hipo´tese da analiticidade, como dito no Cap´ıtulo 3, na˜o
pode ser enfraquecida, como veremos no exemplo seguinte:
Exemplo 7. (Observac¸a˜o 11, [10]) Existe superf´ıcie plana simplesmente conexa em S3 que na˜o
pode ser obtida, em cara´ter global, atrave´s de qualquer um dos dois me´todos estudados aqui. De
fato, sejam a1, a2, a˜2 : (−1, 1)→ S3 curvas parametrizadas por comprimento de arco, tal que:
1. a1 tem torc¸a˜o τ = 1, e a2, a˜2 ambas com torc¸a˜o τ = −1;
2. a1(0) = a2(0) = a˜(0) = 1;
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3. a2(t) = a˜2(t) para todo t ∈ (−1, 0], pore´m a2(t) 6= a˜2(t) para t ∈ (0, 1);
4. Os pares de curvas a1, a2 e a1, a˜2 esta˜o nas condic¸o˜es do Teorema 3.3.1.
Em seguida, defina Σ0 = (−1, 1)× (−1, 1)× {0} ⊂ R3, e Σ1 = (−1, 1)× (−1, 1)× {1} ⊂ R3, e
considere a superf´ıcie plana na˜o conexa Φ : Σ0 ∪ Σ1 → S3 dada por
Φ(u, v, 0) = a1(u)a2(v)
Φ(u, v, 1) = a1(u)a˜2(v).
Agora defina em Σ0
⋃
Σ1 a relac¸a˜o de equivaleˆncia que identifica (u, v, 0) ' (u, v, 1) para todo
(u, v) ∈ (−1, 1)× (−1, 0), e considere os conjuntos
R0 = ((−1, 1)× (−1, 0)× {0}) ∪ ((−1,−1/2)× (−1, 1)× {0}) ⊂ Σ0,
R1 = ((−1, 1)× (−1, 0)× {1}) ∪ ((1/2, 1)× (−1, 1)× {1}) ⊂ Σ0.
Segue que Σ := (R0 ∪ R1)/ ' e´ uma superf´ıcie plana simplesmente conexa, com coordenadas
u, v adequadas. Note que esta superf´ıcie na˜o pode ser obtida pelos me´todos de Bianchi-Spivak
e Kitagawa, pois ela possui mutuamente treˆs curvas assinto´ticas na˜o-congruentes, fato este
que na˜o aconteceria se as curvas fossem anal´ıticas, uma vez que pela Proposic¸a˜o 4.2.2, seria
imposs´ıvel a condic¸a˜o a2(t) 6= a˜2.
Cap´ıtulo 5
Considerac¸o˜es
Do que estudamos ate´ aqui, temos duas representac¸o˜es fundamentais para descrever
as superf´ıcies planas em S3, os me´todos de Kitagawa e Bianchi-Spivak. Neste cap´ıtulo faremos
algumas considerac¸o˜es e citaremos alguns resultados importantes desta teoria. Ale´m disto,
apresentaremos um resumo dos problemas em aberto.
5.1 Resumo dos resultados apresentados
Temos que as construc¸o˜es devido a Spivak-Bianchi e Kitagawa podem ser recupe-
radas localmente, para superf´ıcies planas completas e simplesmente conexas, ou ainda sob a
suposic¸a˜o da analiticidade e que nenhuma dessas hipo´teses podem ser retiradas, (Exemplo 7).
Em resumo estudamos os seguintes resultados:
Teorema 5.1.1. Sejam α e β curvas regulares parametrizadas por comprimento de arco em S3
com torc¸o˜es 1 e -1, respectivamente, tais que α(0) = β(0) = 1. Se α e β na˜o sa˜o tangentes em
0 e seus planos osculadores coincidem em 0, enta˜o Σ = α(u)β(v) e´ uma superf´ıcie plana.
Teorema 5.1.2. ( [9]) Seja c1(u), c2(v) duas curvas regulares em S2, com cn(0) = i, c′n(0) =
ξ0, n = 1, 2 para ξ0 ∈ S3 ortogonal a 1, i e que
κ1(u) 6= κ2(v),
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para todo u, v,, onde κ1, κ2 sa˜o as curvaturas geode´sicas de c1(u), c2(v), respectivamente. Seja
pi : S3 7−→ US2 o recobrimento dado por
pi(x) = (xix, xξ0x).







, n = 1, 2. Definamos
Φ(u, v) = a1(u)a2(v)
N(u, v) = a1(u)ξ0a2(v)
num retaˆngulo R no plano uv. Se Σ e´ uma superf´ıcie simplesmente conexa e Ψ : Σ 7−→ Ψ(Σ) =
R e´ uma imersa˜o plana, enta˜o F = Φ ◦Ψ e´ uma superf´ıcie plana em S3 com o normal unita´rio
N ◦ Ψ. Neste caso, Ψ e´ uma imersa˜o com coordenadas de Tschebyscheff, e a func¸a˜o aˆngulo
desta superf´ıcie e´
ω(u, v) = cotg−1(κ1(u))− cotg−1(κ2(v)).
Estudamos tambe´m as aplicac¸o˜es planas, apresentamos como os me´todos acima
podem ser adaptados para a construir uma aplicac¸a˜o plana. Em resumo, temos:
Teorema 5.1.3. ( [10]) Seja ζ0 ∈ S2. Sejam α e β curvas regulares em S3 parametrizadas por
comprimento de arco tais que α(0) = β(0) = 1. Suponha que
〈α′, αζ0〉 = 0, 〈β′, βζ0〉 = 0.
Definamos as aplicac¸o˜es
Φ(u, v) = α(u)β(v),
Φ̂(u, v) = α(u)ζ0β(v)
no retaˆngulo R(u, v). Enta˜o
F = Φ ◦Ψ
e´ uma aplicac¸a˜o plana com aplicac¸a˜o polar
F̂ = Φ̂ ◦Ψ
onde Ψ : Σ→ R(u, v) e´ a imersa˜o canoˆnica tal que Ψ(Σ) = R.
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Teorema 5.1.4. Sejam c1(u), c2(v) duas curvas regulares em S2, com c1(0) = c2(0) = i, c′1(0) =
c′2(0) = ξ0 para ξ0 ∈ S3 ortogonal a 1, i. Seja pi : S3 7−→ US2 o recobrimento dado por
pi(x) = (xix, xξ0x).
















Φ(u, v) = a1(u)a2(v)
Φ̂(u, v) = a1(u)ξ0a2(v)
num retaˆngulo R(u, x) no plano uv. Se Σ e´ uma superf´ıcie simplesmente conexa e Ψ : Σ 7−→
Ψ(Σ) = R e´ uma imersa˜o plana, enta˜o F = Φ ◦ Ψ e´ uma aplicac¸a˜o plana com aplicac¸a˜o polar
F̂ = Φ̂ ◦Ψ e aˆngulo
ω(u, v) = θ(u)− θ(v),





5.2 Resultados globais fundamentais
Em Spivak [4], sa˜o levantadas algumas questo˜es sobre superf´ıcies planas, em especial
o toro plano:
1. Seja h a fibrac¸a˜o de Hopf e c˜ uma curva assinto´tica na˜o-geode´sica em h−1(c) tal que
h(c˜) = c. E´ poss´ıvel determinar precisamente para quais curvas c a curva c˜ e´ fechada?
2. Existem α e β curvas regulares fechadas em S3 de torc¸o˜es τ = 1 e τ = −1 tais que a
superf´ıcie obtida pelo produto destas curvas e´ um toro plano imerso?
3. Existem α e β curvas injetivas em S3 de torc¸o˜es τ = 1 e τ = −1 tais que a superf´ıcie
obtida pelo produto destas curvas e´ uma aplicac¸a˜o injetiva em S3?
4. Tentar analisar as superf´ıcie planas completas na˜o-orienta´veis em S3 com Kext = −1.
5.2. Resultados globais fundamentais 83
O estudo de tais questo˜es ajudou a desenvolver a teoria global em S3. Em Ga´lvez [9], nas
sec¸o˜es 6.6 e 6.7, encontramos um resumo acerca dos resultados globais fundamentais, que esta´
organizado da seguinte forma:
A classificac¸a˜o dos toros planos: Como dito anteriormente, este problema foi
proposto por Yau [14] e resolvido por Kitagawa [5]. O autor provou que as curvas assinto´ticas
de um toro plano em S3 sa˜o perio´dicas, respondendo assim a questa˜o 2 de Spivak. Tal resultado
mostra que qualquer toro plano e´ gerado pelo me´todo devido a Kitagawa (Teorema 3.3.1) se as
duas curvas regulares c1, c2 em S2 sa˜o fechadas.
Toro plano mergulhado em S3: Seja h : S3 → S2 a fibrac¸a˜o de Hopf. Temos que
para c uma curva regular fechada em S2, a imagem inversa h−1(c) e´ um toro plano mergulhado
em S3. Ale´m destes, em Kitagawa [5], o autor obteve exemplos de toros planos tambe´m mer-
gulhados em S3 (Teorema B), que diferem dos primeiros por na˜o conter grandes c´ırculos em
S3. Em [8], Kitagawa mostrou que a simetria antipodal mante´m-se para todos os toros planos
mergulhados em S3, isto e´, se f : M → S3 e´ um mergulho isome´trico do toro plano M em
S3, enta˜o a imagem f(M) e´ invariante pela aplicac¸a˜o antipodal de S3(Teorema1.1). Tem-se
tambe´m o seguinte corola´rio:
Corola´rio 5.2.1. (Corola´rio 3.2, [8]) Se f : M → S3 e´ um mergulho isome´trico de um toro
plano M em S3, enta˜o existe um par admiss´ıvel perio´dico Γ tal que f e F sa˜o congruentes,
isto e´, existe uma isometria A de S3 que satisfaz A ◦ f = F ◦ ρ, para algum difeomorfismo
ρ : M →MΓ, onde MΓ e´ o toro plano R2/G(Γ).
Superf´ıcies planas na˜o-orienta´veis S3: A questa˜o 4 propo˜e o estudo de su-
perf´ıcies planas na˜o-orienta´veis. Dos resultados citados na introduc¸a˜o deste cap´ıtulo segue que
nenhuma superf´ıcie plana completa e na˜o-orienta´vel pode ser imersa isometricamente em S3.
Por outro lado, a existeˆncia de superf´ıcies na˜o-orienta´veis em S3 ainda na˜o e´ clara. Sob a
suposic¸a˜o de analiticidade temos que toda superf´ıcie plana anal´ıtica em S3 e´ orienta´vel, o que
difere com a situac¸a˜o R3. Ale´m disso, esta condic¸a˜o na˜o pode ser enfraquecida a suavidade,
como ha´ exemplos de faixas de Mo¨bius planas em S3, constru´ıdo em [10].
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5.3 Problemas em aberto
Apresentaremos nesta sec¸a˜o um resumo dos problemas em aberto desta teoria.
Em [10], Ga´lvez afirma que uma das caracter´ısticas da teoria das superf´ıcies planas em S3
e´ a existeˆncia de questo˜es muito ba´sicas que ainda na˜o foram respondidas, e cuja soluc¸a˜o pa-
rece ser bastante complicada. De fato, da bibliografia estudada, temos algumas questo˜es em
aberto deixadas pelos pro´prios autores, a exemplo do Spivak. Isto torna a teoria ainda mais
interessante. Nesta u´ltima sec¸a˜o apresentaremos apenas os destacados como mais relevantes
em [9].
Existeˆncia de um mergulho isome´trico do R2 em S3 : ”Este e´ certamente o
maior problema aberto na teoria”(Ga´lvez [9]). Uma superf´ıcie plana completa tem a topologia
de um plano, um cilindro, um toro, uma faixa de Mo¨bius ou uma garrafa de Klein. Destes,
os dois casos na˜o-orienta´veis sa˜o imposs´ıveis se a superf´ıcie plana e´ imersa isometricamente em
S3, como vimos anteriormente. Ale´m disso, sabe-se que existem toros planos e cilindros planos
mergulhados em S3. Contudo, a existeˆncia de uma superf´ıcie plana completa e simplesmente
conexa mergulhada em S3 e´ desconhecido. Esse problema foi inicialmente posto por Spivak [4]
usando uma formulac¸a˜o ligeiramente diferente. Em [15] foi conjeturado que o problema tem
uma resposta negativa.
Rigidez dos toros de Clifford: O problema da rigidez questiona se duas imerso˜es
isome´tricas diferentes de uma variedade Riemanniana Mn numa variedade Riemanniana Nn+p
diferem necessariamente apenas por uma isometria da variedade ambiente Nn+p. Se este for
o caso, diz-se que Mn e´ r´ıgido em Nn+p. Como as superf´ıcies planas mais simples em S3 sa˜o
os toros de Clifford S1(r)× S1(√1− r2), e´ completamente natural perguntar se estes toros sa˜o
r´ıgidos em S3. Este problema tem sido atraente entre os especialistas, e algumas condic¸o˜es
naturais sob as quais os toros de Clifford sa˜o r´ıgidos foram obtidos, mas o problema de rigidez
permanece aberto.
O espac¸o de imerso˜es isome´tricas de um toro plano: Ja´ comentamos que
Kitagawa classificou os toros planos. Contudo, tem-se a seguinte questa˜o: Dado um toro plano
abstrato T , qual e´ o espac¸o das imerso˜es isome´tricas de T em S3?
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Superf´ıcies planas com singularidades: As aplicac¸o˜es planas podem ser en-
tendidas como superf´ıcies com um certo tipo de singularidades admiss´ıveis. Neste texto, o que
chamamos de aplicac¸a˜o plana, e´ citado na bibliografia como flat front. Dos trabalhos de Ga´lvez-
Mira [10] e Kitagawa-Umehara [7], estudamos como os me´todos de construc¸a˜o de superf´ıcies
planas podem ser adaptados as aplicac¸o˜es planas. Sendo assim, seria interessante entender o
comportamento das aplicac¸o˜es planas a partir dos me´todos de construc¸a˜o estudados. Ainda
em [10], os autores afirmam que as aplicac¸o˜es planas em S3 sa˜o uma ferramenta importante no
problema da classificac¸a˜o das imerso˜es isome´tricas de R2 em R4, como tambe´m conseguiram
obter uma nova famı´lia de toros planos em R4 que na˜o esta˜o na esfera tridimensional.
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Apeˆndice A
Apeˆndice
Neste apeˆndice apresentaremos alguns ca´lculos e\ou observac¸o˜es que na˜o entraram
no corpo principal do texto.
Afirmac¸a˜o 2. o vetor binormal e´ unita´rio
De fato, por definic¸a˜o


























3 − f3f ′2)X˜1 + (f3f ′1 − f1f ′3)X˜2 + (f1f ′2 − f2f ′1)X˜3] ; por (2.9).
Assim









3 − 2f2f ′3f3f ′2 + f 23 f ′22 + f 23 f ′21 − 2f3f ′1f1f ′3 + f 21 f ′23
+ f 22 f
′2






















− 2f2f ′3f3f ′2 − 2f3f ′1f1f ′3 − 2f2f ′1f1f ′2]
= 1
k2




3 )− f1f ′1(f1f ′1 + f2f ′2)− f2f ′2(f2f ′2 + f3f ′3)





















Observac¸a˜o A.0.1. Temos que
h−1(p) =
{









〈(x1, x2, x3, x4).(−p4, p3,−(1 + p2), 0)〉 = 0, 〈(x1, x2, x3, x4).(p3, p4, 0,−(1 + p2))〉 = 0.
o que conclui o afirmado.
Afirmac¸a˜o 3. Note que todas as curvas v 7−→ α(u)β(v) teˆm torc¸a˜o -1 uma vez que β tem
torc¸a˜o -1.
De fato, tome γ = α(u)β temos
γ′ = α(u)β′, γ′′ = α(u)β′′
o que implica que as curvaturas de γ e β sa˜o iguais, isto e´ kγ = kβ. No mesmo contexto, temos
nγ = α(u)nβ logo τ γ = τ β. pelo Teorema 2.5.1 concluimos nossa afirmac¸a˜o.
