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Abstract
We prove minimax theorem for lower semicontinuous quadratically minorized
functions in Hilbert spaces. To this aim we use the framework of Φ-convexity the-
ory and sufficient and necessary conditions for the minimax equality for Φ-convex
functions. The conditions we propse are expressed in therms of convex hull of proxi-
mal subdifferentials. As a corollary we obtain minimax theorem for prox-bouneded,
paraconvex, weakly convex and semiconvex functions.
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1 Introduction
Lower semicontinuous quadratically minorized functions (l.s.q.m for short) appear in many
context, e.g. in approximation theory [3] or in image processing [2]. An important examples
of l.s.q.m functions are prox-bounded functions [14] and weakly convex functions [24],
known also under the name paraconvex functions [19] and semiconvex functions [8].
In the present paper we use the tools of so called Φ-convexity to provide minimax
theorems for lower semicontinuous quadratically minorized functions. The Φ-convexity
theory ([13],[20]), a type of abstract convexity, provides a suitable framework which al-
lows to treat, in a unified way, different classes of functions, mainly in context of global
optimization problems. Φ-convex functions are defined as pointwise suprema of functions
from a given class Φ. Such an approach to abstract convexity generalizes the classical fact
that each proper lower semicontinuous convex function is the upper envelope of a certain
set of affine functions.
Our aim is to provide conditions for the minimax equality
sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y),
where X, Y are nonempty sets and a : X × Y → Rˆ := R∪ {±∞} is lower semicontinuous
and quadratically minorized as a function of x and concave (in the classical sense) as a
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function of y. An exhaustive survey of minimax theorems is given e.g. in [21]. According
to our knowledge, in the literature, there is no minimax theorems addressing directly
l.s.q.m functions. This class of functions appear frequently in optimization problems and
the respective minimax theorems can be used to provide strong duality theorems for
optimization problems involving l.s.q.m. functions. It is an important issue to provide, as
weak as possible, conditions under which the minimax equality for such functions holds.
To study such conditions we use the general minimax theorem for Φ-convex functions
([23]).
If, for every y ∈ Y the function a(·, y) is Φlsc-convex then, a sufficient and necessary
condition for a(·, ·) to satisfy the minimax equality is so called intersection property
introduced in [5] and investigated in [6, 22, 23].
Definition 1.1 Let ϕ1, ϕ2 : X → R be any functions from the set Φlsc (defined below)
and α ∈ R. We say that the intersection property holds for ϕ1 and ϕ2 on X at the level
α if and only if
[ϕ1 < α] ∩ [ϕ2 < α] = ∅, (*)
where [ϕ < α] := {x ∈ X : ϕ(x) < α} is the strict lower level set of function ϕ : X → R.
Let us note that the intersection property is expressed via an algebraic condition (*)
which is not easy to check. For instance, sufficient conditions for the intersection property
in the convex case are given in Theorem 5.2 of [6] (see also Theorem 4.5 of [6] for some
relationships between the intersection property and subdifferentials). At this point it is
worth observing that conditions similar to (*) appear in other context, e.g. in so called
S-lemma [15].
The aim of the present paper is to study the intersection property for some important
classes of Φlsc-convex functions with the particular aim of giving for (*) an equivalent (or
at least sufficient) condition, which is more tractable and easier to be checked. To this
aim we investigate the relationships between the intersection property stated above and
Φlsc-subgradients of functions a(·, y) (Proposition 4.3). We also introduce a new condi-
tion, called zero subgradient condition, which is a sufficient condition for the intersection
property (Definition 1.1).
The organization of the papers is as follows. In the next section we present basic
notions, definitions and properties of the class of Φlsc-convex functions and its important
subclasses. In the section 3 we recall the definition of Φlsc-subdifferential and discuss its
connection with some of the existing generalization of the classical subdifferential. In the
section 4 we introduce the zero subgradient condition and we show that this condition
is sufficient condition for the intersection property (Proposition 4.3). The last section
contains our main results i.e. minimax theorems for Φlsc-convex functions and for its
significant subclasses.
2 Φlsc-convexity - the unifying framework
In the present section we use the tools of Φ-convexity to deal with very broad class of lower
semicontinuous quadratically minorized functions defined on Hilbert space. We start by
recalling basic notions and definitions. Throughout the paper X is a Hilbert space with
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inner product 〈·, ·〉 : X ×X → R and the respective norm ‖ · ‖ : X → R. The class Φlsc is
defined as
Φlsc := {ϕ : X → R, ϕ(x) = −a‖x‖
2 + 〈v, x〉+ c, x ∈ X, v ∈ X∗, a ­ 0, c ∈ R}.
For any f : X → Rˆ := R ∪ {−∞} ∪ {+∞} the set
supp(f) := {ϕ ∈ Φlsc : ϕ ¬ f}
is called the support of f . Whenever we say that f is minorized by a quadratic functions,
it means that there exists ϕ¯ ∈ Φlsc such that f ­ ϕ¯, i.e. the set supp(f) is nonempty.
Definition 2.1 ([10, 13, 20]) A function f : X → Rˆ is called Φlsc-convex on X if
f(x) = sup{ϕ(x) : ϕ ∈ supp(f)} ∀ x ∈ X.
By convention, supp(f) = ∅ if and only if f ≡ −∞. In this paper we always assume that
supp(f) 6= ∅, i.e. we limit our attention to functions f : X → R¯ := R ∪ {+∞}.
We say that a function f : X → R¯ is proper if the effective domain of f is nonempty,
i.e.
dom(f) := {x ∈ X : f(x) < +∞} 6= ∅.
It is a well known result that a function defined on Hilbert space is lower semicontinu-
ous if and only if is supremum of continuous functions. In the following theorem we recall
a characterization of Φlsc-convex functions.
Proposition 2.2 Let f : X → R¯ be a proper function. f is Φlsc-convex on X if and only
if f is lower semicontinuous on X and minorized by a function from the class Φlsc.
Proof.⇒ Let f be Φlsc-convex function. Since the class Φlsc consists of continuous func-
tions we get that f is lower semicontinuous. By contradiction, assume that f is not
minorized by a function from the class Φlsc, this means that supp(f) = ∅ and f ≡ −∞.
It is a contradiction with the assumption that f is proper.
⇐ Let f be lower semicontinuous and minorized by a function from the class Φlsc i.e.
supp(f) 6= ∅, from [20], Example 6.2 we get that f is Φlsc-convex.
Now we discuss several important subclasses of Φlsc-convex functions, which often
appear in applications. We start with so called γ-paraconvex functions. Which were first
introduced in [17], for γ = 2, and appear in context of optimization in e.g. [4].
Definition 2.3 Let γ > 0. We say that a function f : X → R¯ is γ-paraconvex on X if
there exists C > 0 such that for all x, y ∈ X and t ∈ [0, 1] the following inequality holds
f(tx+ (1− t)y) ¬ tf(x) + (1− t)f(y) + C‖x− y‖γ. (2.1)
Usually 2-paraconvex functions are called paraconvex. The strong γ-paraconvexity was
defined in [18].
Definition 2.4 We say that a function f : X → R¯ is strongly γ-paraconvex on X if
there exists C > 0 such that for all x, y ∈ X and t ∈ [0, 1] the following inequality holds
f(tx+ (1− t)y) ¬ tf(x) + (1− t)f(y) + Cmin{t, 1− t}‖x− y‖γ. (2.2)
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It is obvious that if a function is strongly γ-paraconvex then it is γ-paraconvex. It
was shown in [17] that for γ ∈ (1, 2] the strong γ-paraconvexity is equivalent to γ-
paraconvexity. In context of our consideration we focus on 2-paraconvexity, which through-
out the paper will be called paraconvexity.
The class of paraconvex functions coincides with other classes investigated in the
literature. Now we will discuss characterizations of paraconvex functions. We start, with
weakly convex functions, which were first introduced in [24], they appear in context of
global optimization in [25], [26] and in context of approximation theory in [3].
Definition 2.5 We say that a function f : X → R¯ is weakly convex on X if there exists
c > 0 such that the function f(x) + c‖x‖2 is convex.
In [13] the following proposition was shown.
Proposition 2.6 ([13], Proposition 5.2.11) Let f : X → R¯ be a proper function. f is
weakly convex on X if and only if f is paraconvex on X.
In some papers weakly convex functions are also called semiconvex (see i.e. [8], Proposition
1.1.3). Let us note that i.e. in [13] function f in order to be paraconvex needs to be
continuous, in our consideration we focus on lower semicontinuous functions. Hence, the
classes of weakly convex, semi-convex, paraconvex and strongly paraconvex functions
coincide.
The following proposition shows that the class of paraconvex functions (strongly para-
convex, weakly convex, semi-convex) is a subclass of Φlsc-convex functions.
Proposition 2.7 Let f : X → R¯ be proper lower semicontinuous function. If f is para-
convex on X then f is Φlsc-convex on X.
Proof. By the paraconvexity of f , there exists c > 0 such that f + c‖ · ‖2 is convex on
X. Since f + ‖ · ‖2 is lower semicontinuous we get that, f + ‖ · ‖2 is equal to pointwise
suprema of affine functions (see e.g. [11], Proposition 3.1) i.e
f(x) + c‖x‖2 = sup{〈v, x〉+ b : 〈v, x〉+ b ¬ f(x) + c‖x‖2 v ∈ X∗, b ∈ R} ∀ x ∈ X.
We have
f(x) = sup{−c‖x‖2 + 〈v, x〉+ b : −c‖x‖2 + 〈v, x〉+ b ¬ f(x), v ∈ X∗, b ∈ R} ∀ x ∈ X,
i.e. f is Φlsc-convex.
In the next section we will show examples of functions which are Φlsc-convex but not
paraconvex.
Following [16], we say that a proper lower semi-continuous function f : X → R¯ is
prox-bounded if there exists a polynomial function q od degree two or less such that f ­ q
(see [16], Exercise 1.24). By Proposition 2.2, in Hilbert spaces the class of prox-bounded
functions coincides with the class of Φlsc-convex functions. The detailed study of prox-
bounded functions can be found in [16] for finite dimensional spaces and in [7] for Hilbert
spaces.
Let us note that the set of all Φlsc-convex functions defined on normed spaceX contains
all proper lower semicontinuous and convex (in the classical sense) functions defined on
X.
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In further considerations I will focus on the class of Φlsc-convex functions and its
important subclass which, in order to avoid repetition, I will call the class of paraconvex
functions. By above consideration, all the results in the next sections, which are proved
for Φlsc-convex functions, are also true for prox-bounded functions. All the results which
are proved for paraconvex functions, all also true for semi-convex, strongly paraconvex
and weakly convex functions.
3 Subgradients
Below we cast into our framework the concept of ε-Φlsc-subdifferential. The ε-Φ-subdifferential,
for an arbitrary class Φ, was defined in [1], which is a direct adaptation of the classical
definition of ε-subdifferential for a convex function.
Definition 3.1 Let f : X → R¯ be a Φlsc-convex function and ε ­ 0. An element (a, v) ∈
R+×X is called a ε-Φlsc-subgradient of f at x¯ ∈ dom(f), if the following inequality holds
f(x)− f(x¯) ­ 〈v, x− x¯〉 − a‖x‖2 + a‖x¯‖2 − ε, ∀ x ∈ X. (3.1)
The set of all ε-Φlsc-subgradients of f at x¯ is denoted as ∂
ε
lscf(x¯), if ε = 0, then we
write ∂lscf(x¯). If (0, 0) ∈ ∂
ε
lscf(x¯), then we simply write 0 ∈ ∂
ε
lscf(x¯). Function f is
Φlsc-subdifferentiable at x¯ if the set ∂lscf(x¯) is nonempty.
Remark 3.2 a) It is easy to show that for a proper function f the set ∂εlscf(x¯) is convex
for all ε ­ 0 and x¯ ∈ dom(f).
b) For a proper Φlsc-convex function f and for every ε > 0 and x¯ ∈ domf the set ∂
ε
lscf(x¯)
is nonempty. Indeed, let ε > 0. By Φlsc-convexity of f we have that
f(x¯) = sup{ϕ(x¯) : ϕ ∈ supp(f)},
and, there exists ϕ¯ ∈ supp(f) such that
ϕ¯(x¯) > f(x¯)− ε.
Consequently,
f(x)− f(x¯) ­ ϕ¯(x)− ϕ¯(x¯) ∀x ∈ X.
Since ϕ¯ ∈ Φlsc, there exist a ­ 0, v ∈ X
∗ and c ∈ R such that ϕ¯(·) = −a‖ · ‖2 +
〈v, ·〉+ c. Hence, the above inequality is equivalent to
f(x)− f(x¯) ­ 〈v, x− x¯〉 − a‖x‖2 + a‖x¯‖2 − ε, ∀ x ∈ X,
i.e. (a, v) ∈ ∂εlscf(x¯).
c) If for a proper Φlsc-convex function f there exists x¯ ∈ dom(f) such that the supremum
is attained i.e. there exists ϕ¯ ∈ supp(f) such that f(x¯) = ϕ¯(x¯), then ∂lscf(x¯) 6= ∅.
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The nonemptiness of set ∂lscf(x) on the domain of f is not ensured even for differentiable
functions. For example, the function f : R → R, f(x) = −|x|
3
2 is Φlsc-convex on X and
differentiable, but at the point x¯ = 0 has no Φlsc-subgradient. It turns out that, the
Φlsc-subdifferentiability is connected with paraconvexity of Φlsc-convex functions. The
following proposition gives a simple criterion to distinguish Φlsc-convex functions which
are not paraconvex.
Proposition 3.3 Let f : X → R¯ be proper continuous paraconvex function, then for
every x ∈ int dom(f) the set ∂lscf(x) is nonempty.
Proof. By the paraconvexity of f , there exists c > 0 such that the function
g(·) := f(·) + c‖ · ‖2
is convex. By the continuity of f we get that g is continuous. It is well known result from
convex analysis that g have the classical subgradient at every point of int dom(g) (see e.g.
Theorem 2.4.9 of [27]), i.e for every x¯ ∈ int dom(g) there exists v ∈ X∗ such that
g(x)− g(x¯) ­ 〈v, x− x¯〉 ∀x ∈ X.
By the definition of g, the above inequality is equivalent to
f(x)− f(x¯) ­ 〈v, x− x¯〉 − c‖x‖2 + c‖x¯‖2 ∀x ∈ X,
this means that (c, v) ∈ ∂lscf(x¯) and since dom(f) = dom(g), the proof is completed.
Taking into account the above proposition, it is easy to see that, e.g. functions f1(x) =
−|x|
3
2 , f2(x) = −|x| and f3(x) = ||x|−1| are Φlsc-convex, but are not Φlsc-subdifferentiable
at the point 0, which means that they are not paraconvex.
Now we discuss the connections between the Φlsc-subdifferential and other subdifferen-
tials which are appearing in literature in association with prox-bounded and paraconvex
functions.
3.1 Proximal subdifferential
An important role in the study of prox-bounded functions plays, proximal subgradients
(see e.g. [14] and [7] for the Hilbert space case. In our approach subgradients are elements
of the space R+×X, hence we below, we adapt the definition of proximal subgradient to
our framework.
Definition 3.4 An element (ρ, v) ∈ R+ × X is called an ε-proximal subgradient of a
function f : X → R¯ at x¯ ∈ dom(f) if there exists a neighbourhood of V of x¯ such that
f(x) ­ f(x¯) + 〈v, x− x¯〉 −
1
2
ρ‖x− x¯‖2 − ε, ∀ x ∈ V. (3.2)
The set of all ε-proximal subgradients of function f at x¯ is denoted as ∂εPf(x¯), for ε = 0
condition (3.2) defines the proximal subdifferential, denoted by ∂Pf(x¯).
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Let us note that the definition of proximal subgradient is ”local” and the definition of
Φlsc-subgradient is ’global’, nevertheless, it can be shown that, for a Φlsc-convex function,
the existence of the one determines the existence of the other. First, we show that for a
Φlsc-convex function there exists a nonnegative number ρ such that the inequality (3.2)
is global. To this aim we use the following Lemma from [4].
Lemma 3.5 ([4], Lemma 3.7) Let f : X → R¯ be Φlsc-convex function and x¯ ∈ dom(f).
If (ρ, 0) ∈ ∂Pf(x¯) then there exists ρ¯ ­ 0 such that
f(x) ­ f(x¯)−
1
2
ρ¯‖x− x¯‖2, ∀ x ∈ X (3.3)
Now can prove that for Φlsc-convex functions the equality (3.2) holds for all x ∈ X. For the
simplicity of our consideration we assume that ε = 0, but all arguments of the following
proposition are valid for every ε ­ 0.
Proposition 3.6 Let f : X → R¯ be Φlsc-convex function and x¯ ∈ dom(f). If (ρ, v) ∈
∂Pf(x¯) then there exists ρ¯ ­ 0 such that
f(x) ­ f(x¯) + 〈v, x− x¯〉 −
1
2
ρ¯‖x− x¯‖2, ∀ x ∈ X (3.4)
Proof. Let (ρ, v) ∈ ∂Pf(x¯). This means that (ρ, 0) ∈ ∂P (f(·) − 〈·, x¯〉)(x¯). Let h(·) :=
f(·)− 〈v, · − x¯〉, i.e. (ρ, 0) ∈ ∂Ph(x¯). The function h is Φlsc-convex. Indeed, by the Φlsc-
convexity of f , there exists ϕ ∈ Φlsc such that
f(x) ­ ϕ(x) ∀ x ∈ X.
Consequently,
h(x) ­ ϕ(x)− 〈v, x− x¯〉 ∀ x ∈ X,
and, the function ϕ¯(·) := ϕ(·)− 〈v, · − x¯〉, belongs to Φlsc, ϕ¯ ∈ Φlsc. Furthermore, lower
semicontinuity of f implies lower semicontinuity of h, since 〈v, · − x¯〉 is a continuous
function. For the function h the assumptions of Lemma 3.5 are satisfied, hence, there
exists ρ¯ ­ 0 such that
h(x) ­ h(x¯)−
1
2
ρ¯‖x− x¯‖2, ∀ x ∈ X.
By the definition of h, we get
f(x)− 〈v, x− x¯〉 ­ f(x¯)− 〈v, x¯− x¯〉 −
1
2
ρ¯‖x− x¯‖2, ∀ x ∈ X,
which is equivalent to
f(x) ­ f(x¯) + 〈v, x− x¯〉 −
1
2
ρ¯‖x− x¯‖2, ∀ x ∈ X.
Now, we are ready to prove the equivalence between the Φlsc-subgradient and proximal
subgradient.
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Proposition 3.7 Let f : X → R¯ be Φlsc-convex function, x¯ ∈ dom(f) and ε ­ 0.
There exists a Φlsc-ε-subgradient of f at the point x¯ if and only if there exists a ε-
proximal subgradient of f at the point x¯.
Proof. For the simplicity of the proof we put ε = 0, for ε > 0 the proof is analogous.
Let (a, w) ∈ ∂Φlscf(x¯), by the definition, for all x ∈ X we have
f(x)− f(x¯) ­ −a‖x‖2 + 〈w, x− x¯〉+ a‖x¯‖2.
Let ρ = 2a and v = w − ρx¯, then w = v + ρx¯. For all x ∈ X we have
f(x)− f(x¯) ­ 〈v + ρx¯, x− x¯〉 − ρ
2
‖x‖2 + ρ
2
‖x¯‖2 =
〈v, x− x¯〉+ ρ〈x¯, x〉 − ρ〈x¯, x¯〉 − ρ
2
‖x‖2 + ρ
2
‖x¯‖2 =
〈v, x− x¯〉+ ρ〈x¯, x〉 − ρ
2
‖x‖2 − ρ
2
‖x¯‖2 =
〈v, x− x¯〉 − ρ
2
‖x− x¯‖2,
i.e (ρ, v) ∈ ∂Pf(x¯) for every δ > 0.
Let (ρ, v) ∈ ∂Pf(x¯), by the definition there exists δ > 0 such that
f(x)− f(x¯) ­ 〈v, x− x¯〉 −
1
2
ρ‖x− x¯‖2, ‖x− x¯‖ ¬ δ. (3.5)
By the Proposition 3.6 we get that there exists ρ¯ such that the inequality (3.5) is global
i.e for all x ∈ X we have
f(x)− f(x¯) ­ 〈v, x− x¯〉 −
1
2
ρ¯‖x− x¯‖2.
Equivalently
f(x)− f(x¯) ­ 〈v, x− x¯〉 −
1
2
ρ¯‖x‖2 + ρ¯〈x, x¯〉 −
1
2
ρ¯‖x¯‖2, for all x ∈ X
Let w = v + ρ¯x¯, then v = w − ρ¯x¯. For all x ∈ X we have
f(x)− f(x¯) ­ 〈w − ρ¯x¯, x− x¯〉 − 1
2
ρ¯‖x‖2 + ρ¯〈x, x¯〉 − 1
2
ρ¯‖x¯‖2 =
〈w, x− x¯〉 − 〈ρ¯x¯, x〉+ 〈ρ¯x¯, x¯〉 − 1
2
ρ¯‖x‖2 + ρ¯〈x, x¯〉 − 1
2
ρ¯‖x¯‖2 =
〈w, x− x¯〉 − 1
2
ρ¯‖x‖2 + 1
2
ρ¯‖x¯‖2
This shows that the element (1
2
ρ¯, w) is Φlsc-subgradient of function f at x¯.
For Φlsc-convex functions the sets ∂lscf(x) and ∂Pf(x) coincides. Hence, the nonempti-
ness of ∂Pf(x) on the domain of f is not ensured even for differentiable functions. But,
it was shown in Corollary 2.6b of [9] that for twice continuously differentiable functions
the classical Fre´chet derivative ∇f(x¯) agrees with the set ∂P f(x¯) i.e
∂Pf(x) = {∇f(x)}. (3.6)
3.2 (γ, C)-subdifferential
In [12] the (γ, C)-subdifferential was defined for γ-paraconvex functions. Below we recall
this definition for γ = 2, i.e. for paraconvex functions.
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Definition 3.8 ([12], Definition 3.1) Let C ­ 0. An element v ∈ X∗ is called a (2, C)-
subgradient of a function f : X → R¯ at x¯ ∈ dom(f), if there exists a neighbourhood V of
0 such that
f(x)− f(x¯) ­ 〈v, x− x¯〉 − C‖x− x¯‖2, ∀ x ∈ V. (3.7)
It was shown ([12], Proposition 3.1) that if function f is paraconvex, then the inequality
(3.7) holds for all x ∈ X. Using the same arguments as in the proof of Proposition 3.7,
we can prove the following proposition
Proposition 3.9 Let f : X → R¯ be paraconvex function, x¯ ∈ dom(f).
There exists a Φlsc-subgradient of f at the point x¯ if and only if there exists a (2, C)-
subgradient of f at the point x¯.
There are also relationships between (2, C)-subdifferential, Φlsc-subdifferential on one
hand, and Clarke subdifferential and Dini subdifferential on the other hand. First, we
recall some definitions. Let f : X → R¯ and x0 ∈ dom(f), we define
d−f(x0, h) = lim inf
u→h
t→0+
t−1(f(x0 + tu)− f(x0)),
d↑f(x0, h) = sup
ε>0
lim sup
(x,α)
epif
→ (x0,f(x0))
t→0+
inf
u∈h+εBX
t−1(f(x+ tu)− α).
The set
∂−f(x0) = {v ∈ X
∗ : 〈v, h〉 ¬ d−f(x0, h), ∀h ∈ X}
is the Dini subdifferential, and the set
∂cf(x0) = {v ∈ X
∗ : 〈v, h〉 ¬ d↑f(x0, h), ∀h ∈ X}
is the Clarke subdifferential. The following theorem was proved in [12], we only adapt
notations to our framework.
Theorem 3.10 ([12], Theorem 3.1) Let f : X → R¯ be a paraconvex function and x¯ ∈
domf . Let C ­ 0 be such that f + C‖ · ‖2 is convex. The following are equivalent
a) v ∈ ∂(2,C)f(x¯),
b) v ∈ ∂−f(x¯),
c) v ∈ ∂cf(x¯).
4 Zero subgradient condition
Now we are ready to discuss one of the main contributions of the paper, i.e. in this section
for any two functions we introduce a zero subgradient condition. This condition, expressed
in terms of Φsc-subdifferentials, is a sufficient condition of the minimax equality for Φlsc-
convex functions (Theorem 5.2). Here we investigate properties of the zero subgradient
condition and its relation with the intersection property defined in Definition 1.1.
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Definition 4.1 Let f, g : X → R¯ be Φlsc-convex functions. We say that f and g satisfy
the zero subgradient condition at x1 ∈ dom(f), x2 ∈ dom(g) with given ε ­ 0 if
0 ∈ co(∂εlscf(x1) ∪ ∂
ε
lscg(x2)),
where co(·) is a standard convex hull of a set.
For simplicity, if f and g satisfy the zero subgradient condition at x1, x2 with ε ­ we will
write that f and g satisfy the ZS(ε, x1, x2) condition. If x1 = x2 = x¯ we will write that f
and g satisfy the ZS(ε, x¯) condition.
Remark 4.2 a) Let us note that if, for a given function f , there exist x¯ and ε ­ 0, such
that 0 ∈ ∂εlscf(x¯), then f and every function g defined on X satisfy the ZS(ε, x¯, xˆ)
condition for any xˆ ∈ dom(g), even if the set ∂εlscg(x¯) is empty.
b) One can notice that the ZS(x¯) condition for f and g is similar to the formula for the
subdifferential of the function max{f, g} if f(x¯) = g(x¯).
The following proposition shows that if Φlsc-convex functions satisfy the zero subgradient
condition then, one can find in their supports two functions from the class Φlsc which
posses the intersection property.
Proposition 4.3 Let X be a Hilbert space, f, g : X → R¯ be Φlsc-convex functions, α ∈ R
and ε ­ 0. Assume that x¯ ∈ dom(f) ∩ dom(g) and x¯ ∈ [f ­ α] ∩ [g ­ α].
If f and g satisfy the ZS(ε, x¯) condition then, there exist ϕ1 ∈ supp(f), ϕ2 ∈ supp(g)
for which the intersection property holds at the level α− ε (Definition 1.1).
Proof. By Remark 3.2a) we only need to consider the case where (a1, v1) ∈ ∂
ε
lscf(x¯) and
(a2, v2) ∈ ∂
ε
lscg(x¯) such that λv1 + µv2 = 0, λa1 + µa2 = 0 and λ+ µ = 1 .
If λ = 0, then 0 ∈ ∂εlscg(x¯) and we have g(x) ­ g(x¯)− ε for all x ∈ X. By assumption
g(x¯) ­ α, so for ϕ1 ≡ α−ε, we have ϕ1 ∈ supp(g), and ϕ1 and any function ϕ2 ∈ supp(f)
have the intersection property at the level α − ε, since [ϕ1 < α − ε] = ∅. By the similar
reasoning, we get the desired conclusion if µ = 0.
Now assume that λ > 0 and µ > 0, this implies that a1 = a2 = 0, since a1, a2 ­ 0. Let
ϕ1(x) := 〈v1, x− x¯〉+ f(x¯)− ε and ϕ2(x) := 〈v2, x− x¯〉+ g(x¯)− ε
for all x ∈ X. It is obvious that ϕ1 ∈ supp(f) and ϕ2 ∈ supp(g). Now we show that ϕ1
and ϕ2 have the intersection property at the level α− ε. Let x1 ∈ [ϕ1 < α− ε], we have
ϕ1(x1) < α− ε ⇔
〈v1, x1 − x¯〉+ f(x¯)− ε < α− ε ⇔
〈v1, x1 − x¯〉 < α− f(x¯)
By assumption that x¯ ∈ [f ­ α] ∩ [g ­ α], we have α− f(x¯) ¬ 0, so
〈v1, x1 − x¯〉 < 0.
Since, x1 was chosen arbitrary, we get that [ϕ1 < α − ε] ⊂ [〈v1, · − x¯〉 < 0]. By similar
calculations we get [ϕ2 < α− ε] ⊂ [〈v2, · − x¯〉 < 0]. Using the fact that λv1 + µv2 = 0 we
have
[〈v2, · − x¯〉 < 0] = [−〈v1, · − x¯〉 < 0] = [〈v1, · − x¯〉 > 0].
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Which means
[ϕ1 < α− ε] ∩ [ϕ2 < α− ε] = ∅.
Now we study the zero subgradient condition for Gaˆteaux differentiable functions. If
f : X → R¯ is Gaˆteaux differentiable at x0 ∈ dom(f), then by the f
′(x0) we denote the
Gaˆteaux derivative of function f at the point x0. In general, Φlsc-subgradient does not
coincide with the Gaˆteaux derivative, but we get the following fact.
Proposition 4.4 Let X be a Hilbert space and let f, g : X → R¯ be Φlsc-convex, Gaˆteaux
differentiable functions. Let x¯ ∈ dom(f)∩dom(g). If functions f and g satisfy the ZS(0, x¯)
condition then, there exists λ ∈ [0, 1] such that
0 = λf ′(x¯) + (1− λ)g′(x¯).
Proof. By the ZS(0, x¯) condition we get that there exist λ ∈ [0, 1] and (a1, v1) ∈ ∂lscf(x¯),
(a2, v2) ∈ ∂lscg(x¯) such that 0 = λv1 + (1 − λ)v2, and 0 = λa1 + (1 − λ)a2. This means
that a1 = a2 = 0, since a1 ­ 0, a2 ­ 0. Hence, following inequalities hold
f(x)− f(x¯) ­ 〈v1, x− x¯〉, ∀ x ∈ X,
g(x)− g(x¯) ­ 〈v2, x− x¯〉, ∀ x ∈ X.
This means that v1 ∈ ∂f(x¯) and v2 ∈ ∂g(x¯). By the Gaˆteaux differentiability we get that
v1 = f
′(x¯) and v2 = g
′(x¯), which gives
0 = λf ′(x¯) + (1− λ)g′(x¯).
In general, for Gaˆteaux differentiable functions, the converse implications does not
hold, i.e. it is not true that if 0 = λf ′(x¯) + (1− λ)g′(x¯), then 0 ∈ co(∂lscf(x¯) ∪ ∂lscg(x¯)).
Consider the following, simple example.
Example 4.5 Let X = R and f, g : R→ R be such that
f(x) = −x2 + 4 g(x) = (x− 2)2 − 4.
Let x¯ = −1, we have f ′(x¯) = 2 and g′(x¯) = −6. For λ = 3
4
the equality holds 0 = λf ′(x¯)+
(1−λ)g′(x¯). On the other hand, all the Φlsc-subgradients of the function f are of the form
(a1, v1) where a1 > 0, hence there is no λ ∈ [0, 1] such that 0 ∈ co(∂lscf(x¯) ∪ ∂lscg(x¯)).
The following Proposition shows that the intersection property (Definition 1.1) of the
functions in the support sets of f and g implies the zero subgradient condition for f and
g.
Proposition 4.6 Let f, g : X → R¯ be Φlsc-convex functions, α ∈ R.
If there exist ϕ1 ∈ supp(f), ϕ2 ∈ supp(g) which have the intersection property at the
level α, then for every ε > 0 there exist x1 ∈ dom(f), x2 ∈ dom(g) such that functions f
and g satisfy the ZS(ε, x1, x2) condition.
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Proof. Let the intersection property (Definition 1.1) holds for ϕ1 ∈ supp(f) and ϕ2 ∈
supp(g) at the level α. Since ϕ1 ∈ supp(f) and ϕ2 ∈ supp(g), we have
inf
x∈X
{f(x)− ϕ1(x)} =: d1 ­ 0 and inf
x∈X
{g(x)− ϕ2(x)} =: d2 ­ 0.
Let ε > 0, there exist x1 ∈ dom(f) and x2 ∈ dom(g) such that
f(x1)− ϕ1(x1) < d1 + ε and g(x2)− ϕ2(x2) < d2 + ε
and, we also have
f(x)− ϕ1(x) ­ d1 and g(x)− ϕ2(x) ­ d2 ∀ x ∈ X
Since ϕ1, ϕ2 ∈ Φlsc, there exists a1, a2 ∈ R+, v1, v2 ∈ X
∗ and c1, c2 such that ϕ1(·) =
−a1‖ · ‖
2 + 〈v1, ·〉+ c1 and ϕ2(·) = −a2‖ · ‖
2 + 〈v2, ·〉+ c2. We have
f(x)− f(x1) ­ −a1‖x‖
2 + a1‖x1‖
2 + 〈v1, x− x1〉 − ε ∀ x ∈ X
and
g(x)− g(x2) ­ −a2‖x‖
2 + a2‖x1‖
2 + 〈v2, x− x2〉 − ε ∀ x ∈ X.
Above inequalities mean that (a1, v1) ∈ ∂
ε
lscf(x1) and (a2, v2) ∈ ∂
ε
lscg(x2).
Now we show that 0 ∈ co(∂εlscf(x1) ∪ ∂
ε
lscg(x2)). Since ϕ1, ϕ2 have the intersection
property at the level α, we consider the following cases:
1. If [ϕ1 < α] = ∅ then a1 = 0, v1 = 0, so 0 ∈ ∂
ε
lscf(x1).
2. Analogously, if [ϕ2 < α] = ∅, we get that 0 ∈ ∂
ε
lscf(x2).
3. Assume now, that [ϕ1 < α] 6= ∅, [ϕ2 < α] 6= ∅. If a1 > 0 and a2 > 0, then
lim
‖x‖→+∞
ϕ1(x) = lim
‖x‖→+∞
ϕ2(x) = −∞, this means that we can always find x0 ∈ [ϕ1 <
α] ∩ [ϕ2 < α], which is a contradiction with the assumption that ϕ1 and ϕ2 have the
intersection property at the level α.
If a1 = 0 and a2 > 0 we have lim
‖x‖→+∞
ϕ2(x) = −∞. This means that, there exists δ > 0
such that for all x ∈ X, ‖x‖ > δ we have
ϕ2(x) < α
Since ϕ2 is affine function, in the set of all x
′ such that
ϕ2(x
′) < α
we can always find an element x′ such that ‖x′‖ > δ. This means that [ϕ1 < α] ∩ [ϕ2 <
α] 6= ∅. A contradiction.
If a1 = a2 = 0, functions take the form ϕ1(·) = 〈v1, ·〉 + c1 and ϕ2(·) = 〈v2, ·〉 + c2.
By assumption, ϕ1 and ϕ2 have the intersection property at the level α , so there exists
λ ∈ (0, 1) such that
λϕ1(x) + (1− λ)ϕ2(x) ­ α ∀ x ∈ X.
This is equivalent to the following inequality
λv1(x) + (1− λ)v2(x) ­ α− λc1 − (1− λ)c2 ∀ x ∈ X.
Since v1, v2 are linear functionals this means that λv1 + (1− λ)v2 = 0.
The following example shows that we can not always have the equivalence between
the zero subgradient condition and the intersection property for ε = 0.
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Example 4.7 Let X = R and f, g : R→ R be such that
f(x) = ex g(x) = −x2 + 4.
It is easy to see that f and g are Φlsc-convex functions. Let α = 0. A function ϕ1(x) ≡ 0
is in the support set of f , a function ϕ2(x) = −x
2 is in the support set of g, and the
intersection property holds for ϕ1 and ϕ2 at the level α = 0. It is easy to see that 0 /∈
∂lscf(x1) and 0 /∈ ∂lscg(x2) for any x1 ∈ dom(f) and x2 ∈ dom(g). We also have, that
if (a2, v2) ∈ ∂lscg(x2) then a2 > 0. This means that 0 /∈ co(∂lscf(x1) ∪ ∂lscg(x2)) for any
x1 ∈ dom(f) and x2 ∈ dom(g).
5 Minimax theorem
Our main result, the minimax theorem for Φlsc-convex functions is based on the following
general result proved in [23] for an arbitrary set X and class Φ.
Theorem 5.1 (Theorem 2.1 [23]). Let X be a Hilbert space and Y be a real vector space
and let a : X×Y → R¯. Assume that for any y ∈ Y the function a(·, y) : X → R¯ is proper
Φlsc-convex on X and for any x ∈ X the function a(x, ·) : Y → R¯ is concave on Y . The
following conditions are equivalent:
(i) for every α ∈ R, α < inf
x∈X
sup
y∈Y
a(x, y), there exist y1, y2 ∈ Y and ϕ1 ∈ supp a(·, y1),
ϕ2 ∈ supp a(·, y2) such that the intersection property holds for ϕ1 and ϕ2 on X at
the level α,
(ii) sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y).
In the above theorem the intersection property is sufficient and necessary condition for
the minimax equality to hold. Taking into account the results from section 4 we show
that our new condition, the zero subgradient condition, involving the Φεlsc-subdifferential
is a sufficient condition for minimax equality to hold.
Theorem 5.2 Let X, Y be a Hilbert spaces and a : X × Y → R¯ be such that for any
y ∈ Y the function a(·, y) : X → R is Φlsc-convex on X and for any x ∈ X the function
a(x, ·) : Y → R is concave on Y .
If for every β < inf
x∈X
sup
y∈Y
a(x, y) and every ε > 0 there exist y1, y2 ∈ Y and x¯ ∈
[a(·, y1) ­ β]∩[a(·, y2) ­ β] such that the functions a(·, y1) and a(·, y2) satisfy the ZS(ε, x¯)
condition then,
sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y).
Proof.We show that the condition (i) of Theorem 5.1 holds. Let α < inf
x∈X
sup
y∈Y
a(x, y). Let
β be such that α < β < inf
x∈X
sup
y∈Y
a(x, y) and ε = β − α > 0. By assumption, there exist
y1, y2 ∈ Y and x¯ ∈ [a(·, y1) ­ β] ∩ [a(·, y2) ­ β] such that
0 ∈ co(∂εlsca(·, y1)(x¯) ∪ ∂
ε
lsca(·, y2)(x¯)).
13
From Proposition 4.3 we get that there exist ϕ1 ∈ supp a(·, y1), ϕ2 ∈ supp a(·, y2) such
that the intersection property holds for ϕ1 and ϕ2 on X at the level β−ε. Since, ε = β−α,
the intersection property holds at the level α.
Let us note that, if inf
x∈X
sup
y∈Y
a(x, y) = −∞ then, the equality sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y)
always holds. If we assume that inf
x∈X
sup
y∈Y
a(x, y) < +∞ and β = inf
x∈X
sup
y∈Y
a(x, y) we get the
following, stronger result.
Theorem 5.3 Let X, Y be a Hilbert spaces and a : X × Y → R¯ be such that for any
y ∈ Y the function a(·, y) : X → R is Φlsc-convex on X and for any x ∈ X the function
a(x, ·) : Y → R is concave on Y .
If there exist y1, y2 ∈ Y and x¯ ∈ [a(·, y1) ­ β] ∩ [a(·, y2) ­ β] such that the functions
a(·, y1) and a(·, y2) satisfy the ZS(0, x¯) condition, then
sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y).
Proof. The proof is an immediate consequence of Proposition 4.3 and Theorem 5.1.
Now, we can use Proposition 4.6 to provide the necessary condition, involving Φlsc-
subdifferential.
Theorem 5.4 Let X, Y be a Hilbert spaces and a : X × Y → R¯ be a function such that
for any y ∈ Y the function a(·, y) : X → R is Φlsc-convex on X and for any x ∈ X the
function a(x, ·) : Y → R is concave on Y .
If
sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y),
then for every α < inf
x∈X
sup
y∈Y
a(x, y) there exist y1, y2 ∈ Y such that for every ε > 0 there
exist x1 ∈ dom(a(·, y1)), x2 ∈ dom(a(·, y2)) such that the functions a(·, y1) and a(·, y2)
satisfy the ZS(ε, x1, x2).
Proof. The proof is an immediate consequence of Proposition 4.6 and Theorem 5.1.
5.1 Minimax theorems for particular classes of functions
Basing on the results from section 2 and section 3 we now formulate te minimax theorems
for paraconvex functions and prox-bounded functions.
We start with minimax theorem for prox-bounded functions, where the zero subgra-
dient condition is formulate in the terms of the proximal subdifferential.
Theorem 5.5 Let X, Y be a Hilbert spaces and a : X × Y → R¯ be such that for any
y ∈ Y the function a(·, y) : X → R is prox-bounded on X and for any x ∈ X the function
a(x, ·) : Y → R is concave on Y .
If there exist y1, y2 ∈ Y and x¯ ∈ [a(·, y1) ­ β] ∩ [a(·, y2) ­ β] such that
0 ∈ co(∂Pa(·, y1)(x¯) ∪ ∂Pa(·, y2)(x¯)),
then
sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y).
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Proof. By Proposition 3.7 we get that the proximal subdifferential coincides with Φlsc
subdifferential, hence the functions a(·, y1) and a(·, y2) satisfy the ZS(0, x¯) condition. By
Theorem 5.3 we get the conclusion.
By the formula (3.6) for twice continuously differentiable prox-bounded functions we
have the following results.
Theorem 5.6 Let X, Y be a Hilbert spaces and a : X × Y → R¯ be such that for any
y ∈ Y the function a(·, y) : X → R is prox-bounded on X and for any x ∈ X the function
a(x, ·) : Y → R is concave on Y .
If there exist y1, y2 ∈ Y and x¯ ∈ [a(·, y1) ­ β] ∩ [a(·, y2) ­ β] such that the functions
a(·, y1) and a(·, y2) are twice continuously differentiable, and if there exists λ ∈ [0, 1] such
that
0 = λ∇a(·, y1)(x¯) + (1− λ)∇a(·, y2)(x¯)),
then
sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y).
Now we formulate the minimax theorems for the special subclass of Φlsc-convex functions
i.e. paraconvex functions.
Theorem 5.7 Let X, Y be a Hilbert spaces and a : X × Y → R¯ be such that for any
y ∈ Y the function a(·, y) : X → R is paraconvex on X and for any x ∈ X the function
a(x, ·) : Y → R is concave on Y .
If there exist y1, y2 ∈ Y and x¯ ∈ [a(·, y1) ­ β] ∩ [a(·, y2) ­ β] such that the functions
a(·, y1) and a(·, y2) satisfy the ZS(0, x¯) condition, then
sup
y∈Y
inf
x∈X
a(x, y) = inf
x∈X
sup
y∈Y
a(x, y).
6 Conclusions
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