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L’imagerie hyperspectrale est actuellement en plein essor, tant auniveau de son champ d’application que des développements algorith-
miques associés. Elle est en effet utilisée dans des domaines aussi variés
que la défense, le domaine médical ou la surveillance de l’environnement.
Cette popularité provient certainement de la richesse de l’information
contenue dans une seule image, offrant ainsi de nombreuses possibilités
de traitement.
Une image hyperspectrale peut être considérée comme l’extension
d’une image couleur classique. Cette dernière caractérise la réponse spec-
trale de la scène étudiée (ou réflectance), à seulement trois longueurs
d’onde (le rouge pour λ = 700 nm, le vert pour λ = 546 nm, et le bleu
pour λ = 436 nm), contre une ou plusieurs centaines pour une image
hyperspectrale. Sur la Figure 1.1, on représente ce type de données sous
la forme d’un cube hyperspectral, avec deux dimensions spatiales et une
dimension spectrale. On peut voir que chaque pixel est un vecteur de
dimension L qui, une fois corrigé de l’illumination incidente, caractérise
la réponse spectrale du ou des matériaux qui le constituent : il est ainsi
possible de retrouver à distance sa composition.
De nombreuses applications sont développées, de la détection supervisée
ou non supervisée, à la classification en zones spectralement homogènes,
en passant par des problématiques d’estimation de paramètres caractéris-
tiques de la scène imagée.
De nos jours, l’imagerie hyperspectrale est également beaucoup utili-
sée comme outil de cartographie en milieu aquatique. A partir de telles
données, on peut retrouver la composition des fonds marins (Louchard
et al. 2003, Mobley et al. 2005, Fearns et al. 2011) ou établir des cartes
de bathymétrie en zones côtières (Adler-Golden et al. 2005, Brando et al.
2009, Heege et al. 2007). Pour illustrer cela, on montre sur la Figure 1.2 un
exemple de cette dernière application, réalisé par la société ActiMar à par-
tir des données HypLitt présentées dans la Section 1.2. On peut également
identifier les concentrations de divers constituants de l’eau (phytoplanc-
ton, matière organique dissoute, etc) (Kutser et al. 2005, Gitelson et al.
2007, Le et al. 2009). L’utilisation de telles images aériennes pouvant cou-
vrir des étendues très importantes permet d’améliorer considérablement
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Figure 1.1 – Cube hyperspectral (Christophe 2006).
l’efficacité des méthodes traditionnelles de mesure de la composition de
l’eau, basées sur des prélèvements effectués sur un faible nombre de
sites. La portée de ce type d’imagerie représente donc un avantage très
intéressant par rapport à d’autres techniques de cartographie.
Dans cette thèse, nous développons de nouvelles méthodes permet-
tant d’estimer les caractéristiques de la colonne d’eau. Pour cela, nous
utilisons un modèle bathymétrique de réflectance, qui tient compte de la
profondeur et des concentrations en constituants dits "optiquement actifs"
de l’eau. Nous abordons le problème d’un point de vue statistique, en
considérant que chaque pixel est une réalisation d’un vecteur aléatoire,
paramétré grâce au modèle bathymétrique. Par rapport aux techniques
d’inversion classiques, cela représente une approche novatrice dans la ré-
solution de ce type de problème. De plus, la précision obtenue et les temps
de calcul sont très intéressants et figurent parmi les atouts majeurs de ces
méthodes.
Par ailleurs, si plusieurs techniques d’estimation des paramètres caracté-
ristiques de la colonne d’eau ont déjà été développées dans la littérature,
peu d’auteurs se sont penchés sur la problématique de la détection de
cibles immergées. En effet, l’implémentation des filtres traditionnellement
utilisés en milieu aérien n’est pas satisfaisante dès lors qu’elle est faite en
milieu aquatique. Par définition, les détecteurs supervisés nécessitent de
connaître le spectre de la cible que l’on recherche afin de pouvoir le com-
parer au pixel test ; or, placée sous une certaine couche d’eau, la cible peut
potentiellement avoir une réflectance très différente du spectre observé à
l’air libre. On peut observer cela sur la Figure 1.3, où l’on représente l’évo-
lution de cette déformation en fonction de la profondeur et de la turbidité
de l’eau. Pour conserver de bonnes performances, il est nécessaire de cor-
riger l’effet de la colonne d’eau avant le processus de détection, et dans nos
travaux, le modèle bathymétrique est donc inséré dans le développement
des filtres. Les détecteurs ainsi obtenus s’avèrent très intéressants vis-à-
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Figure 1.2 – Carte de profondeur estimée (en bas) réalisée par la société ActiMar, à partir
des données HypLitt (en haut).
vis des méthodes consistant à supprimer l’effet de la colonne d’eau avec
le modèle de réflectance et les paramètres estimés grâce aux méthodes
usuelles, et appliquer les algorithmes de détection classiques.
1.2 Liens avec le projet REI HypLitt
A partir de la deuxième année, cette thèse a été menée en parallèle avec
le projet HypLitt (Evaluation des capacités de la télédétection HYPerspec-
trale et développement de méthodes innovantes de traitement d’images
pour des applications Défense en zone LITTorale), qui est un contrat REI
(Recherche Exploratoire et Innovation) financé par la Mission pour la Re-
cherche et l’Innovation Scientifique (MRIS) de la Direction Générale de
l’Armement (DGA). Il regroupe la société ActiMar et l’Institut Fresnel.
Une campagne de télédétection hyperspectrale comprenant l’acquisition
de données aéroportées à l’aide d’un capteur imageur VNIR Hyspex et
de données de spectroradiométrie de terrain associées, a été réalisée par
ActiMar en septembre 2010. Nos algorithmes ayant été testés jusqu’alors
sur des images synthétiques, ce nouvel ensemble de données a été d’un
apport considérable sur l’évaluation et la valorisation de nos méthodes.
La campagne a été menée en Bretagne, à proximité de la presqu’île de
Quiberon : trois sites S1, S2, et S3 ont été définis afin d’imager la gamme
bathymétrique la plus large possible (voir Figure 1.4). Les images ont été
prises à différentes altitudes et suivant plusieurs caps. La campagne ayant
été faite sur trois jours, nous avons pu avoir avoir accès à différents ins-
tants du cycle de marée (et donc différentes profondeurs pour le même
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Figure 1.3 – Evolution du spectre du sable mouillé en fonction de la nature de la couche











400-1000 160 4.5 0.4, 0.5, 1, 2
400-1000 80 7.4 0.5
Table 1.1 – Caractéristiques des données HypLitt.
site) et des qualités d’eau sensiblement distinctes. Les caractéristiques des
données sont présentées dans le Tableau 1.1. Sur ces images, comme sur
les simulations, nous avons restreint l’intervalle de longueurs d’onde à
400 nm-700 nm. Ce choix est dicté par le fait que le rayonnement proche
infra-rouge (au-delà de 700 nm) pénètre très peu dans l’eau : on peut
d’ailleurs voir sur la Figure 1.3 que la lumière rouge est déjà considéra-
blement atténuée. Pour cette raison, les études menées dans ce domaine
ne prennent en compte que les longueurs d’onde du visible. Par ailleurs,
nous avons choisi de travailler avec les images à 160 bandes ayant la réso-
lution spatiale minimum (0.4 m et 0.5 m). En effet, la plupart des méthodes
d’estimation développées (en dehors des méthodes d’estimation de pente)
requièrent de posséder un échantillon d’apprentissage où les données sont
identiquement distribuées, et ne sont donc pas adaptées à des résolutions
spatiales trop importantes (pour lesquelles les paramètres caractéristiques
de la colonne d’eau varieraient trop).
Afin de tester les méthodes de détection, une série de bâches a été instal-
lée sur chaque zone. Dans cette thèse, nous utilisons les images du site
S3 pour évaluer les performances des filtres, car cela correspond aux pro-
fondeurs les plus importantes, et donc aux situations les plus difficiles à
gérer. Sur cette zone, cinq jeux de cibles de 1 m2 chacune (une blanche et
une noire) ont été déposés au fond, à des profondeurs allant de 4.70 m
à près de 22 m (sites I1, à I5). Par ailleurs, les prélèvements d’eau ont été
réalisés uniquement dans la zone S3.
En ce qui concerne les prétraitements, les images ont été corrigées géomé-
triquement, projetées et géoréférencées dans le système UTM 30N, grâce
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Figure 1.4 – Localisation des trois zones imagées S1, S2, et S3.
aux données de trajectographie. La précision géométrique est de l’ordre du
pixel. Les données ont ensuite été corrigées atmosphériquement à l’aide
du modèle ATCOR, présenté par Richter (2011), et ajustées grâce aux don-
nées de spectroradiométrie de terrain. Par ailleurs, les réflexions spécu-
laires présentes essentiellement sur les images du site S3 ont été corrigées
par l’algorithme de Lyzenga (1978).
Une partie des images sélectionnées sont présentées sur la Figure 1.5.
1.3 Présentation des travaux
Cette thèse se découpe en six chapitres.
Après cette introduction, nous présentons dans le deuxième chapitre les
différents modèles de transfert radiatif dans la colonne d’eau qui ont été
utilisés tout au long de ces dernières années. Nous y évoquons deux types
de modélisations de la réflectance, selon que l’on se place en profon-
deur finie ou infinie. Puis nous décrivons les liens avec la nature de la
couche d’eau, à travers l’expression des coefficients d’atténuation et de
rétro-diffusion.
Dans le troisième chapitre, nous présentons les techniques d’estimation
classiques des paramètres du modèle de réflectance. Dans les méthodes
globales d’inversion, deux approches sont utilisées : dans la première, une
fonction d’erreur entre la mesure et le modèle est minimisée en fonction
des paramètres à estimer. Dans la deuxième, une bibliothèque de spectres
est constituée avant tout traitement ; puis l’observation est comparée à
chaque élément de cette librairie afin de trouver l’ensemble de paramètres
permettant de reproduire le plus fidèlement possible le spectre mesuré.
Dans le quatrième chapitre, nous présentons les méthodes statistiques
d’estimation étudiées au cours de cette thèse. Nous développons la mé-
thode d’estimation du maximum de vraisemblance, en considérant dans
un premier temps, que les paramètres inconnus sont constants dans
l’image. Ensuite, nous insérons un modèle de pente dans l’expression de
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Figure 1.5 – Images en pseudo-vraies couleurs créées à partir des données HypLitt.
la vraisemblance, afin de pouvoir gérer des profondeurs variables. Puis,
nous étudions l’apport de connaissances a priori sur la distribution des
paramètres à estimer. Enfin, nous comparons nos résultats aux bornes de
Cramér-Rao, outils théoriques nous donnant la précision maximale pou-
vant être atteinte par toute méthode d’estimation. Toutes ces méthodes
sont testées à la fois sur les données synthétiques et sur les données Hy-
pLitt.
Dans le cinquième chapitre, nous insérons les modèles bathymétriques
dans les détecteurs classiquement utilisés (MF, AMF, ACE). Dans le cas où
les paramètres caractéristiques de la colonne d’eau sont inconnus, nous
développons le GBF, un filtre issu du test de vraisemblance généralisé,
permettant de détecter des cibles immergées même si l’on ne dispose d’au-
cune connaissance a priori. Ces filtres, dits bathymétriques, sont testés sur
les données synthétiques et sur les données HypLitt.
Enfin, dans le sixième chapitre, nous concluons sur l’apport de nos mé-
thodes d’estimation statistiques et de détection dans le contexte de l’ana-
lyse de scènes côtières.
2Modèles de transfertradiatif dans la colonne
d’eau
2.1 Introduction sur les grandeurs considérées
Une image hyperspectrale est une mesure du rayonnement émis ou ré-fléchi par la scène étudiée dans un grand nombre de bandes spec-
trales contiguës. La grandeur considérée peut être simplement la radiance,
ou la réflectance.





où Eu(λ) et Ed(λ) sont respectivement les irradiances ascendante et des-
cendante (en W.m−2).
La grandeur mesurée par le capteur hyperspectral est une mesure de ra-
diance, i.e. une mesure de l’irradiance dans une direction donnée. La ré-





où Lu(λ) est la radiance ascendante (en W.sr−1.m−2). Le facteur
Q = Eu(λ)Lu(λ) =
R(λ)
rrs(λ)
reliant les deux grandeurs ci-dessus est une
mesure caractéristique de l’anisotropie de la radiance ascendante. Pour
une distribution isotrope, on a Q = pi sr. Dans l’eau, Albert et Mobley
(2003) évoquent une valeur de 5 sr.
Dans cette thèse, nous nous sommes concentrés sur l’étude des inter-
actions de la lumière avec l’eau, et par conséquent, lors des simulations,
nous ne modélisons pas les effets liés à l’atmosphère ou à la traversée de
l’interface air/eau. Les réflectances avec lesquelles nous travaillons sont
des réflectances dites subsurfaces, c’est-à-dire mesurées juste sous la sur-
face de l’eau.
Sur les images HypLitt, la correction atmosphérique est réalisée avec le
modèle ATCOR (Richter 2011).
En ce qui concerne la traversée de la surface, elle peut être représentée
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par différentes relations plus ou moins similaires présentées dans la litté-
rature ces dernières années. Certains auteurs lient ainsi la réflectance juste
au-dessus de la surface r+rs à la réflectance juste en-dessous de la surface
r−rs par une relation linéaire :
r+rs(λ) = F× r−rs(λ). (2.3)
Lee et al. (1994) et Giardino et al. (2007) prennent F = 0.533, tandis que
Kutser (2004) choisit F = 0.544.
Lee et al. (1998a) et Lee et Carder (2002) décrivent la traversée de cette





Lee et al. (1999), Cannizzaro et Carder (2006), Gerardino-Neira et al. (2008),






L’application numérique de la formule donnée par Gege (2004) donne (en










La modélisation de Lee et al. (1999) ayant été très utilisée jusqu’à présent,
nous l’avons choisie dans nos travaux.
Dans cette thèse, nous travaillons avec des réflectances en radiance car
le capteur hyperspectral mesure une valeur de radiance. Toutefois, il est
utile de garder en mémoire la relation R(λ) = Q × rrs(λ) évoquée plus
haut, pour passer d’une grandeur à l’autre. Par simplicité, on notera par
la suite r(λ) = rrs(λ).
2.2 Modèle général
Les interactions entre la lumière incidente et la colonne d’eau sont
multiples et complexes, comme illustré sur la Figure 2.1. Nous détaillons
ici deux types de modélisation de la réflectance, selon que le fond soit ou
non pris en compte.
2.2.1 Réflectance en profondeur infinie
Dans le cas de zones dites "optiquement profondes", quand la hau-
teur d’eau et la turbidité sont telles que le fond n’a quasiment aucune
influence sur la réflectance subsurface, on peut représenter cette dernière
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par la réflectance d’une colonne d’eau infinie r∞(λ). Typiquement, cela
correspond à ce que l’on peut retrouver en haute mer ou en fleuve. Le
signal reçu caractérise alors uniquement la colonne d’eau, et dépend
notamment de ses spectres d’absorption a(λ) et de rétro-diffusion bb(λ).
Une formulation très utilisée est décrite par Gordon et al. (1975) et
reprise notamment par Simis et al. (2005), Morel et al. (2007), et Ran-








où G est un coefficient variable dépendant notamment de la structure du
champ de lumière incident. Forget et al. (1997), Cococcioni et al. (2007),
Hakvoort et al. (2002) choisissent G = 0.33, tandis que Dekker et al. (2001)
prennent G = 0.39 ± 0.03. Strömbeck et Pierson (2001) choisissent
G = 0.083, mais travaillent avec des réflectances en radiance. Vahtmäe
et al. (2008) et Kutser (2004) paramétrisent G en fonction du cosinus de
l’angle d’incidence de la lumière sous la surface µd ≈ cos θs, où θs est
l’angle zénithal solaire : G = (−0.629µd + 0.975) (à noter qu’une autre
relation entre µd et θs est proposée par McKee et al. (2003)). Pour Giardino
et al. (2007), ce coefficient dépend de la longueur d’onde et s’exprime
par G(λ) = 1
1+ µd(λ)
µu(λ)
, où µd(λ) (respectivement µu(λ)) sont les cosinus
moyens des angles entre la normale à la surface et la lumière descendante
(respectivement ascendante).
En pratique, lorsque la turbidité de l’eau est principalement dûe au
phytoplancton (Morel et Prieur (1977) qualifient ces eaux comme étant de
type I, contrairement aux eaux de type II, riches en particules non orga-
niques et en matière organique dissoute colorée), le terme d’absorption
est très supérieur au terme de rétro-diffusion, et par conséquent, il est
courant de faire l’approximation bb(λ)a(λ)+bb(λ) ≈
bb(λ)
a(λ) . Les paramétrisations
de r∞(λ) présentées plus haut peuvent alors être reprises avec ce nouveau
rapport (Morel et Prieur 1977, Kirk 1984, Sathyendranath et al. 1989).
D’autres modélisations faisant intervenir cette fraction sont également
utilisées par Morel et Gentili (1993), Jerome et al. (1996) ou McKee et al.
(2003).
Par ailleurs, de nombreux auteurs considèrent que le facteur G de
l’Equation 2.8 est en réalité une fonction des coefficients d’absorption et
de rétro-diffusion à travers la fraction bb(λ)a(λ)+bb(λ) , afin de tenir compte de
ses variations causées par les diffusions multiples (Lee et al. (2004)). Ainsi,
grâce à des méthodes de simulation de Monte-Carlo, Gordon et al. (1988)










En se basant sur cette dernière paramétrisation, Lee et al. (1998a) pro-
posent une nouvelle expression construite à partir du modèle numérique
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de transfert radiatif Hydrolight (Mobley et al. 1993, Mobley 1994), qui est
très utilisé dans ce domaine (Albert et Mobley 2003, McKee et al. 2003,
Matthews et al. 2010, Giardino et al. 2007, Van Der Woerd et Pasterkamp










Cette expression est ensuite actualisée par Lee et al. (1999), et demeure
à ce jour, au même titre que l’article dans sa globalité, comme l’une des










Depuis, Lee et al. (2002) et Lee (2009) remplacent le couple de valeurs
(0.084 ;0.17), convenant davantage pour les eaux côtières que le couple
(0.0949 ;0.0794) proposé par Gordon et al. (1988) destiné plutôt aux eaux
de haute mer, par (0.089 ;0.125), simple moyenne des deux précédents.
Toutefois, une des limitations de cette modélisation vient du fait que
différentes valeurs de a(λ) et de bb(λ) peuvent donner le même rapport
bb(λ)
a(λ)+bb(λ)
, et donc la même valeur de G(λ). Pourtant, étant donné que
ce paramètre G(λ) dépend en partie de la distribution angulaire de la
lumière, et que celle-ci est différente selon que la lumière ait été rétro-
diffusée par les molécules d’eau ou les particules (on entend par là tout
type de particules, organiques ou non organiques), la dépendance de G(λ)













où gw est une constante et gp(λ) une fonction de a(λ) et bb(λ). On
voit bien ici que que la nouvelle fonction G est la somme d’un terme
modélisant l’influence de la diffusion par les molécules d’eau, et d’un
terme représentant l’influence de la diffusion par les particules. En re-
vanche, les auteurs ne fournissent pas d’expressions analytiques pour gw
et gp(λ) : la constante gw ainsi que celles intervenant dans l’expression
semi-analytique de gp(λ) sont retrouvées en minimisant l’erreur de mo-
délisation calculée à partir des spectres générés par le logiciel Hydrolight.
Ce modèle a été repris depuis par Cannizzaro et Carder (2006).
Enfin, Albert et Mobley (2003) ont développé une nouvelle paramétri-
sation à l’aide d’Hydrolight, fonction de x(λ) = bb(λ)a(λ)+bb(λ) , du cosinus de
l’angle zénithal solaire cos θs, du cosinus de l’angle de visée cos θv, et de
la vitesse du vent u :
r∞(λ) = p1
(
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Figure 2.1 – Schéma représentant les interactions entre la lumière incidente et l’atmo-
sphère, la colonne d’eau et le fond.
Les valeurs numériques de p1, p2, p3, p4, p5, p6, et p7 sont données dans
l’article original.
Dans cette thèse, nous avons choisi de travailler avec la modélisation
de Lee et al. (1999) (Equation 2.11), celle-ci ayant été utilisée et validée
dans de nombreux articles ces dernières années.
2.2.2 Réflectance en profondeur finie
Modélisation de la réflectance
En zones côtières, lorsque le fond est visible et influence la réflectance
subsurface, une autre modélisation est utilisée. Celle-ci est décrite sur
la Figure 2.1. Une partie des photons entrant dans l’eau sont réfléchis
par la colonne d’eau elle-même et ressortent sans avoir interagi avec le
fond. Cela correspond au terme r∞(λ) évoqué précédemment. A cela
s’ajoutent les photons ayant été réfléchis par le fond et qui vont également
influencer la réflectance subsurface. Dans les deux cas, ces flux d’énergie
sont atténués par la colonne d’eau à travers des processus d’absorption et
de rétro-diffusion. Quatre paramètres physiques dits "optiquement actifs"
sont reconnus comme principaux responsables de la déformation des
spectres (en plus des molécules d’eau) : la profondeur H, et les concentra-
tions en phytoplancton CPHY, en matière organique dissoute colorée (ou
substance jaune, CDOM) CCDOM et en particules non algales CNAP.
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Un premier modèle de réflectance (en irradiance), nommé SSI (Single
Scattered Irradiance), est développé par Philpot (1987) :
R(λ) = R∞(λ) + (R0,B(λ)− R∞(λ)) e−(kd(λ)+ku(λ))H (2.14)
où R0,B(λ) représente la réflectance en irradiance du fond, et kd(λ)
(resp. ku(λ)) le coefficient d’atténuation dans le sens descendant (resp.
ascendant). Par construction du modèle SSI, un photon ne peut être rétro-
diffusé qu’une seule fois (même si les valeurs des paramètres R∞(λ),
kd(λ), et ku(λ) prennent en compte les diffusions multiples), et par consé-
quent, l’atténuation de la lumière rétro-diffusée vers la surface est ensuite
supposée uniquement causée par le phénomène d’absorption. Ajouté au
fait que les structures géométriques des flux descendant et ascendant sont
différentes, cela explique que les coefficients kd(λ) et ku(λ) ne sont pas
égaux.
Maritorena et al. (1994) complexifient ce modèle en distinguant les
photons ascendants ayant interagi ou non avec le fond ; en effet, la struc-
ture géométrique de ces deux flux d’énergie étant différente, ils ne sont
pas atténués de la même façon :







où kbu(λ) (resp. kcu(λ)) représente le coefficient d’atténuation des photons
ayant interagi (resp. n’ayant pas interagi) avec le fond.
Toutefois, en pratique, kbu(λ) et kcu(λ) sont difficilement mesurables
(Philpot 1989), et Maritorena et al. (1994) proposent de n’utiliser qu’un
seul coefficient d’atténuation k(λ), choisi égal à kd(λ) :
R(λ) = R∞(λ) + (R0,B(λ)− R∞(λ)) e−2k(λ))H. (2.16)
Ce modèle simplifié est repris notamment par Vahtmäe et al. (2008), Ber-
tels et al. (2008), Minghelli-Roman et al. (2007), et Lee (2003).
Lee et al. (1998a) actualisent le modèle de l’Equation 2.15 en déve-
loppant un modèle semi-analytique inversible, permettant de retrouver la
profondeur et les propriétés optiques de la colonne d’eau à partir de la
réflectance. En générant des spectres de réflectance grâce au logiciel Hy-
drolight, les auteurs paramétrisent empiriquement les coefficients kd(λ),
kbu(λ) et kcu(λ) en fonction de l’absorption, de la rétro-diffusion, et de
l’angle zénithal solaire. Ils expriment ainsi la réflectance en radiance r(λ)
telle que :







où A0 = 1.03 et A1 = 0.31.
Ce modèle est ensuite actualisé par Lee et al. (1999), qui prend notamment
en compte des angles de visée non nuls :
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Ici, le fond est supposé lambertien, et par conséquent, le facteur d’ani-
sotropie associé est choisi égal à pi. Jusqu’à présent, ce dernier modèle
a été très utilisé et beaucoup d’auteurs le considèrent comme référence
(Brando et al. 2009, Albert et Mobley 2003, Fearns et al. 2011, Cannizzaro
et Carder 2006, Lee et Carder 2002, Xiu et al. 2009, Gerardino-Neira et al.
2008, Volpe et al. 2011).
Plus récemment et toujours à l’aide d’Hydrolight, Albert et Mobley
(2003) ont développé de nouvelles paramétrisations pour r∞(λ), kbu(λ),
kcu(λ) et kd(λ), plus complexe et utilisée avec le modèle géneral de Lee
et al. (1999). Celles-ci sont optimisées pour les eaux de type II, riches
en CDOM et en particules en suspension (Morel et Prieur 1977), et font
notamment intervenir la vitesse du vent.
Dans nos travaux, nous avons tour à tour utilisé le modèle simplifié de
Maritorena et al. (1994) (Equation 2.16) que l’on nommera M1, puis celui
de Lee et al. (1999) (Equation 2.18) que l’on nommera M2.
Modélisation des coefficients d’atténuation
Ces grandeurs, caractéristiques de la composition de la colonne d’eau,
ont été sujettes à nombre de paramétrisations différentes ces dernières
décennies.
Etant donnée la structure géométrique différente des flux d’énergie as-
cendant et descendant, il est communément admis que l’atténuation ne
soit pas identique dans les deux sens. Souvent, c’est la difficulté d’accès
au coefficient d’atténuation dans la direction montante ku(λ) qui conduit
les auteurs à considérer que les deux paramètres sont égaux (Philpot
1987; 1989, Maritorena et al. 1994). En revanche, la structure du champ
lumineux descendant étant moins complexe, l’évaluation du coefficient
kd(λ) est plus facile, et par conséquent, davantage de paramétrisations
ont pu être étudiées.
A l’aide de méthodes de simulation de Monte-Carlo, Kirk (1981) pro-
pose ainsi l’expression suivante en fonction du coefficient d’absorption
a(λ) et du coefficient de diffusion b(λ) :
kd(zm,λ) =
(
a(λ)2 + 0.256 a(λ) b(λ))
)0.5
(2.19)
où zm est la profondeur située au milieu de la zone euphotique, c’est-à-
dire la profondeur pour laquelle l’irradiance est égale à 10% de la valeur
mesurée juste sous la surface.
Afin de traduire la dépendance de kd(λ) en la structure du champ in-
cident, Kirk (1984) développe, de la même façon, une nouvelle expression





a(λ)2 + (0.473µd − 0.218) a(λ) b(λ))
)0.5
. (2.20)
Cette formulation a notamment été reprise par Vahtmäe et al. (2008).
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Gordon (1989) développe une expression reprise notamment par Al-





Différentes valeurs de κ sont utilisées : Gordon (1989), et Morel et al.
(2007) prennent κ = 1.0395, tandis que Albert et Mobley (2003) et Gege
(2004) utilisent κ = 1.0546. Pour McKee et al. (2003), κ varie entre 1.02
et 1.06. Enfin, Sathyendranath et Platt (1997), Lee et al. (1998a), et Fearns
et al. (2011) choisissent de prendre κ = 1.
En ce qui concerne le coefficient d’atténuation dans le sens ascendant,
Sathyendranath et Platt (1997) proposent de faire l’analogie avec l’expres-





où µu est le cosinus moyen de l’angle fait par la lumière ascendante
avec la normale à la surface. Toutefois, de par la structure différente des
flux descendant et montant (ce dernier étant plus diffus), les auteurs
reconnaissent que cette relation n’est valable que lorsque l’influence de
la diffusion est faible par rapport celle de l’absorption, et que par consé-
quent, elle doit être utilisée avec prudence.
Comme évoqué dans la Section 2.2.2, Lee et al. (1998a) distinguent
les photons ayant interagi ou non avec le fond (respectivement kbu(λ) et
kcu(λ)) :














Lee et al. (1999) actualisent ensuite ces expressions, en faisant notamment






















Albert et Mobley (2003) développent un modèle qui est optimisé pour
leur zone d’étude, à savoir le lac de Constance en Allemagne, et qui est
plutôt adapté aux eaux de type II. Ils expriment kcu(λ) et kbu(λ) tels que :
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Deux ensembles {q1, q2} sont calculés pour kbu(λ) et kcu(λ). Cette modéli-
sation est notamment reprise par Matthews et al. (2010).
Pour les mêmes raisons que pour la réflectance d’une colonne d’eau
infinie, nous avons choisi la modélisation de Lee et al. (1999) pour repré-
senter les trois coefficients d’atténuation.
En ce qui concerne µd, comme une majorité d’auteurs, on le choisit égal
à cos θs, où θs est l’angle zénithal solaire. Ce dernier correspond à l’angle
entre la direction du soleil et la verticale du lieu étudié. Il s’exprime en
fonction de la latitude Φ, de la déclinaison solaire δ, et de l’heure t, et est
donné par la relation suivante (Campbell et Norman 1998) :
cos θs = sinΦ sin δ+ cosΦ cos δ cos [15(t− 12)] (2.29)
La déclinaison solaire est égal à l’angle entre la direction du soleil et le
plan de l’équateur, et dépend uniquement du jour de l’année (Campbell
et Norman 1998). Pour les images HypLitt ayant été prises entre le 14 et le
17 septembre, cela correspond à une déclinaison d’environ -4˚. La latitude
est elle égale à 47˚30’.
Enfin, dans tous nos tests, l’angle de visée θv est pris égal à 0. On suppose
ainsi que les images ont été prises à la verticale de la scène.
2.3 Modélisation des paramètres physiques
Les phénomènes d’absorption et de rétro-diffusion, responsables de
l’atténuation dépendent bien évidemment de la composition de l’eau. De
nombreuses modélisations ont été utilisées dans la littérature, et diffèrent
essentiellement par le nombre et le type de constituants pris en compte, et
les spectres d’absorption et de rétro-diffusion spécifiques associés à cha-
cun d’entre eux. Communément, en plus des molécules d’eau elles-même,
trois constituants sont reconnus pour jouer un rôle important sur la dé-
formation du spectre : le phytoplancton, le CDOM, et les particules non
algales (ou tripton). Certains auteurs décrivent ainsi l’effet de chaque com-
posant séparément, tandis que d’autres regroupent certains d’entre eux en
un seul terme. D’autres encore décomposent par exemple l’influence du
phytoplancton en la somme des influences de chaque type de phytoplanc-
ton. La taille des particules peut également être un facteur de différencia-
tion.
Pour cette raison, il est donc nécessaire de prendre certaines précautions
avant de regrouper sous la même expression plusieurs termes issus de
modèles différents, afin, par exemple, de ne pas doubler la modélisation
de l’influence d’un constituant.
Les coefficients d’absorption et de rétro-diffusion s’écrivent comme la
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Figure 2.2 – Différents spectres d’absorption de l’eau pure.
2.3.1 Absorption
Influence de l’eau pure
Le coefficient d’absorption de l’eau de mer pure a fait l’objet de plu-
sieurs études et de nombreux auteurs ont proposé des spectres qui dif-
fèrent malgré tout quelque peu. Nous en avons sélectionné trois qui inter-
viennent fréquemment dans les articles les plus importants :
– le modèle de Pope et Fry (1997), utilisé notamment par Lee et al.
(1998a; 1999), Brando et al. (2009), Giardino et al. (2007), Cannizzaro
et Carder (2006), Carder et al. (2004), Matthews et al. (2010), Fearns
et al. (2011), Xiu et al. (2009),
– le modèle de Smith et Baker (1981), utilisé par Giardino et al. (2007),
Vahtmäe et al. (2008), Forget et al. (1997), Kutser (2004), et
– le modèle de Buiteveld et al. (1994) utilisé par Albert et Mobley
(2003).
Ces trois spectres sont représentés sur la Figure 2.2.
En théorie, l’absorption dépend de la salinité et de la température (Gege
2004, Sullivan et al. 2006), mais en pratique, peu d’auteurs prennent en
compte ces influences.
Dans cette thèse, nous utilisons le spectre moyen, calculé à partir des
trois modèles présentés.
Influence du phytoplancton
La difficulté réside ici dans le fait que chaque espèce de phytoplancton
a un effet différent sur l’absorption, comme on peut le voir sur l’étude
menée par Ahn et al. (1992). Sans aucune connaissance a priori sur la
composition du phytoplancton, il est donc délicat de modéliser précisé-
ment l’absorption aPHY(λ), chaque représentation étant adaptée à la zone
d’étude.
Deux types de modélisation sont utilisées dans la littérature. La pre-
mière fait intervenir le spectre d’absorption spécifique du phytoplancton
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a∗PHY(λ) et sa concentration, et exprime l’absorption telle que :
aPHY(λ) = CPHY a∗PHY(λ) (2.32)
aPHY(λ) étant exprimée en m−1, CPHY en µg.L−1, et a∗PHY(λ) en
L.m−1.µg−1. Le spectre a∗PHY(λ) est en général déterminé pour un type de
phytoplancton, et par conséquent, il est différent selon les lieux d’étude.
Par exemple, Brando et al. (2009) utilisent ainsi un spectre adapté à la
Baie de Moreton (Australie), Giardino et al. (2007) au Lac de Garde (Ita-
lie), Keller (2001), Albert et Mobley (2003), et Vahtmäe et al. (2008) au
Lac de Constance (Allemagne), et Hakvoort et al. (2002) au Veluwemeer
(Pays-Bas). Bricaud et al. (1995) ont étudié l’évolution de ce spectre dans
différentes régions du monde et couvert une large gamme de concentra-
tions.
Enfin, Gege (2004) propose de prendre en compte la contribution de




Par ailleurs, une autre modélisation est introduite par Lee (1994). Celle-
ci fait intervenir la valeur de l’absorption aPHY(λ) à 440 nm, et deux coef-
ficients a0(λ) et a1(λ) dérivés empiriquement :
aPHY(λ) = {a0(λ) + a1(λ) ln [aPHY(440)]} aPHY(440). (2.34)
Le terme aPHY(440) peut s’exprimer en fonction de CPHY (Prieur et Sa-
thyendranath 1981) :
aPHY(440) = 0.06 CPHY0.65. (2.35)
Cette formulation a été reprise maintes fois (Lee et al. 1998a; 1999, Lee
et Carder 2002, Cannizzaro et Carder 2006, Lee 2009). Xiu et al. (2009) l’a
également utilisée en recalculant les spectres a0(λ) et a1(λ).
Dans cette thèse, nous utilisons deux modélisations : la formula-
tion 2.32 avec l’absorption spécifique de Bricaud et al. (1995), et celle de
Lee (1994) (Equation 2.34).
Influence de la matière organique dissoute colorée (CDOM)
De par sa forme dissoute, ce constituant n’intervient sur l’atténua-
tion qu’à travers l’absorption. Dans la quasi-totalité des articles concernés,
cette influence se matérialise par un terme exponentiel en λ, dont la pente
SCDOM varie selon les études :
aCDOM(λ) = aCDOM(λ0) e−SCDOM(λ−λ0). (2.36)
Par analogie avec les autres constituants, comme un certain nombre d’au-
teurs, nous posons CCDOM = aCDOM(λ0), CCDOM s’exprimant ainsi en
m−1. En ce qui concerne la longueur d’onde de référence λ0, elle est sou-
vent prise égale à 440 nm (Lee et al. 1999, Brando et al. 2009, Giardino et al.
2007, Albert et Mobley 2003, Gege 2004, Fearns et al. 2011), voire à 400 nm
(Pierson et Strömbeck 2001, Carder et al. 2004, Vahtmäe et al. 2008, Kutser
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et al. 2005). Enfin, la valeur de la pente SCDOM peut varier du simple
au double selon le lieu d’étude : par exemple, Albert et Mobley (2003)
prennent SCDOM = 0.014 nm−1 pour l’étude du Lac de Constance (Alle-
magne), tandis que Keller (2001) choisit SCDOM = 0.027 nm−1 pour le Lac
de Zurich (Suisse). Toutefois, il semble que la valeur la plus représentative
pour une grande variété d’eaux (Gege 2004) soit SCDOM ≈ 0.015 nm−1
(Forget et al. 1997, Lee et al. 1998a, Brando et al. 2009, Fearns et al. 2011).
Par ailleurs, il convient de remarquer que la valeur de la pente dépend
aussi du type de constituant pris en compte. En effet, le CDOM ayant le
même effet sur l’absorption que la matière organique particulaire (Can-
nizzaro et Carder 2006, Carder et al. 2004), certains auteurs les regroupent
sous le même terme aCDOM et utilisent une valeur moyenne pour SCDOM.
Lee et al. (1999), Cannizzaro et Carder (2006), Lee et Carder (2003) s’ac-
cordent sur SCDOM = 0.015 nm−1, Lee (2009) utilise SCDOM = 0.019 nm−1,
et Xiu et al. (2009) choisissent SCDOM = 0.012 nm−1.
Du fait de la difficulté liée au choix de cette valeur, Schwarz et al. (2002)
proposent ainsi, lorsque CCDOM est grand, de considérer SCDOM comme
une inconnue, et de l’estimer au même titre que CCDOM.
Dans cette thèse, nous utilisons la modélisation de Brando et al. (2009),
où λ0 = 440 nm et SCDOM = 0.0157 nm−1.
Influence des particules non algales
Bien que l’influence de ce constituant sur l’absorption soit négligée
dans de nombreux articles (Lee et al. 1999, Cannizzaro et Carder 2006,
Fearns et al. 2011, Lee 2009, Xiu et al. 2009, Gege 2004), elle est tout de
même prise en compte régulièrement. La décroissance exponentielle de ce
terme peut être représentée par deux modélisations différentes.
Dans la première, l’absorption s’exprime comme le produit de la
concentration en particules et de l’absorption spécifique des particules (Sa-
thyendranath et al. 1989, Vahtmäe et al. 2008, Hakvoort et al. 2002, Kutser
2004) :
aNAP(λ) = CNAP a∗NAP(λ). (2.37)
Le spectre a∗NAP(λ) est notamment donné par Kutser (1997) ou Hakvoort
et al. (2002).
L’absorption des particules peut également s’exprimer par un terme
exponentiel centré en λ0 = 440 nm (Brando et al. 2009, Giardino et al.
2007) :
aNAP(λ) = CNAP a∗NAP(λ0) e
−SNAP(λ−λ0). (2.38)
Dans notre étude, on utilise la modélisation exponentielle de Brando
et al. (2009), avec a∗NAP(λ0) = 0.0048 m
2.g−1 et SNAP = 0.0106 nm−1.
En résumé
Nous prenons donc en compte l’influence des trois constituants pré-
sentés précédemment dans la modélisation du coefficient d’absorption
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Figure 2.3 – Spectres d’absorption de l’eau pure salée (Pope et Fry 1997, Smith et Ba-
ker 1981, Buiteveld et al. 1994), du phytoplancton (CPHY = 0.7 µg.L−1, Lee (1994)),
du CDOM (CCDOM = 0.08 m−1, Brando et al. (2009)), et des particules non algales
(CNAP = 3 mg.L−1, Brando et al. (2009)).
a(λ) :
a(λ) = aw(λ) + aPHY(λ) + aCDOM(λ) + aNAP(λ). (2.39)
aw(λ) est donné par le spectre moyen des spectres donnés par Pope et
Fry (1997), Smith et Baker (1981), Buiteveld et al. (1994). Pour aPHY(λ), on
utilise les deux modèles présentés par Lee (1994) d’une part, et par Brando
et al. (2009) d’autre part (avec le spectre d’absorption spécifique donné par
Bricaud et al. (1995)). aCDOM(λ) et aNAP(λ) sont quant à eux décrits par
Brando et al. (2009).
Afin d’illustrer les influences de chaque élément, nous représentons leur
spectre d’absorption sur la Figure 2.3.
2.3.2 Rétro-diffusion
Influence de l’eau pure
Le coefficient de rétro-diffusion de l’eau pure bb,w(λ) peut s’exprimer
en fonction du coefficient de diffusion de l’eau pure. Une probabilité de
rétro-diffusion de 50% est couramment admise (Sathyendranath et al.
1989, Forget et al. 1997, Albert et Mobley 2003, Kutser 2004, Vahtmäe et al.
2008), c’est-à-dire que les molécules d’eau distribuent également les pho-
tons dans les demi-espaces avant et arrière par rapport au rayonnement
incident. L’effet de la salinité peut aussi pris en compte avec l’ajout d’un
facteur multiplicatif de 1.3 (Morel et al. 2007). Le coefficient de diffusion
de l’eau pure est ensuite donné par Smith et Baker (1981) ou Buiteveld
et al. (1994).
Une autre formulation développée par Morel (1974) est également très
utilisée (Richardson et LeDrew 2006, Lee et al. 1998a; 1999; 1998b, Brando
et al. 2009, Giardino et al. 2007, Keller 2001, Cannizzaro et Carder 2006,
Carder et al. 2004, Lee 2009, Xiu et al. 2009, Lee et Carder 2002, Gege 2004).
20 Chapitre 2. Modèles de transfert radiatif dans la colonne d’eau
Figure 2.4 – Spectres de rétro-diffusion de l’eau pure salée (Morel 1974), du phy-
toplancton (CPHY = 0.7 µg.L−1, Brando et al. (2009)), et des particules non algales
(CNAP = 3 mg.L−1, Brando et al. (2009)).
Elle exprime l’absorption de l’eau pure sous la forme suivante :






avec λ1 = 500 nm. Le coefficient b1 peut être ajusté en fonction de la
salinité : pour l’eau douce, on a b1 = 0.00111 m−1, tandis que pour de l’eau
de mer avec une salinité de 35-38%, on a b1 = 0.00144 m−1.
Dans cette thèse, nous utilisons le modèle de Morel (1974) ci-dessus
(Equation 2.40).
Influence du phytoplancton et des particules non algales
On regroupe ici ces deux constituants dans la même section car il est
courant de représenter leur effet sur la rétro-diffusion à l’aide d’un seul
terme. Comme on peut le voir sur la Figure 2.4, les particules non algales
ont une importance prépondérante, tant et si bien que quelques auteurs
négligent l’influence du phytoplancton, voire même de l’eau pure sur la
rétro-diffusion (Volpe et al. 2011).
De nombreux articles décrivent ainsi l’effet de l’ensemble des par-
ticules (chlorophylliennes et non-chlorophylliennes) sans distinction. La
majorité d’entre eux l’exprime sous la forme d’une fonction puissance né-







Le choix de la longueur d’onde de référence λ2 est très variable selon les
articles : 550 nm pour Lee et al. (1998a), Fearns et al. (2011), Cannizzaro et
Carder (2006), 532 nm pour Xiu et al. (2009), ou encore 440 nm pour Lee
(2009). L’exposant YPHY+NAP varie également et dépend notamment de la
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taille des particules : ainsi, si certains utilisent une valeur fixée (Lee et al.
1998a, Lee 2009, Fearns et al. 2011), d’autres l’estiment empiriquement
à partir de valeurs de réflectance (Lee et al. 1999, Cannizzaro et Carder
2006, Xiu et al. 2009).
Par ailleurs, quelques auteurs décrivent cette influence comme le
produit de la concentration en particules et de leur spectre d’absorption
spécifique, considéré comme constant ou quasi-constant (Hakvoort et al.
2002, Albert et Mobley 2003).
D’autre part, il est tout de même fréquent que l’effet du phytoplancton
soit décrit séparément de celui des particules non algales. Comme précé-
demment, on utilise souvent le produit des concentrations et des spectres
d’absorption spécifique (Kutser et al. 2001, Vahtmäe et al. 2008, Giardino
et al. 2007), ou la fonction puissance de λ (Brando et al. 2009, Giardino
et al. 2007).
Dans cette thèse, dans la continuité des choix précédents, nous utili-
sons la modélisation proposée par Brando et al. (2009) :












avec λ2 = 542 nm, b∗b,PHY(λ2) = 0.00038 m
2.mg−1, YPHY = 0.681,
b∗b,NAP(λ2) = 0.0054 m
2.g−1, et YNAP = 0.681.
En résumé
En plus des molécules d’eau, nous prenons donc en compte l’influence
du phytoplancton et des particules non algales dans la modélisation du
coefficient de rétro-diffusion bb(λ) :
bb(λ) = bb,w(λ) + bb,PHY(λ) + bb,NAP(λ). (2.44)
bb,w(λ) est donné par le modèle de Morel (1974). Quant à bb,PHY(λ) et
bb,NAP(λ), leur effet est décrit par Brando et al. (2009).
Afin d’illustrer les influences de chaque élément, nous représentons leur
spectre de rétro-diffusion sur la Figure 2.4.
2.3.3 Variabilité du coefficient d’atténuation diffuse (kd(λ)+ku(λ))
Les paramètres kd(λ), kbu(λ), et kcu(λ) intervenant dans l’Equation 2.18
ayant été reliés à CPHY, CCDOM, et CNAP, il est intéressant d’observer l’évo-
lution de l’atténuation diffuse kd(λ) + ku(λ) (en négligeant ici les diffé-
rences entre kcu(λ) et kbu(λ)) en fonction de ces concentrations. On trace
ainsi sur la Figure 2.5 le terme kd(λ) + kbu(λ) pour plusieurs ensembles
{CPHY, CCDOM, CNAP}. On voit que chaque constituant agit différemment
sur le spectre de réflectance. En repérant les régions spectrales où l’atté-
nuation est la plus faible, on peut notamment remarquer que l’on retrouve
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Figure 2.5 – Evolution du coefficient d’atténuation diffuse kd(λ) + kbu(λ) en fonction
des concentrations. Pour chaque graphe, on fixe les valeurs des deux autres paramètres
invariants à : CPHY = 0.7 µg.L−1, CCDOM = 0.08 m−1, et CNAP = 2.8 mg.L−1.
bien l’origine des teintes verte et jaune des eaux riches en phytoplancton
et en CDOM respectivement.
2.4 Conclusions
Nos travaux portant sur l’étude de zones côtières, nous ne pouvons
négliger l’influence du fond, et par conséquent, nous utilisons les deux
modèles de réflectance suivants :
– Modèle M1 de Maritorena et al. (1994) :
r(λ) = r∞(λ) + (r0,B(λ)− r∞(λ)) e−2k(λ))H
– Modèle M2 de Lee et al. (1999) :





















Les coefficients d’atténuation sont également donnés par les modèles de























Enfin, les spectres d’absorption et de rétro-diffusion sont reliés aux pa-
ramètres caractéristiques de la transparence de l’eau via les expressions
suivantes :
– Spectre d’absorption total utilisant le modèle d’absorption du phyto-
plancton de Brando et al. (2009) (utilisé avec le spectre d’absorption
spécifique de Bricaud et al. (1995)) :
a(λ) = aw(λ) + CPHY a∗PHY(λ)
+ CCDOM e−SCDOM(λ−λ0) + CNAP a∗NAP(λ0) e
−SNAP(λ−λ0)
– Spectre d’absorption total utilisant le modèle d’absorption du phy-
toplancton de Lee (1994) :
a(λ) = aw(λ) +
{





+ CCDOM e−SCDOM(λ−λ0) + CNAP a∗NAP(λ0) e
−SNAP(λ−λ0)
– Spectre de rétro-diffusion :











Par ailleurs, il est important de noter que les modèles utilisés ne
prennent pas en compte la fluorescence du phytoplancton et du CDOM,
ainsi que la diffusion Raman de l’eau.
Enfin, le fond est supposé lambertien, et la colonne d’eau homogène.

3Etat de l’art sur l’estimationdes paramètres de la
colonne d’eau
3.1 Introduction
Que ce soit en imagerie multispectrale ou hyperspectrale, une multi-tude de méthodes ont été développées pour estimer les paramètres
caractéristiques de la colonne d’eau. Hormis la bathymétrie et les concen-
trations en phytoplancton, en CDOM et en particules non algales, ces
techniques permettent également d’obtenir le spectre de réflectance du
fond (Mobley et al. 2005), la turbidité (Kallio et al. 2001), ou encore la
transparence de l’eau (Thiemann et Kaufmann 2002).
Dans nos travaux, nous nous concentrons sur l’estimation des quatre
paramètres évoqués dans le Chapitre 2, à savoir la profondeur H, la
concentration en phytoplancton CPHY, la concentration en CDOM ou ma-
tière organique dissoute colorée CCDOM, et la concentration en particules
non algales CNAP. Tous les autres paramètres intervenant dans le modèle
de réflectance subsurface des Equations 2.16 et 2.18 sont supposés connus
a priori.
Nous présentons ici deux ensembles de méthodes, selon qu’elles per-
mettent d’estimer tout ou partie des paramètres.
3.2 Méthodes d’estimation d’une partie des paramètres
Il est à noter que le même type de méthode peut être utilisé pour
estimer des paramètres différents.
3.2.1 Méthodes d’estimation de la bathymétrie
Plusieurs approches peuvent être utilisées pour estimer la profondeur.
La première d’entre elles consiste à développer une relation empirique
reliant les valeurs de radiance ou de réflectance, et la bathymétrie. Ainsi,
Philpot (1989) développe une variable fonction de la radiance, et variant
linéairement avec la profondeur. Minghelli-Roman et al. (2007) adaptent
cette méthode aux images hyperspectrales issues du capteur MeRIS.
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D’autres auteurs utilisent une approche par Look-Up Table : grâce au
modèle numérique de transfert radiatif Hydrolight, Louchard et al. (2003)
et Mobley et al. (2005) créent ainsi une librairie de spectres tabulée en
fonction de la hauteur, et choisissent celui qui minimise l’erreur résiduelle
entre la mesure et le modèle.
Heege et al. (2007) utilisent également une méthode d’inversion, où
une fonction d’erreur entre le spectre de réflectance mesuré et le spectre
de réflectance modélisé est minimisée en fonction de la profondeur.
Enfin, Lee et al. (1998b) proposent une approche par réseau de neu-
rones, où l’apprentissage du réseau est effectué sur un ensemble de
spectres simulés par le modèle de Lee et al. (1998a).
3.2.2 Méthodes d’estimation de la qualité de l’eau
En ce qui concerne l’estimation des concentrations, des méthodologies
similaires à celles présentées ci-dessus ont été développées.
Les algorithmes empiriques reliant certaines concentrations avec une
ou plusieurs valeurs de réflectance sont très utilisés. En général, ces
techniques sont employées lorsque le fond n’est pas visible et que la
réflectance peut être représentée par la réflectance d’une colonne d’eau
infinie. Elles s’appuient sur le fait qu’à certaines longueurs d’onde, le
signal est principalement influencé par le constituant recherché. Concer-
nant l’estimation de CPHY, O’Reilly et al. (1998) présentent un ensemble





, où la fonction f est une fonction
exponentielle en un polynôme de r(λ1)r(λ2) (avec λ1 et λ2 sont respectivement
des longueurs d’onde dans le domaine du bleu et du vert). Cependant,
ces algorithmes sont surtout valables dans les eaux de type I à dominance
chlorophyllienne (Dall’Olmo et al. 2005) ; afin d’éviter les influences du
CDOM et des particules non algales dans des eaux plus turbides, on uti-
lise davantage des longueurs d’onde proches du rouge, autour de 700 nm
(Kallio et al. 2001, Strömbeck et Pierson 2001, Dall’Olmo et al. 2005, Simis
et al. 2005, Zimba et Gitelson 2006, Gitelson et al. 2007, Randolph et al.
2008, Le et al. 2009, Matthews et al. 2010). Enfin, dans le cas où le fond
est visible, Cannizzaro et Carder (2006) proposent d’adapter l’algorithme
d’estimation de CPHY et les bandes prises en compte, selon que le pixel
considéré ait été classé auparavant comme "optiquement peu profond" ou
"optiquement profond".
Ce type de méthode peut également permettre d’estimer les autres
concentrations (Dekker et al. 2001, Kutser et al. 2005, Petus et al. 2010).
Par ailleurs, les mêmes méthodes d’inversion par Look-Up Table ou
par minimisation de l’erreur entre la mesure et le modèle que celles appli-
quées à l’estimation de la bathymétrie, peuvent être aussi utilisées pour
retrouver les différentes concentrations (Kutser 2004, Forget et al. 1997,
Pierson et Strömbeck 2001, Van Der Woerd et Pasterkamp 2007).
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Dans le cas où le fond est supposé infini, la réflectance est modélisée
par le terme r∞(λ), et sous certaines hypothèses sur la paramétrisation
des spectres d’absorption et de rétro-diffusion (il faut qu’ils varient li-
néairement en fonction des paramètres CPHY, CCDOM, et CNAP), et de
r∞(λ) (qui doit être modélisé par l’Equation 2.8), il est possible d’écrire un
système linéaire du type Ax = b, où x = (CPHY, CCDOM, CNAP)
t, qui peut
se résoudre aisément par x = (AtA)−1Atb. Cette approche par inversion
matricielle a notamment été employée par Keller (2001) et Hakvoort et al.
(2002).
Enfin, d’autres techniques utilisant l’Analyse en Composantes Princi-
pales ou la dérivée première de la réflectance sont présentées par Sathyen-
dranath et al. (1989) et Han (2005) respectivement.
3.3 Méthodes d’estimation globales
Pour estimer l’ensemble θ = {H, CPHY, CCDOM, CNAP}, deux ap-
proches sont utilisées . Dans la première, une fonction d’erreur entre le
spectre mesuré et le modèle est minimisée en fonction des paramètres,
et la valeur de θ sélectionnée est celle permettant d’obtenir l’erreur mi-
nimale. La deuxième approche est une approche par Look-Up Table : on
génère une librairie de spectres en faisant varier les différents paramètres
du modèle, et chaque observation est comparée à l’ensemble de cette base
de données. Une mesure de distance est alors utilisée pour choisir quel
ensemble θ permet de construire le spectre le plus proche du signal me-
suré.
Cinq variantes de ces méthodes sont décrites et comparées par Dekker
et al. (2011).
3.3.1 Inversion par optimisation d’une fonction d’erreur
La méthode originale est développée par Lee et al. (1999). Elle s’ap-
puie sur les modèles de réflectance subsurface de l’Equation 2.18, de ré-
flectance r∞(λ) de l’Equation 2.11, et des coefficients d’atténuation des
Equations 2.21, 2.25 et 2.26.
Le coefficient d’absorption est donné par :
a(λ) = aw(λ) + aPHY(λ) + aCDOM(λ) (3.1)
= aw(λ) + [a0(λ) + a1(λ) ln (P)] P + G e−SCDOM(λ−440) (3.2)
où P = aPHY(440), et G = aCDOM(440).
Le coefficient de rétro-diffusion est donné par :
bb(λ) = bb,w(λ) + bb,PHY+NAP(λ) (3.3)






où X = bb,PHY+NAP(400).
Enfin, la forme de la réflectance du fond est supposée semblable à celle
du sable, à un facteur multiplicatif près :
R0,B(λ) = B× Rsable(λ). (3.5)
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La réflectance dépend alors des seuls paramètres inconnus H, P, G, X,
et B. L’algorithme proposé par Lee et al. (1999) consiste à minimiser une



















La coupure entre 675 nm et 750 nm permet d’éviter l’influence de la
fluorescence du phytoplancton, qui peut apparaître sur les observations,
mais qui n’est pas prise en compte par le modèle. Cependant, en eaux peu
profondes, cette fenêtre doit être utilisée pour l’inversion (Dekker et al.
2011).
L’initialisation des paramètres est différente pour chaque pixel, et s’ap-
puie sur des expressions empiriques, fonction des valeurs de réflectance à
différentes longueurs d’onde (Lee et al. 1999, Dekker et al. 2011).
Ce problème non linéaire d’optimisation par moindres carrés s’effectue
par un algorithme de type Levenberg-Marquardt (Levenberg 1944, Mar-
quardt 1963).
Depuis, des variantes de cette méthode ont été développées.
Klonowski et al. (2007) proposent par exemple de modifier la modélisa-
tion du fond, en le représentant sous la forme d’une combinaison linéaire
de spectres issus de trois classes de fond, les sédiments, la végétation sub-
aquatique, et le corail :
R0,B(λ) = Bsed,i Rsed,i(λ) + Bveg,j Rveg,j(λ) + Bcor,k Rcor,k(λ),
Bsed,i + Bveg,j + Bcor,k = 1
(3.7)
où Rsed,i(λ) (resp. Rveg,j(λ) et Rcor,j(λ)) est le i-ème spectre dans la classe
"Sédiment" (resp. "Végétation" et "Corail").
Brando et al. (2009) proposent également un autre algorithme inspiré
de celui de Lee et al. (1999), et appelé SAMBUCA (Semi-Analytical Model
for Bathymetry, Unmixing, and Concentration Assessment). La paramétri-
sation des coefficients d’absorption et de rétro-diffusion change quelque
peu par rapport à celle de Lee et al. (1999), et est donnée par les Equa-
tions 2.32, 2.36, 2.38, 2.42, et 2.43. Le fond est représenté par une combi-
naison linéaire de deux spectres, chacun étant issu d’une librairie spec-
trale. Après optimisation du produit du SAM (Spectral Angle Mapper,
Kruse et al. (1993)) et d’une fonction des moindres carrés, cette méthode
calcule un indicateur de la visibilité du fond (SDI pour Substrate Detecta-
bility Index), donné par l’écart maximal sur les longueurs d’onde entre le
spectre de réflectance modélisé et le spectre de réflectance d’une colonne
d’eau infinie. A partir d’une certaine hauteur d’eau H∗, on a SDI=0, et
l’estimation de H devient impossible car on ne peut mesurer aucun signal
en provenance du fond (toutes les profondeurs supérieures à H∗ pouvant
être solution du problème). Le SDI nous permet donc d’avoir une idée sur
la fiabilité de l’estimation de la profondeur.
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Figure 3.1 – Evolution de la réflectance entre H et H + ∆H (CPHY = 0.7 µg.L−1,
CCDOM = 0.08 m−1, CNAP = 2.8 mg.L−1)
3.3.2 Inversion par Look-Up Table
Mobley et al. (2005) proposent de construire la librairie spectrale à
l’aide du logiciel Hydrolight. Une large gamme de profondeurs, de types
de fond, d’absorption, et de rétro-diffusion notamment est utilisée afin
de couvrir le maximum de situations possibles. Chaque pixel est alors
comparé à cette base de données via une mesure des moindres carrés, et
l’ensemble de paramètres qui permet d’obtenir la distance minimale est
choisi.
Un des points importants de la méthode est le choix de la gamme de
valeurs et de l’échantillonage : plus l’intervalle sera large et finement
découpé, et meilleure sera la précision de l’estimation. En revanche, le
temps de calcul se retrouvera considérablement augmenté. Ce compromis
dépend notamment du type d’application.
Hedley et al. (2009) apportent une autre solution à ce problème
d’échantillonnage : au lieu d’adopter un pas fixe, ils raisonnent à l’inverse
en subdivisant l’espace des paramètres de manière à ce que l’espace
des réflectances soit régulièrement échantillonné. En guise d’exemple, on
constate qu’une variation de la hauteur de 1 m entraîne une variation de
la réflectance beaucoup plus importante pour H = 2 m que pour H = 10 m
(voir Figure 3.1). Dans la méthode de Hedley et al. (2009), le pas de
l’échantillonnage est donc bien plus faible pour les faibles profondeurs
que pour les fortes profondeurs.
Un des avantages de ces techniques d’inversion par Look-Up Table par
rapport aux méthodes d’inversion par optimisation est que l’algorihme
permet d’obtenir la solution globale, tandis que la méthode de Levenberg-
Marquardt converge vers un minimum local (d’où l’importance de l’ini-
tialisation). En revanche, la précision ne peut être inférieure à la borne
donnée par le pas de discrétisation, contrairement aux techniques d’inver-
sion par optimisation.
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3.4 Méthode utilisée pour la comparaison
Dans nos travaux, nous comparons nos résultats d’estimation avec
ceux obtenus par une méthode globale inspirée de celle de Brando et al.
(2009), et donc de Lee et al. (1999). En effet, la précision obtenue conduit
notamment à ce que cette approche, et plus généralement celle de Lee
et al. (1999), soit largement utilisée dans le domaine. De plus, la méthode
de comparaison est dite inspirée de celle de Brando et al. (2009) car, si
les paramètres inconnus sont identiques (c’est-à-dire H, CPHY, CCDOM, et
CNAP), en revanche, nous supposons ici que le spectre du fond est connu
a priori. Le calcul du SDI n’est pas effectué ici. Comme dans la méthode
originale, la fonction d’erreur est optimisée avec un algorithme de type
Levenberg-Marquardt.
4Estimation de paramètres del’eau et bathymétrie :
méthodes statistiques
4.1 Introduction
Nous présentons ici des méthodes statistiques d’estimation. Dans unpremier temps, nous abordons le problème de manière simple, en
considérant notamment une colonne d’eau uniforme dans la zone étudiée.
Dans un deuxième temps, nous introduisons un modèle linéaire de pro-
fondeur afin d’améliorer les résultats d’estimation lorsque nous avons af-
faire à des fonds variables. Puis, nous étudions l’intérêt d’apporter une in-
formation a priori sur la distribution des paramètres caractérisant la couche
d’eau, en développant l’estimateur du maximum a posteriori. Enfin, nous
calculons les bornes de Cramér-Rao, outils statistiques donnant une borne
inférieure théorique pour la variance de nos estimateurs, afin d’étudier le
comportement de notre méthode vis-à-vis de ces bornes.
4.2 Présentation de la méthode du maximum de vrai-
semblance
4.2.1 Introduction
Même si l’hypothèse de gaussianité pour représenter les données hy-
perspectrales n’est pas toujours respectée, elle est néanmoins utilisée avec
un certain succès, et nous supposons donc ici que le pixel r suit une loi
normale de spectre moyen µ et de matrice de covariance Γ. Nous consi-
dérons uniquement des spectres purs, et par conséquent, cette variabilité
modélise uniquement la variabilité intra-classe du matériau présent dans
le pixel. Par ailleurs, il est intéressant de remarquer que, étant donné la
linéarité des modèles bathymétriques utilisés, les abondances d’un mé-
lange linéaire de spectres de fond sont conservées après atténuation par
la couche d’eau.
Les deux modèles M1 et M2 présentés dans le Chapitre 2 sont utilisés
lors des différents tests. On peut les réécrire sous une forme matricielle, en
faisant apparaître le pixel spectral r = [r(λ1)...r(λL)]t, où L est le nombre
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de bandes spectrales. Le modèle M1 de Maritorena et al. (1994) s’écrit
ainsi :
r = r∞ +K (r0,B − r∞) (4.1)
où r∞ est la réflectance d’une colonne d’eau infinie donnée par l’Equa-
tion 2.11, r0,B la réflectance du fond, et K la matrice d’atténuation de




l∈J1;LK où k(λ) est le coefficient d’atténua-
tion donné par l’Equation 2.21, et H la profondeur.
En ce qui concerne le modèle M2 de Lee et al. (1999), il peut se réécrire de
la façon suivante :
r = r∞ +KBr0,B −KCr∞ (4.2)
où les matrices KB et KC représentent respectivement l’atténuation des










kd(λ) est le coefficient d’atténuation dans la direction descendante donné
par l’Equation 2.21, tandis que kcu(λ) et kbu(λ) sont les coefficients d’atté-
nuation dans la direction ascendante donnés par les Equations 2.26 et 2.25.
Dans nos travaux, le modèle M1 est utilisé dans les simulations. Le
modèle M2 est utilisé sur les données synthétiques et réelles, notamment
afin d’évaluer l’impact d’un modèle plus réaliste sur les résultats d’esti-
mation.
4.2.2 Méthode d’estimation
On suppose ici que l’on dispose d’un ensemble d’apprentissage
χN = {r1, ..., rN}, constitué de N réalisations indépendantes et identi-
quement distribuées du vecteur aléatoire r. Ce dernier est paramétré par
l’un des deux modèles M1 ou M2, et comme mentionné précédemment,
est distribué tel que :
r ∼ N (µ, Γ) (4.3)
où µ = µ(θ) et Γ = Γ(θ). θ = {θ1, ..., θP} représente l’ensemble des para-
mètres inconnus du modèle (parmi H, CPHY, CCDOM et CNAP).
Dans la méthode d’estimation du maximum de vraisemblance (MV) pré-
sentée, le but est d’estimer cet ensemble en choisissant la valeur de θ la
plus vraisemblable, c’est-à-dire en optimisant la fonction de vraisemblance
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Première approche simplifiée
Il existe de multiples sources de variabilité spectrale : en particulier, on
peut citer les variabilités dûes au fond, au capteur, aux inhomogénéités de
la colonne d’eau, ou encore aux perturbations affectant la surface et qui
ne sont pas modélisées (vagues, réflexions spéculaires du soleil ou du ciel,
etc).
Dans un premier temps, on cherche les expressions analytiques des esti-
mateurs solutions de l’Equation 4.4. Pour cela, on simplifie le problème
en ne conservant que les variabilités dûes au fond et au capteur, et, en
supposant que celles-ci soient gaussiennes, le pixel spectral r peut s’écrire,
avec le modèle M1, tel que :
r = r∞ +K(r0,B − r∞) + nS (4.6)
où r0,B ∼ N (µ0,B, σ2BIdL) est un vecteur aléatoire décrivant la variabilité
du fond, et nS ∼ N (0, σ2SIdL) un vecteur aléatoire représentant le bruit de
capteur.
Le vecteur spectral r, somme de deux vecteurs aléatoires gaussiens indé-
pendants, suit également une loi normale multivariée de moyenne µ, et de
matrice de covariance Γ. On a :
µ = E [r∞ +K(r0,B − r∞) + nS]
µ = r∞ +K(µ0,B − r∞). (4.7)
De même, Γ est donné par :
Γ = E
{[
(r∞ +K(r0,B − r∞) + nS)−
(




(r∞ +K(r0,B − r∞) + nS)−
(
r∞ +K(µ0,B − r∞)
)]t}
Γ = K E
[







2 + σ2SIdL. (4.8)
On remplace alors dans la vraisemblance 4.5 les paramètres statistiques µ
et Γ par leur expression 4.7 et 4.8 respectivement. Une fois que l’on connaît
ces dépendances, trouver une solution analytique de θ̂i,MV(χN) revient à
trouver la valeur de θi qui annule la dérivée de la vraisemblance. Mal-
heureusement, les calculs sont délicats, et nous n’avons pu résoudre cette
équation pour les quatre paramètres. Par conséquent, nous nous sommes
réorientés vers une optimisation numérique de la vraisemblance. Cette
modélisation simplifiée de Γ sera utilisée par la suite pour la simulation
des images.
Deuxième approche
Ici, on conserve l’expression du spectre moyen µ = µ(θ) de l’Equa-
tion 4.7.
En revanche, afin d’être moins restrictif sur la variabilité de r, nous ne fai-
sons plus d’hypothèse sur la forme diagonale de la matrice de covariance.
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Figure 4.1 – Exemple de fonction de vraisemblance en fonction de H et CPHY, calculée
à partir d’une image HypLitt, pour une profondeur de 2.83 m.
Celle-ci est donc supposée inconnue, et est remplacée par son estimateur
du maximum de vraisemblance (EMV) :






(ri − µ(θ))(ri − µ(θ))t. (4.9)
On remplace alors Γ par Γ̂MV(χN ; θ) dans l’expression de la vraisem-
blance 4.5 et on obtient :
P(χN |θ) = 1√
(2pi)L|Γ̂MV(χN ; θ)|
N e
− L×N2 . (4.10)
Le vecteur de paramètres inconnu θ est alors estimé en maximisant la
fonction P(χN |θ), ou de façon équivalente, la fonction suivante :
θ̂MV(χN) = argmax
θ
|Γ̂MV(χN ; θ)|−1. (4.11)
De la même façon que dans l’approche simplifiée précédente, il est très dé-
licat de retrouver les expressions analytiques des estimateurs en annulant
la dérivée de cette fonction, et par conséquent, une méthode d’optimisa-
tion numérique est mise en place afin d’estimer leur valeur.
En guise d’exemple, sur la Figure 4.1, on trace la log-vraisemblance en
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Figure 4.2 – Influence du bruit sur la forme de la log-vraisemblance (données synthé-
tiques, H = 15 m, CPHY = 0.7 µg.L−1, CCDOM = 0.08 m−1 et CNAP = 2.8 mg.L−1).
fonction de H et de CPHY. Celle-ci est évaluée ici sur une image HypLitt
pour laquelle la profondeur est de 2.83 m.
Par ailleurs, toujours pour illustrer la forme de cette fonction, on trace
également sur la Figure 4.2 son évolution en fonction de H (les autres
paramètres étant supposés connus) et de la valeur des bruits σ2B et σ
2
S
modélisant la variabilité du fond et du capteur. Ici, la log-vraisemblance
est calculée sur des données synthétiques. On note bien l’influence du
bruit, qui rend la courbe moins "piquée", donc l’estimation plus difficile à
effectuer.
Sauf indication particulière, cette méthode sera utilisée par la suite
pour l’estimation des paramètres.
Troisième approche semi-supervisée
Une dernière approche semi-supervisée a enfin été testée afin d’appor-
ter une solution lorsque le fond est inconnu. En effet, la méthode évoquée
dans le paragraphe précédent suppose que l’on connaît ce spectre a priori.
En pratique, il peut être difficile de posséder cette information, et par
conséquent, au même titre que la méthode d’inversion par optimisation
d’une fonction d’erreur de Lee et al. (1999) présentée dans la Section 3.3.1,
on peut simplement supposer connaître le spectre du fond à un facteur
multiplicatif près. On a ainsi :
µ = r∞ +K( fµ0,B − r∞) (4.12)
où f est un paramètre multiplicatif inconnu. Typiquement, la forme du
spectre µ0,B peut être semblable à celle du sable.
Ainsi, en reprenant l’expression simplifiée de la matrice de covariance
diagonale de l’Equation 4.8, il est possible de retrouver l’expression ana-
lytique de l’EMV de f , en égalant à zéro la dérivée par rapport à f de
la fonction de log-vraisemblance, elle-même obtenue à partir de l’Equa-
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tion 4.5. On trouve alors :
f̂MV(χN ; θ) =
µ0,B




où r¯(χN) est la moyenne empirique du vecteur aléatoire r, calculée sur
l’échantillon χN . Tous les détails des calculs, y compris ce qui suit, sont
présentés en Annexe A.2.
Par ailleurs, en remplaçant f par l’expression 4.13 de son EMV dans
l’Equation 4.5, et en faisant l’hypothèse que les variabilités du fond et
du bruit de capteur sont égales, i.e. σ2B = σ
2
C = σ
2, on peut de la même
façon retrouver l’expression analytique de l’EMV de σ2 :






(ri − µ(χN ; θ))tG−1(ri − µ(χN ; θ)) (4.14)





Dans le cas semi-supervisé, en considérant f et σ2 inconnus, la log-
vraisemblance l(χN |θ) à optimiser est donc égale à :









(ri − µ(χN ; θ))t Γ(χN ; θ)−1(ri − µ(χN ; θ))
(4.15)
où µ(χN ; θ) = r∞ +K
(
f̂MV(χN ; θ)µ0,B − r∞
)
, et




. En développant l’expression 4.15, on
obtient :
l(χN |θ) = −N × L2 [1+ ln(2pi)]−
N
2
ln |Γ(χN ; θ)|. (4.16)
Comme précédemment, le vecteur de paramètres inconnus θ est ensuite
retrouvé par un algorithme d’optimisation numérique.
On peut remarquer qu’à une fonction croissante près, on obtient la même
dépendance en θ que dans l’Equation 4.11, à savoir que l’on doit optimi-
ser l’inverse du déterminant de la matrice de covariance (qui est bien sûr
différente dans les deux cas).
Bien qu’au même titre que la première, cette troisième approche fasse
une hypothèse assez forte sur la forme de Γ, elle est néanmoins intéres-
sante lorsque le fond est mal connu, et dans ce cas, permet d’apporter une
autre solution que la méthode présentée dans la deuxième approche.
4.2.3 Algorithme d’optimisation choisi
Devant la complexité supposée de la fonction de l’Equation 4.11, le
choix de la méthode d’optimisation s’avère a priori important.
Dans un premier temps, afin d’éviter les maxima locaux, nous nous
sommes ainsi orientés vers l’utilisation d’un algorithme d’optimisation
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Figure 4.3 – Log-vraisemblance où θ est paramétré en fonction de t par la transformation
d’Archimède.
global. Quelques tests ont été effectués avec la technique du recuit simulé
(Kirkpatrick et al. 1983). Cependant, cette méthode présente l’inconvénient
d’être peu rapide, et par conséquent, nous nous sommes par la suite in-
téressés aux courbes α-denses. Cette technique globale est présentée par
Cherruault et Mora (2006) et consiste à transformer un problème d’opti-
misation à P dimensions en un problème à une dimension :
argmax
θ={θ1,...,θP}∈S⊂RP
P(χN |θ) → argmax
t∈I⊂R
P(χN |{h1(t), .., hP(t)}) (4.17)
où la fonction h(t) = (h1(t), .., hP(t)) définit une courbe α-dense de R
dans RP. Typiquement, cela peut être une spirale généralisée dans RP
(transformation d’Archimède), où les deux premières variables θ1 et θ2
sont d’abord paramétrées de la façon suivante :
θ1 = κt1 cos t1 (4.18)
θ2 = κt1 sin t1. (4.19)
Puis, les variables t1 et θ3 sont également paramétrées par :
t1 = κt2 cos t2 (4.20)
θ3 = κt2 sin t2. (4.21)
Ce processus est ainsi répété jusqu’à obtenir la paramétrisation complète
de θ en fonction d’une seule variable réelle t. Chaque point θ∗ de l’espace
des paramètres S est alors approché à√Ppiκ près par le point de la courbe
h(t∗) = (h1(t∗), .., hP(t∗)). L’image de la pelote de laine est parfaite pour
comprendre le principe de la méthode.
D’autres transformations permettant notamment d’introduire des bornes
inférieures et supérieures sur les intervalles de variation des paramètres
peuvent également être implémentées.
Nous avons donc mis en œuvre cette méthode pour l’optimisa-
tion de la vraisemblance, et sur la Figure 4.3, on trace la fonction
ln P(χN |{h1(t), .., hP(t)}) en fonction de t. On se rend alors compte que
celle-ci est fortement oscillante : en effet, la façon dont h décrit S est
telle que deux points θ1 et θ2 proches dans S , peuvent être approchés
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Figure 4.4 – Schéma d’optimisation à une dimension utilisé dans la méthode de relaxa-
tion.
par deux valeurs de t très éloignées. Bien que la forme de la vraisem-
blance présentée sur la Figure 4.1 soit plutôt régulière, l’optimisation
globale de cette nouvelle fonction devient donc assez délicate, et il appa-
raît plus pertinent de conserver la structure originale à P dimensions de S .
Après avoir effectué ce constat sur la forme de la fonction P(χN |θ) sur
plusieurs images, nous avons finalement décidé d’opter pour une tech-
nique d’optimisation simple à P dimensions, la méthode de relaxation,
qui maximise alternativement chaque paramètre et détermine un maxi-
mum local. Dans chaque direction θi, ce dernier est retrouvé par une mé-
thode sans gradient, très semblable à la méthode de la bissection pour
trouver un zéro. Le principe est décrit sur la Figure 4.4. Il consiste à enca-
drer le maximum entre trois points (notés A, B, et C dans l’exemple), et de
restreindre petit à petit l’écart entre ceux-ci jusqu’à ce qu’ils soient quasi-
ment confondus au niveau du maximum. À l’initialisation, deux d’entre
eux sont égaux aux bornes inférieure et supérieure de l’intervalle de va-
riation du paramètre θi. A chaque itération i, on place un nouveau point
Xi sur le plus grand des deux segments [AiBi] ou [BiCi]. On peut mon-
trer qu’il existe une manière optimale de choisir ce point : si, comme sur
l’exemple à l’étape 1, le plus grand segment est [AiBi], on le positionne à





Selon la valeur des ordonnées, on déplace alors Bi en Bi+1 = Xi et Ci en
Ci+1 = Bi, ou seulement Ai en Ai+1 = Xi.
La méthode de relaxation étant une technique d’optimisation locale, nous
supposons donc qu’il n’y a qu’un seul maximum local (et global) dans les
intervalles considérés. Ce choix est justifié si l’on se fie à la forme des vrai-
semblances tracées en fonction des différents paramètres (voir Figures 4.1
et 4.2).
4.2.4 Présentation des données de test
En ce qui concerne les données simulées, le fond est construit à par-
tir d’un mélange linéaire de trois des principaux composants du sable,
c’est-à-dire le quartz, le feldspath et le mica. Les spectres sont tirés de la
librairie USGS développée par Clark et al. (2007). La variabilité intra-classe
est modélisée par un bruit blanc gaussien de variance σ2B = 0.02
2, et par
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Figure 4.5 – Images en pseudo-vraies couleurs créées à partir de données hyperspec-
trales simulées, et spectres de réflectance correspondants. Colonne de gauche : fond sa-
bleux. Colonne de droite : fond sableux recouvert d’eau (H = 3 m, CPHY = 0.7 µg.L−1,
CCDOM = 0.08 m−1 et CNAP = 2.8 mg.L−1).
conséquent, chaque pixel de fond est distribué de la façon suivante :
r0,B ∼ N (µ0,B, σ2BIdL) (4.22)
Une fois atténué par la colonne d’eau, le même bruit est ajouté afin de
représenter toute autre source de variabilité, telle que le bruit de capteur.
Il aurait pu être intéressant d’introduire à la place un bruit de Poisson, de
façon à prendre en compte le bruit de certains capteurs récents ; cepen-
dant, nous voulons aussi décrire la variabilité spectrale naturelle pouvant
être dûe par exemple à une qualité d’eau inhomogène et qui peut être bien
représentée par une distribution gaussienne. Cette modification n’amélio-
rerait donc pas forcément les résultats.
En guise d’exemple, on montre sur la Figure 4.5, deux images simu-
lées représentant un fond sableux recouvert ou non d’une couche d’eau
turbide de 3 m de hauteur (à noter qu’ici, les concentrations d’une eau
dite turbide sont tirées de l’article de Brando et al. (2009), c’est-à-dire
CPHY = 0.7 µg.L−1, CCDOM = 0.08 m−1 et CNAP = 2.8 mg.L−1). Ici, diffé-
rentes cibles ont été disposées sur le sable.
La gamme de longueurs d’onde est fixée à 400-700 nm, avec une résolution
spectrale de 5 nm (61 bandes spectrales). L’échantillon d’apprentissage
est un cube de 21× 21 pixels (voir Section 5.4). Le rapport signal à bruit










est le bruit simulé dans le pixel ri.
En ce qui concerne les données HypLitt, nous avons testé notre mé-
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H = 0.1m H = 5m H = 10m H = 20m H = 30m
H 1.18 0.33 0.50 1.62 26.81
CPHY 32.53 2.95 6.66 18.76 19.02
CCDOM 9.93 1.24 3.87 10.69 10.66
CNAP 34.94 2.97 3.56 3.77 3.35
Table 4.1 – Résultats de l’estimation par MV dans le cas covariance, profondeur et
concentrations inconnues (données simulées) : REQMs relatives (%) en fonction de la
profondeur (eau turbide) et calculées sur 500 tirages aléatoires (modèle M1).
SNR = 1dB SNR = 5dB SNR = 10dB SNR = 20dB
H 3.00 1.18 0.76 0.35
CPHY 51.65 17.44 10.77 5.81
CCDOM 27.26 10.84 6.93 3.63
CNAP 13.46 5.54 3.55 1.77
Table 4.2 – Résultats de l’estimation par MV dans le cas covariance, profondeur et
concentrations inconnues (données simulées) : REQMs relatives (%) en fonction du SNR
(H = 14 m, eau turbide) et calculées sur 100 tirages aléatoires (modèle M1).
thode sur les images présentées sur la Figure 1.5, et dont la profondeur
varie de 0.20 m à 21.80 m. Il convient de remarquer que, contrairement
aux simulations, les fonds ne sont pas parfaitement plats, et ces petites
variations de hauteur d’eau au sein de chaque image, augmentent donc
l’erreur calculée (notamment pour les profondeurs les plus faibles où la
variation relative est la plus forte). Par ailleurs, la composition de l’eau
n’ayant pas pu être mesurée sur l’ensemble des données étudiées, la vérité
terrain est donc constituée dans la Section 4.2.5 suivante des spectres de
sable (mouillé et sec) et de cible, et de la profondeur. Les résultats d’es-
timation du MV concernant les autres paramètres sont présentés dans la
Section 4.4.
Nos résultats d’estimation sont comparés avec ceux obtenus par la
méthode présentée dans la Section 3.4. Pour ce faire, l’implémentation
Matlabr de l’algorithme de Levenberg-Marquardt est utilisée.
4.2.5 Résultats
Les résultats dépendent des connaissances a priori que l’on possède sur
les paramètres, et ainsi, la précision est différente selon que l’on estime la
covariance et la profondeur, ou la covariance, la profondeur et les concen-
trations. Dans nos simulations, on se place dans le cas le plus difficile, à
savoir covariance, profondeur et concentrations inconnues.
Les résultats sont obtenus avec un échantillon χN = {r1, . . . , rN} de pixels
de fond. En pratique, cela semble tout à fait plausible d’avoir accès à cet
ensemble puisque, pour les images HypLitt, cela revient à considérer une
zone de 90 m2 autour du pixel central. En zone côtière, la profondeur ne
varie pas beaucoup sur de telles surfaces. Malgré tout, si besoin est, il est
toujours possible de réduire la taille de χN sans dégrader considérable-
ment les résultats.
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H = 1m H = 5m H = 20m
EMVσ EMVσ̂, f̂ EMVσ EMVσ̂, f̂ EMVσ EMVσ̂, f̂
H 22.71 0.22 4.28 0.94 5.91 34.36
CPHY 99.99 7.71 17.07 8.15 39.70 38.88
CCDOM 28.17 6.34 8.72 2.13 12.71 12.81
CNAP 99.99 35.70 70.51 12.62 3.87 4.96
Table 4.3 – Résultats de l’estimation par MV dans le cas où le fond supposé connu est en
réalité égal à 80% du fond réel (données simulées) : REQMs relatives (%) avec (EMV
σ̂, f̂ )
ou sans (EMVσ) estimation de f et de σ2, en fonction de la profondeur (eau turbide) et
calculées sur 100 tirages aléatoires (modèle M2).
Images simulées
Les résultats sont présentés dans le Tableau 4.1 : on montre l’évolution
de la racine de l’erreur quadratique moyenne (REQM) sur l’estimation
des paramètres H, CPHY, CCDOM, et CNAP, en fonction de la profondeur.





Excepté en zone très peu profonde (0.1 m), dans lesquelles les constituants
de l’eau n’ont que peu d’influence sur la réflectance subsurface, on voit
sur les données simulées, que plus la hauteur d’eau est importante, et
moins l’estimation de H, CPHY et CCDOM est précise. Seule la précision sur
CNAP semble rester constante dans cette gamme de profondeurs. En zone
"optiquement profonde", on a r ≈ r∞. Ainsi, r ne dépend quasiment plus
de H et l’estimation de la profondeur devient très difficile. En revanche,
la précision sur l’estimation de CPHY, CCDOM et CNAP ne diminue plus
au-delà de 20-30m, car la réflectance reste égale à r∞.
Par ailleurs, on montre également la robustesse au bruit de notre méthode
sur le Tableau 4.2 pour H = 14 m. D’un point de vue général, on voit
que les erreurs sont acceptables, même pour des niveaux de bruit élevés.
Comme dans le Tableau 4.1, on remarque que CPHY est le paramètre le
plus sensible, tandis que H reste bien estimé, et ce même pour SNR = 1 dB.
Enfin, on observe dans le Tableau 4.3 l’influence d’une mauvaise
connaissance a priori du spectre du fond. Ici, les résultats sont obtenus en
utilisant la première approche simplifiée (EMVσ) et la troisième approche
semi-supervisée (EMV
σ̂, f̂ ) présentées dans la Section 4.2.2. Le fond sup-
posé connu est en réalité égal à 80% du fond réel. On voit bien que pour
des profondeurs faibles et intermédiaires, une mauvaise connaissance du
fond entraîne une mauvaise estimation des paramètres. Dans ce cas, l’es-
timation du facteur multiplicatif f permet de retrouver le fond réel, et
donc de conserver de bonnes performances sur les autres paramètres. En
revanche, pour de fortes profondeurs, le fond n’a quasiment plus d’in-
fluence sur la réflectance subsurface, et l’erreur sur l’estimation f devient
supérieure à l’erreur initiale de 20% sur la connaissance du spectre du
fond. Dans ce cas, il n’est pas nécessaire d’estimer f puisqu’en outre, on a
r ≈ r∞.
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H = 0.20m H = 1.12m H = 2.83m H = 4.70m
M1 M2 M1 M2 M1 M2 M1 M2
EMV 11.4 7.3 18.1 12.2 16.2 6.7 21.1 11.4
LEV 12.6 16.1 26.1 19.4 29.0 20.6 34.7 28.7
H = 6.70m H = 11.80m H = 16.80m H = 21.80m
M1 M2 M1 M2 M1 M2 M1 M2
EMV 22.1 16.0 26.0 31.2 392.8 47.2 229.0 55.1
LEV 12.9 14.4 54.4 63.5 453.0 67.1 244.1 25.5
Table 4.4 – Résultats de l’estimation de H par MV dans le cas covariance, profondeur
et concentrations inconnues (données HypLitt) : REQMs relatives (%) en fonction de la
profondeur, pour les deux méthodes et les deux modèles M1 et M2.
Figure 4.6 – Comparaison entre les spectres subsurfaces réels et le spectre simulé à partir
des paramètres estimés et du spectre du fond (H = 1.12 m ; REQM = 12.2%)
Images HypLitt
En ce qui concerne les données HypLitt, nous considérons deux sous-
images pour chaque profondeur, dont la taille varie entre 200 et 1000
pixels. Dans le Tableau 4.4, on montre les REQMs relatives (calculées sur
ces deux images) pour la méthode d’estimation du MV (EMV), et pour la
méthode classique d’inversion par minimisation d’une fonction d’erreur
présentée dans la Section 3.4(par abus de langage, on nommera cette tech-
nique LEVMAR), et ce pour les deux modèles M1 et M2. Tout d’abord, on
peut remarquer que l’EMV permet de mieux estimer la profondeur que
LEVMAR. Par exemple, pour H = 2.83 m et en utilisant le modèle M1,
l’erreur de l’EMV est de 16.2% tandis qu’elle est de 29.0% avec LEVMAR.
Pour des profondeurs allant jusqu’à 11.80 m, l’erreur d’estimation avec
l’EMV reste inférieure à 26% (modèle M1). De plus, l’utilisation d’un
modèle plus réaliste semble avoir un impact assez important, notamment
pour l’EMV, et représente donc un bon moyen d’améliorer facilement les
résultats. Par ailleurs, plusieurs raisons peuvent expliquer que les erreurs
d’estimation soient supérieures à celles présentées dans le Tableau 4.1 :
les inhomogénéités de type de fond, de profondeur ou de turbidité, ou
encore des erreurs dûes au modèle peuvent en être à l’origine.
En guise d’exemple, on compare sur la Figure 4.6 le spectre de sable
subsurface simulé (obtenu à l’aide du spectre de sable corrigé avec les
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H = 0.20m H = 4.70m
EMVσ EMV EMVσ̂, f̂ EMVσ EMV EMVσ̂, f̂
µB = µB,reel 23.00 12.72 19.83 26.04 9.24 18.73
µB 6= µB,reel 30.50 122.10 19.83 33.08 13.61 18.73
Table 4.5 – Résultats de l’estimation de H par MV pour les trois approches présen-
tées en Section 4.2.2 (données HypLitt) : REQMs relatives (%) en fonction de la pro-
fondeur et de la connaissance a priori du fond (modèle M2). Pour H = 0.20 m, on a
µB = 130% × µB,reel , tandis que pour H = 4.70 m, on a µB = 80% × µB,reel .
paramètres estimés avec l’EMV) avec un ensemble de spectres observés :
on voit que l’ajustement est bien réalisé.
Enfin, comme sur les images simulées, on étudie l’influence d’une
mauvaise connaissance a priori du fond sur les résultats d’estimation.
On présente ces derniers dans le Tableau 4.5 en fonction de la méthode
d’estimation utilisée, de la profondeur, et de la connaissance du fond. On
constate tout d’abord que, lorsque le fond est connu, la méthode EMV
présentée dans la deuxième approche (voir Section 4.2.2) et qui n’impose
pas de matrice de covariance diagonale, donne de meilleurs résultats que
les méthodes EMVσ (première approche simplifiée) et EMVσ̂, f̂ (troisième
approche semi-supervisée), qui imposent justement cette contrainte. En
revanche, lorsque le fond n’est connu qu’à un facteur multiplicatif près, les
performances d’estimation des méthodes EMV et EMVσ sont dégradées,
tandis que la méthode EMV
σ̂, f̂ , qui estime le fond simultanément avec
les autres paramètres caractéristiques de la colonne d’eau, donne toujours
les mêmes résultats. Par ailleurs, on voit que pour la méthode EMV, cette
dégradation est beaucoup moins marquée lorsque la couche d’eau est
plus importante, puisque dans ce cas-là, le fond a moins d’influence sur
la réflectance subsurface.
Figure 4.7 – Comparaison entre les spectres subsurfaces réels et les spectres simulés
à partir des paramètres estimés avec (EMV
σ̂, f̂ ) ou sans (EMVσ) estimation de f et σ
2
(H = 0.20 m). Pour (a), le fond supposé est égal au spectre de fond réel, tandis que pour
(b), il est égal à 130% du spectre réel.
44 Chapitre 4. Estimation de paramètres de l’eau et bathymétrie : méthodes statistiques
Pour illustrer cela, on compare sur la Figure 4.7 les spectres de sable
subsurface réels avec les spectres de sable subsurface reconstruits à partir
des paramètres estimés par les méthodes EMVσ et EMVσ̂, f̂ , et ce, lorsque
le fond est connu ou non à un facteur multiplicatif près (H = 0.20 m). On
constate que dans les deux cas, le fond estimé par la méthode EMV
σ̂, f̂
est identique et très proche du fond réel. Lorsque le fond supposé est
différent du spectre réel, la méthode EMV
σ̂, f̂ conserve les mêmes résultats
comme observé dans le Tableau 4.5, tandis que les performances de la
méthode EMVσ sont dégradées (en l’occurrence, la profondeur est sures-
timée).
Ainsi, l’ensemble de ces résultats nous montre que la méthode EMV
fonctionne bien : cependant, en eau très peu profonde, l’atténuation étant
principalement causée par l’eau pure, il est difficile d’estimer convenable-
ment les concentrations des divers constituants. En eau très profonde, le
fond n’a quasiment plus aucune influence sur la réflectance, et la précision
sur l’estimation de la hauteur d’eau diminue. La gamme de profondeurs
pour laquelle l’EMV donne les meilleurs résultats dépend de plusieurs
facteurs, tels que la turbidité de l’eau, le niveau de bruit ou encore la taille
de l’échantillon.
De plus, en l’absence d’une connaissance parfaite du spectre du fond, une
approche semi-supervisée reste opérationnelle en faible et moyenne pro-
fondeurs.
4.3 Modélisation d’une profondeur variable
4.3.1 Introduction
Dans la méthode EMV, nous ne prenons pas en compte les variations
des différents paramètres H, CPHY, CCDOM et CNAP du modèle bathymé-
trique au sein de l’image. Cette hypothèse reste valable dans une bonne
partie des cas, lorsque l’on travaille sur une petite zone géographique en
zone côtière. Si on se place dans les mêmes conditions que pour la détec-
tion, nous avons besoin d’un nombre de pixels environ égal à sept fois le
nombre de bandes (voir Section 5.4), et cela revient donc à considérer des
régions de 90 m2 pour les images HypLitt à la résolution spatiale de 40 cm
avec un nombre de bandes égal à 81. Sur de telles zones, on peut supposer
dans un premier temps que les paramètres sont constants.
Néanmoins, afin d’affiner le processus d’estimation, il serait intéressant de
pouvoir modéliser ces variations, notamment celles de la profondeur. En
effet, ce paramètre est a priori celui qui peut évoluer le plus facilement au
sein d’une image, la qualité de la couche d’eau pouvant davantage être
considérée comme homogène sur une petite zone. Nous avons donc pris
en compte ces variations, en les modélisant sous la forme d’un ou deux
plans.
Au-delà d’améliorer bien évidemment la précision sur l’estimation de H,
nous montrons dans cette partie que cela améliore également la précision
sur l’estimation des concentrations pour des zones de faibles fonds. En
revanche, nous verrons que pour des profondeurs plus importantes, la va-
riation relative du fond étant plus faible, la scène peut être représentée
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par un fond plat sans que cela ne nuise à la précision de l’estimation des
autres paramètres.
En eau peu profonde, la modélisation de la pente a donc un double inté-
rêt, à savoir d’augmenter la qualité de l’estimation de la hauteur ET des
concentrations.
Ici, cette méthode est évaluée sur des simulations et des images réelles
HypLitt.
4.3.2 Méthode d’estimation à une pente
Méthode
On utilise ici le modèle bathymétrique de réflectance M2 mis sous
forme matricielle dans la Section 4.2.1. Lors du processus classique d’EMV,
le spectre moyen et la matrice de covariance du fond sont supposés iden-
tiques sur toute l’image. En revanche, cela n’est plus vrai dans le cas d’un
fond variant linéairement, puisque ces éléments dépendent entre autres,
du paramètre H : on a donc autant de spectres moyens et de matrices de
covariance qu’il y a de pixels.
Pour tout pixel (i,j), µ = µij, et Γ = Γ ij.
Le spectre moyen s’écrit tel que :
µij = r∞ +KB,ijµ0,B −KC,ijr∞ (4.23)
où µ0,B représente le spectre moyen du fond (sans eau), et KB,ij (resp. KC,ij)
la matrice d’atténuation des photons qui ont interagi (resp. qui n’ont pas
interagi) avec le fond et qui arrivent sur le pixel (i,j).
La matrice de covariance est définie par :
Γ ij = E
[(
rij − µij )( rij − µij
)t]
(4.24)
En utilisant le modèle bathymétrique de réflectance, on exprime le vecteur
aléatoire rij en fonction des paramètres r∞, KB,ij, KC,ij, et d’un vecteur
aléatoire rB représentant la réflectance du fond. On peut alors écrire :
Γ ij = E
[(




(r∞ +KB,ijr0,B −KC,ijr∞)− (r∞ +KB,ijµ0,B −KC,ijr∞)
)t]










Γ ij = KB,ijΓ0KB,ij (4.25)
où Γ0 désigne la matrice de covariance du fond qui est totalement indé-
pendante des paramètres H, CPHY, CCDOM et CNAP.
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Pente
H0 = 0.10 m H0 = 3 m
SP AP AP/SP SP AP AP/SP
0% 0.56 0.72 1.29 0.13 0.14 1.08
5% 68.46 25.01 0.37 3.96 1.83 0.46
10% 115 63.40 0.55 7.47 5.47 0.73
20% 274 221 0.81 13.44 11.58 0.86
30% 385 333 0.86 18.40 16.98 0.92
Pente
H0 = 7 m
SP AP AP/SP
0% 0.29 0.30 1.03
5% 1.79 1.06 0.59
10% 3.44 2.66 0.77
20% 6.51 5.99 0.92
30% 9.30 8.92 0.96
Table 4.6 – REQMs (en %) sur l’estimation de la hauteur en fonction de la pente. Dans
le cas AP (AP : Avec Pente), on estime cette pente, tandis que le fond est supposé plat
dans le cas SP (SP : Sans Pente).
où Hij désigne la profondeur sur le pixel (i,j).




par un plan paramétré par le triplet {A, B, H0}, où la
hauteur en chaque pixel (i,j) est décrit par :
Hij = A× i + B× j + H0. (4.28)
Si l’on reprend le processus d’estimation, la nouvelle vraisemblance s’ex-
prime alors comme :










où N = Ni × Nj, et θ = {A, B, H0, CPHY, CCDOM, CNAP}.
En pratique, la matrice de covariance du fond est estimée au préalable à
partir de la relation Γ̂0 = K−1B Γ̂
−1
K−1B , où la matrice Γ̂ et les paramètres
intervenant dans l’expression de KB sont estimés en surface par MV sur
une petite zone de l’image en supposant le fond plat.
Résultats
Nous avons d’abord testé cette méthode sur les simulations. Ici, chaque
réflectance au pixel (i,j) est simulée de la façon suivante :
rij = r∞ +KB,ij(µ0,B + nB)−KC,ijr∞ + nS (4.30)
où nB et nS sont des réalisations de deux vecteurs aléatoires représen-
tant des bruits blancs gaussiens de variance σ2B et σ
2
S qui modélisent la





Sur le Tableau 4.6, on montre l’évolution de la racine de l’erreur quadra-
tique moyenne relative en fonction de la pente, de la profondeur H0, et de
4.3. Modélisation d’une profondeur variable 47
Figure 4.8 – (a) Image H1-0500m-L01-090deg-20100917-10h20mn-atm (zone 1), (b)
relief estimé avec le modèle de Brando et al. (2009) et Bricaud et al. (1995), (c) relief
estimé avec le modèle de Lee (1994).
Figure 4.9 – (a) Image H1-0500m-L01-090deg-20100917-10h20mn-atm (zone 2), (b)
relief estimé avec le modèle de Brando et al. (2009) et Bricaud et al. (1995), (c) relief
estimé avec le modèle de Lee (1994).
la méthode utilisée. Globalement, on constate que la précision augmente
lorsque l’on modélise cette pente. Toutefois, des différences sont à noter
selon les cas. Tout d’abord, on remarque que pour un fond plat, l’ajout de
deux inconnues supplémentaires engendre une hausse de l’erreur, hausse
qui diminue cependant lorsque H augmente (30% pour H0 = 0.10 m,
8% pour H0 = 3 m, et 3% pour H0 = 7 m). Dans un deuxième temps,
on voit que pour des pentes intermédiaires comprises entre 5% et 10%,
l’augmentation de la précision est importante puisqu’elle est comprise
entre 23% et 63% selon la profondeur de base H0. Pour des pentes plus
grandes (≥ 20%), la différence de précision lorsque l’on modélise ou non
la pente diminue car lorsque la profondeur augmente, il est plus difficile
d’estimer convenablement les variations du relief. En effet, il y a beau-
coup plus de similitudes entre deux spectres de réflectance d’une colonne
d’eau de 7 m et 8 m, qu’entre deux réflectances d’une colonne d’eau de
0.10 m et 1.10 m. Le gain apporté lorsque l’on modélise la pente est donc
plus important pour les faibles profondeurs (et a fortiori les faibles pentes).
Nous avons également testé notre méthode sur les données HypLitt.
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Figure 4.10 – (a) Image H2-0500m-L01-090deg-20100914-15h09mn-atm, (b) relief es-
timé avec le modèle de Brando et al. (2009) et Bricaud et al. (1995), (c) relief estimé avec
le modèle de Lee (1994).
Dans ce cas, s’il est difficile d’avoir un calcul d’erreur fiable puisque nous
ne connaissons la profondeur qu’en un seul point, il est facile d’évaluer
visuellement la justesse de notre estimation, en observant l’image.
Ici, nous présentons sur les Figures 4.8, 4.9, 4.10, et 4.11 deux séries de
résultats, obtenus avec les deux modèles d’absorption du phytoplanc-
ton présentés dans la Section 2.3.1 (celui de Brando et al. (2009) avec
l’absorption spécifique de Bricaud et al. (1995), et celui de Lee (1994)).
Globalement, on voit que la hauteur est bien estimée : la direction de la
pente est bonne sur les quatre images, et la correspondance avec le point
connu est plutôt réussie. Par exemple, pour la première image sélection-
née du site S1 (voir Figure 4.8), la vraie hauteur au centre des cibles est
de 1.12 m, alors que la hauteur estimée en ce même point est d’environ
0.95 m pour le modèle d’absorption du phytoplancton de Brando et al.
(2009) et Bricaud et al. (1995), et de 0.98 m pour le modèle de Lee (1994).
Pour l’image du site S3 (voir Figure 4.11), la vraie hauteur dans le coin
supérieur droit est de 4.70 m, tandis qu’elle est de 4.15 m pour le modèle
de Brando et al. (2009) et Bricaud et al. (1995), et de 4.50 m pour le modèle
de Lee (1994).
Dans l’ensemble, l’estimation réalisée avec le modèle de Lee (1994) paraît
meilleure qu’avec le modèle de Brando et al. (2009) et Bricaud et al. (1995)
On voit donc que cette modélisation de la hauteur d’eau permet d’amé-
liorer notablement l’estimation de H. Or, on sait que cette dernière est très
liée à celle des trois autres concentrations : une augmentation de la pré-
cision sur H se traduira donc par une augmentation de la précision sur
CPHY, CCDOM, et CNAP. On peut d’ailleurs retrouver cela à travers les ré-
sultats de simulation présentés sur la Figure 4.12 : on voit bien que pour
des zones de faibles fonds, la modélisation de la pente améliore également
la précision sur l’estimation des concentrations. Sur le graphe de gauche,
on voit par exemple, que pour une pente de 10%, l’erreur sur l’estima-
tion de CPHY passe de 13% à 7%, tandis que l’erreur sur CNAP passe de
28% à 7%. En revanche, pour des profondeurs plus importantes (graphe
de droite), la variation relative de la hauteur est plus faible : en guise
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Figure 4.11 – (a) Image H3-0500m-L01-270deg-20100914-13h15mn-atm-1-deglintage-
shoreline, (b) relief estimé avec le modèle de Brando et al. (2009) et Bricaud et al. (1995),
(c) relief estimé avec le modèle de Lee (1994).
Figure 4.12 – REQMs calculées à partir de 100 tirages aléatoires sur l’estimation des
concentrations (en %) en fonction la pente (AP : Avec Pente, la pente est modélisée ;
SP : Sans Pente, le fond est supposé plat). A gauche, le point le moins profond se situe à
0.10 m, tandis qu’à droite, il se situe à 7 m.
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Figure 4.13 – Variations discontinues ou continues de la hauteur.
Figure 4.14 – Choix de la bande permettant d’obtenir la dynamique rMAX(λ) −
rMIN(λ) maximale. La profondeur sur la crête centrale du fond est de 1 m, tandis que la
pente dans la partie supérieure (resp. inférieure) est de 5% (resp. 10%).
d’exemple, une pente de 10% entraîne un écart maximal par rapport à la
valeur moyenne de H de 6% pour H0 = 7 m contre 80% pour H0 = 0.1 m.
Dans ce cas, la représentation de la scène par un fond plat suffit alors pour
avoir de bons résultats.
4.3.3 Méthode d’estimation à deux pentes
Méthode
Une fois que l’on sait estimer une profondeur variant linéairement
dans l’image, on peut étendre cette méthode à plusieurs plans. Par la
suite, on présente les travaux effectués pour deux plans, mais on pourrait
très bien envisager de réaliser une autre étude, pour trois plans ou plus.
La technique développée ici se décompose en deux étapes : durant la
première, on localise la zone de rupture de pente (crête ou vallée), puis,
on estime de façon indépendante ou non la hauteur dans les deux régions
extraites (voir Figure 4.13). Ici, le terme de rupture de pente correspond
à un changement de signe de la dérivée. Dans ces travaux, on modélise
cette zone par une droite dans le plan de l’image.
Lors de la première étape, on cherche donc à repérer cette droite.
Pour ce faire, une phase préliminaire est de choisir une longueur d’onde
pour laquelle la dynamique rMAX(λ) − rMIN(λ) est maximale. Sur la
Figure 4.14, on montre un exemple de ce choix : pour chacune des 100
images de l’échantillon, on trace l’évolution de la dynamique en fonction
de la longueur d’onde (courbes bleues), puis on moyenne les résultats
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Figure 4.15 – Evolution de la dynamique rMAX(λ)− rMIN(λ) en fonction de la lon-
gueur d’onde. La profondeur sur la crête centrale du fond est de 5 m, tandis que la pente
dans la partie supérieure (resp. inférieure) est de 5% (resp. 10%).
Figure 4.16 – Méthode de localisation de la droite de rupture.
(courbe rouge). Dans cette gamme de profondeurs, le domaine spectral
approprié est compris entre 600 nm et 680 nm. En revanche, il se décalera
vers le vert pour des hauteurs d’eau plus importantes, puisque, dans le
rouge, le signal devient très atténué. En guise d’exemple, on trace les
mêmes courbes sur la Figure 4.15, où la crête centrale du fond est à 5 m
de profondeur, et on constate que le domaine spectral est ici compris
entre 500 nm et 570 nm. En pratique, il faut donc retrouver cette longueur
d’onde pour chaque image.
Passée cette étape préliminaire, il faut ensuite localiser la droite de
rupture de pente sur cette bande.
La méthode est très proche de la transformée de Hough, et est illustrée sur
la Figure 4.16, à l’aide d’une image 4× 4 pixels. On construit un vecteur
représentant la valeur moyenne des pixels situés sur chaque droite de
direction ϕ (on fixe le pas de variation de l’angle ϕ à 1˚). La taille de ce
vecteur est égale au nombre de droites de direction ϕ (dans l’exemple,
elle est de quatre pour ϕ=90˚, et de cinq pour ϕ=20˚). La rupture corres-
pond alors à la droite de valeur moyenne minimum (vallée) ou maximum
(crête). Dans l’exemple suivant, la crête se situe sur la droite rouge pour
52 Chapitre 4. Estimation de paramètres de l’eau et bathymétrie : méthodes statistiques







ϕ=20˚, tandis que la vallée se trouve sur la droite beige pour ϕ=20˚.
Une fois que l’on connaît les deux sous-parties de l’image, on estime
la pente sur chacune d’entre elles avec la méthode décrite dans la sec-
tion précédente. En pratique, dans le cadre d’une approche aveugle, sans
connaissance a priori, on peut calculer les deux pentes pour chaque scéna-
rio (vallée et crête), et choisir la description la plus vraisemblable.
L’estimation dans les deux régions peut se faire de manière dépendante







2 (voir Figure 4.17).
Si l’on estime séparément les deux triplets {A1, B1, H0,1} et {A2, B2, H0,2}
correspondant à chaque région, il est possible de modéliser un relief dis-
continu tel qu’il est représenté sur la Figure 4.13 à gauche. En revanche,
les pixels sont répartis en deux groupes, et la taille réduite de chaque
échantillon a pour effet de diminuer la précision de l’estimation.






2 , on estime la profondeur
sur toute l’image en une seule fois et on conserve donc la taille originale.
Il est nécessaire d’effectuer le changement de variable suivant :
{A1, B1, H0,1, A2, B2, H0,2} → {H0, H1, H2, H3} (4.31)
où H0, H1, H2 et H3 sont les profondeurs à deux des quatre coins de
l’image, et aux extrémités de la droite de rupture de pente.
Au-delà du fait de pouvoir travailler avec un échantillon plus grand, cette
contrainte permet, par construction, de modéliser un relief continu. Elle
permet également d’estimer une seule fois chaque concentration, au lieu
Figure 4.18 – (a) Vraie carte du relief, (b) localisation de la rupture de pente, (c) relief
estimé sans la contrainte de continuité (EQM=0.0209), (d) relief estimé avec la contrainte
de continuité (EQM=0.0083).
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Figure 4.19 – (a) Image H1-0500m-L01-090deg-20100917-10h20mn-atm, (b) localisa-
tion de la rupture de pente, (c) relief estimé sans la contrainte de continuité (modèle
de Brando et al. (2009) et Bricaud et al. (1995) pour aPHY), (d) relief estimé avec la
contrainte de continuité (modèle de Brando et al. (2009) et Bricaud et al. (1995) pour
aPHY), (e) relief estimé sans la contrainte de continuité (modèle de Lee (1994) pour aPHY),
(f) relief estimé avec la contrainte de continuité (modèle de Lee (1994) pour aPHY).
de deux dans le cas non contraint. Cependant, l’augmentation de la taille
de l’échantillon est à mettre en parallèle avec l’ajout d’une inconnue sup-
plémentaire par rapport à l’estimation d’un plan.
Résultats
Dans un premier temps, nous présentons des résultats obtenus en
simulations. Sur la Figure 4.18, on compare la vraie carte du relief 4.18.a
avec les deux cartes 4.18.c et 4.18.d estimées avec chaque méthode. De




2 ; la hauteur varie entre 1 m (sur la crête) et 2 m (sur un
bord). La sous-figure 4.18.b représente la bande choisie pour localiser la
zone de rupture et la droite bleue la rupture estimée. Ici, on peut voir
que la hauteur est mieux estimée par la méthode avec contraintes de
continuité puisque l’erreur quadratique est réduite de 60%.
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Figure 4.20 – (a) Image H2-0650m-L02-090deg-20100918-13h23mn-atm-1-deglintage-
shoreline, (b) localisation de la rupture de pente, (c) relief estimé sans la contrainte de
continuité (modèle de Brando et al. (2009) et Bricaud et al. (1995) pour aPHY), (d) relief
estimé avec la contrainte de continuité (modèle de Brando et al. (2009) et Bricaud et al.
(1995) et al. pour aPHY), (e) relief estimé sans la contrainte de continuité (modèle de Lee
(1994) pour aPHY), (f) relief estimé avec la contrainte de continuité (modèle de Lee (1994)
pour aPHY).
Dans un deuxième temps, nous présentons les résultats obtenus sur les
images HypLitt. Comme pour l’estimation d’une seule pente, nous ne dis-
posons pas de toute la vérité terrain, mais la seule visualisation de l’image
couleur nous permet d’avoir une bonne indication sur la fiabilité de notre
méthode.
Les résultats observés sur les figures 4.19 et 4.20 confirment la tendance, à
savoir que l’apport de la contrainte de continuité est intéressant et permet
de mieux estimer le relief. Quant aux différences liées au modèle d’ab-
sorption du phytoplancton choisi, il semblerait là encore que celui de Lee
(1994) donne de meilleurs résultats que celui de Brando et al. (2009) et
Bricaud et al. (1995).
4.3.4 En résumé
On a donc vu qu’il était possible d’adopter une représentation linéaire
de la profondeur, et d’insérer ce modèle dans l’expression de la vraisem-
blance. Nous avons également pu modéliser une pente linéaire par mor-
ceaux, où l’on cherche d’abord la position de la vallée ou de la crête,
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avant d’estimer la profondeur dans les deux régions. Ces deux méthodes
ont été testées sur les simulations et sur les données HypLitt avec succès,
puisque dans les deux cas, la précision sur l’estimation de la hauteur est
augmentée. Par ailleurs, il est aussi intéressant de constater qu’en zone
peu profonde, cette amélioration se traduit également à travers les résul-
tats d’estimation des autres paramètres CPHY, CCDOM, et CNAP.
4.4 Etude du Maximum A Posteriori (MAP)
4.4.1 Introduction et méthode
L’étude de l’EMV nous montre que cette méthode est très intéressante
dans une gamme de profondeurs allant d’un mètre à une quinzaine de
mètres (gamme variant selon la turbidité de l’eau). En revanche, à l’ins-
tar d’autres techniques comme cela est évoqué par Cannizzaro et Carder
(2006) pour l’estimation de CPHY en eau peu profonde, elle s’avère un peu
moins performante pour de très faibles et très grandes hauteurs d’eau
(quelques dizaines de centimètres et au-delà de 15-20 m). En effet, dans le
premier cas, la couche d’eau est trop mince pour que les différents consti-
tuants influent vraiment sur la réflectance, et leur estimation est donc dé-
licate. Dans le deuxième cas, le fond n’a quasiment plus d’influence sur
cette même réflectance (ici, r ≈ r∞), et il est donc très difficile d’estimer la
profondeur.
Dans ces cas extrêmes, l’approche aveugle a ses limites, et il est intéres-
sant d’apporter, si possible, un a priori sur l’ensemble des paramètres à
estimer θ afin de conserver de bonnes performances. Cette loi a priori P(θ)











P(χN |θ)× P(θ). (4.34)
(= θ̂MV(χN) pour une distribution uniforme)
Dans le cas où θ = {H, CPHY, CCDOM, CNAP}, on peut dans un premier
temps, considérer que les variables H, CPHY, CCDOM, et CNAP sont indé-
pendantes (même si CPHY et CCDOM peuvent être corrélées, notamment en
haute mer comme affirmé par Kutser (2004), mais ces relations sont mal
connues actuellement), et ainsi, que :
P(θ) = P(H)× P(CPHY)× P(CCDOM)× P(CNAP). (4.35)
Cela revient donc à rechercher la valeur de θ qui maximise le logarithme






{l(χN |θ) + ln [P(H)] + ln [P(CPHY)]
+ ln [P(CCDOM)] + ln [P(CNAP)]}
(4.36)
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où l(χN |θ) = ln [P(χN |θ)] est la fonction de log-vraisemblance.
Dans un premier temps, on considère ici des distributions a priori gaus-
siennes pour H, CPHY, CCDOM, et CNAP, c’est-à-dire que l’on a par exemple
H ∼ N (µH, σ2H). Un test d’adéquation du χ2, ayant été réalisé sur un jeu
de données réelles fourni par l’IFREMER (2011), a d’ailleurs permis de
valider cette hypothèse sur la distribution des paramètres CPHY et CNAP
(les seuls paramètres accessibles, CCDOM n’ayant pas été mesuré dans ce
jeu de données).
Finalement, trouver θ̂MAP(χN) revient donc à maximiser la fonction
f1(χN , θ) suivante :







































où Γ̂MV(χN ; θ) est donné par l’Equation 4.9.
Dans un deuxième temps, il est intéressant d’étudier d’autres distribu-
tions, peut-être plus adaptées que la distribution normale, celle-ci auto-
risant en effet des valeurs négatives pour les paramètres. C’est pourquoi
nous avons également utilisé des lois Gamma pour représenter la variabi-
lité de CPHY et CNAP. Pour chacun d’entre eux, les tests du χ2 réalisés sur
deux ensembles de données réelles nous indiquent, à chaque fois, que ce
type de loi permet de mieux décrire cette variabilité que les distributions
gaussiennes. Sur les images HypLitt, nous testons donc une deuxième ré-
gularisation, où la variabilité de H est toujours décrit par une loi normale,
mais où celles de CPHY et CNAP sont modélisées par des lois Gamma.
En ce qui concerne le CDOM, aucune donnée réelle permettant d’estimer
les paramètres statistiques des lois n’est disponible, et par conséquent,
aucune régularisation n’est effectuée sur CCDOM. En résumé, on a donc
H ∼ N (µH, σ2H), CPHY ∼ Γ(αCPHY , βCPHY), et CNAP ∼ Γ(αCNAP , βCNAP).
La nouvelle fonction à maximiser f2(χN , θ) est la suivante :














+ ln(CPHY(αCPHY−1))− ln(βCPHY αCPHY )− ln [Γ(αCPHY)]−
CPHY
βCPHY




où Γ est la fonction Gamma.
En guise d’exemple, on trace sur la Figure 4.21 la fonction de vraisem-
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Figure 4.21 – (a) Fonction de log-vraisemblance, (b) fonction de log-
vraisemblance régularisée en CPHY et CCDOM (µCPHY = CPHY,VRAI = 0.7 µg.L
−1,
σCPHY = 10% × CPHY,VRAI , µCCDOM = CCDOM,VRAI = 0.08 m−1,
σCCDOM = 10% × CCDOM,VRAI).
blance l(χN |θ) (à gauche) et la fonction f1(χN , θ) (à droite) régularisée en
CPHY et CCDOM. On voit bien l’apport de la régularisation : la fonction
devient plus "piquée", et rend les valeurs extrêmes moins vraisemblables.
En revanche, cela ne modifie quasiment pas la zone autour du maximum.
Grâce à cette méthode, il est donc possible d’éliminer certaines valeurs
aberrantes obtenues lorsque les conditions d’estimation sont difficiles
(faible et fortes profondeurs pour l’estimation de {CPHY, CCDOM, CNAP}
et {H} respectivement, faibles SNRs, etc).
Comme énoncé précédemment, le choix de la loi a priori est important :
par exemple, dans le cas d’une distribution a priori gaussienne centrée
sur la vraie valeur, plus l’écart-type choisi sera faible, et meilleure sera la
précision.
4.4.2 Résultats
Nous avons mesuré l’apport de la régularisation de la vraisemblance
en simulations et sur les données HypLitt.
Images simulées : tests avec la régularisation f1(χN , θ)
En ce qui concerne les résultats sur données synthétiques, on compare
sur la Figure 4.22, les erreurs calculées avec les estimateurs du MV et du
MAP (ce dernier étant obtenu à partir de la fonction régularisée f1(χN , θ)
de l’Equation 4.37), en fonction de la profondeur. Tout d’abord, on voit
bien qu’ici, pour des profondeurs comprises entre 5 m et 10 m, il n’y a pas
de différences significatives entre les deux : en effet, nous ne sommes pas
ici dans des conditions d’estimation difficiles et la régularisation n’apporte
pas grand chose. En revanche, pour de faibles profondeurs (ici 0.10 m),
on constate qu’avec des écarts-types sur la distribution des paramètres
égaux à 30% et 50% de la valeur moyenne, l’estimateur du MAP des
concentrations permet d’obtenir une précision bien meilleure que celui
du MV : par exemple, l’erreur sur CPHY passe de près de 60% à environ
25% dans le cas où σCPHY = CPHY,VRAI × 50%. De la même façon pour de
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Figure 4.22 – REQMs relatives obtenues avec (lignes pointillées) ou sans (lignes pleines)
régularisation, en fonction de la profondeur (données simulées). Pour chaque paramètre
X, on a (a) µX = XVRAI , σX = 30% × XVRAI , et (b) µX = XVRAI , σX = 50% × XVRAI
(CPHY = 0.7 µg.L−1, CCDOM = 0.08 m−1, CNAP = 2.8 mg.L−1).
Figure 4.23 – REQMs relatives obtenues avec (lignes pointillées) ou sans (lignes pleines)
régularisation, en fonction du SNR (données simulées). Pour chaque paramètre X, on a
(a) µX = XVRAI , σX = 30% × XVRAI , et (b) µX = XVRAI , σX = 50% × XVRAI
(H = 14 m, CPHY = 0.7 µg.L−1, CCDOM = 0.08 m−1, CNAP = 2.8 mg.L−1).
fortes profondeurs (ici 30 m), le MAP permet d’améliorer notablement
l’estimation de la hauteur H, puisque l’erreur passe de plus de 100% (non
affichée ici par souci de visibilité) à environ 15% pour σH = HVRAI × 50%.
On vérifie également l’intérêt du MAP dans des conditions difficiles sur
la Figure 4.23, où l’on montre l’évolution de l’erreur en fonction du SNR.
On constate là encore, que plus l’image est bruitée, et plus grande est la
différence entre MV et MAP.
Images HypLitt : tests avec les régularisations f1(χN , θ) et f2(χN , θ)
Par ailleurs, nous avons comparé ces deux méthodes d’estimation sur
les données HypLitt.
En ce qui concerne la régularisation f1(χN , θ), deux paramétrisations
différentes pour le MAP ont été testées.
La première s’appuie sur un premier jeu de données fourni par l’IFREMER
(2011) et déjà évoqué dans la section précédente. Comme indiqué sur la
Figure 4.24, la zone de mesures se situe dans la baie de Quiberon, non loin
du site S3. Nous avons extrait 35 (resp. 90) mesures de la concentration
en phytoplancton (resp. de turbidité), effectuées entre 1996 et 2003, sur
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Figure 4.24 – Localisation de la zone de mesure de la concentration en phytoplancton et
de la turbidité.
I1 I2 I3 I4 I5
Fond
µCPHY 1.5 1.5 1.6 3 2.4
µCNAP <2 <2 <2 <2 <2
Surface
µCPHY 1.5 2.4 2.2 2 1.6
µCNAP 3 <2 <2 <2 <2
Moyenne
µCPHY 1.5 1.95 1.9 2.5 2
µCNAP <2.5 <2 <2 <2 <2
Table 4.7 – Valeurs mesurées par ActiMar sur les différents sites en S3 (µCPHY en
µg.L−1, µCNAP en mg.L
−1).
une période de deux mois autour mi-septembre (date à laquelle ont été
prises les images). La relation entre turbidité et concentration en matière
en suspension est notamment évoquée par Doxaran et al. (2009), le rapport
des deux grandeurs étant proche de l’unité. Les paramètres µCPHY , σCPHY ,
µCNAP et σCNAP sont ainsi estimés sur cet échantillon, et on a ainsi :
µ̂CPHY = 1.88 µg.L
−1, σ̂CPHY = 1.12 µg.L
−1
µ̂CNAP = 1.47 mg.L
−1, σ̂CNAP = 1.48 mg.L
−1.
En ce qui concerne CCDOM, aucune donnée n’est disponible, et par
conséquent, nous ne régularisons pas la vraisemblance par rapport à ce
paramètre.
La deuxième paramétrisation s’inspire des relevés réalisés par ActiMar
lors de la campagne de mesures. Les paramètres µCPHY et µCNAP corres-
pondent aux valeurs mesurées, et σCPHY et σCNAP sont pris égaux à 100%
des valeurs moyennes. Les données sont présentées dans le Tableau 4.7.
Dans nos tests, nous prendrons les valeurs moyennes des deux mesures
effectuées en surface et au fond. En ce qui concerne le paramètre CNAP
où seuls des encadrements des concentrations réelles sont fournis, nous
choisisssons d’utiliser µCNAP = 2 mg.L
−1 en I1, et µCNAP = 1 mg.L
−1 en
I2, I3, I4, et I5. Enfin, comme pour la première paramétrisation, aucune
régularisation n’est faite sur la concentration CCDOM.
Lors des tests réalisés sur les images HypLitt, nous nous sommes rendus
compte que les différences de résultats entre ces deux paramétrisations
étaient finalement assez minimes. Par conséquent, nous ne les distinguons
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Figure 4.25 – REQMs relatives sur l’estimation de la hauteur d’eau, moyennées sur
deux images de la même profondeur, et obtenues avec (lignes pointillées) ou sans (lignes
pleines) régularisation, en fonction de la profondeur (données HypLitt).
pas sur la Figure 4.25 et les Tableaux 4.8 et 4.9.
En ce qui concerne la deuxième régularisation f2(χN , θ), nous utilisons
un deuxième jeu de données fourni par l’IFREMER (2011). Cette fois-ci,
nous avons extrait 88 (resp. 191) mesures de la concentration en phyto-
plancton (resp. de turbidité), effectuées entre 1996 et 2003, sur une période
de quatre mois autour mi-septembre (de mi-juillet à mi-novembre) afin
d’avoir davantage de données pour estimer les paramètres statistiques des
lois. Ici, les moyennes et écarts-types empiriques de CPHY et CNAP sont :
µ̂CPHY = 1.64 µg.L
−1, σ̂CPHY = 1.00 µg.L
−1
µ̂CNAP = 1.57 mg.L
−1, σ̂CNAP = 1.77 mg.L
−1.
La méthode des moments nous donne des estimateurs des paramètres α
et β des lois Gamma en fonction des moments empiriques d’ordre 1 et 2,
et on a ainsi :
α̂CPHY = 2.73, β̂CPHY = 0.60
α̂CNAP = 0.79, β̂CNAP = 1.98.
Enfin, en ce qui concerne la profondeur, dans les deux cas, µH est
donné par les mesures réalisées in situ, et σH est choisi égal à 50% de µH.
Seules les images du site S3 sont utilisées lors des tests, puisque les
prélèvements d’eau n’ont pas été effectués en S1 et S2.
On présente sur la Figure 4.25 l’évolution des erreurs sur l’estimation
de la profondeur pour les deux modèles d’absorption du phytoplancton
présentés dans la Section 2.3.1. On voit bien ici l’intérêt du MAP, notam-
ment lorsque la hauteur d’eau augmente : par exemple, l’erreur diminue
de moitié pour H = 16.80 m, et ce, quelque soit l’expression de aPHY.
En revanche, comme sur les simulations, il n’y a que peu d’écart entre
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I1 (H = 4.70 m) I2 (H = 6.70 m)
MV MAP 1 MAP 2 MV MAP 1 MAP 2
CPHY 4.82 4.72 4.76 4.49 4.37 4.35
CCDOM <10−5 <10−5 <10−5 <10−5 <10−5 <10−5
CNAP 1.53 1.43 1.37 2.82 2.66 2.72
I3 (H = 11.80 m) I4 (H = 16.80 m)
MV MAP 1 MAP 2 MV MAP 1 MAP 2
CPHY 3.60 3.52 3.52 3.37 3.34 3.35
CCDOM <10−5 <10−5 <10−5 <10−5 <10−5 <10−5
CNAP 4.19 4.04 4.10 6.12 5.96 6.00
I5 (H = 21.80 m)
MV MAP 1 MAP 2
CPHY 3.18 3.12 3.12
CCDOM <10−5 <10−5 <10−5
CNAP 4.77 4.60 4.65
Table 4.8 – Concentrations estimées avec le modèle de Brando et al. (2009) et Bricaud
et al. (1995) (CPHY en µg.L−1, CCDOM en m−1, et CNAP en mg.L−1). Les deux régula-
risations sont testées.
MV et MAP pour H = 4.70 m et H = 6.70 m. Par ailleurs, on constate ici
que les deux méthodes du MAP proposées donnent des résultats quasi-
identiques. On peut expliquer cela par le fait que la régularisation effec-
tuée en H est la même dans les deux cas, et que par conséquent, les modifi-
cations apportées par le passage aux lois Gamma sur les autres paramètres
ne sont pas suffisantes pour influencer l’estimation de la profondeur.
En ce qui concerne l’estimation des différentes concentrations, on
constate sur les Tableaux 4.8 et 4.9 que, quelque soit le modèle d’ab-
sorption du phytoplancton, les deux méthodes du MAP améliorent très
légèrement les résultats. Cependant, l’écart est tel qu’on ne peut pas
considérer que cette amélioration soit significative. Deux raisons peuvent
expliquer cela. La première provient du fait que l’on ne considère ici
que des profondeurs supérieures à 4.70 m. Or, comme nous l’avons déjà
expliqué auparavant, le MAP permet d’améliorer l’estimation d’un para-
mètre lorsque les conditions relatives à cette dernière sont difficiles. Pour
les concentrations, cela correspond à une gamme de faibles profondeurs,
et par conséquent, ce phénomène est moins marqué lorsque la hauteur
d’eau est plus importante. D’ailleurs, cela permet également d’expliquer
le fait que les deux méthodes du MAP donnent des résultats équivalents.
La deuxième raison des faibles écarts de résultats entre MV et MAP est
le fait que les écarts-types choisis ou estimés à partir des vérités terrain
disponibles sont trop importants pour que cela ait une réelle influence
par rapport aux résultats de l’EMV. Il serait difficile de les réduire car,
comme on a pu le constater sur les données de l’IFREMER (2011), ces
concentrations peuvent varier significativement sur la même période.
Enfin, de façon générale, on voit ici l’intérêt du modèle de Lee (1994)
pour évaluer CPHY, puisqu’il suffit de comparer avec le Tableau 4.7 pour
s’apercevoir que les valeurs estimées sont beaucoup plus réalistes. En
outre, ces résultats sont meilleurs si l’on distingue les eaux optiquement
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I1 (H = 4.70 m) I2 (H = 6.70 m)
MV MAP 1 MAP 2 MV MAP 1 MAP 2
CPHY 2.74 2.66 2.66 2.06 2.02 2.01
CCDOM <10−5 <10−5 <10−5 <10−5 <10−5 <10−5
CNAP 3.86 3.59 3.56 4.23 3.95 4.02
I3 (H = 11.80 m) I4 (H = 16.80 m)
MV MAP 1 MAP 2 MV MAP 1 MAP 2
CPHY 1.76 1.74 1.74 1.51 1.51 1.51
CCDOM <10−5 <10−5 <10−5 <10−5 <10−5 <10−5
CNAP 4.84 4.57 4.66 5.69 5.68 5.69
I5 (H = 21.80 m)
MV MAP 1 MAP 2
CPHY 1.49 1.49 1.49
CCDOM <10−5 <10−5 <10−5
CNAP 5.81 5.80 5.80
Table 4.9 – Concentrations estimées avec le modèle de Lee (1994) (CPHY en µg.L−1,
CCDOM en m−1, et CNAP en mg.L−1). Les deux régularisations sont testées.
peu profondes, où le fond est visible ou presque (voir les images à 4.70 m
et 6.70 m sur la Figure 1.5), des eaux optiquement profondes (voir les
images à 11.80 m, 16.80 m et 21.80 m sur la Figure 1.5). En effet, dans
le premier cas, il est pertinent de comparer les résultats d’estimation
de CPHY avec la moyenne des concentrations mesurées en surface et au
fond, puisque les deux valeurs influent sur la réflectance subsurface. En
revanche, dans le deuxième cas, le spectre observé (qui est proche de
r∞) dépend essentiellement de la valeur de CPHY mesurée en surface et
par conséquent, les valeurs estimées doivent plutôt être comparées à ces
concentrations-là.
Cela nous permet de souligner une nouvelle fois l’importance du choix
d’un modèle réaliste dans la méthode EMV. Nous l’avions déjà constaté
sur le Tableau 4.4, où nous voyions que le modèle de réflectance M2 per-
mettait d’augmenter notablement les performances de l’EMV par rapport
au modèle M1. Ce choix joue un rôle déterminant sur les résultats, et l’uti-
lisation de modèles encore plus fiables représente donc une piste d’amé-
lioration majeure de nos méthodes.
4.5 Etude des Bornes de Cramér-Rao
4.5.1 Introduction et méthode
Afin d’évaluer les performances de la méthode EMV, nous pouvons
comparer les résultats avec ceux donnés par d’autres techniques. Mais
cela ne nous donne aucune indication sur la précision maximale que
l’on peut atteindre, et on ne sait donc pas si, en théorie, il est possible
d’obtenir de meilleurs résultats. Voilà pourquoi la borne de Cramér-Rao
(BCR) est un outil très intéressant puisqu’elle correspond justement à la
valeur minimale théorique que peut prendre la variance d’un estimateur
4.5. Etude des Bornes de Cramér-Rao 63
non-biaisé de θ.
Dans le cas scalaire θ = {θ1} et pour un N-échantillon χN , elle s’ex-
prime comme l’inverse de l’information de Fisher IN(θ) :
















Présentée par Stoica et Moses (1997), la formule de Slepian-Bangs donne
l’expression intégrée de I1(θ) dans le cas multivarié. Il est alors fa-
cile de retrouver IN(θ), puisque, pour χN = {r1, . . . , rN} où tous les
ri sont indépendants et identiquement distribués, on peut montrer que
IN(θ) = N × I1(θ).
La formule de Slepian-Bangs relie I1(θ) avec µ, Γ et leurs dérivées par





















Afin de pouvoir calculer les dérivées ∂µ∂θi et
∂Γ
∂θi
, il est donc nécessaire de
connaître la relation entre les paramètres statistiques µ et Γ, et les para-
mètres physiques H, CPHY, CCDOM et CNAP. Ici, on utilise le modèle M1
de Maritorena et al. (1994) mis sous forme matricielle dans la Section 4.2.1
pour représenter la réflectance.
On utilise les expressions de µ et Γ données par les Equations 4.7 et 4.8
respectivement. Comme dans les tests précédents, on prend σ2B = σ
2
S .
Sous ces hypothèses, il est alors possible de calculer les BCRs (ces calculs
étant détaillés en Annexe A.3).
Dans le cas scalaire (c’est-à-dire pour θ = {H}, θ = {CPHY}, θ = {CCDOM}










































































Dans le cas multivarié, le calcul de ces bornes pour l’estimation de
θ = {H, CPHY, CCDOM, CNAP} nous donne :
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Figure 4.26 – Evolution du biais expérimental en fonction de la taille de l’échantillon
(M = 50000). Ici, on a : H = 10 m, CPHY = 0.7 µ g.L−1, CCDOM = 0.08 m−1, et
CNAP = 2.8 mg.L−1.




































































Avant de comparer nos résultats avec les BCRs, il est nécessaire de
vérifier que les EMVs sont non biaisés. Etant données leurs propriétés
asymptotiques, cela revient à savoir combien de pixels d’entraînement
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Figure 4.27 – Comparaison entre les BCRs (lignes pointillées) et les variances expérimen-
tales des estimateurs (lignes pleines) en fonction de la taille de l’échantillon (H = 10 m,
CPHY = 0.7 µg.L−1, CCDOM = 0.08 m−1, CNAP = 2.8 mg.L−1).
est-il nécessaire d’avoir afin d’obtenir un estimateur sans biais.
Sur la Figure 4.26, on montre l’évolution du biais expérimental BN(θ̂j) cal-
culé à partir de M valeurs de θ̂MV(χN) (chaque valeur de θ̂MV(χN) étant





L’incertitude sur BN(θ̂j) est donnée par son écart-type expérimental
σ(BN(θ̂j)) = 1√Mσ(θ̂j), où σ(θ̂j) est l’écart-type de la jeme composante de
θ̂MV(χN).
Dans le cas où θ est scalaire, on peut voir qu’environ 100 à 200
pixels suffisent pour que chaque estimateur θ̂j soit non biaisé. En
revanche, dans le cas multivarié (θ = {CPHY, CCDOM, CNAP} ou
θ = {H, CPHY, CCDOM, CNAP}), plusieurs milliers de pixels sont néces-
saires afin d’obtenir le même résultat. Par la suite, il sera donc important
de veiller à choisir un échantillon de taille suffisante.
Sur la Figure 4.27 où l’on compare les BCRs et les variances des
estimateurs, on choisit donc N = 200 (resp. N = 3000) pour θ scalaire
(resp. multivarié). On constate que quelque soit l’ensemble θ à estimer,
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Figure 4.28 – Evolution des BCRs en fonction des valeurs des paramètres (N = 3000).
Les lignes pleines correspondent à H = 0.20 m, les tirets à H = 1 m, et les pointillés
à H = 20 m. Lorsque ces paramètres ne varient pas, on a : CPHY = 0.7 µg.L−1,
CCDOM = 0.08 m−1, CNAP = 2.8 mg.L−1.
les variances sont égales aux BCRs associées. Cela confirme donc la théo-
rie disant que dans la famille exponentielle, dès lors que l’EMV θ̂MV(χN)
est non biaisé, il est à variance minimale (et sa variance est égale à la BCR).
Sachant cela, nous pouvons désormais étudier le comportement de
ces bornes (et donc de la précision de l’estimation) lorsque les diffé-
rents paramètres H, CPHY, CCDOM, et CNAP varient. Sur la Figure 4.28,
on montre l’évolution des BCRs en fonction des paramètres, et ce pour
trois profondeurs différentes (H faible, intermédiaire et grand). En ce qui
concerne l’estimation de H, on voit que la précision est maximale entre
un peu moins d’un mètre et une dizaine de mètres. De même, la précision
sur l’estimation des concentrations est également plus grande à 1 m qu’à
0.20 m et 20 m, et comme expliqué dans la Section 4.2.5, on retrouve
le fait que la méthode EMV est plus performante pour cette gamme de
profondeurs.
D’une façon générale, on voit d’ailleurs que plus l’eau est trouble, et
mieux on estime les concentrations : cela peut s’expliquer par le fait que
pour des valeurs faibles de CPHY, CCDOM, ou CNAP, les spectres d’absorp-
tion et de rétro-diffusion de l’eau sont principalement influencés par ceux
de l’eau pure, et il est donc difficile de retrouver l’apport de ces para-
mètres. Ce phénomène est plus marqué en faible (0.20 m et 1 m) qu’en
forte profondeur (20 m), car la réflectance subsurface dépend également
beaucoup de la réflectance du fond, ce qui diminue encore davantage
l’influence des concentrations.
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Sur les simulations, l’étude des bornes de Cramér-Rao nous permet
donc de voir que la méthode EMV est très intéressante puisque, lorsque
nous possédons suffisamment de pixels, elle donne l’unique estimateur
sans biais à variance minimale. Toute autre méthode aboutira à des résul-
tats inférieurs (au sens du critère "non biaisé et variance minimale").
Par ailleurs, au-delà de la caractérisation de la précision, on pourrait éga-
lement utiliser cet outil statistique pour qualifier le réalisme d’un modèle
de réflectance. En effet, on a vu que lorsque le modèle choisi suit parfai-
tement les données (ce qui est le cas dans les simulations), la variance est
égale à la BCR. Inversement, sur les images réelles, cette borne pourrait
donc correspondre à une mesure de la fiabilité du modèle sélectionné.
Enfin, il sera intéressant de calculer ces bornes en changeant d’une part, de
modèle de réflectance afin d’être encore plus fidèle à la réalité, et d’autre
part de modèle de covariance en choisissant une forme plus générale.
4.6 Conclusions
Nous avons développé une méthode d’estimation par maximum de
vraisemblance permettant de retrouver tout ou partie des paramètres
caractéristiques de la colonne d’eau. Les tests réalisés sur les simulations
et sur les images HypLitt démontrent l’intérêt de cette technique, en
particulier par rapport à l’inversion par minimisation d’une fonction d’er-
reur, pour une gamme de profondeurs situées entre plusieurs dizaines de
centimètres et dix ou vingt mètres selon la turbidité de l’eau. Nous voyons
également que cette méthode est robuste pour de forts niveaux de bruit.
Toutefois, cette méthode suppose la connaissance parfaite du spectre du
matériau constituant le fond marin. Or, en pratique, celle-ci est rarement
parfaite, et il est plus réaliste de considérer le fond connu à un paramètre
multiplicatif près. Nous avons donc développé l’estimation au sens du
maximum de vraisemblance en intégrant l’estimation de ce paramètre et
de la variance spectrale, en supposant la matrice de covariance diagonale.
Nous montrons sur des simulations et sur les données réelles que, malgré
cette hypothèse sur la matrice de covariance, l’estimation des paramètres
caractéristiques de la colonne d’eau est largement améliorée lorsque le
spectre moyen du fond n’est pas parfaitement connu, en particulier pour
les faibles profondeurs. Cependant, cette approche n’est plus pertinente
lorsque la hauteur d’eau augmente, la forme spectrale du fond ayant
moins d’influence sur la réflectance subsurface.
Par ailleurs, nous avons inséré un modèle de pente linéaire pour esti-
mer les variations de la hauteur d’eau au sein de la zone étudiée. De plus,
nous avons étendu cette représentation à la modélisation d’une pente
linéaire par morceaux, où l’on repère dans un premier temps la zone de
rupture de pente, avant d’estimer la profondeur avec la méthode précé-
dente. Nous voyons sur les simulations et sur les données HypLitt que
cela améliore notablement l’estimation de la hauteur et des concentrations
lorsque la profondeur reste modérée. Au-delà, les variations de H par
rapport à sa valeur moyenne sont faibles, et l’hypothèse de fond plat est
suffisante pour conserver de bons résultats.
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Afin d’améliorer l’estimation lorsque les conditions sont difficiles
(faible et forte profondeurs, faible SNR), nous avons étudié l’intérêt
d’apporter une connaissance a priori sur la distribution des paramètres
inconnus. Nous avons testé deux régularisations différentes, selon que les
variabilités de CPHY et CNAP soient modélisées par des lois gaussiennes
ou des lois Gamma. Sur les simulations et sur les images Hyplitt, nous
voyons que cela permet de mieux estimer les concentrations et la pro-
fondeur lorsque la hauteur d’eau est faible et forte respectivement. En
revanche, si les lois Gamma permettent de mieux représenter les variabi-
lités de CPHY et CNAP que les lois gaussiennes, les résultats obtenus par
les deux approches sont assez proches. Dans cette section, nous avons
également constaté l’importance primordiale du choix du modèle ba-
thymétrique sur les résultats : en effet, les deux modèles d’absorption
du phytoplancton comparés conduisent à des performances d’estimation
notablement différentes.
Enfin, lors de simulations, nous avons calculé les bornes de Cramér-
Rao associées à l’estimation des paramètres caractéristiques de la colonne
d’eau. Ce puissant outil nous permet de vérifier expérimentalement que,
lorsque l’estimateur du MV est sans biais, il est à variance minimale et
représente donc le meilleur choix selon le critère classique "sans biais et à
variance minimale". Le tracé de ces bornes en fonction de H, CPHY, CCDOM,
et CNAP nous montre l’évolution de la précision : on voit notamment que
plus l’eau est trouble, et mieux on estime les concentrations. De plus, la
précision théorique sur l’estimation de la profondeur est maximale entre
plusieurs dizaines de centimètres et une dizaine de mètres, ce qui est
conforme aux résultats expérimentaux et permet d’apporter une justifi-
cation théorique à ceux-ci. Par ailleurs, l’étude de cet outil et l’atteinte des
BCRs pour les erreurs expérimentales lors des simulations, permet de vali-
der le choix de la méthode d’optimisation que nous avons fait, confirmant
que celle-ci permet d’approcher le maximum de la fonction de vraisem-
blance de façon satisfaisante.
5Méthodes de détection decibles immergées
5.1 Introduction
En imagerie hyperspectrale, la détection de cibles représente une pro-blématique majeure pour la défense et la surveillance de l’environne-
ment. On entend par cible tout objet d’intérêt (véhicules, mines, etc) dont
une des caractéristiques fréquentes en télédétection est sa petite taille
vis-à-vis de la scène qui l’entoure.
L’approche classique consiste à exploiter la parcimonie des cibles et consi-
dérer que leur spectre est suffisamment différent de celui du fond. Le
processus de détection s’effectue en deux étapes. Dans un premier temps,
une fonction de contraste est dérivée à partir des données, des hypothèses
formulées sur la valeur du pixel étudié, et des connaissances a priori (si
disponibles). Appliquée à l’ensemble de l’image, elle permet d’obtenir
une carte de détection en niveau de gris, chaque niveau de gris étant lié
à la probabilité de présence d’une cible. Dans un deuxième temps, cette
carte est seuillée afin d’obtenir un masque de détection binaire, indiquant
la présence ou l’absence de cible dans chaque pixel.
Le terme de détection supervisée est utilisé lorsque le spectre de la
cible est connu a priori. Dans la littérature, les détecteurs supervisés de ré-
férence sont le filtre adapté (MF pour Matched Filter, AMF pour Adaptive
Matched Filter) et le filtre ACE (Adaptive Cosine/Coherence Estimator),
présentés par Manolakis et Shaw (2002). Leur construction se base sur des
hypothèses de présence (H1) ou d’absence (H0) de la cible, et sur l’écriture








où θ0 et θ1 sont les ensembles de paramètres caractérisant les lois de pro-
babilité associées aux hypothèses H0 et H1 respectivement. La fonction D
est la fonction de contraste évoquée précédemment, et η le seuil de prise
de décision permettant d’obtenir un masque binaire.
Pour le filtre adapté, on suppose que chaque pixel spectral est une réalisa-
tion d’un vecteur aléatoire gaussien multivarié r pouvant suivre l’une ou
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l’autre des deux hypothèses suivantes :
H0 : la cible est absente⇒ r ∼ N (µ0,B, Γ0)
H1 : la cible est présente⇒ r ∼ N (µ0,T, Γ0)
où µ0,B est le spectre moyen du fond, µ0,T le spectre moyen de la cible, et
Γ0 la matrice de covariance du fond supposée égale sous les deux hypo-
thèses (Manolakis et Shaw 2002). L’écriture du logarithme du rapport de
vraisemblance mène ainsi à l’expression linéaire du filtre MF :
dMF(r) = (µ0,T − µ0,B)tΓ−10 (r− µ0,B). (5.2)
En pratique, il est bien souvent nécessaire d’estimer la matrice de cova-
riance du fond. Le test du rapport de vraisemblance est alors remplacé par
le GLRT, qui ne possède plus les mêmes propriétés d’optimalité, mais qui
est cependant largement utilisé. On utilise alors l’AMF, la version adapta-
tive du filtre MF, où ce paramètre statistique est remplacé par son EMV Γ̂
(Robey et al. (1992)).
dAMF(r) =
[




(µ0,T − µ0,B)t Γ̂
−1
0 (µ0,T − µ0,B)
. (5.3)
Le filtre ACE a été développé avec une approche subpixel ; il est basé sur
les hypothèses suivantes :
H0 : la cible est absente⇒ r ∼ N (µ0,B, Γ0)
H1 : la cible est présente⇒ r ∼ N (µ0,T, σ2Γ0).
Ici, les matrices de covariance des classes fond et cible ont la même struc-
ture, et le facteur de proportionnalité inconnu σ2 est relié au taux de rem-
plissage de la cible dans le pixel. Le rapport de vraisemblance généralisé
conduit au détecteur ACE (Conte et al. 1995) :
dACE(r) =
[




(µ0,T − µ0,B)t Γ̂
−1







L’AMF s’avère être très intéressant lorsque la cible est résolue, et que
le fond est globalement homogène. Il possède une sensibilité au spectre
cible plus importante que l’ACE par exemple. En revanche, ce dernier
est également moins sensible aux outliers, et permet donc d’obtenir de
meilleures performances de détection lorsque le fond est hétérogène (ce
qui est souvent le cas en situation réelle). Sa construction fait qu’il est
aussi adapté aux problèmes de détection subpixel (lorsqu’un pixel est
composé d’un mélange de fond et de cible).
Les trois filtres présentés possèdent la caractéristique d’être à taux de
fausse alarme constant (CFAR) ; par ailleurs, un résumé de l’ensemble de
leurs propriétés est décrit par Manolakis (2004).
De nombreux autres algorithmes de détection ont ainsi été développés
ces dernières années pour faire face à différents cas pratiques. Cependant,
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aucun d’entre eux n’est adapté à la détection d’objets immergés. En ef-
fet, lors de la traversée des rayons lumineux dans la colonne d’eau, les
spectres du fond et de la cible observés en surface peuvent être considé-
rablement déformés, notamment dans le visible et le proche-infrarouge.
Cette déformation dépend non seulement de la profondeur, mais aussi du
degré de turbidité de l’eau. Afin de conserver de bonnes performances, il
est donc nécessaire de prendre en compte et de modéliser cette distortion
avant de développer les filtres de détection.
Pour cela, les deux modèles présentés dans la Section 4.2.1 sont uti-
lisés. Comme pour l’estimation, le modèle M1 est étudié en simulations,
tandis que le modèle M2 est testé sur les données réelles. Tous les déve-
loppements théoriques des filtres bathymétriques sont effectués avec M1,
mais ils peuvent être aisément réécrits avec M2.
Nous adoptons ici la même approche statistique que pour la méthode
d’estimation présentée dans la Section 4.2.2. Chaque pixel spectral r est
ainsi considéré comme une réalisation d’un vecteur aléatoire gaussien
multivarié, paramétré par le modèle M1 ou M2.
Deux ensembles de données sont utilisés dans le processus de détection :
un échantillon d’apprentissage, constitué uniquement de pixels de fond,
et un échantillon de pixels tests (cible ou fond).
Comme pour les filtres de détection classiques, l’écriture d’un test du
rapport de vraisemblance conduit à différentes fonctions selon les hypo-
thèses et les connaissances a priori dont on dispose. Dans les sections sui-
vantes, on transpose les filtres MF, AMF, et ACE dans le contexte de la
détection de cibles immergées. De plus, nous proposons un nouveau filtre
issu du test de vraisemblance généralisé, permettant de détecter sans avoir
besoin de posséder de connaissances a priori sur la colonne d’eau.
5.2 Quelques filtres classiques adaptés à la détection
de cibles immergées
Pour chaque pixel test, on considère les hypothèses suivantes :
H0 : la cible est absente⇒ r ∼ N (µB, Γ)
H1 : la cible est présente⇒ r ∼ N (µT, Γ).




et µT = r∞ +K(µ0,T − r∞) où µ0,B et µ0,T
sont les spectres moyens du fond et de la cible respectivement. Tous les
paramètres sont supposés connus.
Comme pour le filtre MF classique de l’Equation 5.2, le logarithme du
rapport de vraisemblance conduit à l’expression du filtre adapté bathy-
métrique :
dBMF(r) = (µT − µB)tΓ−1(r− µB). (5.5)
On peut insérer le modèle dans les hypothèses des autres détecteurs clas-
siques, et ainsi, la méthode décrite par Robey et al. (1992) nous conduit à
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l’expression du filtre adapté adaptatif bathymétrique (BAMF) :
dBAMF(r) =
[








En ce qui concerne le détecteur angulaire adaptatif bathymétrique (BACE),
on peut aussi l’exprimer comme le carré du cosinus de l’angle entre entre
le pixel test et le pixel cible, les données ayant été blanchies au préalable
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Ces trois filtres bathymétriques possèdent les mêmes propriétés de taux
de fausse alarme constant que leur homologue non-bathymétrique.
5.3 Le GBF (GLRT-based Bathymetric Filter), une solu-
tion lorsque les paramètres de la colonne d’eau
sont inconnnus
En pratique, les paramètres physiques tels que la profondeur ou la
concentration en phytoplancton sont inconnus. Cependant, ils sont indis-
pensables pour corriger les spectres du fond et de la cible avant le proces-
sus de détection (pour passer de µ0,T à µT dans les Equations 4.1 et 4.2).
Le but est donc de développer un filtre issu du rapport de vraisemblance
généralisé, et fonctionnant de façon autonome en estimant l’ensemble de
paramètres θ par MV sur l’ensemble des données (pixel test r et échan-
tillon d’apprentissage χN = {r1, ..., rN}).
Par exemple, si la matrice de covariance et la profondeur sont inconnues,
les hypothèses de départ sont les suivantes :
H0 : la cible est absente⇒ r ∼ N (µB, Γ)
H1 : la cible est présente⇒ r ∼ N (µT, Γ)
où µB et µT sont inconnus du fait de la méconnaissance de H. Hormis la
matrice Γ, tous les autres paramètres sont supposés connus.
Le test du rapport de vraisemblance généralisé (GLRT) calculé sur l’en-











η, avec θ = {Γ, H}. (5.8)
Le développement de ce détecteur est détaillé en Annexe A.1, et aboutit à
l’expression :
DGBF(r) =
1+ (r− µB(Ĥ))tS(Ĥ)−1(r− µB(Ĥ))
1+ (r− µT(Ĥ))tS(Ĥ)−1(r− µT(Ĥ))
. (5.9)
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Figure 5.1 – Courbes ROC illustrant la détection du métal galvanisé en : (a) eau
pure (H = 55 m, SNR = 5.6 dB) ; (b) eau turbide (H = 14 m, CPHY = 0.7 µg.L−1,
CCDOM = 0.08 m−1 et CNAP = 2.8mg.L−1, SNR = 9.9 dB).
De la même façon, il est possible de développer le GBF dans le cas où la











η, avec θ = {Γ, H, CPHY, CCDOM, CNAP}.
(5.10)
A partir de l’expression 5.9, nous n’avons pu établir la propriété de taux de
fausse alarme constant, le paramètre Ĥ intervenant dans les expressions
de µB(Ĥ), µT(Ĥ), et S(Ĥ) étant estimé numériquement.
5.4 Résultats
En pratique, le processus de détection peut s’effectuer de la manière
suivante : en supposant que les pixels de cible soient suffisamment peu
nombreux pour ne pas affecter l’estimation, on estime les paramètres in-
connus dans le voisinage du pixel test, avant d’appliquer le filtrage.
Afin d’évaluer les performances des filtres bathymétriques, nous les com-
parons avec la méthode suivante : nous inversons les données avec les
valeurs des paramètres estimées par la technique d’inversion présentée
dans la Section 3.4, puis nous appliquons les détecteurs classiques (AMF,
ACE) aux images ainsi transformées.
L’échantillon d’apprentissage est un cube de 21× 21 pixels, de manière à
ce que les EMVs sous chaque hypothèse H0 et H1 soient égaux (voir An-
nexe A.1).
On présente les résultats de détection sous la forme de courbes ROC (Re-
ceiver Operating Characteristic) : celles-ci sont des courbes paramétrées
par le seuil η du test du rapport de vraisemblance 5.1. Pour chaque va-
leur de η, on calcule les probabilités de détection (PD) et de fausse alarme
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Figure 5.2 – Probabilité de détection du métal galvanisé en fonction du SNR (H = 14 m,




Nombre de pixels de cibles détectés
Nombre total de pixels de cible
(5.11)
PFA =
Nombre de pixels de fond détectés
Nombre total de pixels de fond
(5.12)
La probabilité de détection est donc la probabilité de bien détecter un
pixel de cible, tandis que la probabilité de fausse alarme est la probabilité
de détecter un pixel de fond comme étant un pixel de cible.
Sur la Figure 5.1.a, on compare les performances de chaque filtre pour
la détection du métal galvanisé (cible présente sur la première ligne sur la
Figure 4.5) à une profondeur de 55 m et un SNR de 5.6 dB. D’un point de
vue général, on peut voir clairement que les filtres bathymétriques sont
supérieurs aux détecteurs classiques appliqués après inversion. Pour une
PFA de 10−3, les filtres bathymétriques détectent environ 80% des pixels
de cible, tandis que le LEVAMF ou le LEVACE n’en détectent aucun. Bien
entendu, ces performances dépendent notamment des différences entre
les spectres de la cible et du fond, et de la turbidité de l’eau. Pour une eau
plus trouble (voir Figure 5.1.b), la probabilité de détection est d’environ
0.7 pour une PFA de 10−3 à 14 m et pour un SNR de 9.9 dB.
Ces courbes présentant des résultats pour un SNR fixe, il serait intéres-
sant d’étudier aussi la robustesse de ces détecteurs ; en effet, on pourrait
craindre que le GBF soit sensible aux forts niveaux de bruit, car la pré-
cision de l’estimation diminue avec le SNR. Sur la Figure 5.2, on a donc
tracé l’évolution de la probabilité de détection du métal galvanisé en
fonction du SNR pour une profondeur fixée à H = 14m. On peut voir
que le BMF et le GBF donnent de meilleurs résultats que le BAMF ou le
BACE, et ce même sur images très bruitées. Le GBF est plus robuste que
le BAMF puisqu’en effet, si les performances des deux filtres semblent
équivalentes pour un SNR élevé, celles du GBF décroissent moins vite que
celle du BAMF lorsque le SNR diminue. Par ailleurs, ces résultats peuvent
être combinés avec ceux du Tableau 4.2 : on voit que même si la REQM
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Figure 5.3 – Image HypLitt H3-0500m-L01-270deg-20100914-13h15mn. Une bâche
blanche et une bâche noire ont été placées respectivement en I1 et I2. La profondeur en I1
est de 4.70 m tandis qu’elle est de 6.70 m en I2.
sur l’estimation de CPHY et CCDOM est respectivement de 17% et 11%
pour un SNR de 5 dB, le GBF reste équivalent aux autres filtres. Nous en
concluons que ce nouveau détecteur est robuste aux erreurs d’estimation
sur les paramètres inconnus, et peut être utilisé sans aucune connaissance
a priori sur la colonne d’eau.
Nous avons également implémenté nos algorithmes sur les données
HypLitt présentées sur la Figure 5.3. Ceux-ci ont été développés avec le
modèle M2 ; de plus, une série de résultats a été obtenue pour chaque
modèle d’absorption du phytoplancton. Pour des profondeurs inférieures
à 4.70 m (sites S1 et S2), les cibles sont très bien détectées, et il n’y a pas
de différences entre les différentes méthodes.
En ce qui concerne le site S3, les courbes ROC présentées sur la Figure 5.4
ont été tracées en utilisant le modèle de Brando et al. (2009) et Bricaud
et al. (1995). La tendance globale confirme la supériorité des filtres ba-
thymétriques. Pour de telles profondeurs, les bâches blanches sont bien
détectées par chaque filtre, puisque pour une PFA de 10−3, 100% des pixels
de cible sont retrouvés. En ce qui concerne les bâches noires qui sont plus
difficiles à détecter, le BAMF et le BACE sont sensiblement plus perfor-
mants que le LEVAMF et le LEVACE respectivement, en I1 et I2. Dans ce
cas, on peut également remarquer que le GBF est le filtre le plus efficace :
en effet, en I1 et I2 et pour une PFA de 10−3, la probabilité de détection est
d’environ 0.8, tandis qu’elle est inférieure à 0.2 pour les autres filtres. Cela
confirme donc le fait que le GBF est plus performant que ses concurrents
lorsque les conditions sont difficiles, et ce, malgré les erreurs d’estimation
sur la profondeur et les concentrations des constituants de l’eau.
Par ailleurs, afin d’étudier encore davantage l’influence du choix du mo-
dèle sur nos méthodes et nos résultats, on effectue les mêmes tests en
utilisant cette fois-ci le modèle d’absorption du phytoplancton de Lee
(1994). Les courbes ROC obtenues sont présentées sur la Figure 5.5. On
voit bien cette modélisation permet d’améliorer globalement les résultats
de tous les filtres. Cela est d’autant plus vrai pour ceux effectuant une
pré-étape d’estimation avant la détection (i.e. le GBF, le LEVAMF, et le
LEVACE). Par exemple, le GBF détecte désormais plus de 80% des pixels
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Figure 5.4 – Courbes ROC illustrant la détection de : (a) bâche blanche en I1 :
H = 4.70 m, CPHY = 1.5 µg.L−1, et CNAP < 2.5 mg.L−1 ; (b) bâche blanche en I2 :
H = 6.70 m, CPHY = 1.95 µg.L−1, et CNAP < 2 mg.L−1 ; (c) bâche noire en I1 :
H = 4.70 m, CPHY = 1.5 µg.L−1, et CNAP < 2.5 mg.L−1 ; (d) bâche noire en I2 :
H = 6.70 m, CPHY = 1.95 µg.L−1, et CNAP < 2 mg.L−1. Ici, le modèle d’absorption
du phytoplancton est celui de Brando et al. (2009) et Bricaud et al. (1995).
de cible sur l’ensemble des images étudiées. La seule légère baisse de
résultats lors du passage au modèle de Lee (1994) concerne la détection
de la bâche noire à 6.70 m par le BAMF et le BACE. On peut expliquer
cela par le fait qu’il est nécessaire de connaître la valeur exacte des para-
mètres H, CPHY, CCDOM, et CNAP pour appliquer ces filtres ; or, comme
nous l’avons déjà présenté dans la Section 4.4.2, et plus particulièrement
dans le Tableau 4.7, nous n’avons qu’une connaissance approximative de
CNAP, et aucune connaissance sur CCDOM. Les valeurs utilisées dans le
BAMF et le BACE ne sont donc peut-être pas les valeurs réelles de ces
concentrations, ce qui induit cette petite baisse des performances.
Par ailleurs, nous avons mesuré les temps de calcul pour les deux mé-
thodes. Avec un processeur de 3 GHz et pour les méthodes de détection
basées sur l’estimation par inversion, il est de 12 ms et 13 ms par pixel
en I1 et I2 respectivement. En comparaison, nos algorithmes ont besoin de
4 ms et 2.4 ms par pixel en I1 et I2 respectivement. Bien entendu, il serait
possible d’améliorer encore davantage ces derniers chiffres en utilisant un
schéma d’optimisation plus rapide comme les techniques de gradient.
Finalement, ces derniers résultats obtenus sur les images HypLitt
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Figure 5.5 – Courbes ROC illustrant la détection de : (a) bâche blanche en I1 :
H = 4.70 m, CPHY = 1.5 µg.L−1, et CNAP < 2.5 mg.L−1 ; (b) bâche blanche en I2 :
H = 6.70 m, CPHY = 1.95 µg.L−1, et CNAP < 2 mg.L−1 ; (c) bâche noire en I1 :
H = 4.70 m, CPHY = 1.5 µg.L−1, et CNAP < 2.5 mg.L−1 ; (d) bâche noire en I2 :
H = 6.70 m, CPHY = 1.95 µg.L−1, et CNAP < 2 mg.L−1. Ici, le modèle d’absorption
du phytoplancton est celui de Lee (1994).
confirment l’intérêt de ces filtres bathymétriques pour la détection de
cibles immergées.
5.5 Conclusions
Dans cette partie, nous transposons les filtres MF, AMF et ACE dans
le contexte de la détection de cibles immergées. Ces détecteurs supposant
que les caractéristiques de la colonne d’eau sont connues, nous dévelop-
pons le GBF, un nouveau filtre issu du test de vraisemblance généralisé,
qui estime au préalable les paramètres inconnus. Les résultats obtenus
sur les simulations et sur les images HypLitt sont supérieurs à ceux ob-
tenus par les méthodes classiques, consistant à inverser la colonne d’eau
avec les paramètres estimés, avant d’appliquer les détecteurs usuels. On
constate notamment sur les données simulées que le GBF permet d’ob-
tenir des performances équivalentes aux autres filtres bathymétriques, et
que par conséquent, l’estimation par maximum de vraisemblance est suffi-
samment performante pour que cela n’influe pas sur les performances de
détection. Sur les données réelles, lorsque la connaissance des paramètres
caractéristiques de la colonne d’eau est imparfaite, le GBF est le détec-
teur le plus performant. Enfin, nous avons étudié l’influence du modèle
d’absorption du phytoplancton sur les résultats de détection : la modé-
lisation de Lee (1994) est encore celle qui permet d’obtenir les meilleurs
taux de détection, confirmant ainsi la supériorité face à la représentation
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Cette thèse aborde deux problématiques : la première est relative àla caractérisation de la colonne d’eau et l’estimation des paramètres
inconnus associés. La deuxième traite de la détection de cibles immergées
en zones côtières. Pour cela, après le Chapitre d’introduction 1, nous pré-
sentons dans les Chapitres 2 et 3 un état de l’art sur les modèles physiques
utilisés, ainsi que sur les méthodes d’estimation des paramètres de la co-
lonne d’eau existantes. Dans le Chapitre 4, nous présentons les différentes
méthodes d’estimation statistiques proposées. Enfin, le Chapitre 5 traite
de la problématique de la détection de cibles immergées.
Dans le Chapitre 2, nous abordons la question cruciale du choix du
modèle bathymétrique, reliant la réflectance subsurface à la réflectance du
fond et aux paramètres "optiquement actifs" caractéristiques de la colonne
d’eau (profondeur, concentrations en phytoplancton, en matière orga-
nique dissoute, et en particules non algales). Ce choix est très important
car le succès de nos méthodes repose en grande partie sur la fidélité de ce
modèle à la réalité. Par conséquent, il est donc primordial d’effectuer l’état
de l’art le plus complet possible. En environnement côtier, la réflectance
subsurface peut être vue comme la somme pondérée de la réflectance
du fond et de la réflectance d’une colonne d’eau infinie. Ces coefficients
de pondération dépendent de la profondeur et de la turbidité de l’eau,
notamment à travers les spectres d’absorption et de rétro-diffusion. Ces
derniers peuvent s’écrire eux-mêmes comme la somme des absorptions
ou des rétro-diffusions de chaque constituant de l’eau optiquement actif,
c’est-à-dire les molécules d’eau, le phytoplancton, le CDOM, et les parti-
cules non algales. Afin d’évaluer l’impact d’un modèle plus précis sur les
résultats d’estimation, nous avons sélectionné plusieurs représentations
de la réflectance, ainsi que plusieurs façons de modéliser l’absorption du
phytoplancton.
Dans le Chapitre 3, nous présentons un ensemble de méthodes exis-
tantes estimant tout ou partie des paramètres caractéristiques de la co-
lonne d’eau. Nous choisissons ensuite l’une d’entre elles afin d’évaluer par
comparaison les performances de nos algorithmes. Deux approches sont
utilisées dans les méthodes d’estimation globales. La première consiste
à minimiser une fonction d’erreur calculée à partir de l’observation et
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du spectre modélisé. Les paramètres estimés sont ceux pour lesquels la
mesure et le modèle sont les plus proches au sens de l’erreur quadratique
moyenne. Dans la deuxième approche, on construit une librairie spectrale
tabulée en fonction de la profondeur et des concentrations. L’observation
est comparée à cet ensemble de spectres, et les paramètres estimés sont
alors ceux pour lesquels la distance entre la mesure et le modèle est
minimale (méthode des moindres carrés). La taille de cette librairie doit
être bien choisie afin de représenter une majorité de situations réelles tout
en gardant des temps de calcul raisonnables.
Afin d’évaluer les performances de nos algorithmes, nous choisissons de
travailler avec la méthode d’inversion par minimisation d’une fonction
d’erreur, adaptée à la modélisation choisie.
Dans le Chapitre 4, nous présentons les différentes méthodes d’esti-
mation statistiques que nous avons développées au cours de cette thèse.
Celles-ci se basent sur l’hypothèse de gaussianité des données et sur la
paramétrisation de la réflectance à l’aide des modèles évoqués dans le
Chapitre 2. Dans un premier temps, nous considérons un échantillon d’ap-
prentissage de réalisations indépendantes et identiquement distribuées,
et nous calculons la vraisemblance associée. Cette dernière dépend des
paramètres à estimer, et les estimations numériques sont alors les valeurs
les plus probables, c’est-à-dire celles qui maximisent cette fonction. Sur les
simulations, les résultats obtenus sont très intéressants, notamment dans
une gamme de profondeurs comprises entre 1 m et 10 m à 20 m selon la
turbidité de l’eau. Cette méthode montre également une bonne robustesse
au bruit. Grâce aux tests sur les données HypLitt, on voit que l’EMV
est globalement supérieure à l’inversion par minimisation d’une fonction
d’erreur pour l’estimation de la profondeur. Cette dernière étude permet
de souligner l’importance du choix d’un modèle réaliste, particulièrement
pour la méthode EMV, puisque les résultats obtenus avec le modèle M2
sont notablement meilleurs que ceux obtenus avec M1.
Nous avons envisagé la cas réaliste où le spectre du fond est connu à
un facteur multiplicatif près, en intégrant ce paramètre dans le modèle
des données, et en supposant la matrice de covariance diagonale et de
variance inconnue. Nous montrons que, malgré l’hypothèse simplifica-
trice sur la forme de cette matrice, l’estimation du vecteur de paramètres
inconnu est notablement améliorée pour des hauteurs d’eau faibles, là où
la méthode générale donne de moins bons résultats (lorsque le spectre
de fond supposé est différent du spectre réel). Pour des profondeurs plus
importantes, cette modélisation n’est plus efficace puisque la forme spec-
trale du fond n’a alors que peu d’importance, la réflectance subsurface
étant quasiment égale à la réflectance d’une colonne d’eau infinie.
Les performances obtenues par l’EMV sont donc satisfaisantes. Cepen-
dant, l’implémentation de cette méthode suppose que l’on puisse disposer
d’un échantillon suffisamment grand, ce qui est facilement envisageable
en zones côtières lorsque l’on travaille avec des résolutions spatiales
comme celles des données HypLitt. Il est donc intéressant d’affiner le
processus d’estimation en modélisant les variations de profondeur, qui
est a priori le paramètre qui peut évoluer le plus rapidement au sein de
l’image. Nous avons alors inséré un modèle de pente linéaire dans la
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vraisemblance : le spectre moyen du fond et sa matrice de covariance
sont exprimés en fonction de Hij, la hauteur d’eau dans le pixel (i,j).
Les résultats montrent que cela permet d’améliorer significativement
l’estimation de tous les paramètres (y compris les concentrations), notam-
ment lorsque les profondeurs considérées sont peu importantes (jusqu’à
quelques mètres). Lorsque les variations du relief sont faibles par rapport
à H, la modélisation par un fond plat suffit pour décrire convenablement
la scène. Cette technique a été testée et validée sur les données simulées
et sur les images HypLitt.
Ces résultats étant satisfaisants, nous avons étendu cette méthode à l’esti-
mation d’une pente linéaire par morceaux. Celle-ci se décompose en deux
étapes : dans la première, nous recherchons la zone de rupture de pente
(crête ou vallée) en étudiant le profil spectral des pixels dans chaque
direction. Puis, une fois que les deux régions sont repérées, nous estimons
la profondeur dans chacune d’entre elles, et ce, de façon indépendante ou
non (en contraignant ou non les deux plans à se rejoindre). Là encore, les
résultats obtenus sur les données simulées et les images HypLitt sont très
intéressants et montrent que cette méthode permet d’affiner l’estimation
de la profondeur en zones côtières.
Par ailleurs, toujours dans un souci d’améliorer le processus d’estimation,
nous avons voulu travailler sur les gammes de profondeurs où l’EMV est
un peu moins performante, c’est-à-dire les très faibles ou les très grandes
hauteurs d’eau. Dans le premier cas, l’atténuation est principalement
causée par l’eau pure, et par conséquent, il est délicat de retrouver l’ef-
fet des constituants. Dans le deuxième cas, le fond n’a quasiment plus
d’influence sur la réflectance subsurface, ce qui rend difficile l’estimation
de la profondeur. Dans ces situations, il est donc intéressant, dans la
mesure du possible, d’insérer un a priori sur la répartition des paramètres
à estimer. Dans un premier temps, nous avons régularisé l’expression de
la vraisemblance en introduisant des distributions gaussiennes centrées
sur les vraies valeurs de la profondeur et des concentrations. Dans un
deuxième temps, nous avons utilisé des lois Gamma pour modéliser la
variabilité des paramètres CPHY et CNAP. Les résultats obtenus sur les
simulations confirment l’intérêt de cette approche, puisque cela permet
d’éviter les valeurs aberrantes et d’améliorer significativement la précision
de l’estimation lorsque les conditions sont difficiles (faibles et fortes pro-
fondeurs, faible SNR). Sur les images HypLitt, l’amélioration est surtout
notable sur l’estimation de H, puisque par exemple, l’erreur obtenue avec
le modèle d’absorption du phytoplancton de Lee (1994) est diminuée de
moitié pour des hauteurs d’eau supérieures ou égales à 12 m. Pour l’esti-
mation des concentrations, la baisse est moins significative car d’une part,
il est moins difficile de retrouver ces paramètres dans cette gamme de
profondeurs et par conséquent, il y a moins d’écart entre MV et MAP, et
d’autre part, les écarts-types choisis ou estimés à partir des vérités terrain
disponibles sont trop grands pour que cela ait une réelle influence sur les
résultats. En ce qui concerne les différences entre les deux régularisations
proposées, bien que les tests d’adéquation du χ2 prouvent que les lois
Gamma permettent de mieux représenter la variabilité de CPHY et CNAP
que les lois gaussiennes, les résultats obtenus dans les deux cas sont très
proches. Il serait toutefois intéressant de comparer ces deux méthodes en
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eau peu profonde, là ou l’estimation des concentrations est plus difficile.
En conclusion, cette approche, lorsqu’elle est possible, permet d’améliorer
les performances d’estimation lorsque les conditions sont délicates.
Enfin, pour compléter nos travaux sur l’estimation des paramètres de
l’eau, nous avons calculé les bornes de Cramér-Rao associées. Ce puissant
outil statistique donne une expression théorique de la variance minimale
d’un estimateur non biaisé, et son étude permet de savoir s’il est pos-
sible ou non d’améliorer la précision de nos méthodes. Sous certaines
hypothèses, notamment sur la forme de la matrice de covariance, on peut
ainsi calculer ces bornes et les comparer aux variances expérimentales.
Une étude préliminaire sur l’évolution du biais est nécessaire afin de
savoir quelle est la taille minimale de l’échantillon permettant d’avoir des
estimateurs non biaisés. Une fois cela effectué, la comparaison entre les
BCRs et les variances nous montre que l’EMV permet d’obtenir des esti-
mateurs efficaces des paramètres lorsque le nombre de pixels est suffisant,
et qu’au sens du critère "non biaisé et à variance minimale", toute autre
méthode donnera des résultats au mieux égaux, sinon inférieurs. Ceci
nous permet de prévoir la précision optimale que l’on peut attendre pour
l’estimation des paramètres. Enfin, le tracé de ces BCRs en fonction de H,
CPHY, CCDOM, et CNAP est intéressant et nous renseigne sur l’évolution de
la précision de ces différents paramètres pour différentes colonnes d’eau.
Cet outil nous permet par ailleurs de valider la méthode d’optimisation
numérique de la vraisemblance que nous avons choisie.
Dans le Chapitre 5, nous abordons la problématique de la détection
de cibles immergées en environnement côtier. Dans un premier temps,
nous insérons les modèles présentés dans les chapitres précédents dans
les filtres classiquement utilisés (MF, AMF, ACE), ce qui conduit à l’écri-
ture de filtres dits bathymétriques (BMF, BAMF, BACE). L’utilisation de
tels détecteurs nécessitant de connaître la nature de la colonne d’eau, ce
qui est délicat en pratique, nous avons également développé le GBF, un
nouveau filtre bathymétrique issu du test de vraisemblance généralisé
calculé à partir du pixel test et d’un ensemble de pixels d’apprentissage.
Les paramètres inconnus sont estimés au préalable par MV, et sont en-
suite réinsérés dans l’expression du détecteur. Comme pour les méthodes
d’estimation, nous avons testé ces algorithmes sur les images simulées
et les données HypLitt. Dans les deux cas, on voit que d’une part, les
filtres bathymétriques sont supérieurs aux détecteurs classiques obtenus
en combinant la méthode d’inversion par minimisation d’une fonction
d’erreur et le filtrage par AMF ou ACE. D’autre part, le GBF est intéres-
sant par rapport au BAMF et au BACE, lorsque les conditions de détection
sont difficiles : en particulier, il s’avère être robuste à des niveaux de bruit
importants, ce qui prouve que l’effet des erreurs d’estimation induites par
un faible SNR ont peu d’influence sur les performances de détection. Par
ailleurs, dans la lignée du chapitre précédent, nous évaluons l’influence
du modèle d’absorption du phytoplancton sur les performances de dé-
tection. D’une façon générale, nous voyons là encore que celui de Lee
(1994) permet d’obtenir les meilleurs résultats, et s’affirme ainsi comme la
modélisation la plus fiable.
Pour finir, nous avons comparé les temps de calcul, et là encore, nous
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voyons que nos algorithmes sont plus performants, puisqu’ils sont au
moins trois fois plus rapides que les filtres classiques (2.4 ms à 4 ms par
pixel contre 12 ms à 13 ms). Cette différence provient essentiellement
de la méthode d’estimation, l’inversion par minimisation d’une fonction
d’erreur étant plus lente que l’EMV proposée.
Nous pouvons conclure que bien que les méthodes statistiques soient
peu utilisées dans le cadre de la bathymétrie et de l’analyse de la compo-
sition de l’eau, elles présentent un intérêt certain, tant que la résolution
spatiale reste suffisante pour réaliser l’estimation sur un échantillon.
6.2 Perspectives
Plusieurs pistes restent à explorer, notamment sur l’estimation des pa-
ramètres.
L’une des plus importantes concerne le choix des modèles physiques. On a
vu que cet aspect était primordial et impactait considérablement les résul-
tats d’estimation. La complexification du modèle bathymétrique de réflec-
tance (par exemple, l’utilisation du modèle de Albert et Mobley (2003)),
l’affinage de l’influence de chaque constituant, ou un regroupement diffé-
rent des effets des composants (par exemple, regrouper la rétro-diffusion
du phytoplancton et des particules non algales en un seul terme) peuvent
représenter des perspectives intéressantes.
En ce qui concerne l’estimation d’une profondeur variable, on peut envi-
sager d’introduire une modélisation non linéaire du relief, et pour cela,
l’utilisation de champs de Markov pourrait être intéressante.
La méthode du MAP appliquée ici pourrait également faire l’objet de mo-
difications. Il serait intéressant d’étudier par exemple l’inter-dépendance
des paramètres CPHY, CCDOM, et CNAP, et d’insérer des lois conjointes dans
le calcul de la fonction objectif. Par ailleurs, il serait intéressant de pou-
voir comparer les méthodes du MAP avec les distributions gaussiennes
et Gamma sur des données réelles en eau peu profonde : en effet, c’est
dans cette gamme de hauteurs que l’estimation des concentrations est la
plus délicate et donc que les plus grandes améliorations sont attendues.
C’est également là a priori que l’on pourrait décider laquelle des deux lois
gaussienne ou Gamma permet d’obtenir les meilleurs résultats.
Concernant les BCRs, on pourrait réaliser la même étude en choisisant des
modèles plus complexes pour la réflectance et la matrice de covariance.
Une perspective plus générale est relative au choix du modèle gaussien
pour modéliser la variabilité des données hyperspectrales. Bien que celui-
ci permette d’obtenir des résultats satisfaisants, on pourrait envisager de
développer toutes les méthodes présentées dans cette thèse avec le modèle
elliptique, qui est connu pour mieux représenter les données hyperspec-
trales, notamment au niveau des queues de distribution.
Enfin, jusqu’ici, l’influence de la colonne d’eau s’est traduite par une trans-
formation affine de la réflectance du fond. Des modélisations plus fines
prenant d’éventuelles interactions non linéaires entre pixels voisins pour-
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A.1 Un nouveau filtre bathymétrique basé sur le GLRT
(GBF)
Si certains paramètres (H, CPHY, CCDOM et/ou CNAP) sont inconnus,
nous ne pouvons pas utiliser le BMF, le BAMF ou le BACE, car nous en
avons besoin afin de corriger les spectres du fond et de la cible. Nous
avons donc développé un nouveau filtre permettant de surmonter cette
difficulté en estimant au préalable les paramètres inconnus. Nous mon-
trons le développement de ce détecteur dans le cas où seules la matrice
de covariance et la profondeur sont inconnues, mais il est facile de faire
de même lorque nous n’avons de plus aucune connaissance a priori sur les
concentrations.
Les hypothèses de départ sont donc les suivantes :
H0 : la cible est absente⇒ r ∼ N (µB, Γ)
H1 : la cible est présente⇒ r ∼ N (µT, Γ).
où µB et µT sont inconnus du fait de la méconnaissance de H. Hormis la
matrice Γ, tous les autres paramètres sont supposés connus.











η, avec θ = {Γ, H}. (A.1)
Suivant la méthodologie dévelopée par Kelly (1986), nous estimons
d’abord la matrice de covariance sous chaque hypothèse. Pour H0 et H1,
nous obtenons respectivement :




(r− µB(H))(r− µB(H))t + S(H)
]
(A.2)




(r− µT(H))(r− µT(H))t + S(H)
]
(A.3)
Figure A.1 – EQM maximum de la différence entre la profondeur estimée sous les hy-
pothèses H0 ou H1, et la profondeur estimée Ĥ calculée uniquement sur l’échantillon






(ri− µB(H))(ri− µB(H))t est calculé à partir de l’échantillon









On peut montrer que, si la taille de l’échantillon N est assez grand, il est
équivalent d’optimiser la fonction de vraisemblance sous les hypothèses
H0 ou H1, ou même uniquement sur les données d’apprentissage. On peut
vérifier cela sur la Figure A.1, sur laquelle est tracée en fonction de N, l’er-
reur quadratique moyenne maximale de la différence entre la profondeur
estimée sous l’hypothèse H0 ou H1, et la profondeur Ĥ estimée unique-
ment sur l’échantillon χN . On peut voir que lorsque N est environ sept
fois plus grand que le nombre de bandes, l’EQM est inférieure à 10−4 m2,
soit une erreur de moins de 1 cm. Nous pouvons ainsi considérer que les
estimateurs du MV ĤH1 et ĤH0 sont presque égaux à Ĥ.
En utilisant le lemme pour le calcul du déterminant utilisé par Kelly
(1986), nous obtenons finalement le GLR suivant :
DGBF(r) =
1+ (r− µB(Ĥ))tS(Ĥ)−1(r− µB(Ĥ))
1+ (r− µT(Ĥ))tS(Ĥ)−1(r− µT(Ĥ))
. (A.5)
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A.2 Méthode d’estimation lorsque le fond est inconnu
La fonction de log-vraisemblance est donnée à partir de l’Equation 4.5
par :









(ri − µ)t Γ−1(ri − µ). (A.6)
Ici, le spectre moyen et la matrice de covariance sont donnés par :
µ = r∞ +K( fµ0,B − r∞) (A.7)
Γ = σ2(K2 + IdL). (A.8)
où r∞ et K dépendent de θ = {H, CPHY, CCDOM, CNAP}.
Dans un premier temps, on recherche l’EMV du facteur multiplicatif f .
Pour cela, on a besoin de connaître la dérivée de µ par rapport à f . Celle-ci




Le spectre moyen étant le seul paramètre statistique dépendant de f , la












































tKΓ−1 (r¯(χN) + (K− IdL)r∞)− fµ0,BtKΓ−1Kµ0,B
]
.
En égalant ∂l(χN |θ)∂ f à zéro, on obtient ainsi l’expression analytique de
l’EMV de f :
f̂MV(χN ; θ) =
µ0,B




f̂MV(χN ; θ) =
µ0,B









On remplace f par son EMV dans l’expression de la log-vraisemblance,
qui devient alors :









(ri − µ(χN ; θ))t Γ(θ)−1(ri − µ(χN ; θ))
(A.15)
90 A. Annexes
où µ(χN ; θ) = r∞ +K( f̂MV(χN ; θ)µ0,B − r∞).
Dans un deuxième temps, on recherche l’expression de l’EMV de σ2. Pour
cela, on a besoin de calculer la dérivée de Γ(θ) par rapport à σ2, et plus




























En ce qui concerne µ(χN ; θ), on voit facilement qu’il ne dépend pas de σ2,














(ri − µ(χN ; θ))t ∂Γ(θ)
−1
∂σ2




































Le terme B est lui donné par :





(ri − µ(χN ; θ))t G−1(ri − µ(χN ; θ)). (A.23)
La dérivée de la log-vraisemblance par rapport à σ2 est donc égale à :
∂l(χN |θ)
∂σ2








(ri − µ(χN ; θ))t G−1(ri − µ(χN ; θ)). (A.24)
En égalant ∂l(χN |θ)
∂σ2
à zéro, on obtient ainsi l’expression analytique de
l’EMV de σ2 :






(ri − µ(χN ; θ))tG−1(ri − µ(χN ; θ)). (A.25)
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La log-vraisemblance devient :









(ri − µ(χN ; θ))t Γ(χN ; θ)−1(ri − µ(χN ; θ)) (A.26)









(ri − µ(χN ; θ))t G
−1
σ̂2MV(χN ; θ)
(ri − µ(χN ; θ))(A.27)






∑Ni=1 (ri − µ(χN ; θ))t G−1(ri − µ(χN ; θ))
∑Ni=1(ri − µ(χN ; θ))tG−1(ri − µ(χN ; θ))
(A.28)
l(χN |θ) = −N × L2 [1+ ln(2pi)]−
N
2
ln |Γ(χN ; θ)|. (A.29)
Bien entendu, il est possible de développer les mêmes expressions avec le
modèle M2, et dans ce cas-là, il s’agit d’optimiser la fonction :
l(χN |θ) = −N × L2 [1+ ln(2pi)]−
N
2
ln |Γ(χN ; θ)| (A.30)
avec
µ(χN ; θ) = r∞ +KB f̂MV(χN ; θ)µ0,B −KCr∞ (A.31)





f̂MV(χN ; θ) =
µ0,B










(ri − µ(χN ; θ))tG−1(ri − µ(χN ; θ)) (A.34)






A.3 Calcul des bornes de Cramér-Rao
A.3.1 Introduction
Dans le cas scalaire (c’est-à-dire θ = {θ1}), la BCR pour l’estimation de
θ1 est donnée par l’inverse de l’information de Fisher I1(θ) :






Dans le cas multivarié (c’est-à-dire θ = {θ1, ..., θP}), elle est égale à :
































Dans le cas scalaire, on a bien entendu i = j = 1.
Enfin, les paramètres statistiques µ et Γ sont donnés ici par :
µ = r∞ +K(µ0,B − r∞) (A.38)
Γ = σ2BK






Par la suite, nous avons besoin de calculer les dérivées des coefficients
d’absorption et de rétro-diffusion (exprimés par les Equations 2.39 et 2.44)
en fonction des trois concentrations CPHY, CCDOM, et CNAP. En supposant
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Les dérivées du coefficient d’atténuation (exprimé par l’Equation 2.21)






































La BCR pour l’estimation du paramètre inconnu est donc un scalaire
donné par la formule A.35.
– Cas θ = {H}





































= −2k(λl) e−2k(λl)H (µ0,B(λl)− r∞(λl)) . (A.53)





































Dans le cas où l’on a σ2B = σ
2
S = σ












– Cas θ = {Cc}, où Cc est l’une des trois concentrations CPHY, CCDOM,
et CNAP















Ici, en utilisant les dérivées de k(λl) par rapport à chaque Cc pré-













































H e−2k(λl)H (µ0,B(λl)− r∞(λl)) .
(A.61)
Pour dériver la réflectance d’une colonne d’eau infinie r∞(λl) en
fonction de Cc, nous avons besoin de dériver le rapport
bb(λl)
a(λl)+bb(λl)
(par souci de lisibilité, la dépendance en λl est ici exprimée ponc-










































A.3. Calcul des bornes de Cramér-Rao 95
Pour calculer cette dérivée pour chaque concentration, il suffit d’uti-
liser les Equations 2.39, 2.44, A.40, A.41, A.42, A.43, A.44, et A.45,
et de remplacer les termes correspondants dans la formulation A.64
ci-dessus. Ces termes étant très longs, nous ne les explicitons pas ici.

















l,l sont donnés par les Equations A.61 et A.50 res-
pectivement.
























Dans le cas où l’on a σ2B = σ
2
S = σ























Dans le cas multivarié, on calcule la matrice des BCRs dont chaque élé-
ment est donné par la formule A.36. Ici, les développements sont effectués
pour θ = {H, CPHY, CCDOM, CNAP}. Cependant, la matrice des BCRs de
tout sous-ensemble de θ sera simplement obtenue en supprimant la ou les
lignes et la ou les colonnes correspondant aux paramètres connus.
En ce qui concerne les éléments diagonaux [BCR1(θ)−1]i,i, ils sont égaux
aux bornes précédemment calculées dans le cas scalaire.
En ce qui concerne les éléments hors-diagonaux [BCR1(θ)−1]i,j, lorsque





















Tous les termes intervenant dans cette équation sont donnés précédem-






























où ∂k(λl)∂Cc est donné par les Equations A.46, A.47, et A.48.
D’où l’expression (simplifiée) des éléments de la matrice des BCRs lorsque
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Lorsque σ2B = σ
2
S = σ
















































































L’expression des éléments de la matrice des BCRs lorsque θi = Cc et
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Titre Estimation et détection en imagerie hyperspectrale : application
aux environnements côtiers
Résumé Cette thèse aborde des problématiques d’estimation et de dé-
tection supervisée en imagerie hyperspectrale, appliquées ici aux environ-
nements côtiers.
Des modèles bathymétriques de réflectance sont utilisés afin de repré-
senter l’influence de la colonne d’eau sur la lumière incidente. Différents
paramètres sont dits optiquement actifs et agissent sur le spectre de réflec-
tance (phytoplancton, matière organique dissoute colorée...).
Nous proposons d’adopter une nouvelle approche statistique pour estimer
ces paramètres, traditionnellement retrouvés par inversion des modèles
physiques. Différentes méthodes telles que l’estimation du maximum de
vraisemblance et du maximum a posteriori, ainsi que le calcul des bornes
de Cramér-Rao, sont implémentées avec succès sur les données synthé-
tiques et réelles.
Par ailleurs, nous adaptons les filtres supervisés couramment utilisés au
contexte de la détection de cibles immergées. Dans le cas où les paramètres
caractéristiques de la colonne d’eau sont inconnus, nous développons un
nouveau filtre issu du test du rapport de vraisemblance généralisé per-
mettant la détection sans aucune connaissance a priori sur ces paramètres.
Mots-clés Image hyperspectrale, modèle bathymétrique, estimation du
maximum de vraisemblance, estimation du maximum a posteriori, borne
de Cramér-Rao, détection supervisée, test du rapport de vraisemblance.
Title Estimation and detection in hyperspectral imagery : application in
coastal environments
Abstract This thesis deals with estimation and supervised detection is-
sues in hyperspectral imagery, applied in coastal environments.
Bathymetric models of reflectance are used for modeling the water column
influence on the incident light. Various parameters are optically active and
are responsible for distorting the reflectance spectrum (phytoplankton, co-
lored dissolved organic matter...).
We adopt a new statistical approach for estimating these parameters,
which are usually retrieved by inverting physical models. Various me-
thods such as maximum likelihood estimation, maximum a posteriori esti-
mation, and Cramér-Rao bound calculation, are successfully implemented
on simulated and real data.
Moreover, we adapt the frequently used supervised detectors to the un-
derwater target detection context. If some parameters describing the water
column influence are unknown, we propose a new filter, based on the ge-
neralized likelihood ratio test, and that enables the detection without any
a priori knowledge on these parameters.
Keywords Hyperspectral image, bathymetric model, maximum likeli-
hood estimation, maximum a posteriori estimation, Cramér-Rao bound, su-
pervised detection, likelihood ratio test.
