1. Introduction: Innumerably many textbooks in Statistics explicitly mention that one of the weaknesses (or properties) of median (a well known measure of central tendency) is that it is not computed by incorporating all sample observations. That is so because if the sample is the integer value of (.). For example int(10 ≤ (n+1)/2 < 11) = 10. This formula, although queer and expressed in a little roundabout way, applies uniformly when n is odd or even. Evidently, ( ) median x is not obtained by incorporating all the values of x, and so the alleged weakness of the median as a measure of central tendency.
The Median Minimizes the Absolute Norm of Deviations:
It is a commonplace knowledge in Statistics that the statistic x (the arithmetic mean of x) minimizes the (squared) Euclidean norm of deviations of the variate values from itself or explicitly stated, it minimizes , the number of observations, n, is odd, the value of . It yields the median identical to that obtained by the conventional formula if n is odd. If n is even, it gives a number z : (
, which is median as mentioned in section 2.
Some Monte Carlo Experiments:
We have conducted some Monte Carlo experiments to study the performance of the alternative method (weighted arithmetic mean representation) vis-à-vis the conventional method of obtaining median. Three sample sizes (of n = 10, 21 and 50) have been considered. Samples have been drawn from five distributions (Normal, Beta 1 , Beta 2 , Gamma and Uniform). In each case 10,000 experiments have been carried out. A success of the alternative estimator is there if it obtains median identical to that obtained by the conventional method in case n is odd and obtains median = z : ( We find that when n is odd, irrespective of the distribution or the sample size both the methods yield identical results. When the distribution is skewed (i.e. there is a significant divergence between median and mean) and n is even, the alternative median is slightly pulled by the mean (its inclination is towards the mean). This appears justified because it is expected that the values lying between k x and 1 n k
int(( 1) / 2) k n = + ) must be more densely distributed in the side of the mean. The conventional method, however, considers them uniformly distributed in want of information. The alternative method appears to exploit the information contained in the sample.
Analysis of Inclination of Computed Medians to Mean Value:
We have seen that when n is an even number, the values of median estimated by the two methods differ and the one estimated by the alternative (weighted arithmetic mean) method appears to be pulled towards the mean value, .
x Then, a question arises : is the median estimated by the alternative method biased (towards the mean)? To investigate into this question, we generate some a n values (in our experiment 80) of v such that (
, and v follows the distribution identical to that of .
x We do it again and again for a large number of times (in our experiment, 10,000). We count as to how many times the i v < the median values obtained by the two competing methods. The probability of i v =computed medians is very small (in our experiment we never encountered equality). Table- 2 clearly shows that in case of Gamma and Beta 2 distributions both medians are pulled by mean, though the median obtained by the alternative method is more inclined to mean. The pull is stronger in case of the Gamma distribution, since it is more skewed than the Beta 2 distribution. In case of normal distribution we find the opposite tendency (push). In case of uniform distribution no pull or push force is observed, while in case of Beta 1 distribution a mixed observation is there. 
Relative Efficiency and Consistency of the Competing Methods:
Now suppose we generate a large (in our experiment 5001) number of variate values following a specified distribution. Let us call the collection of these values U or the Universe. We may obtain the Median(U) = µ , say. This value may not be the true median of the distribution (or if U were very large) , but it is likely to be very close to that. 
Asymmetry of Distribution and Efficiency of the Competing Methods:
It is well known that the Gamma distribution is severely skewed for small shape parameters, but with the increasing value of that parameter, the distribution tends to become symmetric. Table 4 shows the relative norms for the competing methods due to increasing values of the shape parameter of the Gamma variate. We observe that norm 1 becomes uniformly smaller (than norm 0 ) while the shape parameter reaches 16. This experiment reinforces our conclusion that the alternative method of obtaining median is better than the conventional method while the distribution is less asymmetric.
Conclusion:
This study establishes that median may be expressed as a weighted arithmetic mean of all sample observations. If the conventional formula does not incorporate all sample values, it is the property of the specific method of computation and not of median per se, as often alleged to it. If our experiments convey something, then we may also state that for relatively more symmetric distributions the alternative formula (weighted mean) performs better than the conventional method. But for heavily asymmetric distributions the conventional method of computing median performs better, although both the methods yield biased estimates.
The alternative algorithm of computation is easily extended to other median type estimators -such as Least Absolute Deviation (LAD) estimator of the regression model y X u β = + -as shown by Fair (1974) and Schlossmacher (1973) .
