Abstract. In this paper we deal with two geometric problems arising from heterogeneous parallel computing: how to partition the unit square into p rectangles of given area s 1 , s 2 , . . . , s p (such that p i=1 s i = 1), so as to minimize either (i) the sum of the p perimeters of the rectangles or (ii) the largest perimeter of the p rectangles? For both problems, we prove NP-completeness and we introduce a 7 4 -approximation algorithm for (i) and a (2/ √ 3)-approximation algorithm for (ii).
Introduction.
In this paper we deal with two simple geometric problems: how to partition the unit square into p rectangles of given area s 1 , s 2 , . . . , s p (such that for R 2 and 0.39 × 1 3 for R 3 , R 4 and R 5 . The maximum half-perimeter is that of R 1 , approximately 1.2002 , which is very close to the absolute lower bound 1.2 obtained when the largest rectangle is a square (this is not achievable in this example). As for the second objective function, we compute that the sum of the half-perimeters is 4.39, while the absolute lower bound is p i=1 2 √ s i ≈ 4.36 (obtained when all rectangles are squares, which is not achievable in this example either). Hence the partition turns out to be very satisfactory for both objective functions. The geometric interpretation for the sum of the half-perimeters is nice: it is the length of the lines drawn to make the partition, plus 2 corresponding to the right and bottom edge of the unit square.
The main objective of the paper is the design of approximation algorithms for both optimization problems (which turn out to be NP-complete). Beforehand, we explain the initial motivation for this work, which arises from minimizing communications in the design of parallel algorithms targeted to heterogeneous platforms. The rest of the paper is organized as follows. In Section 2 we explain the motivation from heterogeneous parallel computing. In Section 3 we formally state the optimization problems PERI-SUM (minimize the sum of the perimeters of the rectangles) and PERI-MAX (minimize the largest perimeter), and we establish the NP-completeness of PERI-MAX (the proof of the NP-completeness of PERI-SUM is available in [3] ). Section 4 is devoted to the design of approximation algorithms for PERI-SUM; Section 5 is its counterpart for PERI-MAX. In Section 6 we briefly survey related optimization problems. We give some final remarks and conclusions in Section 7.
Problem Motivation.
The motivation for this work is the design of parallel Matrix Multiplication (MM for short) algorithms targeted to heterogeneous platforms, such as heterogeneous clusters of workstations, or collections of such clusters.
Parallel MM algorithms work as follows: let C = A×B be the product to be computed, where A and B are square matrices of size n × n. First, granularity is increased: matrix blocks rather than elementary matrix coefficients are allocated to processors, as in the ScaLAPACK library [4] . Hence, each "element" in A, B and C is a square r ×r block, and the unit of computation is the updating of one block, i.e. a matrix-matrix multiplication of size r . Assume there are p processors. The three matrices A, B and C are partitioned into p (superposed) rectangles. There is a one-to-one mapping between these rectangles and the processors. Each processor is responsible for updating its rectangle: at each step, one pivot column and one pivot row are communicated to all processors, and independent updates take place; more precisely, each processor updates each block in its rectangle with one block from the pivot row and one block from the column row, as illustrated in Figure 2 .
Using different-speed processors, we want to balance the computing load so that each processor receives an amount of work in accordance to its computing power. Because all C blocks require the same amount of arithmetic operations, each processor executes an amount of work which is proportional to the number of blocks that are allocated to it, hence proportional to the area of its rectangle. In Figure 2 we have 13 different-speed computing resources. We let s i be the fraction of the total computing power represented by processor P i , 1 ≤ i ≤ p. Normalizing processor speeds, we have
Normalizing the computing workload accordingly, we have to tile the unit square into p rectangles R i of prescribed area s i , 1 ≤ i ≤ p. The question is: how to compute the shape of these p rectangles so as to minimize the total execution time?
Let h i × v i be the size of rectangle R i , where h i v i = s i . At each step of the MM algorithm, communications take place between processors: the total volume of data exchanged is proportional to the sumĈ = p i=1 (h i + v i ) of the half-perimeters of the p rectangles R i . In fact, this is not exactly true: because the pivot row and columns are not sent to the processors that own them, we should subtract 2 fromĈ, 1 for the horizontal communications and 1 for the vertical ones. Since minimizingĈ orĈ − 2 is equivalent, we keep the value ofĈ as stated. MinimizingĈ seems to be a very natural goal, because it represents the total volume of communications. For instance it is natural to assume that communications will be mostly sequential on a heterogeneous network of workstations where processors are linked by a simple Ethernet network; also, there will be little or no computation/communication overlap on such a platform. In that context, minimizing the total communication volume is the main objective.
Conversely, some communications can occur in parallel, if the computing resources are linked through a dedicated high-speed network, and if parallel communication links are provided. In that context, we may want to minimize the maximal amount of communications to be performed by each processor, so that the objective function becomeŝ
Once a solution to either optimization problem has been found, we derive the allocation of data elements to processor P i by rounding up the values n × h i and n × v i . Finally, note that both optimization problems have a wide potential applicability. Forgetting about MM algorithms, consider the implementation of any application (such as a finite-difference scheme) where heterogeneous processors communicate boundary elements at each step (the communication scheme need not be nearest-neighbor, it can be anything): minimizing the total communication volume, or the maximal amount of communications performed by one processor, while load-balancing the work, amounts to solving exactly the same optimization problems. 
NP-Completeness
There is an obvious lower bound for PERI-SUM(s) and for PERI-MAX(s):
PROOF. The half-perimeter of each rectangle R i will always be larger that 2 √ s i , the value when it is a square. Of course, tiling the unit square into p squares of area s i is not always possible, so the lower bound for PERI-SUM(s) is not always tight. The same observation holds for PERI-MAX(s), as shown by the example in Section 1.
The decision problem associated to the optimization problem PERI-SUM has been shown to be NP-complete in [3] .
PERI-MAX(s).
The decision problem associated to the optimization problem PERI-MAX is the following: 
and, therefore,
In this section we consider an arbitrary instance of the 2-Partition-0-4 problem, i.e., a set A = {a 1 , . . . , a n , a n+1 = 2, a n+2 = 2} such that ∀i ≤ p, a i > 4 and a i = 0 mod 4). We have to polynomially transform this instance into an instance of the MSP problem which has a solution iff the original instance of 2-Partition-0-4 has one solution. Let
We build the following instance of the (scaled) MSP problem (MSP(a 1 , . . . , a n )): is there a partition of the (S + 2) × (S + 2) square into n + 3 rectangles R S , R 1 , . . . , R n+2 of respective areas
where the rectangle R S of area A S is a square and the half-perimeter of other rectangles R i is less than 2S?
The general position of the largest square is depicted in Figure 3 . We partition the set of the remaining rectangles into three disjoints sets:
• S 0 : the rectangles whose intersection with 0 has a non-zero area.
• S 1 : the rectangles whose intersection with 1 has a non-zero area.
• S rem : the rest of the rectangles.
Since the area of rem is equal to 4, we can easily prove the following lemma: LEMMA 3. ∀i ≤ n, R i belongs either to S 0 or to S 1 (a i > 4). Moreover, we have Without lost of generality, we suppose in what follows that
Three different cases are to be considered according to the value of
In this case either ∃i, R n+1 ∈ S i and R n+2 ∈ S 1−i , or both R n+1 and R n+2 belong to S rem . In the first case S 0 and S 1 represent a partition of A = {a 1 , . . . , a n , a n+1 = 2, a n+2 = 2} into two subsets of same sum. In the second case S 0 ∪ R n+1 and S 1 ∪ R n+2 represent a partition of A into two subsets of same sum.
•
In this case exactly one rectangle out of R n+1 and R n+2 belongs to S 0 or S 1 , and the other one belongs to S rem . We suppose, without loss of generality, that R n+1 ∈ S i . Then S 0 and S 1 ∪ R n+2 represent a partition of A into two subsets of same sum.
Again, in this case, either ∃i, R n+1 ∈ S i and R n+2 ∈ S 1−i , or both R n+1 and R n+2 belong to S rem . In the first case S 0 and S 1 represent a partition of A into two subsets whose sums differ by 4. In the second case S 0 and S 1 ∪ R n+1 ∪ R n+2 represent a partition of A into two subsets of the same sum.
Therefore, there exists a partition of A = {a 1 , . . . , a n , a n+1 = 2, a n+2 = 2} into two subsets whose sums differ by 0 or 4 if our instance of the MSP problem has a solution.
To complete the reduction, we have to show that our instance of the MSP problem has a solution if there exists a partition of A = {a 1 , . . . , a n , a n+1 = 2, a n+2 = 2} into two subsets whose sums differ by 0 or 4.
• Suppose there is a partition of {1, . . . , n + 2} into two subsets A 1 and A 2 such that
We define S 0 = i∈A 1 R i where R i denotes a 2 × a i /2 rectangle, and S 1 = i∈A 2 R i , where R i denotes an a i /2 × 2 rectangle. We tile the (S + 2) × (S + 2) area as indicated in Figure 4 (a). Since it is possible to tile both 0 and 1 with S 0 and S 1 , it is possible to solve the MSP problem.
• Suppose there is a partition of {1, . . . , n + 2} into two subsets A 1 and A 2 such that i∈A 1
We define S 0 = i∈A 1 R i where R i denotes a 2 × a i /2 rectangle, and S 1 = i∈A 2 R i , where R i denotes an a i /2 × 2 rectangle. Suppose, without loss of generality that R n+1 belongs to S 1 . Then we tile the (S +2)×(S +2) area as indicated in Figure 4 (b). Hence, since it is possible to tile both 0 and 1 with S 0 and S 1 as depicted in Figure 4 (b), it is possible to solve the MSP problem.
Therefore, our instance of the MSP problem has a solution iff there exists a partition of A = {a 1 , . . . , a n , a n+1 = 2, a n+2 = 2} into two subsets whose sums differ by 0 or 4. This achieves the proof of the NP-completeness of MSP, and therefore of the NP-completeness of PERI-MAX.
Approximation Algorithms for PERI-SUM.
There are several "natural" approximation algorithms to approximate PERI-SUM. However, proving approximation bounds turns out to be very technical. We start in Section 4.1 with a column-based approximation algorithm, very simple to implement, and which appears very efficient through extensive experimental comparisons. However, we have not been able to give a tight approximation bound: the bound of Section 4.1.3 depends on the relative size of the rectangles to be used in the tiling. In Section 4.2 we move to a recursive approximation algorithm, much more complicated to describe, but for which a nice approximation bound is provided.
Column-Based Approximation Algorithm
4.1.1. Description. Since PERI-SUM(s) is NP-complete, we consider the more constrained problem COL-PERI-SUM(s) where we impose that the tiling is made up with processor columns, as illustrated in Figure 5 . In other words, COL-PERI-SUM(s) is the restriction of PERI-SUM(s) to column-based partitions. In this section we give a polynomial solution to COL-PERI-SUM(s), which will be used as an approximation algorithm for PERI-SUM(s).
Framework. We describe the COL-PERI-SUM(s) problem more formally: we aim at tiling the unit square into C columns (where C is yet to be determined) of width c 1 , . . . , c C . Each column C i is partitioned itself into k i blocks (to be determined too) of respective area s σ (i, 1) , . . . , s σ (i,k i ) . Of course, the final partitioning has C i=1 k i = p rectangles, and all the areas s 1 , . . . , s p are represented once and only once. The goal is to build such a partitioning, subject to the minimization of the sum of the rectangle perimeters.
Algorithm. The main points of the column-based tiling are the following:
Iteratively build the function f C , by incrementing the value of C from 1 to the desired value. For q ∈ {1, . . . , p}, f C (q) represents the total perimeter of an optimal columnbased partitioning of a rectangle of height 1 and width q i=1 s i × 1 into q rectangles of respective area s 1 , . . . , s q , using C columns.
In the Appendix we provide pseudo-codes for the algorithm together with a toy example.
The column-based partitioning is a simple dynamic programming algorithm. Since it is possible to reduce the search to sorted sequences s 1 ≤ s 2 ≤ · · · ≤ s p (see Section 4.1.1), the total perimeter f C (q) of the optimal partitioning of a q 1 s i × 1 rectangle into q rectangles with areas s 1 , s 2 , . . . , s q using C columns can be obtained with the values f C−1 (q ), ∀1 ≤ q ≤ q, i.e. the perimeters of the optimal partitioning with only C − 1 columns and less rectangles. More precisely,
Thus, f C (q) can be computed in linear time (using the values
, and the overall cost of the algorithm (the computation of
. This cost can be reduced to O( p 2 log( p) using binary search, since f C (q) is a convex function with respect to q.
Optimality. This algorithm provides the optimal column-based partitioning. To prove the optimality of the algorithm, we show that the optimum solution can be achieved with a well-ordered partitioning: a partitioning is said to be well-ordered if for every pair of columns C i and C j , either all the elements of C i are smaller than (or equal to) all the elements of C j , or the other way round. See Figure 6 for an illustration.
We start from a given partitioning, made up of, say, C columns of size
τ is a permutation of {1, 2, . . . , p} such that the ith column of this partitioning contains the rectangles
. Hence, the total "perimeter" is
Since k 1 ≥ k 2 ≥ · · · ≥ k C , this expression is minimized for τ = Identity, which corresponds to a "well-ordered" partitioning. Hence, for each partitioning, there exists a corresponding better or equivalent partitioning that is "well-ordered." This achieves the proof of correctness.
Experimental Comparison with the Lower
In this section we experimentally compare, using a large number of random tests, the valueĈ given by our partitioning against the absolute lower bound LB. Figure 7 represents two curves for a number of processors varying from 1 to 40. The top curve corresponds to the mean value of the ratioĈ/LB while the bottom curve gives the minimum values of this ratio. We see that in average, the optimal column-based tiling given by our algorithm gives a solution that is "almost" optimal, so that we can be satisfied with the results for all practical purposes.
Theoretical Comparison with the Lower Bound.
In this section we prove that the column-based partitioning is a good approximation, especially when the ratio 
PROOF. Consider a column-based partitioning with C = √ r √ s i columns. Rectangles are evenly distributed amongst columns, so that the number of rectangles in each column is either p/C or p/C . LettingĈ * denote the sum of the half-perimeters of the rectangles obtained with this column partitioning, we havê
Moreover,
The sumĈ of the half-perimeters of the optimal column-based partitioning is not greater thanĈ * , which concludes the proof.
If r = 1, i.e. all the processors have the same speed, the column-based partitioning is asymptotically optimal. On the other hand, if r is large, i.e. one processor is much faster than another, the bound is very pessimistic.
Recursive Approximation Algorithm.
In this section we give a recursively defined approximation algorithm, that will lead to a good approximation factor. We introduce this approximation algorithm in two steps: first we define a column-based tiling which is different from that of the previous section; the idea here is to impose some ratio on the shapes of the rectangles. This column-based tiling is then used as a building block in the second step, where we derive the final tiling. 
Note that this condition is equivalent to
The algorithm consists of two main phases: in the first phase the columns are filled in with rectangles. We stop adding rectangles to a given column, and create a new column, as soon as the criterion (CR) v is fulfilled for each rectangle in the column. Thus, at the end of the first phase, all the rectangles (except perhaps those in the last column) fulfill the criterion (CR) v . Then, if the rectangles of the last column do not fulfill the condition, we dispatch those rectangles among other columns and delete the last column. In what follows we prove that the number of rectangles in the last column is less than the number of remaining columns, and that we can add one rectangle to any remaining column without loosing the criterion (CR) v . Figure 8 represents the partitioning of a 3 × 3.6 rectangle obtained with the following seven rectangle areas: 2, 2, 1.9, 1.5, 1.2, 1.2, 1. The proof of the correctness of the algorithm (that condition (CR) holds at the end) follows from the following three statements: In particular, we see that as soon as (CR) v holds true for the elements of a column, then it will still hold true if we add a new element to this column. Another element must be added to the column. Thus, we get h 1 = h 2 = 1.5 whereas v 1 = 1.33. The condition is then fulfilled and the algorithm goes through the next column. The last figure corresponds to the second phase of the algorithm: since the elements of the last column do not fulfill condition (CR) v , they are distributed over other columns (in this case, only one element (s 7 = 1) has to be distributed). 
First phase
i = 1 C i = {s 1 } for j = 2 to p if (CR) v is reached for all elements of C i i = i + 1 C i = s j endif else C i = C i ∪ s j endfor #columns = i endFirst phase
Second phase Let s 1 ≥ s 2 · · · ≥ s l be the elements of the last column C i . if (CR) v is not reached by any element of
C i ∀ j ∈ {1, . . . , l}, C j+i−l−1 = C j+i−l−1 ∪ s j C i = ∅ #columns = i − 1 endif endSecond phase• [Initial (CR) h ]:
Initial (CR)
h. With two elements in a column, h i ≥ h/3, so finally
h. If there are three elements in the column, then
be the width of the ith column after the first phase. Let h i (for 1 ≤ i ≤ l) denote the heights of the elements of the last column. We have shown above (see paragraph
is not fulfilled by the elements of the (c + 1)th column we
Remark. A consequence of this result is that we can improve the bound of Proposition 1 when r ≤ 2: we getĈ/LB ≤ In the example, we get S = (0.5, 0.49, 0.01)). Then we restart the process recursively until no more merging is possible. In the example, we reach convergence after the third step, with S = (0.99, 0.01)). At the end of the process, since ∀i, s i > 2s i+1 , the following inequality holds true:
In what follows we denote by S i the sub-lists obtained after convergence and by k i the cardinality of S i . The partitioning algorithm is recursively defined with two main functions, as outlined below:
Initial square (h, v, S = (s 1 , . . . , s k ) ) where necessary, the s i should fulfill the condition
where necessary, the s i should fulfill the condition 
LB.
PROOF. We have to show that the additional cost to pay for rectangles that do not fulfill condition (CR) is less than 1. For the partitioning of a given rectangle, we call this quantity the extra cost. Depending on the depth of the recursion, two kinds of partitioning may arise:
• If all the elements differ by a ratio of less than 2, then a column-based partitioning is used.
• If all the elements differ by a ratio of more than 2, then the rectangle is partitioned into two parts and the smallest part is itself partitioned into two parts recursively.
Consequently, the proof is made of two parts:
[Extra cost for the column-based partitioning]
In that case we show that the extra cost for the partitioning of a rectangle of size h × v (v ≥ h) is less than v − h.
[Extra cost for the initial partitioning of the square]
In that case we show that the extra cost for the partitioning of a rectangle of size h × v (v ≥ h) is less than h. Extra cost for the column-based partitioning.
If there is only one rectangle, then the extra cost is
Suppose that there are more than one rectangle and that the initial rectangle is so thin that its partitioning is made of one element only per column. In that case, for each rectangle, the extra cost is less than v i − h, so that the overall extra cost is less than
Suppose that there are more than one rectangle per column so that the last column only is unbalanced (its elements do not fulfill condition (CR)). For each element of the last column, the extra cost is less than h i − v c . Hence, the overall extra cost is less than Two situations may occur for the remaining rectangle:
Hence, the overall extra cost is less than
its extra cost is less than h. So, either v 1 ≥ h, then the overall extra cost is less than v 1 − h + h < v; or v 1 < h, and then the overall extra cost is less than h ≤ v.
As a consequence, the extra cost for the partitioning of the initial square is less than 1.
Since LB = 2 i √ s i ≥ 2, Proposition 2 provides a 7 4 -approximation algorithm for PERI-SUM.
Approximation Algorithms for PERI-MAX.
In this section we introduce a polynomial-time approximation algorithm to solve the PERI-MAX problem. Again, we consider a column-based partitioning of the unit square. We consider two different approximation algorithms, according to the area of the largest rectangle. Let s 1 ≥ s 2 ≥ · · · ≥ s p denote the given areas of the rectangles.
If s 1 is greater than 1 3 , we use a first approximation algorithm. In this case one column is created for each element. Therefore, the half-perimeter of one rectangle of area s i is 1 + s i . In this case
In the case where s 1 is less than 1 3 , we use a second approximation algorithm, which ensures that
The algorithm can be stated as follows, where Scol(c) denotes the set of the rectangles belonging to the cth column:
The algorithm works as follows. During the first phase we fill in columns with rectangles, and we create a new column as soon as the condition i∈Scol(c) s i ≥ 2 √ s 1 /3 − 4s 1 /3 − max i∈Scol(c) s i is fulfilled, which ensures that all the rectangles belonging to the column satisfy the criterion r i ≤ 2/ √ 3. Thus, at the end of the first phase, all the rectangles (except perhaps those belonging to the last column) fulfill this criterion. The second phase of the algorithm consists in deleting the last column (if its rectangles do not fulfill the criterion) and to add its rectangle to the first column. In what follows we will prove that this operation is always valid (i.e. there are at least two columns), and that the criterion r i ≤ 2/ √ 3 still holds true for the rectangles of the first column after the second phase.
The configuration of one of the columns Scol is depicted in Figure 10 . The largest perimeter of the rectangles in the column Scol(c) is
As shown in Figure 11 , the condition ∀i ∈ Scol(c),
Therefore, the condition ∀i ∈ Scol(c),
holds true, except perhaps for the first column (since Scol(c max ) have possibly been added). Indeed, since
we cannot jump from x min (Scol(c)) to x max (Scol(c)) by adding just one rectangle to Scol(c). Hence, in order to prove the correctness of our algorithm, we need to prove the following two points:
• There are at least two columns at the end of the first step of the algorithm. Indeed, i∈{1..n}
• Suppose that the last column Scol(c max ) does not fulfill the condition
Then the condition
Indeed, in this case, we know that i∈Scol(c max )
and i∈Scol (1) 
In summary, by using one of the two approximation algorithms according to the value of s 1 , we have proven the following proposition: PROPOSITION 3. LetM denote the maximum of the half-perimeters of the rectangles obtained with the above approximation algorithm, and let LB = 2
Note that it is impossible to obtain a better guarantee (without taking into account the actual values of the s i 's). Indeed, if we consider the following situation with s 1 = s 2 = s 3 = 1 3 , then the optimal solution satisfies tô
6. Related Results. In this section we survey results on geometric optimization problems similar to PERI-SUM or PERI-MAX:
Covering a Square by Small Perimeter Rectangles. Alon and Kleitman [1] consider the tiling of the unit square into n rectangles. There is no constraint on the area of the rectangles. They show that one of the rectangles must have perimeter at least 4(2m + 1)/(n + m(m + 1)), where m is the largest integer whose square is at most n. This result is exact for n = m(m + 1) or n = m 2 .
Decomposition of a Square into Rectangles of Minimal Perimeter. Kong et al. [12] determine how to tile the unit square into p rectangles of the same area so as to minimize the maximum perimeter of these rectangles. This is exactly our PERI-MAX problem constrained to same-area rectangles (s i = 1/ p for 1 ≤ i ≤ p). This problem is shown to be polynomial in [12] . The optimal solution is one of the following two arrangements: let either m = √ p or m = √ p , and use m columns composed of p/m or p/m rectangles. This solution is extended to deal with the decomposition of a rectangle (instead of a square) onto same-area rectangles in [11] .
Partitioning a Rectangle with Interior Points. Another related problem is to find the minimum partition of a rectangle with interior points: given a rectangle R and a finite set P of points located inside R, find a set of line segments that partition R into rectangles such that every point in P is on the boundary of some rectangle. The goal is to minimize the total length of the introduced line segments. This problem is shown to be NP-complete in [13] and approximation algorithms are given in [7] and [8] . The link with our PERI-MAX problem is that the objective function is the same, but the original motivation in [7] and [8] was a VLSI routing problem (and the constraints are quite different).
Array Partitioning. The minimum rectangle tiling problem [9] is partially related to our optimization problems PERI-MAX: given an n ×n array A of non-negative numbers, and a positive integer p, find a partition of A into p non-overlapping rectangular subarrays, such that the maximum weight of any rectangle in the partition is minimized (the weight of a rectangle is the sum of its elements). This problem is NP-complete, and approximation algorithms are given in [10] and [9] Finally, note that there are several NP-complete geometric optimization problems that are listed in the NP Compendium [5] . See also the survey book [2] .
Conclusion.
In this paper we have dealt with two geometric problems arising from heterogeneous parallel computing. Because both problems have been shown to be NPcomplete, we have introduced approximation algorithms.
The original motivation for this work is very important: the MM algorithm is the prototype of tightly coupled kernels that need to be implemented efficiently on distributed and heterogeneous platforms: we view it as a perfect testbed before experimenting more challenging computational problems on the grid.
Appendix. Column-Based Approximation Algorithm for PERI-SUM. The algorithm is outlined as follows, where f C (q) denotes the perimeter of the optimal columnbased partitioning with q rectangles using C columns and f cut C (q) denotes the number of rectangles in the C − 1 first columns of the optimal partitioning with q rectangles and C columns. f cut C will be used to build the optimal partitioning during the second step of the algorithm. The final partitioning corresponding to the function f C min ( p) = min 1≤C≤ p f C ( p) is found using the following algorithm: Table 1 . Each column C i contributes to the sum of the half-perimeters as follows: 1 for the vertical line, and k i × c i for the k i horizontal lines of length c i .
In the example, the optimal partitioning is obtained for three columns ( 
