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Abstract
We analyse the prediction error of principal component regression
(PCR) and prove non-asymptotic upper bounds for the corresponding
squared risk. Under mild assumptions, we show that PCR performs
as well as the oracle method obtained by replacing empirical principal
components by their population counterparts. Our approach relies on
upper bounds for the excess risk of principal component analysis.
1 Introduction
1.1 Model
Let (H, 〈·, ·〉) be a separable Hilbert space and let (Y,X) be a pair of random
variables satisfying the regression equation
Y = 〈f,X〉+ ǫ, (1.1)
where f ∈ H, X is a random variable with values in H such that EX = 0
and E‖X‖2 <∞, and ǫ is a real-valued random variable such that E(ǫ|X) =
0 and E(ǫ2|X) = σ2. We suppose that we observe n independent copies
(Y1,X1), . . . , (Yn,Xn) of (Y,X) and consider the problem of estimating f .
Allowing for general Hilbert spaces H, the statistical model (1.1) covers
several regression problems. It includes a special case of the functional lin-
ear model, in which the responses are scalars and the covariates are curves.
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This model has been extensively studied in the literature, see e.g. the mono-
graphs by Horva´th and Kokoszka [10] and Hsing and Eubank [11]. It also
includes several kernel learning problems. For instance, nonparametric re-
gression with random design can be written in the form (1.1), provided that
the regression function is contained in a reproducing kernel Hilbert space.
This connection between statistical learning theory and the theory of linear
inverse problems has been developed e.g. in De Vito et al. [16].
In this note, we focus on estimating f by principal component regres-
sion (PCR). PCR is a widely known estimation procedure in which principal
component analysis (PCA) is applied in a first step to reduce the high dimen-
sionality of the data. Then, in a second step, an estimator of f is obtained
by regressing the responses on the leading empirical principal components.
Our main goal is to bound the prediction error of PCR using the reconstruc-
tion error of PCA. In particular, we show that the error due to regressing
on empirical principal components instead of regressing on their population
counterparts can be controlled by the excess risk of PCA. The situation is
quite different in the case of error bounds in H norm, for which stronger
perturbation bounds related to subspace distances are required.
A general account on PCR is given in the monograph by Jolliffe [13].
For a study of the prediction error of PCR, with focus on minimax opti-
mal rates of convergence under standard model assumptions, see Hall and
Horowitz [8] and Brunel, Mas, and Roche [3] for the functional data con-
text and Blanchard and Mu¨cke [2] for the statistical learning context. Note
that the latter studies PCR (resp. spectral cut-off) within a larger class
of spectral regularisation methods. Bounds for the reconstruction error us-
ing the machinery of empirical risk minimisation are derived in Blanchard,
Bousquet, and Zwald [1]. The final result obtained in this paper rely on the
perturbation approach to the excess risk developed in Reiß and Wahl [15].
Further notation
Let ‖ · ‖ denote the norm on H. Given a bounded (resp. Hilbert-Schmidt)
operator A on H, we denote the operator norm (resp. the Hilbert-Schmidt
norm) of A by ‖A‖∞ (resp. ‖A‖2). Given a trace class operator A on H, we
denote the trace of A by tr(A). For g ∈ H, the empirical and the L2(PX)
norm are defined by ‖g‖2n = (1/n)
∑n
i=1〈g,Xi〉
2 and ‖g‖2
L2(PX)
= E〈g,X〉2,
respectively. For g, h ∈ H we denote by g⊗ h the rank-one operator defined
by (g ⊗ h)x = 〈h, x〉g, x ∈ H. We write Y = (Y1, . . . , Yn)
T and ǫ =
(ǫ1, . . . , ǫn)
T . Throughout the paper, c and C denote constants that may
change from line to line (by a numerical value).
2
1.2 Principal component analysis
The covariance operator of X is denoted by Σ. Since X is assumed to be
centered and strongly square-integrable, the covariance operator Σ can be
defined by Σ = EX ⊗X, where expectation is taken in the Hilbert space of
all Hilbert-Schmidt operators on H. It is well-known that under the above
assumptions, the covariance operator Σ is a positive, self-adjoint trace class
operator, see e.g. [11, Theorem 7.2.5]. By the spectral theorem, there exists
a sequence λ1 > λ2 > · · · > 0 of positive eigenvalues (which is either finite
or converges to zero) together with an orthonormal system of eigenvectors
u1, u2, . . . such that Σ has the spectral decomposition
Σ =
∑
j>1
λjPj , Pj = uj ⊗ uj. (1.2)
Without loss of generality we shall assume that the eigenvectors u1, u2, . . .
form an orthonormal basis of H such that
∑
j>1 Pj = I. Moreover, let
Σˆ =
1
n
n∑
i=1
Xi ⊗Xi
be the sample covariance operator. Again, there exists a sequence λˆ1 > λˆ2 >
. . . > 0 of eigenvalues together with an orthonormal basis of eigenvectors
uˆ1, uˆ2, . . . such that we can write
Σˆ =
∑
j>1
λˆjPˆj , Pˆj = uˆj ⊗ uˆj.
For d > 1, we write
P6d =
∑
j6d
Pj , P>d =
∑
k>d
Pk, Pˆ6d =
∑
j6d
Pˆj , Pˆ>d =
∑
k>d
Pˆk
for the orthogonal projections onto the linear subspace spanned by the first
d eigenvectors of Σ (resp. Σˆ), and onto its orthogonal complement. In-
troducing Pd = {P : H → H|P is orthogonal projection of rank d}, the
reconstruction error of P ∈ Pd is defined by
R(P ) = E[‖X − PX‖2].
The fundamental idea behind PCA is that P6d satisfies
P6d ∈ argmin
P∈Pd
R(P ).
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Similarly, the empirical reconstruction error of P ∈ Pd is defined by
Rn(P ) =
1
n
n∑
i=1
‖Xi − PXi‖
2,
and we have
Pˆ6d ∈ argmin
P∈Pd
Rn(P ).
The excess risk of the PCA projector Pˆ6d is defined by
EPCAd = R(Pˆ6d)− min
P∈Pd
R(P ) = R(Pˆ6d)−R(P6d).
The excess risk is a natural measure of accuracy of the PCA projector Pˆ6d.
In Reiß and Wahl [15] it is argued that the excess risk is more adequate for
many tasks like reconstruction and prediction than e.g. the Hilbert-Schmidt
distance ‖P6d − Pˆ6d‖
2
2. The main goal of this note is to answer this in the
affirmative in the case of the prediction error of PCR.
1.3 Principal component regression
Let Uˆd = span(uˆ1, . . . , uˆd) be the linear subspace spanned by the first d
eigenvectors of Σˆ. Then the PCR estimator in dimension d is defined by
fˆPCRd ∈ argmin
g∈Uˆd
‖Y − Sng‖
2
n
with sampling operator Sn : H → R
n, h 7→ (〈h,Xi〉)
n
i=1. The PCR estimator
can be defined explicitly by using the singular value decomposition of Sn.
In fact, writing
n−1/2Sn =
n∑
j=1
λˆ
1/2
j vˆj ⊗ uˆj
with orthonormal basis vˆ1, . . . , vˆn of R
n with respect to the Euclidean inner
product on Rn, also denoted by 〈·, ·〉 in what follows (use that S∗nSn = nΣˆ
with adjoint operator S∗n), we have
fˆPCRd = n
−1/2
∑
j6d
λˆ
−1/2
j 〈Y, vˆj〉uˆj , (1.3)
provided that λˆd > 0. Our main goal is to analyse the squared prediction
error of PCR given by
‖fˆPCRd − f‖
2
L2(PX) = 〈fˆ
PCR
d − f,Σ(fˆ
PCR
d − f)〉. (1.4)
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To avoid technical issues related to the mean squared prediction error of
PCR, we define our final estimator by
f˜PCRd = fˆ
PCR
d if λˆd > λd/2 and f˜
PCR
d = 0 otherwise.
Note that it is possible to replace λd/2 by a feasible threshold.
1.4 The oracle estimator
Letting Ud = span(u1, . . . , ud), we define the oracle PCR estimator in di-
mension d by
fˆ oracled ∈ argmin
g∈Ud
‖Y − Sng‖
2
n.
The oracle PCR estimator has an analogous decomposition as in (1.3), with
empirical eigenvalues and singular vectors replaced by those corresponding
to the projected observations P6dXi, cf. (A.1) below. We define our final
estimator by f˜ oracled = fˆ
oracle
d if the dth largest eigenvalue of the empirical
covariance operator of the P6dXi is larger than or equal to λd/2 and f˜
oracle
d =
0 otherwise. Using this modification, we prove in Appendix A.1 the following
standard risk bound, see e.g. [7, Chapter 11] for similar results for the linear
least squares estimator in random design.
Proposition 1. Suppose that X is sub-Gaussian with factor Cψ2 > 0, as
defined in Assumption 1 below. Then there are constants c, C > 0 depending
only on Cψ2 such that
∀d 6 cn, E‖f˜ oracled − f‖
2
L2(PX) 6 C
(∑
k>d
λk〈f, uk〉
2 +
σ2d
n
+R
)
with R = λ1λ
−1
d (σ
2 + ‖f‖2
L2(PX)
)e−cn.
The oracle bias term
∑
k>d λk〈f, uk〉
2 is affected by the fact that Ud does
not necessarily have good approximation properties for f . In the extreme
case, it is equal to λd+1‖f‖
2. Under additional assumptions, relating f to
the spectral characteristics of Σ, the latter can be further improved. In this
note, we will restrict ourselves to a Ho¨lder-type source condition, in which
case the following corollary will serve as a benchmark later on:
Corollary 1. Grant the assumptions of Proposition 1. Suppose that f =
Σsh with s > 0 and h ∈ H. Then we have
∀d 6 cn, E‖f˜ oracled − f‖
2
L2(PX) 6 C
(
λ1+2sd+1 ‖h‖
2 +
σ2d
n
+R
)
.
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2 Analysis of the prediction error
2.1 The bias-variance decomposition
We start with deriving a bias-variance decomposition of the mean squared
prediction error of PCR conditional on the design:
Lemma 1. If λˆd > 0, then we have
E
(
‖fˆPCRd − f‖
2
L2(PX)|X1, . . . ,Xn
)
= 〈Pˆ>df,ΣPˆ>df〉+
σ2
n
∑
j6d
λˆ−1j tr(PˆjΣ).
Proof. Suppose that λˆd > 0. Inserting Y = Snf + ǫ into (1.3), we have
fˆPCRd = Pˆ6df + n
−1/2
∑
j6d
λˆ
−1/2
j 〈ǫ, vˆj〉uˆj . (2.1)
Inserting (2.1) and the identity f = Pˆ6df + Pˆ>df into (1.4), we get
‖fˆPCRd − f‖
2
L2(PX) = 〈Pˆ>df,ΣPˆ>df〉 − 2n
−1/2
∑
j6d
λˆ
−1/2
j 〈Pˆ>df,Σuˆj〉〈ǫ, vˆj〉
+ n−1
∑
j6d
∑
k6d
λˆ
−1/2
j λˆ
−1/2
k 〈uˆj ,Σuˆk〉〈ǫ, vˆj〉〈ǫ, vˆk〉.
The result now follows from the fact that, conditional on the design, the
〈ǫ, vˆj〉 are uncorrelated, each with expectation zero and variance σ
2.
2.2 Relating the bias to the excess risk
The following lemma shows a clear connection of the bias term in Lemma 1
with the oracle bias term in Proposition 1 and the excess risk:
Lemma 2. We have
〈Pˆ>df,ΣPˆ>df〉 =
∥∥∥(∑
k>d
λ
1/2
k Pk +
∑
j6d
λ
1/2
j PjPˆ>d −
∑
k>d
λ
1/2
k PkPˆ6d
)
f
∥∥∥2.
The squared norm of
∑
k>d λ
1/2
k Pkf is equal to the oracle bias term
in Proposition 1. On the other hand, the remaining part in Lemma 2 is
connected to the excess risk. In fact, [15, Lemma 2.6] says that for any
µ ∈ R, we have
EPCAd = E
PCA
6d (µ) + E
PCA
>d (µ) (2.2)
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with
EPCA6d (µ) =
∑
j6d
(λj − µ)‖PjPˆ>d‖
2, EPCA>d (µ) =
∑
k>d
(µ− λk)‖PkPˆ6d‖
2.
If the terms in the sums are non-negative, then the Hilbert-Schmidt norm
can be moved outside the sum, leading to a similar structure as in Lemma 2.
Proof of Lemma 2. By (1.2) and the identity Pˆ>d = I − Pˆ6d, we have
Σ1/2Pˆ>d =
∑
j6d
λ
1/2
j PjPˆ>d −
∑
k>d
λ
1/2
k PkPˆ6d +
∑
k>d
λ
1/2
k Pk.
Inserting this into 〈Pˆ>df,ΣPˆ>df〉 = ‖Σ
1/2Pˆ>df‖
2, the claim follows.
The next result gives a first quantitative version of Lemma 2:
Proposition 2. For every r 6 d, we have
〈Pˆ>df,ΣPˆ>df〉 6 λr+1‖f‖
2 +
∥∥∥∑
j6r
(λj − λr+1)
1/2PjPˆ>r
∥∥∥2
∞
‖f‖2.
In particular, for every r 6 d, we have
〈Pˆ>df,ΣPˆ>df〉 6 λr+1‖f‖
2 + EPCA6r (λr+1)‖f‖
2.
The flexibility in r allows us to deal with the case of small or vanishing
spectral gaps, see e.g. Corollary 3 below. The first term λr+1‖f‖
2 can
be replaced by 2λr+1‖P>rf‖
2 + 2λr+1‖Pˆ6r − P6r‖
2
∞‖f‖
2, cf. (2.3) below.
Since this leads to stronger subspace distances, such improvements are not
pursued here.
Proof. Applying (1.2), we have
〈Pˆ>df,ΣPˆ>df〉 = ‖Σ
1/2Pˆ>df‖
2 =
∑
j6d
λj‖Pj Pˆ>df‖
2 +
∑
k>d
λk‖PkPˆ>df‖
2.
For r 6 d, the first term on the right-hand is bounded as follows:
∑
j6d
λj‖PjPˆ>df‖
2
6
∑
j6r
(λj − λr+1)‖Pj Pˆ>df‖
2 + λr+1‖P6dPˆ>df‖
2
=
∥∥∥∑
j6r
(λj − λr+1)
1/2PjPˆ>df
∥∥∥2 + λr+1‖P6dPˆ>df‖2.
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Similarly, we have
∑
k>d
λk‖PkPˆ>df‖
2
6 λr+1‖P>dPˆ>df‖
2.
Using also that ‖P6dPˆ>df‖
2 + ‖P>dPˆ>df‖
2 = ‖Pˆ>df‖
2, we arrive at
〈Pˆ>df,ΣPˆ>df〉 6
∥∥∥∑
j6r
(λj − λr+1)
1/2PjPˆ>df
∥∥∥2 + λr+1‖Pˆ>df‖2. (2.3)
Now, the first claim follows from (2.3), using that ‖APˆ>d‖∞ = ‖Pˆ>dA‖∞ 6
‖Pˆ>rA‖∞ for every bounded, self-adjoint operator A on H. Moreover, the
second claim follows from the first one by bounding the operator norm by
the Hilbert-Schmidt norm.
Under an additional source condition, we have the following improvement
over Proposition 2, cf. Corollary 1 above:
Proposition 3. Suppose that f = Σsh with s > 0 and h ∈ H. Then, for
every r 6 d, we have
〈Pˆ>df,ΣPˆ>df〉 6 C
(
λ1+2sr+1 + E
PCA
6r (λr+1)
)
‖h‖2
with a constant C > 0 depending only on s and λ1.
Proof. In view of (2.3), it suffices to show that
λr+1‖Pˆ>df‖
2
6 λr+1‖Pˆ>rf‖
2
6 C
(
λ1+2sr+1 + E
PCA
6r (λr+1)
)
‖h‖2 (2.4)
with a constant C > 0 depending only on s and λ1. First, we have
‖Pˆ>rf‖
2 = ‖Pˆ>r(P>r + P6r)f‖
2
6 2‖P>rf‖
2 + 2‖Pˆ>rP6rf‖
2. (2.5)
Using that f = Σsh we get
‖P>rf‖
2
6 λ2sr+1‖h‖
2 (2.6)
as well as
‖Pˆ>rP6rf‖
2 = ‖
∑
j6r
λsjPˆ>rPjh‖
2
6 2‖
∑
j6r
(λsj − λ
s
r+1)Pˆ>rPjh‖
2 + 2λ2sr+1‖Pˆ>rP6rh‖
2
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6 2
∑
j6r
(λsj − λ
s
r+1)
2‖Pj Pˆ>r‖
2‖h‖2 + 2λ2sr+1‖h‖
2. (2.7)
Combining (2.4)-(2.7), the claim follows if we can show that λr+1(λ
s
j −
λsr+1)
2 6 C(λj−λr+1) for every j 6 r with a constant C > 0 depending only
on s and λ1. For s 6 1/2 this follows from λr+1(λ
s
j − λ
s
r+1)
2 6 λr+1(λ
2s
j −
λ2sr+1) 6 λ
2s
r+1(λj − λr+1), for s > 1/2 from (λ
s
j − λ
s
r+1)
2 6 λ2sj − λ
2s
r+1 6
2sλ2s−1j (λj − λr+1) 6 2sλ
2s−1
1 (λj − λr+1).
2.3 Analysis of the variance
The variance term in Lemma 1 contains trace scalar products with Σ, simi-
larly as the excess risk in the representation EPCAd = tr(Σ(P6d − Pˆ6d)), see
e.g. [15, Equation (2.3)]. The main difference is the weighting by the λˆ−1j .
Grouping together eigenvalues which are of comparable magnitude, one can
bound the variance by a constant times σ2dn−1 plus remainder terms having
a similar structure as the representation of the excess risk given in (2.2).
Proposition 4. Let 0 = r0 < r1 < · · · < rd′ be natural numbers such that
d 6 rd′ 6 C1d and λ
−1
rl
λrl−1+1 6 C2 for every l 6 d
′. If λˆd > λd/2, then∑
j6d
λˆ−1j tr(PˆjΣ)
6 2C1C2d+ 2
∑
26l6d′
λ−1rl
∑
k6rl−1
(λk − λrl−1+1)‖PˆJlPk‖
2
2 + 2λ1λ
−1
d
∑
j6d
1(λˆj < λj/2)
with Jl = {rl−1 + 1, . . . , rl} and PˆJl =
∑
j∈Jl
Pˆj .
Proof. If λˆd > λd/2, then∑
j6d
λˆ−1j tr(PˆjΣ)
=
∑
j6d
λˆ−1j tr(PˆjΣ)1(λˆj > λj/2) +
∑
j6d
λˆ−1j tr(PˆjΣ)1(λˆj < λj/2)
6 2
∑
j6d
λ−1j tr(PˆjΣ) + 2λ1λ
−1
d
∑
j6d
1(λˆj < λj/2),
where we applied λˆ−1j 6 λˆ
−1
d 6 2λ
−1
d and tr(PˆjΣ) 6 λ1 in the last inequality.
It remains to bound the first term on the right-hand side. We have∑
j6d
λ−1j tr(PˆjΣ) 6
∑
l6d′
λ−1rl tr(PˆJlΣ). (2.8)
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By (1.2) and the fact that orthogonal projectors are idempotent and self-
adjoint, we have
tr(PˆJlΣ) =
∑
k>1
λk tr(PˆJlPk) =
∑
k>1
λk‖PˆJlPk‖
2
2.
Hence, tr(PˆJ1Σ) 6 λ1‖PˆJ1‖
2
2 = λ1r1 and
tr(PˆJlΣ) 6 λrl−1+1‖PˆJl‖
2
2 +
∑
k6rl−1
(λk − λrl−1+1)‖PˆJlPk‖
2
2
6 λrl−1+1(rl − rl−1) +
∑
k6rl−1
(λk − λrl−1+1)‖PˆJlPk‖
2
2
for every 2 6 l 6 d′. Inserting this into (2.8) and using that rd′ 6 C1d and
λ−1rl λrl−1+1 6 C2 for every l 6 d
′, the claim follows.
2.4 Bounds for the prediction error
Combining Lemma 1 with Propositions 3 and 4, we obtain an upper bound
for the mean squared prediction error of PCR conditional on the design.
This bound has the same leading terms appearing in Corollary 1 for the
oracle PCR estimator. In Section 3.1, we will see how the remainder terms
can be bounded using the excess risk bounds from [15].
Theorem 1. Suppose that f = Σsh with s > 0 and h ∈ H. Grant the
assumptions of Proposition 4. Then, for each r 6 d, we have on the event
{λˆd > λd/2},
E
(
‖fˆPCRd − f‖
2
L2(PX)|X1, . . . ,Xn
)
6 C
(
λ1+2sr+1 ‖h‖
2 +R1 +
σ2
n
(d+R2)
)
with a constant C > 0 depending only on s, λ1 and C1, C2 from Proposi-
tion 4, and remainder terms R1 = E
PCA
6r (λr+1)‖h‖
2 and
R2 =
∑
26l6d′
λ−1rl
∑
k6rl−1
(λk − λrl−1+1)‖PˆJlPk‖
2
2 + λ
−1
d
∑
j6d
1(λˆj < λj/2).
While the prediction error is standard in statistical learning, estimates in
H-norm are standard for inverse problems. Following a similar but simpler
line of arguments, we get the following upper bound in H norm. We observe
that the excess risk has to be replaced by stronger subspace distances.
10
Proposition 5. Suppose that f = Σsh with s > 0 and h ∈ H. Then, for
every r 6 d, we have on the event {λˆd > λd/2},
E
(
‖fˆPCRd − f‖
2|X1, . . . ,Xn
)
6 2λ2sr+1‖h‖
2 +
2σ2
n
(∑
j6d
λ−1j +R1
)
+R2
with
R1 = λ
−1
d
∑
j6d
1(λˆj < λj/2), R2 = 2‖Pˆ6r − P6r‖
2
∞‖f‖
2.
3 Bounds for the mean squared prediction error
3.1 Bounds for the excess risk
In this section, we state the main perturbation bounds for the excess risk
obtained in [15]. From now on, we suppose that X is sub-Gaussian. In
order to deal with weaker moment assumptions one can alternatively use
the results obtained in [12], though under stronger eigenvalue assumptions.
Assumption 1. Suppose that there is a constant Cψ2 such that
∀g ∈ H, sup
k>1
k−1/2E
[
|〈g,X〉|k
]1/k
6 Cψ2E[〈g,X〉
2]1/2.
First, [15, Corollary 2.8] implies that
EEPCA6r (λr+1) 6 C
∑
j6r
λj tr(Σ)
n(λj − λr+1)
with a constant C depending only on Cψ2 . If for some α > 0
λj = e
−αj , j > 1, (3.1)
then λj−λr+1 > (1−e
−α)λj for every j 6 r, implying that EE
PCA
6r (λr+1) 6
Crn−1 with a constant C > 0 depending only on Cψ2 and α. Similarly, if
for some α > 1
λj = j
−α, j > 1, (3.2)
then we have jλj > (r+1)λr+1 and thus λj/(λj−λr+1) 6 (r+1)/(r+1−j) for
every j 6 r, implying that EEPCA6r (λr+1) 6 Crn
−1 log(er). While the latter
bound is only up to a logarithmic term of larger order than the variance term
σ2dn−1 (for r = d), [15, Proposition 2.10] states the following improvement,
valid under additional eigenvalue conditions:
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Theorem 2. Grant Assumption 1. Suppose that
λr
λr − λr+1
∑
j6r
λj
λj − λr+1
6 cn. (3.3)
Then we have
EEPCA6r (λr+1) 6 C
∑
j6r
λj tr>r(Σ)
n(λj − λr+1)
+ C
∑
j6r
λj tr(Σ)
n(λj − λr+1)
e−cn(λr−λr+1)
2/λ2r
with tr>r(Σ) =
∑
k>r λk and constants c, C > 0 depending only on Cψ2 .
If (3.1) holds, then Theorem 2 with r = d gives
∀d 6 cn, EEPCA6d (λd+1) 6 C
de−αd
n
. (3.4)
Similarly, if (3.2) holds, then Theorem 2 with r = d gives
EEPCA6d (λd+1) 6 C
d log(ed)
n
(
tr>d(Σ) + tr(Σ)e
−cn/d2
)
6 C
d2−α log(ed)
n
, (3.5)
provided that d2 log(ed) 6 cn. In both inequalities, c, C > 0 are constants
depending only on Cψ2 and α.
The first remainder term in Proposition 4 has a similar structure as the
representation of the excess risk given in (2.2). Using the techniques in [15]
leading to Theorem 2, we prove in Appendix A.2 the following upper bound:
Theorem 3. For natural numbers s > r > 0, let J = {r+1, . . . , s}. Suppose
that (
max
k>1
λk
gk
)(∑
k>1
λk
gk
)
6 cn (3.6)
with gk = λk − λr+1 for k 6 r, gk = min(λr − λk, λk − λs+1) for k ∈ J , and
gk = λs − λk for k > s. Then we have
E
∑
k/∈J
gk‖PˆJPk‖
2
2 6 C
∑
k/∈J
λk trJ(Σ)
ngk
+R
with trJ(Σ) =
∑
j∈J λj and R = Cλ1(s− r)
2 exp(−cnmink>1 g
2
k/λ
2
k).
In particular, if λ−1s λr+1 ≤ C1, then we have
Eλ−1s
∑
k/∈J
gk‖PˆJPk‖
2
2 6 C1C(s− r) + λ
−1
s R. (3.7)
Here, c, C > 0 are constants depending only on Cψ2.
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Turning to the setting of Proposition 4, suppose that (3.6) holds for each
pair (r, s) = (rl−1, rl), 2 6 l 6 d
′. Then (3.7) yields that the expectation of
the first remainder term in Proposition 4 is bounded by a constant times d
plus an (exponentially) small remainder term. A simple choice is given by
rj = j, j 6 d. In this case, (3.6) with J = {j} is implied by
λj
gj
(λj
gj
+
∑
k 6=j
λk
|λj − λk|
)
6 cn, gj = min(λj−1 − λj , λj − λj+1).
If e.g. (3.1) holds, then Theorem 3 gives
E
∑
j6d
λ−1j
∑
k≤j−1
(λk − λj)‖PˆjPk‖
2
2 ≤ E
∑
j6d
λ−1j
∑
k 6=j
|λj − λk|‖PˆjPk‖
2
2 6 Cd.
(3.8)
for all d 6 cn. Similarly, if (3.2) holds, then Theorem 3 gives
E
∑
j6d
λ−1j
∑
k≤j−1
(λk − λj)‖PˆjPk‖
2
2 6 Cd+Cdλ1λ
−1
d e
−cn/d2
6 Cd, (3.9)
provided that d2 log(ed) 6 cn. In both inequalities, c, C > 0 are constants
depending only on Cψ2 and α. We conclude this section by stating [15,
Theorem 2.15] (applied with y = 1/2), needed to deal with the second
remainder term in Proposition 4.
Proposition 6. Grant Assumption 1. Then there are constants c1, c2 > 0
depending only on Cψ2 such that
∀j 6 c1n, P(λˆj < λj/2) 6 e
1−c2n.
3.2 Applications
Let us apply our results to standard model assumptions on the λj and f .
3.2.1 The isotropic case
Suppose that H = Rp and that Σ = Ip. Then Propositions 2 and 4, in
combination with Proposition 6 and the identity EPCA
6d (λd+1) = 0, lead to
the (trivial) bound
∀d 6 c1n, E‖f˜
PCR
d − f‖
2
L2(PX) 6
(
‖f‖2 +
2σ2d
n
)
(1 + e1−c2n).
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Note that the bias term cannot be further improved for d not too large. In
fact, suppose that X is Gaussian. Then the empirical eigenbasis (considered
as an orthogonal matrix, the sign of each column chosen uniformly at ran-
dom) is distributed according to the Haar measure on the orthogonal group
(see e.g. [6, Theorem 5.3.1]). In particular each eigenvector is distributed
according to the uniform measure µ on the (p− 1)-sphere Sp−1 and we get
E〈Pˆ>df,ΣPˆ>df〉 = E〈Pˆ>df, f〉 = (p− d)
∫
Sp−1
〈u, f〉2 dµ(u) =
p− d
p
‖f‖2.
3.2.2 Exponential decay
Suppose that (3.1) holds. Then, applying Theorem 1, (3.4), (3.8), and
Proposition 6, we get
∀d 6 cn, E‖f˜PCRd − f‖
2
L2(PX) 6 C
(
e−αd‖f‖2 +
σ2d
n
)
,
where c, C > 0 are constants depending only on Cψ2 and α. In particular,
choosing d of size log(n)/α gives
sup
f∈H:‖f‖61
Ef‖f˜
PCR
d − f‖
2
L2(PX) 6 C
log(n)
n
with a constant C > 0 depending only on Cψ2 , α, and σ
2. This rate is
minimax optimal, see e.g. [4].
3.2.3 Polynomial decay
Suppose that (3.2) holds and that f satisfies the source condition
f ∈ H(s, L) = {g ∈ H : g = Σsh, ‖h‖ 6 L}, s > 0, L > 0,
which is equivalent to assuming that f lies in a Sobolev-type ellipsoid. Then,
applying Theorem 1, (3.5), (3.9), and Proposition 6, we get
E‖f˜PCRd − f‖
2
L2(PX) 6 C
(
d−α−2sαL2 +
d2−α log(ed)
n
L2 +
σ2d
n
)
,
provided that d2 log(ed) 6 cn, where c, C > 0 are constants depending only
on Cψ2 and α, and s. In particular, choosing d of size n
1/(2sα+α+1) leads to
sup
f∈H(r,L)
Ef‖f˜
PCR
d − f‖
2
L2(PX) 6 Cn
−(2sα+α)/(2sα+α+1)
with a constant C > 0 depending only on Cψ2 , α, s, L, and σ
2. This rate is
minimax optimal, see [8, 4] or [2].
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3.2.4 Convex structures
Assumption 2. Suppose that there is a constant C1 > 0 such that
∀j 6 d+ 1,
∑
k 6=j
λk
|λj − λk|
6 C1j log(ej),
λj−1
λj−1 − λj
6 j. (3.10)
Assumption 2 is satisfied under (3.2) and (3.1). It holds under quite
general conditions, see e.g. [5, Lemma 1] and [9, Lemma 10.1].
Corollary 2. Grant Assumptions 1 and 2. Suppose that f = Σsh with
s > 0 and h ∈ H. Then there are constants c, C > 0 depending only on λ1,
s, Cψ2 , and C1 such that the following holds true. For all d > 1 such that
d2 log(ed) 6 cn, we have
E‖f˜PCRd − f‖
2
L2(PX) 6 C
(
λ1+2sd+1 ‖h‖
2 +
σ2d
n
+R
)
with
R =
d log(ed)
n
tr>d(Σ)‖h‖
2 +
(
tr(Σ)‖h‖2 + λ−1d
σ2d
n
)
e−cn/d
2
.
Proof. Corollary 2 follows from Theorem 1 (applied with rj = j, j 6 d) in
combination with the results from Section 3.1. Note that the first inequali-
ties in (3.5) and (3.9) also hold under Assumption 2.
3.2.5 Approximate polynomial decay
Assumption 3. Suppose that there are constants α > 1 and Cev > 1 such
that
∀j > 1, C−1ev j
−α
6 λj 6 Cevj
−α.
The following corollary shows that the results for polynomial decay still
hold true under Assumption 3.
Corollary 3. Grant Assumptions 1 and 3. Suppose that f = Σsh with
s > 0 and h ∈ H. Then, there are constants c, C > 0 depending only on
Cev, α, s, and Cψ2 such that the following holds true. For all d > 1 such
that d2 log(ed) 6 cn, we have
E‖f˜PCRd − f‖
2
L2(PX) 6 C
(
d−α−2sα‖h‖2 +
d2−α log(ed)
n
‖h‖2 +
σ2d
n
)
.
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In order to prove Corollary 3 we have to use the flexibility in r and (rl)
in Propositions 3 and 4, respectively. A crucial ingredient is the following
lemma proved in Appendix A.3.
Lemma 3. (a) There are constants c1, C1 > 0 depending only on Cev and
α such that the following holds true. For every d > 1/c there is a natural
number r ∈ [c1d, d] such that
∑
j6r
λj
λj − λr+1
6 C1r log(er),
λr
λr − λr+1
6 C1r.
(b) There are constants C1, C2 > 0 depending only on Cev and α such that
the following holds true. For every d > 1 there is a natural number r ∈
[d,C1d] such that
∑
j6r
λj
λj − λr+1
+
∑
k>r
λk
λr − λk
6 C2r log(er),
λr
λr − λr+1
6 C2r. (3.11)
Proof of Corollary 3. Corollary 3 follows from Theorem 1 in combination
with the results from Section 3.1 and Lemma 3. Let c1, C1 be the constants
from Lemma 3. We may assume that d > 1/c1, because the result is clear
for d < 1/c1. By Lemma 3(a) and the assumption on d we can find an
r ∈ [c1d, d] such that (3.3) holds and we have
EEPCA6r (λr+1) 6 C
r log(er)
n
(
r1−α + e−n/r
2)
6 C
d2−α log(ed)
n
. (3.12)
Hence, for this choice of r, we get
λ1+2sr+1 ‖h‖
2 + EEPCA6r (λr+1)‖h‖
2
6 Cd−α−2sα‖h‖2 + C
d2−α log(ed)
n
‖h‖2
with a constant C depending only on Cev, α, s, and Cψ2 . It remains to
bound R2 from Theorem 1. First, the expectation of the second summand
in R2 is exponentially small in n by using Proposition 6. Let us consider
the first summand. By Lemma 3(b), we can find a sequence 0 = r0 < r1 <
· · · < rd′ such that rd′ > d, rl ∈ [rl−1 +1, C1(rl−1 + 1)], and (3.11) holds for
r = rl, l = 1, . . . , d
′. Using also Assumption 3, we get λ−1rl λrl−1+1 6 C
2
evC
α
1 .
Moreover, (3.6) is satisfied for each pair (r, s) = (rl−1, rl), 2 6 l 6 d
′ and
(3.7) leads to
E
∑
26l6d′
λ−1rl
∑
k≤rl−1
(λk − λrl−1+1)|‖PˆJlPk‖
2
2
16
≤ E
∑
26l6d′
λ−1rl
∑
k/∈Jl
gk‖PˆJlPk‖
2
2 6 Cd+ d
2+αe−cn/d
2
6 Cd (3.13)
with a constant C depending only on Cev, α, and Cψ2 . The claim now
follows from inserting (3.12) and (3.13) into Theorem 1, in combination
with Proposition 6 and the definition of f˜PCRd .
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A Additional proofs
A.1 Proof of Proposition 1
We abbreviate f˜ oracled and fˆ
oracle
d by f˜d and fˆd, respectively. Consider X
′ =
P6dX, X
′
i = P6dXi (defined on Ud) which lead to covariance and sample
covariance Σ′ = P6dΣP6d, Σˆ
′ = P6dΣˆP6d. In the following, we use the
notation introduced in Sections 1.2, 1.3 with an additional superscript ′.
With this notation, we have
fˆd = n
−1/2
∑
j6d
λˆ
′−1/2
j 〈Y, vˆ
′
j〉uˆ
′
j , (A.1)
provided that λˆ′d > 0. We define the events Ad = {λˆ
′
d > λd/2} and
Ed = {(1/2)‖g‖
2
L2 (PX) 6 ‖g‖
2
n 6 (3/2)‖g‖
2
L2 (PX) ∀g ∈ Ud}.
Inserting ‖g‖2n = 〈g, Σˆ
′g〉, ‖g‖2
L2(PX)
= 〈g,Σ′g〉, g ∈ Ud, and applying [14,
Theorem 1], there are constants c1, c2 > 0 depending only on Cψ2 such that
P(Ecd) = P(‖Σ
′−1/2(Σˆ′ − Σ′)Σ′−1/2‖∞ > 1/2) 6 e
−c1n,
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provided that d 6 c2n. We now decompose the mean squared prediction
error as follows:
E‖f˜d − f‖
2
L2(PX) 6 E1Ad∩Ed‖fˆd − P6df‖
2
L2(PX) + E1Ad∩Ecd‖fˆd − P6df‖
2
L2(PX)
+ E1Ac
d
‖P6df‖
2
L2(PX) + ‖P>df‖
2
L2(PX) =: I1 + · · · + I4.
The term I4 is exactly the oracle bias term. By Proposition 6, we have
I3 6 ‖f‖
2
L2(PX)e
1−c1n,
provided that d 6 c2n. Moreover,
I2 6 2P(E
c
d)‖f‖
2
L2(PX) + 2E1Ad∩Ecd‖fˆd‖
2
L2(PX).
Inserting that on Ad,
‖fˆd‖
2
L2(PX) 6 λ1‖fˆd‖
2
6 2λ1λ
−1
d ‖Y‖
2
n 6 4λ1λ
−1
d (‖f‖
2
n + ‖ǫ‖
2
n),
we get
I2 6 2P(E
c
d)‖f‖
2
L2(PX) + 8λ1λ
−1
d P
1/2(Ecd)E
1/2‖f‖4n + 8λ1λ
−1
d P(E
c
d)σ
2.
By the Cauchy-Schwarz inequality and Assumption 1, we get
E
1/2‖f‖4n 6 E
1/2〈f,X〉4 6 4C2ψ2‖f‖
2
L2(PX)
and thus
I2 6 (32C
2
ψ2 + 10)λ1λ
−1
d (σ
2 + ‖f‖2L2(PX))e
−c1n.
Finally,
(1/2)I1 6 E1Ad∩Ed‖fˆd − P6df‖
2
n.
Letting Πˆn : R
n → SnUd,y 7→ argming∈Ud ‖y − Sng‖
2
n be the orthogonal
projection onto SnUd, we have
(1/2)I1 6 E‖Πˆnf − P6df‖
2
n + EE(‖Πˆnǫ‖
2
n|X1, . . . ,Xn)
6 E‖f − P6df‖
2
n + σ
2dn−1 = ‖P>df‖
2
L2(PX) + σ
2dn−1,
where we applied the projection theorem in the second inequality. The claim
follows from collecting all these inequalities.
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A.2 Proof of Theorem 3
The following lemma is an extension of [15, Proposition 3.5]:
Lemma 4. Let ∆ = Σ − Σˆ, J = {r + 1, . . . , s}, gk = minj∈J |λj − λk| for
k /∈ J , PˆJ =
∑
j∈J Pˆj , and
SJc =
∑
k/∈J
g
−1/2
k Pk.
Then, on the event
⋂
j∈J,k /∈J{|λˆj−λk| > |λj−λk|/2}∩{‖SJc∆SJc‖∞ 6 1/4},
we have ∑
k/∈J
gk‖PˆJPk‖
2
2 6 16
∑
k/∈J
‖PJ∆Pk‖
2
2
gk
.
Proof. On the event
⋂
j∈J,k /∈J{|λˆj − λk| > |λj − λk|/2} it follows from [15,
Equation (3.1)] and the definition of gk that
∀j ∈ J, k /∈ J, ‖PˆjPk‖
2
2 6
4‖Pˆj∆Pk‖
2
2
(λj − λk)2
≤
4‖Pˆj∆Pk‖
2
2
g2k
(A.2)
and thus ∑
k/∈J
gk‖PˆJPk‖
2
2 6 4
∑
k/∈J
‖PˆJ∆Pk‖
2
2
gk
. (A.3)
We introduce the operators
PJc =
∑
k/∈J
Pk and TJc =
∑
k/∈J
g
1/2
k Pk,
which satisfy the identities TJcSJc = PJc and
‖PˆJTJc‖
2
2 =
∑
k/∈J
gk‖PˆJPk‖
2
2.
Hence, (A.3) can be written as
‖PˆJTJc‖
2
2 6 4‖PˆJ∆SJc‖
2
2. (A.4)
On the event {‖SJc∆SJc‖∞ 6 1/4}, the last term is bounded via
‖PˆJESJc‖
2
2 6 2‖PˆJPJ∆SJc‖
2
2 + 2‖PˆJPJc∆SJc‖
2
2
= 2‖PˆJPJ∆SJc‖
2
2 + 2‖PˆJTJcSJc∆SJc‖
2
2
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6 2‖PJ∆SJc‖
2
2 + 2‖PˆJTJc‖
2
2‖SJc∆SJc‖
2
∞
6 2‖PJ∆SJc‖
2
2 + ‖PˆJTJc‖
2
2/8. (A.5)
Inserting (A.5) into (A.4), we get
‖PˆJTJc‖
2
2 6 8‖PJESJc‖
2
2 + ‖PˆJTJc‖
2
2/2,
and the claim follows.
Lemma 5. Grant Assumption 1. Let E =
⋂
j∈J,k /∈J{|λˆj − λk| > |λj −
λk|/2} ∩ {‖SJc∆SJc‖∞ 6 1/4}. If (3.6) holds, then we have
P(Ec) 6 (2(s − r) + 1) exp
(
− cnmin
((λr − λr+1)2
λ2r
,
(λs − λs+1)
2
λ2s
))
with a constant c > 0 depending only on Cψ2 .
Proof. Proceeding as in [15, Lemma 9], we have
P(‖SJc∆SJc‖∞ > 1/4) 6 exp
(
− nmin
((λr − λr+1)2
16C23λ
2
r
,
(λs − λs+1)
2
16C23λ
2
s+1
))
,
provided that
max
(
λr
λr − λr+1
,
λs+1
λs − λs+1
)(∑
j6r
λj
λj − λr+1
+
∑
k>s
λk
λs − λk
)
6
n
16C23
,
where C3 is the constant from [15, Equation (3.16)] depending only on C1.
The latter is satisfied under (3.6) if c 6 1/(16C23 ). We turn to the empirical
eigenvalues. First, the condition that |λˆj − λk| > |λj − λk|/2 for every
j ∈ J, k /∈ J is implied by the condition that λˆj −λk > (λj −λk)/2 for every
j ∈ J, k > s and λk − λˆj > (λk −λj)/2 for every j ∈ J, k 6 r. It is simple to
check that the latter condition is equivalent to −(λj − λs+1)/2 6 λˆj − λj 6
(λr − λj)/2 for every j ∈ J . By [15, Corollary 3.14], we have for j ∈ J ,
P(λˆj − λj < −(λj − λs+1)/2)
6 exp
(
−
n(λj − λs+1)
2
4C23λ
2
j
)
6 exp
(
−
n(λs − λs+1)
2
4C23λ
2
s
)
,
provided that
λj
λj − λs+1
∑
k6j
λk
λk − λs+1
6
n
4C23
.
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The latter condition is strongest for j = s and the resulting condition is
implied by (3.6). Similarly, by [15, Corollary 3.12] we have for j ∈ J ,
P(λˆj−λj > (λr−λj)/2) 6 exp
(
−
n(λr − λj)
2
4C23λ
2
r
)
6 exp
(
−
n(λr − λr+1)
2
4C23λ
2
r
)
,
provided that
λr
λr − λj
∑
k>j
λk
λr − λk
6
n
4C23
.
The latter condition is strongest for j = r + 1 and the resulting condition
is implied by (3.6). The claim now follows from the above concentration
inequalities and the union bound.
End of proof of Theorem 3. By Lemma 4 and the bound E‖Pj∆Pk‖
2
2 6
16C2ψ2 (cf. [15, Section 2.1]), we get
E
∑
k/∈J
gk‖PˆJPk‖
2
2 6 256C
2
ψ2
∑
j∈J
∑
k/∈J
λjλk
gk
+ λ1(s− r)P(E
c)
and the first claim follows from Lemma 5. Inserting (3.6) into the first claim
gives (3.7).
A.3 Proof of Lemma 3
In the proof, we will make use of the fact (cf. Equation (2.15) in [15]) that
there is a constant C > 0 depending only on α such that, for every r > 1,
∑
j6r
j−α
j−α − (r + 1)−α
6 Cr log(er),
∑
k>r
k−α
r−α − k−α
6 Cr log(er). (A.6)
Proof of (a). Let 0 < c1 < 1 be a constant such that C
−2
ev (2c1)
−α > 1. By
continuity, there is a constant 0 < c2 < C
−1
ev such that (C
−1
ev − c2)(Cev −
c2)
−1(2c1)
−α > 1. Let d > 1/c1 and let [c1d, d] ∩ N = {f, f + 1 . . . , d}. We
first show that there is an r ∈ {f, f + 1 . . . , d} such that
∀j 6 r, λj − λr+1 > c2(j
−α − (r + 1)−α). (A.7)
Arguing by contradiction, let us assume that for every r ∈ {f, f + 1 . . . , d},
(A.7) does not hold. Then there exists a sequence of natural numbers d+1 =
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j1 > j2 > · · · > jM−1 > f > jM with λja+1 − λja 6 c2(j
−α
a+1 − j
−α
a ) for
a = 1, . . . ,M − 1. We get
λjM − λj1 =
M−1∑
a=1
(λja+1 − λja) 6 c2
M−1∑
a=1
(j−αa+1 − j
−α
a ) = c2(j
−α
M − j
−α
1 )
and thus C−1ev j
−α
M − Cevj
−α
1 6 c2(j
−α
M − j
−α
1 ), by invoking also Assumption
3. Rearranging and using the bound jM 6 f 6 c1d+ 1 6 2c1d, we have
(C−1ev − c2)(2c1)
−αd−α 6 (C−1ev − c2)j
−α
M 6 (Cev − c2)j
−α
1 6 (Cev − c2)d
−α,
which contradicts the definition of c2. Hence, there is an r ∈ {f, f+1 . . . , d}
such that (A.7) holds and for this choice, (A.7), Assumption 3, and (A.6)
give ∑
j6r
λj
λj − λr+1
6
Cev
c2
∑
j6r
j−α
j−α − (r + 1)−α
6 C1r log(er)
with a constant C1 > 0 depending only on Cev and α. The second claim
follows similarly.
Proof of (b). Similarly as in the proof of Lemma 3, let C1 > 1 and 0 < c1 <
C−1ev /2 be constants such that C
−1
ev − 2c1 > (Cev − 2c1)C
−α
1 . Let d > 1 and
let [d,C1d] ∩ N = {d, d + 1 . . . , f}. Let
I = {r ∈ {d, . . . , f} : ∀j 6 r, λj − λr+1 > c1(j
−α − (r + 1)−α)},
and let
J = {s ∈ {d, . . . , f} : ∀k > s, λs − λk > c1(s
−α − k−α)}.
By definition of I, there exists M > 0 and a sequence of natural numbers
r1 > j1 > r2 > j2 > · · · > rM > jM with r1 = max{d, . . . , f} \ I 6 f and
rM > d such that
{d, . . . , f}\I ⊆
M⋃
a=1
{ja, . . . , ra}, λja−λra+1 6 c1(j
−α
a −(ra+1)
−α) ∀a 6 M.
Similarly, there exists N > 0 and a sequence of natural numbers s1 < k1 6
s2 < k2 6 . . . 6 sN < kN with s1 = min{d, . . . , f} \ J > d and sN 6 f such
that
{d, . . . , f} \ J ⊆
N⋃
b=1
{sb, . . . , kb − 1}, λsb − λkb 6 c1(sb
−α − kb
−α) ∀b 6 N.
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We now show that I ∩ J 6= ∅. We argue by contradiction, and assume that
I ∩ J = ∅. Then we have the covering
{d′, . . . , f ′} = {d, . . . , f} ∪ {jM , . . . , rM} ∪ {sN , . . . , kN − 1}
=
M⋃
a=1
{ja . . . , ra} ∪
N⋃
b=1
{sb, . . . , kb − 1}
with d′ = min(d, jM ) and f
′ = max(f, kN − 1). We get
λd′ − λf ′+1 6
M∑
a=1
(λja − λra+1) +
N∑
b=1
(λsb − λkb)
6 c1
M∑
a=1
(j−αa − (ra + 1)
−α) + c1
N∑
b=1
(s−αb − k
−α
b )
6 2c1(d
′−α − (f ′ + 1)−α)
and thus C−1ev d
′−α−Cev(f
′+1)−α 6 2c1(d
′−α− (f ′+1)−α), by invoking also
Assumption 3. Rearranging and using the bound f ′ + 1 > C1d, we have
(C−1ev −2c1)d
−α
6 (C−1ev −2c1)d
′−α
6 (Cev−2c1)(f
′+1)−α 6 (Cev−2c1)C
−α
1 d
−α,
which contradicts the definition of c1. Hence, I∩J 6= ∅ and the claim follows
similarly as in the proof of Lemma 3 from applying the definitions of I and
J , Assumption 3, and (A.6) to r ∈ I ∩ J .
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