the effectiveness of the expectation-maximization algorithm to restore noisy and blurred singlechannel images and simultaneously identify its blur. In addition, a general framework for processing multichannel images using single-channel techniques has been developed. The authors combine and extend the two approaches to the simultaneous blur identification and restoration of multichannel images. Explicit equations for that purpose are developed for the general case when cross-channel degradations are present. An important difference from the single-channel problem is that the cross power spectra are complex quantities, which further complicates the analysis of the algorithm. The proposed algorithm is very effective at restoring multichannel images, as is demonstrated experimentally.
Introduction
We use the term muhicharrne [ images for the multiple image planes (channels) that are typically obtained by an imaging system that measures the same scene using multiple sensors. Multichannel images exhibit strong between-channel correlations. Representative examples are multispectral images,' microwave radiometric images,z and image sequences.s In the first example such images are acquired for remote sensing and facilities or military surveillance. The channels are the different frequency bands (color images represent a special case of great interest). In the last example the channels are the different time frames after motion compensation. More recent applications of multichannel filtering theory include the processing of the wavelet-decomposed single-channel image4 and the reconstruction of a high-resolution image from multiple low-resolution images.5-s Unfortunately, with almost any recording device, some degree of degradation is introduced. Furthermore, the degradation itself is not always known exactly. Therefore, it is necessary to identify the blur in order to restore these multichannel images. Of particular importance is the restoration of degraded color images, where each color image can be viewed as a set of three subimages (channels), each channel corresponding to one of the three primary colors (red, green, and blue).
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The classicaI problem of (monochrome) image restoration has been thoroughly researched ever since Ref. 9 (for a recent review and classification of restoration algorithms, see Ref. 10) , and the problem of blur identification has also been investigated for single-channel images.""5
In the field of multichannel image processing, significantly less work has been done. The advantages of restoring images in a multichannel framework are twofold. First, the cross-correlation terms are exploited to achieve better restoration results. 's" 7 Second, the multichannel framework allows for the possibility of having cross-channel degradations. These degradations may come in the form of channel crosstalk, leakage in detectors, and spectral blurs. Ig Work on restoring mukichannel images is reported in Refs. 2 and 16 to 21, but many of these papers assumed the cross-channel degradations were zero. In addition, all of these papers assumed that the withinand cross-channel blurs (where applicable) were known. In more recent work, 2'22 efficient ways to estimate the regularization parameters required by the constrained leastsquares-type multichannel filter are presented. Overall, however, no solutions have appeared in the literature for the most general problem of multichannel blur identification and multichannel image restoration.
In this paper, we address this formidable probIem by deriving an algorithm for the identification of the cross-and within-channel blurs and of the multichannel image and noise spectral densities, and for the simultaneous restoration of a multichannel noisy and blurred image. This algorithm represents an extension of the work presented in Refs. 10, 12,  estimating the blur in the discrete frequency domain and the power spectra, care must be taken because these quantities are, in general, complex,s and the required derivatives may or may not exist. The Cauchy-Riemann theorem is utilized for this test.
The paper is organized as follows. In Sec. 2 the analysis of multichannel images in the spatial and discrete frequency domains is presented. The maximum-likelihood (ML) objective function is derived, and a brief review of the expectation-maximization (EM) algorithm is also contained in this section. In Sec. 3, the objective function is minimized with respect to the different quantities of interest. Special cases where the blur or the noise statistics are known are considered. Experimental results as well as implementation issues are covered in Sec. 4, and conclusions in Sec. 5 end this paper. A preliminary version of this paper appeared in Ref. 24. 
Lexicographic Ordering and the Resulting Matrix Structure
Mathematically, it is common practice to model the degradation process as')
where y, X, and 1' are the observed (noisy and degraded) image, the original undistorted image, and the noise process, respectively, all of which have been Iexicographically ordered, and D the resulting degradation matrix. The noise process is assumed to be white Gaussian, independent of x. Let P be the number of channels, each of size N X N. If .Yi, i=O, 1 P -1, represents the i 'th channel, then using ,. ... the ordering of Refs. 15, 23, the multichannel image x can be represented in vector form as
Defining y and 1'similarly, we can now use the degradation model of Eq. (1), recognizing that y, x, and v are of size PNZ X 1, and D is of size PNZ XPNZ.
Assuming that the distortion system is linear-shiftinvariant, D is a PNZ X PNZ matrix of the form
where the P X P submatrices (subblocks) have the form Similarly, the covariance matrix of the original signal, Ax, and the covariance matrix of the noise process, Av, are also semiblock-circulant (assuming x and v are stationary). Note that Ax is not block-circulant, because there is no justification to assume stationarity between channels (i.e., Ax, x, (n7) 
is not equal to Ax,, ,,xj .,,(m)= E[,ri+,,(w):j+,, (nz)*],'7 where Axix, (m) is the ( i,j)'th submatrix of Ax). However, Ax and Av are semiblock-circulant, because xi and vi are assumed to be stationary within each channel.
Formulation of the Objective Function
The problem we address in this work is that of estimating the signal and noise covariance matrices Ax and Av, respectively, and identifying the degradation matrix D, which will lead to the restoration of the degraded image. A maximum likelihood (ML) approach will be used in estimating the unknown quantities of interest, extending the work in Refs. 10, 12, 15. Since x and v are uncorrelated Gaussian random processes, the observed image, y, is also Gaussian with zero mean, with probability density function (pdf) given by
L .
To emphasize that fY(y) is parametrized, we rewrite it as Y(y; $), where + represents the quantities of interest, d?= {AX,AV,D}. The ML estimate of this parameter set is that set +~~which maximizes the likelihood function j~(y;~), or equivalently, its logarithm, Taking the logarithm of Eq. (5) and disregarding constant multiplicative and additive terms, the maximization of the log-likelihood function becomes the minimization of the function
Minimizing L(+) explicitly as it is written in Eq. (7) with respect to D, Ax, and Av is a difficult problem, due to the size of the matrices involved as well as its high degree of nonlinearity. An alternative and more suitable approach is to transform Eq. (7) into the frequency domain and use an iterative technique, namely the expectation-maximization (EM) algorithm, to minimize this objective function. This is the subject of the next two sections.
Expectation-Maximization Algorithm
The EM algorithm is an iterative technique for solving ML problems. As the name implies, the EM algorithm is composed of two steps-the expectation step (E step) and the maximization step (M step). It was first proposed by Dempster in 1977.25 Many effective algorithms in various signal-processing applications have been derived from the EM algorithm. z6 -29 In applying the EM algorithm, the observation y is termed the incomplete data set, and a complete data set z needs to be chosen. The complete data set and the incomplete data set are related by a linear, noninvertible, many-to-one transformation H such that y=Hz .
For the problem at hand, there are three different complete data sets that can be chosen. However, only one of them results in the simultaneous restoration of the image and identification of the blur. '()'5
In the E step of the EM algorithm, the conditional expectation of log fz(z; +), conditioned on the observed data y and the current estimates of the relevant parameters, is computed, where~z(z;~) is the pdf of the complete data. In the M step, this expectation is maximized. In compact form, the EM algorithm can be expressed as the alternate computation of the following two equations:
and Q(@; +( '')) =E[@fz(z;4)ly;&')l where +(1') is the estimate of @ at the p 'th iteration step and the integration is over all possible values of z that may produce the observed result y, denoted by~zlY. Equations (9) and (10) correspond to the M step and the E step, respectively.
If Q(~;~(l") is continuous in both 4 and +("), then.fY( y;~) converges to a stationary point.25
EM Iterations for the ML Estimation of+
Let 
where trA denotes the trace of A, and
The EM algorithm can now be stated as alternating between computing F'(@;$(r')) in Eq. ( 11) (the E step) with the M step, given by +(P+ ')=arg min F($;4(l')) . +
Equations (1 1), ( 12), and ( 13) can be also written in the discrete frequency domain. Towards this end we use the results reported in Ref. 23, according to which the particular structures of the degradation and image covariance matrices are exploited. There it was shown that by Iexicographically ordering the multichannel images in the interlaced format of Eq. (2), semiblock-circulant matrices result, which can then be block-diagonalized by the array DFT of the first row of the matrix.
By block-diagonalizing the covariance matrices AX,A,, and the blur matrix D, which all assume the semiblockcirculant structure, Eq. ( 11) can be rewritten in the frequency domain as
In deriving Eq. (16), use of the following two identities was made. If A, B, C, and D are matrices of size N X N, and a, are vectors of size fVX 1, then the following identities hold:
uHA~=tr(A&tH) .
In Eq. (16), @x(m,Iz) is the (m,n)'th component matrix of @x, which is related to Ax by
where Cl is the similarity transformation matrix constructed from two-dimensional discrete Fourier kernels, and is related to its inverse Hermitian conjugate by
To be more specific, for P =3, the matrix
consists of all the (m, n)'th components of the rrower and cross power spectra of 'the "original-color image (without loss of generality, in the subsequent discussion three-channel examples will be used). It is worthwhile noting here that the power spectra Sii(m,n), i = 1,2,3, which are the diagonal entries of @x(m,n), are real-valued, while the cross power spectra (the off-diagonal entries) are complex. This illustrates one of the main differences between working with multichannel images and with single-channel images. In addition to each frequency component being a P X P matrix, rather than a scalar quantity for the single-channel case, the cross power spectra are complex, rather than real for the single-channel case. The presence of complex quantities is covered in more detail in Sec. 3.1.1. Similarly, the (rn,n) 'th component of the inverse of the noise spectrum matrix is given by
One simplifying assumption that we can make about Eq. (22) is that the noise is white within channels and zero across channels. This results in @v(nz,n) being the same diagonal matrix for all (m,n). We develop this in more detail in Sec. 3.1.3. The matrix @~(m,n) in Eq. (16) is equal to
where Au(vr,n) is the within-channel (i =j) or cross-channel (i#j) frequency response of the blur system, and Y(rn,n) is the (m,n)'th component of the DFT of the observed image. Then @,!J\,(m,n) and~j~. (m,n) are the (m,n)'th frequency component matrix and vector of the multichannel counterparts of Ax,, and~xl,, respectively, computed by From Eq. (15), we see that the minimization of F(~; @(/')) can be decomposed into the componentwise minimization of .l(m,n) for O~m,n SN-1, given by Eq. (16). Note that J(m,n) is to be minimized with respect to @x(m,n), @v(m,n), and @I)(m,n); the resulting solutions become @jy+l)(m, n), FJy+l) (m,n), and 0:+ I'(m, n), respectively.
Minimizing J(m,n) in its General Formulation
Let us now proceed to minimize .l(m, n) when all three parameters @x(m, n), @v(m, n), and @)lj (m, n) a-e unknown.
3.1.1

Estimation of the signal spectrum matrix @'+ 1)
First, let us minimize .l(m,n) with respect to @x (m,n) . In order to do this, Eq. (16) is rewritten as
Nz x\?(r~?~z)M~/!.H(m,n) 1} + terms independent of (9 X(m,n) .
(26)
The following lemma' 5 is needed for the required minimization.
.Lernma 7. An optimum of the function
where A and B are real matrices. As mentioned before in Sec. 2.4, @x(m,n) is a matrix with real diagonal entries and complex off-diagonal entries. While proving the above lemma for A real is straightforward, we need to prove that this lemma holds true as well for A complex. The key to this proof lies in the Cauchy-Riemann theorem,s" which gives sufficient and necessary conditions for the existence of a derivative of a complex function with respect to a complex quantity. An outline of the proof of Lemma 1 for complex matrices is given in Sec. 9.
By applying Lemma 1 above to the optimization of Eq, (26), we obtain 3.1.2
Estimation of the fjur @~P" )
Unfortunately, minimizing J(rn,n) with respect to (3D is not as straightforward as minimizing .l(rn, n) with respect to @x. The main difference is that @~is coupled with @v, but in Eq. (16), @x is completely decoupled from @v and @,,. Therefore, in order to minimize J(m,n) with respect to @~, @v must be solved first in terms of @l), plugged back into Eq. (16), and then minimized with respect to @l).
The details are left for Sec. 10, where it is shown that two conditions must be met in order to obtain explicit equations for the blur. First, the noise spectrum matrix @v(rn,n) must be a diagonal matrix; this is frequently true in practice. Second, all of the blurs must be symmetric, so that there is no phase when working in the discrete frequency domain. The first condition arises from the fact that @v(nz,n) and @~(nr,n) are coupled together. The second condition arises from the Cauchy-Riemann theorem, and must be satisfied in order to guarantee the existence of a derivative at every point.
From Sec. 10, the final equation for the blur is
where +U(m,n) is defined as the i,j'th (i)j= 1,... ,P) entry of W(nz,n) given by W'n,n) %ffi:,(nz,n) YH(?n,n) . (31) 
3.1.3
Estimation of the noise spectrum matrix @y+l)
The last step in the color image identification and restoration problem is now the estimation of the noise spectrum matrix Ov(m,n). From Sec. 10, @v(r?z,n) is of the form
o 0 CT;3 where u; represents the noise power of the i 'th channel. By replacing @,}(m,n) with @~+ 1)(rn,n) and using the identities of Eqs. (17) and (18) 
Expressing Eq. (33) in terms of the elements of @~(m,n), we get By setting the partial derivatives of Fv(~; $(P) ) with respect to u:., 1 = i< 3, equal to zero, the equations for the computation of cr~f"+ 1) are
111-
In summary, if the additive noise is white, then the EM iterations consist of the alternation of Eqs. (24), (25) and E~s. (29) , (30) , (37), which compute @~+ 1), @~~+'), and @~+ ', respectively. The restored image is computed from Eq. (25), based on the current estimate of +. A block diagram of this algorithm is shown in Fig. 1 .
Estimation of the Noise Spectrum Matrix and the B/ur frequency Response Matrix.' Two Special Cases
As mentioned in the last subsection, explicit equations can be derived if and only if @v can be described by Eq. (32).
In this subsection, we derive an expression for @,j if @v is not diagonal, but known exactly. Now let us minimize Eq. (16) with respect to (9,, (m,n), given that @v(m,n) is known. Also, let (3G 1(m, n) be given by Eq. (22), where all the {zU}are possibly nonzero but known exactly. Substituting Eqs. (22) and (23) into Eq. (62) of Sec. 10, and using the definition of W(tn,n), we get
where G(in, n) denotes the part of J(m,n) dependent on 8[) (m,n)(see Sec. 10). Using the same reasoning as in Sec. 10 for the estimation of the blur, it is clear that G(rrz,n) can have a derivative only if Au(w,n) is real, since {zV}is assumed to be purely real, and will not alter the proof in Sec. 10. If Aii(m,n) is real, then taking the derivative of Eq. (38), setting it 'equal to zero, and solving for Au(m,n), we get [dropping the (m,n) arguments] It is worth repeating that Eq. (39) can only be used to estimate the blur if the PSF is symmetric, so that Ao(J?z,n) is real. If it is not, then numerical methods need to be used to find the minimum of Eq. (38). Finally, it can be verified that if
Solution for the estimation of the noise spectrum @\p+' ) if @D is known
The other special case is if @,j is known and @v is to be solved. If~,j(vr,n) is known, then Eq. (58) 
/implementation Issues
In implementing the multichannel EM algorithm, several issues must be addressed in order to obtain good, stable estimates. First, due to the highly nonlinear function F the initial estimates are very important. For the noise variance, it was found that using an initial estimate u~(()) higher than the true value U; produced better results. This observation agrees with a similar observation made for single-channel images. 1')The initial values for the signal spectrum, C):) (m,n), were computed via Danielle's periodogram,s 1 where the observed images were used. In estimating the blllr, different initial PSFS were used. For the EM algorithm (proposed in the previous section) to give best results, a modification needs to be made to a couple of equations. This modification comes in the form of averaging several terms in Eqs. (29) and (30), and arises from the definition of the periodogrdm. Specifically, once the OUterprC)dUcts~(1') M[l')~~" xl> xl, m Eq. (29) and M')') YJ1,YA4(I')H Xly .rly in Eq. (30) are computed, the resulting matrices are averaged over a simple 3 X 3 support in the frequency domain. This simple averaging is critical because if the expectation operation is ignored in the sample spectrum (defined as the expectation of the magnitude squared of the Fourier transform of the signal), then the sample spectrum will yield inconsistent and unstable power spectraI densities.s 1 In order to smooth the rapid fluctuations of the sample spectrum, Danielle's algorithm averages over adjacent spectral frequencies. Using this added averaging step in the two equations noted above, the EM converges to a local minimum of F, yielding a stable estimate of the restored image, the noise variance, and the PSF. In the following experiments, the PSF is assumed to be of finite support, greater than zero, and constrained so that the degradation process preserves energyg:
where S[j is the finite support of the PSF. If the support size is unknown, it can be estimated in the same manner as in Ref. 23 . However, in this paper, the size of the support is assumed to be known. After convergence, using the step size as a stopping criterion, the PSF was renormalized so that Eq. (41 ) holds. Incorporating this renormalization results in having two nested do loops. The inner one iterates on the estimates until either a predefine number of iterations, called 1,., is reached, or some convergence criterion is met, at which point the PSFS are renormalized. The outer loop, denoted by I,,, specifies the number of times the inner loop is run. Experimentally, it was found that I{. should be set to one when iterating on the degradations. This renormalizes the PSFS after every iteration.
To quantitatively compare the experimental results, the following two measurements were used for each of the subimages at the p 'th iteration:
which quantitatively describes the SNR itnprovement (in decibels) of the restored image, where 11.11 denotes the norm of a vector, and .x, y, and Axl, represent the original, observed, and restored subimage, respectively; and
where {d( i,j)} and {2( i,j)} denote the original and the estimated PSFS with S,j and S,~their respective regions of support.
4.2
Restoration of Images with Intrachannel Degradation
In this section, the degradation operation in Eq. (1) is zero across channels and nonzero within channels, yielding blockdiagonal D in Eq. (4). Our goal is to compare the estimates obtained here with estimates obtained by using the singlechannel EM algorithm described in [12] separately for each subimage. We find that the extra information contained in the cross-channel power spectra can yield significant improvement in the restored image as well as a more accurate estimation of the blur. The first experiment had an SNR = 20 dB and a 5 X 5 truncated Gaussian blur for each of the images, where the values of the PSF are given in Table 1 . The original "Lena" image, shown in Fig. 2 , was used for this experiment; the degraded images are shown in Fig. 3 . Starting with an impulse fo~all three channels. the three unknown intrachannel PSFS as well as the noise variances and signal spectra were estimated. In estimating the PSF, the size of the support was assumed to be known. Three different experiments were performed on these degraded images. First, the EM algorithm was decoupled in order to perform independent channel restoration (ICR), The channels were decoupled by zeroing the off-diagonals of those matrices, which were formed by H(n?,n) in Eq. (29 j] . This was to ensure that the cross-correlation terms were not used. The second experiment performed used for the cross-correlation terms in the multichannel EM algorithm. As an indicator of the upper bound of the performance of the EM algorithm, the iterative multichannel Wiener filter was also applied, where the blur was known. In this case, the power spectra of the original images were unknown and were estimated from the observed (degraded) images in exactly the same way as in the multichannel EM aIgorithm. The only difference between the EM and Wiener filters is whether or not the degradation was known.
The restored images for all three experiments are shown in Fig. 4 , where the images in the left column correspond to the decoupled EM, those in the middle to the multichannel EM, and those on the right to the iterative Wiener filter. The red, green, and blue channels are presented in the top, middle, and bottom rows, respectively. The ISNRS for the three experiments are shown in Table 2 , where it can be seen that the cross-correlation terms do make a significant difference. In particular, the channels from the decoupled EM algorithm were between 0.35 and 0.7 dB lower in ISNR than their multichannel counterparts. As an upper bound, those frames restored by the iterative multichannel Wiener filter were another 0.5 dB or so above the multichannel EM results, which is expected, since the blur is exactly known. The restored images of the multichannel EM and iterative Wiener filters are very similar to each other, indicating that the EM algorithm works very well. For the decoupIed EM, however, the images are slightly more noisy than their multichannel counterparts.
The values of the estimated PSF for the red channel for both the decoupled EM and multichannel EM experiments are listed in Tables 3 and 4, respectively. In both cases, the 
Restoration of Images with Interchannel Degradation
In this subsection we use the EM algorithm to restore and identify the blurs of multichannel images that have crosschanneI degradation as weIl as inter-channel degradation. In order to use the equations in Sec. 3.1.2 for estimating the blur, it is required that the PSF be symmetric. Therefore, we limit ourselves to the cases when D (wr,rz)in Eq. (4) is symmetric.
Another important issue to keep in mind when including cross-channel blurs is the normalization factor for each PSF. The PSFS of each channel should sum to one. Mathematically, Sjdu = 1for each channel i = 1,..., P. The weighting between the cross-channel and intrachannel PSFS is somewhat arbitrary, but should reflect the fact that the intrachannel blurs are stronger than the interchannel blurs. When working with nearly uniform weights for the intrachannel and interchannel blurs, care must be taken in taking the inverse of the P X P matrix. In the following experiment, it was found that when the power of the cross-channel blurs was near to that of the intrachannel blurs (where power is measured by the sum of the PSFS), the matrix A = @,,(m,n) + @~(rrr,n)@,,(nLn) 13( m,n)~became very sensitive to the inversion algorithm, For these experiments, the inversion subroutine was performed by first decomposing A into its upper and lower triangular matrices (L U) and then backsubstituting into the identity matrix to find A -', due to its robustness. When each PSF sum was the same ( = l/P), then the dc (zero-frequency) conponent of H became singular. For this reason, the intrachannel blurs were always slightly higher (in terms of their power) than their interchannel counterpalls.
With this in mind, a very close approximation to a uniform power distribution of the intrachannel and cross-channel blurs was the weighting of 0.4 for the within-channel blurs and 0.3 for the interchannel blurs. Both of these blurs were 5 X 5 Gaussian with variance 5.0. As in the previous experiment, the size of the support was assumed to be known and fixed. Gaussian noise was added resulting in SNR = 20 dB. Two experiments were run, the multichannel EM (starting with impulses of heights 0.4, 0.3 for initial intrachannel and crosschannel blurs, respectively), and the iterative multichannel Wiener, where all required quantities are known.
The degraded images are shown in Fig. 5 , and the restored images are shown in Fig. 6 for the multichannel decoupled EM, coupled EM, and coupled iterative Wiener results. The ISNRS are listed in Table 5 . Note that the iterative Wiener filter results were between 0.4 and 0.8 dB higher than their multichannel EM counterparts, as expected. It should be mentioned that the differences between the decoupled EM, nlultichannel EM, and multichannel Wiener results can be seen much more clearly when seen in true color. Also, the degraded image, when seen in true color, is very different from the original color image (the colors are washed out, leaving a duotone image). This is due to the relatively strong crosschannel degradations. Figure 7 shows the DFT of the true intrachannel Gaussian blur, and Fig. 8 shows the DFT of the estimated red-channel blur, when the images were decoupled. The most noticeable difference is that the dc components are significantly different (0.4 and 1.0, respectively, recognizing the different scales of the z-axis). Figure 9 shows the DFT of the estimated red-red blur for the coupled EM case. Note how its dc component (seen as the peak of the Gaussian) is similar to that of Fig.  7 . Figure 10 shows the DFT of the true red-green Gaussian blur, and Fig. 11 the DFT of its estimate (for coupled EM).
Conclusions and Discussion
In this paper the problem of multichannel blur identification and image restoration has been investigated. By using the EM algorithm and exploiting the special SBC structures of the matrices to enter the discrete frequency domain, explicit equations for the restoration of a degraded multichannel image and the estimation of the signal spectrum matrix, the ( 12)]. Therefore, the iterative Wiener filter (known blur, unknown noise and signal spectrum) was used in all of the experiments as an upper bound. In most of the experiments, the difference in ISNR between the iterative Wiener filter and the EM algorithm (blur, noise, signal spectrum all unknown) was consistently small. In addition, the estimated PSF was generally very close to the true PSF, 250 / OPTICAL ENGINEERING / January 1996/ Vol. 35 No. 1 indicating that the EM algorithm performed very well compared to the iterative Wiener filter.
Experimentally, it was verified that even for the case of intrachannel blurs only, on independently identifying the blur and restoring each channel (called independent channel restoration, or ICR), the results were not as good as they were on using the cross-channel terms (this result is expected and is also previously reported in the literature for known blurs 1~.1 T In the presence of cross-channel degradations, the cross-correlation terms became even more critical in properly restoring the image, especially if the relative weights (normalizing factors of each PSF) were almost equal. The difference in ISNR ranged from 1.3 to 1.8 dB in experiment 2. For the iterative Wiener filter, the difference between the decoupled single-channel and coupled multichannel cases is greater, due to the PSF not preserving energy. The big difference between the decoupled EM and the decoupled Wiener algorithms was that while the PSF in both cases did not preserve energy, the decoupled EM algorithm could adjust . the intrachannel PSFS to somewhat accommodate the presence of the interchannel blurs.
In addition to the direct application of this algorithm to blur identification and image restoration, this algorithm has also been used to reconstruct a high-resolution image given multiple, degraded low-resolution images. c-s Here each lowresolution image is a subsampled version of a high-resolution image. Besides subsampiing, these low-resolution images are displayed by different subpixel shifts, measured with respect to a reference frame. The ability to enter the discrete frequency domain and the ability to obtain explicit equations for the blur, noise, and power spectra are the primary reasons for using the proposed algorithm. 
the matrix A that minimizes Eq. (44) is given by
Proof. If A is diagonal or A and B are both scalars, then it is very easy to show that the two Cauchy-Riemann conditions hold. This appendix will show that the conditions hold for nondiagona] A as well, where we will restrict ourselves to A being complex and of size 2 X 2. Define [~s ,, exp(j$ll) S12 exp(j~lz)
The determinant of A is then given by
where
Furthermore, it can be shown that
Combining Eqs. (48) and (51 ) 
can also be shown to hold, although it is very tedious.
7 Appendix:
Estimation of the Blur @?+ ')(rn,n)
In order to estimate the blur @(j (m,n), the noise power spectra must first be estimated and plugged back into Eq. (16), which is then solved for the blur. Using the identities of Eqs. (17) and (18), @v can be found in terms of 8,, by writing Eq. 
From Eq. (57) and Lemma 1, we know that to achieve a local minimum of J(m,n), the solution to @JwI,n) must satisfy 
In general, Eq. (58) must be plugged into Eq. (59), and the result minimized with respect to @~. Without imposing any structure or knowledge on flv(nz,n)and @~(rn,n), it is almost unmanageable to carry out the procedure outlined above. A frequently encountered case in practice, however, is when the noise v is white within channel and zero across channels, resulting in 'V(mn)=ri! ;2 :J . .
With the assumption of the white noise structure of Eq. (60), we can now minimize Eq. (59) with respect to @~(m, n), which will determine the blur transfer-function matrix.
For the sake of brevity, let us rewrite the part of Eq. (59) 
where Eq. (29) has been substituted into Eq. (59). Equation (61 ) can be written as
G(m,n) = tr{@; ] (m,n)@n (m,n)@~"+' ) (m,n)@~(m,n)
--+3;'on,n)[@[)(l??,n )Ton,n)"
where q is defined as W(m,n)~M$~, (m,n) Y~(m,n) .
Substituting Eqs. (21) and (23) 
J-1
where i= 1,2,3, Before we take the derivative of Eq. (66) with respect to A,j(m,iz), we need to realize that A,j (m,n) may be complex. If it is, the Cauchy-Riemann theorem needs to be employed in order to see if a derivative exists. However, Eq. (66) is purely real (this can be seen by switching the indices j, k in the first term and noting that S~+ 1) = S~jl'+ 1'). Therefore, for any real-valued function v= O, the Cauchy-Riemann equations30 are only satisfied at x = O, and nowhere else, since 13v/dx= O for all x. Thus, for estimating the blur frequency response, the derivative does not exist for all Ajj(m, n) . If Ay(m,n) is purely real, it is straightforward to find its derivative. First, the derivative of G with respect to Ati(m,n) is equal to i3G(m,n) 1 E) Gi(m,n) aAij(m,n) =~aAij(m,n) "
Setting Eq. (67) equal to zero and solving for Ati(m,n), it can be shown in a straightforward manner that 
