Abstract-This paper studies high SNR approximations of the ergodic mutual information of block fading MIMO correlated Rician channels. The exact expression of the mutual information of such channels is quite complicated, and difficult to use to obtain convenient high SNR approximations. In this paper, it is replaced by an accurate large system approximant obtained in the case where the number of transmit and receive antennas t and r converge to +oc at the same rate. The large system approximant is studied at high SNR, and it is shown that 3 different behaviours are possible depending on r, the rank of the line of sight component and the Rician factor. The accuracy of the high SNR approximant is shown to be connected to the support of the deterministic large system approximant of the eigenvalue distribution of the Gram matrix of the channel. This allows to infer that the approximant is accurate for realistic values of r and t if r 7? t or if r = t, the line of sight component is invertible and the Rician factor is greater than a certain threshold.
I. INTRODUCTION
The ergodic capacity of a block fading MIMO correlated Rician channel H is defined as the maximum of a complicated function defined on the set of positive Hermitian matrices whose normalized traces are equal to 1. It is in particular not given by a closed form expression, and is thus difficult to analyse. Therefore, it can be useful to evaluate the capacity in certain asymptotic regimes for which it reduces to simpler terms. This paper is focused on the evaluation of the capacity when the signal to noise ratio (SNR) converges to +co. In this context, it is well established that it is optimum to transmit equal power independent symbols on the various transmit antennas. The capacity is thus reduced to the ergodic mutual information I of the channel that we propose to study in the high SNR regime. For this, an obvious approach would be to use an exact expression of I, and then to evaluate its limit when the SNR goes to +oo. However, this is a difficult task because the above expressions are quite complicated; see e.g. [5] in which particular Rician channels are considered. In order to obtain interpretable results, we therefore propose to replace I by its large system approximant, denoted I, Jamal Najim CNRS et ENST LTCI, UMR 5141
Paris, France Email: najim@enst.fr obtained if the number of transmit and receive antennas t and r converge to +oo in such a way that r -c where t O < c < +oo. An almost closed-form expression of I is established in [4] using random matrix methods. More precisely, it is shown that the eigenvalue distribution of matrix HHH can be approximated by a deterministic probability measure whose Stieltjes transform is characterized in [4] . I is obtained by using that I is the mathematical expectation of a particular functional of the eigenvalue distribution of the Gram matrix of the channel. Note that I has been obtained independently in [7] using the useful but non rigorous replica method. In this paper, we study the behaviour of I for fixed values of r and t when the SNR goes to +oo. We show that the high SNR approximant of I has, depending on the context, three possible different expressions. It is of course important to verify if the high SNR approximant of I is a reliable estimate of I for realistic values of r, t, and SNR. This important question is not completely theoretically solved in this paper. However, we provide some arguments which strongly suggest that the approximant is reliable if 0 does not belong to the support of the deterministic equivalent of the eigenvalue distribution of HHH (if r > t, otherwise HHH has to be considered). This allows to identify the contexts in which the approximant is relevant. We finally provide numerical experiments that sustain our claims. Engineering implications of our results will be discussed elsewhere due to the lack of space.
II. CHANNEL MODEL
We consider a wireless MIMO link with t transmit antennas and r receive antennas. In our analysis the channel matrix can possibly vary from symbol vector (or space-time codeword) to symbol vector (or space-time codeword). The channel matrix is assumed to be perfectly known at the receiver whereas the transmitter has only access to the statistics of the channel. The received signal can be written as y(T)= H(T)x(T) + Z(T), (1) where x(T) is the vector of transmitted symbols at time T, H(T) is the channel matrix and z(T) is a complex white Gaussian noise distributed as N(O,(721r). For simplicity we will omit the time index T from our notations. The channel input is subject to a power constraint Tr [E(xxH)] = t. The r x t channel matrix H has the following structure
The matrix A is deterministic and satisfies 'Tr(AAH)
V is a random matrix given by
=1.
where W is a zero mean independent and identically distributed complex Gaussian matrix in the sense that the real and imaginary parts of its entries are independent and have the same variance 1. The matrices C > 0 and C > 0 account for the transmit and receive antenna correlation effects respectively, and satisfy Tr(C) = 1 and r Tr(C) = 1
respectively. This correlation structure is often referred to as a separable or Kronecker correlation model. K > 0 is the so-called Rician factor which expresses the relative strength of the direct and scattered components of the received signal. Due to the above various normalization constraints, the signal to noise ratio is equal to 12
The ergordic mutual information (EMI) at noise level or2 iS defined by:
understood as r -*> +oc, t -> +°o, t r> c in order to shorten the notations. where T(uf2) and T((J2) depend on 6(u2) and 6(u2), and are defined by T( (2) T (aJ2) [ (7 2 
It is possible to obtain the analytical expression of 1((J2) (see e.g. [5] + log det Ir,+ K+1 Cj t (K )1 6(u2) ( (7) ( 1 1 
It is a matter of routine to check that det J( *, 0) :t 0.
Therefore, there exist unique holomorphic functions of variable z, denoted (6(z), 6(z)), defined in a neighborhood of 0, and satisfying (18). 
This shows that the approximation error is due from one hand to L(or2) L(0), and the other hand on L(0)-L(0). We first discuss on the parameters that influence L(0) -L(0). We
where for each a2 > 0, E(t, r2) converges towards 0 at rate 1 [1] devoted to the case A = 0 and C = 0. It is shown there that if the function A is analytic in a neighbourood of the support of measure ,u, then, (9) holds, and
Note that o(l) can be replaced by O( l) with some efforts.
An important ingredient of [1] is that the probability that an eigenvalue of HHH lies outside the support of ,u decreases to 0 faster than any term for each integer p. This means intuitively that it is possible to assume that the eigenvalues of HHH remain in the support of ,u. q5(A) = log A satisfies the above assumption if the support of ,u is included into an interval (e, +oo) where e > 0. It is reasonable to conjecture that this kind of result can be extended to our context, and that 
