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Cap´ıtulo 1
Introduccio´n
En los u´ltimos an˜os ha habido un gran intere´s en el desarrollo de veh´ıculos
ae´reos no tripulados, ya que poseen caracter´ısticas u´nicas como: taman˜o pequen˜o,
gran maniobrabilidad y relativo bajo precio; hacie´ndolos atractivos para uso tanto
militar como civil en a´reas como vigilancia, reconocimiento e inspeccio´n en ambientes
complicados o peligrosos.
Los u´ltimos avances en la tecnolog´ıa han impulsado el desarrollo y la operacio´n
de este tipo de veh´ıculos. Los nuevos sensores, microprocesadores y sistemas de
propulsio´n son ma´s pequen˜os, ligeros y ma´s capaces que nunca, llevando a niveles
de resistencia, eficiencia y autonomı´a que sobrepasan las capacidades humanas.
1.1 Planteamiento del problema
El modelo dina´mico del cuadrirrotor presenta dina´micas no modeladas, incerti-
dumbres parame´tricas y perturbaciones externas, requiriendo algoritmos de control
robustos para el control de orientacio´n y altitud de la aeronave.
1
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1.2 Justificacio´n
El cuadrirrotor requiere ser lo suficientemente estable, ya que durante el vuelo
esta´ sujeto ante condiciones variantes que no se pueden prever. Diversas te´cnicas
de control han sido propuestas para tratar este problema, sin embargo, consideran
modelos simplificados o te´cnicas de control que no son suficientemente robustas ante
perturbaciones y dina´micas no modeladas.
1.3 Antecedentes
Actualmente, se han llegado a desarrollar diferentes te´cnicas y me´todos para
lograr controlar la estabilidad de un cuadrirrotor, en te´rminos de robustez, ya que
este tipo de aeronaves realiza maniobras de alto grado de complejidad. Adema´s, se
presentan problemas como: dina´micas no modeladas, incertidumbres parame´tricas y
perturbaciones externas.
Las te´cnicas de control que se han aplicado son variadas incluyendo algorit-
mos de control lineales y no lineales. Adema´s, se aplican a modelos dina´micos con
diferente representacio´n y reducidos. Las te´cnicas de control Proporcional Integral
Derivativo (PID) han sido presentadas en [26] y comparadas con LQR en [7], donde
se utilizo´ un PID para controlar la orientacio´n de un cuadrirrotor. El controlador
PID obtuvo mejores resultados que el LQR pese a que el modelo matema´tico era
ma´s simple, logrando el vuelo auto´nomo estable.
Adema´s, se implemento´ la estructura de control difuso junto a un PD en [20].
Sin embargo, estas metodolog´ıas no son suficientemente robustas debido a que se
necesita del conocimiento de todos los para´metros aerodina´micos del sistema.
Por otro lado, una te´cnica de control no lineal ha sido propuesta en [9], donde
se introduce el enfoque backstepping integral. Esta te´cnica como tal presentaba
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ciertas limitaciones debido a discontinuidades en el control, pero se logro´ mejorar la
respuesta con la parte integral este problema.
En [5] se presentaron dos te´cnicas, una por backstepping y Feedback Linea-
rization (FL) en combinacio´n con LQ-Servo, el desempen˜o de los controladores fue
bueno. Adema´s, no so´lo cancelaron los errores de estado estacionario, sino que mejo-
raron considerablemente su robustez ante perturbaciones provocadas por al viento.
Otros esquemas de control son los predictivos como se muestra en [27], donde se
proponen dos controladores en el espacio de estados adaptativos para la estabilizacio´n
de la actitud y la auto sintonizacio´n: el primero, Model Identification Adaptive Con-
troller (MIAC) es propuesto en combinacio´n con un estimador de mı´nimos cuadra-
dos, mientras que el segundo control “Model Reference Adaptive Control”(MRAC),
esta´ basado en la teor´ıa de Lyapunov, el cual es aplicado para simplificar dina´micas,
con esto se garantizan estabilidad asinto´tica global. En [22] se propone un control
robusto predictivo, consta de dos controladores, uno por Model Predictive Controller
(MPC) para seguir trayectorias de referencia, junto con un controlador (H)infinito
para estabilizar los movimientos de rotacio´n.
En [14], se ha propuesto un control de retroalimentacio´n de estado sobre la
base de un modelo con representacio´n de cuaterniones, el cual muestra un buen
desempen˜o en seguimiento de la dina´mica, pero tarda en alcanzar la trayectoria
deseada en comparacio´n con otras te´cnicas de control.
Otro enfoque es la teor´ıa de control por modos deslizantes son una forma de
control de estructura variable. La mayor ventaja del control por modos deslizantes es
su robustez ante perturbaciones externas, dina´micas no modeladas e incertidumbres
parame´tricas. Adema´s, la trayectoria converge a la superficie del modo deslizante en
tiempo finito [30].
Desafortunadamente, las oscilaciones de alta frecuencia de la entrada de con-
trol, el cual es conocido como feno´meno chattering, puede llegar a ocasionar dan˜o en
los actuadores. Con el objetivo de reducir el efecto chattering, mejorar la precisio´n
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y asegurar la convergencia en tiempo finito al objetivo de control, nuevas estrate-
gias de control surgieron para disminuir este problema, los llamados algoritmos de
control por modos deslizantes de orden superior. Por otra parte, en [8] se han pre-
sentado art´ıculos utilizando las te´cnicas de modos deslizantes en combinacio´n con la
te´cnica de backstepping, en [15] tambie´n se uso´ la teor´ıa de modos deslizantes para
implementarla en un observador combinado con un controlador backstepping.
El algoritmo super twisting adaptativo (ASTA), el cual fue propuesto en [28],
es una estrategia de control por modos deslizantes de alto orden. Este controlador
adaptativo proporciona un control robusto sin sobreestimar las ganancias de control,
mejora la convergencia en tiempo finito, y adema´s no es necesario conocer los l´ımites
de las incertidumbres y perturbaciones.
1.4 Hipo´tesis
Puesto que los veh´ıculos ae´reos no tripulados son de talla pequen˜a y adema´s,
son ma´s susceptibles a perturbaciones externas, tales como el viento. Adema´s, el
comportamiento dina´mico de estos veh´ıculos es no lineal y esta´ fuertemente acoplado.
Por lo tanto, el disen˜o de controladores debe ser lo suficientemente robusto para
mantener la estabilidad del UAV bajo diferentes condiciones de operacio´n.
Por otro lado, las te´cnicas de modos deslizantes de orden superior son insensi-
bles ante perturbaciones acopladas desconocidas pero acotadas, no necesitan conocer
el modelo exacto del sistema y adema´s poseen convergencia en tiempo finito. Las
te´cnica de control backstepping integral es robusta, ya que la parte integral permite
rechazar te´rminos desconocidos debido a incertidumbres parame´tricas y perturba-
ciones externas.
Entonces, es posible implementar esquemas de control robustos para controlar
el vuelo de veh´ıculos ae´reos no tripulados para el seguimiento de trayectorias desea-
das en presencia de perturbaciones externas tal como el viento, considerando una
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dina´mica no lineal del UAV e incertidumbres en el modelo.
1.5 Objetivos
El objetivo en esta tesis, es disen˜ar esquemas de control no lineal robustos,
tales como modos deslizantes de alto orden y backstepping integral, que permitan
controlar la orientacio´n (φ, θ, ψ) y altitud (z) del cuadrirrotor.
Resultados en simulacio´n sera´n presentados para determinar la eficiencia de
ambos algoritmos de control propuestos.
1.6 Organizacio´n de la tesis
El presente trabajo esta´ organizado de la siguiente manera:
En el Cap´ıtulo 1 se presenta una breve introduccio´n de los UAVs, planteamiento
del problema sobre el control de estabilidad de los UAVs. Adema´s, se incluye un
estado del arte de las diferentes te´cnicas y me´todos de control para la estabilidad de
un cuadrirrotor.
En el Cap´ıtulo 2 se presenta el estado de arte de los veh´ıculos ae´reos no tripu-
lados y del cuadrirrotor, desde su historia, la clasificacio´n de los UAVs, adema´s de
la estructura y movilidad de los cuadrirrotores.
En el Cap´ıtulo 3 se introduce el modelo matema´tico que describe el comporta-
miento dina´mico del cuadrirrotor. Este modelo dina´mico sera´ utilizado para el disen˜o
de ambas estrategias de control.
En el Cap´ıtulo 4 se introduce la metodolog´ıa de control Super Twisting. Pos-
teriormente se aborda el disen˜o del Algoritmo Super Twisting Adaptativo (ASTA).
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En el Cap´ıtulo 5 se introduce la estrategia de control backstepping cla´sico,
posteriormente, se introduce el esquema de control Backstepping Integral (BI), el cual
sera´ utilizado para el disen˜o de control a partir del modelo dina´mico del cuadrirrotor.
En el Cap´ıtulo 6 se plasman los resultados en simulacio´n, para observar el
desempen˜o de ambos esquemas de control enfrentando diferentes condiciones de
operacio´n.
En el Cap´ıtulo 7 se proporcionan las conclusiones y perspectivas acerca de la
presente tesis, adema´s de los trabajos futuros a realizar.
Finalmente, el material y la informacio´n necesarios para la construccio´n de
nuestro prototipo f´ısico para pruebas, se an˜adio´ a un ape´ndice.
Cap´ıtulo 2
UAV-Cuadrirrotor
2.1 Introduccio´n
El te´rmino UAV, por sus siglas en ingle´s “Unmanned Aerial Vehicle”, se utiliza
para definir a los veh´ıculos ae´reos sin tripulacio´n humana a bordo. Los UAVs han
despertado un gran intere´s en el a´rea de la investigacio´n y desarrollo, ya que pueden
ser usados como plataformas de prueba y desarrollo para implementar algoritmos
avanzados de control.
En el pasado estas aeronaves fueron denominados ROA (“Remotely Piloted
Aircraft”) o UA (“Unmanned Aircraft” o “Uninhabited Aircraft”). En la actuali-
dad suele llamarse veh´ıculos ae´reos no tripulados utilizando el te´rmino UAV o ma´s
recientemente UAS (“Unmanned Aircraft System”).
Las tareas que son capaces de realizar los veh´ıculos ae´reos no tripulados, van
en aumento. Esto se debe a que son viables para realizar mu´ltiples tareas y por las
habilidades que poseen dependiendo del tipo de UAV. Una de las principales ventajas
al usar este tipo de aeronaves para sus diferentes misiones, es que las tareas se
efectu´an sin la interaccio´n directa de humanos, esto es un factor de suma importancia
para tareas de alto riesgo.
7
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En este cap´ıtulo, se adentrara´ en la historia, clasificacio´n y aplicaciones tanto
para los UAVs como para el cuadrirrotor; adema´s de los principios de operacio´n de
la aeronave utilizada en esta tesis.
2.1.1 Historia
Los veh´ıculos ae´reos no tripulados han llegado recientemente a niveles sin pre-
cedentes de crecimiento en diversos dominios de aplicacio´n tanto militar y como civil.
Enseguida se presenta un pequen˜o resumen de la historia de los UAVs [18]:
Los UAVs se introdujeron por primera vez durante la Primera Guerra Mundial
(1917), registrando un periodo de participacio´n con el eje´rcito de los Estados Unidos
con veh´ıculos no tripulados. Esos primeros UAVs eran muy inexactos y poco fiables,
por tal motivo en ese momento su utilidad, su capacidad para realizar tareas en los
campos de batalla y su impacto global en aplicaciones militares no fueron reconocidos
por la mayor´ıa de los l´ıderes militares y pol´ıticos.
Solamente un grupo de personas previeron y predijeron su potencial futuro e
impacto en general en aplicaciones militares. Si no fuera por ese pequen˜o grupo de
gente que los mantuvo vivos (en los an˜os posteriores de la Primera Guerra Mun-
dial), el concepto de un veh´ıculo no tripulado impulsado por el apoyo pol´ıtico y
financiacio´n, nada hubiera sido posible hoy en d´ıa.
A pesar de que los UAVs fueron utilizados en Vietnam, fue so´lo despue´s de
la Operacio´n “Tormenta del Desierto” (1991) y el conflicto en la pen´ınsula de los
Balcanes en la de´cada de 1990, cuando el intere´s en UAVs cobro´ impulso. En 1997 los
ingresos totales del mercado mundial de veh´ıculos ae´reos no tripulados, incluyendo
los de despegue y aterrizaje vertical (VTOL), alcanzo´ $2.27 mil millones de do´lares
[4], un aumento del 9.5% con respecto a 1996. A mediados de 1990 la demanda de
veh´ıculos VTOL era limitado, pero desde entonces, los productos disponibles en el
mercado y la cuota de mercado comenzaron a aumentar.
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2.1.2 Clasificacio´n
Para clasificar los UAVs es necesario considerar diferentes criterios. Uno de
los ma´s simples esta´ basado en el tipo de aeronaves del UAV. De acuerdo con este
criterio, existen dos tipos deferentes de aeronaves: las de despegue vertical y las de
despegue no vertical. Dentro de la primera clasificacio´n esta´n las de ala rotativa o
he´lice (helico´pteros y cuadrirrotores) y los auto-sustentados (dirigibles y globos).
Dentro de la categor´ıa de despegue no vertical se encuentran los de ala flexible
(parapentes o ala delta) y los de ala fija (aeroplanos). La Figura 2.1, muestra los
diferentes tipos de aeronaves utilizados en los UAV.
Figura 2.1: Algunos tipos de aeronaves UAV’s
Las aplicaciones de los UAVs var´ıan mucho de un tipo de aeronave a otra,
cubriendo cada una de ellas un amplio espectro de campos. La Tabla 2.1 muestra
algunas de las caracter´ısticas de los principales veh´ıculos ae´reos no tripulados.
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Caracter´ıstica Helico´ptero Aeroplano Dirigible Cuadrirrotor
Capacidad de vuelo estacionario *** **** ***
Velocidad de desplazamiento *** **** * **
Maniobrabilidad *** * * ****
Autonomı´a de vuelo ** *** **** *
Resistencia a perturbaciones externas ** **** * **
Auto estabilidad * *** **** **
Capacidad de vuelos verticales **** * ** ****
Capacidad de carga *** **** * **
Capacidad de vuelo en interiores ** * *** ****
Techo de vuelo ** **** *** *
Tabla 2.1: Caracter´ıstica de los principales tipos de UAV’s
2.1.3 Aplicaciones
La seleccio´n de la aeronave depende de su aplicacio´n. Existen diferentes apli-
caciones para los UAVs, ya sea para el a´mbito civil o el militar. A continuacio´n se
enlistan algunas de las aplicaciones para ambos casos [6]:
Aplicaciones civiles:
Fotograf´ıa ae´rea. (Filme, video, etc.)
Agricultura. (Vigilancia de los cultivos y aspersion)
Guardacostas. (Bu´squeda y rescate)
Conservacio´n. (Contaminacio´n y vigilancia terrestre)
Aduanas. (Vigilancia de importaciones ilegales)
Compan˜´ıas ele´ctricas. (Inspeccio´n en l´ıneas de alta tension)
Servicio de bomberos y forestales. (Deteccio´n de incendios y control de inci-
dentes )
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Servicios de informacio´n. (informacio´n de noticias y fotos )
Instituciones de salvamento mar´ıtimo. (Investigacio´n de accidentes, guiado y
control)
Autoridades locales. (Inspeccio´n y control de desastres)
Servicios meteorolo´gicos. (Muestreo y ana´lisis de la atmo´sfera para la previsio´n)
Agencia de tra´fico. (Vigilancia y control del trafico terrestre)
Servicio oficial de cartograf´ıa. (Proyeccio´n de fotograf´ıa ae´rea)
Autoridades polic´ıacas. (Bu´squeda de personas, seguridad y vigilancia)
Los drones aparecieron principalmente para satisfacer algunas misiones en el
a´mbito militar, enseguida se muestran algunas aplicaciones de este tipo:
Aplicaciones militares:
Sen˜uelo de misiles por emisio´n de firmas artificiales.
Inteligencia electro´nica.
Retransmisio´n de sen˜al de audio.
Proteccio´n de los puertos de ataques en alta mar.
Reconocimiento.
Vigilancia de la actividad enemiga.
Ubicacio´n y destruccio´n de minas terrestres.
Monitoreo de contaminacio´n nuclear, biolo´gica o qu´ımica (NBC).
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2.2 Cuadrirrotor
El cuadrirrotor o quadrotor (ver Figura 2.2) es el veh´ıculo ae´reo no tripula-
do con mu´ltiples rotores y con mayor maniobrabilidad con respecto a las dema´s
aeronaves. Esta aeronave realiza un vuelo estacionario estable y maniobras preci-
sas, equilibrando las fuerzas producidas por cada uno de los rotores. Cambiando la
velocidad de cada rotor es como se logra el movimiento del cuadrirrotor, lo cual
sera´ explicado a detalle ma´s adelante.
Figura 2.2: Estructura r´ıgida de un cuadrirrotor [2].
Una de las ventajas de los cuadrirrotores es su capacidad de vuelo estacionario,
debido a sus cuatro rotores es muy estable en dichas condiciones. Adema´s, los cua-
drirrotores llegan a tener alta maniobrabilidad en el aire, aparte de su habilidad de
despegue y aterrizaje vertical (VTOL, por sus siglas en ingle´s, “Vertical Take Of and
Landing”), con estas capacidades le permiten realizar tareas en entornos dif´ıciles de
alcanzar para los humanos.
Debido a que el cuadrirrotor cuenta con cuatro rotores, el requerimiento de
energ´ıa es elevada para la bater´ıa, a su vez reduce el tiempo de vuelo, en otras pa-
labras, reduce la autonomı´a de vuelo. La autonomı´a de vuelo depende de la bater´ıa
con la que se le suministre la energ´ıa. En adicio´n, debido al peso de los rotores, sen-
sores, circuitos ele´ctricos y la ca´mara, la aeronave tiende a poseer menor capacidad
de carga.
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2.2.1 Historia
La historia de los cuadrirrotores inicia desde el siglo XX, donde empezaron a
crear nuevas ideas para la construccio´n de una aeronave que se elevara por el cielo.
A continuacio´n se presenta un breve resumen de la historia del cuadrirrotor.
Fue el primer proyecto de aeronave de ala rotatoria capaz de elevarse del suelo
por s´ı sola. Disen˜ada por los hermanos Bre´guet de Bre´guet Aviation (registrada a
nombre de Louis Bre´guet) con la ayuda del profesor Charles Richet, al cual nombra-
ron “Bre´guet Richet Gyroplane No. 1”(ver Figura 2.3) [23]. Esta aeronave fue capaz
de elevarse unos 60 cm del suelo por primera vez el 29 de septiembre de 1907. Este
modelo no ten´ıa ningu´n sistema de control ni de direccionamiento, por lo que era
estabilizada por cuatro hombres que la sujetaban.
Figura 2.3: Primer cuadrirrotor de Bre´guet-Richet.
El 18 de diciembre de 1922 se realizo´ el primer vuelo publico del helico´ptero
disen˜ado por George De Bothezat e Ivan Jerome para el eje´rcito estadounidense, en
McCook Field cerca de Dayton, Ohio. Contaba con un cuerpo de tubos de acero con
forma de X, cuatro rotores con he´lices de seis palas, como se muestra en la Figura 2.4
[25], adema´s de dos pequen˜os propulsores que serv´ıan para desplazarse y dirigirlo.
Llego´ a elevarse a una altura de 5 m, pero era muy poco eficiente, complejo y
de poca fiabilidad meca´nica, y bastante complicado de manejar por el piloto, puesto
que en vuelo estacionario hab´ıa que evitar continuamente que girase sobre s´ı mismo.
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Figura 2.4: Cuadricoptero de Bothezat.
Un par de an˜os mas tarde, en 1924, el ingeniero france´s E´tienne Oeminchen
disen˜o´ la aeronave de ala mo´vil, llamada “Oeminchen No. 2”(ver Figura 2.5) [24].
El disen˜o consta de un cuerpo de tubos de acero, con cuatro brazos, 4 he´lices
principales de sustentacio´n y otras 8 he´lices para el control de estabilidad y direccio´n.
Adema´s, las he´lices eran todas de dos palas.
El Oeminchen No. 2 establecio´ varios re´cords de distancia, entre ellos el de
realizar el primer vuelo de un kilo´metro.
Figura 2.5: La aeronave Oeminchen No. 2.
A mediados del siglo XX se desarrollaron otros dos importantes disen˜os, el
primero fue el “Convertawings Model A”(ver Figura 2.6) [17], disen˜ado por George
de Bothezat e Ivan Jerome, para el control del alabeo, cabeceo y guin˜ada se utilizaba
la variacio´n de empuje de las cuatro he´lices, una desventaja es que era muy dif´ıcil
para el piloto volarlo debido a la carga de trabajo, al momento de tratar de controlar
el empuje de las cuatro he´lices al mismo tiempo.
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Los cuatro rotores del helico´ptero esta´n montados lateralmente sobre los es-
tabilizadores en dos pares. El mecanismo de control es extremadamente simple y
obtenido por medio del cambio diferencial de empuje entre los rotores. La energ´ıa es
proporcionada por dos motores conectados al sistema de accionamiento del rotor de
mu´ltiples correas trapezoidales.
Figura 2.6: La aeronave “Convertawings Model A”.
El segundo disen˜o del cuadrirrotor fue “Curtis-Wright VZ-7”(ver Figura 2.7)
[31], disen˜ado por Curtis Wright Company, fue creado para un proyecto del eje´rcito
estadounidense, como un prototipo de “jeep ae´reo”. Su disen˜o era simple, consist´ıa
en un fuselaje central rectangular a la que le fueron unidos cuatro he´lices en confi-
guracio´n X. El fuselaje central contaba con los asientos de los pilotos, controles de
vuelo y gasolina.
Demostro´ mayor maniobrabilidad y estabilidad que sus antecesores menciona-
dos, pero no cumpl´ıa con los requisitos de altitud y velocidad, ya que llego´ a volar a
una altura de 60 m y a una velocidad de 51 km/h.
En la Actualidad, podemos apreciar que existe un gran mercado de cuadri-
rrotores para diferentes aplicaciones. Sin duda alguna, una de las ma´s importantes
aplicaciones para Drones es captar ima´genes y videos. El “Parrot A.R. Drone 2.0”se
muestra en la Figura 2.8, fue creado en Francia por la empresa Parrot alcanzando
una velocidad de 39.9 km/h y una altitud de 199.03 m. Adema´s, cuenta con una
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Figura 2.7: Cuadrirrotor Curtis-Wright VZ-7.
ca´mara HD de 790p, con 18 minutos de autonomı´a de vuelo y puede realizar vuelos
en interiores y exteriores.
Figura 2.8: A.R. Drone 2.0.
Otro cuadrirrotor es el “Phantom 3”(mostrado en la Figura 2.9), desarrollado
por la empresa DJI con sede en Shenzhen, China. Esta aeronave registro´ una velo-
cidad de 57.5 (sin viento) y una altitud de 6000 m sobre el nivel del mar, la ca´mara
que utiliza es de 4K/1080p , con un tiempo ma´ximo de vuelo de 23 minutos. Por otro
lado, estos u´ltimos drones pueden ser controlados por GPS y pueden ser manejados
desde dispositivos mo´viles.
Hoy en d´ıa se siguen desarrollando diferentes tecnolog´ıas para los cuadrirro-
tores, tanto para mejorar la robustez ante perturbaciones como para mejorar la
eficiencia en mu´ltiples tareas asignadas.
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Figura 2.9: Phantom 3.
2.2.2 Principios de operacio´n
Existen diferentes tipos de configuracio´n del modelo para un cuadrirrotor, co-
mo en la siguiente Figura 2.10, a) configuracio´n en X y b) configuracio´n en cruz.
Dependiendo de la configuracio´n que se desee trabajar, la operacio´n de la aeronave
cambia.
(a) Configuracio´n X (b) Configuracio´n en cruz
Figura 2.10: Tipos de configuraciones para el cuadrirrotor.
Este sistema tiene seis grados de libertad, los cuales son los u´nicos movimientos
capaces de realizar. Sin embargo, so´lo se pueden controlar 4 de los 6 movimientos.
Los grados de libertad son los ejes cartesianos x, y, z, y los a´ngulos de Euler φ,
θ, y ψ (representando el alabeo, cabeceo y la guin˜ada). Adema´s de ser un sistema
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sub-actuado, es multivariable y esta´ fuertemente acoplado. En la Figura 2.11 se
muestra el esquema general de un cuadrirrotor, donde esta´ representado en dos ejes
cartesianos.
Figura 2.11: Esquema general del cuadrirrotor.
Los 4 movimientos a controlar del cuadrirrotor son:
Altitud (desplazamiento vertical)
Con este movimiento se logra el despegue vertical y llegar a una altura deseada.
Esto se logra generando una fuerza de empuje igual en cada uno de los cuatro rotores,
ya sea en mayor proporcio´n para elevarlo o en menor proporcio´n para disminuir su
altura y aterrizarlo. En la Figura 2.11 se muestra la altitud generada por las fuerzas
de empuje (f1, f2, f3 y f4).
Cabeceo
El cabeceo se logra manteniendo la misma velocidad en los rotores 2 y 4, y
en los rotores 1 y 3 debe de haber una variacio´n diferente de empujes entre ellos,
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dependiendo hacia donde se quiera realizar el movimiento. Es decir, ya sea hacia
adelante o hacia atra´s. En la Figura 2.12 a) se muestra el cabeceo hacia adelante,
generando mayor empuje en el rotor 3, que en el rotor 1, y en el b) se muestra el
movimiento en lado contrario.
(a) Pitch hacia delante (b) Pitch hacia atra´s
Figura 2.12: Movimiento del cabeceo.
Alabeo
En esta maniobra los rotores 1 y 3 deben permanecer con la misma velocidad,
y los rotores 2 y 4 son los que deben de ser diferentes uno del otro, dependiendo
de la orientacio´n que se desee. En la Figura 2.13 a) se muestra el movimiento a la
izquierda, generando mayor empuje en el rotor 2 y menor empuje en el rotor 4, en
b) se muestra el movimiento a la derecha.
Guin˜ada
La guin˜ada se logra efectuando una vuelta sobre el eje z, ya sea en sentido
horario o contrario en sentido anti-horario. En la Figura 2.14 a), se observa el movi-
miento en sentido horario, este se logra ejerciendo el mismo empuje en los rotores 2
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(a) Pitch hacia delante (b) Pitch hacia atra´s
Figura 2.13: Movimiento del alabeo.
y 4, tambie´n el mismo empuje en los rotores 1 y 3, pero en mayor proporcio´n que los
anteriores. En la Figura 2.14 b) se muestra el movimiento en sentido anti-horario, y
este se logra de la misma manera que el sentido horario, so´lo que esta ves los rotores
2 y 4 deben de tener mayor empuje que los rotores 1 y 3.
(a) Pitch hacia delante (b) Pitch hacia atra´s
Figura 2.14: Movimiento de la guin˜ada.
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2.3 Conclusiones
En este cap´ıtulo se introdujo el concepto de los UAVs, una breve historia,
as´ı como la clasificacio´n y aplicacio´n de estas aeronaves. Adema´s, se mostraron di-
ferentes ventajas y desventajas de algunos tipos de UAVs. Por otra parte, dentro de
la clasificacio´n de los UAVs, se estudio´ el cuadrirrotor, el cual se usara´ a lo largo de
esta tesis. Finalmente, se mostro´ el funcionamiento para cada uno de los principales
movimientos del cuadrirrotor, el cual se lleva a cabo mediante el cambio de velocidad
de los rotores.
Cap´ıtulo 3
Modelo dina´mico
3.1 Introduccio´n
En este cap´ıtulo, se presenta el modelo dina´mico del cuadrirrotor, el cual des-
cribe el modelo matema´tico que conforma la dina´mica que representan los 6 grados
de libertad capaz de realizar el cuadrirrotor (cabeceo, alabeo, guin˜ada, altitud, eje
x y eje y), adema´s del modelo del rotor. Esto, con la finalidad de tener una mejor
descripcio´n del comportamiento del cuadrirrotor.
Antes de que se muestren las ecuaciones que conforman el modelo dina´mico,
se introducen las hipo´tesis sobre el modelo. Se considera lo siguiente:
Las he´lices se consideran r´ıgidas.
La estructura se supone r´ıgida.
Se supone que la estructura es sime´trica.
El origen del centro de referencia de la aeronave coincide con el centro de
gravedad.
El empuje y el arrastre son proporcionales al cuadrado de la velocidad de la
he´lice.
22
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3.2 Modelo del cuadrirrotor
En el modelo que se muestra en la Figura 3.1, consideran dos marcos de refe-
rencia, el primero corresponde al marco de referencia fijo al cuerpo del cuadrirrotor
B (marco-B), y el segundo corresponde al marco de referencia fijo a la tierra E
(marco-E).
Figura 3.1: Marcos de referencia de la tierra y del cuadrirrotor.
Las ecuaciones que representan el comportamiento dina´mico, se formulara´n en
el marco de referencia fijo al cuerpo, debido a las siguientes ventajas:
La matriz de inercia es invariante en el tiempo
La simetr´ıa del cuerpo sirve para para simplificar las ecuaciones
Las mediciones se obtienen directamente en el marco fijo al cuerpo
El disen˜o de control se lleva a cabo en el marco fijo al cuerpo
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La cinema´tica de un cuerpo r´ıgido de 6 grados de libertad esta dada por la siguiente
ecuacio´n:
ξ˙ = JΘv (3.1)
donde ξ˙ es el vector de velocidad generalizado con respecto al marco-E y JΘ es la
matriz generalizada. Adema´s, el vector de velocidad ξ˙ esta´ compuesto de los vectores
de posicio´n lineal ΓE[m] y angular ΘE[m] del cuadrirrotor con respecto al marco-E,
es decir
ξ˙ =
[
ΓE ΘE
]T
=
[
X Y Z φ θ ψ
]T
(3.2)
De igual manera, v esta´ constituido por los vectores de velocidad lineal V B[ms−1]
y angular ωB[rads−1] del cuadrirrotor con respecto al marco-B
v =
[
V B ωB
]T
=
[
u v w p q r
]T
(3.3)
Por otro lado, la matriz generalizada JΘ esta´ constituida de 4 sub-matrices,
JΘ =

RΘ 03x3
03x3 TΘ

 (3.4)
Notacio´n: 03x3 se refiere a una sub-matriz de ceros con 3 filas y 3 columnas, mientras
que la matriz de rotacio´n RΘ y la matriz de transferencia TΘ esta´n definidas a
continuacio´n
RΘ =


cψcθ −sψcφ + cψsθsφ sψsφ + cψsθcφ
sψcθ cψcφ + sψsθsφ −cψsφ + sψsθcφ
−sθ cθsφ cθcφ

 (3.5)
TΘ =


1 sφtθ cφtθ
0 cφ −sφ
0 sφ/cθ cφ/cθ

 (3.6)
donde, cx = cos x, sx = sen x y tx = tan x.
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3.2.1 Fuerzas y momentos aerodina´micos
Las fuerzas y momentos aerodina´micas se pueden derivar mediante la combi-
nacio´n de los momentos aerodina´micos y la teor´ıa de ana´lisis de las he´lices [12].
A continuacio´n se introducen las ecuaciones matema´ticas que representan las
fuerzas y momentos aerodina´micos del cuadrirrotor.
La fuerza de empuje T de las he´lices, es la resultante de las fuerzas verticales
que actu´an sobre todos los elementos de las he´lices, es decir
T = CTρA(ΩRrad)
2
CT
σa
= (1
6
+ 1
4
µ2)θ0 − (1 + µ2) θtw8 − 14λ
(3.7)
donde CT corresponde al coeficiente de empuje, A se refiere al a´rea que genera la
he´lice en rotacio´n, Ω denota la velocidad angular de la he´lice, σ denota la relacio´n
de la longitud de la cuerda de la he´lice, a se refiere a la pendiente de elevacio´n, µ la
razo´n de avance del rotor, λ el flujo del aire, ρ la densidad del aire, Rrad el radio del
rotor, θ0 la incidencia del a´ngulo de cabeceo y θtw el giro del a´ngulo de cabeceo.
La fuerza central H es la resultante de las fuerzas horizontales que actu´an sobre
todos los elementos de las he´lices, y se obtiene de la siguiente manera
H = CHρA(ΩRrad)
2
CH
σa
= 1
4a
µCd +
1
4
λµ(θ0 − θtw2 )
(3.8)
donde CH denota el coeficiente central y Cd es el coeficiente de arrastre proporcional
al 70% del radio.
El momento de arrastre Q es causado por las fuerzas aerodina´micas que actu´an
sobre los elementos de las he´lices. Determina la potencia requerida para girar el rotor,
que esta´ dada por
Q = CQρA(ΩRrad)
2Rrad
CQ
σa
= 1
8a
(1 + µ2)Cd + λ(
1
6
θ0 − 18θtw − 14λ)
(3.9)
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donde CQ corresponde al coeficiente del momento de arrastre
El momento de alabeo Rm es la integral del empuje de la he´lice para cada
seccio´n a un radio determinado (difiere del momento de alabeo general).
Rm = CRmρA(ΩRrad)
2Rrad
CRm
σa
= −µ(1
6
θ0 +
1
8
θtw − 18λ)
(3.10)
donde CRm corresponde al coeficiente del momento de alabeo
El efecto de tierra esta´ relacionado con la reduccio´n del flujo de aire inducido.
La caracterizacio´n de dicho efecto permite mejorar el despegue auto´nomo y el ate-
rrizaje del cuadrirrotor. El efecto de tierra (IGE) puede expresarse de la siguiente
manera.
TIGE = C
IGE
T ρA(ΩRrad)
2
CIGE
T
σa
=
COGE
T
σa
+ δvi
4ΩRrad
(3.11)
donde CIGET corresponde al coeficiente de empuje considerando el efecto de tierra, v
la velocidad inducida.
3.2.2 Momentos generalizados y fuerzas
El cuadrirrotor se encuentra bajo diferentes fuerzas y momentos generalizados,
cuando este realiza las maniobras de vuelo. Para el modelo dina´mico empleado, se
consideran las siguientes ecuaciones que describen dichos efectos.
Cabeceo
Efecto girosco´pico del cuerpo φ˙ψ˙(Izz − Ixx)
Efecto girosco´pico de la he´lice Jrφ˙Ωr
Accio´n de los actuadores del cabeceo l(T1 − T3)
Momento central debido al vuelo hacia adelante h(
4∑
i=1
Hxi)
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Momento de alabeo debido al vuelo lateral (−1)i+1
4∑
i=1
Rmyi
Alabeo
Efecto girosco´pico del cuerpo θ˙ψ˙(Iyy − Izz)
Efecto girosco´pico de la he´lice Jrθ˙Ωr
Accio´n de los actuadores del alabeo l(−T2 + T4)
Momento central debido al desplazamiento lateral h(
4∑
i=1
Hyi)
Momento de alabeo debido al vuelo hacia adelante (−1)i+1
4∑
i=1
Rmxi
Guin˜ada
Efecto girosco´pico del cuerpo θ˙φ˙(Ixx − Iyy)
Contrapar inercial JrΩ˙r
Contrapar desbalanceado (−1)i
4∑
i=1
Qi
Fuerza central desbalanceada en vuelo delantero l(Hx2 −Hx4)
Fuerza central desbalanceada en vuelo lateral l(−Hy1 +Hy3)
Fuerzas a lo largo del eje z
Accio´n en los actuadores cψcφ(
4∑
i=1
Ti)
Peso mg
Fuerzas a lo largo del eje x
Accio´n en los actuadores (sψsφ+ cψsθcφ)(
4∑
i=1
Ti)
Fuerza central en el eje x −
4∑
i=1
Hxi
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Friccio´n 1
2
CxAcρx˙|x˙|
Fuerzas a lo largo del eje y
Accio´n en los actuadores (−cψsφ+ sψsθcφ)(
4∑
i=1
Ti)
Fuerza central en el eje y −
4∑
i=1
Hyi
Friccio´n 1
2
CyAcρy˙|y˙|
donde Ixx, Iyy, Izz representan las inercias en cada eje, Jr es la inercia del rotor, Ωr
es la velocidad residual de la he´lice, h es la distancia vertical de la he´lice al centro
de masa y l es la distancia horizontal de la he´lice al centro de masa.
3.2.3 Modelo dina´mico del cuadrirrotor
En esta seccio´n se introduce el modelo dina´mico completo que representa la
dina´mica del cuadrirrotor. El modelo dina´mico del cuadrirrotor esta´ constituido por
6 ecuaciones diferenciales de segundo orden, cada una de las cuales representa los
grados de libertad que la aeronave puede realizar. Cabe mencionar que de los 6
grados de libertad so´lo pueden ser controlados 4 directamente, los cuales son φ, θ, ψ
y z.

Ixxφ¨ = θ˙ψ˙(Iyy − Izz) + Jrθ˙Ωr + l(−T2 + T4)− h(
∑4
i=1Hyi) + (−1)i+1
∑4
i=1Rmxi
Iyyθ¨ = φ˙ψ˙(Izz − Ixx)− Jrφ˙Ωr + l(T1 − T3) + h(
∑4
i=1Hxi) + (−1)i+1
∑4
i=1Rmyi
Izzψ¨ = θ˙φ˙(Ixx − Iyy) + JrΩ˙r + (−1)i
∑4
i=1Qi + l(Hx2 −Hx4) + l(−Hy1 +Hy3)
mz¨ = mg(cψcφ)
∑4
i=1 Ti
mx¨ = (sψsφ+ cψsθcφ)
∑4
i=1 Ti −
∑4
i=1Hxi − 12CxAcρx˙|x˙|
my¨ = (−cψsφ+ sψsθcφ)∑4i=1 Ti −∑4i=1Hyi − 12CyAcρy˙|y˙|
(3.12)
donde φ, θ, ψ, representan los a´ngulos de orientacio´n (cabeceo, alabeo y guin˜ada),
posteriormente x, y, z representan la posicio´n en el eje x, y, z.
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Puesto a que el modelo dina´mico (3.12) es complejo para disen˜ar una ley de
control, se obtendra´ un modelo simplificado para poder disen˜ar una ley de control
ma´s fa´cilmente. Una vez validado el algoritmo de control en el modelo simplificado,
se pretende implementarlo al modelo completo del cuadrirrotor.
3.3 Dina´mica de los rotores
En esta seccio´n, se obtendra´ un modelo simple de los rotores, posteriormente
sera´ agregado al modelo dina´mico del cuadrirrotor. El cual sera´ utilizado para disen˜ar
la ley de control.
Considerando el esquema ele´ctrico de los motores de DC, que se muestra en
la Figura 3.2, se obtendra´n las ecuaciones que sera´n utilizadas para describir el
comportamiento dina´mico de los rotores.
Figura 3.2: Circuito ele´ctrico del rotor.
Aplicando la ley de voltajes de Kirchhoff en el circuito ele´ctrico (3.2), se obtiene
lo siguiente
v = vR + vL + e (3.13)
donde vR es el voltaje a trave´s de la resistencia R y vL es el voltaje a trave´s de la
inductancia L, y e es el voltaje inducido en el rotor.
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La ecuacio´n (3.13) puede ser reescrita de la siguiente manera
v = R ∗ i+ L ∗ di
dt
+KEωM (3.14)
donde i es la corriente del motor, KE es la constante del motor y ωM es la velocidad
angular del motor.
Adema´s, el par del motor esta´ descrito de la siguiente manera
Tm = i ∗KE (3.15)
Por otro lado, se introducen las ecuaciones que describen el comportamiento
meca´nico de los rotores, es decir
Tm − Tl = ω˙mJtm (3.16)
donde Tm es el par del motor, Tl es la carga del par, Jtm es el momento de inercia
total del motor y ω˙m es la aceleracio´n angular del motor.
Finalmente, se considera que la dina´mica del motor es de primer orden, cuya
funcio´n de transferencia esta dada por la siguiente ecuacio´n
ωm
Um
=
Kp
1 + sτ
(3.17)
donde ωm es la velocidad, Um es el voltaje de alimentacio´n, Kp es la ganancia del
sistema y τ es la constante de tiempo del sistema.
3.4 Modelo dina´mico utilizado para el
control del cuadrirrotor
Puesto que el modelo dina´mico completo (3.12) es de alta dimensio´n y no lineal,
debido a esto se introducira´n algunas hipo´tesis que permitan simplificar el modelo,
para despue´s poder disen˜ar las leyes de control.
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A continuacio´n se describen las hipo´tesis que permitira´n reducir el modelo
dina´mico completo del cuadrirrotor:
Las fuerzas centrales y momentos de alabeo son despreciables.
Los coeficientes de empuje y arrastre se suponen constantes.
El sistema puede escribirse en espacio estado, en la forma, y se escribe de la
siguiente manera:
X˙ = f(X,U) (3.18)
donde X es el vector de estado, el cual esta´ definido por
X = [φ, φ˙, θ, θ˙, ψ, ψ˙, z, z˙, x, x˙, y, y˙]T (3.19)
definiendo la variables del vector X, tenemos:
x1 = φ
x2 = φ˙
x3 = θ
x4 = θ˙
x5 = ψ
x6 = ψ˙
x7 = z
x8 = z˙
x9 = x
x10 = x˙
x11 = y
x12 = y˙
(3.20)
Adema´s, U es el vector de las entradas
U = [U1, U2, U3, U4]
T (3.21)
donde las entradas son mapeadas por:
U1 = b(Ω
2
1 + Ω
2
2 + Ω
2
3 + Ω
2
4)
U2 = b(−Ω22 + Ω24)
U3 = b(Ω
2
1 − Ω23)
U4 = d(−Ω21 + Ω22 − Ω23 + Ω24)
(3.22)
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donde Ω son las velocidades angulares de las he´lices y son las variables a controlar.
Finalmente, de las ecuaciones anteriores, se obtiene el siguiente modelo dina´mi-
co:
f(X,U) =


x2
x4x6a1 + x4a2Ωr + b1U2
x4
x2x6a3 + x2a4Ωr + b2U3
x6
x4x2a5 + b3U4
x8
g − cφcθ 1mU1
x10
ux
1
m
U1
x12
uy
1
m
U1


(3.23)
donde:
a1 = (Iyy − Izz)/Ixx
a2 = Jr/Ixx
a3 = (Izz − Ixx)/Iyy
a4 = Jr/Iyy
a5 = (Ixx − Iyy)/Izz
b1 = l/Ixx
b2 = l/Iyy
b3 = l/Izz
(3.24)
ux = (cosφsenθcosψ + senφsenψ)
uy = (cosφsenθsenψ − senφcosψ)
(3.25)
Posteriormente en los siguientes cap´ıtulos, se utilizaran las ecuaciones obteni-
das del modelo dina´mico del cuadrirrotor, para implementar los algoritmos de control
ASTA y BI respectivamente.
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3.5 Conclusiones
En este cap´ıtulo, se introdujo el modelo matema´tico general que representa la
dina´mica del cuadrirrotor. Por otra parte, bajo las siguientes hipo´tesis: las fuerzas
centrales y momentos de alabeo son despreciables, y los coeficientes de empuje y
arrastre se suponen constantes, se obtuvo el modelo simplificado del cuadrirrotor,
con el fin de disen˜ar los algoritmos de control.
Cap´ıtulo 4
Esquema de control Modos
Deslizantes de Alto Orden
4.1 Introduccio´n
En este cap´ıtulo, se presentara una metodolog´ıa para el disen˜o de un control
robusto basado en las te´cnicas por modos deslizantes. La principal caracter´ıstica de
estos controles es que satisface los objetivos de control con convergencia en tiempo
finito, y su robustez ante incertidumbres parame´tricas y perturbaciones.
Varias estrategias de control han sido propuestas para controlar sistemas no
lineales con incertidumbres. En cuanto a la te´cnica de modos deslizantes, mediante el
uso de las te´cnicas cla´sicas de modos deslizantes, se obtiene una entrada discontinua,
produciendo en el sistema el denominado feno´meno de chattering, el cual es una de
las limitaciones ma´s importantes de tales controladores.
Recientemente, varios trabajos han abordado el problema de co´mo reducir el
feno´meno de chattering. Por ejemplo, los controladores de modos deslizantes de alto
orden se han propuesto gracias a sus ventajas, como la robustez ante perturbaciones
e incertidumbres parame´tricas, la convergencia en tiempo finito y la reduccio´n del
efecto de chattering.
34
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El objetivo de esta seccio´n es disen˜ar estrategias de control basados en la te´cnica
de modos deslizantes de alto orden. Ma´s precisamente, utilizando el Algoritmo Super
Twisting Adaptativo (ASTA) [28], para el seguimiento de las trayectorias deseadas
ante perturbaciones.
4.2 Control por Modos Deslizantes
El control por modos deslizantes es un esquema de control robusto, basado
en el concepto de una estructura variable de control en respuesta a los cambios de
estado del sistema, con el fin de obtener un mejor desempen˜o.
Por otro lado, el control por modos deslizantes permite la separacio´n del mo-
vimiento del sistema completo en componentes parciales independientes de dimen-
siones inferiores, y reduce la sensibilidad a las variaciones de los para´metros de la
planta y perturbaciones. Adema´s, estas propiedades convierten a los modos desli-
zantes en una herramienta eficiente para controlar sistemas con dina´micas de alto
orden, operando bajo condiciones inciertas, presentes en muchos procesos. Como
se ha mencionado, la principal desventaja de los modos deslizantes cla´sicos es la
presencia de oscilaciones de alta frecuencia llamadas chattering, causado por alta
frecuencia de conmutacio´n de control.
Definiendo una superficie deslizante dada por s = y − h(t) = 0, donde y es la
salida de un sistema dina´mico SISO, la cual es una variable f´ısica medible, y h(t)
es una entrada continuamente diferenciable a seguir en tiempo real. Entonces, el
control por modos deslizantes cla´sico esta´ dado por u = −ksign(s), donde
sign(x) =


1 si x > 0,
0 si x = 0,
−1 si x < 0,
debe ser considerado como un controlador universal aplicable, si el grado relativo es
1, es decir, s˙ depende directamente del control u.
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4.3 Control por Modos Deslizantes de Alto
Orden
Como se menciono´ anteriormente, la principal desventaja del control por modos
deslizantes cla´sico es el efecto chattering. Sin embargo, han surgido nuevas te´cnicas
para dar solucio´n de este problema. Recientemente se introdujeron los Modos Desli-
zantes de Alto Orden (HOSM, por sus siglas en ingle´s, High Order Sliding Modes),
los cua´les generalizan la idea de los modos deslizantes cla´sicos, actuando sobre las
derivadas del tiempo de alto orden de la desviacio´n del sistema de las restricciones,
en lugar de influir en la primera desviacio´n como pasa en los Modos Deslizantes
Cla´sicos. Las principales ventajas del enfoque original se cumplen, y a la vez que
reducen el efecto chattering, adema´s, preve´n una mayor precisio´n en la realizacio´n
[19].
El orden deslizante caracteriza el grado de suavidad en la dina´mica dentro de
la vecindad del modo deslizante. Si la tarea es mantener una restriccio´n dada por
la igualdad de una funcio´n suave s a cero, el orden de deslizamiento es un nu´mero
de derivadas totales continuas de s (incluyendo el cero) en la vecindad del modo
deslizante. Por lo tanto, el r-e´simo orden del modo deslizante se determina por la
igualdad
s = s˙ = s¨ = ... = s(r−1) = 0
formando una condicio´n r -dimensional, sobre el estado del sistema dina´mico.
El principal problema en la implementacio´n de los HOSM, es que se incremen-
ta la demanda de informacio´n. De manera general, cualquier controlador r -modo
deslizante manteniendo s = 0 necesita que s = s˙ = s¨ = ... = s(r−1) este´n disponibles.
Una excepcio´n es el llamado Super Twisting, un controlador de segundo orden, el
cual so´lo necesita mediciones de s.
Entonces, con el objetivo de controlar la orientacio´n y altitud de un veh´ıculo
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ae´reo no tripulado, en esta tesis se considera la te´cnica de control por modos desli-
zantes de orden superior, como el Algoritmo Super Twisting Adaptativo. El disen˜o
de estos controlados es mostrado en los siguientes secciones.
4.3.1 Controlador Super Twisting
Considere un sistema no lineal de una entrada
x˙ = f(x) + g(x)u (4.1)
donde x ∈ X ⊂ Rn es un vector de estado (X es un conjunto compacto), u ∈ R es
una funcio´n de control, f(x) ∈ Rn es un campo vectorial parcialmente conocido y
diferenciable.
El siguiente control Super Twisting [13] es considerado
u = −K1|s|1/2sign(s) + v
v˙ = −K2
2
sign(s)
(4.2)
donde u representa la sen˜al de control, K1 y K2 son las ganancias del controlador, y
s representa la superficie deslizante.
El controlador cla´sico por modos deslizantes y los controladores por modos
deslizantes de segundo orden incluyendo el algoritmo de control Super Twisting con-
tinuo, pueden garantizar robustez ante perturbaciones si las cotas de las perturba-
ciones son conocidas.
4.3.2 Algoritmo Super Twisting Adaptativo
De acuerdo con la metodolog´ıa de Algoritmo Super Twisting Adaptativo, las
ganancias del controlador se adaptan con el fin de atenuar el feno´meno de chattering
y rechazar las perturbaciones del sistema. Adema´s, no se requiere conocer las cotas
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de las incertidumbres y perturbaciones presentes en el sistema. La principal ventaja
de este algoritmo es que combina la reduccio´n del feno´meno chattering y la robustez
de los modos deslizantes de alto orden. De esta forma, el control disen˜ado garantiza
la convergencia en tiempo finito y la robustez del sistema bajo incertidumbre.
Utilizando el Algoritmo Super Twisting Adaptativo [28], las ganancias adapta-
tivas K1 y K2 son seleccionadas de tal forma que esta´n en funcio´n de la dina´mica de
la superficie deslizante, como se describe a continuacio´n
K1 = K1(t, s, s˙), K2 = K2(t, s, s˙). (4.3)
Entonces, con el objetivo de disen˜ar un algoritmo super twisting adaptativo
para el sistema (4.1), se introducen las siguientes hipo´tesis:
Hipo´tesis B1. La variable deslizante s = s(x, t) ∈ ℜ se disen˜a de tal forma
que las dina´micas compensadas del sistema (4.1) alcanzan la superficie deslizante
s = s(x, t) = 0.
Hipo´tesis B2. El grado relativo del sistema (4.1) es igual a 1 y las dina´micas
internas son estables.
Entonces, la dina´mica variable deslizante s esta´ dada por
s˙ = a(x, t) + b(x, t)u. (4.4)
donde a(x, t) = ∂s
∂t
+ ∂s
∂x
f(x, t), b(x, t) = ∂s
∂x
g(x).
Hipo´tesis B3. La funcio´n b(x, t) ∈ ℜ es desconocida y diferente a cero ∀ x
y t ∈ [0,∞). Adema´s, b(x, t) = b0(x, t) + ∆b(x, t), donde b0(x, t) corresponde a la
parte nominal de b(x, t), la cual se considera ser conocida. Adema´s δ1 representa una
constante positiva tal que ∆b(x, t) satisface∣∣∣∣∆b(x, t)b0(x, t)
∣∣∣∣ ≤ γ1.
Hipo´tesis B4. Existen constantes positivas desconocidas δ1, δ2 tal que la
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funcio´n a(x, t) y su derivada es acotada
|a(x, t)| ≤ δ1|s|1/2, |a˙(x, t)| ≤ δ2. (4.5)
El objetivo del enfoque ASTA es disen˜ar un control continuo sin sobreestimar
la ganancia, para llevar la variable deslizante s y su derivada s˙ a cero en tiempo
finito, ante perturbaciones aditivas y multiplicativas γ1, δ1 y δ2, cuyas cotas son
desconocidas.
Entonces, el sistema (4.4) en lazo cerrado bajo la accio´n de control (4.2)-(4.3),
puede escribirse como
s˙ = a(x, t)−K1b(x, t)|s|1/2sign(s) + b(x, t)v,
v˙ = −K2sign(s),
(4.6)
Por otro lado, considerando el siguiente cambio de coordenadas
ς = (ς1, ς2)
T = (|s|1/2sign(s), b(x, t)v + a(x, t))T , (4.7)
El sistema (4.6) puede escribirse como
ς˙ = A˜(ς1)ς + g˜(ς1)̺(x, t), (4.8)
donde
A˜(ς1) =
1
2|ς1|

−2b(x, t)K1 1
−2b(x, t)K2 0

 , g˜(ς1) =

0
1

 .
dados ¯̺(x, t) = b˙(x, t)v + a˙(x, t) = 2̺(x, t) ς1|ς1| .
Para probar la estabilidad en lazo cerrado del sistema se presenta la siguiente
hipo´tesis
Hipo´tesis B5. El te´rmino b˙(x, t)v esta´ acotado. Sin embargo, no se conocen
sus cotas δ3, i.e. |b˙(x, t)v| < δ3.
Entonces, el sistema (4.8) puede escribirse como
ς˙ = A¯(ς1)ς, A¯(ς1) =
1
2|ς1|

 −2b(x, t)K1 1
−2b(x, t)K2 + 2̺(x, t) 0

 , (4.9)
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donde |ς1| = |s|1/2. Tomando en cuenta la funcio´n cuadra´tica
V0 = ς
T P˜ ς (4.10)
donde P˜ es una matriz constante, sime´trica y definida positiva. Tomando su derivada
a lo largo de las trayectorias de (4.2) tenemos que
V˙0 = −|s|−1/2ςT Q˜ς, (4.11)
la cual es va´lida para casi cualquier regio´n, donde P˜ y Q˜ satisfacen la ecuacio´n de
Lyapunov
A¯T P˜ + P˜ A¯ = −Q˜, (4.12)
puesto que A¯ es Hurwitz si se cumplen las siguientes desigualdades b(x, t)K1 >
0, 2b(x, t)K2 + 2̺(x, t) > 0, para todo Q˜ = Q˜
T > 0, entonces, existe una u´nica
solucio´n P˜ = P˜ T > 0 de (4.12), tal que V0 es una funcio´n de Lyapunov estricta.
Nota 1. La estabilidad en ς˙ = 0 de (4.9) esta´ completamente determinada
por la estabilidad de la matriz A¯. Sin embargo, las versiones cla´sicas del Teore-
ma de Lyapunov [10] no pueden emplearse ya que requieren una funcio´n candidata
continuamente diferenciable, o por lo menos una funcio´n de Lyapunov continua lo-
calmente Lipschitz. Sin embargo, V0 (4.15) es continua pero no localmente Lipschitz.
No obstante, como se explica en el Teorema 1 en [16], es posible demostrar la conver-
gencia mediante el Teorema de Zubov [21], que requiere so´lo funciones de Lyapunov
continuas. Este argumento es va´lido para todas las pruebas del presente trabajo, por
lo que se mencionara´ posteriormente.
Por otro lado, a partir de la Hipo´tesis B4 - B5, se tiene que
0 < ̺(x, t) < δ2 + δ3 = δ4.
Dado que ς1 y ς2 convergen a 0 en tiempo finito, entonces s y s˙ convergen a 0 tambie´n
en tiempo finito.
El disen˜o del controlador basado en el enfoque ASTA, es formulado en el si-
guiente teorema.
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Teorema 4.3.1 [28]. Conside´rese el sistema (4.1) en lazo cerrado con el con-
trol (4.2), expresado en te´rminos de las dina´micas de la variable deslizante (4.4).
Adema´s, conside´rense satisfechas las hipo´tesis B1-B5 para las ganancias desconoci-
das γ1, δ1, δ2 > 0. Entonces, para valores iniciales dados x(0) y s(0), existe un tiempo
finito tF > 0 y un para´metro µ, siempre que se cumpla la condicio´n
K1 >
(λ+ 4ǫ∗)2 + 4δ24 + 4δ4(λ− 4ǫ2∗)
16ǫ∗λ
,
si |s(0)| > µ, tal que un modo deslizante de segundo orden, i.e. |s| ≤ η1 y |s˙| ≤ η2
es establecido ∀t ≥ tF , bajo la accio´n de control (4.2) con las ganancias adaptativas
K˙1 =

 ω1
√
γ1
2
signo(|s| − µ), if K1 > K∗,
K∗, if K1 ≤ K∗,
K2 = 2ǫ∗K1,
(4.13)
donde ǫ∗, λ, γ1, ω1, µ son constantes positivas arbitrarias, K∗ es una constante posi-
tiva arbitrariamente pequen˜a, η1 ≥ µ y η2 > 0. 
Prueba. Para analizar la estabilidad en lazo cerrado del sistema (4.9), con-
side´rese la siguiente funcio´n candidata de Lyapunov
V (ς,K1, K2) = V0 +
2∑
i=1
{ 1
2γi
(Ki −K∗i )2} (4.14)
donde
V0 = ς
T P˜ ς, P˜ =

λ+ 4ǫ2∗ −2ǫ∗
−2ǫ∗ 1

 , (4.15)
y λ, ǫ∗, γ2, K∗1 y K
∗
2 > 0. Note que la matriz P˜ es definida positiva si λ > 0 y ǫ∗ ∈ ℜ.
Entonces, al calcular la derivada con respecto al tiempo de la funcio´n candidata
de Lyapunov (4.14), se obtiene
V˙ (ς,K1, K2) = V˙0 +
2∑
i=1
1
γi
(Ki −K∗i )K˙i, (4.16)
donde
V˙0 = ς
T{A˜(ς1)T P˜ + P˜ A˜(ς1)}ς ≤ − 1|ς1|ς
T Q˜ς. (4.17)
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La matriz sime´trica Q˜ se define como
Q˜ =
1
2|s|12

 4b(x, t)[K1(λ+ 4ǫ2∗)− 2K2ǫ∗] + 8ρǫ∗ ∗
−λ− 4ǫ2∗ − 2b(x, t)[2K1ǫ∗ −K2]− 2ρ 4ǫ∗

 . (4.18)
Al seleccionar
K2 = 2ǫ∗K1, (4.19)
entonces, a partir de las hipo´tesis B3-B5, es fa´cil deducir que la matriz Q˜ sera´ definida
positiva con un valor propio mı´nimo λmin(Q˜) ≥ 2ǫ∗ si se cumple la condicio´n siguiente
K1 >
(λ+ 4ǫ∗)2 + 4δ24 + 4δ4(λ− 4ǫ2∗)
16ǫ∗λγ1
. (4.20)
Por otro lado, derivando la funcio´n candidata de Lyapunov (4.14) a lo largo de
la trayectoria de (4.9), se obtiene
V˙ (ς,K1, K2) = V˙0 +
2∑
i=1
1
γi
(Ki −K∗i )K˙i, (4.21)
donde
V˙0 = ς
T{A˜(ς1)T P˜ + P˜ A˜(ς1)}ς ≤ − 1|ς1|ς
T Q˜ς. (4.22)
Dado que Q˜ es definida positiva con un valor propio mı´nimo λmin(Q˜) ≥ 2ǫ∗, se
satisface la siguiente desigualdad
V˙0 ≤ − 1|ς1|ς
T Q˜ς ≤ −2ǫ∗|ς1| ||ς||
2, (4.23)
y, a partir de la norma de equivalencia, se tiene
λmin(P˜ )||ς||2 ≤ ςT P˜ ς ≤ λmax(P˜ )||ς||2, (4.24)
donde ||ς||2 = |s|+ ς22 , y
|ς1| = |s|1/2 ≤ ||ς|| ≤
√
V0(ς)
λmin(P˜ )
.
Entonces, con una seleccio´n de las ganancias acorde a las condiciones dadas en las
ecuaciones (4.19) y (4.20), se tiene que
V˙0 ≤ −rV 1/20 , r = 2ǫ∗
√
λmin(P˜ )
λmax(P˜ )
. (4.25)
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Ahora bien, de acuerdo con las ecuaciones (4.21) y (4.25), se tiene
V˙ (ς,K1, K2) ≤ −rV 1/20 +
2∑
i=1
1
γi
ǫKiK˙i, (4.26)
donde ǫKi = (Ki−K∗i ) para i = 1, 2. An˜adiendo el te´rmino de la ecuacio´n±
∑2
i=1{ ωi√2γi |ǫKi|}
a (4.26), reagrupando se obtiene
V˙ (ς,K1, K2) ≤ −rV 1/20 −
2∑
i=1
ωi√
2γi
|ǫKi|+
2∑
i=1
{ 1
γi
ǫKiK˙i +
ωi√
2γi
|ǫKi|}. (4.27)
A partir de la desigualdad (x2 + y2 + z2)
1
2 ≤ |x|+ |y|+ |z|, se cumple lo siguiente
− rV 1/20 −
2∑
i=1
ωi√
2γi
|ǫKi| ≤ −η0
√
V (ς,K1, K2), (4.28)
dado que ω1 > 0, ω2 > 0, η0 = min(r,
ω1√
2γ1
, ω2√
2γ2
). De acuerdo con la desigualdad
(4.28), la ecuacio´n (4.26) puede reescribirse como
V˙ (ς,K1, K2) ≤ −η0
√
V (ς,K1, K2) +
2∑
i=1
{ 1
γi
ǫKiK˙i +
ωi√
2γi
|ǫKi|}. (4.29)
Ahora bien, con base en la definicio´n de las ganancias adaptativas (4.13), se
puede obtener una solucio´n en el dominio µ < |s| ≤ η1 de la forma siguiente
K1 = K1(0) + ω1
√
γ1
2
t, 0 ≤ t ≤ tF , (4.30)
siendo K1 acotada. Considerando K2 = 2ǫ∗K1, la ganancia adaptativa K2 tambie´n
es acotada.
Dentro del dominio |s| ≤ µ, las ganancias K1 y K2 son decrecientes. Por lo
tanto, las ganancias K1 y K2 esta´n acotadas. Entonces, existen constantes positivas
K∗i tal que Ki −K∗i < 0, ∀t ≥ 0, i = 1, 2. De esta forma, la Ecuacio´n (4.29) puede
reducirse a
V˙ (ς,K1, K2) ≤ −η0
√
V (ς,K1, K2) + ǫˆ, (4.31)
donde
ǫˆ = −
2∑
i=1
|ǫKi|
(
1
γi
K˙i − ωi√
2γi
)
.
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Por otro lado, si |s| > µ y K1 > K∗1 , ∀t ≥ 0, se tiene que
K˙1 = ω1
√
γ1
2
y ǫˆ = −|ǫK2|
(
1
γ2
K˙2 − ω2√2γ2
)
. (4.32)
De este modo, seleccionando ǫ∗ = ω22ω1
√
γ2
γ1
, obtenemos
K˙2 = ω2
√
γ2
2
. (4.33)
A partir de (4.33), el te´rmino ǫˆ en (4.31) se vuelve ǫˆ = 0, se obtiene
V˙ (ς,K1, K2) ≤ −η0
√
V (ς,K1, K2). (4.34)
Integrando (4.34), tenemos que
√
V (t, ς,K1, K2) ≤
√
V (t0, ς,K1, K2)− η0
2
t, (4.35)
sea
√
V (t0, ς,K1, K2) − η02 tF = 0, entonces el tiempo de convergencia tF esta´ dado
por
tF =
2
√
V (t0, ς,K1, K2)
η0
. (4.36)
Adema´s, para t > tF tenemos que V (t) = 0. Por otro lado, cuando |s| < µ, K1
esta´ dado por (4.13), y el te´rmino ǫˆ esta´ dado por
ǫˆ =

 2|K1 −K
∗
1 | ω1√2γ1 , K1 > K∗,
−|K∗ −K∗1 + ηt|
(
η
γ1
− ω1√
2γ1
)
, K1 ≤ K∗,
(4.37)
De este modo, durante el proceso de adaptacio´n la variable deslizante s alcanza
el dominio |s| ≤ µ en tiempo finito. Si s escapa del dominio un tiempo finito, se
garantiza que permanecera´ en un dominio mayor |s| ≤ η1, η1 > µ en un modo
deslizante real.
Dentro del dominio |s| ≤ µ, el valor |s| puede estimarse con respecto a (4.6), y
de acuerdo a (4.13)-(4.19) tal que
|s| ≤ {(1− γ1)K1 + δ1}µ
1
2 + ǫ∗K1(1− γ1)(t2 − t1) = η¯1, (4.38)
donde t1 y t2 es el tiempo en el cual la trayectoria s entra y sale en el dominio |s| ≤ µ,
respectivamente.
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Si µ < |s| ≤ η1, entonces
|s˙| ≤ (1 + γ1)(√η1 + ǫ∗)(K1(t2) + ω1
√
η1γ1
2
)(t3 − t2) + δ1√η1 = η¯2, (4.39)
donde t2 y t3 (t3 > t2), son los instantes de tiempo cuando s abandona y regresa al
dominio |s| ≤ µ respectivamente.
A partir de las condiciones (4.38)-(4.39), obtenemos
|s˙| ≤ max(η¯1, η¯2) = η2, (4.40)
y de esta forma se prueba la existencia del dominio real del modo deslizante
W = {s, s˙ | |s| ≤ η1, |s˙| ≤ η2, η1 > µ}. (4.41)
Con esto se concluye la prueba del Teorema 1. 
Una ves estudiado el estrategia de control ASTA, podemos implementar esta
te´cnica de control a nuestro modelo dina´mico del cuadrirrotor. A continuacio´n se
muestra la implementacio´n de dicho control.
4.3.3 Algoritmo Super Twisting Adaptativo aplicado al
modelo del cuadrirrotor
En esta seccio´n, se presenta el control por modos deslizantes de alto orden,
basado en el algoritmo super twisting adaptativo aplicado al modelo del cuadrirrotor.
El problema de control considerado en esta tesis es realizar el seguimiento de
trayectorias deseadas para la orientacio´n y altitud de un cuadrirrotor, disen˜ando
el control de vuelo con la te´cnica de modos deslizantes de alto orden. Basado en el
modelo dina´mico en las ecuaciones (3.22) y (3.23), el sistema de control esta´ dividido
en mu´ltiples subsistemas, compuestos por las dina´micas φ, θ, ψ y z, con los cuales se
disen˜a un control para cada uno de los subsistemas. Para el sistema subactuado del
cuadrirrotor, una superficie deslizante es disen˜ada usando una combinacio´n lineal
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del error de seguimiento de la posicio´n y la velocidad de las variables de estado del
sistema. De este modo, se pretende que el error de seguimiento sea forzado a cero,
para obtener un buen desempen˜o en el seguimiento de trayectorias deseadas.
Un controlador para el sistema subactuado del cuadrirrotor es disen˜ado usando
el algoritmo super twisting adaptativo, el objetivo es asegurar que el estado de las
variables converja al valor deseado. La superficie deslizante esta´ definida como
S∗ = e˙∗ + λ∗e∗ (4.42)
donde ∗ = z, φ, θ, ψ que representa cada uno de los estados, e∗ = ∗d − ∗ es el error
de cada uno de los estados y λ∗ > 0.
Se propone disen˜ar el algoritmo super twisting adaptativo para controlar la
orientacio´n y altitud de un cuadrirrotor, gracias a que posee caracter´ısticas atractivas
de robustez, al no necesitar conocer las cotas de las incertidumbres y perturbaciones.
Entonces, las ganancias de control dina´micamente adaptativas ayudan a reducir el
esfuerzo de la accio´n del controlador, adema´s de asegurar la convergencia en un
tiempo finito.
Por otro lado, el algoritmo super twisting adaptativo esta´ dado por la siguiente
ecuacio´n
Ωi = −α∗|S∗|
1
2 sign(S∗) + ν∗
ν˙∗ = −β∗
2
sign(S∗)
(4.43)
donde Ωi (i = 1, 2, 3, 4) representa la sen˜al de control, α∗ y β∗ son las ganancias
adaptativas y deben ser positivas, y el s´ımbolo sign se entiende como la funcio´n
signo
sign(x) =


1 si x > 0,
0 si x = 0,
−1 si x < 0,
Cap´ıtulo 4. Esquema de control Modos Deslizantes de Alto Orden47
Las ganancias adaptativas α∗ y β∗ esta´n dadas por la siguiente ecuacio´n
α˙∗ =

 ω∗
√
γ∗
2
sign(|S∗| − µ∗), if α∗ > αm,
η∗, if α∗ ≤ αm,
β∗ = 2ǫ∗α∗,
(4.44)
donde ǫ∗, γ∗, ω∗, η∗ son constantes positivas arbitrarias, y η ≥ µ, η > 0. El para´metro
αm es una constante pequen˜a positiva.
El controlador ASTA (4.43) es utilizado en (3.22), donde el control de la altitud
depende de U1 y la orientacio´n depende de U2, U3, y U4.
A partir de (3.22), se obtiene Ui (i = 1, 2, 3, 4), entonces podemos obtener el
control del sistema (3.23) en lazo cerrado aplicando el controlador ASTA, con el
objetivo de que la dina´mica de los estados (φ, θ, ψ y z) sigan trayectorias deseadas
y sean robustos ante incertidumbres y perturbaciones.
4.4 Conclusiones
En este cap´ıtulo se ha presentado un disen˜o de control no lineal robusto, basado
en el enfoque de la te´cnica de Modos Deslizantes de Alto Orden, en particular el Al-
goritmo Super Twisting Adaptativo. Esta te´cnica de control es robusta con respecto
a perturbaciones e incertidumbre parame´trica que afectan a la dina´mica del sistema
del cuadrirrotor. Asimismo se mostro´ el procedimiento del disen˜o del control, el cual
esta´ basado en el modelo simplificado del cuadrirrotor. Adema´s, una de las propie-
dades de la te´cnica es su convergencia en tiempo finito. Finalmente, se obtuvieron
condiciones suficientes para garantizar la robustez con respecto a la incertidumbre
parame´trica y perturbaciones.
Cap´ıtulo 5
Esquema de control
Backstepping Integral
5.1 Introduccio´n
En este cap´ıtulo, una estrategia de control no lineal robusto basado en la
te´cnica de control Backstepping Integral (BI) ha sido disen˜ada para el modelo de
un cuadrirrotor. Para poder implementar el controlador, se considera que todas las
variables son medibles y todos los para´metros son conocidos, adema´s, las incerti-
dumbres se suponen acotadas. A partir de un modelo simplificado del cuadrirrotor
se disen˜ara´ una estrategia de control backstepping integral para el seguimiento de
trayectoria deseadas de la orientacio´n del cuadrirrotor. Por otra parte, se obtienen
condiciones suficientes para asegurar la convergencia exponencial del error de segui-
miento.
Se han propuesto varios enfoques para el disen˜o de sistemas de control no lineal.
Entre estos controladores, el control backstepping constituye una metodolog´ıa impor-
tante de disen˜o. La te´cnica backstepping es una metodolog´ıa de disen˜o sistema´tico
y recursivo para el control de retroalimentacio´n no lineal. El principio del disen˜o de
backstepping, se basa en seleccionar de forma recursiva algunas funciones apropiadas
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de las variables de estado como entrada de control virtual para un subsistema de
orden uno.
El control virtual es disen˜ado para obtener la estabilidad de este subsistema
a trave´s de la funcio´n de Lyapunov. Despue´s de cada etapa del me´todo, resulta un
nuevo control virtual. El procedimiento de backstepping termina cuando la entrada
real aparece para estabilizar el sistema completo.
La robustez del control backstepping cla´sico es mejorado al an˜adir una parte
integral. Esto permitira´ rechazar te´rminos desconocidos debido a incertidumbres
parame´tricas y perturbaciones.
Por otro lado, si el sistema no presenta incertidumbres, los controladores backs-
tepping integral alcanzan un seguimiento asinto´tico. En consecuencia, los objetivos
principales son disen˜ar un controlador basado en una te´cnica backstepping integral
para el modelo del cuadrirrotor, para asegurar un seguimiento de la trayectoria de
referencia deseada ante perturbaciones.
5.2 Backstepping
El control backstepping es un procedimiento recursivo que combina la eleccio´n
de una funcio´n de Lyapunov con el disen˜o de un control por retroalimentacio´n. Des-
compone el problema original en una secuencia de problemas de disen˜o para sistemas
de orden reducido. El me´todo backstepping [11] es utilizado para resolver problemas
de estabilizacio´n, seguimiento y control robusto bajo condiciones menos restrictivas
que las encontradas en otros me´todos. Para ilustrar la te´cnica de backstepping en el
caso especial de backstepping de un integrador, conside´rese el sistema
x˙ = f(x) + g(x)ξ (5.1)
ξ˙ = u (5.2)
donde x ∈ Rn, ξ ∈ R son los estados y u ∈ R es la entrada de control.
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Las funciones f : D → Rn y g : D → Rn son suaves en un dominio D ⊂ Rn que
contiene a x = 0, y f(0) = 0. Se pretende disen˜ar un control por retroalimentacio´n
de estado que estabilice el origen x = 0, ξ = 0. El sistema (5.1)-(5.2) pueden pen-
sarse como la conexio´n en cascada de dos componentes, como en la Figura 5.1. La
primer componente (5.1), con ξ como la entrada, y la segunda es el integrador (5.2).
Supo´ngase que se sabe que la componente (5.1) puede estabilizarse con un control
suave ξ = φ(x), con φ(0) = 0, es decir, el origen de
x˙ = f(x) + g(x)φ(x)
es asinto´ticamente estable.
Figura 5.1: El diagrama bloque del sistema (5.1)-(5.2)
Adema´s, supo´ngase que se conoce una funcio´n de Lyapunov V (x)(suave, definida-
positiva) que satisface
∂V
∂x
[f(x) + g(x)φ(x)] ≤ −W (x), ∀x ∈ D, (5.3)
donde W (x) es definida positiva. Sumando y restando g(x)φ(x) al lado derecho de
(5.1), obtenemos
x˙ = [f(x) + g(x)φ(x)] + φ(x)[ξ − φ(x)]
ξ˙ = u
(5.4)
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Figura 5.2: El diagrama bloque del sistema (5.4)
el cual es mostrado en la Figura 5.2.
Aplicando el cambio de variables tenemos
z = ξ − φ(x), v = u− φ˙,
se obtiene el sistema
x˙ = [f(x) + g(x)φ(x)] + g(x)z
z˙ = v
(5.5)
el cual podemos visualizar en la Figura 5.3.
El sistema (5.5) tiene la misma estructura que el sistema original, pero aho-
ra la primera componente [f(x) + g(x)φ(x)] + g(x)z tiene un punto de equilibrio
asinto´ticamente estable en el origen cuando su entrada z es cero. Esta caracter´ıstica
sera´ explotada en el disen˜o de un control v que estabilice todo el sistema. Se propone
una funcio´n candidata de Lyapunov para el sistema (5.5), de la forma
Va(x, z) = V (x) +
1
2
z2,
cuya derivada a lo largo de las trayectorias del sistema (5.5) satisface
V˙a =
∂V
∂x
[f(x) + g(x)φ(x)] +
∂V
∂x
g(x)z + zv
≤ −W (x) +
[
∂V
∂x
g(x) + v
]
z
(5.6)
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Figura 5.3: El diagrama bloque del sistema (5.5)
Eligiendo v como
v = −∂V
∂x
g(x)− kz, k > 0,
sustituyendo v en el sistema (5.6) se obtiene
V˙a ≤ −W (x)− kz2,
que muestra que el origen (x = 0, z = 0) es asinto´ticamente estable. Como φ(0) = 0,
concluimos que el origen (x = 0, ξ = 0) es asinto´ticamente estable. Sustituyendo
las expresiones de v, z y φ˙ en el sistema (5.6), obtenemos la ley de control por
retroalimentacio´n de estados
u =
∂φ
∂x
[f(x) + g(x)ξ]− ∂V
∂x
g(x)− k[ξ − φ(x)] (5.7)
Si las hipo´tesis son va´lidas globalmente y V (x) es radialmente no acotada, concluimos
que el origen el globalmente asinto´ticamente estable. El resultado se resume en el
siguiente lema.
Lema. Considere el sistema (5.1)-(5.2) y sea φ(x) un control estabilizante
por retroalimentacio´n de estado con φ(0) = 0. Sea V (x) una funcio´n de Lyapunov
que satisface (5.3) con alguna funcio´n definida positiva W (x). Entonces, el control
por retroalimentacio´n de estado (5.7) estabiliza el origen de (5.1)-(5.2) con V (x) +
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1
2
[ξ − φ(x)] como funcio´n de Lyapunov. Adema´s, si todas las hipo´tesis se cumplen
globalmente y V (x) es radialmente no acotada, entonces, el origen sera´ globalmente
estable. ⋄
Una vez estudiado la estrategia de control backstepping cla´sico, ahora podemos
implementar esta te´cnica al modelo del cuadrirrotor agregando una parte integral al
controlador, con la finalidad de obtener mayor robustez en cuestio´n de seguimiento
de trayectorias.
5.2.1 Disen˜o del controlador Backstepping
A continuacio´n se realizara´ el disen˜o del controlador backstepping para el mo-
delo del cuadrirrotor. Ma´s precisamente se controlara´ el a´ngulo de roll (φ), para
explicar como se realiza la te´cnica backstepping en el disen˜o de la ley de control para
el sistema del cuadrirrotor.
Primer paso, se considera el error de seguimiento del a´ngulo de roll e1 = φd−φ.
Entonces se usara´ la siguiente funcio´n de Lyapunov
V (e1) =
1
2
e21, (5.8)
tomando la derivada en el tiempo de V (e1), se tiene que
V˙ (e1) = e1(φ˙d − φ˙). (5.9)
Para asegurar V˙ (e1) sea definida negativa, se define V˙ (e1) = −αe21, α > 0.
Entonces su derivada es φ˙ = φ˙d + αe1. Puesto que φ˙ no es una entrada de control
esta sera´ considerada como una entrada de control virtual
u1 = φ˙d + αe1. (5.10)
Segundo paso, definiendo el error de seguimiento de velocidad angular roll
e2 = u1 − φ˙ = φ˙d + αe1 − φ˙, (5.11)
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y escogiendo la funcio´n de Lyapunov
V (e1, e2) =
1
2
(e21 + e
2
2), (5.12)
adema´s, tomando su derivada en el tiempo, se tiene que
V˙ (e1, e2) = −αe21 + e2[φ¨d + αe˙1 − φ¨]. (5.13)
Para que se cumpla V˙ (e1, e2) = −αe21 − βe22, α > 0, β > 0, entonces, el a´ngulo
de aceleracio´n de roll (φ¨) debe satisfacer la siguiente ecuacio´n
φ¨ = φ¨d + αe˙1 + βe2, α > 0, β > 0 (5.14)
Sustituyendo la ecuacio´n (5.14) en el modelo simplificado (3.23) se obtiene la
ley de control U2, el cual satisface la estabilidad de Lyapunov
U2 =
1
L
[Ixx(φ¨d + αe˙1 + βe2)− θ˙ψ˙(Iyy − Izz)− Jrθ˙Ωr]. (5.15)
Finalmente, los controles U3 y U4 se obtienen siguiendo el mismo procedimiento.
5.2.2 Disen˜o del controlador Backstepping Integral
En esta seccio´n se disen˜ara´ un control robusto como el backstepping, agregado
la parte integral para el modelo del cuadrirrotor. Debido a que el modelo del cua-
drirrotor es un sistema subactuado y no lineal, resulta que, es muy sensible ante
perturbaciones. Por tal motivo, se pretende mejorar el controlador backstepping en
te´rminos de robustez, agrega´ndole una parte integral.
Analizando la ecuacio´n (5.15) encontramos que U2 depende de las variables e1
y e˙1. Para obtener un buen desempen˜o del control en te´rminos de robustez, se agrega
el te´rmino integral dentro del backstepping, con el fin de controlar la orientacio´n y
altitud de un modelo con incertidumbre.
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Considere el error de seguimiento del a´ngulo roll e1 = φd − φ, agregando el
te´rmino integral χ1 =
∫ t
0
e1(τ)dτ dentro del error de seguimiento. Entonces se obtiene
el nuevo error de seguimiento
z1 = φd − φ+ χ1 = e1 + χ1 (5.16)
Sea la funcio´n de Lyapunov V (z1) =
1
2
z21 , tomando su derivada en el tiempo
V˙ (z1) = z1z˙1, se obtiene el control virtual
u1 = φ˙d + αe1 + γz1, (5.17)
donde α, γ > 0, haciendo V˙ (z1) = −γz21 negativa definida. Ahora, se considera el
error de seguimiento de velocidad del a´ngulo roll
z2 = φ˙d + αe1 + γz1 − φ˙ (5.18)
y la funcio´n de Lyapunov V (z1, z2) =
1
2
(z21+z
2
2), entonces el control real U2 esta´ dado
por.
U2 =
1
L
[Ixx(φ¨d + αe˙1 + βz˙1 + γz2)− θ˙ψ˙(Iyy − Izz)− Jrθ˙Ωr] (5.19)
Como z2 contiene el te´rmino integral, la ley de control U2 tiene una forma de
PID. De manera similar los controles U3 y U4 pueden ser obtenidas con el mismo
procedimiento anterior.
5.2.3 Control Backstepping Integral con perturbacio´n
Considere el modelo general del cuadrirrotor en donde se introducen las per-
turbaciones al sistema
X˙ = f(x) + g(x)U2 +∆ξ1 (5.20)
donde la parte de las incertidumbres parame´tricas esta´ representado por ∆ξ1.
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El modelo del cuadrirrotor puede ser expresado de la forma (5.20), con el fin
de comprobar estabilidad en presencia de perturbaciones
X˙ =

 x2
x4x6a
0
1 + x4a
0
2Ωr

+

 0
b01

U2 +

0
1

∆ξ1 (5.21)
donde la perturbacio´n esta dada por ∆ξ1 = ∆a1x4x6 +∆a2x4Ωr +∆b1U2.
Adema´s, el vector de estado esta´ dado por
x1 = φ
x2 = x˙1 = φ˙
x3 = θ
x4 = x˙3 = θ˙
x5 = ψ
x6 = x˙5 = ψ˙
x7 = z
x8 = x˙7 = z˙
x9 = x
x10 = x˙9 = x˙
x11 = y
x12 = ˙x11 = y˙
(5.22)
y los para´metros esta´n dados por
a1 = (Iyy − Izz)/Ixx
a2 = Jr/Ixx
a3 = (Izz − Ixx)/Iyy
a4 = Jr/Iyy
a5 = (Ixx − Iyy)/Izz
b1 = l/Ixx
b2 = l/Iyy
b3 = l/Izz
(5.23)
Con base en la metodolog´ıa de backstepping, conside´rese la ecuacio´n (5.21) que
representa la dina´mica de alabeo φ, el cual esta´ dado por
x˙1 = x2
x˙2 = x4x6a1 + x4a2Ωr + b1U2 +∆ξ1
(5.24)
Entonces, el error z1 y z2 esta´n disen˜ados en [29], como sigue
z1 = x
d
1 − x1 + χ1
z2 = x
d
2 + α1e1 + γ1z1 − x2,
(5.25)
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donde χ1 =
∫ t
0
e1(τ)dτ , representa la parte integral. Tomando la derivada con res-
pecto al tiempo de z1 y z2, se obtiene lo siguiente
z˙1 = x˙
d
1 − x˙1 + α1e1
z˙2 = x˙
d
2 + α1e˙1 + γ1z˙1 − x˙2,
(5.26)
Ahora bien, aplicando la metodolog´ıa del backstepping con los pasos antes
mencionados, se obtiene la ley de control
Paso 1. Considerando la funcio´n de Lyapunov V1(z1) =
1
2
z21 , y tomando deri-
vada con respecto al tiempo
V˙1 = z1z˙1,
V˙1 = z1(x˙
d
1 − x2 + α1e1),
(5.27)
seleccionando a x2 como un control virtual, resulta que
x2 = (x˙
d
1 + α1e1 + γ1z1), (5.28)
entonces, reemplazando el control virtual (5.28) en V˙1, se obtiene
V˙1 = −γ1z21 , donde V˙1 < 0. (5.29)
Paso 2 Considerando a Va(z1, z2) = V1 +
1
2
z22 como una funcio´n de Lyapunov,
tomando la derivada con respecto al tiempo, tal que
V˙a = V˙1 + z2z˙2
V˙a = V˙1 + z2(x˙
d
2 + α1e˙1 + γ1z˙1 − x˙2),
(5.30)
donde se sustituye x˙2 en la ecuacio´n (5.24), resulta que
V˙a = V˙1 + z2[x˙
d
2 + α1e˙1 + γ1z˙1 − (x4x6a1 + x4a2Ωr + b1U2 +∆ξ1)] (5.31)
donde ∆ξ1 es el te´rmino adicional de incertidumbre generalizadas. De acuerdo con
(5.31) podemos disen˜ar una ley de control robusta ante perturbaciones para el modelo
del cuadrirrotor, la cual es expresada como
U2 =
1
b1
(x˙d2 + α1e˙1 + γ1z˙1 + β1z2 − x4x6a1 − x4a2Ωr) (5.32)
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entonces, reemplazando esta ley de control (5.32) en V˙a (5.31), tal que
V˙a = V˙1 + z2{x˙d2 + α1e˙1 + γ1z˙1 − x4x6a1 − x4a2Ωr − b1[
1
b1
(x˙d2
+ α1e˙1 + γ1z˙1 + β1z2 − x4x6a1 − x4a2Ωr)]−∆ξ1}
V˙a = V˙1 + z2(−β1z2 −∆ξ1)
V˙a = −γ1z21 − β1z22 −∆ξ1z2
(5.33)
Por lo tanto, el sistema (5.24) en lazo cerrado con la ley de control (5.32) es
estable, ya que V˙a es asinto´ticamente estable. Se representa como
V˙a = −δVa, (5.34)
Se puede reescribir la ecuacio´n (5.33) de la siguiente manera
V˙a = −2γ1(12z21 + 12z22)− (β1 − 2γ1)z22 −∆ξ1z2, (5.35)
entonces, agrupando los te´rminos de z22 y la parte que contiene la perturbacio´n, e
igualamos a 0, se obtiene
0 = −(β1 − 2γ1)z22 −∆ξ1z2
(β1 − 2γ1)z2 = −∆ξ1
(5.36)
tomando la norma de z2, resulta que
||z2|| ≥ ||∆ξ1||
(β1 − 2γ1) (5.37)
en donde ||z2|| es una bola de radio ||∆ξ1||(β1−2γ1) , dado que depende de la perturbacio´n 1.
5.3 Conclusiones
En este cap´ıtulo, se disen˜o´ un control no lineal robusto para el cuadrirrotor, el
cual esta´ basado en el enfoque de backstepping integral, para estabilizar la orientacio´n
1Satisface con la propiedad de la estabilidad practica, debido a que permite establecer que la
dina´mica del error de estimacio´n converge en una bola Br de radio r (x ∈ Br ⇒ ||x|| ≤ r). Si r → 0
en t→∞, se obtiene la estabilidad asinto´tica cla´sica.
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del sistema y el seguimiento de las trayectorias deseadas. Por otra parte, una de
las propiedades del controlador backstepping integral es su convergencia asinto´tica.
Adema´s, fueron obtenidas condiciones suficientes para asegurar la estabilidad en lazo
cerrado.
Un estudio comparativo de las te´cnicas de control de los Cap´ıtulos 4 y 5
sera´ presentado en el siguiente capitulo para determinar su desempen˜o.
Cap´ıtulo 6
Resultados de simulacio´n
6.1 Introduccio´n
En este cap´ıtulo, se obtuvieron resultados en simulacio´n al implementar los
algoritmos de control presentados en el Cap´ıtulo 4 y Cap´ıtulo 5, para el modelo del
cuadrirrotor. Esto con la finalidad de comparar y determinar un buen desempen˜o
del comportamiento en el seguimiento de trayectorias deseadas.
Las respuestas del algoritmo super twisting adaptativo y el backstepping inte-
gral, sera´n mostradas para comparar sus diferentes propiedades de robustez.
A partir de los resultados obtenidos para el seguimiento de trayectorias desea-
das para a´ngulos de alabeo (φ), cabeceo (θ), guin˜ada(ψ) y altitud (z), se realizaron
dos casos para estudiar el comportamiento en ambos esquemas de control: en caso
nominal y en caso perturbado. De esta forma, se obtendra´ una mejor apreciacio´n del
comportamiento de las respuestas, dado que se implementara´n los controladores al
modelo del cuadrirrotor bajo diferentes condiciones de operacio´n.
Por otro lado, las respuestas obtenidas se obtuvieron con los para´metros de
modelo dina´mico que se muestran en la Tabla 6.1, los para´metros del controlador
ASTA en la Tabla 6.2, y por u´ltimo los para´metros del controlador BI en la Tabla
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6.3.
Para´metros S´ımbolo Valor Unidad
Masa m 0.650 kg
Inercia en x Ixx 7.5e
−3 kg.m2
Inercia en y Iyy 7.5e
−3 kg.m2
Inercia en z Izz 1.3e
−2 kg.m2
Coeficiente de empuje b 3.1e−5 Ns2
Coeficiente de arrastre d 7.5e7 Nms2
Radio de la he´lice Rrad 0.15 m
Inercia del rotor Jr 6e
−5 kg.m2
longitud centro-he´lice l 0.23 m
Tabla 6.1: Para´metros del modelo dina´mico del cuadrirrotor
ωi λi µi γi ǫ∗i ηi
U1 5 5 0.001 10 1 0.01
U2 2 8 0.001 0.02 0.1 0.01
U3 2 8 0.001 0.02 0.1 0.01
U4 1 7 0.001 0.01 0.1 0.01
Tabla 6.2: Para´metros del controlador ASTA
C1,3,5,7 C2,4,6,8 λi
U1 10 15 5
U2 5 25 2
U3 5 20 2
U4 15 25 2
Tabla 6.3: Para´metros del controlador Backstepping Integral
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6.2 Caso nominal y caso perturbado
En esta seccio´n se presentan los resultados obtenidos de los algoritmos de
control, estudiando dos casos diferentes, en caso nominal y en caso perturbado del
sistema del cuadrirrotor. En caso nominal se observa las respuestas en donde el
modelo no esta´ sometido a ninguna perturbacio´n, y el caso perturbado es donde al
modelo esta´ sometido a diferentes perturbaciones.
6.2.1 Caso nominal
Antes de someter el modelo a perturbaciones, primero se debe conocer el com-
portamiento del modelo con los algoritmos de control en el caso nominal. En este
caso, se muestran las respuestas del modelo sin ninguna perturbacio´n. Con el fin de
mostrar su comportamiento, se agregan al sistema diferentes trayectorias de segui-
miento. Enseguida, se muestra el primer resultado obtenido en la Figura 6.1, as´ı como
el error de seguimiento en la Figura 6.4. donde φ es el alabeo, θ es el cabeceo, ψ es
Figura 6.1: Seguimiento de trayectorias escalo´n (φ, θ, ψ, z), en caso nominal
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Figura 6.2: Error de seguimiento escalo´n (φ, θ, ψ, z), en caso nominal
Figura 6.3: Velocidades angulares (Ω1,2,3,4), en caso trayectoria escalo´n nominal
la guin˜ada y z es la altitud.
En la Figura 6.1, se puede apreciar que ambos controladores siguen satisfacto-
riamente la trayectoria deseada. Adema´s, ambos controladores responden muy bien a
los cambios de trayectoria, tanto en la orientacio´n como en la altitud de la aeronave.
En consecuencia, se puede apreciar que hay poca diferencia en el comportamiento al
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momento del cambio en la trayectoria, presentando una mejor respuesta con el con-
trolador Backstepping Integral que el control Algoritmo Super Twisting Adaptativo.
En la Figura 6.2 se obtiene el error de seguimiento de ambos esquemas de
control, en donde se comparan los dos comportamientos de los controladores ASTA
y BI, para determinar su buen funcionamiento y el tiempo de convergencia. De
esta manera, se tiene una comprensio´n ma´s clara del comportamiento de ambos
controladores. Adema´s, en la Figura 6.3, se obtuvieron las velocidades angulares del
sistema.
Con la finalidad de apreciar si el seguimiento de trayectoria se alcanza bajo
diferentes trayectorias deseadas, se propuso hacer pruebas al sistema con diferentes
trayectorias deseadas. En las Figuras 6.4 y 6.5 se disen˜o´ una trayectoria de onda
senoidal, tanto para alabeo como cabeceo.
Figura 6.4: Seguimiento de trayectorias senoidal (φ, θ, ψ, z), en caso nominal
Podemos determinar que en los a´ngulos φ y θ de la Figura 6.4 existe una res-
puesta ma´s lenta para el controlador BI. Adema´s, en la Figura 6.5 podemos visualizar
que en los a´ngulos φ y θ oscila ma´s la respuesta en el controlador BI que en el contro-
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Figura 6.5: Error de seguimiento senoidal (φ, θ, ψ, z), en caso nominal
Figura 6.6: Velocidades angulares (Ω1,2,3,4), en caso trayectoria senoidal nominal
lador ASTA. Por otro lado, en la Figura 6.6, se muestran las velocidades angulares
del sistema. Por u´ltimo, se puede concluir que en general ambas trayectorias tienen
una respuesta satisfactoria.
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6.2.2 Caso perturbado
En esta seccio´n, se presentara´n las respuestas de los controladores ASTA y BI,
bajo diferentes perturbaciones, tales como ruido en la salida del modelo y perturba-
ciones externas. Con el fin de determinar la robustez en el seguimiento de trayectorias
ante dichas perturbaciones.
Con la finalidad de apreciar si el seguimiento de trayectoria se alcanza bajo
diferentes trayectorias deseadas, a continuacio´n se presenta las Figuras 6.7 y 6.10,
las cuales son sometidas a ruido en la salida del modelo, utilizando un bloque de
Simulink que genera un ruido blanco con una potencia de 30 PSD (por sus siglas en
ingle´s “power spectral density” ) y con un muestreo de 0.0005s.
Figura 6.7: Seguimiento de trayectorias escalo´n (φ, θ, ψ, z), en caso perturbado
En la Figura 6.7 se aprecia que la respuesta del controlador ASTA contrarresta
ma´s ra´pida el efecto del ruido, como resultado el ruido es mejor atenuado con el
controlador ASTA que con el controlador BI. Pasando a la Figura 6.8 donde podemos
notar la diferencia del error en cada uno de los casos de los controladores, lo cual
podemos decir que el controlador ASTA que es ma´s robusto que el BI en presencia de
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Figura 6.8: Error de seguimiento escalo´n (φ, θ, ψ, z), en caso perturbado
Figura 6.9: Velocidades angulares (Ω1,2,3,4), caso trayectoria escalo´n con perturbacio´n
esta perturbacio´n. Adema´s, en la Figura 6.9, podemos notar el esfuerzo del control
para las cuatro trayectorias.
En las Figuras 6.10 y 6.11, se muestran las respuestas del sistema, con trayec-
torias senoidales para φ y θ, bajo la accio´n de dos perturbaciones externas: el ruido
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Figura 6.10: Seguimiento de trayectorias senoidal (φ, θ, ψ, z), en caso perturbado
Figura 6.11: Error de seguimiento senoidal (φ, θ, ψ, z), en caso perturbado
en la salida del modelo, y una fuerza externa, que se traduce como una sen˜al pulso
con un paso de tiempo de 8.5s a 9.5s, y un valor final de 10.
En la Figura 6.10 se muestra como las dos perturbaciones afectan al sistema
en el seguimiento de trayectorias de manera directa. Se puede confirmar lo que se
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Figura 6.12: Velocidades angulares (Ω1,2,3,4), en caso trayectoria senoidal con pertur-
bacio´n
menciono´ en las dos gra´ficas anteriores, de que ambos controladores reducen con una
buena eficiencia el efecto del ruido en la salida del sistema, con una mejor respuesta
para el controlador ASTA. Mientras que, con respecto a la perturbacio´n de la fuerza
externa, se puede observar que el controlador ASTA actu´a de manera ma´s eficiente
ante las perturbaciones externas y con una accio´n ma´s ra´pida que el controlador BI.
Adema´s, en la Figura 6.11 se puede apreciar que el error de seguimiento ante
ambas perturbaciones es menor para el controlador ASTA, lo que lo convierte en
un controlador que cumple satisfactoriamente en te´rminos de robustez. En la Figu-
ra 6.12, se observa en las cuatro trayectorias que genera un mayor esfuerzo en la
perturbacio´n del golpe, esto con el fin de estabilizar la aeronave a su trayectoria
deseada. Por otro lado, se puede decir que el controlador BI tambie´n cumple sa-
tisfactoriamente en te´rminos de robustez, sin embargo, con menor eficiencia que el
ASTA.
Finalmente, se calculo´ el tiempo de co´mputo total de los algoritmos de control,
con la finalidad de apreciar la comparacio´n entre para ambos controladores. En
la Tabla 6.4 se observa el tiempo de co´mputo total para los controladores BI y
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ASTA, en caso nominal. Para este caso, el controlador BI mostro´ menor tiempo de
co´mputo, con una diferencia de tiempo de 900.2ms en comparacio´n con el controlador
ASTA. Por otro lado, para el caso perturbado, el controlador BI (como se muestra
en la Tabla 6.5) muestra menor tiempo de co´mputo con una diferencia de tiempo
de 1160.4ms. Sin embargo, se puede concluir que el controlador BI realiza menos
tiempo de co´mputo que el controlador ASTA.
Caso Nominal - 10s de simulacio´n
Controladores Tiempo - computo total Diferencia de computo
ASTA 5.840860s
900.2ms
BI 4.940573s
Tabla 6.4: Comparacio´n de tiempo de computo, caso nominal.
Caso Perturbado - 10s de simulacio´n
Controladores Tiempo - computo total Diferencia de computo
ASTA 6.652491s
1160.4ms
BI 5.492011s
Tabla 6.5: Comparacio´n de tiempo de computo, caso perturbado.
6.3 Conclusiones
En este cap´ıtulo, se realizo´ un estudio comparativo de las respuestas obtenidas
de los controladores algoritmo super twisting adaptativo y backstepping integral en
simulacio´n aplicados al cuadrirrotor. Adema´s, se consideraron dos casos de estudio,
caso nominal y caso perturbado, do´nde dos sen˜ales fueron utilizadas: sen˜al pulso
y sen˜al senoidal, para representar el comportamiento real de la aeronave. Con es-
tos controladores no lineales se demostro´ la robustez ante dina´micas no modeladas,
incertidumbres parame´tricas y perturbaciones externas. Como consecuencia de las
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respuestas obtenidas en simulacio´n, la que mejor desempen˜o tuvo fue el controlador
porModos Deslizantes de Alto Orden, ya que su respuesta es ma´s ra´pida ante pertur-
baciones. Cabe mencionar que las ganancias de este controlador son adaptativas, lo
que reduce el esfuerzo del control. En el caso nominal, ambos controladores presentan
una robustez similar. Finalmente, cabe mencionar que si la perturbacio´n es mayor a
la cota del control, el sistema deja de ser estable. Por otro lado, se concluyo´ que el
esfuerzo de co´mputo es menor para el controlador BI que para el controlador ASTA,
tanto para el caso nominal como el perturbado.
Cap´ıtulo 7
Conclusiones y trabajos futuros
7.1 Conclusiones
En este trabajo se presentaron dos esquemas de control no lineal robustos para
el control de un veh´ıculo ae´reo no tripulado del tipo cuadrirrotor en presencia de
dina´micas no modeladas, incertidumbres parame´tricas y perturbaciones externas.
Con la finalidad de comparar la eficiencia de estas dos te´cnicas de control, estudios
en simulacio´n han sido presentados.
Debido a que el cuadrirrotor es un sistema subactuado y no lineal, se propuso
usar dos controladores con buena robustez. Primero, el enfoque por Modos Desli-
zantes de Alto Orden, en particular el Algoritmo Super Twisting Adaptativo. Por
otro lado, esta el enfoque Backstepping, el cual se le agrego´ la parte integral para
mejorar la parte de la robustez. Dichas te´cnicas se aplicaron al modelo reducido del
cuadrirrotor, el cual es un sistema subactuado.
En la comparacio´n de estas te´cnicas, la que mejor desempen˜o tuvo fue el con-
trolador por Modos Deslizantes de Alto Orden, ya que su respuesta es ma´s ra´pida
ante perturbaciones, adema´s las ganancias de este controlador son adaptativas, por
lo que reduce el esfuerzo del control. Uno de las ventajas de esta te´cnica es la re-
duccio´n del chattering, en comparacio´n con sus te´cnicas antecesoras, adema´s de que
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posee la propiedad convergencia en tiempo finito. Sin embargo, cabe mencionar que
al momento de efectuar el tiempo de co´mputo, el controlador backstepping integral
tiene una respuesta ma´s ra´pida que el controlador ASTA.
Entonces, de los resultados obtenidos y haciendo una comparacio´n con los
objetivos trazados se puede concluir que:
Se disen˜o´ un controlador con base en las te´cnicas de Modos Deslizantes de Alto
Orden, por sus propiedades de robustez ante incertidumbres parame´tricas y
perturbaciones externas. Resultados: se obtuvo una mejor robustez en te´rminos
del seguimiento de trayectorias ante perturbaciones en comparacio´n con el
controlador BI.
Se disen˜o´ un controlador con base en el enfoque backstepping integral para el
modelo del cuadrirrotor. Resultados: se obtuvo menor tiempo de computo que
el controlador ASTA, con un desempen˜o de robustez aceptable.
Aplicacio´n de turbulencias como perturbaciones externas y verificacio´n del
desempen˜o de los controladores. Resultados: se pudo observar el comporta-
miento de los controladores ASTA y BI, cumpliendo los objetivos de robustez
planteados.
Se realizo´ un estudio de comparacio´n para estas dos te´cnicas de control. Re-
sultados: Se analizo y constato que el controlador ASTA es mas robusto que
el controlador BI, en el seguimiento de trayectorias ante perturbaciones.
Se puede concluir que se obtuvieron los resultados esperados, alcanzando los
objetivos de robustez. En general, los controladores ASTA y BI tienen buenas pro-
piedades para combatir este tipo de problematical de robustez.
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7.2 Trabajos futuros
Para darle continuidad a este trabajo de tesis se recomienda los siguientes
trabajos de investigacio´n:
Disen˜ar un Observador no lineal por Modos Deslizantes de alto Orden para
estimar variables no medibles del sistema.
Realizar un simulador de vuelo en 3D, para una mejor visualizacio´n de las
simulaciones.
Disen˜ar controles para el control de la posicio´n de un cuadrirrotor.
Validar los resultados en una base experimental.
Considerar efectos de retardo existentes en los medios de comunicacio´n en el
UAV.
Cabe mencionar que esta tesis tiene un amplia area de investigacio´n, como los
trabajos futuros ya mencionados. De igual manera a este modelo se le pueden imple-
mentar una amplia variedad de controladores para determinar sus comportamientos,
para futuras investigaciones.
Ape´ndice A
Plataforma experimental
En este ape´ndice, se mostrara´n las partes principales que contienen la plata-
forma experimental. Con la finalidad de conocer el funcionamiento y conformacio´n
de la plataforma experimental, se describira´n cada una de las componentes que lo
constituyen.
En la Figura A.1, se muestra la plataforma experimental realizado en la Uni-
versidad Auto´noma de Nuevo Leo´n, esta plataforma experimental se construyo´ para
implementar leyes de control con el fin de estabilizar la aeronave, controlando la
orientacio´n y altitud de la aeronave.
Figura A.1: Plataforma experimental
Los componentes que constituyen la plataforma experimental son los siguientes:
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Motores (DJI 2212/920KV) y helices
Controladores electro´nicos de velocidad o´ ESC(DJI 30A opto)
Sensores
• Giroscopio (L3G4200D)
• Acelero´metro (ADXL345)
• Magneto´metro (HMC5883L)
• Sensor de presio´n barome´trica (BMP085)
• Sensor de proximidad (HRXL-Maxbotix-WRL)
• GPS (3DR U-BLOX)
Unidad de control (Arduino Due)
Transmisio´n de datos (Xbee pro S2B)
Bater´ıa
Figura A.2: Esquema de los componentes del cuadrirrotor
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En la Figura A.2 se muestra el esquema general de la plataforma experimental
del cuadrirrotor, que representa la distribucio´n de la estructura de cada uno de los
componentes que lo conforman.
A.1 Motores
Los motores son los componentes principales del cuadrirrotor, ya que son los
encargados de impulsar a la aeronave. Existen dos tipos de motores mayor mente
utilizados para el aeromodelismo, los cuales son los motores de DC y los motores
brushless. En este caso se utilizara el motor brushless por la caracter´ıstica que posee,
el cual definiremos a continuacio´n.
Motor Brushless
Los motores brushless son muy utilizados en los veh´ıculos ae´reos no tripulados
para realizar diferentes tareas o maniobras, gracias a que tienen mejor relacio´n en
potencia-peso, menor taman˜o y mayor eficiencia. En la Figura A.3 se muestra un
motor de este tipo.
Motor brushless mejor conocido en espan˜ol como “motor sin escobillas”, se
llaman as´ı debido a que carecen de colector y escobillas o carbones, esta caracter´ıstica
los hace ma´s eficientes. Sin embargo, tienen un costo ma´s elevado con respecto a los
motores de CD.
Las ventajas de los motores brushless son las siguientes:
Mayor eficiencia.
Mayor rendimiento (con respecto a la bater´ıa).
Menor peso para la misma potencia.
Requieren menos mantenimiento al no tener escobillas.
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Figura A.3: Motor brushless DJI 2212/920KV
Relacio´n velocidad/par motor es casi una constante.
Mayor potencia para el mismo taman˜o.
Las desventajas son las siguientes:
Mayor coste de construccio´n.
El control es complejo.
Se necesita un control electro´nico de velocidad para que funciones, lo que in-
crementa el costo.
Enseguida se muestran las especificaciones de los motores brushless utilizados en la
aeronave de prueba:
Modelo: DJI 2212/920KV
Dimensiones: 28X24mm
Rpm/V: 920kv
Peso: 56gr
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Corriente esta´ndar: 15-25A Corriente maxima: 30A
Voltaje requerido: 3S,4S (11.1v 14.8v)
helices recomendadas: 10x4.5(11.1v), 8x4.5(14.8v)
He´lices
La he´lice es un dispositivo meca´nico formado por un conjunto de elementos
denominados palas, montados de forma conce´ntrica que, al girar, las palas trazan un
movimiento rotativo en un plano. Provocando una diferencia de velocidades entre
el fluido de una cara y de la otra. Segu´n el principio de Bernoulli esta diferencia de
velocidades conlleva una diferencia de presiones, y por lo tanto aparece una fuerza
perpendicular al plano de rotacio´n de las palas hacia la zona de menos presio´n. Esta
fuerza es la que se conoce como fuerza propulsora de aeronave.
A.2 Controladores electro´nicos de velocidad
(ESC)
El controlador electro´nico de velocidad o ESC por sus siglas en ingle´s “Elec-
tronic Speed Control” ver Figura A.4, es un circuito electro´nico que se encarga de
generar una sen˜al trifa´sica que alimenta el motor. La velocidad de rotacio´n se var´ıa
mediante una sen˜al suministrada por el PWM.
Adema´s, incorpora varios tipos de proteccio´n:
Proteccio´n de baja tensio´n. Esta proteccio´n sirve para apagar el motor de
inmediato o bajar la potencia cuando la entrada de tensio´n cae por debajo del
umbral de proteccio´n.
La pe´rdida de la proteccio´n de sen˜al. Se reduce la potencia automa´tica-
mente al 20% o menos cuando se pierde la sen˜al durante 1 segundo
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Figura A.4: Controlador electro´nico de velocidad DJI 30A OPTO
La proteccio´n del sobre calentamiento. Cuando la temperatura aumenta
hasta por encima de 110 ◦ C, la potencia es reducida hasta un 35%.
Hardware auto-comprobacio´n. El sistema comprobara por si mismo cuan-
do la bater´ıa este conectada. Cualquier falla de hardware, provocara 20 sonidos
cortos en forma de “Beep”.
Enseguida se muestran las especificaciones de los controladores electro´nicos de velo-
cidad que sera´n utilizados en la aeronave de prueba:
Modelo: DJI 30A OPTO
Corriente: 30A
Frecuencia compatible: 30Hz - 450Hz
Voltaje requerido: 3S,4S (11.1v 14.8v)
A.3 Sensores
Los sensores son dispositivos que miden magnitudes f´ısicas, tales como despla-
zamiento, velocidad angular, aceleracio´n, presio´n, etc. transforma´ndolas en variables
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ele´ctricas.
Los utilizados en esta plataforma experimental son el giroscopio, magneto´me-
tro, acelero´metro, sensor de presio´n, sensor de proximidad y GPS; de los cuales los
primeros cuatro sensores vienen integrados en una IMU (por sus siglas en ingle´s
“Inertial Measurement Unit”) con 10 grados de libertad (10DOF), como se mues-
tra en la Figura A.5. Adema´s, tanto el sensor de proximidad como el GPS esta´n
conectados por separado.
Figura A.5: IMU con 10DOF
A.3.1 Giroscopio
Un giroscopio o giro´scopo es un objeto esfe´rico, o en forma de disco, montado en
un soporte carda´nico, montado de manera que puedan girar libremente en cualquier
direccio´n.
Una vez puesto en movimiento mantiene siempre la orientacio´n, y se orienta
hacia el norte geogra´fico, de esta manera, el giroscopio da una orientacio´n precisa,
de otra manera, indica los desplazamientos que tiene en sus ejes y proporciona la
posicio´n exacta respecto al punto de partida.
Los movimientos girosco´picos han tenido un gran nu´mero de aplicaciones. La
tendencia a mantener fija la orientacio´n en el espacio del eje de rotacio´n del giro´scopo
Ape´ndice A. Plataforma experimental 82
se emplea para estabilizar barcos, en los sistemas de navegacio´n automa´tica de los
aviones, en el sistema de direccio´n de torpedos y misiles, etc.
En la Figura A.6, se muestra un giroscopio de tres ejes, que normalmente esta´n
presentes en las IMU.
Figura A.6: Giroscopio de 3 ejes
A.3.2 Acelero´metro
Los acelero´metros son dispositivos electromeca´nicos que detectan las fuerzas de
aceleracio´n, ya sean esta´ticas o dina´micas. Las fuerzas esta´ticas incluyen la gravedad,
mientras que las fuerzas dina´micas pueden incluir vibraciones y movimientos.
Los acelero´metros son dispositivos que miden la aceleracio´n, que es la razo´n
de cambio de la velocidad de un objeto. Esto se mide en metros por segundo al
cuadrado (m/s2) o en las fuerzas G (g). Los acelero´metros son u´tiles para detectar
las vibraciones en los sistemas o para aplicaciones de orientacio´n. En la Figura A.7
se muestra un acelero´metro de tres ejes.
Cabe mencionar que tanto el acelero´metro como el giroscopio son sensores
fundamentales para medir la orientacio´n del veh´ıculo ae´reo no tripulado.
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Figura A.7: Acelero´metro de 3 ejes
A.3.3 Magneto´metro
Un magneto´metro es un sensor capaz de medir el campo magne´tico terrestre y
mostrarlo en 3 componentes cartesianas, es decir, un valor para cada uno de los ejes
x, y y z. De esta forma mediante un magneto´metro y sus datos se puede obtener
datos muy precisos de la orientacio´n del sensor respecto al polo norte, como una
bru´jula digital. Debido a estas propiedades los magneto´metros son muy utilizados
en aeronaves. En la Figura A.8 se muestra un magneto´metro o bru´jula digital.
Figura A.8: Magneto´metro de 3 ejes
A.3.4 Sensor de presio´n barome´trica
El sensor de presio´n barome´trica es una tarjeta electro´nica que permite lecturas
de presio´n y temperatura de alta precisio´n y bajo consumo de energ´ıa. El sensor de
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presio´n ofrece un rango de medicio´n de 300 a 1100 hPa (Hecto Pascal), con una
precisio´n absoluta de hasta 0.03 hPA. Este sensor utiliza la tecnolog´ıa piezo-resistiva
con robustez EMC, alta precisio´n y linealidad, as´ı como con estabilidad a largo plazo.
Este tipo de sensores pueden ser utilizados para calcular la altitud con bastante
precisio´n, por lo que son muy u´tiles en UAVs. En la Figura A.9 se muestra un sensor
de presio´n barome´trica.
Figura A.9: Sensor de presio´n barome´trica
A.3.5 Sensor de proximidad
Un sensor de proximidad es un transductor que detecta objetos o sen˜ales que se
encuentran cercanos del elemento sensor. Existen varios tipos, en este caso usaremos
el sensor ultraso´nico.
Los sensores ultraso´nicos A.10 son detectores de proximidad que detectan ob-
jetos a distancias que van desde pocos cent´ımetros hasta varios metros. El sensor
emite un sonido y mide el tiempo que la sen˜al tarda en regresar. Estos reflejan en un
objeto, el sensor recibe el eco producido y lo convierte en sen˜ales ele´ctricas, las cuales
son elaboradas en el aparato de valoracio´n. Estos sensores trabajan solamente en el
aire, y pueden detectar objetos con diferentes formas, diferentes colores, superficies
o de diferentes materiales. Los sensores operan segu´n el tiempo de transcurso del
eco, es decir, se valora la distancia temporal entre el impulso de emisio´n y el impulso
del eco.
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Una de las ventajas de estos sensores es que no necesitan contacto f´ısico con el
objeto. Por otro lado, las desventajas que presentan estos dispositivos son las zonas
ciegas y el problema de las falsas alarmas.
Figura A.10: Sensor ultraso´nico
A.3.6 Sistema de posicionamiento global (GPS)
El sistema de posicionamiento global o GPS (por sus siglas en ingle´s “Global
Positioning System”) A.11, es un sistema de navegacio´n basado en un conjunto de
sate´lites, que permite determinar la posicio´n de un objeto (una persona, un veh´ıculo
o un objeto) en cualquier parte de la tierra con cierta precisio´n.
Ahora bien, para determinar la posicio´n de un objeto, el GPS calcula el valor
de la longitud, en referencia al meridiano de Greenwich, el valor de la latitud y, por
u´ltimo, el valor de la altitud. Para ubicar un punto, es esencial como mı´nimo cuatro
sate´lites, y el receptor GPS recibe las sen˜ales y hora de cada uno de ellos, y a trave´s
de la triangulacio´n calcula la posicio´n donde se encuentra dicho objeto.
A.4 Unidad de control
En nuestra plataforma se usara el Arduino Due como una unidad de control
que se encargara de procesar toda la informacio´n.
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Figura A.11: Sistema de posicionamiento global 3DR U-BLOX
El Arduino Due es la primera placa de desarrollo de Arduino basado en ARM
(microcontrolador mejorado). Esta placa esta basada en un potente microcontrolador
ARM CortexM3 de 32bit, programable mediante el IDE (Ambiente de desarrollo in-
tegrado por sus siglas en ingle´s “Integrated Development Environment”) de Arduino.
Por otro lado, aumenta la potencia de ca´lculo disponible para los usuarios de Ar-
duino, manteniendo el lenguaje de programacio´n lo ma´s compatible posible para
cualquier otro dispositivo.
El Arduino Due [1] se muestra en la Figura A.12, dispone de 54 pines digitales
de entrada / salida (los cuales 12 pueden utilizarse para salidas PWM), 12 entradas
analo´gicas, 4 UARTs (del ingle´s “Universal Asynchronous Receiver Transmitter”),
un reloj de 84 MHz, una conexio´n USB OTG (del ingle´s “On-The-Go”), 2 DAC (del
ingle´s “Discretionary Access Control”) digital a analo´gico, 2 TWI (del ingle´s “Two-
Wired-Interface”), un conector de alimentacio´n, un cabezal SPI (del ingle´s “Serial
Peripheral Interface”), un cabezal JTAG (del ingle´s “Joint Test Action Group”),
un boto´n de reinicio y un boto´n de borrado. Tambie´n tiene algunas caracter´ısticas
interesantes como DACs, Audio, DMA (del ingle´s “Direct Memory Access”), una
biblioteca multitarea experimental y ma´s.
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Figura A.12: Arduino Due [1]
A.5 Transmisio´n de datos
La transmisio´n de datos de la plataforma experimental se hara´ mediante una
red inala´mbrica con los dispositivos Xbee.
Los dispositivos XBee [3], se muestran en la Figura A.13, son pequen˜os chips
azules capaces de comunicarse unos con otros de forma inala´mbrica. Los mo´dulos
XBee son soluciones integradas para la interconexio´n y comunicacio´n entre dispo-
sitivos por medio de la red inala´mbrica. Estos mo´dulos utilizan el protocolo de red
llamado IEEE 802.15.4 para crear redes FAST POINT-TO-MULTIPOINT (punto
a multipunto); o para redes PEER-TO-PEER (de punto a punto). Los dispositivos
Xbee fueron disen˜ados para aplicaciones que requieren de un alto tra´fico de datos,
baja latencia y una sincronizacio´n de comunicacio´n predecible.
Figura A.13: Dispositivos Xbee [3]
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A.6 Bater´ıa Li-Po
Las bater´ıas Li-Po (abreviatura de Litio y pol´ımero), como se muestra en la
Figura A.14, son muy usadas en sistemas ele´ctricos de radiocontrol especialmente en
aeronaves, debido a su gran capacidad de almacenamiento de energ´ıa y su taman˜o
reducido.
Las bater´ıas Li-Po tienen 3 ventajas importantes en comparacio´n con las ba-
ter´ıas Ni-Cd/Ni-Hmm:
Ligeras y se pueden construir de casi cualquier taman˜o
Tienen gran capacidad de carga
Tienen una tasa de descarga alta para alimentar a los sistemas ele´ctricos ma´s
exigentes
Sin embargo, sus principales desventajas son las siguientes:
Problemas de seguridad, a causa del electrolito vola´til, pueden incendiarse o
explotar.
Requieren de un cuidado u´nico y adecuado, para que tengan una vida prolon-
gada.
Figura A.14: Bater´ıa Li-Po
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