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Selective Sampling Importance Re-Sampling
Particle Filter Tracking with Multi-Bag Subspace
Restoration
Mark David Jenkins, Peter Barrie, Tom Buggy, Gordon Morison
Abstract—The focus of this paper is a novel object tracking
algorithm which combines an incrementally updated subspace
based appearance model, reconstruction error likelihood function
and a two stage Selective Sampling Importance Re-Sampling
particle filter with motion estimation through autoregressive
filtering techniques. The primary contribution of this work is
the use of multiple bags of subspaces with which we aim to
tackle the issue of appearance model update. The use of a multi-
bag approach allows our algorithm to revert to a previously
successful appearance model in the event that the primary model
fails. The aim of this is to eliminate tracker drift by undoing
updates to the model that lead to error accumulation and to re-
detect targets after periods of occlusion by removing the subspace
updates carried out during the period of occlusion. We compare
our algorithm with several state of the art methods and test on
a range of challenging, publicly available image sequences. Our
findings indicate a significant robustness to drift and occlusion
as a result of our multi-bag approach and results show that our
algorithm competes well with current state of the art algorithms.
Index Terms—Object Tracking, Particle Filter, SSIR, Appear-
ance Model
I. INTRODUCTION
V ISUAL object tracking is a vital component in the worldof computer vision and machine intelligence. Several
challenges become apparent during the development of such
a system. Object appearance changes through events such
as pose variation, object rotation, scale changes, changes
in illumination and motion blur, all of which are inherent
in video sequences due to their dynamic nature, present a
challenge to tracking algorithms. These changes in appearance,
in combination with occlusion and background clutter make
successful object tracking a highly complex and demanding
task. Despite the considerable amount of research carried out
in this area in recent years, there has yet to be the development
of a definitive solution which is capable of handling all of
the aforementioned challenges. A complete review of current
object tracking methods is beyond the scope of this paper and
a much more in-depth background into the various methods
of object tracking can be found in the surveys by Yilmaz et
al. [1], Cannons [2] and Yang et al. [3].
Applications of visual object tracking are vast and cover
a multitude of fields. Tasks such as video surveillance [4],
human-machine interaction [5], [6], automated vehicle control
[7] and human behaviour analysis [8] all benefit from vision
systems and utilise object tracking heavily. Methods of visual
object tracking fall into one of two categories; generative
and discriminative. Discriminative methods [9]–[12] generally
require large training sets as they aim to tackle the tracking
problem by utilising a classifier to separate the target object
from the background or non-target objects. On the other hand,
generative methods [13]–[15] aim to find the target object
though comparison of an image region against a specific
appearance model. We will focus more on the generative
methods in this paper.
The particle filter is utilised extensively in visual object
tracking [16]–[19]. The algorithm proposed in this paper
utilises a selective sampling importance re-sampling (SSIR)
particle filter framework in combination with a motion esti-
mation algorithm which aims to maximise the probability of
sampling in region of the image most likely containing the
target. Our basic appearance model utilises a set of principal
eigenvectors which is common among particle filter tracking
algorithms [16], [20]. We employ a reconstruction error based
detection method and target censorship system utilising the
error variance which aims to evaluate the strength of a target
match and allow for poor matches to be ignored. The primary
contribution of this work is the way in which we construct our
appearance model as a two stage bag of subspaces and update
in such a way that the algorithm is capable of restoring the
appearance model to a previous state should the primary model
become polluted with offset or occluded updates.
The remainder of this paper is presented as follows;
• Section II - work related to this research and a rationale
for several key algorithm attributes
• Section III - details the components which result in our
final algorithm including the major contribution of our
work which is the use of multiple subspace bags for
appearance model restoration
• Section IV - performance evaluation of our algorithm
along with 14 other state of the art algorithms
• Section V - in depth discussion of the algorithm perfor-
mance on a selection of image sequences
II. RELATED WORK
Generative tracking methods can be broadly described in
three main stages; some model of the target is generated, the
best match to this model is located in the subsequent frame and
the model is updated to adapt to changes. Appearance models
can take a number of forms such as correlation filters [21]–
[23], subspaces [14], [16], [24] or intensity models [25]–[27].
A combination of representations is also common as in [28]
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where Danelljan et al. aim to improve the effectiveness of the
correlation filter model through the incorporation of colour.
Regardless of the appearance model utilised, an effective
update scheme must be implemented to allow the algorithm
to adapt to changes in the target. There is considerable debate
as to the most effective method of updating the appearance
model and each method comes with its own set of problems.
The most naive of these update methods is to continuously
replace the model after each frame with the newly estimated
target. Matthews et al. [29] address the fundamental issue
with sequential update which is that of tracker drift. Naive
sequential update inevitably leads to error accumulation re-
sulting in a steady increase in drift away from the target. The
proposed solution to this is to retain some quantity of the
target appearance in the initial frame and incorporate this into
the appearance model during the update. This technique can
be found in some form in many of the generative tracking
methods [16], [23], [30] and has shown a significant decrease
in tracker drift. Appearance model update presents a second
challenge; when or when not to update. Updating the appear-
ance in the event of occlusion can cause the model to learn
false data which negatively impacts tracking performance.
Some algorithms attempt to detect occlusion as it is happening
and postpone updates during this time [31], [32] while others
look to update the portion of the appearance model which
is not occluded and leave the occluded section unchanged
[33], [34]. A third method is to allow constant updates but to
provide the algorithm with the option of reverting to an older
appearance model which has not been contaminated or undo
these updates [24], [35]. We employ a method similar to this
but with a two independent bags of subspaces in combination
with the possibility of generating new subspaces which will
be explored fully later in this paper.
It is highly computationally inefficient to search an entire
image on each frame when tracking an object and probability
dictates that the target is most likely to be within some radius
of its previous location. As a result, multiple methods of
searching for possible target locations have been formulated.
The grid search method employed by Babenko et al. [36]
for example, centres its search region around the previous
target location and then performs an exhaustive search of
a specified radius to find its target. Correlation filters theo-
retically perform the same operation but more efficiently by
exploiting frequency domain techniques [21]–[23] to analyse
the entire search region in one operation. Another popular
technique is the particle filter. This technique involves random
sampling of the region surrounding the previous target location
but taking into account the prior probability of that location
containing the target. This is usually done by sampling with
replacement which encourages higher weighted locations to be
sampled multiple times and thus increasing their probability.
The commonality with these methods is the starting point
of any sort of search. Each method centres its search at the
location of the target in the previous frame which may not
be the most effective location, especially in the instance of
a fast moving target. For this reason we employ a particle
filter with a motion estimation stage which predicts the next
target location based on its previous trajectory and centres
the particle filter on this new location to provide a higher
likelihood of locating the target [37], [38].
III. PROPOSED ALGORITHM
In this paper we utilise a multi-stage particle filter frame-
work. Stage one of this particle filter is a standard sample
importance re-sampling (SIR) particle filter which re-samples
based on the weights of the samples in the previous frame
while the second stage utilises a linear autoregressive (AR)
filter to predict the object position based on its previous tra-
jectory using the Burg method [39] to target sampling towards
the most probable object location. We evaluate the likelihood
of an image patch containing the target by minimising the error
between the patch and its reconstruction from the appearance
model basis [24]. Even the most robust form of appearance
model will degrade rapidly over time without an appropriate
update strategy and as a result, the method by which we
handle the model update problem forms the main contribution
of this work. We utilise two bags of subspaces, one updated
with regards to tracking importance and the other updated
temporally to allow for appearance model restoration should
the current model fail due to drift or occluded updates.
The remainder of this discussion is divided into several
sections covering the main components of our algorithm.
Section A covers the basic particle filter framework utilised
while Section B presents further details on the second stage of
the particle filter utilising the autoregressive motion estimation.
Section C describes the form of appearance model used.
Section D discusses the method used to determine the target
likelihood given the current appearance model. Finally Section
E presents the main contribution of this work; the multi-
bag appearance model. This section describes how the use of
multiple bags of subspace models can be utilised to revert to
a more representative appearance model in the event that the
primary model becomes ineffective, significantly increasing
tracker performance. Figure 1 shows the overall flow of the
algorithm and indicates which section of the paper details each
of the stages.
A. Particle Filter Framework
The base of this algorithm is the particle filter [40]
which allows for the estimation of the posterior probability
density function of state variables characterising a dynamic
system using Bayesian sequential sampling. If Z1:t−1 =
{z1, z2, ..., zt−1} denotes all previous observations up until
time t−1 andXt is the affine motion parameters, (tx, ty, w, h)
where tx and ty describe the translation and w and h describe
the width and height of a given affine parameter X in
frame t. The predicted distribution of Xt is then given by
p (Xt|Z1:t−1) which can be recursively calculated as:
p (Xt|Z1:t−1) =
∫
p (Xt|Xt−1) p (Xt−1|Z1:t−1) dXt−1
(1)
Using the observation likelihood p (Zt|Xt) and observation
Zt and can update the state vector using Bayes rule as follows:
p (Xt|Z1:t) =
p (Zt|Xt) p (Xt|Z1:t−1)
p (Zt|Z1:t−1)
(2)
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Fig. 1. Flowchart showing the general operation of the algorithm on frame t. The algorithm has been divided into three sections; the SSIR particle filter
discussed in Section III A and B, the appearance model and likelihood calculation from Section III C and D and the update of the bags of subspaces presented
in Section III E.
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lihood of observation Zt given the affine parameters Xit, the
calculation of which is discussed in Section D.
The sampling importance re-sampling (SIR) filter has char-
acteristics that allow the importance distribution to be given
by q (Xt|X1:t−1,Z1:t) = p (Xt|Xt−1) and the likelihood,
p (Zt|Xt), of the observation can be normalised to provide
the weights.
This method, although generally effective, can encounter
difficulties in complex situations where the weights are not
accurate enough to allow for a dense sampling around the
new target location. Obviously this is not optimal which is
why we utilise a two stage (SSIR) particle filter which is
detailed in the following section. The SSIR has the advantage
of being selective in where it draws its samples by taking
into account the motion of the target independently from the
particle weights as well as the importance of the samples in
the previous frame.
B. Particle Filter with Motion Estimation
The sampling technique utilised in our algorithm is an SSIR
particle filter [38]. This is a modification of the standard SIR
particle filter in that it attempts to maintain a good distribution
of particles around the probable target location even in the
event of an imperfect appearance model. In the SIR particle
filter, the distribution of particles at time t is dependant on the
particle weights at time t − 1. In complex situations the ap-
pearance model may not be robust enough to provide weights
which are accurate enough to result in a dense distribution
of particles around the true target location. The SSIR aims
to address this by utilising a secondary motion estimation
technique to predict the new target location independent of
the particle weights. As it is unlikely that the position of a
target will change drastically from one frame to the next, the
motion in a small number of previous frames can be used
to predict the new location. Assuming that the particles with
the lowest weights are the particles most likely to have been
misdirected and therefore least likely to be located near the
target it makes sense to attempt to improve the positioning of
these particles. To this end the SSIR takes a selection of the
lowest weighted particles and redistributes them around the
new predicted target location in an attempt to ensure that the
new target location is sampled as densely as possible.
A standard SIR particle filter draws particles from the area
surrounding the previous target location based on the weights
of the particles in the previous frame. We utilise this standard
technique as stage one of our particle filter but acknowledge
that this solution is not optimal in the case of a moving target.
Rather than draw particles exclusively from the area around
the previous target location, we utilise a motion estimation
algorithm to direct the second stage of our particle filter to the
most probable target location based on its previous trajectory
before drawing samples. On a given frame t, we take the N
samples from the previous frame, t − 1, and select the N1
particles with the largest weights which are then re-sampled to
give us our first N1 samples in the current frame. To generate
our remaining N2 samples, where N = N1 +N2 and N2 <<
N1, we first have to determine the predicted state of the target
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based on its trajectory in the previous b frames. As the number
of particles taken from N to form N2 is very small (N2 <<
N1) and these particles are the N2 particles in N with the
lowest weight it is assumes that this has a minimal impact on
the distribution of the remaining N1 particles. This is because
it is assumed that the particles with the lowest weights are
outliers and therefore contribute little to the sampling in the
following frames. We direct only a small set of particles to the
estimated location to maintain as much of the standard particle
filter operation as possible while increasing the probability of
an accurate sampling through better utilisation of the lowest
weighted particles.
To estimate the target location based on its previous trajec-
tory we utilise a linear autoregressive filter which estimates




civt−i + ǫt (4)
in which ǫ is assumed to be Gaussian noise, ci are the
filter coefficients and n is the filter order. We calculate the
coefficients, ci, using the Burg algorithm [39] which aims to
minimise both forward and backward prediction errors while
ensuring that the Levinson-Durbin recursion is satisfied. This
motion of a given target is assumed to be independent in
the horizontal and vertical directions and thus we find our
predicted location coordinate as:








where x and y are vectors containing the previous b target
coordinates.
Using this predicted location, Lp, as the origin for our
second particle filter and by using a Gaussian distribution to
model p (xt|xt−1) we draw the remaining N2 particles. We
then select our final N particles which are used to calculate
our target likelihood as N = N1 ∪N2.
C. Appearance Model
To generate our appearance model we calculate a low-
dimensional subspace generated and sequentially updated us-
ing the technique made popular by the IVT algorithm [16].
This is an incremental principal component analysis technique
based on the the Sequential Karhunen-Loeve algorithm by
Levy and Lindenbaum [41]. The subspace will be described by
a basis consisting of a set of principal eigenvectors, U i, and
the pixel-by-pixel mean of the input images, µi. The benefit of
this approach is that, after the initial basis has been created,
new data in the form of more recent images of the target
object can be incorporated into the basis without the need for
a complete recalculation. This means that, unlike traditional
methods [42], [43], it is not necessary to store all of the image
patches containing the target when tracking which quickly
requires large amounts of storage. Updating the basis in this
way allows for adaptation to changes in the target over time but
logically if the target is changing then its new appearance must
start to differ from its original appearance. To accommodate
this, the update incorporates a forgetting factor. This forgetting
Algorithm 1 Likelihood Calculations
Require: N1 and N2 particles from previous frame
1: match found = false
2:
3: for {B1}k1i=1 do
4: Calculate ‖Φi‖ from (7)
5: if (min (‖Φi‖) /2) < σi then





11: if !match found then
12: Sort B2 by descending weight
13: for {B2}k1i=1 do
14: Calculate ‖Φi‖ from (7)
15: if (min (‖Φi‖) /2) < σi then










23: if !match found then
24: Calculate new subspace Sn





factor us used to gradually remove old data from the basis
as the new data is incorporated. The result is an appearance
model which reflects the appearance of the target in a recent
temporal window.
To create our initial basis we utilise 100 image patches
taken from the first frame. Starting with our manually labelled
ground truth bounding box at location (xg,yg), we take 10
random translations of this image patch with the new locations
(xn,yn) constrained independently in the x and y directions
as xn < xg ± 0.01 · imw and yn < yg ± 0.01 · imh
where imw and imh are the width and height of the image
respectively. Each of these locations is then used to generate
a further 10 image patches calculated as randomly scaled







. The maximum rotation and scale
variations allowed are defined as ±0.175 radians and ±1%
of the original size respectively. Finally we can calculate





and our mean µ is an image patch consisting of the
pixel-by-pixel mean of the 100 patches. Conforming with work
which utilise a similar appearance model we use only the 5
principal eigenvectors of the basis in our appearance model.
This has been shown to accurately capture the appearance of
a target while providing a suitably small appearance model
[14], [16].
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Fig. 2. 6 sequential frames of the Sylvester sequence showing the appearance model restoration rectifying tracker drift. For illustrative purposes we show only
one subspace per bag. The subspace highlighted in red is the current tracking subspace in Bag 1 and the subspace highlighted in blue is the best subspace in
Bag 2 which is restored when no subspaces in Bag 1 are sufficient.
D. Target Likelihood
In order to determine the likelihood that a given image
patch It accurately represents the target, we evaluate the
reconstruction error ‖Φi‖ between the image patch and a
subspace Si within the appearance model. This is based on
the theory that an image patch which contains the target
will be well represented within the basis and can therefore
be accurately reconstructed. Assuming that the likelihood is
inversely proportional to the reconstruction error [24], [38] the
image patch with the lowest error is most likely to accurately
represent the target object.
The image patch It can be reconstructed from subspace Si
using equation (6), resulting in the reconstructed image patch
Iˆt,i.
Iˆt,i = U iU
T
i (It − µi) + µi (6)
Taking the l2 norm of the pixel-wise difference of the original





As the likelihood is inversely proportional to the reconstruc-
tion error it can be represented as:
p (It|Si,Xt) ∝ exp(−η ‖Φi‖
2
) (8)
with a constant value η. The final probability can then be
expressed as:






where ωi is the weight factor of the ith subspace, the cal-
culation of which is discussed in the following section. This
allows us to find the image patch with the largest weight I∗t
and its location parameters X∗t by normalising the probability
from (9) and selecting the maximum value. We will also refer
to the subspace against which the best match was made as the
detection subspace; S∗i .
E. Bags of Subspaces
The primary contribution of this work is the manner in
which we store and utilise previous appearance models in
multiple bags to allow for model restoration in the event
that the primary models become unable to track the target.
Rather than have a single appearance model which is updated
temporally as in algorithms such as IVT [16] and KCF
[23] we use two bags of appearance models. When updating
an individual model we utilise the technique employed in
[16] but attempt to remove the negative implications of an
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uncensored temporal model update. To achieve this, we utilise
2 bags of subspaces, B1 and B2 where each subspace is
an individual appearance model. The bag B1 is the primary
subspace bag and contains the current subspace being used
in the tracking process and k1 − 1 other subspaces which
are initialised as copies of the primary subspace such that
{B1}
k1
i=1 = {S1,S2, ...,Sk1} where Si denotes a single
appearance model. These subspaces are updated based on their
tracking success over time. The bag B2 contains a further k2
subspaces which are temporally distributed snapshots of the
current tracking subspace. These snapshots are taken every δ
frames and if the bag is full (i.e. contains k2 subspaces), the
oldest subspace is replaced to maintain a temporal window of
subspaces. Through the remainder of this work we will use
the following notation when discussing the bags of subspaces.
B1 refers to the entirety of bag 1 and all subspaces contained
within it while B2
1
refers to the second subspace within B1.
Notation such as {B1}3i=1 would refer to subspaces i = 1 : 3
within B1.
The concept behind this multi-bag approach is that B1 con-
tains a selection of subspaces which have been very successful
at one time during the tracking process and therefore have a
high weight regardless of their age. B2 on the other hand
captures the successful subspace temporally as tracking pro-
gresses independent of how long that particular subspace has
been tracking or how highly it is weighted. The combination
of these two bags gives the algorithm a much better chance of
not just recovering from poor model updates but doing so in
a way that is most beneficial to successful tracking based on
the target appearance at that time. This is useful in recovering
from occlusion, out of view targets and tracker drift.
To describe how these bags are utilised and how the
subspaces within them are updated we will refer to algorithm
1 which shows how the likelihood of a given set of particles is
evaluated against these bags. Before this discussion can take
place it should be noted that each subspace has several param-
eters associated with it such that Si = {U i,µi, ωi, ci, fi, σi}
which represent the basis (U i), mean (µi), weight (ωi),
tracking count (ci), forgetting factor (fi) and variance of the
error (σi).
During the tracking process, the subspaces in B1 are
ordered by highest weight before the tracking process begins.
We start with the highest weighted subspace and evaluate the
error using (7). The minimum error, relating to the particle
with the highest probability, is compared to the variance of the
error associated with the subspace, σi, the calculation of which
is detailed later in this section. The subspace is only deemed
to have correctly detected the target if half the minimum error
is less than σi, otherwise we move to the next subspace in
B1 and again attempt to locate the target. Assuming that one
of the subspaces in B1 returns an error which satisfies the
variance test we will utilise this subspace for tracking in this
frame and do not need to evaluate the remaining subspaces in
B1 or any of B2. We will refer to this detection subspace as
S∗ throughout the remainder of this section.
Every δ frames the tracking subspace S∗ is copied to B2
where it is stored for future use under the assumption that it
was successful at one point in time and therefore may be useful
in the future. If the entirety of B1 is evaluated and no suitable
match is determined we move to B2 and attempt to revert to a
previously successful appearance model to continue tracking.
Each of the subspaces contained in this bag are evaluated in
the same manner as B1 starting with the highest weighted
and descending progressively. If one of the subspaces in B2
satisfies the variance test then the lowest weighted subspace
in B1 is replaced with the matched subspace from B2 and
thus the appearance model has been restored to a state more
representative of the target at this time.
There is, of course, the possibility that all of the subspaces
in B1 and B2 fail. In this case we create a new subspace, Sn
which is calculated from the image patch from frame 1 along
with the image patches from the previous γ frames and uses
all of the standard parameters given in Section IV. We then
find the minimum error against this subspace and select that
location as the new target and the lowest weighted subspace
in B1 is replaced with Sn. As this will only ever occur in
the event that B1 and B2 fail we use this as a last resort in
an attempt to continue tracking when all other subspaces have
become ineffective.
The final stage after the detection of the target object is
to update the basis and the mean of the subspace which suc-
cessfully carried out the detection (S∗) and also to recalculate
several of the parameters associated with each of the subspaces
in B1. Updating the mean and basis is carried out using the in-
cremental principal component analysis technique popularised
by Ross et. al in the IVT algorithm [16]. Depending on the
result of the tracking process, certain parameters associated
with each subspace must be modified as shown in Algorithm
2. For each subspace in B1, the weight (ωi) is recalculated as
[38]:
ωi = (1− Λω)ωi + αΛω (10)
The weight of a subspace is only ever increased if that
subspace is S∗, the detection subspace, in which case the
value of α is set to 1. For all other subspaces, α is set to 0
and the weight is reduced due to the update parameter Λω. For
the detection subspace, the tracking counter ci is incremented
which allows the forgetting factor of the subspace, fi, to be
updated using [38]:






where fo and ϕ are static parameters. This forgetting factor
will only be updated in the event that the subspace is the
detection subspace as only then will the value of ci change.
Finally the variance of the error, σi, associated with the
detection subspace is updated with respect to the update
parameter Λv as follows [38]:
σi =
√
(1− Λv)σ2i + Λv ‖Φi‖
2 (12)
Figure 2, which shows 6 consecutive frames of the Sylvester
sequence, illustrates the multi-bag operation more clearly.
For illustrative purposes we show only one subspace in B1,
indicated in red, and one subspace in B2 indicated in blue.
The figure shows that the current tracking subspace (red) in
frames 935-937 has started to drift due to error accumulation.
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Algorithm 2 Subspace Parameter Recalculation
Require: Bag B1
1: for {B1}k1i=1 do
2: α = 0
3: if Si is the matched subspace then
4: α = 1
5: Increment ci
6: Update error variance (σi) using (12)
7: Update forgetting factor (fi) using (11)
8: end if
9: Update subspace weight (ωi) using (10)
10: end for
In frame 938 the error becomes too high and the subspace
fails to pass the variance test. At this time, as all other
subspaces in B1 also fail to track, the best subspace from
B2 is moved to B1 and is used to correct the drift and
continue tracking as indicated in green. This appearance model
restoration significantly increases the tracker accuracy and its
robustness to drift and occlusion. It should be noted that in
the event that this second bag of subspaces is never utilised,
the algorithm should theoretically exhibit performance similar
to the SSIR algorithm [38] and this is discussed further in
Section V.
IV. EXPERIMENTAL PROCEDURE AND RESULTS
The evaluation of our algorithm was carried out on a range
of challenging publicly available image sequences from [44]
and we compare our results against 14 of the state of the
art tracking algorithms; ASLA [45], CSK [22], CT [26], DFT
[30], DSST [46], FCT [47], IVT [16], KCF(grayscale features)
[23], KCF HOG(HOG features) [23], L1 [48], MIL [36],
Struck [49] and TLD [11]. We also include our implementation
of SSIR [38] as code is not currently available.
In the interest of fair comparison of algorithms, we use static
parameters throughout all testing so that no algorithms are
tuned to specifically meet the requirements of a given image
sequence. For consistency, if an algorithm has parameters
which can be tuned, we use the parameters set by Wu et al.
[44] when they carry out their algorithm evaluation or the
parameters set by default in the code provided by the authors.
In our algorithm, the following parameters were used and
remained constant throughout the testing procedure. For the
particle filter we set N = 600 as the total number of
particles, N1 = 500 particles from the previous frame,
N2 = 100 particles from the autoregressive prediction and
the diagonal covariance matrix with elements that define the













corresponding to the x and
y translation and the scale respectively [24].
In the autoregressive Burg calculations, we take into account
the object trajectory over the past b = 6 frames and set n = 2
for a second order filter [24]. Each time a subspace is created,
it is initialised with the following parameters; ωi = 0.1, ci =
0, fi = 0.5 and σi = 5. The update parameters Λω, Λv, fo
and ϕ are set to 0.01, 0.02, 0.99 and 0.5 respectively [38].
When a subspace is moved into B2, it retains its current
weight, forgetting factor and error variance but its tracking
count ci is reset to 0. The lengths of B1 and B2 were
empirically set to k1 = k2 = 3 respectively. The use
of bag sizes greater than this seemed to have little benefit
to the tracking performance of the algorithm but obviously
had greater computational overheads. The highest weighted
subspace from B1 is copied to B2 every δ = 10 frames. In
the event that a new subspace must be created, we use the
previous γ = 5 frames along with frame 1, the introduction
of which has been shown to reduce tracker drift [29].
Our performance evaluation is carried out using 2 inde-
pendent metrics, centre location error (CLE) and percentage
area overlap (Score) both of which are commonly used in
the evaluation of object trackers [50]. CLE is calculated as
the distance in pixels between the centre of the ground truth
bounding box (G) and the tracker bounding box (T ):
CLE =
√
(Gx − Tx)2 + (Gy − Ty)2 (13)
while the Score is calculated as:
Score =
area (G ∩ T )
area (G ∪ T )
(14)
Tables I and II show the average CLE and average Score for
all of the evaluated trackers across the range of 20 image
sequences. It should be noted that the TLD algorithm often
fails to report a bounding box for frames in a sequence making
any CLE calculations inaccurate and as a result no CLE is
reported for the TLD on these sequences [51]–[53]. The graphs
in Figure 3 show the CLE for the 6 trackers with the lowest
average CLE (OURS, KCF HOG, SSIR, STRUCK, KCF and
DSST). For clearer visualisation we do not show the full error
range and instead focus on a smaller range. While this can
result in some of the higher errors being missing from the
graphs it allows for a clearer representation of the lower errors
where the algorithms are actually tracking the target.
The operating speeds of the algorithms compared in this
paper vary greatly from 332 frames per second (KCF) to 2
frames per second (ASLA). Despite the use of multiple bags
of subspaces, our algorithm, which operates at an average of
9 frames per second has a speed comparable to that of many
popular algorithms such as ASLA, DFT, IVT, L1 and MIL
which operate at an average of 2, 13, 16, 13 and 5 frames
per second respectively. In terms of computational complexity
we will relate our algorithm to the complexity of the IVT
algorithm which also utilises a particle filter but with a single
subspace appearance model. The computational complexity
of the IVT algorithm increases linearly with the number of
particles utilised giving a complexity of O(N) when using
N particles. Our algorithm mirrors this complexity for the
majority of its operation, i.e. when the first subspace in B1 is
used for tracking. At the other end of the scale, the complexity
of our algorithm can increase to O(N ∗ (k1 + k2 + 1)). This
is because we have to evaluate the N particles k1 times to
determine that none of the subspaces in B1 are effective, a
further k2 times to determine that the subspaces in B2 are not
effective. In this worst case scenario we then create a new
subspace which must be evaluated against the N particles.
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TABLE I
AVERAGE CENTRE LOCATION ERROR (CLE) FOR THE ALGORITHMS ON THE SELECTED IMAGE SEQUENCES WHERE BOLD RED INDICATES THE BEST
RESULT AND Italic Blue INDICATES SECOND BEST.
Sequence ASLA CSK CT DFT DSST FCT IVT KCF KCF HOG L1 MIL STRUCK TLD SSIR OURS
Basketball 125.39 6.53 122.08 18.03 10.80 92.42 116.54 126.94 7.89 150.25 103.80 215.72 – 51.53 54.49
Car4 1.93 19.30 81.10 62.25 1.73 77.14 1.90 36.21 10.11 87.45 67.28 9.01 – 12.93 8.66
CarDark 0.99 3.60 120.36 58.99 1.82 47.28 8.23 4.79 6.30 17.89 44.60 0.91 – 2.83 2.83
Couple 107.40 144.73 35.59 108.78 125.76 37.22 108.85 17.73 47.78 98.27 38.40 10.15 – 77.94 38.20
David2 1.64 2.57 79.56 17.38 2.15 14.33 1.43 5.69 2.13 1.86 75.74 1.47 4.54 3.01 3.01
Deer 140.90 4.83 235.56 98.45 16.65 9.12 194.30 4.51 21.14 111.10 217.12 5.19 – 10.22 10.22
Dog1 5.59 3.78 10.29 41.03 4.42 8.89 3.51 3.53 4.38 4.25 16.43 5.54 13.94 6.82 7.28
Dudek 13.30 19.22 19.83 18.74 13.47 33.53 10.66 15.67 11.33 37.70 150.92 11.57 – 10.71 10.36
FaceOcc2 7.86 5.91 10.28 7.78 6.84 15.50 8.00 5.55 7.75 14.34 17.57 6.18 – 8.22 10.15
Fish 3.97 41.35 25.83 8.75 4.12 11.88 5.09 7.69 3.84 74.10 12.67 3.40 – 6.48 6.47
Football1 10.80 16.38 11.03 1.83 9.23 23.28 23.85 18.11 5.40 25.01 13.53 26.90 6.17 4.85 4.85
Girl 20.82 19.36 18.78 23.86 11.03 15.90 23.91 25.11 11.95 3.36 18.86 18.41 – 10.38 10.38
Jumping 47.31 86.08 46.35 67.39 36.93 37.39 61.34 32.11 26.33 54.33 12.78 6.77 – 6.27 6.27
Lemming 185.48 114.21 82.97 77.76 81.93 68.54 184.00 58.25 77.84 169.84 69.85 37.64 – 13.99 11.64
MHYang 2.25 3.76 24.15 8.93 2.30 14.89 1.81 3.50 3.74 3.05 32.16 2.68 – 4.96 3.39
MotorRolling 195.80 434.11 162.83 174.03 296.67 165.76 169.64 188.47 228.42 203.82 166.83 149.27 – 183.91 205.48
MountainBike 5.60 6.52 210.73 154.82 7.84 11.71 7.36 6.86 7.55 7.32 216.37 8.63 – 10.01 13.62
Singer1 3.62 182.42 18.26 18.70 3.30 19.10 11.75 18.47 12.85 5.14 19.34 14.09 22.96 14.17 13.57
Sylvester 8.10 9.93 13.54 44.85 13.53 7.82 36.75 13.77 12.75 19.84 44.77 6.02 14.79 35.65 11.12
Tiger1 50.47 73.08 36.28 9.61 18.35 19.70 99.56 44.89 8.04 98.43 103.15 50.18 – 70.76 42.51
Average 46.96 59.88 68.27 51.10 33.44 36.57 53.92 31.89 25.88 59.37 72.11 29.49 – 27.28 23.72
TABLE II
AVERAGE AREA OVERLAP (SCORE) FOR THE ALGORITHMS ON THE SELECTED IMAGE SEQUENCES WHERE BOLD RED INDICATES THE BEST RESULT
AND Italic Blue INDICATES SECOND BEST.
Sequence ASLA CSK CT DFT DSST FCT IVT KCF KCF HOG L1 MIL STRUCK TLD SSIR OURS
Basketball 28.66 71.32 20.87 61.36 58.42 23.21 14.75 22.71 68.75 1.94 21.61 2.46 12.81 24.75 24.04
Car4 79.78 46.87 23.96 23.97 89.92 23.95 87.42 35.69 48.69 15.38 23.06 49.41 0.88 58.86 65.41
CarDark 78.02 72.34 0.31 38.41 81.19 14.55 67.18 66.26 61.72 50.62 0.48 89.57 29.77 73.17 73.17
Couple 8.89 7.49 48.10 7.76 9.01 48.45 7.13 47.63 20.07 19.59 43.41 55.88 36.60 22.36 37.06
David2 87.23 82.96 0.27 54.69 82.77 45.14 66.13 65.41 84.34 77.38 0.93 88.61 70.51 71.04 71.04
Deer 3.88 75.04 3.96 25.67 64.65 68.23 3.21 75.22 62.45 9.99 7.98 74.22 5.55 70.26 70.26
Dog1 69.06 55.15 52.22 43.87 76.23 47.73 73.98 55.74 55.54 81.64 45.23 55.17 56.46 69.77 69.27
Dudek 76.79 48.44 69.70 69.16 79.16 59.18 75.49 61.54 60.67 52.61 28.45 72.82 50.00 74.77 74.31
FaceOcc2 76.63 78.20 70.93 77.05 78.40 65.43 67.05 78.37 75.35 25.25 60.85 78.56 55.17 73.72 72.27
Fish 83.93 21.48 43.00 76.01 80.16 66.81 77.52 77.65 84.14 9.99 66.84 86.12 28.23 68.42 67.64
Football1 52.21 46.22 45.68 87.07 50.66 18.01 55.32 45.80 70.38 28.41 38.16 36.30 60.51 65.05 65.05
Girl 22.31 37.17 28.32 29.11 44.94 35.75 17.25 52.37 54.87 57.32 27.33 37.18 36.75 39.27 39.27
Jumping 7.59 5.02 5.92 11.09 14.49 20.78 12.33 17.30 28.00 7.85 40.99 60.95 7.38 58.45 58.45
Lemming 14.18 33.32 31.54 40.75 33.07 49.94 12.43 38.58 38.75 12.67 40.05 48.40 29.14 43.02 43.59
MHYang 90.35 79.84 43.86 71.18 80.82 59.85 77.61 79.82 79.91 78.22 34.21 81.81 57.83 70.33 71.46
MotorRolling 10.38 0.29 10.79 8.52 9.84 12.91 8.95 10.68 10.28 8.37 6.87 16.91 8.85 13.06 13.17
MountainBike 77.72 71.98 14.80 29.89 73.13 65.21 74.28 70.64 71.82 64.09 12.10 70.54 30.39 68.71 62.05
Singer1 82.67 0.09 35.20 35.78 83.41 35.85 56.70 27.69 29.88 74.27 32.37 36.58 48.70 49.09 48.81
Sylvester 67.83 63.01 62.52 38.02 63.22 68.06 51.83 63.57 65.37 35.09 24.90 72.99 54.87 44.89 65.86
Tiger1 33.85 26.94 38.04 75.06 61.69 57.76 12.23 46.04 78.78 14.69 9.44 41.19 6.55 21.84 36.19
Average 52.60 46.16 32.50 45.22 60.76 44.34 45.94 51.93 57.49 36.27 28.26 57.78 34.35 54.04 56.42
The algorithm complexity will only realistically be higher than
O(N) for occasional individual frames during the tracking
process.
V. DISCUSSION OF RESULTS
In this section we present an analysis of the results in
the previous section as well as an in depth discussion of
6 of these sequences which present particularly challenging
features. Figures 4, 5 and 6 show a selection of frames
from each of these sequences including the output of the 6
algorithms with the lowest average CLE (OURS, KCF HOG,
SSIR, STRUCK, KCF and DSST). We display only the top 5
algorithms as this makes clear visualisation much easier and
is of more benefit to the analysis of the performance of our
algorithm.
We begin with an analysis of Tables I and II which compare
the average CLE and Score of the 15 algorithms on 20
benchmark sequences. It is clear from these tables that our
algorithm produces results which can be compared directly
TABLE III
A COMPARISON OF THE 16 SEQUENCES WHERE OUR ALGORITHM
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Fig. 3. Plots of the centre location error of the algorithms on each of the image sequences.
#2 #100 #180 #220 #290 #620
#2 #60 #160 #200 #260 #350
Fig. 4. Visual comparison of algorithm performance on 2 challenging sequences; Car4 and CarDark.
TABLE IV
A COMPARISON OF THE 16 SEQUENCES WHERE OUR ALGORITHM


















with a selection of the state of the art algorithms. The results
produced show a performance which is often higher than
several of the presented trackers and in some instances our
algorithm produces the best result. It should also be noted
that our algorithm achieves the best average result in the
CLE evaluation. The CLE graphs in Figure 3 support this
and show that in the majority of cases our algorithm exhibits
similar trends to the other top 5 trackers presented. At present
the algorithm does not achieve as strong results in the Area
Overlap category as the scale adaptation is limited. This results
in other scale adaptive algorithms such as STRUCK and DSST
achieving better results in this case.
Directly comparing our results to that of the SSIR it can be
seen that on 6 of the 20 sequences (CarDark, David2, Deer,
Football1, Girl and Jumping) the two algorithms produce the
same result which indicates that our B2 was never utilised
and that B1 was maintained well enough to track the target
successfully. This is confirmed by the results which show that,
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#2 #15 #30 #50 #61 #71
#2 #20 #30 #50 #70 #80
Fig. 5. Visual comparison of algorithm performance on 2 challenging sequences; Deer and Football1.
while the algorithm does not always achieve the best result, the
Area Overlap and CLE indicate successful tracking. Analysis
of the remaining 14 results where B2 does activate shows an
overall improvement of the average CLE and Score of the
SSIR algorithm. This is highlighted in Tables III and IV which
directly compare these two algorithms.
Moving now to a discussion of the 6 image sequences
depicted in Figures 4 - 6 which show the performance of the
top 6 algorithms at certain points throughout the sequences:
Car4: The main challenges in this image sequence (Figure
4) are scale change and illumination variation, both of which
are significant throughout. The scale change, while gradual,
continues throughout the majority of the sequence which
presents a problem for many algorithms. This is due to the
possibility of learning background information in the event that
the bounding box is not accurately resized. Between frames
181 and 290 the vehicle passes under a bridge which causes
a significant step change in the illumination of the target.
While this presents only a slight visual change from human
perception it results in a drastic step change in the pixel values.
Our algorithm is unaffected by these illumination changes as
the subspace appearance model has some inherent robustness
to such variations. As a result the algorithm continues to track
through both the step decrease and increase of illumination
caused by the bridge. The element of this sequence which
causes our algorithm to struggle is the scale change. It can be
seen that while some degree of resizing of the bounding box
occurs to accommodate the change in scale it is not completely
effective in this instance.
CarDark:The most challenging issue in this sequence (Fig-
ure 4) is the repeated significant variation in illumination
caused by oncoming vehicles. There is also the issue that
the sequence is very dark to begin with and is fairly low
resolution. Having such a small target means that there is a lot
less information available to learn in the appearance model.
All of the top algorithms track this sequence but it is a good
indication of our algorithms robustness to low resolution and
illumination variation as well as the ability to track a target
which is similar in appearance to many of the other objects in
the scene.
Deer: Sometimes referred to as Animal in the literature, the
target in this sequence (Figure 5) is extremely fast moving.
This means that traditional sampling techniques often fail as
the step distance covered by the target on a frame to frame
basis can put it outwith the designated search window of the
algorithm. This is illustrated in frame 30 where the DSST and
the KCF HOG algorithms do not manage to track consistently.
This is reflected in the graph in Figure 3. Our particle filter
approach in this instance proves to be robust enough to handle
this fast motion but the generation of the appearance model
from the first frame also contributes to the success. The
IVT algorithm also uses a particle filter but only generates
a subspace appearance model after 5 frames by which time
it has already failed. This robustness to fast motion is a very
important attribute in object tracking.
Football: This sequence (Figure 5), while being quite short,
contains significant motion blur, occlusion, in-plane and out-
of-plane rotation. There is also noticeable background clutter
as there are many similar targets crowded in the scene. It is
clear that throughout the sequence many of the algorithms
become lost and are unable to track the target to the end. Our
algorithm manages to remain accurate throughout the entire
sequence.
Jumping: Motion blur is the primary cause of difficulty
in this sequence (Figure 6). The fast movement of the target
in combination with camera motion causes the target to
blur significantly throughout the sequence. Among the top
performing algorithms the KCF, KCF HOG and the DSST
algorithms show difficulty in following the target under these
conditions. The appearance model and sampling method em-
ployed by our algorithm proves robust enough to track the
target smoothly throughout the sequence. Static cameras are
not always available in tracking applications and a sufficient
frame-rate to avoid blur cannot always be guaranteed. For this
reason the ability to track targets under these conditions is
important.
Lemming: This sequence is possibly one of the most
challenging in the benchmark dataset (Figure 6). Containing
scale change, occlusion , out of view target, significant pose
variation, fast motion, motion blur and severe background
clutter; this target is quickly lost by the vast majority of
algorithms available. At frame 340 the target becomes fully
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#2 #37 #71 #87 #170 #200
#2 #100 #240 #340 #551 #600
Fig. 6. Visual comparison of algorithm performance on 2 challenging sequences; Jumping and Lemming.
occluded and remains in this state for many frames. This
gives some incremental update algorithms like the DSST and
KCF HOG time to learn the appearance of the background
and as a result, fail to relocate the target when it emerges. At
this time, our model restoration system activates and we revert
to an appearance model which was stored before the occlusion
allowing us to re-detect the target and continue tracking
throughout the remainder of the sequence with minimal error.
It is situations like this that show the benefits of our multi-bag
subspace appearance model. As with the Car4 sequence it is
the change in scale that our algorithm struggles with and while
we achieve a good CLE the scale adjustment means that out
Score is not as high as STRUCK which has the second best
CLE but seems to handle scale changes more easily.
The sequences discussed above contain all of the character-
istics of object tracking sequences that are seen as problematic
for tracking algorithms to deal with. These challenges include;
Illumination Variation, Scale Change, Low Resolution, Fast
Motion, Motion Blur, Background Clutter, Occlusion In-Plane
and Out-of-Plane Rotation. Our results indicate that our algo-
rithm is capable of dealing with most of these challenges and
produces results which compete with the selection of state of
the art algorithms presented. The challenge which causes the
most difficulty for our algorithm is scale change. This often
results in our algorithm achieving a good CLE but a slightly
lower Score, often being beaten by STRUCK which deals with
scale changes very well.
VI. CONCLUSION
This paper presented a novel object tracking method which
produces very promising results in comparison to several
state of the art, publicly available tracking algorithms. The
algorithm utilises a two stage SSIR particle filter which takes
into account object trajectory using an autoregressive filter
technique. This, in combination with an incrementally updated
subspace based appearance model and a reconstruction error
likelihood function forms the foundation of our algorithm. The
primary contribution of this work is the appearance model
restoration technique which utilises two bags of subspaces.
The first bag contains the primary tracking models while the
second bag contains a set of temporally buffered models which
the algorithm can choose to revert to in the case that the
main appearance models fail. This has proven highly effective
in recovering from tracker drift as well as partial and full
occlusion and has resulted in a accurate, robust algorithm
which is able to produce competitive results in comparison
to a range of trackers.
One future aim with this work is to incorporate adaptive bag
sizes to increase robustness to long term occlusion. We also
plan increase the robustness to scale changes and implement a
re-detection scheme [11], [54] to locate the object in the event
that it leaves and re-enters the frame or moves significantly
while occluded and is therefore outside the search radius of
the particle filter. There is also the possibility of introducing
adaptive update parameters for the subspace weights and error
variance to reflect the confidence of the subspace rather than
the current constant increase or decrease method implemented
at present.
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