Ground motions for earthquakes of M7.5 to 9.0 on the Cascadia subduction interface are simulated based on a stochastic finite-fault model and used to estimate average response spectra for reference firm soil conditions. The simulations are first validated by modeling the wealth of ground-motion data from the 2011 M9.0 Tohoku earthquake of Japan. Adjustments to the calibrated model are then made to consider average source, attenuation and site parameters for the Cascadia region. This includes an evaluation of the likely variability in stress drop for large interface earthquakes and an assessment of regional attenuation and site effects. We perform best-estimate simulations for a preferred set of input parameters. Typical results suggest mean values of 5%-damped pseudoacceleration in the range from about 100 to 200 cm/s 2 , at frequencies from 1 to 4 Hz, for firm-ground conditions in Vancouver. Uncertainty in most-likely value of the parameter representing stress drop causes variability in simulated response spectra of about ±50%. Uncertainties in the attenuation model produce even larger variability in response spectral amplitudes-a factor of about two at a closest distance to the rupture plane (Rcd) of 100 km, becoming even larger at greater distances. It is thus important to establish the regional attenuation model for ground-motion simulations and to bound the source properties controlling radiation of ground motion. We calculate theoretical onedimensional spectral amplification estimates for four selected Fraser River Delta sites to show how the presence of softer sediments in the region may alter the predicted ground motions. The amplification functions are largely consistent with observed spectral amplification at Fraser River delta sites, suggesting amplification by factors of 2.5-5 at the peak frequency of the site; we note that deep sites in the delta have a low peak frequency, ∼0.3 Hz. This work will aid in seismic hazard assessment and mitigation efforts in the active Cascadia region of southwestern BC. An important consideration is that the uncertainties are large and present a dominant unknown when assessing seismic risk. We find that variability in the expected motions exceeds a factor of two even on rock-like sites, with uncertainty in site response further increasing this factor. Such large uncertainties pose a major challenge in preparing for the potential consequences of the next megathrust event in Cascadia.
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INTRODUCTION
Megathrust interplate earthquakes in a subduction zone cause catastrophic damage and loss to modern society. The 2004 M9.1 Indian Ocean (Sumatra-Andaman) earthquake, the 2010 M8.8 Maule, Chile, earthquake, and the 2011 M9.0 Tohoku earthquake are recent examples of such tragic events. Ground motions due to megathrust earthquakes may cause widespread collapse of buildings and infrastructure and disrupt essential lifeline services (Goda and Tesfamariam, 2017) . To mitigate seismic risk due to subduction earthquakes, it is important to take into account the effects due to both ground shaking and tsunami (Geist, 2005; De Risi and Goda, 2016; Goda et al., 2016) .
The Cascadia subduction zone is one of the major subduction regions around the world, extending from Vancouver Island to Northern California (Hyndman and Wang, 1995; Flück et al., 1997; Hyndman et al., 2003; Wang et al., 2003) . The zone spans more than 1,000 km in the North-South direction, whereas its width varies depending on the latitude (about 100-200 km). The tsunami observations in Japan and tsunami modeling by Satake et al. (2003) indicate that the most recent Cascadia event occurred in 1,700 and its moment magnitude is estimated as M9.0 (M8.7 to M9.2). Paleoseismic investigations of marine sediments/turbidites on/off the coast indicate that the mean recurrence period of the Cascadia subduction event ranges from 500 to 600 years (typically around 530 years) with large variability (Adams, 1990; Atwater et al., 2004; Mazzotti and Adams, 2004; Goldfinger et al., 2008 Goldfinger et al., , 2012 . Preparation for the next megathrust Cascadia subduction event is critical. Risk mitigation measures include design and retrofitting of buildings and infrastructure, including coastal defense structures, and development of emergency management protocols. These measures require realistic estimates of the potential effects of such events.
This study focuses on estimation of ground motions from a Cascadia megathrust event and their uncertainty, using a stochastic finite fault algorithm known as EXSIM (Motazedian and Atkinson, 2005; Boore, 2009) . EXSIM uses a simple representation of seismic source and path effects to simulate ground motion time-histories. The fault rupture of a large earthquake is modeled as a collection of smaller point sources. By summing the effects of individual ruptures with appropriate time delays at the observation point, overall ground motion at a site of interest, resulting from the entire fault plane, can be generated. The simulated time-histories are the fundamental input to advanced earthquake engineering applications (e.g., seismic design, non-linear dynamic analysis, and seismic loss estimation).
Previous simulations of Cascadia ground motions based on a stochastic finite-fault model were performed by Gregor et al. (2002) and Atkinson and Macias (2009) . In this study, we calibrate model components of the Cascadia-EXSIM model by using the 2011 M9.0 Tohoku ground motion data, because this is the bestrecorded megathrust event of comparable size. We first ensure the model can reproduce overall characteristics of the 2011 Tohoku ground motions including amplitudes, duration and attenuation of the mainshock and aftershocks. For the information on the Tohoku event, we reference a number or sources. Goda et al. (2012) provides an overview of the motions. The source rupture process, involving multiple asperities, was described by Kurahashi and Irikura (2011) and Irikura and Kurahashi (2012) among others. Site effects were investigated by Ghofrani et al. (2012) . Previous simulations of the Tohoku event using EXSIM are described by .
The calibrated Tohoku-EXSIM model can be adjusted for the Cascadia subduction events by accounting for regional differences of attenuation of ground shaking and site effects. Selection of attenuation parameters for EXSIM is guided by regional ground motion studies for southwestern British Columbia by Atkinson (2005) and Babaie Mahani and . Site amplification factors for sites in the greater Vancouver area, including the Fraser River Delta, are derived using regional shear-wave velocity data and geological information (Britton et al., 1995; Hunter et al., 1998; Cassidy and Rogers, 2004) . Using the developed shear-wave profiles for the selected sites, we calculate theoretical one-dimensional (1D) spectral amplification estimates using Thomson-Haskell's approach (Thomson, 1950; Haskell, 1953) for selected Fraser River Delta sites to show how the presence of softer sediments in the region may alter the predicted ground motions, relative to those for reference firm soil conditions (site class B/C or V s30 of 760 m/s). This will provide an overview level of ground motions in the region and their uncertainty, that can be further refined in the future.
The simulations are used to calculate ground-motion parameters [5%-damped pseudospectral acceleration (PSA)] for developing regional ground-motion prediction equations (GMPEs) for Cascadia interface events. We compare these to other GMPEs (Gregor et al., 2002; Atkinson and Boore, 2003; Zhao et al., 2006; Somerville et al., 2008; Atkinson and Macias, 2009; Abrahamson et al., 2016) and draw conclusions on further required studies.
STOCHASTIC FINITE-FAULT MODELING: EXSIM
The stochastic finite-fault method of Motazedian and Atkinson (2005) (i.e., EXSIM) subdivides an earthquake fault plane into a grid of subsources, and assigns a stochastic point source to each of them (i.e., a stochastic Green's function). Each subsource is activated once, with an appropriate delay time based on rupture propagation from the hypocenter to the subsource. In this study, stochastic finite-fault modeling is implemented by incorporating modifications suggested by Boore (2009) [see also . The modifications improved the performance of EXSIM in several ways: (i) scaling of high-frequency motions are based on the integral of squared acceleration spectrum, rather than velocity spectrum; (ii) there is no truncation of subsource time-history data, which avoids bias in long-period motions introduced by filtering (Boore, 2005a) ; and (iii) the performance in the lowfrequency range is improved.
For each subsource, a stochastic point source waveform with an underlying Brune ω 2 -source spectrum (Brune, 1970 (Brune, , 1971 ) is generated; the model spectrum for a point source is derived by multiplication of source, path, and site spectra in the frequency domain (Boore, 1983 (Boore, , 2003 . Following Brune (1970) , the far-field displacement spectrum of a finite source is flat (proportional to M 0 ) at low frequencies while at frequencies above the corner frequency (f c ) it decays as ω −2 ; by contrast, the acceleration spectrum is flat at high frequencies, and decays as ω −2 at frequencies below the corner frequency. The acceleration spectrum of a point source can be given by (Boore, 1983 (Boore, , 2003 :
where A(M 0 , f ), P(R, f ), and G(f ) represent the source, path, and site spectra, respectively; M 0 is the seismic moment in dyne-cm; R is hypocentral distance; and f is frequency. The source spectrum is based on the Brune model (Brune, 1970) , and its Fourier acceleration spectrum is calculated as (Boore, 1983 (Boore, , 2003 :
where R θφ is the average radiation pattern over a sphere and equals 0.55; F is the free surface amplification and equals 2.0; V is the partition of energy into two horizontal components and equals 0.71; ρ s is the density (gm/cm 3 ); β s is the shear-wave velocity (in km/s); f c is the corner frequency and is given by f c = 4.9 × 10 6 β s (Δσ/M 0 ) 1/3 , in which Δσ is the stress drop in bars. The path effect P(R, f ), including both geometrical spreading and anelastic attenuation, needs to be specified by an appropriate regional model. The site effect G(f ) includes the site amplification factor and the near-surface high-frequency diminution effects, typically modeled by the kappa parameter (Anderson and Hough, 1984) .
The normalized and delayed subsource contributions are summed in the time domain as:
where A(t) is the total seismic signal at site, H i is the normalization factor for the ith subsource that aims to conserve energy, A i (t) is the signal of the ith subsource activation, N is the total number of subsources, Δt i is the fracture initiation and wave propagation delay time of the subsource, and T i is a fraction of rise time entered for further randomization. For each subsource, seismic moment M 0i , corner frequency f ci , and normalization factor H i need to be specified. The moment of a subsource is derived from the total moment and the slip distribution:
where s i is the slip of the ith subsource. EXSIM determines the corner frequency of newly activated elements based on a dynamic corner frequency concept (Motazedian and Atkinson, 2005) , in which the frequency content of the radiated seismic waves shifts to lower frequencies as the rupture area grows. This process continues until the active rupture surface reaches a predefined limiting fraction of the fault area; after this fraction is reached, the corner frequency of newly activated subsources remains constant. Mathematically, the corner frequency of a subsource is given by:
where N R is the total number of active subsources at the time of the ith subsource activation, and F pulse is the maximum fraction of the fault area for active rupture. The normalization factor H i is given by:
where f 0 is the corner frequency of the entire fault, f j is the jth frequency ordinate, and f 0i is the corner frequency of the ith subsoruce. The high-frequency energy radiated from all subsources is assumed to be equal, with the sum being constrained by the total high-frequency energy of the earthquake, as implied by its Fourier spectral acceleration amplitude level at high frequencies. The use of the dynamic corner frequency allows subsources to generate a range of low-frequency to high-frequency spectra, such that the final waveform of the simulation will contain sufficient low-frequency energy even if a very small subsource size is chosen. The scaling of the source spectrum based on the normalization factor forces the method to generate a constant amount of energy, no matter how many subsources are contributed in the summation. In other words, the use of the dynamic corner frequency and the normalization factor based on the squared acceleration spectrum make the spectral shape and spectral level of the resultant accelerograms relatively independent of subsource size.
CALIBRATION OF EXSIM FOR THE TOHOKU EARTHQUAKE
The source characteristics of a megathrust subduction earthquake are complex and have significant impact on generated ground motions. Such complex features were highlighted during the 2011 Tohoku earthquake in Japan by observations of multiple phases of seismic wave arrivals due to local asperities, referred to as strong-motion generation areas (SMGAs) (Kurahashi and Irikura, 2011; Goda et al., 2012) . Another important aspect of the Tohoku event was its remarkable site effects, leading to significant site amplification at high frequency (with little soil non-linearity), as pointed out by Ghofrani et al. (2012) . From a ground-motion modeling viewpoint, the Tohoku earthquake provides an excellent and unique opportunity for detailed calibration and validation of simulation methods, due to the hundreds of high-quality ground motion records from the K-NET and KiK-net arrays. No other M9.0 events have a comparable wealth of data.
Finite-fault ground-motion modeling of the 2011 Tohoku earthquake, using EXSIM, was carried out by , providing a useful calibration exercise. Notable features of the analysis included: (i) regional attenuation models for forearc and back-arc sites were taken into account ; (ii) detailed investigations of site effects were incorporated by analyzing borehole and surface motions at the KiK-net sites (Ghofrani et al., 2012) ; and (iii) source characteristics (e.g., stress drop and rupture geometry) were modeled through both single-rupture and multiple-rupture approaches. The single-rupture model uses a rectangular fault plane, determined by source inversion analysis, using teleseismic and GPS data (Geospatial Information Authority of Japan, 2011; Shao et al., 2011) . In EXSIM, an average stress drop is assigned to all subsources, while the slip distribution may be uniform, random, or specified for individual subsources. This provides limited flexibility in matching key features of strong ground motion from a megathrust earthquake at various locations. The study of extended EXSIM to allow for multiplerupture scenarios which can account for local SMGAs, which are distributed over the background fault plane. This is accomplished by triggering multiple EXSIM simulations that incorporate local features of the rupture, thus allowing different stress drops and moment magnitudes to be assigned to individual asperities. The generated seismic waves from different asperities are modified in the frequency domain using matching filters (to avoid doublecounting of low-frequency content) and are summed up in the time domain with appropriate delays. This approach was used to implement the SMGA model of Kurahashi and Irikura (2011) suggested five SMGAs in their model of the Tohoku source, achieving reasonable agreement between real data and simulated ground motions based on the empirical Green's function (EGF) method of Kamae et al. (1998) . The difference between the EGF method and the multiple-rupture EXSIM method is that the EGF method uses carefully chosen events (either aftershocks or previous smaller events in the same region) to represent path effects, whereas EXSIM adopts a stochastic point source representation in modeling earthquake rupture and seismic wave propagation from individual subsources. Figure 1 shows the locations of the five SMGAs with respect to the fault plane and also selected timesseries from stations located parallel to the strike of the event to depict the complexities of waveforms and multiple phase arrivals. The detailed descriptions of the multiple-rupture EXSIM method can be found in . Table 1 summarizes input parameters of the Tohoku-EXSIM simulations . The geometrical parameters of the background fault plane (fault length L, fault width W, strike φ, dip δ, and depth to the top of the fault plane H top ) are adopted from GSI (2011), whereas the geometrical parameters of five SMGAs as well as their source parameters (i.e., moment magnitude and stress drop) are adopted from Kurahashi and Irikura (2011) . The path and site parameters, such as kappa, attenuation models, duration, and site amplification factors (both crustal and near-surface) are obtained from empirical investigations Ghofrani et al., 2012) . We consider both single-rupture and multiple-rupture models, assuming a random slip distribution (within a fault plane) for both cases (see for more results). It is noteworthy than the stress parameters for the single-rupture and multiple-rupture models, and corner frequencies of the matching . Site amplification factor Generic crustal amplification factors are used for borehole stations (Ghofrani et al., 2012) . In addition, when surface motions are generated, site/station-specific surface-to-borehole ratios (as function of frequency) are included as local site amplification factors filter for the multiple-rupture model have been calibrated against real records by minimizing the overall bias of model prediction . Figure 2 compares the performance of EXSIM in predicting response spectra and acceleration time series at two representative stations, for the two considered source-rupture models. Singlerupture models with random and prescribed slips tend to overpredict the observed PSA at low frequencies and require a relatively high stress parameter, of ∼150 bar (15 MPa), to match the high frequencies. By contrast, the multiple-rupture model (background fault + five SMGAs) produces an excellent match of the observed and simulated PSA over all frequency ranges for most of the selected stations. The multiple-rupture model also provides much more realistic time series; the required stress parameter for the background fault is 35 bar (3.5 MPa) to match the spectra at high frequencies. Detailed validation results in terms of peak linear and non-linear structural responses at different KiK-net stations can be found in Goda et al. (2015) . The validation based on non-linear structural responses ensures that the simulated timehistories from the multiple-rupture SFF method can be substituted for real strong motion records in non-linear dynamic analysis and therefore are useful for evaluating the seismic performance of structures.
Model components
We use the simulations for Tohoku as a starting point for a M9.0 event in Cascadia, recognizing that the multiple-rupture model may be less appropriate for this application due to the lack of knowledge concerning the details of future events along the Cascadia subduction interface. For the single-rupture model, the value assumed for the stress parameter is important to the generated high-frequency ground motion content. It is difficult to make definitive comparisons of stress parameter between this and other studies, as the stress parameter is model dependent ) and is intertwined with attenuation and site parameters. Atkinson and Macias (2009) report average values of ∼170 bar for Chilean and Japanese earthquakes, with a value of 120 bar for the 2008 Tokachi-Oki mainshock. For the 2011 Tohoku event, the value is ∼150 bar for the single-rupture model.
MODEL PARAMETERS FOR CASCADIA INTERFACE SIMULATIONS
The main simulation parameters include the fault rupture model, the geometrical spreading and anelastic attenuation model, and the site response model. In this study, we generate ground motion for a reference site condition and use time-domain non-linear modeling to determine the site response from the bedrock to the surface. In the following, we discuss the input model parameters for the simulations.
FAULT RUPTURE MODEL
The Cascadia subduction zone stretches over more than 1,000 km from Vancouver Island to northern California, along the plate boundary between the oceanic Juan de Fuca and Gorda plates and the continental North American plate. The geodetic convergence rate is typically about 35-40 mm/year (Flück et al., 1997; Wang et al., 2003) . Along the down-dip direction, the interface gradually becomes steeper. This subduction zone hosts megathrust M9.0 events, as indicated by various sources of evidence including tsunami, liquefaction, and paleoseismic investigations (Adams, 1990; Satake et al., 2003; Atwater et al., 2004; Goldfinger et al., 2012) . The subduction zone is considered to be "locked" at the shallow plate interface, which is constrained by the geothermal conditions of crustal rocks (150-350°C; Hyndman and Wang, 1995; Flück et al., 1997) . To the landward side of the locked zone there is a "transition" zone, where the temperature is estimated between 350 and 450°C. The combined area of the locked and transition zones is often taken as the seismogenic rupture plane. The uncertainty in defining the down-dip limit of the rupture area affects seismic hazard and risk assessment, as it determines the proximity of the rupture to the centers of populations (e.g., Vancouver and Victoria).
Several fault plane models have been proposed for the Cascadia subduction zone, including the 2008 USGS model (Frankel and Petersen, 2008a,b) and the 2012 GSC model (Adams et al., 2012; Rogers et al., 2015) , as shown in Figure 3 . These models are rather similar, with the main difference that will be important being how close the rupture area comes to cities on-land. The USGS model was adopted in the 2008 USGS National Seismic Hazard Maps, while the 2012 GSC model was adopted in the 2015 National Building Code of Canada hazard maps. The geometry of the fault plane is mainly based on 3D dislocation models by Flück et al. (1997) and Wang et al. (2003) , which were updated by McCrory et al. (2006) , to incorporate information from new seismic reflection/refraction studies.
In the Cascadia-EXSIM model, a complex rupture surface is represented by a rectangular plane, such as the thick dotted lines shown in Figure 4 . In order to simulate a curved rupture plane, portions of the rectangle can be assigned zero slip. The slip model illustrated in Figure 4 considers the combined area of the locked and transition zones off the State of Washington (latitude between 46.5 and 48.5°). For subsources beyond the down-dip limit of the transition boundary, a negligible relative slip value is assigned, resulting in near-zero slip and energy. (Note: in EXSIM, the length, width, strike, dip, moment magnitude, stress drop, fault plane discretization, and relative slip distribution are specified, from which absolute values of the slip distribution are computed internally.) EXSIM can account for the heterogeneity of slip distribution over the fault plane by assigning spatially varying relative slip weights. A random slip distribution can be specified (as in Figure 4) , which is equivalent to randomizing the stress drop on the fault plane (Assatourians and Atkinson, 2007) . As noted in the previous section, source inversion studies of the 2011 Tohoku earthquake (Kurahashi and Irikura, 2011; Irikura and Kurahashi, 2012) indicated that observed high-frequency ground motion features of that event could be modeled by adopting the concept of strong-motion-generation-areas (SMGA; Miyake et al., 2003) . Because the primary focus of this study is to assess the strong ground motion intensity at Canadian major cities, such as Vancouver and Victoria, where the details of the slip distribution for future events are unknown, we assumed a single-rupture model (Frankel and Petersen, 2008a,b) and the 2012-2015 GSC model (Adams et al., 2012; Rogers et al., 2015) . ( with an average stress parameter of 100 bar, and a random slip distribution. The actual stress and slip distribution for future events is a source of significant uncertainty.
PATH PARAMETERS
In stochastic simulations, geometrical spreading and anelastic attenuation control the decay of simulated ground motion amplitudes over distance. In the path model used by Atkinson and Macias (2009) for Cascadia ground motion modeling, the geometrical spreading function is characterized by a bilinear model with a transition point at 40 km with slopes of −1.0 and −0.5 before and after the transition point. The anelastic attenuation is governed by the regional Quality factor (an inverse measure of anelasticity), given as Q S = 180f 0.45 . These parameters were adopted from large California crustal events (Atkinson and Silva, 2000) . Investigations by Babaie Mahani and show that moderate crustal earthquakes in the Pacific Northwest and south-western BC can be fitted with a bilinear attenuation model characterized by a transition point at 70 km with slopes of −1.24 and −0.5 before and after the transition point, with Q S = 244f 0.6 . The actual attenuation rates for sources on the subduction interface are not known due to the lack of empirical data from such events in Cascadia, and thus the assumed path parameters are a significant source of uncertainty. Considering the similarity of empirical path models among regions, we adopted the generic model developed by Yenier and Atkinson (2015) , which is applicable in both western and eastern North America with a change in only the Q S model. For this model, the geometric spreading term is R −1.3 to 50 km, and R −0.5 at greater distances, where R is an effective distance measure. In the Yenier and Atkinson model, an equivalent point-source concept is used, in which the effective distance measure accommodates near-distance saturation due to finite fault effects. In EXSIM, by contrast, finite-fault effects are inherently included due to the model geometry. We thus assume that the geometric spreading is applied from each subsource, and R becomes the distance from a subsource to the observation point. The anelastic function for western North America is given by Q S = max(100,170.3f 0.45 ) (Yenier and Atkinson, 2015) ; this Q S model is very similar to other western North American models discussed in the foregoing.
Near-surface path effects are modeled by a diminution function, D(f ), that implements the kappa filter (κ) proposed by Anderson and Hough (1984) :
where κ determines the steepness of high-frequency decay of the Fourier acceleration spectrum. Typical values of κ are around 0.005-0.04 s, depending on site conditions; harder site profiles are associated with smaller κ values. For example, Atkinson (1996) suggested that κ = 0.011 for hard rock sites in British Columbia (site class A). For generic rock sites (site class C), Boore and Joyner (1997) To show the effect of event size on the ground motions, we considered both an M9.0 rupture and a smaller rupture of M7.5. The M7.5 scenario event is chosen to occur at the eastern edge of the expected rupture zone, to represent an event with a smaller magnitude but at closer distance to the major cities in comparison to a M9.0 megathrust event. We note that the M7.5 event could be conceptualized as an asperity within the larger rupture plane of an M9.0 event. For the M7.5 scenario, we considered a rupture plane with a dimension of 81 km × 57 km (Strasser et al., 2010) , strike = 310°, and depthof-top ∼25 km. The fault plane is divided into 27 × 19 subfaults (3 km × 3 km). The Slip distribution is assumed to be random; the hypocenter is located at the center of the fault.
FIGURE 5 | EXSIM-simulated motions for stress parameter of 100 bar (yellow circles) and interface ground-motion prediction equations (GMPEs) for an M7.5 interface event. The interface GMPEs are shown as magenta (AM09), cyan (Zhao06), orange (BC Hydro 2016), purple (AB03), and black (GA13) curves. YA15 point-source model (70 bar) is shown as a solid green line. Japan to Cascadia site factor corrections have been applied to both Zhao et al. (2006) and models to account for the deeper soil profiles in Cascadia compared to Japan, for the same value of V s30 (see Ghofrani et al., 2012 for details). The models reflect forearc attenuation conditions. Somerville et al., 2008; and Abrahamson et al., 2016 (BC Hydro 2016) . We also plotted for reference the generic GMPE of Yenier and Atkinson (2015) (hereinafter referred to as YA15) which is a regionally adjustable model developed based on equivalent point-source simulations. Although this is not a subduction GMPE, it is based on a similar stochastic model, using an equivalent point source rather than a finite fault. Additionally, it has the feature of an adjustable stress drop, which provides a useful aid in interpretation of the simulated motions. In order to make the Yenier and Atkinson point-source simulations comparable to the finite-fault simulations with EXSIM, we did not add the frequency-dependent calibration constant that Yenier and Atkinson use to match the simulations to empirical data in California. Instead, we used the generic simulation calibration factor (Csim = 3.16) described in Yenier and Atkinson (2015) which levels the simulations and observations, when using the geometric spreading term of R −1.3 . This same factor was applied to the EXSIM simulations. The plotted stress for the Yenier and Atkinson GMPE, 70 bar, was selected to approximately match the EXSIM amplitude levels at short periods. (Note: the corresponding value from Yenier and Atkinson for California is 100 bar.) A noteworthy feature of Figure 5 is the wide spread of predictions among the GMPEs. The EXSIM predictions for an event of M7.5 are similar to the Yenier and Atkinson equivalent point-source model for crustal events in California at most periods-but at long periods EXSIM predicts higher motions, due to the different ways that finite-fault effects are modeled in the two algorithms. Figure 6 provides insight into the frequency content of the ground motions and its dependence on the stress parameter used in the simulations. In this figure, the predicted average response spectrum of ground motions from the M7.5 scenario event is shown at a distance of 30 km from the rupture plane. As explained earlier in the text, this scenario event is chosen to occur at the eastern edge of the expected rupture zone, to represent an event with a smaller magnitude but at closer distance to the major cities in comparison to a M9.0 megathrust event. If a future megathrust event in Cascadia results in a complex source rupture process, the M7.5 event could be considered as an asperity within the larger rupture plane of an M9.0 event. To place the simulated response spectrum trend in context, we plotted the YA15 equivalent-pointsource GMPE model in Figure 6 for reference. As shown in this figure, we need a stress parameter of ∼70 bar in the context of the YA15 model to match the EXSIM-simulated spectrum. This implies that crustal events in active tectonic regions (e.g., California) would tend to produce larger ground motions at high frequencies, reflecting a higher value of the stress parameter, in comparison to interface events. As explained in Yenier and Atkinson (2015) , an empirical frequency-dependent calibration factor can be used to reconcile the predictions of the YA15 equivalent point-source model with observed amplitudes in a target region; the calibration factor accounts in a crude way for the overall effects of factors that are missing or misfit in simulations (e.g., discrepancies between the assumed and true values of crustal properties, near-distance attenuation effects, regional site amplification, κ 0 , FIGURE 7 | EXSIM-simulated motions (yellow circles) and interface ground-motion prediction equations (GMPEs) for an M9.0 interface event. The interface GMPEs are shown as magenta (AM09), blue (Zhao06), orange (BC Hydro 2016), purple (AB03), cyan (Gregor et al., 2002) , red (Somerville et al., 2013) , and black (GA13) curves. Japan to Cascadia site factor corrections have been applied to both Zhao et al. (2006) and models to account for the deeper soil profiles in Cascadia compared to Japan, for the same value of V s30 (see Ghofrani et al., 2012 for details). The models reflect forearc attenuation conditions. and path duration). To explore the impact of these effects in the simulated ground-motions, we plotted the YA15 model with and without the empirical calibration factor that Yenier and Atkinson used to match their equivalent point-source simulations to the California ground-motion database. This figure suggests that the EXSIM simulations tend to produce lower ground motions for large events than do the corresponding equivalent point-source simulations of Yenier and Atkinson (2015) . This likely occurs because the point source simulations concentrate the source radiation at a single point (placed at an equivalent distance), while finite-fault simulations spread it over a larger fault plane. The consequent differences in the way that attenuation from the source is handled means that the values of the stress parameter do not carry the same meaning for equivalent point source and finite fault simulations for large events (see ). This discrepancy will become more pronounced as magnitude grows. This points to the importance of calibration of simulation algorithms with empirical data to ensure realistic parameter values. Figure 7 plots the amplitudes of simulated ground motions versus distance from the EXSIM simulations for the M9.0 scenario, in comparison to the predictions of several interface GMPEs. All GMPEs are plotted for B/C site conditions, for a typical Cascadia soil profile. The plotted stress for the Yenier and Atkinson GMPE, 40 bar, was selected to approximately match the EXSIM amplitude levels at short periods. A noteworthy feature of Figure 7 is the wide spread of predictions among the GMPEs (i.e., large epistemic uncertainty). The EXSIM simulations plot near the low end of the GMPEs at short periods, and near the high end of the GMPEs at long periods. This likely reflects the tuning of empirical GMPEs to match the motions from the Tohoku event-the only M9.0 event in the database. The Tohoku event was rich in short periods and deficient in long periods relative to what was expected based on other subduction earthquakes and ground-motion models (see discussion in . It has been suggested that the Tohoku event might be better considered as a composite of several events of M < 9.0 (Geospatial Information Authority of Japan, 2011; Maercklin et al., 2012) . Figure 8 provides insight into the frequency content of the ground motions and its dependence on the stress parameter used in the simulations. In this figure, the predicted average spectrum of ground motions from the M9.0 scenario event is shown at a distance of 30 km from the rupture plane. To appreciate the level of simulated ground-motions, we plotted the YA15 GMPE model in Figure 8 for reference. As show in this figure, we need a stress parameter of ∼40 bar to match the YA15 model to the simulated spectrum, although we note that use of the YA15 model for M9.0 represents an extrapolation that should not be accorded much significance.
FIGURE 8 | Alternative estimates of response spectra at Rcd = 30 km for an M9.0 event. Black line is the mean of pseudospectral acceleration (PSA) for all stations at Rcd ∼30 km (shown with gray lines). Solid Blue and red curves are YA15 model for stress parameter of 100 and 40 bar, respectively. Dashed blue and red lines represent YA15 without considering the calibration factor. Note that YA15 is an extrapolation for M9.0. Black square is the mean of simulated PGA for all stations at Rcd ∼30 km, up and down blue triangle symbols are PGA based on YA15 models for stress parameter of 100 and 40 bar, respectively, and up and down red triangle symbols are PGA based on YA15 models without considering the calibration factor.
EFFECTS OF PARAMETER UNCERTAINTIES

Stress Parameter
One of the key uncertainties in the source parameters that control ground-motion amplitudes in EXSIM is the subevent stress parameter. In Figure 9 , we show the sensitivity of results to this stress parameter, by comparing amplitudes for values of 30 and 150 bar-these are the estimates of the lower and upper limits on the stress-drop parameter based on interface events around the world, within the context of the EXSIM model, as determined by Atkinson and Macias (2009) . The comparison is for a M9.0 scenario; the effect is similar for other magnitudes. Figure 9 suggests that uncertainty in ground-motion spectral amplitudes for Cascadia events due to uncertainty in the appropriate stress parameter value is about ±50%; this uncertainty is partly epistemic (we do not know the median stress parameter value) and partly aleatory (the stress parameter for individual events will vary about the median).
Regional Attenuation and Crustal Velocity Model
A key uncertainty in the path model is the geometric spreading model. Uncertainties in the path model can produce even larger uncertainties in response spectral amplitudes in comparison to uncertainties in source parameters. For example, a geometric spreading of R −1.0 results in an amplitude decay of 1.0 log10 units over the rupture distance interval from 10 to 100 km, while a spreading of R −1.3 would result in an amplitude decay of 1.3 log10 units over the same distance interval; thus there would be a difference of a factor of two (e.g., 0.3 log units) in predicted amplitude for sites at 100 km. The path parameters in simulation models such as EXSIM should be calibrated using regional data-but such data are lacking for megathrust events in Cascadia, necessitating assumptions regarding the geometric spreading parameters based on observations in other regions. The resulting uncertainty is about a factor of 2 at 100 km and would become even larger at greater distances.
SITE RESPONSE OF FRASER RIVER DELTA SEDIMENTS
The near-surface soil profile has significant influence on ground motions, altering both amplitude and frequency content of seismic waves. These effects are often investigated through site response analysis. Various methods, ranging from linear site response analysis (either frequency-or time-domain) to non-linear site response analysis, are available. The results from such analyses can be employed to develop site amplification factors, which are modeled as a function of soil parameters, such as average shear-wave velocity near the ground surface and fundamental site period. Development of generic site amplification factors is motivated by several practical considerations, which may include a lack of detailed soil information or the additional effort required to perform site response analysis. Moreover, the use of generic site amplification functions based on proxy indicators is inevitable for regional-scale seismic hazard and risk assessments and aids in the implementation of site response analysis in seismic hazard and risk analysis (e.g., Bazzurro and Cornell, 2004; Choi and Stewart, 2005; Cadet et al., 2012; Ghofrani et al., 2012) .
Our synthetic ground motions of a scenario M9.0 Cascadia subduction earthquake are calculated here for a reference firm soil condition (site class B/C or V s30 of 760 m/s). This condition may be a fair approximation in Vancouver, which is located on overconsolidated Pleistocene glacial tills. However, the thick unconsolidated Holocene sediments of the Fraser River delta, south of Vancouver, are softer and tend to amplify earthquake shaking. They are also susceptible to liquefaction when saturated and cohesionless sand is present. As a simple demonstration of the potential amplification effects, we calculate theoretical 1D spectral amplification estimates for four selected Fraser River Delta sites.
SHEAR-WAVE VELOCITY PROFILES IN FRASER RIVER DELTA
The subsurface geology in southern Vancouver is comprised of three main geological units, from base to top: (i) Tertiary sedimentary rocks (bedrock), (ii) Pleistocene glacial/inter-glacial deposits, and (iii) Holocene sediments of the Fraser River (Britton et al., 1995; Hunter et al., 1998; Cassidy and Rogers, 2004) . Tertiary rocks typically have a shear-wave velocity (V s ) of 1.5 km/s or greater (i.e., site class A). Pleistocene glacial till deposits are exposed on the ground surface at many locations in Vancouver and have V s of ∼0.5 km/s (i.e., site class C) with significant variability (Cassidy and Rogers, 2004) . Holocene Fraser River delta silts and sands have low V s of about 0.1-0.2 km/s (i.e., site class D/E). The thickness of these geological units varies spatially. Holocene sediments can reach a depth of 0.3 km, whereas the surface of Tertiary bedrock varies from 0 to 0.8 km [average depth is about 0.5 km; Britton et al. (1995) ].
The locations of four selected sites in the Fraser River Delta are reported in Table 3 and their V s depth profiles are shown in Figure 10 . The depth to Pleistocene material varies between 100 and 300 m among the sites, whereas depth of Tertiary bedrock is relatively consistent at ∼550 m.
THE QUARTER WAVELENGTH (QWL) METHOD
One of the simplest approaches for characterizing site amplification is based on the combined use of the QWL method and the kappa filter (Boore and Joyner, 1997; Boore, 2003) . The overall effect of the site amplification G(f ) is expressed as: where S(f ) is the amplification factor for wave propagation from source to ground surface and D(f ) is the diminution function that accounts for path-independent loss of energy. S(f ) is characterized by shear-wave velocity (β) and density (ρ) profiles over depth and is given by:
where β s and ρ s are the shear-wave velocity and density near the source, andβ andρ are the shear-wave velocity and density averaged over a depth up to z, where z is taken as the depth corresponding to a quarter-wavelength: z = (1/4)β(z(f ))/f. Note that by taking the depth corresponding to a quarter-wavelength, z becomes a function of frequency; this is considered to be the influential depth for the site amplification factor at a specific frequency (see Figure 9 in Boore and Joyner (1997) ).β andρ are defined as:β
respectively. The advantage of this method is its basis in simple fundamental physics, as represented by the square root of the impedance ratio. This method captures the smooth tendency of the site amplification over frequency (ignoring local FIGURE 10 | Shear-wave velocity profiles of the four selected sites. In the Fraser Delta, there is a pervasive layer of Pleistocene deposits that overlies the Tertiary bedrock; the Pleistocene layer has a stable Vs gradient from 400 to 1,000 m/s, while the Tertiary bedrock has an average Vs of 1,500 m/s (Hunter, 1995; Hunter et al., 1997) .
features due to resonance), its use in stochastic simulation as the overall frequency-dependent site amplification factor is adequate.
For the diminution function D(f ), a popular choice that reflects a wealth of empirical data is the kappa (κ) filter (Anderson and Hough, 1984) , which is given by Eq. 7.
Here, we are referencing the zero-distance kappa intercept [often denoted κ(0)], which reflects the near-surface component of high-frequency spectral decay after regional anelastic path effects have been removed.
THEORETICAL TRANSFER FUNCTIONS
A slightly more sophisticated way to compute the theoretical site response is to calculate the 1D transfer function of horizontally stratified constant-slowness layers over an elastic bedrock, for a vertically propagating shear-wave (SH), using Thomson-Haskell's approach (Thomson, 1950; Haskell, 1953) . For this calculation, we use the Nrattle program (C. Mueller, US Geological Survey with modification by R. Herrmann) included in the Boore (2005b) ground motion simulation program SMSIM. The input data for Nrattle are the layered velocity model, specifying the thickness, density, β, and seismic attenuation (Q S ) factor for each layer. The other input parameters are the shear-wave velocity and density of the half-space, incident angle, and the depth with respect to which the transfer function is calculated. We set the half-space equal to the β and ρ of the deepest measured layer. The Nrattle solution is exactly equivalent to the solution computed by the equivalentlinear site response program SHAKE for linear modulus reduction and damping curves (Schnabel et al., 1972) .
EVALUATION OF SITE AMPLIFICATION FACTORS
To conduct site amplification analysis, suitable values for shearwave velocity, density, and damping of the near-surface materials are needed. For the four velocity profiles considered, we set β s to the value for Tertiary bedrock at the ∼550-m base of all profiles (Figure 10) . The angle of incidence is set to 0. The density profile over depth is calculated based on a relationship suggested by Hunter et al. (1998) : ρ(z) = min[1.770 + 0.414β(z), 2.8]. Nrattle mimics the effect of diminution at high frequencies using Quality FIGURE 11 | Transfer (i.e., linear amplification) functions of four select Fraser River Delta sites. The gray and red curves are the theoretical site response computed using Nrattle with Q S = 5 and Q S = 20, respectively. The black curve is the amplification factor based on the quarter-wavelength method using kappa of 0.03 s.
factor or damping for each layer, rather than the kappa filter. At 0 epicentral distance, the seismic attenuation parameter kappa, κ, is related to the average near-surface shear wave velocity quality factor, Q S , as:
where H is the total thickness of the crust over which the energy loss occurs and β Savg is the average shear wave velocity over H. It is important to note that a κ value of 0.03 s, which we used in our simulations, includes the total damping in the upper portion of the crust. By contrast, when considering the amplification effects of near-surface soils, the corresponding value of κ is that attributed to attenuation in the very shallow crust directly beneath the site (Hough and Anderson, 1988) . Silva and Darragh (1995) suggest that these effects extend from the surface down to several hundred meters and possibly as deep as 1-2 km. In this study, we use a Q S of 20 (Molnar et al., 2013) for calculating the damping effects of these near-surface materials. For comparison, we note that a value of Q S = 5 used within Nrattle would be equivalent to κ = 0.03 s within the quarter-wavelength framework. This is shown in Figure 11 , in which the amplifications for the four sites are plotted. Note that the near-surface materials provide significant high-frequency attenuation for the assumed value of Q S . The peak frequency (f 0 ) of the transfer function for the four sites is relatively stable at ∼0.3 Hz, because the depth to the largest impedance contrast is consistent, at ∼550 m. Amplification is a factor of 4 (elastic) or 3 (with attenuation) at f 0 . The theoretical 1D linear amplification functions in Figure 11 are largely consistent with observed spectral amplification at Fraser River delta sites. For example, Molnar et al. (2013) report peak amplifications near 0.3 Hz of 2.5 and 5, from earthquake and microtremor recordings, respectively. Caution must be exercised when site amplification factors for soft soils are used to assess ground motions due to the M9.0 Cascadia events because local soil features may not be captured by these amplification factors and expected non-linear deamplification site effects are not taken into account.
We calculated site amplification factors for selected sites as a function of frequency for Vancouver's Fraser Delta. For other neighboring locations such as Victoria and Seattle, amplifications should be constructed separately, as studies suggest there are significant differences in shallow crustal structure. For example, a thinner layer of accreted sediments lies beneath Victoria in comparison to that beneath the Fraser Delta or Seattle (Ellis et al., 1983; McMechan and Spence, 1983; Graindorge et al., 2003; Ramachandran et al., 2006) . Moreover, we have not modeled 3D basis effects that complicate observed amplifications.
CONCLUSION
Ground motions for earthquakes of M7.5-9.0 on the Cascadia subduction interface were simulated based on a stochastic finite-fault model and used to estimate average response spectra for firm-site conditions near the city of Vancouver. An important attribute of the simulations is that the methodology was first validated by reproducing the wealth of ground-motion data from the 2011 M9.0 Tohoku-Oki earthquake sequence of Japan. Adjustments to the calibrated model were then made to consider average source, attenuation, and site parameters for the Cascadia region, and to model the effects of parameter uncertainty. The simulations provide estimates of response spectra for firm-site conditions (B/C boundary in top of the Pleistocene in Vancouver); these motions could be input at the base of a soil layer to consider other site conditions, which may amplify the motions.
We have considered the major uncertainties in source, path and site effects. We conclude that uncertainty in stress parameter causes uncertainty in simulated response spectra of about ±50%. Uncertainties in the attenuation model produce even larger uncertainties in response spectral amplitudes-a factor of about two at 100 km, becoming even larger at greater distances. Uncertainty in site response further increases the total uncertainty. Moreover, the number of simulations and parameter combinations considered here may not be statistically sufficient for capturing extreme values that could result from the full range of potential model parameters; an exhaustive study of uncertainties was beyond the scope of this article.
We conclude that the large uncertainties in potential ground motions, due to uncertainties in regional source and attenuation parameters, are a dominant consideration when assessing seismic risk from Cascadia megathrust events. This also suggests that combining data from regions with different source and attenuation characteristics into a global subduction zone database for development of global empirical GMPEs may not be a sound practice. Future studies should aim to improve the regional attenuation model for Cascadia events and gain more information on the potential range of source parameters.
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