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Abstract: We propose a new simple and natural algorithm for learning
the optimal Q-value function of a discounted-cost Markov Decision Pro-
cess (MDP) when the transition kernels are unknown. Unlike the classical
learning algorithms for MDPs, such as Q-learning and ‘actor-critic’ algo-
rithms, this algorithm doesn’t depend on a stochastic approximation-based
method. We show that our algorithm, which we call the empirical Q-value
iteration (EQVI) algorithm, converges to the optimal Q-value function.
We also give a rate of convergence or a non-asymptotic sample complex-
ity bound, and also show that an asynchronous (or online) version of the
algorithm will also work. Preliminary experimental results suggest a faster
rate of convergence to a ball park estimate for our algorithm compared to
stochastic approximation-based algorithms.
1. Introduction
Q-Learning algorithm of Watkins [22, 21] has been an early and among the most
popular and widely-used algorithms for approximate dynamic programming for
Markov decision processes. An important feature of this and other algorithms
of this ilk (actor-critic, TD(λ), LSTD, LSPE, natural gradient, etc.) has been
that they are stochastic approximations, i.e., recursive schemes that update a
vector incrementally based on observed payoffs [11]. This is achieved by using
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step-sizes that are either decreasing slowly in a precise sense or equal a small
positive constant. In either case, this induces a slower time scale for the iter-
ation compared to the ‘natural’ time scale on which the underlying stochastic
phenomena evolve. Thus the two time scale effects such as averaging kick in,
ensuring that the algorithm effectively follows an averaged dynamics, i.e., its
original dynamics averaged out over the random processes affecting it on the
natural time scale. The iterations are designed such that this averaged dynamics
has the desired convergence properties. This extends even when the algorithm
is asynchronous, e.g., Q-Learning [20] In fact, it can be generalized to stochastic
approximations for general non-expansive maps [2, 23].
What we propose here is an alternative scheme for Q-Learning that is not
incremental and therefore evolves on the natural time scale. It does the usual
Q-value iteration with the proviso that the conditional averaging with respect
to the actual transition kernel of the underlying controlled Markov chain is re-
placed by a simulation-based empirical surrogate. One obvious advantage one
might expect from this is that if it works, it will have much faster convergence.
Indeed, this was observed earlier in [12] which called it a phased-Q Learning al-
gorithm. A sample complexity result was provided via some back-of-the-envelope
calculations though convergence is not implied. Our contribution is to provide
a rigorous proof that it indeed works and provide simulation evidence that the
expected fast convergence to a ball park estimate is indeed a reality, though
the theoretically predicted convergence is much slower. We first show that with
fixed number of samples iterates almost surely converge to a random vector and
then show that it coincides with the optimal Q-value function. Then, we obtain
the rate of convergence and sample complexity bounds via a random operator
analysis technique based on stochastic dominance.
The proof technique we use should be of independent interest as it is based
upon the constructs borrowed from the celebrated backward coupling scheme
for exact simulation [16] (see also [9] for a discussion of the scheme and other
related dynamics). In hindsight, this need not be surprising, as value and Q-value
iterations in finite time yield finite horizon values/Q-values ‘looking backward’
with the initial guess as the terminal cost.
There is enormous literature on reinforcement learning for approximate dy-
namic programming and there is no point in even attempting a bird’s eye view
here. We refer the reader instead to the classic [4] and its update in Chapters 6
and 7 of [3]. Other related expositions are [18, 19, 15].
We set up the framework and state the main result in the next section,
followed by its proof in section 3. Section 4 presents rate of convergence analysis,
a non-asymptotic sample complexity bound and its asynchronous and online
extensions. Section 5 presents some simulation results and section 6 concludes
with pointers to future possibilities.
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2. Preliminaries and Main Result
2.1. MDPs
Consider an MDP on a finite state space S and a finite action space A. Let P(A)
denote the space of all probability measures on A. Also given is a transition
kernel
p : (s, a, s′) ∈ S× A× S 7→ p(s′|s, a) ∈ [0, 1]
satisfying
∑
s′∈S p(s
′|s, a) = 1. Let c : S × A → R+ denote the cost function
which depends on the state-action pair.
An MDP is a controlled Markov chain {Xt} on the set S controlled by an A-
valued control process {Zt} such that P (Xt+1 = s|Xr, Zr, r ≤ t) = p(s|Xt, Zt).
Define Π to be the class of stationary randomized policies: mappings pi : S →
P(A) such that pi(Xt) is the conditional distribution of Zt given {Xr, Zr, r <
t;Xt} for all t. Our objective is to minimize over all admissible {Zt} the infinite
horizon discounted cost E[
∑∞
t=0 γ
tc(Xt, Zt)] where γ ∈ (0, 1) is the discount
factor. It is well known that Π contains an optimal policy which minimizes the
infinite horizon discounted cost [17]. Also, let Σ denote the set of non-stationary
policies {σt} with σt : S → P(A), i.e., σt(Xt) is the conditional distribution of
Zt given {Xr, Zr, r < t;Xt} for each t.
For any pi ∈ Π, we define the transition probability matrix Ppi as,
Ppi(s, s′) :=
∑
a∈A
p(s′|s, a)pi(s, a). (2.1)
We make the following assumption.
Assumption 2.1. For any pi ∈ Π, the Markov chain defined by the transition
probability matrix Ppi is irreducible and aperiodic.
Remark 2.1. By Assumption 2.1, for any pi ∈ Π, there exists a positive integer
rpi such that, (P
pi)rpi (s, s′) > 0,∀s, s′ ∈ S where (Ppi)rpi (s, s′) denotes the (s, s′)th
element of the matrix (Ppi)rpi [14, Proposition 1.7, Page 8].
Define the optimal value function V ∗ : S→ R+ as
V ∗(s) = inf
pi∈Π
E
[ ∞∑
t=0
γtc(Xt, pi(Xt))
∣∣∣∣X0 = s
]
. (2.2)
Also define the Bellman operator T : R|S|+ → R|S|+ as
T (V )(s) := min
a∈A
[
c(s, a) + γ
∑
s′
p(s′|s, a)V (s′)
]
. (2.3)
The Bellman operator is a contraction mapping, i.e., ‖T (V )−T (V ′)‖∞ ≤ γ‖V −
V ′‖∞, and the optimal value function V ∗ is the unique fixed point of T (·). Given
the optimal value function, an optimal policy pi∗ can be calculated as [17]
pi∗(s) ∈ arg min
a∈A
[
c(s, a) + γ
∑
s′
p(s′|s, a)V ∗(s′)
]
. (2.4)
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2.2. Value Iteration, Q-Value Iteration
A standard scheme for finding the optimal value function (and hence an optimal
policy) is value iteration. One starts with an arbitrary function V0. At the kth
iteration, given the current iterate Vk, we calculate Vk+1 = TVk. Since T (·) is a
contraction mapping, by Banach fixed point theorem, Vk → V ∗.
Another way to find the optimal value function is via Q-value iteration.
Though this requires more computation than the value iteration, Q-value it-
eration is extremely useful in developing learning algorithms for MDPs.
Define the Q-value operator G : Rd+ → Rd+ as
G(Q)(s, a) := c(s, a) + γ
∑
s′∈S
p(s′|s, a) min
b
Q(s′, b) (2.5)
where d = |S||A|. Similar to the Bellman operator T , Q-value operator G is also
a contraction mapping, i.e., ‖G(Q) − G(Q′)‖∞ ≤ γ‖Q − Q′‖∞. Let Q∗ be the
unique fixed point of G(·), i.e.,
Q∗(s, a) = c(s, a) + γ
∑
s′∈S
p(s′|s, a) min
b
Q∗(s′, b).
This Q∗ is called the optimal Q-value. By the uniqueness of V ∗, it is clear
that V ∗ = mina∈AQ∗(s, a). Thus, given Q∗, one can compute V ∗ and hence an
optimal policy pi∗.
The standard method to compute Q∗ is Q-value iteration. We start with an
arbitrary Q0 and then update Qk+1 = G(Qk). Due to the contraction property
of G, Qk → Q∗ a.s.
2.3. Empirical Q-Value Iteration for MDPs
The Bellman operator T and the Q-value operator G require the knowledge
of the exact transition kernel p(·|·, ·). In practical applications, these transition
probabilities may not be readily available, but it may be possible to simulate
a transition according to any of these probabilities. Without loss of generality,
we assume that the MDP is driven by uniform random noise according to the
simulation function
ψ : S× S× [0, 1]→ S such that Pr(ψ(s, a, ξ) = s′) = p(s′|s, a) (2.6)
where ξ is a random variable distributed uniformly in [0, 1]. Using this conven-
tion, the Q-value operator can be written as
G(Q)(s, a) := c(s, a) + γ E
[
min
b
Q(ψ(s, a, ξ), b)
]
. (2.7)
In empirical Q-value iteration (EQVI) algorithm, we replace the expecta-
tion in the above equation by an empirical estimate. Given a sample of n i.i.d.
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random variables distributed uniformly in [0, 1], denoted {ξi}ni=1, the empirical
estimate of E [minbQ(ψ(s, a, ξ), b)] is 1n
∑n
i=1 minbQ(ψ(s, a, ξi), b). We summa-
rize our empirical Q-value iteration algorithm below.
Algorithm 1 : Empirical Q-Value Iteration (EQVI) Algorithm
Input: Q̂0 ∈ Rd+, sample size n ≥ 1, maximum iterations kmax. Set counter k = 0.
1. For each (s, a) ∈ S×A, sample n uniformly distributed random variables {ξki (s, a)}ni=1,
and compute
Q̂k+1(s, a) = c(s, a) + γ
1
n
n∑
i=1
(
min
b
Q̂k
(
ψ(s, a, ξki (s, a)), b
))
2. Increment k ← k + 1. If k > kmax, STOP. Else, return to Step 1.
We introduce some notation to state our results precisely. Let (Ω1,F1,P1)
be the probability space of one-sided infinite sequences ω = (ωk : k ∈ Z∗),
where Z∗ is the set of non-negative integers. Each element ωk is a vector, ωk =
(ξki (s, a), 1 ≤ i ≤ n, s ∈ S, a ∈ A), where ξki (s, a) is a random noise distributed
uniformly in [0, 1]. We assume that ξki (s, a) are i.i.d. ∀i, ∀(s, a) ∈ S × A and
∀k ∈ Z∗. E1 denotes expectation with respect to measure P1.
Our main result then is the following.
Theorem 2.1. For a given ω ∈ Ω1, let Q̂k(ω), k ≥ 0, be the corresponding
Q-value iterates as defined in Algorithm 1. Then, there exists a random variable
Q∗(ω) such that Q̂k(ω)→ Q∗(ω), ω − a.s.
The main idea that we exploit is the fact that (exact) Q-value iteration in
finite time is equal to finite horizon Q-values obtained by “looking backward”
with the initial guess as the terminal cost. More precisely, when the transition
kernels p(·|·, ·) are known, the kth iterate Qk of the (exact) Q-value iteration
is obtained via the iteration Qk = G (Qk−1) (c. f. (2.5)) with an initial guess
Q0. One can show that this Qk is equal to Q
′
k which is the Q-value obtained by
“looking backward” where
Q
′
k(s, a) = E
[ −1∑
l=−k
γl+kc(X
′
l , Z
′
l ) + γ
kQ0(X
′
0, Z
′
0)|X
′
−k = s, Z
′
−k = a
]
.
So, rather than showing that the forward iteration Qk converges to the opti-
mal Q-value function Q∗, one can also establish the convergence of the (exact)
Q-value iteration by showing that the backward iterate Q
′
k converges to Q
∗
almost surely. When the transition kernels are known, this is obviously a con-
voluted route because the convergence of the forward iteration Qk+1 = G(Qk)
is immediate by the contraction property of G.
However, when the transition kernels are unknown, it is not clear if we can
directly prove the convergence of the (simulation-based) forward iteration se-
quence Q̂k(ω) (given in Algorithm 1 and formalized in equation (3.6)) to the
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optimal Q-value function Q∗. To overcome this difficulty, we take the approach
mentioned above and define the (simulation-based) backward iteration sequence
Q˜k(ω) (c.f. equation (3.18)) similar to the Q
′
k above and we rigorously show that
Q̂k(ω) = Q˜k(ω),∀ω (c.f. Proposition 3.2). Then, using an approach similar to
the well known Propp-Wilson backward simulation algorithm [16], we show that
Q˜k (and hence Q̂k) converges to a random variable Q
∗(ω) almost surely (c.f.
Proposition 2.1).
We can further establish that the random limit Q∗(ω) in Theorem 2.1 is
indeed a constant almost surely.
Corollary 2.1. The empirical Q-value iteration converges to the optimal Q-
value function, i.e., Q̂k → Q∗ a.s. as k →∞ for any fixed n.
We also provide a rate of convergence, or a non-asymptotic sample com-
plexity bound. This follows from methods that had been developed in [10] for
empirical value and policy iteration, which however only provide a convergence
in probability guarantee.
Let Q̂nk be the kth iterate of EQVI when using n samples. Then,
Theorem 2.2. Given  ∈ (0, 1) and δ ∈ (0, 1), fix g = /η∗ and select δ1, δ2 > 0
such that δ1 + 2δ2 ≤ δ where η∗ = d2/(1− γ)e. Select an n such that
n ≥ n(, δ) = (κ
∗)2
22g
log
2|S||A|
δ1
where κ∗ = max(s,a)∈K c(s, a)/(1− γ) and select a k such that
k ≥ k(, δ) = log
(
1
δ2 µn,min
)
.
Then,
P1
(
‖Q̂nk −Q∗‖ ≥ 
)
≤ δ.
Here µn,min = mini µn(i) and µn(i) is given by
µn (η
∗) = pN
∗−η∗−1
n , µn (N
∗) =
1− pn
pn
,
µn (i) = (1− pn) p(N∗−i−1)n , ∀i = η∗ + 1, . . . , N∗ − 1,
pn = 1− 2|S||A|e−2(/γ)2n/((κ∗)2), N∗ =
⌈
κ∗
g
⌉
.
2.4. Comparison with Classical Q-learning
Synchronous variant of the classical Q-learning algorithm for discounted MDPs
works as follows (see [4, Section 5.6]). For every state-action pair (s, a) ∈ S×A,
we maintain a Q-value function and use the update rule
Qk+1 (s, a) = Qk (s, a)+αk
(
c (s, a) + γ min
b∈A
Qk
(
ψ(s, a, ξk(s, a)), b
)−Qk (s, a))
(2.8)
Kalathil, Borkar and Jain/Empirical Q-Value Iteration 7
where ξk(s, a) is a random noise sampled uniformly from [0, 1] and {αk, k ≥ 0}
is the standard stochastic approximation step sequence such that
∑
k αk = ∞
and
∑
k α
2
k <∞. It can be shown that Qk → Q∗ almost surely [4]. The rate of
convergence depends on the sequence {αk, k ≥ 0} [8]. In general, the convergence
is very slow.
Empirical Q-value iteration algorithm does not use stochastic approximation,
and is a non-incremental scheme. The rate of convergence will depend on the
number of noise samples n.
3. Proof of Theorem 2.1
In the following, we first formally set the notations for the underlying probability
space and define EQVI iterate Q̂k using those notations (c.f. (3.6)). Then we
define the forward simulation model for controlled Markov chains (c.f. equation
(3.11)), and show the finite time coupling property of this simulated chain (c.f.
Proposition 3.1). Then we define the backward simulation model for controlled
Markov chain (c.f. 3.16). Equipped with these notions, we proceed to prove
Proposition 3.2. Finally we will give the proof for the main results Theorem 2.1
and for the corollary
Let (Ω1,F1,P1) be the probability space of one-sided infinite sequences ω
such that ω = {ωk : k ∈ Z∗}, where Z∗ is the set of non-negative integers. Each
element ωk of the sequence is a vector ωk = (ξ
k
i (s, a), 1 ≤ i ≤ n, s ∈ S, a ∈ A),
where ξki (s, a) is a random noise distributed uniformly in [0, 1]. We assume that
ξki (s, a) are i.i.d. ∀i, ∀(s, a) ∈ S× A and ∀k ∈ Z∗. E1 denotes expectation with
respect to measure P1.
For each k ∈ Z∗, θk denotes the left shift operator, i.e.,
θkω := {ωτ+k : τ ≥ 0}. (3.1)
Also, let Γ be the projection operator such that Γ(θkω) = ωk,∀k ∈ Z∗, ∀ω ∈ Ω1.
Recall that ψ is the simulation function defined in equation (2.6) such that
P1(ψ(s, a, ξki (s, a)) = s′) = p(s′|s, a), ∀i, k. (3.2)
Using ψ, for each ω ∈ Ω1 we define a sequence of empirical transition kernels
p̂(ω) = (p̂k(ωk))k≥0 as
p̂k(s
′|s, a) := 1
n
n∑
i=1
I{ψ(s, a, ξki (s, a)) = s′}. (3.3)
We dropped ωk from the above definition for ease of notation. For any pi ∈ Π,
we also define the transition probability matrix P̂pik as,
P̂pik (s, s
′) :=
∑
a∈A
p̂k(s
′|s, a)pi(s, a). (3.4)
Note that the rows of P̂pik are independent due to the independence assumption
on the elements of the vector ωk. Also, P̂
pi
k are independent ∀k.
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We define the empirical Q-value operator Ĝ : Ω1 × Rd+ → Rd+ as
Ĝ(θkω,Q)(s, a) := G˘n(Γ(θkω), Q)(s, a)
:= c(s, a) + γ
1
n
n∑
i=1
min
b
Q(ψ(s, a, ξki (s, a)), b)
= c(s, a) + γ
∑
s′
p̂k(s
′|s, a) min
b
Q(s′, b). (3.5)
Then, the empirical Q-value iteration given in Algorithm 1 can be succinctly
represented as
Q̂k+1(ω) = Ĝ(θkω, Q̂k(ω)). (3.6)
We drop ω from the notation of Q̂k whenever it is not necessary.
Note that from equation (3.2) and (3.5), for any fixed Q,
E1
[
Ĝ(θkω,Q)
]
= G(Q), ∀k ∈ Z∗, (3.7)
where G is the Q-value operator defined in equation (2.5).
We define another probability space (Ω2 = Ω
′
2 × Ω′′2 ,F2,P2) of one-sided
infinite sequences µ such that µ = {(νk, ν˜k), k ∈ Z∗}. Here ν = {νk : k ∈
Z∗} ∈ Ω′2. Each element νk of the sequence ν is a |S||A|-dimensional vector,
νk = (νk(s, a), s ∈ S, a ∈ A) where νk(s, a) is a random variable distributed uni-
formly in [0, 1]. We assume that νk(s, a) are i.i.d. ∀(s, a) ∈ S× A and ∀k ∈ Z∗.
Likewise, let ν˜ = {ν˜k : k ∈ Z∗} ∈ Ω′′2 . Each element ν˜k of the sequence ν˜ is
a |S|-dimensional vector, ν˜k = (ν˜k(s), s ∈ S) , where ν˜k(s) is a random variable
distributed uniformly in [0, 1]. We assume that ν˜k(s) are i.i.d., independent of
ν, ∀s ∈ S and ∀k ∈ Z∗. E2 denotes the expectation with respect to P2. Let P
be the product measure, P = P1 ⊗ P2 and let E denote the expectation with
respect to P.
For each ω ∈ Ω1, i.e., for each sequence of transition kernels p̂(ω) = (p̂k(ωk))k≥0,
we define a sequence of simulation functions
(
φk = (φ
1
k, φ
2
k)
)
k≥0 as,
φ1k : S× A× Ω′2 → S (3.8)
φ2k : S× Ω′′2 → A (3.9)
such that
P2
(
φ1k(s, a, νk(s, a)) = s
′) = p̂k(s′|s, a) (3.10)
and φ2k is the (randomized) control strategy that maps the output of the function
φ1k to an action space-valued random variable φ
2
k(φ
1
k(s, a, νk(s, a)), ν˜k(φ
1
k(s, a, νk(s, a)))).
We note that the control strategy can be identified with an element pi, resp. σ,
of the set Π or Σ, when, resp.,
P2(φ2k(s, ν˜(s)) = a) = pi(s, a) or P2(φ2k(s, ν˜(s)) = a) = σk(s, a).
In such a case, we write φ2k ≈ pi or φ2k ≈ σk as the case may be.
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For k2 > k1, define the composition function Φ
k2
k1
as
Φk2k1 := φk2−1 ◦ φk2−2 ◦ · · · ◦ φk1 . (3.11)
Given an ω ∈ Ω1, ν ∈ Ω2 and an initial condition (s0, a0), we can simulate an
MDP with state-action sequence (Xk(ω, ν), Zk(ω, ν))k≥0 as follows:
(Xk(ω, ν), Zk(ω, ν)) = Φ
k
0(s0, a0) and (Xk+1(ω, ν), Zk+1(ω, ν)) = φk◦Φk0(s0, a0)
(3.12)
We call this simulation method as forward simulation. The dependence on the
control strategy φ2k is implicit and is not used in the notation. Whenever not
necessary, we also drop ω and ν from the notation and denote the simulated
chain by (Xk, Zk). Since
P2(Xk+1|Xm, Zm,m ≤ k) = p̂k(Xk+1|Xk, Zk),
the sequence (Xk(ω, ν))k≥0 is a controlled Markov chain.
Consider two controlled Markov chains X1k(ω, ν), X
2
k(ω
′, ν′), k ≥ k0, with dif-
ferent initial conditions, defined on (Ω×Ω′,F×F ′,P×P′) where (Ω′,F ′,P′) is an-
other copy of (Ω,F ,P). Define the coupling time, τ˜ω∗,ν∗ , for ω∗ := (ω, ω′), ν∗ :=
(ν, ν′), as τ˜ω∗,ν∗(s10, s
2
0) :=
min
{
m ≥ 0 : X1k0+m(ω, ν) = X2k0+m(ω′, ν′), X1k0(ω, ν) = s10, X2k0(ω′, ν′) = s20
}
.
(3.13)
We prove that the expected value of the coupling time is finite.
Proposition 3.1. Let (X1k(ω, ν), Z
1
k)k≥k0 , (X
2
k(ω
′, ν′), Z2k)k≥k0 be two sequences
of state-action pairs for an MDP simulated according to (3.12) using an arbitrary
control strategy φ2k ≈ σk. Let τ˜ω∗,ν∗ be the coupling time as defined in equation
(3.13). Then,
E
[
τ˜ω∗,ν∗(s
1
0, s
2
0)
]
<∞, ∀s10, s20 ∈ S.
Proof is given in the Appendix.
We now consider the backward simulation of an MDP. This is similar to the
coupling from the past idea introduced in [16]. Note that for us this is a proof
technique, a ‘thought experiment’, and not the actual algorithm.
Given ω ∈ Ω1, ν ∈ Ω2, the sequence of simulation functions (φk = (φ1k, φ2k)),
a k0 > 0, and an initial condition X˜−k0(ω, ν) = s0, Z˜−k0(ω, ν) = a0, we simulate
a controlled Markov chain (X˜m(ω, ν))
0
m=−k0 of length k0 +1 using the backward
simulation. As a first step, we do an offline computation of all possible simula-
tion trajectories as follows:
1. Input k0. Initialize m = −1.
2. Compute φ˜1m(s, a, ν−m(s, a)) := φ
1
−m(s, a, ν−m(s, a)), ∀(s, a) ∈ S× A.
3. m← m− 1. If m < −k0, stop. Else, return to step 2.
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Then we simulate (X˜m(ω, ν))
0
m=−k0+1 as,
X˜m = φ˜
1
m(X˜m−1, Z˜m−1, ν−(m−1)(X˜m−1, Z˜m−1)), (3.14)
Z˜m = φ˜
2
m(X˜m, ν˜−m(X˜m)) := φ
2
−m(X˜m, ν˜−m(X˜m)), (3.15)
starting from the initial condition X˜−k0(ω, ν) = s0, Z˜−k0(ω, ν) = a0. We define
the composition function as
Φ˜0−k0 := φ˜0 ◦ φ˜−1 ◦ · · · ◦ φ˜−k0+2 ◦ φ˜−k0+1 (3.16)
where φ˜m = (φ˜
1
m, φ˜
2
m).
Recall that (c.f. (3.12)) in the forward simulation starting from k = 0, we go
from a path of length k0 to a path of length k0 + 1 by taking the composition
φk0 ◦Φk00 (s0, a0). In backward simulation, we do this by taking the composition
Φ˜0−k0+1 ◦ φ˜−k0(s0, a0). So, forward simulation is done by forward composition
of simulation functions whereas the backward simulation is done by backward
composition of the simulation functions. Furthermore, in forward simulation,
we can successively generate consecutive states of a single controlled Markov
chain trajectory one transition at a time, whereas in backward simulation one
is obliged to generate one transition per state and any trajectory from −k0 to 0
has to be traced out of this collection by choosing contiguous state transitions at
each successive time. This feature is familiar from the Propp-Wilson backward
simulation algorithm mentioned above.
In the following, we fix the control strategy φ2k as,
φ2k(s) = arg min Q˜k(s, ·),∀s, (3.17)
where Q˜k is defined as,
Q˜k(s, a) := E2
[ −1∑
l=−k
γl+kc(X˜l, Z˜l) + γ
kQ˜0(X˜0, Z˜0)|X˜−k = s, Z˜−k = a
]
(3.18)
and Q˜0(·, ·) = h(·, ·) for any bounded function h : S × A → R+. Note that the
expectation in the above equation is with respect to the measure P2 for a given
ω (i.e., for a given sequence of transition kernels (p̂k(ωk))k≥0.
We now show an important connection between the Q˜k iterate defined above
and the empirical Q-value iterate Q̂k.
Proposition 3.2. Let Q̂0(·, ·) = Q˜0(·, ·) = h(·, ·) for any bounded function
h : S× A→ R+. Then, Q̂k = Q˜k for all k ≥ 0.
Proof. We prove this by induction. First note that by the definition of Q̂k given
in equation (3.6), for all (s, a) ∈ S× A, we get
Q̂0(s, a) = h(s, a),
Q̂1(s, a) = c(s, a) + γ
∑
s′
p̂0(s
′|s, a) min
b
h(s′, b).
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Now, by the definition in equation (3.18),
Q˜0(s, a) = E2
[
h(X˜0, Z˜0)|X˜0 = s, Z˜0 = a
]
= h(s, a),
Q˜1(s, a) = E2
[
c(X˜−1, Z˜−1) + γ Q˜0(X˜0, Z˜0)|X˜−1 = s, Z˜−1 = a
]
= c(s, a) + γE2
[
Q˜0(φ0(X˜−1, Z˜−1, ν1), Z˜0)|X˜−1 = s, Z˜−1 = a
]
,
where Z˜0 = arg min Q˜0(φ0(X˜−1, Z˜−1, ν1), ·). Then,
Q˜1(s, a) = c(s, a) + γ
∑
s′
p̂0(s
′|s, a) min
b
h(s′, b),
where we used the fact that Q˜0 = h.
Now, assume that Q̂m = Q˜m for all m ≤ k − 1. Then,
Q˜k(s, a) = E2
[ −1∑
l=−k
γl+kc(X˜l, Z˜l) + γ
kQ˜0(X˜0, Z˜0)|X˜−k = s, Z˜−k = a
]
= c(s, a) + E2
[ −1∑
l=−k+1
γl+kc(X˜l, Z˜l) + γ
kQ˜0(X˜0, Z˜0)|X˜−k = s, Z˜−k = a
]
= c(s, a)
+ γ E2
[ −1∑
l=−k+1
γl+k−1c(X˜l, Z˜l) + γk−1Q˜0(X˜0, Z˜0)|X˜−k = s, Z˜−k = a
]
= c(s, a) + γ E2
[
Q˜k−1(X˜−k+1, Z˜−k+1)|X˜−k = s, Z˜−k = a
]
= c(s, a) + γ E2
[
Q˜k−1(φ−k+1(X˜−k, Z˜−k, νk), Z˜−k+1)|X˜−k = s, Z˜−k = a
]
,
where Z˜−k+1 = arg min Q˜k−1(φ−k+1(X˜−k, Z˜−k, νk), · ).
Then,
Q˜k(s, a) = c(s, a) + γ
∑
s′
p̂k−1(s′|s, a) min
b
Q˜k−1(s′, b)
= c(s, a) + γ
∑
s′
p̂k−1(s′|s, a) min
b
Q̂k−1(s′, b)
= Q̂k(s, a).
Now we show the following results.
Proposition 3.3. For ω ∈ Ω1, ν ∈ Ω2, we trace out two MDPs with state-action
sequences
(X˜m(ω, ν), Z˜m(ω, ν))
0
m=−k, (X˜
′
m(ω, ν), Z˜
′
m(ω, ν))
0
m=−k,
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with initial conditions
(X˜−k(ω, ν), Z˜−k(ω, ν)) = (s, a), (X˜ ′−k(ω, ν), Z˜
′
−k(ω, ν)) = (s
′, a′).
These chains couple with probability 1 as k →∞.
Proof. Note that by construction, two Markov chain paths initiated at time −k
traced from the above backward simulation in forward time beginning at −k
will merge once they hit a common state, i.e., get ‘coupled’ (cf. [16]). Let τ˜kω,ν
be the time after which these chains couple, i.e., X˜−k+τ˜kω,ν = X˜
′
−k+τ˜kω,ν and
X˜−k+l 6= X˜ ′−k+l for all 0 ≤ l < τ˜kω,ν . Since these chains are of finite length (from
−k to 0), we may need to define the value of τ˜kω,ν arbitrarily if they don’t couple
during this time.
To overcome this, we let these chains run to infinity. This can be done
without loss of generality as follows. For −k ≤ m < 0, simulate the chains
according to the backward simulation method specified by (3.14)-(3.15). Sup-
pose the i.i.d. random vectors νm are generated for all −∞ < m < ∞. For
m ≥ 0, continue the simulation to generate chains (X˜m(ω, µ), Z˜m(ω, µ))∞m=1,
(X˜ ′m(ω, µ), Z˜
′
m(ω, µ))
∞
m=1 as,
X˜m = φ
1
m+k(X˜m−1, Z˜m−1, ν−(m−1)), (3.19)
Z˜m = φ
2
m+k(X˜m, ν˜−m). (3.20)
It is easy to see that the τ˜kω,ν has the same statistical properties as the coupling
time defined in equation (3.13). So, by Proposition 3.1, E[τ˜kω,ν ] <∞. Now,∑
n≥1
P
(
2τ˜kω,ν ≥ n
)
= E[2τ˜kω,ν ] <∞.
Also, it is easy to see that τ˜kω,νs are identically distributed ∀k. So,∑
n≥1
P
(
2τ˜kω,ν ≥ n
)
=
∑
n≥1
P
(
2τ˜nω,ν ≥ n
)
<∞
which implies ∑
n≥1
P
(
τ˜nω,ν − n > −
n
2
)
<∞.
Then, by Borel-Cantelli lemma, τ˜nω,ν − n → −∞, (ω, ν)-a.s. Thus, the chains
will couple with probability 1.
We shall need the following lemma of Blackwell and Dubins [5], [7, Chapter
3, Theorem 3.3.8].
Lemma 3.1. [5] Let Yk, k = 1, 2, . . . ,∞ be real random variables on a probabil-
ity space (Ω1,F1,P1) such that Yk → Y∞ a.s. and E[supk |Yk|] < ∞. Let {Fk}
be a family of sub-σ-fields of F which is either increasing or decreasing, with
F∞ = ∨kFk or ∩kFk accordingly. Then, limk,j→∞ E[Yk|Fj ] = E[Y∞|F∞] a.s.
and in L1.
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We now show that Q˜k(ω) converges to a random variable Q
∗(ω) almost surely.
By the above proposition, this will imply the almost sure convergence of Q̂k to
Q∗(ω).
We now give the proof of Theorem 2.1.
Proof. Consider the backward simulation described above. For ω ∈ Ω1, ν ∈ Ω2,
we trace out two MDPs with state-action sequences
(X˜m(ω, ν), Z˜m(ω, ν))
0
m=−k, (X˜
′
m(ω, ν), Z˜
′
m(ω, ν))
0
m=−k,
with initial conditions
(X˜−k(ω, ν), Z˜−k(ω, ν)) = (s, a), (X˜ ′−k(ω, ν), Z˜
′
−k(ω, ν)) = (s
′, a′).
Note that by construction, two Markov chain paths initiated at time −k traced
from the above backward simulation but in forward time beginning at −k, will
merge once they hit a common state, i.e., get ‘coupled’ (cf. [16]). Decrease −k
until all paths initiated at −k couple. Once they couple, they follow the same
sample path.
Now, by construction,
Q˜k(s, a)− Q˜k(s′, a′) = E2
[ (−k+τ˜kω,ν−1)∧(−1)∑
l=−k
γl+k
(
c(X˜l, Z˜l)− c(X˜ ′l , Z˜ ′l)
)
+ γk∧τ˜
k
ω,ν
(
Q˜0(X˜0, Z˜0)− Q˜0(X˜ ′0, Z˜ ′0)
)
∣∣∣∣(X˜−k, Z˜−k) = (s, a), (X˜ ′−k, Z˜ ′−k) = (s′, a′)]
Since the chains will couple with probability 1 (according to Proposition 3.3), the
RHS of the above equation will converge to a random variable R(ω)(s, a, s′, a′),
ω-a.s. as k →∞, i.e,
Rk(ω)(s, a, s
′, a′) := Q˜k(s, a)− Q˜k(s′, a′)→ R(ω)(s, a, s′, a′), ω − a.s. (3.21)
We revert to the ‘forward time’ picture henceforth. Now,
Q̂k+1(s, a) = c(s, a) + γ
∑
s′
p̂k(s
′|s, a) min
b
Q̂k(s
′, b)
= c(s, a) + γ
∑
s′
p̂k(s
′|s, a) min
b
(
Q̂k(s
′, b)− Q̂k(s, a)
)
+ γ Q̂k(s, a)
= c(s, a) + γ
∑
s′
p̂k(s
′|s, a) min
b
Rk(ω)(s
′, b, s, a) + γ Q̂k(s, a)
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Since p̂k depends only on ω, we can define another random variable R
′
k(ω)(s, a)
such that
R′k(ω)(s, a) :=
∑
s′
p̂k(s
′|s, a) min
b
Rk(ω)(s
′, b, s, a),
= E
[
min
b
Rk(ω)(s
′, b, s, a)|F˜k−1
]
,
where F˜k−1 := σ(ξk′i (s, a), s ∈ S, a ∈ A, 1 ≤ i ≤ n, k′ < k). Since Rk(ω) →
R(ω), ω − a.s., it follows from the preceding lemma that there exists another
random variable R∗(ω) such that
R′k(ω)→ R∗(ω), ω − a.s.
Then,
Q̂k+1(s, a) = c(s, a) + γ R
′
k(ω)(s, a) + γ Q̂k(s, a)
= c(s, a) + γ R′k(ω)(s, a) + γ c(s, a) + γ
2 R′k−1(ω)(s, a) + γ
2 Q̂k−1(s, a)
...
...
= c(s, a)
k∑
l=0
γl + γ
k∑
l=0
γlR′k−l(ω)(s, a) + γ
k+1Q̂0(s, a).
Clearly,
Q̂k(s, a)→ Q∗(ω) := c(s, a)
(1− γ) +
γR∗(ω)(s, a)
(1− γ) , ω − a.s.
Next we provide a proof of Corollary 2.1.
Proof. Let (Ω1,F1,P1) be the probability space as defined before. By Fk denote
σ(Q̂m,m ≤ k). From Proposition 2.1, Q̂k(ω) → Q̂∗(ω), ω − a.s., and hence,
Q̂k(ω) − Q̂k−1(ω) → 0. Taking conditional expectation and using Lemma 3.1
we get,
E[Q̂k(ω)|Fk−1]− Q̂k−1(ω)→ 0.
Since Q̂k(ω) = Ĝ(θk−1ω, Q̂k−1(ω)), from equation (3.7),
E[Q̂k(ω)|Fk−1] = G(Q̂k−1(ω))
whereG is theQ-value operator defined in equation (2.5). This givesG(Q̂k−1(ω))−
Q̂k−1(ω) → 0. Then, by the continuity of G, G(Q̂∗(ω)) = Q̂∗(ω) which implies
that Q̂∗(ω) is indeed equal to the optimal Q-function Q∗, by the uniqueness of
the fixed point of G.
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4. Rate of Convergence and Asynchronous EQVI
In this section, we now provide a rate of convergence, or a non-asymptotic
sample complexity bound. This follows from methods that had been developed
in [10] for empirical value and policy iteration, which however only provide a
convergence in probability guarantee. In the second subsection, we provide an
argument of why asynchronous EQVI will also work. This also uses methods
developed earlier in [10].
4.1. Rate of Convergence
One notable observation about Theorem 2.1 is that the almost sure convergence
of the EQVI iterate holds for any n. However, the rate of convergence will and
does depend on n and this is confirmed by the simulation results (c.f. Section
5). While almost sure convergence guarantee, i.e., Q̂k → Q∗ almost surely as
k → ∞ is a strong result, rate of convergence is an important consideration in
practical applications. Unfortunately, the coupling argument used in the proof
of Theorem 2.1 does not yield a rate of convergence. However, we note that
exact Q-value operator G(·) is a contraction, and its empirical variant Ĝ(·) is a
‘random contraction operator’.
In [10], a technique for analyzing the rate of convergence of a random sequence
resulting from iteration of a random contraction operator was developed. This
was used to show the probabilistic convergence of empirical value iteration and
explicit bounds were given on the number of simulations samples n and the
number of iterations k that are needed to get an -optimal value function with a
probability greater than (1− δ). We now argue that the exact Q-value operator
G(·) is a contraction, and its empirical variants Ĝ(·) satisfy Assumptions (4.1)-
(4.4) in [10], and thus a very similar methodology can be used in establishing
convergence in probability of the iterates of EQVI (weaker than Theorem 2.1
in this paper). But more importantly, it yields a rate of convergence and a non-
asymptotic sample complexity result, i.e., for any given  > 0, δ > 0, we give
an explicit bound on the number of simulation samples n and the number of
iterations k that are needed to get an -optimal Q-value with probability greater
that (1− δ).
Assumptions. The classical operator G and a sequence of random operators
{Ĝn} satisfy the following:
4.1 P
(
limn→∞ ‖Ĝnq −Gq‖ ≥ 
)
= 0 ∀ > 0 and ∀q ∈ R‖S‖. Also G has a
(possibly non-unique) fixed point q∗ such that Gq∗ = q∗.
4.2 There exists a κ∗ < ∞ such that ‖qˆkn‖ ≤ κ∗ almost surely for all k ≥ 0,
n ≥ 1. Also, ‖q∗‖ ≤ κ∗.
4.3 ‖Gq − q∗‖ ≤ γ ‖q − q∗‖ for all q ∈ R|S|.
4.4 There is a sequence {pn}n≥1 such that
P
(
‖Gq − Ĝnq‖ < 
)
> pn()
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and pn() ↑ 1 as n→∞ for all v ∈ Bκ∗(0), ∀ > 0 .
It can be shown that the exact Q-value operator G and its empirical variants
Ĝn (where the index n is for number of samples) satisfies the above assumptions.
It can be argued easily by using strong law of large numbers that Assumption
4.1 is satisfied. Assumption 4.2 is satisfied easily when rewards are bounded.
Assumption 4.3 is satisfied since G is a contraction operator. It can easily be
checked that Assumption 4.4 is satisfied with
pn = 1− 2|S||A|e−2(/γ)2n/((κ∗)2). (4.1)
This implies convergence in probability of the Q-value iterates (weaker than in
the previous section) to the optimal Q-value. Now, following arguments and con-
struction similar to Section 5.1 in [10], we can derive a non-asymptotic sample
complexity bound given in Theorem 2.2.
Since the details of the proofs are the same as in [10], we only give a short
outline here. Readers are referred to [10] for details. The proof is based on the
idea of constructing a sequence of Markov chains that stochastically dominate a
discrete error process. More precisely, we are interested in the rate of convergence
of the sequence {‖Q̂k − Q∗‖, k ≥ 0} to 0. But since the error process {‖Q̂k −
Q∗‖, k ≥ 0} is continuous-valued,we first discretize it and get a discrete error
process now defined on non-negative integers. Unfortunately, this process is
not Markovian. Hence, we construct a Markov chain {Y nk , k ≥ 0} that has the
following structure:
Y nk =
{
max
{
Y nk−1, η
∗} , with probability pn,
N∗, with probability1− pn.
(4.2)
Note that pn is close to 1 for sufficiently large n. The Markov chain {Y nk , k ≥ 0}
will either move one unit closer to zero until it reaches η∗, or it will move (as far
away from zero as possible) to N∗ (and hence bounds are very conservative).
We can show that this Markov chain stochastically dominates the discrete error
process. Further, as n goes to infinity, the invariant distribution of the Markov
chain will concentrate at zero, which establishes convergence of the error process
{‖Q̂k −Q∗‖, k ≥ 0} to zero in probability. Now the mixing rate of the Markov
chain gives the rate of convergence and the sample complexity bound for EQVI
in the above theorem.
4.2. Asynchronous EQVI
We now show that just as for EVI, the asynchronous version of EQVI works as
well. That is, the Q-value function estimates converge in probability even when
the updates are asynchronous, including in the “online” case when updates are
done for one state at a time. We consider each state to be visited at least once
to complete a full cycle, and the time for a full cycle could be random.
Let (σk, αk)k≥0 be any infinite sequence of states and actions. This sequence
(σk, αk)k≥0 may be deterministic or stochastic, and it may even depend online
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on the Q-value function updates. For shorthand, denote z = (σ, α). For any
z ∈ S× A, we define the asynchronous Q-value operator Gz as
[GzQ] (s, a) =
{
c (σ, α) + γE [minb∈AQ (ψ (σ, α, ξ) , b)] , (s, a) = z
Q (s, a) , otherwise.
Also define its empirical variant with n samples as:[
Ĝz,n (ω) Q̂
]
(s, a) =
{
c (σ, α) + γn
∑n
i=1 minb∈A Q̂ (ψ (σ, α, ξi) , b) , (s, a) = z,
Q̂ (s, a) , otherwise.
The operators Gz and Ĝz,n only update the Q-value function for state s and
action a, and leaves the other estimates unchanged. This will then produce a
sequence of updates {Qk} and {Q̂nk} respectively starting from some intial seed
Q0.
Suppose that in some finite number of steps K1, each state-action pair is
visited at least once. Define,
G˜ := GzK1 · · ·Gz1Gz0 ,
which is a contraction with constant γ. It is well-known [8] that if each state-
action pair is visited infinitely often, the sequence produced by asynchrononus
Q-value iteration, {Qk} will converge to Q∗, the optimal Q-value.
Now define the time of (m+ 1)th full update
Km+1 := inf
{
k : k ≥ Km, (zi)ki=Km+1 includes every state-action pair in S× A
}
,
with K0 = 0. We can now give a slightly modified stochastic dominance argu-
ment to show that asynchronous EVI will converge in a probabilistic sense by
checking the progress of the algorithm at these hitting times, i.e., we look at the
sequence {Q̂nKm}m≥0. In the simplest update scheme, each state-action pair is
updated in turn and the length of a full update cycle is |S||A|.
Now, analogous to G˜, we can define an operator Ĝn,
Ĝn := ĜzK1 ,n · · · Ĝz1,nĜz0,n.
Note that each random operator in this iteration introduces an error /|S||A| as
compared to the corresponding non-random operator. This can be ensured by
picking n large enough such that
P
{
‖Ĝz,nQ−GzQ|| ≥ /|S||A|
}
≤ 2 e−2 (/(γ|S||A|))2n/(2κ∗)2
where κ∗ is a constant that can be computed. This can be used now to guarantee
that P
{
‖ĜnQ− G˜zQ|| ≥ 
}
is upper bounded by
pn = 2 |S| |A| e−2 (/(γ|S||A|))2n/(2κ∗)2 .
Now, the stochastic dominance argument developed in [10] can be applied to
obtain the following result.
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Theorem 4.1. If each state-action pair is visited in turn infinitely often, the
iterates of asynchronous EQVI,
Q̂nk → Q∗ in probability
as n, k →∞.
Remark 4.1. We note that the “online” version of asynchronous EQVI is like
the popular Q-learning algorithm used for reinforcement learning. As we see
in the numerical results in the next section, online EQVI has a much faster
convergence than Q-learning, though the theoretical guarantees are weaker, i.e.,
convergence in probability for EQVI and almost sure for Q-learning.
5. Numerical Results
In this section, we show some numerical results comparing the classical Q-
Learning (QL) algorithm (given in equation (2.8)) with our empirical Q-value
iteration (EQVI). We generate a ‘random’ MDP, with |S| = 500 and |A| = 10,
where the transition matrix P and the cost c(s, a) are generated randomly. We
plot relative error ek := ||Q̂k − Q∗||/||Q∗ vs the number of iterations. Note
that the synchronous verion of QL was used in which we used more than one
simulation samples and updated all state-action pairs at the same time.
We can represent the update equations of both QL and EQVI using the
operator Ĝ (c.f. (3.5), (2.8))
QL : Qk+1 = (1− αk)Qk + αk
(
Ĝ(θkω,Qk)
)
(5.1)
EQVI : Q̂k+1 = Ĝ(θkω, Q̂k) (5.2)
So, both EQVI and QL can be run using the same matlab code. For EQVI,
set αk = 1,∀k. Note that this does not make EQVI a stochastic approximation
scheme since it does not satisfy the step-size requirement.
As you can see from Figure 1, the rate of decay of relative error is way faster
in EQVI (and pretty close to exact QVI) as compared to Synchronous QL. In
fact, to reach 5% relative error, QVI takes about 30 iterations, EQVI takes
just a bit more (about 35), while Synchronous QL takes more than 300. Thus,
EQVI promises at least a 10x speedup over Synchronous QL. In fact, in about
35 iterations, Synchronous QL has a 50% relative error. The relative error has
been estimated from 50 simulation runs and the confidence intervals are very
tight. Note that as we take per samples per iteration, we start to approach
performance of exact QVI.
Figure 2 shows asynchronous EQVI and QL for a random MDP with 500
states and 10 actions wherein state-action pairs were chosen randomly in each
iteration. As can be seen, exact QVI and EQVI get to within 5% relative error in
about 500 iterations (quite remarkable since there are 5000 state-action pairs),
while QL in 500 iterations has a 90% relative error. In fact, (asynchronous) QL
is so slow that even after 10,000 iterations, the relative error is still about 50%.
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Fig 1. Comparison of Synchronous exact QVI, EQVI and QL for a 500 state and 10 action
random MDP. For QL, the step size αk = 1/k
θ, θ = 0.6. Averaging over 50 runs.
As before, the relative error has been estimated from 50 simulation runs and
the confidence intervals are very tight.
From these simulations. it is clear that EQVI promises significantly faster
performance than Q-learning, in both synchronous, as well as asynchronous
settings.
Remark 5.1. As mentioned above, we get a very fast convergence with EQVI
to a ball park estimate but then an extremely slow (in fact, imperceptible in the
given time frame) movement to the exact value as guaranteed by theory. To get
some intution about why so, consider the uncontrolled case. Then, the iterations
are of the form
Qk+1 = G˘Qk,
where G˘ is a random affine contraction. This may further be written as
Qk+1 = GˇQk +Mk = AQk + b+Mk,
where Gˇ(x) = Ax+b for suitably defined A, b is a deterministic affine contraction
and {Mk},Mk := G˘Qk − GˇQk, a martingale difference sequence. Note that A
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Fig 2. Comparison of Asynchronous exact QVI, EQVI and QL for a 500 state and 10 action
random MDP with multiple samples in each step. For QL, the step size αk = 1/k
θ, θ = 0.6.
Averaging over 50 runs.
in our case is γ times a stochastic matrix, hence a stable matrix. Then
Qk = A
kQ0 +
k−1∑
m=0
Ak−mb+
k−1∑
j=0
Ak−jMj .
The first term on the right decays to zero, the second converges to the desired
limit, and the third represents noise. If {Mk} were i.i.d., this would converge to
a stationary process, not to zero. In our case, it does converge to zero as implicit
in the proof of Theorem 2.1. In case of stochastic approximation, Mk would be
weighted by a square-summable step-size which accelerates this convergence to
zero. But in our case, in the absence of such additional damping, the fluctuations
can be expected to diminish only very slowly. On the other hand, the decay of
dependence on initial condition and convergence of the middle term to the desired
limit are no longer incremental as in the stochastic approximation counterpart
and therefore very rapid. This is in tune with the well known bias-variance trade-
off and not surprising. This does, however, suggest that a hybrid scheme that
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runs empirical Q-Value Iteration initially and then switches to conventional Q-
Learning will have the best of both the worlds if a faster almost sure convergence
is needed. Note also that the performance of our scheme improves rapidly with
increasing n. For practical problems, using EQVI until the relative error is below
some threshold (e.g., 1-5 %) may be enough.
6. Conclusions
We have presented a new (offline and online) Q-value iteration algorithm for
discounted-cost MDPs. We have rigourously established the convergence of this
algorithm to the desired limit with probability one. Unlike the classical learning
schemes for MDPs such as Q-learning and actor-critic algorithms, our algo-
rithm or analysis does not use a stochastic approximation method and is a
non-incremental scheme. Preliminary experimental results suggest a faster rate
of convergence for our algorithm than currently popularly used algorithms.
A particularly interesting and useful aspect is whether distributed and asyn-
chronous implementation of EQVI will work. We have been able to show that
for the special case where each state-action pair is updated in turn. Moreover,
the convergence guarantee is only probabilistic. It would be useful to show that
even with randomly picked state-action pairs, as long as each one of them is
picked infinitely often, we will get convergence and in the stronger almost sure
sense (as for our main result for the synchronous case.)
Another useful direction will be to show that this would work with infinite
(even continuous) state and action spaces. This would then make such an algo-
rithm useful even for partially observed MDP problems. This will require com-
bining current methods with function approximation in an appropriate space
(e.g., a Reproducing Kernel Hilbert Space (RKHS)).
Another useful direction would be the average reward case. Average reward
MDPs are typically hard to analyze because the dynamic programming operator
for average reward MDP is not a contraction mapping. There are, however,
provably convergent Q-learning and actor-critic algorithms for average reward
MDPs due to the powerful ODE approach to stochastic approximation [1] [13].
It would be interesting to see if our algorithm works for learning in MDPs with
average reward criterion.
These are directions for future research.
Appendix A
Proof of Proposition 3.1
We present this as a series of lemmas.
Given an initial time k0 and states s0, s
′ ∈ S, we define the hitting time τω,ν
of the controlled Markov chain (Xk(ω, ν))k≥k0 as
τω,ν(s0, s
′) := min{m ≥ 0|Xk0+m(ω, ν) = s′, Xk0(ω, ν) = s0}. (A.1)
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We first show that the expected value of the hitting time is finite when the
chain is controlled by a stationary strategy, i.e., φ2k ≈ pi ∈ Π,∀k.
Lemma A.1. Let (Xk(ω, ν), Zk)k≥k0 be the sequence of state-action pairs for
the MDP simulated according to (3.12) using a stationary control strategy φ2k ≈
pi ∈ Π,∀k. Let τω,ν be the hitting time as defined in equation (A.1). Then,
E [τω,ν(s0, s′)] <∞, ∀s0, s′ ∈ S.
Proof. Consider a sequence of states, (sk0+j)
r
j=0, with sk0 = s0 and sk0+r = s
′
such that Ppi (sk0 , sk0+1) · · ·Ppi (sk0+r−1, sk0+r) > 0. By Remark 2.1, such a
sequence of states exists. Furthermore, r can be picked independent of the choice
of s0, s
′ and we assume that it is so. Let
Wpi = Wpi((sk0+j)
r
j=0) := P̂
pi
k0 (sk0 , sk0+1) · · · P̂pik0+r−1 (sk0+r−1, sk0+r) .
Using (3.2)-(3.4), E1[P̂pik ] = Ppi ∀k. Since P̂pik are i.i.d.,
E1 [Wpi] = Ppi (sk0 , sk0+1) · · ·Ppi (sk0+r−1, sk0+r) > 0.
So there exist  > 0, δ > 0 such that P1 (Wpi > ) > δ. Then,
P (τω,ν(s0, s′) ≤ r) ≥ P2 (τω,ν(s0, s′) ≤ r|Wpi > )P1 (Wpi > ) > δ,
because P2 (τω,ν(s0, s′) ≤ r|Wpi) ≥ P2 (Xk0+r = s′, Xk0 = s0|Wpi) ≥Wpi. There-
fore,
P (τω,ν(s0, s′) > r) ≤ (1− δ).
Due to the i.i.d. nature of ω and the Markov property of Xk(ω, ν), it is clear
that the above probability does not depend on k0 and hence, for any k > 0,
P (τω,ν(s, s′) > kr) ≤ (1− δ)k.
Then, E [τω,ν(s, s′)] =
∑
t≥0
P (τω,ν(s, s′) > t) ≤
∑
k≥0
rP (τω,ν(s, s′) > kr)
≤ r
∑
k≥0
(1− δ)k <∞.
We next show that the expected value of the coupling time is finite when the
chain is controlled by a stationary strategy, i.e., φ2k ≈ pi ∈ Π,∀k.
Lemma A.2. Let (X1k(ω, ν), Z
1
k)k≥k0 , (X
2
k(ω
′, ν′), Z2k)k≥k0 be two sequences of
state-action pairs for an MDP simulated according to (3.12) using a stationary
control strategy φ2k ≈ pi ∈ Π,∀k. Let τ˜ω∗,ν∗ be the coupling time as defined in
equation (3.13). Then,
E
[
τ˜ω∗,ν∗(s
1
0, s
2
0)
]
<∞,∀s10, s20 ∈ S.
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Proof. Consider two sequences of states, (s1k0+j)
r
j=0 and (s
2
k0+j
)rj=0 with s
1
k0
=
s10, s
2
k0
= s20, s
1
k0+r
= s2k0+r = s, for some s ∈ S such that
Ppi
(
s1k0 , s
1
k0+1
) · · ·Ppi (s1k0+r−1, s1k0+r) > 0, and
Ppi
(
s2k0 , s
2
k0+1
) · · ·Ppi (s2k0+r−1, s2k0+r) > 0.
By Remark 2.1, such (s1k0+j)
r
j=0 and (s
2
k0+j
)rj=0 exist. Using, by abuse of nota-
tion, some common notation for entities defined on the two copies of (Ω,F ,P),
let
Wpi1 = W
pi
1 ((s
1
k0+j)
r
j=0) := P̂
pi
k0
(
s1k0 , s
1
k0+1
) · · · P̂pik0+r−1 (s1k0+r−1, s1k0+r) ,
Wpi2 = W
pi
2 ((s
2
k0+j)
r
j=0) := P̂
pi
k0
(
s2k0 , s
2
k0+1
) · · · P̂pik0+r−1 (s2k0+r−1, s2k0+r) .
As in the proof of Lemma A.1,
E1 [Wpi1 ] = Ppi
(
s1k0 , s
1
k0+1
) · · ·Ppi (s1k0+r−1, s1k0+r) > 0,
E1 [Wpi2 ] = Ppi
(
s2k0 , s
2
k0+1
) · · ·Ppi (s2k0+r−1, s2k0+r) > 0.
So there exist  > 0, δ > 0 such that P1 (Wpi1 > ) > δ and P1 (Wpi2 > ) > δ.
Moreover, due to the independence of P̂pik0+j(s
1
k0+j
, s1k0+j+1) and P̂
pi
k0+j
(s2k0+j , s
2
k0+j+1
),
P1 (Wpi1 > ,Wpi2 > ) > δ2.
Also,
P2
(
X1k0+r = X
2
k0+r, X
1
k0 = s
1
0, X
2
k0 = s
2
0|Wpi1 ,Wpi2
) ≥ Wpi1 Wpi2 .
Then, by an argument analogous to that of Lemma A.1, we have
P
(
τ˜ω∗,ν∗(s
1
0, s
2
0) ≤ r
) ≥ P2 (τ˜ω,ν(s10, s20) ≤ r|Wpi1 > ,Wpi2 > )P1 (Wpi1 > ,Wpi2 > )
≥ 2δ2,
where the , δ may be chosen independent of the choice of s10, s
2
0. Hence
P
(
τ˜ω∗,ν∗(s
1
0, s
2
0) > r
) ≤ (1− 2δ2).
Now the same arguments as in the proof of Lemma A.1 can be applied to get
the desired conclusion.
We now extend the result of Lemma A.1 and Lemma A.2 to non-stationary
control strategies. For that, we use the following result from [6] for a homo-
geneous MDP defined by the original transition kernel p(·|·, ·). We include the
proof for completeness.
Lemma A.3. [6, Lemma 1.1, Page 42] (Xk, Zk), k ≥ k0, be the sequence of
state-action pairs corresponding to the homogeneous MDP defined by an arbi-
trary control strategy σ ∈ Σ and the transition kernel p(·|·, ·). Then, there exist
integer r∗ and  > 0 such that
P(τ(s, s′) > r∗) < 1− , ∀s, s′ ∈ S.
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Proof. Suppose not. Then, there exists a sequence of controlled Markov chains
{Xαk , k ≥ k0}, α = 1, 2, . . . governed by control strategies {σαk , t ≥ k0} (with the
corresponding control sequences {Zαk , k ≥ k0}) such that the following holds: If
τα(s, s′) := min{k ≥ 0|Xαk0+k = s′, Xαk0 = s}, then
P (τα(s, s′) > α) > 1− 1
α
, α ≥ 1.
Since the state and action spaces are finite, the laws of {(Xαk , Zαk ), k ≥ k0}, α ≥
1, are tight. By dropping to a subsequence if necessary and invoking Skorohod’s
theorem, we may assume that these chains are defined on a common probability
space, and there exists a controlled Markov chain {X∞k , k ≥ k0} governed by
controls Z∞k , k ≥ k0, corresponding to a control strategy σ∞ with X∞k0 = s, such
that (Xαk , Z
α
k )k≥0 → (X∞k , Z∞k )k≥0 a.s. Since
P (τα(s, s′) > j) = E
[
j∏
k=1
I{Xαk0+k 6= s′},
]
α, t = 1, 2, . . . ,
a straightforward limiting argument leads to
Pr (τ∞(s, s′) > α) > 1− 1
α
, α ≥ 1.
for τ∞(s, s′) := min{k ≥ 0|X∞k0+k = s′, X∞k0 = s}. Then, τ∞ = ∞ a.s. This
is possible only if there exists a non-empty subset H of S \ {s′} such that
for each i ∈ H, maxk 6∈H mina∈A p(k|i, a) = 0. Let ai be the action at which
the above minimum is achieved. Then the chain starting at H and governed
by a stationary control strategy pi such that pi(i) = ai never leaves H. This
contradicts Assumption 2.1 that under any stationary control strategy, S is
irreducible. Thus, the given statement must hold.
Now we extend the result of Lemma A.1 to non-stationary control strategies.
Lemma A.4. Let (Xk(ω, ν), Zk)k≥k0 be the sequence of state-action pairs for
the MDP simulated according to (3.12) using an arbitrary control strategy φ2k ≈
σk,∀k. Let τω,ν be the hitting time as defined in equation (A.1). Then,
E [τω,ν(s0, s′)] <∞, ∀s0, s′ ∈ S
Proof. Proof is similar to that of Lemma A.1. By Lemma A.3, there exists
a j∗, 0 < j∗ ≤ r∗ and a sequence of states, (sk0+j)j
∗
j=0, with sk0 = s0 and
sk0+j∗ = s
′ such that
Pσk0+1 (sk0 , sk0+1) · · ·Pσk0+j∗ (sk0+r−1, sk0+j∗) > 0 where Pσk is defined as in
(2.1) by replacing pi with σk. Let
Wσ = Wσ((sk0+j)
j∗
j=0) := P̂
σk0
k0
(sk0 , sk0+1) · · · P̂
σk0+j∗−1
k0+r−1 (sk0+r−1, sk0+j∗) ,
where P̂σk is defined as in (3.4) by replacing pi with σk. As in the proof of
Lemma A.1 E[P̂σkk ] = Pσk , ∀k and since P̂σkk are independent ∀k,
E1[Wσ] = Pσk0+1 (sk0 , sk0+1) · · ·Pσk0+j∗ (sk0+r−1, sk0+j∗) > 0
Kalathil, Borkar and Jain/Empirical Q-Value Iteration 25
Then, there exists an  > 0, δ > 0 such that P1 (Wσ > ) > δ. Then, as in the
proof of Lemma A.1,
P (τω,ν(s0, s′) > r) ≤ (1− δ), and E [τω,ν(s0, s′)] <∞.
Now, the proof of Proposition 3.1 is straightforward by combining the proofs
of Lemma A.2 and Lemma A.4.
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