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Abstract. If a given aggregate process S is a compound mixed renewal process
under a probability measure P , we provide a characterization of all probability
measures Q on the domain of P such that Q and P are progressively equivalent
and S is converted into a compound mixed Poisson process under Q. This result
extends earlier works of Delbaen & Haezendonck [2], Embrechts & Meister [5],
Lyberopoulos & Macheras [11], and of the authors [14]. Implications to the ruin
problem and to the computation of premium calculation principles in an insur-
ance market possessing the property of no free lunch with vanishing risk are also
discussed.
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1. Introduction
Given a price process UT with T :“ r0, T s, where T ą 0 is a fixed time horizon, a
basic method in Mathematical Finance is to replace the initial probability measure P
by an equivalent one Q, which converts UT into a martingale with respect to Q. The
new probability measure, often called risk neutral or equivalent martingale measure,
is then used for pricing and hedging contingent claims (e.g. options, futures, etc.).
In contrast to the situation of the classical Black-Scholes option pricing formula,
where the equivalent martingale measure is unique, in Actuarial Mathematics that
is certainly not the case. In fact, if UT represents the liabilities of an insurance
company, then Delbaen & Haezendonck [2] noticed that there exist infinitely many
equivalent martingale measures (EMM for short) for UT, so that pricing is directly
linked with an attitude towards risk (see [2], pp. 269–270, for more details). The
latter led Delbaen & Haezendonck to the problem of characterizing all those EMMs
Q which preserve the structure of a compound Poisson process.
The work of Delbaen & Haezendonck played a key role in understanding the in-
terplay between financial and actuarial pricing of insurance (see [4] for an overview),
and has influenced the studies of many researchers. The method provided in [2] has
been successfully applied to many areas of insurance mathematics (see [14], p. 44,
for more details).
Nevertheless, such a characterization of EMMs for UT does not always provide a
viable pricing system in Actuarial practice, since it is not appropriate to describe
inhomogeneous risk portfolios. For this reason the work of Delbaen & Haezendonck
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[2] was generalized by Embrechts & Meister [5] and Lyberopoulos & Macheras [11]
to mixed Poisson risk models.
However, since the (mixed) Poisson risk model presents some serious deficiencies,
as far as practical models are considered (see [14], p. 44 and [18], pp. 1–2), it seems
reasonable to investigate the existence of EMMs for the price process UT in the more
general mixed renewal risk model.
In [18], Corollary 4.8, a characterization of all progressively equivalent probability
measures that convert a compound mixed renewal process CMRP for short) into a
compound mixed Poisson one (CMPP for short) was proven. Relying on the above
result, we provide the aforementioned characterization for a subclass of progressively
equivalent measures, suitable for applications in Risk Theory, which improves the
structure of a CMRP by converting it into a CMPP with better properties than
those of [18], Corollary 4.8, see Theorem 3.5.
In Section 4, we first prove a martingale characterization of CMPPs in terms of
regular conditional probabilities, within the class of CMRPS, see Theorem 4.2. The
previous result together with Theorem 3.5 enables us to prove the desired character-
ization of progressively EMMs for CMRPs, see Theorem 4.4, generalizing in this way
the corresponding results of of [14], Proposition 4.2, and [11], Proposition 5.1(ii).
Using the latter result, we find out a wide class of canonical price processes satisfying
the condition of no free lunch with vanishing risk (NFLVR for short), see Theorem
4.6, connecting in this way our results with this basic notion of mathematical finance.
An implication of Theorem 4.4 to the ruin problem is discussed in Section 5, where
a characterization of all those progressively equivalent to P martingale measures Q
for the reserve process Ru satisfying condition cpΘq “ ppQ,Θq is given, enabling us
to calculate the ruin probability ψpuq under P , see Theorem 5.4.
Finally, implications of our results to the pricing of actuarial risks (premium
calculation principles) in an insurance market possessing the property of NFLVR
are discussed in Section 6.
2. Preliminaries
Throughout this paper, unless stated otherwise, pΩ,Σ,P q is a fixed but arbitrary
probability. The symbols L1pP q and L2pP q stand for the families of all real-valued
P -integrable and P -square integrable functions on Ω, respectively. Functions that
are P -a.s. equal are not identified. We denote by σpGq the σ-algebra generated
by a family G of subsets of Ω. Given a topology T on Ω we write BpΩq for its
Borel σ-algebra on Ω, i.e. the σ-algebra generated by T. Our measure theoretic
terminology is standard and generally follows [1]. For the definitions of real-valued
random variables and random variables we refer to [1], p. 308. We apply the
notation PX :“ PXpθq :“ Kpθq to mean that X is distributed according to the law
Kpθq, where θ P D Ď Rd (d P N) is the parameter of the distribution. We denote
again byKpθq the distribution function induced by the probability distributionKpθq.
Notation Gapb, aq, where a, b P p0,8q, stands for the law of gamma distribution (cf.
e.g. [17], p. 180). In particular, Gapb, 1q “ Exppbq stands for the law of exponential
distribution. For two real-valued random variables X and Y we write X “ Y P -a.s.
if tX ‰ Y u is a P -null set. If A Ď Ω, then Ac :“ ΩzA, while χA denotes the indicator
(or characteristic) function of the set A. For a map f : D ÝÑ E and for a non-empty
set A Ď D we denote by f æ A the restriction of f to A. We write EP rX | Fs for a
version of a conditional expectation (under P ) of X P L1pP q given a σ-subalgebra
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F of Σ. For X :“ χE P L
1pP q with E P Σ we set P pE | Fq :“ EP rχE | Fs. For the
unexplained terminology of Probability and Risk Theory we refer to [17].
Given two measurable spaces pΩ,Σq and pΥ,Hq, a function k from Ω ˆ H into
r0, 1s is a Σ-H-Markov kernel if it has the following properties:
(k1) The set-function B ÞÝÑ kpω,Bq is a probability measure on H for any fixed
ω P Ω.
(k2) The function ω ÞÝÑ kpω,Bq is Σ-measurable for any fixed B P H.
In particular, given a real-valued random variable X on Ω and a d-dimensional
random vector Θ on Ω, a conditional distribution of X over Θ is a σpΘq-B-
Markov kernel denoted by PX|Θ :“ PX|σpΘq and satisfying for each B P B condition
PX|Θp‚, Bq “ P pX
´1pBq | σpΘqqp‚q P æ σpΘq ´ a.s..
Clearly, for every Bd-B-Markov kernel k, the map KpΘq from Ω ˆB into r0, 1s
defined by means of
KpΘqpω,Bq :“ pkp‚, Bq ˝Θqpωq for any pω,Bq P Ω ˆB
is a σpΘq-B-Markov kernel. Then for θ “ Θpωq with ω P Ω the probability mea-
sures kpθ, ‚q are distributions on B and so we may write Kpθqp‚q instead of kpθ, ‚q.
Consequently, in this case KpΘq will be denoted by KpΘq.
For any real-valued random variables X, Y on Ω we say that PX|Θ and PY |Θ
are P æ σpΘq-equivalent and we write PX|Θ “ PY |Θ P æ σpΘq-a.s., if there exists a
P -null set M P σpΘq such that for any ω RM and B P B the equality PX|Θpω,Bq “
PY |Θpω,Bq holds true.
3. Compound Mixed Renewal Processes and Progressively Equivalent
Measures
We first recall some additional background material, needed in this section.
A family N :“ tNtutPR` of random variables from pΩ,Σq into pR,BpRqq is called
a counting process if there exists a P -null set ΩN P Σ such that the process N
restricted on ΩzΩN takes values in N0 Y t8u, has right-continuous paths, presents
jumps of size (at most) one, vanishes at t “ 0 and increases to infinity. Without
loss of generality we may and do assume, that ΩN “ H. Denote by T :“ tTnunPN0
and W :“ tWnunPN the arrival process and interarrival process, respectively
(cf. e.g. [17], Section 1.1, page 6 for the definitions) associated with N . Note also
that every arrival process induces a counting process, and vice versa (cf. e.g. [17],
Theorem 2.1.1).
Furthermore, let X :“ tXnunPN be a sequence of positive real-valued random
variables on Ω, and for any t ě 0 define
St :“
#řNt
k“1Xk if t ą 0;
0 if t “ 0.
Accordingly, the sequence X is said to be the claim size process, and the family
S :“ tStutPR` of real-valued random variables on Ω is said to be the aggregate
claims process induced by the pair pN,Xq. Recall that a pair pN,Xq is called a
risk process, if N is a counting process, X is P -i.i.d. and the processes N and X
are P -independent (see [17], Chapter 6, Section 6.1).
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Throughout what follows, unless stated otherwise, pΥ,Hq :“ pp0,8q,BpΥ qq and Θ
is a d–dimensional random vector on Ω with values on D Ď Rd (d P N).
For the definition of a P–conditionally (stochastically) independent process
as well as of a P–conditionally identically distributed process over σpΘq we refer
to [18]. We say that a process is P–conditionally (stochastically) independent
or identically distributed given Θ, if it is conditionally independent or identically
distributed over the σ-algebra σpΘq.
For the rest of the paper we simply write “conditionally” in the place of “condi-
tionally given Θ whenever conditioning refers to Θ.
The following definition has been introduced in [10], Definition 3.1, see also [13],
Definition 3.2 (b).
Definition 3.1. A counting process N is said to be a P -mixed renewal process
with mixing parameter Θ and interarrival time conditional distribution
KpΘq (written P -MRPpKpΘqq for short), if the induced interarrival process W is
P -conditionally independent and
@ n P N rPWn|Θ “ KpΘq P æ σpΘq-a.s.s.
In particular, if the distribution of Θ is degenerate at some point θ0 P D, then the
counting process N becomes a P -renewal process with interarrival time distribution
Kpθ0q (written P -RPpKpθ0qq for short).
Accordingly, an aggregate claims process S induced by a P–risk process pN,Xq
such that N is a P–MRPpKpΘqq is called a compound mixed renewal process
with parameters KpΘq and PX1 (P–CMRPpKpΘq, PX1q for short). In particular,
if the distribution of Θ is degenerate at θ0 P D then S is called a compound
renewal process with parameters Kpθ0q and PX1 (P–CRPpKpθ0q, PX1q for
short).
Throughout what follows we denote again by KpΘq and Kpθq the conditional dis-
tribution function and the distribution function induced by the conditional probability
distribution KpΘq and the probability distribution Kpθq, respectively.
The following conditions will be useful for our investigations:
(a1) The pair pW,Xq is P–conditionally independent.
(a2) The random vector Θ and the process X are P–(unconditionally) indepen-
dent.
Next, whenever condition (a1) and (a2) holds true we shall write that the quadru-
plet pP,W,X,Θq or (if no confusion arises) the probability measure P satisfies (a1)
and (a2), respectively.
Since conditioning is involved in the definition of (compound) mixed renewal
processes, it is expected that regular conditional probabilities (or disintegrations)
will play a fundamental role in their analysis. To this purpose we recall the following
definition.
Definition 3.2. Let pΥ,H,Rq be a probability probability space. A family tPyuyPΥ
of probability measures on Σ is called a regular conditional probability (rcp for
short) of P over R if
(d1) for each E P Σ the map y ÞÝÑ PypEq is H-measurable;
(d2)
ş
PypEqRpdyq “ P pEq for each E P Σ.
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We could use the term of disintegration instead, but it is better to reserve that
term to the general case when Py’s may be defined on different domains (see[15]).
If f : Ω ÝÑ Υ is an inverse-measure-preserving function (i.e. P pf´1pBqq “ RpBq
for each B P H), a rcp tPyuyPΥ of P over R is called consistent with f if, for each
B P H, the equality Pypf
´1pBqq “ 1 holds for R–almost every y P B.
We say that a rcp tPyuyPΥ of P over R consistent with f is essentially unique,
if for any other rcp t rPyuyPΥ of P over R consistent with f there exists a R–null set
N P H such that for any y R N the equality Py “ rPy holds true.
Let T Ď R` with 0 P T. For a process YT :“ tYtutPT denote by F
Y
T
:“ tFYt utPT the
canonical filtration of YT. For T “ R` or T “ N0 we simply write F
Y instead of FY
R`
or FY
N0
, respectively. Also, we write F :“ tFtutPR` , where Ft :“ σpF
S
t Y σpΘqq, for
the canonical filtration of S and Θ, FS8 :“ σp
Ť
tPR`
FSt q and F8 :“ σpF
S
8 Y σpΘqq.
For the definition of a pP,Zq–martingale in L1pP q, where Z “ tZtutPR` is a
filtration for pΩ,Σq, we refer to [17], p. 25. If in addition Zt P L
2pP q for any t P R`,
then tZtutPR` is called a pP,Zq–martingale tZtutPR` in L
2pP q. A pP,Zq–martingale
tZtutPR` in L
1pP q is P–a.s. positive, if Zt is P–a.s. positive for each t ě 0. For
ℓ P t1, 2u and Z “ F we write “martingale in LℓpP q” instead of “pP,Zq–martingale
in LℓpP q”, for simplicity.
Notations 3.3. Denote byMkpDq (k P N) the class of all BpDq–BpRkq–measurable
functions on D. In the special case k “ 1 we write MpDq :“ M1pDq. By M`pDq
will be denoted the class of all positive BpDq–measurable functions on D. Fix on
arbitrary ℓ P t1, 2u and ρ PMkpDq.
(a) The class of all real–valued BpΥ ˆ Dq–measurable functions β on Υ ˆ D,
defined by means of
βpx, θq :“ γpxq ` αpθq for any px, θq P Υ ˆD,
where γ is a real-valued BpΥ q–measurable function satisfying conditions
EP
”
eγpX1q
ı
“ 1 and EP
”
Xℓ1 ¨ e
γpX1q
ı
ă 8
and α PMpDq, will be denoted by FℓP,Θ :“ F
ℓ
P,Θ,X1
.
(b) The class of all real–valued BpDq–measurable functions ξ on D such that
PΘptξ ą 0uq “ 1 and EP rξpΘqs “ 1
is denoted by R`pDq :“ R`pD,BpDq, PΘq.
For given β P FℓP,Θ, denote by R
˚,ℓ
` pDq :“ R
˚,ℓ
`,βpDq the class of all ξ P R`pDq
such that
ξpΘq ¨
` eαpΘq
EP rW1 | Θs
˘ℓ
P L1pP q.
Clearly R˚,ℓ` pDq Ď R`pDq.
(c) A probability measure Q on Σ is called progressively equivalent to P , if
it is equivalent (in the sense of absolute continuity) to P on each σ-algebra Ft, in
symbols Q æ Ft „ P æ Ft for any t P R`.
(d) The class of all probability measuresQ on Σ, which satisfy conditions (a1) and
(a2), are progressively equivalent to P , and such that S is aQ–CMRPpΛpρpΘqq, QX1q
5
with EQrX
ℓ
1
s ă 8, will be denoted by Mℓ
S,ΛpρpΘqq :“M
ℓ
S,ΛpρpΘqq,P,X1
. In the special
case d “ k and ρ :“ idD we write M
ℓ
S,ΛpΘq :“M
ℓ
S,ΛpρpΘqq for simplicity.
Denote byM˚,ℓ
S,ΛpρpΘqq the class of all measuresQ PM
ℓ
S,ΛpρpΘqq satisfying condition`
1{EQrW1 | Θs
˘ℓ
P L1pQq,
under the assumption EQrW1|Θs P Υ Q æ σpΘq–a.s.. ClearlyM
˚,ℓ
S,ΛpρpΘqq ĎM
ℓ
S,ΛpρpΘqq.
(e) For given θ P D, denote by Mℓ
S,Λpρpθqq the class of all probability mea-
sures Qθ on Σ, such that Qθ æ Ft „ Pθ æ Ft for any t P R` and S is a Qθ-
CRPpΛpρpθqq, pQθqX1q with EQθrX
ℓ
1
s ă 8.
Remark 3.4. For ℓ P t1, 2u the following assertions are equivalent:
(i) P PMℓ
S,KpΘq;
(ii) there exists a PΘ–null set LP P BpDq such that Pθ PM
ℓ
S,Kpθq with pPθqX1 “
PX1 for any θ R LP .
The validity of the above remark is an immediate consequence of [18], Proposition
3.3 along with the fact that X1 P L
ℓpP q if and only if X1 P L
ℓpPθq for any θ R LP .
Throughout what follows, unless stated otherwise, put rΩ :“ ΥN ˆ ΥN, rΣ :“
Bp rΩq “ BpΥ qNbBpΥ qN, Ω :“ rΩˆD and Σ :“ rΣbBpDq, let ℓ P t1, 2u, consider Θ,
P PMℓ
S,KpΘq and tPθuθPD as in [18], Proposition 4.1, put S
pβq
t pΘq :“
řNt
j“1 βpXj , Θq
for any β P FℓP,Θ, and assume that EP rW1|Θs P Υ P æ σpΘq–a.s..
In the next result we give a characterization of all elements of M˚,ℓ
S,ExppρpΘqq in
terms of the elements of FℓP,Θ ˆR
˚,ℓ
` pDq.
Theorem 3.5. If P PM˚,ℓ
S,KpΘq then the following assertions hold true:
(i) for each pair pρ,Qq P M`pDq ˆ M
˚,ℓ
S,ExppρpΘqq there exists an essentially
unique pair pβ, ξq P FℓP,ΘˆR
˚,ℓ
` pDq, where ξ is a Radon-Nikody´m derivative
of QΘ with respect to PΘ, satisfying conditions
(˚) γ “ ln f and αpΘq “ ln ρpΘq ` lnEP rW1 | Θs P æ σpΘq–a.s.,
where f is a PX1–a.s. positive Radon-Nikody´m derivative of QX1 with re-
spect to PX1 , and
(RPMξ) QpAq “
ż
A
M
pβq
t pΘq dP for all 0 ď u ď t and A P Fu,
with
M
pβq
t pΘq :“ ξpΘq¨
eS
pβq
t pΘq´ρpΘq¨pt´TNt q ¨ pρpΘq ¨ EP rW1 | Θsq
´Nt
1´KpΘqpt´ TNtq
¨
Ntź
j“1
dExppρpΘqq
dKpΘq
pWjq,
and such that the family M pβqpΘq :“ tM
pβq
t pΘqutPR` is a P–a.s. positive
martingale in L1pP q satisfying condition EP rM
pβq
t pΘqs “ 1.;
(ii) conversely, for each pair pβ, ξq P FℓP,Θ ˆR
˚,ℓ
` pDq there exists a unique pair
pρ,Qq P M`pDq ˆM
˚,ℓ
S,ExppρpΘqq determined by (RPMξ), satisfying condi-
tion (˚) and such that the family M pβqpΘq involved in (RPMξ) is a P–a.s.
positive martingale in L1pP q;
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(iii) in both cases piq and piiq, there exist an essentially unique rcp tQθuθPD of
Q over QΘ consistent with Θ and a PΘ–null set rL˚˚ P BpDq, satisfying for
any θ R rL˚˚ conditions Qθ PMℓS,Exppρpθqq,
(r˚) γ “ ln f and ρpθq “ eαpθq
EPθ rW1s
,
where f is a PX1–a.s. positive Radon-Nikody´m derivative of QX1 with re-
spect to PX1 , and
(RPMθ) QθpAq “
ż
A
ĂM pβqt pθq dPθ for all 0 ď u ď t and A P Fu,
where
ĂM pβqt pθq :“ eSpβqt pθq´ρpθq¨pt´TNt q ¨ pρpθq ¨ EPθ rW1sq´Nt1´Kpθqpt´ TNtq ¨
Ntź
j“1
dExppρpθqq
dKpθq
pWjq,
and such that the family ĂM pβqpθq :“ tĂM pβqt pθqutPR` , involved in (RPMθ), is
a Pθ–a.s. positive martingale in L
1pPθq satisfying condition EPθ r
ĂM pβqt pθqs “
1.
Proof. Ad (i): Since M˚,ℓ
S,ExppρpΘqq Ď M
ℓ
S,ExppρpΘqq, we get by [18], Corollary 4.8(i)
along Remark 4.9(b), that there exists an essentially unique pair pβ, ξq P FℓP,Θ ˆ
R`pDq, where ξ is a Radon-Nikody´m derivative of QΘ with respect to PΘ, satisfying
conditions (˚) and (RPMξ). But since Q P M
˚,ℓ
S,ExppρpΘqq, we have that ρpΘq
ℓ P
L1pQq, implying that ξpΘq ¨ peαpΘq{EP rW1 | Θsq
ℓ P L1pP q; hence pβ, ξq P FℓP,Θ ˆ
R
˚,ℓ
` pDq.
Ad (ii): Since FℓP,Θ Ď FP,Θ and R
˚,ℓ
` pDq Ď R`pDq, it follows by [18], Corol-
lary 4.8(ii) along with Remark 4.9(b), that there exists a unique pair pρ,Qq P
M`pDq ˆ M
ℓ
S,ExppρpΘqq determined by (RPMξ) and satisfying condition (˚), im-
plying along with the assumption of (ii) that ξpΘq ¨ peαpΘq{EP rW1 | Θsq
ℓ P L1pP q;
hence p1{EQrW1 | Θsq
ℓ P L1pQq. Thus, pρ,Qq PM`pDq ˆM
˚,ℓ
S,ExppρpΘqq.
Ad (iii): Since M˚,ℓ
S,ExppρpΘqq Ď M
ℓ
S,ExppρpΘqq, applying [18], Corollary 4.8(iii)
along with Remark 4.9(b), we get that there exists a PΘ–null set rL˚˚, such that for
any θ R rL˚˚ conditions Qθ PMℓS,Exppρpθqq, (r˚) and (RPMθ) hold true. 
4. Compound Mixed Renewal Processes and Martingales
In this section applying Theorem 3.5 we find out two canonical processes satisfying
the condition of no free lunch with vanishing risk (written NFLVR for short) (see
[3], Definition 8.1.2), connecting in this way our results with this basic notion in
mathematical finance.
In order to present the results of this section we recall the following notions. For
a given real-valued process Y :“ tYtutPR` on pΩ,Σq a probability measure Q on
Σ is called a martingale measure for Y , if Y is a martingale in L1pQq. We will
say that Y satisfies condition (PEMM) if there exists a progressively equivalent to
P martingale measure Q for Y . Moreover, let T ą 0, T :“ r0, T s, QT :“ Q æ
FT , YT :“ tYtutPT and FT :“ tFtutPT. We will say that the process YT satisfies
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condition (EMM) if there exists an equivalent martingale measures for YT, i.e.
a probability measure QT on FT such that QT „ PT and YT is a FT-martingale in
L1pQq.
Throughout what follows assume that W1 P L
1pP q.
Proposition 4.1. For Θ P L1pP q, define the function v : D ÝÑ Υ by means
of vpθq :“ 1
EP rW1s
for any θ P D, and consider the process Z :“ tZtutPR` with
Zt :“ St ´ t ¨
EP rX1s
EP rW1s
for any t ě 0. The following statements are equivalent:
(i) Z is a martingale in LℓpP q;
(ii) the distribution of vpΘq is degenerate at vpθ0q “
1
EP rW1s
P Υ and P P
Mℓ
S,Exppvpθ0qq
.
Proof. Fix on arbitrary t ě 0 and let u P r0, ts. Implication (ii) ùñ (i) follows by
[14], Proposition 4.1.
Ad (i) ùñ (ii): Because Z is a martingale in L1pP q, it follows by [12], Theorem
3.5, that S is a P -CMPP pvpΘq, PX1q. But since
EP rvpΘqs “ EP
“ 1
EP rW1s
‰
“
1
EP rW1s
“ vpΘq,
we get that there exists a θ0 P D such that 1 “ PvpΘqpvpθ0qq “ δvpθ0qpvpθ0qq, or
PvpΘq “ δvpθ0q, where δvpθ0q is the Dirac measure concentrated on vpθ0q. Conse-
quently, the distribution of vpΘq is degenerate at vpθ0q; hence P PM
ℓ
S,Exppvpθ0qq
by
e.g. [17], Theorem 4.2.6. 
The preceding result, together with [18], Proposition 3.9, implies that for a given
P PMℓ
S,KpΘq, with PΘ non-degenerate, there does not exist any probability measure
Q P Mℓ
S,ΛpρpΘqq such that Z is a martingale in L
ℓpQq. The latter, naturally raises
the question whether we can find processes on pΩ,Σq satisfying condition (PEMM).
The next martingale characterization plays a fundamental role in our effort to find
processes on pΩ,Σq that satisfy condition (PEMM), but is also seems to be of inde-
pendent interest, since it provides a martingale characterization of CMPPs within
the class of CMRPS.
Proposition 4.2. Define the processes ZpΘq :“ tZtpΘqutPR` and Zpθq :“ tZtpθqutPR`
by means of
ZtpΘq :“ St ´ t ¨
EP rX1s
EP rW1 | Θs
and Ztpθq :“ St ´ t ¨
EPθ rX1s
EPθ rW1s
,
respectively. Consider the following statements:
(i) ZpΘq is a martingale in LℓpP q;
(ii) P PM˚,ℓ
S,ExppgpΘqq, where gpΘq :“ 1{EP rW1 | Θs;
(iii) there exists a PΘ-null set C˚ P BpDq such that Pθ P M
ℓ
S,Exppgpθqq where
gpθq :“ 1{EPθ rW1s for any θ R C˚;
(iv) there exists a PΘ-null set C˚ P BpDq such that Zpθq is a martingale in
LℓpPθq for any θ R C˚.
Then piq ðñ piiq, piiiq ðñ pivq and piiq ùñ piiiq. If in addition P P M˚,ℓ
S,KpΘq,
then all items piq to pivq are equivalent.
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Proof. Fix on arbitrary t ě 0. The equivalence (iii) ðñ (iv) follows by [14], Propo-
sition 4.1.
Ad (ii) ùñ (i): Let P P M˚,ℓ
S,ExppgpΘqq Ď M
ℓ
S,ExppgpΘqq. It then follows that
gpΘqℓ,Xℓ
1
P L1pP q. Thus, applying Wald’s identities (cf. e.g. [17], Lemma 5.2.10)
and [17], Lemma 4.2.5, we get EP rSts “ t ¨ EP rgpΘqs ¨ EP rX1s ă 8, and
VarP rSts “ EP rNts ¨ VatP rX1s ` VarP rNts ¨ E
2
P rX1s
“ t ¨ EP rgpΘqs ¨ VarP rX1s `
`
t ¨ EP rgpΘqs ` t
2 ¨ VarP rgpΘqs
˘
¨ E2P rX1s ă 8.
Consequently, ZtpΘq P L
ℓpP q. The martingale property of ZpΘq follows now as
in [11], Proposition 5.1(ii).
Ad (i) ùñ (ii): Since P is a martingale measure for ZpΘq we get that EP rZtpΘq |
F0s “ Z0pΘq “ 0 P æ F0–a.s., implying that EP rZtpΘq | Θs “ 0 P æ σpΘq–a.s., or
equivalently that
(1) EP rNt | Θs “
t
EP rW1 | Θs
P æ σpΘq–a.s..
Claim 4.3. The following assertions are equivalent:
(a) N is a MPPpΘq;
(b) EP rNt | Θs “ t ¨Θ P æ σpΘq–a.s..
Proof. Implication paq ùñ pbq follows by [17], Lemma 4.2.5.
Ad (b) ùñ (a): The renewal function associated with the conditional distribution
KpΘq is defined by
Upu,Θq :“
8ÿ
n“0
K˚npΘqpuq for any u P R,
where K˚npΘq denotes the n-fold convolution of KpΘq. Clearly, Upu,Θq “ 1 `
EP rNu | Θs P æ σpΘq–a.s. for any u P R`; hence by pbq we get that Upt, Θq “ 1`t¨Θ
P æ σpΘq–a.s., implying that the Laplace-Stieltjes transform pUps,Θq of Upt, Θq is
given by
pUps,Θq “ ż
R`
e´s¨u ¨ Updu,Θq “ e´s¨0 ¨ Up0, Θq `
ż 8
0
e´s¨u ¨ Updu,Θq “
s`Θ
s
for any s ą 0, where the equalities hold P æ σpΘq ´ a.s.. It then follows that
pKpΘqpsq “ Ups,Θq ´ 1
Ups,Θq
“
Θ
Θ ` s
P æ σpΘq–a.s.
for any s ą 0, where pKpΘq denotes the Laplace-Stieltjes transform of the conditional
distribution of Wn for any n P N; hence PWn|Θ “ ExppΘq P æ σpΘq–a.s. for any
n P N. But since W is also P -conditionally independent, Proposition 4.5 from [9]
implies that N is a MPPpΘq. 
Putting gpΘq :“ 1
EP rW1|Θs
, where g P M`pDq, we immediately get by condition
(1) that EP rNt | Θs “ t ¨gpΘq P æ σpΘq–a.s., implying according to Claim 4.3 that
N is a P–MPPpgpΘqq. The latter together with assumption P P Mℓ
S,KpΘq yields
P PMℓ
S,ExppgpΘqq, while by condition ZtpΘq P L
ℓpP q follows gpΘq P LℓpP q, implying
that P PM˚,ℓ
S,ExppgpΘqq.
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Ad (ii) ùñ (iii): Since P P M˚,ℓ
S,ExppgpΘqq Ď M
ℓ
S,ExppgpΘqq and W1 P L
1pP q,
it follows by Remark 3.4 and[9], Lemma 3.5, that there exist two PΘ–null setsrL,LP P BpDq such that gpθq “ 1{EPθ rW1s for any θ R rL and Pθ P MℓS,Exppgpθqq for
any θ R C˚ :“ rLY LP , respectively.
Ad (iii) ùñ (ii): Since Pθ P M
ℓ
S,Exppgpθqq for any θ R C˚, and W1 P L
1pP q,
Remark 3.4 along with [9], Lemma 3.5, yields that P P Mℓ
S,ExppgpΘqq. But since
p1{EP rW1 | Θsq
ℓ P L1pP q by assumption, we get P PM˚,ℓ
S,ExppgpΘqq. 
In the next theorem we find out a wide class of canonical processes converting
the progressively equivalent measures Q of Theorem 3.5 into martingale measures.
In this way, a characterization of all progressively equivalent martingale measures,
similar to that of Theorem 3.5, is provided.
Theorem 4.4. If P PM˚,ℓ
S,KpΘq the following hold true:
(i) for every pair pρ,Qq P M`pDq ˆM
˚,ℓ
S,ExppρpΘqq there exists an essentially
unique pair pβ, ξq P FℓP,Θ ˆR
˚,ℓ
` pDq satisfying conditions (˚) and (RPMξ)
and such that Q is a martingale measure for the process V pΘq :“ tVtpΘqutPR`
defined by means of VtpΘq :“ St ´ t ¨
EP rX1¨e
βpX1,Θq|Θs
EP rW1|Θs
for any t P R`;
(ii) conversely, for every pair pβ, ξq P FℓP,Θ ˆ R
˚,ℓ
` pDq there exists a unique
pair pρ,Qq PM`pDqˆM
˚,ℓ
S,ExppρpΘqq determined by (RPMξ) and satisfying
condition (˚) such that Q is a martingale measure for V pΘq;
(iii) in both cases (i) and (ii), there exist a an essentially unique rcp tQθuθPD
of Q over QΘ consistent with Θ and a PΘ–null set M˚ :“ C˚ Y rL˚˚ P
BpDq satisfying for any θ R M˚ conditions Qθ P M
˚,ℓ
S,Exppρpθqq, (r˚) and
(RPMθ), and such that Qθ is a martingale measure for the process V pθq :“
tVtpθqutPR` defined by means of Vtpθq :“ St ´ t ¨
EPθ
rX1¨eβpX1,θqs
EPθ
rW1s
.
Proof. Statements (i) and (ii) follow by Theorem 3.5(i),(ii) and Proposition 4.2.
Ad (iii): Fix on arbitrary t ě 0. By Theorem 3.5(iii), it follows that there exist
an essentially unique rcp tQθuθPD of Q over QΘ consistent with Θ and a PΘ-null setrL˚˚ P BpDq such that for any θ R rL˚˚ conditions Qθ PMℓS,Exppρpθqq, (r˚) and (RPMθ)
are valid. Put M˚ :“ C˚Y rL˚˚ P BpDq and fix on θ RM˚. Since Qθ PMℓS,Exppρpθqq,
applying Proposition 4.2 along with condition (r˚) we obtain that Qθ is a martingale
measure for the process V pθq for any θ R C˚. 
Remarks 4.5. Given a probability measure P PM˚,ℓ
S,KpΘq, with PΘ non-degenerate,
and a pair pβ, ξq P FℓP,Θ ˆR
˚,ℓ
` pDq, Theorems 3.5 and 4.4 allow us to find progres-
sively equivalent martingale measures for the processes V pΘq and V pθq. In particu-
lar, V pΘq satisfies condition (PEMM) if and only if V pθq satisfies condition (PEMM)
for any θ RM˚. The latter implies that V pΘq is the most natural choice for a process
on pΩ,Σq.
The next theorem connects our results with the basic notion of no free lunch with
vanishing risk of Mathematical Finance, see [3], Definition 8.1.2, for the definition.
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Theorem 4.6. Let P P M˚,2
S,KpΘq. For every pair pβ, ξq P F
2
P,Θ ˆ R
˚,2
` pDq there
exists a unique pair pρ,Qq P M`pDq ˆM
˚,2
S,ExppρpΘqq determined by (RPMξ) and
satisfying condition (˚), and an essentially unique rcp of Q over QΘ consistent with
Θ satisfying for any θ R M˚ conditions Qθ P M
2
S,Exppρpθqq, (r˚) and (RPMθ), such
that the following holds true:
(i) the process VTpΘq :“ tVtpΘqutPT satisfies condition (NFLVR);
(ii) for any θ RM˚ the process VTpθq :“ tVtpθqutPT satisfies condition (NFLVR),
where M˚ P BpDq is the PΘ–null set of Theorem 4.4.
Proof. Due to Theorem 3.5(ii) and (iii) there exist a unique pair pρ,Qq PM`pDq ˆ
M
˚,2
S,ExppρpΘqq determined by (RPMξ) and satisfying condition (˚), an essentially
unique rcp tQθuθPD of Q over QΘ consistent with Θ and a PΘ-null set rL˚˚ P BpDq
such that for any θ R rL˚˚ ĎM˚ conditions Qθ PMℓS,Exppρpθqq, (r˚) and (RPMθ) are
valid.
Ad (i): Applying Theorem 4.4 we get that for any T ą 0 the process VTpΘq is
an FT-martingale in L
2pQT q, implying that it is an FT-semi-martingale in L
2pQT q
(cf. e.g. [19], Chapter 1, Section 1.3, Definition on page 23). The latter implies
that VTpΘq is also an FT-semi-martingale in L
2pPT q since QT „ PT (cf. e.g. [19],
Theorem 10.1.8). Because the process V pΘq satisfies condition (PEMM), we deduce
that the process VTpΘqmust satisfy condition (EMM). Thus, we can apply the FTAP
of Delbaen & Schachermayer for unbounded stochastic processes [3], Theorem 14.1.1,
to obtain that the process VTpΘq satisfies condition (NFLVR).
Ad (ii): Since for any θ R M˚ we have that pρ,Qθq P M`pDq ˆM
2
S,Exppρpθqq, we
may apply [14], Theorem 4.1, to obtain assertion (ii). 
5. An Application to the Ruin Problem
In this section we characterize all progressively equivalent martingale measures Q
that convert a CMRP under P into a CMPP, in such a way that ruin occurs a.s.
under the Q.
In order to justify the definition of a conditional premium density, we need the
following auxiliary lemma, which extends a well known result in the case of a kind
of compound mixed Poisson processes (cf. e.g. [6], Proposition 9.1).
Lemma 5.1. If P PM1
S,KpΘq then condition
lim
tÑ8
St
t
“
EP rX1s
EP rW1 | Θs
P–a.s..
holds true.
Proof. Since P PM1
S,KpΘq, it follows by Remark 3.4 that there exists a PΘ–null set
LP P BpDq such that Pθ PM
1
S,Kpθq for any θ R LP . Fix on an arbitrary θ R LP .
We first show the validity of condition
(2) lim
tÑ8
Nt
t
“
1
EP rW1 | Θs
P–a.s..
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In fact, since N is a Pθ–RPpKpθqq, we may apply [7], Section 2.5, Theorem 5.1,
to get that
(3) lim
tÑ8
Nt
t
“
1
EPθ rW1s
Pθ–a.s..
Consider the function v :“ χ"
limtÑ8
Nt
t
“ 1
EPθ
rW1s
* : Ω ˆ D ÝÑ r0, 1s and put g :“
v˝pidΩˆΘq “ χ!
limtÑ8
Nt
t
“ 1
EP rW1|Θs
). Since v P L1pMq, whereM :“ P ˝pidΩˆΘq´1,
we may apply [9], Proposition 3.8(i), to get that
EP rg | Θs “ EP‚ rv
‚s ˝Θ P æ σpΘq–a.s.,
implying
P
ˆ"
lim
tÑ8
Nt
t
“
1
EP rW1 | Θs
*˙
“
ż
EP rg | Θs dP “
ż
EP‚ rv
‚s ˝Θ dP
“
ż
Pθ
ˆ"
lim
tÑ8
Nt
t
“
1
EPθ rW1s
*˙
PΘpdθq.
The latter together with condition (3) yields (2).
Since S is a Pθ–CRPpKpθq, pPθqX1q with pPθqX1 “ PX1 , by Remark 3.4, we may
apply [7], Section 1.2, Theorem 2.3(iii), in order to get
(4) lim
tÑ8
St
Nt
“ EPθ rX1s Pθ–a.s.,
implying along with Remark 3.4 and [9], Lemma 3.5(i), that
P
ˆ"
lim
tÑ8
St
Nt
“ EP rX1s
*˙
“
ż
Pθ
ˆ"
lim
tÑ8
St
Nt
“ EPθrX1s
*˙
PΘpdθq.
The latter, together with condition (4) yields limtÑ8
St
Nt
“ EP rX1s P–a.s., imply-
ing along with (2) the thesis of the lemma. 
For any θ R LP conditions (3) and (4) imply
lim
tÑ8
St
t
“
EPθ rX1s
EPθrW1s
Pθ–a.s.,
that is, the limit limtÑ8
St
t
coincides with the premium density, i.e. the monetary
payout per unit time, in a Pθ–Sparre Andersen model (see [14], p. 54, for more
details). Thus, for any P P M1
S,KpΘq we may define the conditional premium
density by means of
ppP,Θq :“
EP rX1s
EP rW1 | Θs
P æ σpΘq–a.s.,
while for any P PM˚,1
S,KpΘq we define the corresponding premium density by means
of ppP q :“ EP rppP,Θqs.
Remarks 5.2. (a) The following statements are equivalent and each one of them
holds:
(i) ppP,Θq “ EP rX1s
EP rW1|Θs
P æ σpΘq–a.s.;
(ii) there exists a PΘ–null set LP,1 P BpDq such that ppP, θq “ ppPθq “
EPθ
rX1s
EPθ
rW1s
for any θ R LP,1.
12
In fact, for any B P BpDq we getż
Θ´1rBs
ppP,Θq dP “
ż
Θ´1rBs
EP rX1s
EP rW1 | Θs
dP,
and applying [9], Lemma 3.5, we equivalently getż
Θ´1rBs
ppP, ‚q ˝Θ dP “
ż
Θ´1rBs
EP rX1s
EP‚rW1s ˝Θ
dP,
or equivalently ż
BXLc
P
ppP, θq dPΘpdθq “
ż
BXLc
P
EPθ rX1s
EPθ rW1s
PΘpdθq,
where LP is the PΘ–null set of Remark 3.4. Therefore, we equivalently get that
there exists a PΘ–null set LP,1 P BpDq containing LP such that
ppP, θq “
EPθrX1s
EPθ rW1s
for any θ R LP,1.
Because P PM1
S,KpΘq, it follows Remark 3.4 that Pθ PM
1
S,Kpθq with pPθqX1 “ PX1
for any θ R LP,1, implying that
ppP, θq “
EPθ rX1s
EPθ rW1s
“ ppPθq for any θ R LP,1,
where ppPθq is the corresponding premium density of a Pθ–renewal risk model (see
[14], p. 54, for more details).
(b) If P PM˚,1
S,KpΘq, then by applying (a) we have ppP q “
ş
ppPθqPΘpdθq.
Let S be an aggregate claims process induced by a counting process N and a
claims size process X. Fix on arbitrary u P Υ and t P R` and define the function
rut : ΩˆD ÝÑ R by means of r
u
t pω, θq :“ u` cpθq ¨ t´Stpωq for any pω, θq P ΩˆD,
where c is a positive BpDq-measurable function.
For arbitrary but fixed θ P D the process rupθq :“ trut pθqutPR` , defined by means
of rut pθqpωq :“ r
u
t pω, θq for any ω P Ω, is called the reserve process induced by
the initial reserve u, the premium intensity or premium rate cpθq and the
aggregate claims process S (cf. e.g. [17], pp. 155–156).
The function ψθ : Υ ÝÑ r0, 1s defined by means of ψθpuq :“ PθptinftPR` r
u
t pθq ă
0uq is called the probability of ruin for the reserve process rupθq with respect to
Pθ (cf. e.g. [17], p. 158).
Define the real-valued functions rut pΘq and R
u
t on Ω by means of r
u
t pΘqpωq :“
rut pω,Θpωqq for any ω P Ω, and R
u
t :“ r
u
t ˝ pidΩ ˆ Θq, respectively. The process
Ru :“ tRut utPR` is called the reserve process induced by the initial reserve u,
the stochastic premium intensity or stochastic premium rate cpΘq and the
aggregate claims process S.
The function ψ : Υ ÝÑ r0, 1s defined by means of ψpuq :“ P ptinftPR` R
u
t ă 0uq is
called the probability of ruin for the reserve process Ru with respect to P .
Lemma 5.3. Let P P M1
S,KpΘq. If cpΘq ď ppP,Θq P æ σpΘq–a.s., then ψpuq “ 1
for any u ą 0.
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Proof. Fix on arbitrary u ą 0. Since cpΘq ď ppP,Θq P æ σpΘq–a.s., applying
Remark 5.2(a) we get
ş
BXLc
P,1
cpθqPΘpdθq ď
ş
BXLc
P,1
ppPθqPΘpdθq for any B P BpDq;
hence there exists a PΘ–null set M1 P BpDq containing the PΘ–null set LP,1 such
that cpθq ď ppPθq for any θ RM1. Since LP ĎM1 we get that Pθ PM
1
S,Kpθq for any
θ RM1; hence for any θ RM1 we may apply [17], Corollary 7.1.4, to get that ψθpuq “
1. The latter along with [18], Remark 3.4(b), yields ψpuq “
ş
D
ψθpuqPΘpdθq “ 1. 
The above lemma implies that in order to avoid ruin a.s. we have to choose
the stochastic premium rate cpΘq in such a way that the conditional net profit
condition
(5) cpΘq ą
EP rX1s
EP rW1 | Θs
P æ σpΘq–a.s.
is fulfilled.
For given ρ P M`pDq denote by M
ruin,ℓ
S,ExppρpΘqq the family of all probability mea-
sures Q P M˚,ℓ
S,ExppρpΘqq such that cpΘq “ ppQ,Θq, and by F
ruin,ℓ
P,Θ the family of all
functions β P FℓP,Θ such that
(6) cpΘq “
EP rX1 ¨ e
βpX1,Θq | Θs
EP rW1 | Θs
P æ σpΘq ´ a.s..
For given θ P D denote by Mruin,ℓ
S,Exppρpθqq the family of all probability measures Qθ P
Mℓ
S,Exppρpθqq such that cpθq “ ppQθq.
Applying Lemma 5.3 and Theorem 4.4, we provide the following result concerning
the explicit computation of the ruin probability for the reserve process Ru with
respect to P . In order to present it let us denote by τ the ruin time of the reserve
process (cf. e.g. [16], p. 84 for the definition). Note that if the conditional net profit
condition (5) is violated, then the ruin probability ψpuq under P is equal to 1 by
Lemma 5.3; hence we may assume that (5) is fulfilled.
Theorem 5.4. If P PM˚,ℓ
S,KpΘq then the following hold true:
(i) for each pair pρ,Qq P M`pDq ˆ M
ruin,ℓ
S,ExppρpΘqq there exists an essentially
unique pair pβ, ξq P Fruin,ℓP,Θ ˆR
˚,ℓ
` pDq satisfying conditions (˚) and (RPMξ)
and such that Q is a martingale measure for the reserve process Ru, Ru´u “
´V pΘq,
(7) ψQpuq :“ Qpt inf
tPR`
Rut ă 0uq “ 1,
and
(8) ψpuq “
ż
1
ξpΘq
¨ e´S
pβq
τ pΘq`Nτ ¨αpΘq ¨
Nτź
j“1
dKpΘq
dExppρpΘqq
pWjq dQ;
(ii) conversely, for every pair pβ, ξq P Fruin,ℓP,Θ ˆ R
˚,ℓ
` pDq there exists a unique
pair pρ,Qq PM`pDqˆM
ruin,ℓ
S,ExppρpΘqq determined by (RPMξ) and satisfying
condition (˚) such that Q is a martingale measure for Ru, Ru´u “ ´V pΘq,
and conditions (7) and (8) are valid;
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(iii) in both cases (i) and (ii), there exist a an essentially unique rcp tQθuθPD of
Q over QΘ consistent with Θ and a PΘ–null set ĂM˚ P BpDq containing M˚,
satisfying for any θ R ĂM˚ conditions Qθ P Mruin,ℓS,Exppρpθqq, (r˚) and (RPMθ),
and such that Qθ is a martingale measure for the reserve process r
upθq,
rupθq ´ u “ ´V pθq,
(9) ψQθpuq :“ Qθpt inf
tPR`
rut pθq ă 0uq “ 1,
and
(10) ψθpuq “
ż
e´S
pβq
τ pθq`Nτ ¨αpθq ¨
Nτź
j“1
dKpθq
dExppρpθqq
pWjq dQθ.
Proof. Fix on arbitrary u P Υ .
Ad (i): Since Mruin,ℓ
S,ExppρpΘqq ĎM
˚,ℓ
S,ExppρpΘqq, it follows by Theorem 4.4 that there
exists an essentially unique pair pβ, ξq P FℓP,Θ ˆ R
˚,ℓ
` pDq satisfying conditions (˚),
(RPMξ) and such that Q is a martingale measure for R
u, and Ru ´ u “ ´V pΘq.
The latter along with condition cpΘq “ ppQ,Θq P æ σpΘq–a.s. yields β P Fruin,ℓP,Θ .
Condition (7) follows by Lemma 5.3, while (8) follows by (RPMξ) and (7).
Ad (ii): Since pβ, ξq P FℓP,ΘˆR
˚,ℓ
` pDq, it follows by Theorem 4.4 that there exists
a unique pair pρ,Qq PM`pDqˆM
˚,ℓ
S,ExppρpΘqq determined by (RPMξ) and satisfying
condition (˚), and such that Q is a martingale measure for Ru with Ru´u “ ´V pΘq.
Thus, taking into account condition (6) we obtain cpΘq “ ppQ,Θq P æ σpΘq–a.s.;
hence Q PMruin,ℓ
S,ExppρpΘqq. Conditions (7) and (8) follow as in (i).
Ad (iii): In both cases (i) and (ii), according to Theorem 4.4, there exist an es-
sentially unique rcp tQθuθPD of Q over QΘ consistent with Θ and a PΘ-null set
M˚ P BpDq satisfying for any θ R M˚ conditions Qθ P M
ℓ
S,Exppρpθqq, (r˚) and
(RPMθ), and such that Qθ is a martingale measure for the reserve process r
upθq with
rupθq´u “ ´V pθq. Because cpΘq “ ppQ,Θq, there exists a PΘ-null set LQ,1 P BpDq
such that cpθq “ ppQθq for any θ R LQ,1 by Remark 5.2(a); hence Qθ PM
ruin,ℓ
S,Exppρpθqq
for any θ R ĂM˚ :“M˚ YLQ,1. Condition (9) follows by (7) along with [18], Remark
3.4(b), while (10) is a consequence of (RPMθ) and (9). 
6. Premium Calculation Principles and Change of Measures
In this section, we discuss implications of our results to the pricing of actuarial
risks (premium calculation principles) in an arbitrage free market. In this context,
the financial pricing of insurance (FPI for short) approach proposed by Delbaen &
Haezendonck [2] plays a key role.
We first need to establish the validity of the following proposition, which may
serve as a useful tool for a financial interpretation of our results.
Proposition 6.1. For any given probability space pΩ,Σ,P q and any aggregate
claims process S induced by a P–risk process pN,Xq, assume that W1 P L
1pP q and
that P satisfies conditions (a1) and (a2). The following statements are equivalent:
(i) the process tSt ´ t ¨ cpΘqutPR` is a martingale in L
ℓpP q;
(ii) P P M˚,ℓ
S,ExppgpΘqq and cpΘq “ gpΘq ¨ EP rX1s P æ σpΘq–a.s., where gpΘq is
as in Proposition 4.2(ii).
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Proof. Implication (ii) ùñ (i) follows immediately by Proposition 4.2.
Ad (i) ùñ (ii): Fix on arbitrary v P R`. We split the rest of the proof into the
following steps.
(a) There exists a PΘ–null set rK P BpDq such that tSt ´ t ¨ cpθqutPR` is a Pθ–
martingale in LℓpPθq for any θ R rK.
Since tSt ´ t ¨ cpΘqutPR` is a P–martingale in L
ℓpP q, we get that EP rSv | Θs “
v ¨ cpΘq P æ σpΘq–a.s., implying tSt ´ t ¨ cpΘqutPR` “ tSt ´ t ¨ EP rS1 | ΘsutPR` . By
[11], Proposition 5.2, which remains true for any d–dimensional random vector Θ
in the place of a real-valued random variable, there exists a PΘ–null set K P BpDq
such that tSt ´ t ¨ EPθ rS1sutPR` is a Pθ–martingale in L
ℓpPθq for any θ R K. Since
Sv´ v ¨ cpΘq P L
ℓpP q, we get Sv, cpΘq P L
ℓpP q; hence applying [9], Lemma 3.5, there
exists a PΘ–null set K1 P BpDq such that cpθq “ EPθrS1s for any θ R K1. PuttingrK :“ K YK1 P BpDq we obtain (a).
(b) The process S is a P–CMPPpgpΘq, PX1 q and cpΘq “ gpΘq¨EP rX1s P æ σpΘq–
a.s..
Fix on arbitrary θ R rK. Since by (a) the process tSt´ t ¨ cpθqutPR` is a martingale
in LℓpPθq, for any u ď v we getż
A
pSv ´ v ¨ cpθqq dPθ “
ż
A
pSu ´ u ¨ cpθqq dPθ for any A P F
N,Θ
u Ď Fu,
where by FN,Θ :“ tFN,Θt utPR` is denoted the natural filtration generated by N and
Θ. Because X1 P L
1pP q and P satisfies conditions (a1) and (a2), we may apply
[12], Lemma 3.3, which remains valid for any d–dimensional random vector Θ in the
place of a random variable, in order to obtainż
A
pNv ¨EPθ rX1s ´ v ¨ cpθqq dPθ “
ż
A
pNu ¨EPθ rX1s ´u ¨ cpθqq dPθ for any A P F
N,Θ
u ,
and due to condition (a2), we equivalently getż
A
ˆ
Nv ´ v ¨
cpθq
EP rX1s
˙
dPθ “
ż
A
ˆ
Nu ´ u ¨
cpθq
EP rX1s
˙
dPθ for any A P F
N,Θ
u ;
hence
!
Nt ´ t ¨
cpθq
EP rX1s
)
tPR`
is a pPθ,F
N,Θq–martingale in LℓpPθq, implying that it is
also a pPθ,F
N q–martingale in LℓpPθq. Applying now [17], Theorem 2.3.4, we equiva-
lently obtain that N is a Pθ–PP
´
cpθq
EP rX1s
¯
; hence EPθ rW1s “
1
EPθ
rN1s
, or equivalently
cpθq “ EP rX1s
EPθ
rW1s
. Because W1 P L
1pP q, we may apply [9], Lemma 3.5, in order to get
cpΘq “ EP rX1s
EP rW1|Θs
“ gpΘq ¨ EP rX1s P æ σpΘq–a.s., implying along with [9], Propo-
sition 4.4, that N is a P–MPPpgpΘqq. But since Sv P L
ℓpP q by (a), we get that
VarP rSvs ă 8, implying along with Wald identities (cf. e.g. [17], Lemma 5.2.10)
and [17], Lemma 4.2.5, that gpΘq,X1 P L
2pP q; hence P PM˚,ℓ
S,ExppgpΘqq
. 
For given u ą 0 consider the price process Uu
T
:“ tUut utPT, defined by means of
Uut :“ R
u
t ´ u for any t P T :“ r0, T s, T ą 0, and assume that its random behaviour
is described by a given probability measure P on Σ.
By the Harrison-Kreps theory (see Harisson & Kreps [8]) it follows that there ex-
ists an equivalent to P martingale measure Q for Uu
T
if and only if the (re-)insurance
market is arbitrage free. The next step is the selection of an appropriate measure
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Q. The P–CMRP assumption for the aggregate claims process S provides a more
realistic model than that of (mixed) Crame´r-Lundberg model. Thus, the framework
of the FPI approach proposed by Delbaen & Haezendonck, should be modified in
the following way.
More precisely, P should be a member of M˚,2
S,KpΘq
, while Q should be selected
in such a way that it satisfies conditions (a1) and (a2), W1 P L
1pQq and it is a
martingale measure for Uu
T
. But the latter is equivalent to the statement cpΘq “
ppQ,Θq Q æ σpΘq–a.s. and S is a CMPP under Q by Proposition 6.1. Therefore, we
are confronted with the following problem: If P P M˚,2
S,KpΘq find a characterization
of all those progressively equivalent to P probability measures Q on the domain of P
such that S is converted into CMPP under Q and cpΘq “ ppQ,Θq Q æ σpΘq–a.s..
A positive answer to this problem is given by Theorem 5.4, which is a consequence
of our main result Theorem 4.4. However, the existence of a measure Q as above,
does not always provide a realistic pricing framework, as Q should give more weight
to unfavourable events in a risk-averse environment. Thus, the conditional premium
densities should satisfy condition
(11) ppP,Θq ă ppQ,Θq ă 8 P æ σpΘq–a.s..
According to Lemma 5.3, condition (11) is a necessary one, if we want to avoid a
P–a.s. ruin for the reserve process.
Under the FPI framework, we say that a premium calculation principle (PCP
for short) is a probability measure Q on rΣ :“ FS8 such that Q P M1S,Exppθq with
θ P Υ , see [2], Definition 3.1, for more details. Since the distribution QΘ cannot be
degenerate, the probability measure Q PM˚,1
S,ExppρpΘqq fails to be a PCP. Neverthe-
less, by virtue of Theorem 3.5 there exists an essentially unique rcp tQθuθPD ofQ over
QΘ consistent with Θ and a PΘ–null set rL˚˚ P BpDq, such that Qθ P M1S,Exppρpθqq
for any θ R rL˚˚, i.e. each probability measure Qθ is a PCP. Thus, it seems natural
to call every probability measure Q PM˚,1
S,ExppρpΘqq a mixed PCP.
Remarks 6.2. (a) If Q is a mixed PCP satisfying condition (6), then for any θ R ĂM˚
the corresponding PCP satisfies condition ppQθq “
EPθ
rX1¨eβpX1,θqs
EPθ
rW1s
.
The proof follows by arguments similar to those used in Remark 5.2(a).
(b) If Q is a mixed PCP, then the following statements are equivalent:
(i) ppP,Θq ă ppQ,Θq ă 8 P æ σpΘq–a.s.;
(ii) there exists a PΘ–null set M˚˚ P BpDq, containing the PΘ–null set ĂM˚,
such that ppPθq ă ppQθq ă 8 for any θ RM˚˚.
In fact, due to Remark 5.2(a)(ii) and [9], Lemma 3.5, condition ppQ,Θq ă 8
P æ σpΘq–a.s. is equivalent to the fact that there exist PΘ–null sets LQ,1,MQ P
BpDq such that ppQ, θq “ ppQθq ă 8 for any θ R LQ,1 Y MQ. Putting xM˚ :“ĂM˚ Y LP,1 YMQ P BpDq and applying again Remark 5.2(a)(ii), for any B P BpDq
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we get
ppP,Θq ď ppQ,Θq P æ σpΘq ðñ
ż
Θ´1rBs
ppP,Θq dP ď
ż
Θ´1rBs
ppQ,Θq dP
ðñ
ż
BXxMc˚ ppPθqPΘpdθq ď
ż
BXxMc˚ ppQθqPΘpdθq,
or equivalently there exists a PΘ–null set M˚˚ P BpDq, containing xM˚, such that
ppPθq ď ppQθq for any θ RM˚˚.
If (ii) holds, assume if possible that ppP,Θq “ ppQ,Θq P æ σpΘq–a.s.. It then
follows as above that
ş
BXxMc˚ ppPθqPΘpdθq “
ş
BXxMc˚ ppQθqPΘpdθq for any B P BpDq,
implying that ppPθq “ ppQθq for PΘ–a.a. θ P D, a contradiction; hence (ii) ùñ (i).
In the same way we get the inverse implication.
Condition (i) of Remark 6.2(b), does not in general imply condition ppP q ď ppQq,
see Remark 6.7. In the next proposition we find sufficient conditions for such an
implication to hold. To prove it, we need first to establish the validity of the following
lemma.
Lemma 6.3. If Z P L1pP q is a real–valued positive random variable on pΩ,Σq
and f, g two monotonic functions of the same monotonicity such that fpZq, gpZq P
L1pP q, then
EP rχA ¨ fpZq ¨ gpZqs ě
1
P pAq
¨ EP rχA ¨ fpZqs ¨ EP rχA ¨ gpZqs for any A P σpZq.
Proof. In fact, first note that for any A P σpZq there exists a set B P BpΥ q such
that A :“ Z´1pBq. The same monotonicity for the functions f and g implies that
pfpz1q ´ fpz2qq ¨ pgpz1q ´ gpz2qq ě 0 for any z1, z2 P B; hence
0 ď
ż
B
ż
B
pfpz1q ´ fpz2qq ¨ pgpz1q ´ gpz2qq PZpdz1qPZpdz2q
“ 2 ¨ PZpBq ¨
ż
B
fpz1q ¨ gpz1qPZpdz1q ´ 2 ¨
ż
B
ż
B
fpz1q ¨ gpz2qPZpdz1qPZpdz2q
“ 2 ¨ PZpBq ¨
ż
B
fpz1q ¨ gpz1qPZpdz1q ´ 2 ¨
ˆż
B
fpz1qPZpdz1q
˙ˆż
B
gpz2qPZpdz2q
˙
.
Thus the claimed result follows. 
Remark. If the functions f , g appearing in Lemma 6.3 have different monotonicity,
then the inequality continues to apply but in the opposite direction.
Proposition 6.4. Let D :“ Υ and assume that ppP‚q P L
1pPΘq and that ppQ‚q,
ppQ‚q
ξp‚q P
L1pQΘq. If ppQ‚q and ξp‚q are monotonic functions of θ with the same monotonicity
and ppPθq ď ppQθq for any θ RM˚˚, then condition ppP q ď ppQq holds true.
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Proof. Since ppQ‚q and ξp‚q are monotonic functions of θ with the same monotonicity
and ppPθq ď ppQθq for any θ RM˚˚, by Remark 5.2(b) we get
ppP q “
ż
Mc˚˚
ppPθqPΘpdθq ď
ż
Mc˚˚
ppQθqPΘpdθq “
ż
Mc˚˚
ppQθq
ξpθq
QΘpdθq
ď
˜ż
Mc˚˚
ppQθqQΘpdθq
¸
¨
˜ż
Mc˚˚
1
ξpθq
QΘpdθq
¸
“
ż
Mc˚˚
ppQθqQΘpdθq,
where the second inequality follows by Lemma 6.3 along with the Remark following
it, and the last equality holds since EQr
1
ξpΘq s “ 1; hence ppP q ď ppQq, completing
in this way the whole proof. 
In the next Examples 6.5 to 6.8, applying Theorems 3.5 and 4.6, we show how to
construct mixed PCPs Q satisfying conditions
ppP,Θq ă ppQ,Θq ă 8 P æ σpΘq–a.s. and ppP q ă ppQq ă 8,
and such that for any T ą 0 the process VTpΘq has the property of (NFLVR).
Example 6.5. Take D :“ p1,8q2, and let Θ “ pΘ1, Θ2q be a D-valued random
vector on Ω with Θ1, Θ2 P L
1pP q. Moreover, assume that P PM˚,2
S,KpΘq
with
KpΘq :“
1
2
¨ Expp1{Θ1q `
1
2
¨ Expp1{Θ2q,
and PX1 “ Gapζ, 2q for ζ P Υ .
Consider the real-valued function β :“ γ ` α on Υ ˆD, with γpxq :“ ln EP rX1s
2c
´
lnx ` 2pc´1q
cEP rX1s
¨ x for any x P Υ with c ą 2 a real constant, and αpθq :“ 0 for
any θ P D. Applying standard computations, we obtain that EP re
γpX1qs “ 1 and
EP rX
2
1
¨ eγpX1qs “ 2c
2
ζ
ă 8, implying β P F2P,Θ.
Let ξ PM`pDq defined by means of ξpθq :“ ξpθ1, θ2q :“ 1 for any θ P D. Clearly
EP rξpΘqs “ 1, implying ξ P R`pDq, and since
EP
«ˆ
2
Θ1 `Θ2
˙
2
¨ ξpΘq
ff
ă 8,
we deduce that ξ P R˚,2pDq.
Since pβ, ξq P F2P,Θ ˆ R
˚,2pDq, applying Theorem 3.5 we obtain a unique pair
pρ,Qq P M`pDq ˆM
˚,2
S,ExppρpΘqq determined by (RPMξ) and satisfying conditions
(˚), an essentially unique rcp tQθuθPD of Q over QΘ consistent with Θ and a PΘ–null
set rL˚˚ P BpDq such that for any θ R rL˚˚ conditions Qθ P M2S,Exppρpθqq, (r˚) and
(RPMθ) hold true. It then follows by condition (˚) that ρpΘq “
2
Θ1`Θ2
P æ σpΘq–
a.s., while condition (RPMξ) yields
QX1pBq “ EP rχX´1
1
rBs ¨ e
γpX1qs “
ż
B
ζ
c
¨ e´
ζ
c
¨x λpdxq for any B P BpΥ q
and
QΘp rBq “ EP rχΘ´1r rBs ¨ ξpΘqs “ PΘp rBq for any rB P BpDq;
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hence for any θ R rL˚˚ the probability measure Qθ is a PCP satisfying condition
ppPθq “
4
ζ ¨ pθ1 ` θ2q
ă
2 ¨ c
ζ ¨ pθ1 ` θ2q
“ ppQθq,
where the inequality follows since c ą 2. The latter, along with Remark 5.2(b) and
standard computations yields ppP q “
ş
D
ppPθqPΘpdθq ă
ş
D
ppQθqQΘpdθq “ ppQq ă
8.
Fix on arbitrary θ R M˚. According to Theorem 4.4 the processes tVtpΘqutPR`
and tVtpθqutPR` with
VtpΘq “ St´ t ¨
2
Θ1 `Θ2
¨
EP rX1s
2c
¨EP
„
e
2¨pc´1q
c¨EP rX1s
¨X1

“ St´
2 ¨ c
ζ ¨ pΘ1 `Θ2q
P æ σpΘq
and
Vtpθq “ St ´ t ¨
2
θ1 ` θ2
¨
EPθrX1s
2c
¨ EPθ
„
e
2¨pc´1q
c¨EPθ
rX1s
¨X1

“ St ´
2 ¨ c
ζ ¨ pθ1 ` θ2q
for any t ě 0 are martingales in L2pQq and L2pQθq, respectively. In particular,
for any T ą 0, Theorem 4.6, asserts that both processes VTpΘq and VTpθq satisfy
condition (NFLVR).
Example 6.6. Take D :“ Υ and let Θ be a positive random variable. Assume that
P PM˚,2
S,GapΘ,kq with k P Υ , such that PX1 “ Exppηq with η P Υ and PΘ “ Gapb1, aq
with pb1, aq P Υ
2.
Consider the real-valued function β :“ γ ` α on Υ ˆD, with γpxq :“ lnp1 ´ c ¨
EP rX1sq`c¨x for any x P Υ with c ă η a positive constant, and αpθq :“ ln
θ
d
¨EPθ rW1s
for any θ P D, where d ă k is a positive constant. It can be easily seen that
EP re
γpX1qs “ 1 and EP rX
2
1
¨ eγpX1qs “ 2
pη´cq2
ă 8, implying β P F2P,Θ.
Let ξ P M`pΥ q defined by means of ξpθq :“
´
b2
b1
¯a
¨ e´pb2´b1q¨θ for any θ P Υ ,
where b2 P Υ is constant such that b2 ă b1. Clearly EP rξpΘqs “ 1, implying that
ξ P R`pΥ q. Applying standard computations we get
EP
»–ξpΘq ¨˜elnpΘd ¨EP rW1|Θsq
EP rW1 | Θs
¸2fifl “ EP rξpΘq ¨Θ2s
d2
ă 8,
implying that ξ P R˚,2pDq.
Since pβ, ξq P F2P,Θ ˆ R
˚,2pDq, applying Theorem 3.5 we obtain a unique pair
pρ,Qq P M`pDq ˆM
˚,2
S,ExppρpΘqq determined by (RPMξ) and satisfying conditions
(˚), an essentially unique rcp tQθuθPD of Q over QΘ consistent with Θ and a PΘ–null
set rL˚˚ P BpDq such that for any θ R rL˚˚ conditions Qθ P M2S,Exppρpθqq, (r˚) and
(RPMθ) hold true. It then follows by condition (˚) that ρpΘq “
Θ
d
P æ σpΘq–a.s.,
while condition (RPMξ) yields
QX1pBq “ EP rχX´1
1
rBs ¨ e
γpX1qs “
ż
B
pη ´ cq ¨ e´pη´cq¨x λpdxq for any B P BpΥ q
and
QΘp rBq “ EP rχΘ´1r rBs ¨ ξpΘqs “ ż rB b
a
2
¨ θa´1
Γpaq
¨ e´b2¨θ λpdθq for any rB P BpDq;
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hence for any θ R rL˚˚ the probability measure Qθ is a PCP satisfying condition
ppPθq “
θ
k¨η ă
θ
d¨pη´cq “ ppQθq. Thus, applying Remark 5.2(b) together with by
standard computations we obtain
ppP q “
ż
D
ppPθqPΘpdθq “
a
b1 ¨ k ¨ η
and ppQq “
ż
D
ppQθqQΘpdθq “
a
b2 ¨ d ¨ pη ´ cq
,
implying ppP q ă ppQq.
Fix on arbitrary θ R M˚. According to Theorem 4.4 the processes tVtpΘqutPR`
and tVtpθqutPR` with
VtpΘq “ St ´ t ¨
Θ
d
¨ p1´ c ¨ EP rX1sq ¨ EP
“
X1 ¨ e
c¨X1
‰
“ St ´
Θ
d ¨ pη ´ cq
P æ σpΘq
and
Vtpθq “ St ´ t ¨
θ
d
¨ p1´ c ¨ EPθrX1sq ¨ EPθ
“
X1 ¨ e
c¨X1
‰
“ St ´
θ
d ¨ pη ´ cq
for any t ě 0 are martingales in L2pQq and L2pQθq, respectively. In particular,
for any T ą 0, Theorem 4.6, asserts that both processes VTpΘq and VTpθq satisfy
condition (NFLVR).
Remark 6.7. In the situation of Example 6.6, assume that c “ 0. If we choose
the constant b2 in the interval
´
b1¨k
d
,8
¯
, we get that even though the corresponding
measures of the rcp tQθuθPD satisfy condition ppPθq ă ppQθq for any θ R rL˚˚, the
inequality ppP q ă ppQq fails.
In our last example we rediscover Wang’s risk-adjusted premium principle (see
[20] for the definition and its properties).
Example 6.8. Take D :“ Υ and let Θ be a positive real-valued random variable.
Moreover, assume that P P M˚,2
S,ExppΘq, such that PX1 ! λ æ Bpr0, 1sq and denote
by sFX1pxq :“ PX1 ppx,8qq for any x P Υ the corresponding survival function of the
random variable X1. Finally assume that
ş8
0
x ¨
` sFX1pxq˘ 1c λpdxq ă 8, where c ą 1
is a real constant. Recall that the risk adjusted premium for a risk X1 is defined
by means of
πcpX1q :“
ż 8
0
` sFX1pxq˘ 1c λpdxq for any c ě 1.
(see [20], Definition 2).
Consider the real-valued function β :“ γ`α on Υ ˆD, with γpxq :“ ´ ln c`p1
c
´
1q ¨ ln sFX1pxq for any x P Υ and αpθq :“ 0 for any θ P D. Applying standard compu-
tations, we get that EP re
γpX1qs “ 1 and EP rX
2
1
¨eγpX1qs “ 2¨
ş8
0
x¨
` sFX1pxq˘ 1c λpdxq ă
8, implying β P F2P,Θ.
For any r ą 0 such that EP re
r¨Θs ă 8, define the function ξ PM`pDq by means
of ξpθq :“ e
r¨θ
EP rer¨Θs
for any θ P D. Clearly EP rξpΘqs “ 1, implying that ξ P R`pDq.
But since P P M˚,2
S,ExppΘq we get EP rΘ
2s ă 8, implying that pMΘprqq
2 ă 8 for all
r in a neighbourhood of 0, where by MΘ is denoted the moment generating function
of Θ; hence
EP rΘ
2 ¨ ξpΘqs “
EP rΘ
2 ¨ er¨Θs
EP rer¨Θs
“
pMΘprqq
2
MΘprq
ă 8,
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implying ξ P R˚,2` pDq.
Since pβ, ξq P F2P,Θ ˆ R
˚,2
` pDq, we may apply Theorem 3.5 in order to get a
unique pair pρ,Qq P M`pDq ˆM
˚,2
S,ExppρpΘqq determined by (RPMξ) and satisfying
conditions (˚), an essentially unique rcp tQθuθPD of Q over QΘ consistent with Θ and
a PΘ–null set rL˚˚ P BpDq satisfying for any θ R rL˚˚ conditions Qθ P M2S,Exppρpθqq,
(r˚) and (RPMθ). It then follows by condition (˚) that ρpΘq “ Θ P æ σpΘq–a.s.,
while condition (RPMξ) yields that
QX1pB1q “ EP rχX´1
1
rB1s
¨ eγpX1qs “
ż
B1
1
c
¨
` sF pxq˘ 1c´1 PX1pdxq for any B1 P BpΥ q
and
QΘpB2q “ EP rχΘ´1rB2s ¨ ξpΘqs “
ż
B2
er¨θ
EP rer¨Θs
PΘpdθq for any B2 P BpDq;
hence for any θ R rL˚˚ the corresponding measure Qθ is a PCP satisfying condition
(12) ppPθq “ θ ¨
ż 8
0
sF pxqλpdxq ă θ ¨ ż 8
0
` sF pxq˘ 1c λpdxq “ θ ¨ πcpX1q “ ppQθq,
where the inequality follows since c ą 1. Since Q PM˚,2
S,ExppΘq, we obtainż
D
ppQθq
ξpθq
QΘpdθq “
ż
D
θ ¨ e´r¨θ ¨ EP re
r¨ΘsQΘpdθq ¨ πcpX1q ă 8,
while conditions P,Q PM˚,2
S,ExppΘq along with Remark 5.2(b) yield ppP q, ppQq ă 8.
Because ξpθq and ppQθq have the same monotonicity as functions of θ and condi-
tion (12) is valid, we may apply Proposition 6.4 to get ppP q ă ppQq ă 8.
Fix on arbitrary θ RM˚. According to Theorem 4.4 the processes tVtpΘqutPR` and
tVtpθqutPR` with VtpΘq “ St´t¨Θ¨πcpX1q P æ σpΘq–a.s. and Vtpθq “ St´t¨θ¨πcpX1q
for any t ě 0 are martingales in L2pQq and L2pQθq, respectively. In particular,
for any T ą 0, Theorem 4.6, asserts that both processes VTpΘq and VTpθq satisfy
condition (NFLVR).
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