The technique gives the animator the ability to treat volumes as if they were standard polygonal models and to use all of the standard animation/motion capture tools on volumetric data. A volumetric skeleton is computed from a volumetric model using a multi-resolution thinning procedure. The volumetric skeleton is centered in the object and accurately represents the shape of the object. The thinning process is reversible in that the volumetric model can be reconstructed from the volumetric skeleton. The volumetric skeleton is then connected and imported into a standard graphics animation package for animation. The animated skeleton is used for reconstruction, which essentially recreates a deformed volume around the deformed skeleton. Polygons are never computed and the entire process remains in the volumetric domain. This technique is demonstrated on one of the most complex 3D datasets, the Visible Male, resulting in actual "human animation".
Animation of liquids, smoke and clouds using mathematical simulations has been reported by several researchers [10, 13, 35] . Distance fields [14] , which are volumetric in nature have been recently proposed as an alternative modeling technique. The animation of internal human anatomy, which can be modeled as a volume, has also been used for special effects in movies.
The need to use these volumetric datasets in virtual reality and computer graphics applications is on the rise. Two dimensional texture mapping and image based rendering owe their popularity to the enhanced realism that can be achieved at a small cost. However, the use of 3D volumetric data in computer graphics has been hampered by the lack of manipulation tools available to the animator. Volumetric data is difficult to work with. Besides being large, one can not easily pick and move arbitrary sections of voxels. Hardware for volume rendering is available [21] , but intuitive deformation and animation tools are not available.
In standard graphics processing, skeletal structures are often used for deformation and animation of polygonal and spline models [36] . In this paper, we propose using volumetric skeletons to control the deformation of volumetric objects and models. We define volumetric models as segmented regions of a volumetric dataset, i.e. they are separated from the background. These objects may be binary or sampled. Sampled volumes typically have one or more attributes at every voxel. The distribution of these attributes determines the internal structure and properties of the volumetric object. It is important to maintain this internal structure while animating the volumetric object. 
RELATED WORK
The work on modeling/animation of volumetric datasets for non-scientific applications is sparse. It is considered to be part of the "volume graphics" literature. One approach is to convert the volumetric models to polygonal models [28] and perform the deformations and animations in the polygonal domain. This process incurs fitting errors and generates a large number of primitives, affecting the accuracy of reconstruction and the computational cost of the animation process. Moreover it cannot represent the internal structure of volumetric objects.
Other work in volume modeling/deformation involves applying a transformation to every voxel in the object (free form deformation) or defining a physical model for the full object (physically-based deformation). The computations can include spring-like models, continuum models [20] and finite element methods (FEM) [9] . Gibson and Mirtich [20] have presented a survey of work done in modeling deformable objects. Physically-based animation is used for realistic modeling of collision and deformation. Chen et al. [9] propose a volumetric mass spring model and a FEM model for animating volumetric objects.
Gibson [19] has suggested the 3D Chain Mail algorithm to propagate deformation through a volume rapidly. In [40] , Zhongke and Prakash have described a finite element based method to animate the Visible Human. They create a coarse block based FEM grid corresponding to the volume model, then solve for motion of the grid based on constraints.
Creation of the FEM grid is a manual process based on selection of voxel clusters. Their technique requires specification of material properties like elasticity and is over-kill for animators interested in simple and fast articulated deformation. In [23] , King et.al. animate amorphous materials like fire, smoke and clouds in real time using graphics hardware.
Their method is a specific application of volume animation, and does not easily apply to animated, volumetric characters. Kurzion and Yagel [25] have proposed a method where volumes are not directly deformed, but the rays used to render the object are deformed.
Light rays are deformed by a deflector, which is a vector of gravity positioned in space with a spherical field of influence. The deformation is realized by the renderer, thus ty-
ing the deformation mechanism to the rendering scheme. The method is not completely intuitive for animators and computational time is proportional to the number of deflectors (which can be large).
Another form of volume animation is targeted deformation, or volume morphing. A source and a target object are specified and the deformation algorithm generates intermediate objects [22, 26] .These methods cannot be used in the context of animating an object since a target model is not available. They could, however, be used for in-betweening key frame objects generated by other deformation techniques.
The approach we take in this paper is to deform a thin volumetric skeleton. The volumetric skeleton is computed based upon the distance field, and distance field values are stored so that the object can be re-grown. The approach, in principle, is similar to implicit modeling [1, 3, 2, 5] . In implicit modeling, the primitives (points, lines, surfaces, etc.) of an implicit model can be treated as its skeleton. There are problems with animating the implicit skeleton. These include coherence loss when two primitives from the set composing a character are placed too far from each other, unwanted blending when two unblendable parts of an object such as hands and legs, are placed too close to each other and blended, and volume variation.
In order to use the implicit modeling approach for volumetric objects, an existing object has to be first fitted with an implicit model. Fitting an accurate model is hard and the reconstruction process has to deal with artifacts like bulges for branching shapes [2] .
Ferley et al. [12] have proposed a method for implicit reconstruction of branching shapes from scattered points. They use a Voronoi method that yields a complex geometric skeleton consisting of lines and polygons A pruning algorithm is thus necessary to remove skeletal elements that have no perceptual significance. The simplification is lossy with respect to surface detail, and discontinuities on the surface are hard to model. Furthermore, computing a good implicit function is non-trivial, and involves computing the zeros of a high degree polynomial for each skeletal point [3] . Techniques for reconstruction include ray tracing, scan conversion and polygonization, which usually involve substantial floating [4, 5, 39] . The implicit modeling approach is currently only available on non-sampled datasets; derivation of a set of implicit functions that can describe the interior anatomy of a human is non-trivial. Our algorithm keeps the deformation and animation process in the volumetric domain; hence we avoid the complexities associated with using implicit modeling for volume deformation as outlined above.
Main Contribution
One of the significant contributions of this paper is in enabling animators to animate volumetric models using standard computer graphics software. We can now interactively animate sampled volumes (such as MRI or CT) which heretofore have been cumbersome to use their existing library of motion control tools like parametric key frame animation [7] , constraint-based inverse-kinematics [24] and motion capture. This method works directly with popular commercial animation programs [16] and achieves realistic animations of sampled volumetric models.
In the next section, we provide an overview of the animation process. In Section 4, we present an algorithm for volume thinning. Section 5 describes a process to automatically connect the thinned volume into a skeleton-tree. Reconstruction of the volume is described in Section 5, and results are presented in Section 6.
VOLUME ANIMATION PIPELINE
The first step of the animation process involves thinning the volumetric object using a parameter controlled thinning algorithm [17] . The thinning process generates volumetric skeletons at various resolutions; higher resolutions capture finer nuances. 1 The volumetric skeleton generated by the thinning process is unconnected, therefore the voxels are
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We use the term volumetric skeleton to refer to a thinned, generally unconnected set of voxels. It should not be confused with a human body skeleton, or with an IK-skeleton which is used by animation programs.
connected into a skeleton-tree. Once connected, these skeletal voxels can be manipulated like standard IK skeletons in any animation package. The key to this whole process is the next phase where the volume has to follow the motion of the skeleton. This is achieved via reconstruction in which deformed volumetric objects are regenerated from a deformed skeleton-tree. Each frame of the deformed skeleton-tree is reconstructed into its own deformed model, and is then volume rendered. There are three steps in skeleton-based volume animation: computation of the volumetric skeleton (volume thinning), animation of the volumetric skeleton (deformation) and, finally, regeneration of the deformed volume from the deformed skeleton (reconstruction).
In earlier work [15] , we described the animation of binary volumes using a skeletontree. Binary volumes are volumes with just ones and zeros. This paper generalizes that approach to sampled volumetric models which contain values at each voxel. This is a much more difficult problem since the internal structure (not just the boundary) has to be maintained properly during animation. Furthermore, as opposed to a dense skeleton-tree used earlier [16] , we describe a hierarchical skeleton-tree with a different connectivity scheme. A simple 15 or 20 segment IK-skeleton is used for specifying the animation and this makes the task of articulation much easier. This skeleton indexes the denser skeleton which is used for reconstruction. The thin skeleton can be easily mapped to available motion capture data.
To demonstrate the effectiveness of this entire process, we have animated one of the largest and most famous volumetric datasets, the Visible Human Male data from the National Library of Medicine [29] . The entire process mimics traditional polygonal animation and results in special effects which were heretofore unavailable.
VOLUME THINNING
Volume Thinning is a process for reducing a voxelized model into a thinner version with fewer voxels. The thinned volume retains the essential shape of the original model, and is centered within it. A connectivity constraint is sometimes imposed on the thinning algo-
rithm so that the resulting thinned voxels are connected to each other. Various approaches to volume thinning are discussed in [17] .
To thin a 3D dataset, we first segment it to separate the object from the background.
This essentially creates a binary volume which will be used for thinning; however, the original sampled volume must be maintained for reconstruction. In our experience, simple intensity-based thresholding is generally sufficient for segmentation. The Distance Transform (DT) [31] is then applied to the volume which generates a distance field. The distance field at a voxel is the minimum distance from any boundary voxel. Distance can be measured using various metrics; the Euclidean metric being the most accurate. We use Saito and Toriwaki's algorithm [32] to compute the Euclidean distance transform. A faster alternative is to use a weighted distance metric which avoids square root operations.
Furthermore, it is more efficient to store a byte for the weighted metric as compared to a floating point or integer value for the Euclidean distance. Borgefors [6] has shown that a good approximation to the Euclidean distance in three dimensions is provided by the
weighted distance metric. In practice, the run-times for distance field computation using both metrics are comparable; therefore we use the Euclidean distance metric for our work. 
The distance field represents the minimum distance from a boundary point; therefore a sphere centered at a voxel with a radius equal to its distance field, will touch at least one boundary voxel. A set of voxels, the union of whose spheres touch every boundary voxel, can be used to accurately reconstruct the object. Such a set of thinned voxels and their distance field values can be used to compactly represent the object. Naturally occurring objects have detailed boundaries, therefore the number of voxels in the thinned model tends to be very large for complete boundary coverage. If we relax the boundary coverage requirement such that only important features are accurately reconstructed, fewer voxels are needed in the thinned model. The parameter-controlled volume thinning algorithm [17] exploits this property to allow thinned volumes of various densities (and reconstruction accuracy). We call the thinned subset of voxels the volumetric skeleton. A thicker volumetric skeleton gives better reconstruction but also has more voxels and is therefore difficult to manipulate. The parameter controlled thinning algorithm allows us to strike the right balance between manipulation complexity and reconstruction quality for some target animation.
The thinness of the volumetric skeleton is controlled by a parameter called the Thinness
Parameter (TP).
Once the distance field has been computed, the voxels in the volumetric skeleton are identified using the thinness condition summarized below. 
The original volume has 12.8 million voxels (the volume used here is from the photo-data). The skeletons from left to right have 3980, 1017 and 231 voxels respectively.
Skeleton-Tree
Voxels in the volumetric skeleton are not necessarily connected. However, they need to be connected into bones and joints for articulation. Such connections can be automatically computed, or manually assigned. We describe two different algorithms for this purpose.
The voxels in the volumetric skeleton of amorphous models where joint locations are not will give an acyclic connected set of skeletal voxels. Each edge in the MST is used to create a line segment between skeletal voxels. In this manner, a connected tree structure consisting of skeletal voxels (vertices) and connecting line segments (edges) is generated automatically from the original volume object. We call this tree the Skeleton-Tree. Since the MST is a well known data structure, fundamental algorithms can be used to manipulate
and traverse the skeleton-tree. The skeleton-tree can then be imported into animation programs for manipulation. A full discussion of this process is in [15] . The skeleton-tree can also be used as a general data structure for accessing the volume, for example, to speed up rendering. This is similar to [8] where Multiscale Medial Models are used to guide volume visualization.
IK-skeleton
Commercial software packages allow realistic humanoid animation using a skeletal structure. For the Visible Human volume, the number of edges in the skeleton-tree is too large (about 20,000) for interactive manipulation in most animation packages. Furthermore, most animators desire precise locations of joints for accurate animation. To create a smaller skeleton-tree (but still reconstructible), the skeleton-tree is generated in two passes.
An animator selects about 25 points which will later be imported into an animation program as an IK-skeleton.
A graph is then created such that all edges originate from one of these 25 joints in the IK-skeleton. When we extract the MST all points in the volumetric skeleton are connected to an edge in the IK-skeleton. to all the volumetric skeletal voxels connected to that edge. Note, that the animator has to manipulate only the thin IK-skeleton, not the full skeleton-tree. In this manner, the cloud of voxels forming the volumetric skeleton is deformed to correspond to the movement of the IK-skeleton. We use an interactive tool which helps the animator choose points for animation while viewing the volume.
RECONSTRUCTION
A deformed volumetric model is "reconstructed" from the deformed skeleton-tree. The distance field value at every voxel in the volumetric skeleton is saved along with the voxel.
2. An IK-skeleton (left, connected) is defined by the animator. All voxels in the volumetric skeleton are then connected to the IK-skeleton (right). Only the IK-skeleton has to be manipulated for animation.
A part of the volumetric model can be reconstructed by scan-filling a sphere centered at the voxel having a radius equal to its distance field value. If the spheres for all voxels in the volumetric skeleton are filled, the original model can be re-generated. The quality of reconstruction depends on the number of voxels in the volumetric skeleton. Better reconstruction is achieved by using a lower thinness parameter during the volume thinning step, giving a thicker skeleton.
An important issue is the value of the thinness parameter that must be used for a desired quality of reconstruction. We allow the animator to preview a polygonal model made of spheres. Such a preview model can be rapidly generated for a chosen volumetric skeleton.
This process takes from a few seconds to a couple of minutes depending on the number of points in the volumetric skeleton. The quality of reconstruction can also be computed by finding the volume of the union of all reconstruction spheres and subtracting it from the volume of the original model. Edelsbrunner et al. have described an algorithm for calculating the volume of intersecting spheres in [11] . 
voxels in the original model. To the right, a thinner volumetric skeleton is shown with 9666
voxels. The quality of reconstruction is better for the skeleton on the left.
FIG. 3.
The quality of reconstruction is better for a thicker volumetric skeleton. The skeleton on the left has 42298 voxels, its reconstructed model is shown next to it. The thinner skeleton to the right has 9666 voxels, its reconstructed model is to the extreme right.
In the previous section, we described the skeleton-tree which consists of the IK-skeleton with about 25 points. Every voxel in the volumetric skeleton is attached to a bone in the IK-skeleton and is transformed along with the bone (Figure 2 ). We can animate the IK-skeleton using any standard animation package with the use of key-framing, inversekinematics and motion capture. For each frame of the animation, the transformation of every bone is applied to the voxels of the volumetric skeleton connected to that bone.
When the spheres are reconstructed around these transformed skeleton voxels, the model is re-generated in a new pose. Repeating this process for all frames gives a complete sequence of animated volumes, which can then be rendered. This process is illustrated in Figure 4 . The number of voxels in the volumetric skeleton and consequently the accuracy of reconstruction vary exponentially with the thinness parameter. Figure 5 shows the number of voxels and percentage loss for three different volumes, a regular volumetric ellipsoid, and two complex models -a dragon and the Visible Human. The plots for the dragon and 
Sampled Volume Reconstruction
When the spheres are scan-filled, each voxel in the sphere should get a value which is the sample value at that voxel. This is not a problem for the initial pose because a direct lookup can be performed into the original volumetric model. When a voxel is transformed, the sphere centered at that voxel undergoes the same transformation as the voxel. Therefore, to Figure 6 shows the corrected bending achieved using the method outlined below.
To avoid artifacts due to overlapping spheres, a separate proximity-buffer equal to the size of the reconstructed volume is maintained and initialized to a high value, greater than the longest diagonal of the bounding box of the volume. When a sphere tries to write a voxel's location with a sample value, the distance from the center of the sphere to the voxel is computed. If this distance is lesser than the value in the proximity buffer, the sample value is written to the voxel and the proximity buffer is updated with the new distance. In this sense, the proximity buffer is similar to a Z-buffer. Proximity testing ensures that spheres that are far away from a voxel, and possibly around the bend, do not over-write values contributed by a sphere that is closer to the voxel being filled. The effectiveness of this approach is shown in Figure 7 . The left image in Figure 7 shows a section of the original volumetric model; the center and right images show the section for a model reconstructed from the volumetric skeleton.
RECONSTRUCTION ERROR ANALYSIS
To determine the accuracy of the reconstruction+animation process described above, we quantify the reversibility of a transformation. The basic notion is that if a source volume Figure 11g . The magnitude of the difference is minimum for blue voxels and maximum for red voxels.
The test was performed for 30 different poses, and on average, 3.39% of sample values were found to be different. On close examination of the difference volume, we see that most differences are in boundary voxels, which can be attributed to discretization errors, because we round off voxel positions to integers during transformation. Of these, only 0.82% were non-boundary voxels which confirms the fact that most errors are due to discretization at the boundary. We also looked for errors, specifically in the vicinity of joints, due to intersecting spheres. There were minimal differences at joints; most differences were at the boundary. A magnified view of a bent knee for the Visible Human is shown in Figure 8 . It is clear that internal structures are preserved.
FIG. 8. Magnified view of the deformed knee
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RESULTS
We demonstrate our method by applying different motion capture sequences to the Visible Male Dataset. The photo dataset is used at a resolution of 290x169x940 voxels, which is resampled from the original dataset to achieve uniform sampling in all three dimensions.
Volume thinning the data at a thinness parameter of 0.48 with the Euclidean distance metric produced a skeleton with 33630 voxels. The thinning process takes 8 minutes on a 400MHz Ultra-SPARC processor. This has to be done only once because the volumetric skeleton at thinness 0.48 includes all thinner skeletons, which can later be extracted in less than a second. The run time for thinning is independent of the thinness parameter speci- Volume-rendered frames from the run sequence are shown in Figure 9 2 . Note that the translucent skin demonstrates that internal details are preserved through the motion.
Volume animation videos are available online at http://www.caip.rutgers.edu/vizlab group files/CURRENT/index.html
We have used the Visualization Toolkit [33] for volume rendering. Custom ray-traced volume renderers can be used for higher quality rendering [30, 37] . Another animation with exercise motion capture data is shown in Figure 10 . Special effects can be achieved by changing the positions or size of reconstruction spheres. Moving reconstruction spheres apart can be used to give the impression of explosions. Dropping reconstruction spheres in order of their radii can give a melting effect. One such animation is shown in Figure 12 where the Visible Male melts after passing through a toxic plume.
FIG. 9.
Volume rendered frames of a running sequence. The sequence was generated using motion capture data.
FIG. 10.
Motion capture animation of the Visible Male exercising.
Discussion of Visible Human Animations
Five percent of the frames produced when applying the motion-capture to the Visible Human dataset had noticeable errors (over 30 sequences have been tried, for a total of about 5000 frames). Most of the errors noted can be classified as standard animation errors by successively dropping spheres with low radii from the reconstruction step.
), i.e. they occur in standard polygonal animation and are not inherent to the volume animation method. The errors generally occurred from breakages at joints for large rotation angles and are not attributed to reconstruction artifacts as described above.
In this work, only rigid transformations are implemented and muscular deformation such as expansion and contraction of the muscles is not simulated. As a result, if rotation angles are greater than about 90 degrees, spheres near the outer part of the bend will move far apart from each other and cause a break in the surface. This is a more general problem which also exists for surface-based models, especially where the range of motions is very large as in the shoulder joint [27] . Various heuristics are used in surface-based models to correct these artifacts, such as increasing the number of polygons around joints. In fact, due to the 3D nature of a voxel grid, such errors are generally masked by interior voxels which can be considered to be an advantage of volumetric modeling. One important point to consider is the motion capture data used in this work is based on 25 points on the surface alone. For the visible human dataset, we are animating skin in addition to muscle, bone, blood vessels and tissue.
A number of different methods can be employed to correct the animation errors observed. The simplest way is to just limit joint angle. Since most motions are below the maximum angle, this is a viable solution. When the range of motions is too large, the connectivity of the skeleton-tree as determined from the initial pose may not necessarily be accurate for a very different pose. This is especially true near the shoulder or thigh were many different muscle masses move for different joint movements vs. other joint movement (just as different exercises work different muscles). We solve this by re-assigning certain skeletal voxels to a different joint in the IK-skeleton. Re-assigning surface points to the IK-skeleton is also common practice in surface-based skeletal animation [34] . A related solution that we have experimented with to reduce such errors is to cause reconstruction spheres to bulge in the outer region of the bend and shrink in the inner region [15] . This is easily achieved by increasing or decreasing the distance field at skeletal voxels near joints. For a sampled volume, the question which naturally arises is what values should be "filled into" these larger spheres. Increasing everything uniformly or just increasing the surface may look correct, but for a truly accurate result, a fully segmented dataset must be used with physical properties assigned to each muscle/bone/tissue mass (see above). While this is a very interesting research question, it is beyond the scope of this paper.
DISCUSSION AND FUTURE APPLICATIONS
In this paper, we have introduced a new, simple and intuitive way to animate sampled volumes by using skeletons. The skeleton is computed directly from the volume, without the need to generate polygons. Because skeletons are used, an animator is now able to treat both volumes and polygons with the same set of tools. Existing software tools and techniques written for traditional skeleton-based computer animation are now applicable in the volumetric domain. Since the animation of polygonal and volumetric models can be combined, it can result in very realistic rendering for naturally occurring objects and phenomena. We have also demonstrated the efficacy and power of this technique by applying standard motion capture sequences to the Visible Human dataset.
The skeleton can be used to generate other effects like targeted volume morphing, volume modeling and automatic path navigation. Since the skeleton-tree represents the shape compactly, it can also be used as a spatial data structure in various applications such as for matching and collision detection [18] . 
