In this paper we consider the inverse problem for a discrete damped mass-spring system where the mass, damping, and stiffness matrices are all symmetric tridiagonal. We first show that the model can be constructed from two real eigenvalues and three real eigenvectors or two complex conjugate eigenpairs and a real eigenvector. Then, we study the general under-determined and over-determined problems. In particular, we provide the sufficient and necessary conditions on the given two real or complex conjugate eigenpairs so that the under-determined problem has a physical solution. However, for large model order, the construction from these data may be sensitive to perturbations. To reduce the sensitivity, we propose the the minimum norm solution over the under-determined noisy data and the least squares solution to the over-determined measured data. We also discuss the physical realizability of the required model by the positivity-constrained regularization method for the ill-posed under-determined problem and the least squares optimization problems with positivity-constraints for the ill-posed over-determined problem. Finally, we give simple numerical examples to illustrate the effectiveness of our methods.
Introduction
A free vibrating system with n degrees of freedom is governed by the equation of the form:
with the quadratic pencil P (λ) defined by
where the matrices M , C, and K are all real symmetric tridiagonal:
Problem C. Construct the parameters (m j , c j , k j ) n 1 from w = I i are complex-valued for j = 1, 2 . . . , and (λ j , x (j) ) are real-valued for j = 2 +1, . . . , k.
Inverse eigenvalue problems arise in a remarkable variety of applications. This includes control design, inverse Sturm-Liouville problems, applied mechanics, applied physics, and signal and data processing, etc., see for instance [7, 8, 9, 32] and the references therein.
Recently, inverse eigenvalue problems for vibrating systems have been obtained considerable discussions. [14] is a comprehensive reference for these problems. There is a large literature on the construction of the quadratic pencil (2) from eigenvalue/eigenvector data in many special cases. The problem of reconstructing a Jacobi matrix J from its spectral data (it is a special case of (2) with M = diag(m 1 , · · · , m n ), C = 0, and J ≡ M −1/2 KM −1/2 ) has received much attention in the literature, e.g., [3, 4, 14, 17, 20] . Ram [23] studied the problem of reconstructing the undamped mass-spring system (i.e. the pencil (2) with M = diag(m 1 , · · · , m n ) and C = 0) from two spectra and Ram [24] considered the same problem from a single eigenvalue, two eigenvectors, and the total mass. Ram and Gladwell [26] generalized the problem to finite element model with tridiagonal mass matrix (i.e., the quadratic pencil (2) with C = 0). Ram and Elhay [25] discussed the reconstruction of the symmetric tridiagonal quadratic pencil P (λ) = λ 2 I n +λ C + K (a special case of (2) with M = diag(m 1 , · · · , m n ), C = M −1/2 CM −1/2 and K = M −1/2 KM −1/2 ) from two spectra.
In this paper, we will first solve Problems A and B by construction. Then, we extend to the general problem (i.e., Problem C) over any given eigendata. In particular, we present the sufficient and necessary conditions on the two real or complex conjugate eigenpairs so that the under-determined problem has a physically realizable solution. However, the constructed models may be sensitive to noise. The eigendata is often experimentally measured from the physical structures, which are corrupted by noise [12] . To reduce the sensitivity of the problems, by using these measured eigenpairs, we will consider the over-determined problem in the least squares sense and the under-determined problem in the minimum norm sense. Furthermore, based on the under-determined noisy eigendata, we propose the regularization method for finding a stable and physically feasible solution. Also, based on the over-determined noisy data, the positivity of the parameters (m j , c j , k j ) n 1 is obtained by the solution of a set of positivity-constrained least-squares optimization problems.
This paper is organized as follows. We directly construct the solutions to Problems A and B in Sections 2 and 3, respectively. Then, in Section 4 we consider Problem C and provide the solvability conditions on the given two real or complex conjugate eigenpairs so that the under-determined problem has a physical solution. In Section 5 we consider the ill-posed under-determined and over-determined problems over the given experimentally measured data. Different numerical methods are presented for different cases. The physical realizability of the required model is also discussed. In Section 6 we present some numerical results to illustrate the effectiveness of proposed methods. Finally, we give some concluding remarks in Section 7.
Problem A
In this section, we will discuss the solvability conditions for Problem A and propose a constructive procedure for solving Problem A. Given three real eigenpairs: (λ, x), (φ, y), and (ψ, z). By (1), we have
Since the associated matrices M , C, and K have the structures as in (3)- (5), respectively, we can rewrite (6) (9) with x 0 = y 0 = z 0 = 0.
Suppose that the total mass w = n 1 m j (m n = 0), the two real numbers {λ, φ}, and the two real eigenvectors {x, y, z} are given. Our goal is to seek the solution (m j , c j , k j ) n 1 in terms of these eigendata. Toward this end, we rewrite the equations (7)- (8) in the matrix form. For
By definition, m n = 1. In particular, we can find c n and k n by (7), i.e., 
Since we are interested in the nontrivial solution of (11), the real number ψ is determined by
for j = n − 1, . . . , 1. To show our main theorem, define
and
Based on the above analysis, we provided a sufficient and necessary condition for the solvability of Problem A as follows. (1) The real number ψ is determined by (12) 
Proof: Problem A has a nontrivial solution if and only if equation (11) has a nontrivial solution and (13) has a nontrivial solution successively for j = n − 1, . . . , 1, i.e., if and only if conditions (1) and (2) of Theorem 2.1 are satisfied.
Corollary 2.2 Problem A has a unique nontrivial solution if and only if the following conditions are satisfied:
(1) The real number ψ is determined by (12) (11) and then apply equations (13) 
In practice, by our procedure, one may find some of the parameters (m j , c j , k j ) n 1 are not positive, which is not physical realizable. However, it seems not easy to find a necessary and sufficient condition on the eigendata so that the constructed solution is physical feasible. This needs further research.
For the purpose of demonstration, we present the following example.
Example 1
Let n = 3 and we randomly generate w, {λ, φ} and {x, y, z} as follows:
Then we have that
First, ψ is determined by equation (12) 
We find from (17) that c 3 = 5.2053 and k 3 = 7.3098. Setting j = 2 in equation (13) For another feasible solution ψ = −8.1870, by the same way, we constructively obtain the corresponding mass, damping, and stiffness matrices as follows: From this example, we observe that for each ψ determined by (16), we find a physical realizable solution for Problem A.
Problem B
In this section, we consider the solvability of Problem B as in Section 2. Notice that (α+βi, x R + x I i) and (α − βi, x R − x I i) are two complex conjugate eigenpairs of the QEP (1), i.e.,
Expression (18) can take the following real form:
Recall that for the real eigenpair (λ, x), we have
Let
where x 0R = x 0I = 0. Then the equations (20) and (19) can be formulated as the following 3n pairs of equations
for j = 1, . . . , n − 1, where a x j , b x j , and d x j are defined as in (9) . Given the total mass w = n 1 m j (m n = 0), one real eigenvector x, and two complex conjugate eigenpairs (α + βi, x R + x R i) and (α − βi, x R − x I i). Let m j , c j , and k j be defined as in (10) . Then we can find c n and k n by (22) 
where the real number λ is determined by
Next, dividing expression (23) by m n gives rise to
for j = n − 1, . . . , 1. Also, define w (j) as in (14) and the following notations
Therefore, we have the following results on the solvability of Problem B. (1) The real number λ is determined by (25) 
Corollary 3.2 Problem B has a unique nontrivial solution if and only if the following conditions are satisfied:
(1) The real number λ is determined by (25) 
Assume that the given eigendata satisfy the conditions of Theorem 3.1 or Corollary 3.2, one may first get c n , k n by (24) and then apply equations (26) 
To demonstrate our algorithm, an example is presented as follows.
Example 2
Let n = 3 and we randomly generate the total mass w, two complex eigenpairs (α + βi, x R + x I i) and (α − βi, x R − x I i) and a real eigenvector x as follows:
Then we have
The real number λ is determined by equation (25) 
We obtain from (27) From this example, we observe that for λ = −1.8498, we find a physical model. However, for λ = −382.4330, the final solution is not physical realistic since m 2 = −7.5817 < 0.
Problem C
In Sections 2 and 3, we have discussed the solvability of Problems A and B. We note that Problems A and B are special cases of Problem C. So, we can easily develop the sufficient and necessary conditions for the existence of the solution of Problem C.
By (1), we obtain
where x (s) 0 = 0. Then the linear system (28) can be formulated as the following kn pairs of
. . .
for j = 1, . . . , n − 1. Given the total mass w = n 1 m j . Let m j , c j , and k j be defined as in (10) . Then, by (29), we can find c n and k n , i.e.,
Next, dividing expression (30) by m n gives rise to
for j = 1, . . . , n − 1. Also, define the following notations with w (j) defined as in (14) and
Therefore, we have the following results on the solvability of Problem C. 
Corollary 4.2 Problem C has a unique nontrivial solution if and only if the following conditions
are satisfied: In particular, in the following subsections, we will establish the sufficient and necessary conditions on given two real or complex conjugate eigenpairs so that there exists a physical solution to the under-determined problem.
Real Eigenpairs
Given the total mass w = n 1 m j and two real eigenpairs (λ, x) and (φ, y). Then we obtain the following system (
We can rewrite (36) as the following 2n pairs of equations
and For j = 1, . . . , n, define
where v n = 0 ∈ R 2 . Let m j , c j , and k j be defined as in (10) . Then we have from (37) and (38) that
for j = n − 1, . . . , 1.
Suppose that all matrices Φ j are nonsingular, then the inverse of Φ j is expressed explicitly as
Then, we obtain the equivalent equations
We note that the entries of Φ −1 j , u j , and v j are known in terms of the given eigendata. Define
where c sn = d sn = 0 for s = 1, . . . , n.
Let the (n − 1) × (n − 1) upper triangular matrices A, B and the (n − 1)-vectors a and b be defined as follows:
From (40) and (41), we get the following equivalent conditions. 
and the system of inequalities
is consistent for some m(1 : n − 1) = ( m 1 , . . . , m n−1 ) T .
Complex Conjugate Eigenpairs
Given the total mass w = n 1 m j and two complex conjugate eigenpairs (α + βi, x R + x I i) and (α − βi, x R − x I i). Then we have the system (19) , which, in turn, can be rewritten as the following 2n pairs of equations
for j = 1, . . . , n − 1, where a jR , a jI , b jR , b jI , d jR , and d jI are defined as in (21) .
For j = 1, . . . , n, define
where v n = 0 ∈ R 2 . Let m j , c j , and k j be defined as in (10) . Then we have from (45) and (46) that
Suppose that all matrices Ψ j are nonsingular, then the inverse of Ψ j is expressed explicitly as
Then, we obtain the equivalent equations . . .
From (49) and (50), we have the following solvability conditions. 
Numerical Algorithm
Suppose the total mass and two real or complex conjugate eigenpairs are given, we have shown that the solvability of Problem C is equivalently converted to the solution of the system of strict inequalities. In this subsection, we present a numerical procedure for finding the positive physical parameters {c j } n 1 and {k j } n 1 (if exists) in terms of positive parameters {m j } n 1 given the total mass w and two arbitrary real or complex conjugate eigenpairs. Suppose that we have an estimate of the analytic model
To preserve the structural connectivity, it is natural to consider the optimal parameter updating problem:
This is a constrained linear least-squares problem, which can be solved by the Matlab routine lsqlin based on an active set method [21, 5] ). Given the total mass w = n 1 m j and two real eigenpairs (λ, x) and (φ, y) (or two complex conjugate eigenpairs (α + βi, x R + x I i) and (α − βi,
be the estimate of the analytic parameters. Based on the above analysis, we can construct the mass, damping, and stiffness parameters {m j } n 1 , {c j } n 1 , and {k j } n 1 for the pencil λ 2 M + λC + K, which has the given eigenpairs or show that such parameters do not exist. (48)).
3.)
Check the nonsingularity of Φ j (or Ψ j ) for all j = 1, . . . , n. Otherwise, stop and report the given data is not generic. (52)) is satisfied. Otherwise, stop and report the given data is not generic. A c and B c by (51) ). (44) (or (53) We can observe the behavior of Algorithm 4.6 from the later numerical results.
4.) Check the condition (43) (or

5.) Form the upper triangular matrices A and B by (42) (or
6.) Solve the quadratic programming (54
Reconstruction From Noisy Data
In practice, we often use experimentally measured data as the given eigendata. It is very known that all practical experimental data will contain some noise [12, 26] jI ) in the model with high degrees of freedom will be small. However, these small errors will lead to a large relative errors in the
which form the equation of matrices (e.g. (31) and (32)) for Problems C. This may lead to a highly ill-posed Problem C. Then the constructed models may be sensitive to errors. Therefore, we may find an alternative method of construction to decrease the sensitivity. In this section, we will reconsider Problems C over the given noisy eigendata.
Let w = n 1 m j be the total mass. Suppose that the given k eigenpairs {(λ p , x (p) )} k p=1 (as in Problem C) are corrupted by noise. When the problem is over-determined (i.e., k ≥ 3), instead of solving equations (31) and (32) directly, one may solve the following least-squares problems successively:
where A nn , g (n) , A jj , and w (j) are defined in (33), (34), and (14), respectively, and
with B jj being defined in (35). By the above procedure, however, one may still find some of the updated parameters (m j , c j , k j ) n 1 are not positive. We can observe the fact from the later numerical experiments.
On the other hand, when the problem is under-determined (i.e., k ≤ 2), the systems (31) and (32) has an infinity of solutions if the conditions in Theorem 4.1 are satisfied. By using the singular value decomposition (SVD) [16] , we can compute the minimum norm solutions of (31) and (32) . For j = 1, . . . , n, let
is the singular value expansion, then
for j = n − 1, . . . , 1 are the minimum norm solutions. It is a form of regularization widely used in mode updating problem but rarely provides a physically feasible solution [13] .
To find a stable solution, we will propose the well-known Tikhonov regularization, see for instance [11, 27, 28, 29] for both the under-determined and over-determined problems. An natural regularization method is to add the constraint on the parameters (m j , c j , k j ) n 1 such that the deviation between the parameters of the updated model and the estimate of the initial analytic model is minimized. Thus we replace the least squares or minimum norm solution by the minimization problems successively
for some regularization parameters {µ j } n 1 , where
being the parameters of the initial analytic model. The solutions of (57) and (58) are given by
There are several criteria available for the choice of the regularization parameters {µ j } n 1 for model updating [2, 13] . In particular, the L-curve method [18, 19, 21, 22] and the generalized cross validation (GCV) method [10, 31] are the most widely used.
The L-curve method is the continuous curve consisting of all the points (
In general, the curve shows the L-shape, and the optimal value of the regularization parameter µ n (respectively, µ j ) is one that corresponds to a regularized solution near the "corner" of the L-curve because in this region there is a good compromise between achieving a small residual norm
) and keeping the solution norm
) reasonably small [18] . Suppose that the eigendata is affected by normally distributed noise, the generalized cross validation determines the optimal value of the regularization parameter µ n (respectively, µ j ) by minimizing the functional
However, in many practice, the L-curve loses its "L"-shape and the estimate of the GCV may be invariant, see [6, p. 206] . Therefore, these methods may fail to find a good value of the regularization parameters {µ j } n 1 . Alternatively, we find the optimal value of the regularization parameters by solving the following constrained optimization problems successively:
for j = n − 1, n − 2, . . . , 1. Here, δ > 0 is a given number which may be determined by practical requirements.
To show how to solve above problems, we first see the general constrained least-squares problem as follows:
where H ∈ R m×n , h ∈ R m , and α > 0. Let x := x − αe. Then the above least-squares problem takes the following form
Obviously, this is a linear least squares with nonnegativity constraints. Suppose x * is the unique solution of problem (64). Then the unique solution of (63) is given by x * + αe. Therefore, we can solve the positivity-constrained linear least-squares problems (61) and (62) successively by classical optimization methods for nonnegative least-squares problems (e.g. active/passive set algorithms [21, 5] ). Then the physical realizable parameters (m j , c j , k j ) n 1 can be obtained by above procedure.
Numerical Results
To show the effectiveness of our algorithm, we will give a numerical example as follows. We consider the finite element model of order n = 10 for free vibrating system which is governed by the equation (1) , where the mass, damping, and stiffness matrices are given by (3), (4), and (5) with (m j , c j , k j ) 10 1 generated randomly: The nine eigenvalues λ j with lowest absolute values of imaginary parts and their corresponding eigenvectors x (j) are listed in Table 1 . Obviously, the total mass is w = Table 1 : Eigenpairs of the discrete model
We first reconstruct the mass, damping, and stiffness parameters from the over-determined exact eigendata {(λ j , x (j) )} s 1 for s = 3, 5, 7, 9. Obviously, these data satisfy the solvability conditions in Corollary 4.2. Table 2 shows the relative error between the constructed and the exact parameters, where m, c, and k are the required parameter vectors defined by
and RE., ex and appr denote the relative error, the exact and approximated solution, respectively. We can see that the expected parameters are constructively obtained given the exact data. Next, we will reconstruct the mass, damping, and stiffness parameters from two complex conjugate eigenpairs by Algorithm 4.6. Without loss of generality, we use {(λ j , x (j) )} 3 2 as the given data. The constructed mass, damping, and stiffness parameters are listed in Table 3 . Table  3 shows the constructed parameters is different from the true solution but physically feasible. Now, we consider the problem with the noisy data. We perturb the eigenvectors x (j) with random numbers uniformly distributed on the interval (−0.001, 0.001). The perturbed eigenvectors x (j) are shown in Table 4 .
For the purpose of comparison, we reconstruct the mass, damping, and stiffness parameters from the over-determined noisy data {(λ j , x (j) )} s 1 with s = 3, 5, 7, 9. The constructed leastsquares solutions are listed in Tables 5 and 6 . We can easily observe the improvement of the estimation from over-determined data. Except the case when s = 3, the constructed mass, damping, stiffness are all physical realistic for other values of s. Finally, the relative error are shown in Table 7 . Table 7 displays that the relative error becomes expectedly smaller with the increase of the number of over-determined eigenpairs. On the other hand, if we construct these parameters from the under-determined noisy data: 1) (λ 1 ,
2 . Then the minimum norm solutions are displayed in Table 8 . It is seen from Table 8 that both the minimum norm solutions are not physically feasible. Now, we find a stable solution for the ill-posed problem. In our numerical experiments, we observe that the L-curve method lost its "L"-shape and the GCV method retained the invariance property. These drawbacks make it difficult to choose good values of the regularization Table 3 : Constructed mass, damping, and stiffness parameters Table 7 : Relative approximation error parameters {µ j } n 1 for our problems. So we choose the regularization parameters {µ j } n 1 by solving (59) or (60). We consider the following under-determined and over-determined cases, for example, from the noisy data: a) (λ 1 ,
, and c) {(λ j , x (j) )} s 1 for s = 5, 7, 9. For simplicity, we set η = τ = 0.5 > 0. Table 9 includes the the constructed mass, damping, and stiffness parameters for γ j = ξ × w 
) with the varying value of κ for Case a) and b) and the fixed value κ = 0.1 for Case c). We can see from Tables 9 and 10 that an expected stable and physically feasible solution is obtained in each case. We also observe from our numerical experiments the fact that the regularization methods based on (59) or (60) work effectively even for the given noisy eigendata with much larger errors.
Next, we reconstruct the parameters (m j , c j , k j ) 10 1 by solving above constrained least-squares optimization problems (61) and (62) with the over-determined data {(λ j , x (j) )} s 1 for s = 3, 5, 7, 9. For simplicity, we set δ = 0.5 > 0. Tables 11 and 12 include the constructed mass, damping, and stiffness parameters, respectively. From Tables 11 and 12 , we can see that all the constructed parameters are positive for all values of s. This shows that the algorithm proposed in Section 5 yield acceptable results.
To further illustrate the effectiveness of the constrained least-squares optimization method, we change the eigenvectors {x (j) } 9 1 with large errors. For example, we perturb these eigenvectors by a uniform distribution between −0.1 and 0.1. The perturbed eigenvectors x (j) are shown in Table 13 . Then we reconstruct the model parameters (m j , c j , k j ) 10 1 by solving both the unconstrained and constrained least-squares optimization problems with the over-determined data {(λ j , x (j) )} s 1 for s = 3, 5, 7, 9. For simplicity, we still set δ = 0.5 > 0. Tables 14, 15 
Conclusions
In this paper, we have studied the reconstruction of a free vibration system where the mass, damping, and stiffness matrices are all symmetric tridiagonal. This system can be constructed from two real eigenvalues and three real eigenvectors or a real eigenvector and two complex conjugate eigenpairs. For large dimensional model, the construction based on these data is sensitive to the perturbations. To reduce the sensitivity, we construct a least-squares solution based on the over-determined eigendata. We also discuss the solvability for the under-determined and over-determine problems. In particular, we establish the solvability conditions on the given two real or complex conjugate eigenpairs for the existence of a physically feasible solution of the under-determined problem. However, these methods do not theoretically ensure that the required mass, damping, and stiffness parameters are positive. Finally, we discussed the physical realizability of the required model. Given the under-determined noisy eigendata, we propose the well-known Tikhonov regularization method, while for the over-determined noised eigendata, we take a set of linear least-squares optimization problems with positivity-constraint. Finally, we should point out that the problem of finding a necessary and sufficient condition on the exact and over-determined eigendata so that the constructed solution is physically realizable is an interesting topic which remains to be investigated. Table 12 : Constructed stiffness parameters 
