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Abstract
Many practical approximations in physics and engineering invoke a
relatively long physical domain with a relatively thin cross-section. In
this scenario we typically expect the system to have structures that
vary slowly in the long dimension. Extant mathematical approximation
methodologies are typically self-consistency or limit arguments as the
aspect ratio becomes unphysically infinite. The proposed new approach
is to analyse the dynamics based at each cross-section in a rigorous
Taylor polynomial. Then centre manifold theory supports the local
modelling of the system’s dynamics with coupling to neighbouring
locales treated as a non-autonomous forcing. The union over all cross-
sections then provides powerful new support for the existence and
emergence of a centre manifold model global in the long domain, albeit
finite sized. Our resolution of the coupling between neighbouring
locales leads to novel quantitative estimates of the error induced by
long slow space variations. Four examples help develop and illustrate
the approach and results. The approach developed here may be used
to quantify the accuracy of known approximations, to extend such
approximations to mixed order modelling, and to open previously
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intractable modelling issues to new tools and insights.
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1 Introduction
System of large spatial extent in some directions and relatively thin extent in
other dimensions are important in engineering and physics. Examples include
thin fluid films, flood and tsunami modelling (Noakes et al. 2006, Bedient &
Huber 1988, LeVeque et al. 2011, e.g.), pattern formation in systems near
onset (Newell & Whitehead 1969, Cross & Hohenberg 1993, Westra et al. 2003,
e.g.), and wave interactions (Nayfeh & Hassan 1971, Griffiths et al. 2005, e.g.).
There are many formal approaches to mathematically describe, by means
of modulation or amplitude equations, the relatively long time and space
evolution of these systems (van Dyke 1987, e.g.). This article develops a new
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general approach to illuminate and enhance such practical approximations,
albeit limited here to one long spatial direction.
The new approach is to examine the dynamics in the locale around any cross-
section. We find that a Taylor polynomial representation of the dynamics is
only coupled to neighbouring locales via the highest order resolved derivative.
Treating this coupling as an ‘uncertain forcing’ of the local dynamics we in
essence apply non-autonomous centre manifold theory (Potzsche & Rasmussen
2006, Haragus & Iooss 2011, e.g.) to prove the existence and emergence of
a local model. This theoretical support applies for all cross-sections and so
establishes existence and emergence of a centre manifold model globally over
the spatial domain to form an ‘infinite’ dimensional centre manifold (Gallay
1993, Aulbach & Wanner 1996, 2000, e.g.). Sections 2–3 develop the approach
for linear systems, and then sections 4–5 generalise the approach to nonlinear
systems.
In addition to existence and emergence proofs, we also establish a practical
construction procedure based upon a polynomial generating function. One
result is that the new construction recovers symbolically the traditional
multiple scale modelling as a special case (Corollary 12), and justifies rigorously
an established but previously formal procedure that derives ‘mixed order’
models (Corollary 13). Further, the new approach derives a novel quantitative
estimate of the leading error, equation (40), that results from the assumption
of slow variations in space. Interestingly, the theory is still valid in boundary
layers and shocks, it is just that then the error terms are so large that the
assumption of slow space variations is inappropriate.
Note that this article is not about finding and characterising steady solutions
in long thin domains as explored, for example, by Haragus & Iooss (2011) or
Mielke (1986). Instead, this article focusses on the time evolution of structures
that ‘vary slowly’ in space.
Throughout, examples illustrate the concepts. Sections 2 and 4 develop the
basic concepts on a simple heat exchanger, linear and nonlinear respectively.
Sprinkled through the development of general linear theory, section 3, is the
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Figure 1: schematic diagram of two pipes (red and blue) carrying ‘heat’ to
the left and the right, with ‘temperature’ fields a and b, and exchanging heat.
application to dispersion along a long thin channel (Taylor 1953, Mercer &
Roberts 1990, e.g.). The nonlinear theory developed in section 5 is applied by
sections 3.4 and 5.3 to derive the Ginzburg–Landau model of patterns governed
by the Swift–Hohenberg pde, but now complete with a new quantitative
error estimate. The computer algebra code of Appendices A, B and C
implements practical construction algorithms for these examples and confirms
the modelling extends to arbitrary order.
This article is -free. Although the analysis is based upon a fixed reference
equilibrium (taken to be at the origin without loss of generality), crucially the
subspace and centre manifold theorems guarantee the existence and emergence
of models in a finite region about this reference equilibrium. Sometimes such
a finite region of applicability is large. The only epsilons in this article appear
in comparisons with other methodologies.
2 Macroscale dynamics of a heat exchanger
This section introduces the novel approach in perhaps the simplest example of
the evolution of fields which slowly vary in space. The next section 3 develop
the approach for general linear pdes.
Consider the idealistic heat exchanger of Figure 1. Say hot fluid enters the
top pipe from the right having temperature field a(x, t), and cold fluid enters
the bottom pipe from the left with temperature field b(x, t). Straightforward
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modelling gives that the governing pdes are
∂a
∂t
= +U
∂a
∂x
+
R
2
(b− a) and
∂b
∂t
= −U
∂b
∂x
+
R
2
(a− b), (1)
for flow to the left and right at equal and opposite velocities ±U, and for
some inter-pipe exchange at rate R. Equivalently, a(x, t) and b(x, t) could
be the probability density function of a random walker who walks steadily
at constant speed U but changes direction at random times, the changes
occur at a rate R. Our challenge is to find a description of the large time
heat distribution, or equivalently the large time probabilty distribution of the
random walker.
Non-dimensionalise space and time by choosing the reference time 1/R and
the reference length U/R so that the pdes (1) are equivalent to the non-
dimensional pdes
∂a
∂t
= +
∂a
∂x
+ 1
2
(b− a) and
∂b
∂t
= −
∂b
∂x
+ 1
2
(a− b). (2)
These pdes are to be modelled with boundary conditions, for example that
a = hot at x = L, and b = cold at x = 0. We aim to find the model that the
mean temperature, c(x, t) = 1
2
(a+ b), satisfies the diffusion pde
∂c
∂t
≈ ∂
2c
∂x2
for 0 < x < L . (3)
Many extant mathematical methods, such as homogenisation and multiple
scales (Engquist & Souganidis 2008, Pavliotis & Stuart 2008, e.g.), will
straightforwardly derive this diffusion pde. The challenge here is to rigorously
derive this pde from a local analysis, complete with a novel quantitative error
estimate, and as a naturally emergent phenomena from a wide domain of
initial conditions.
A future challenge is to determine the boundary conditions on the mean
field c,
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Figure 2: schematic diagram of the heat exchanger showing that we focus on
modelling the dynamics in the locale of a fixed station x = X .
The analysis here is clearer in ‘cross-pipe’ modes. Thus transform to mean
and difference fields:
c(x, t) := 1
2
(a+ b) and d(x, t) := 1
2
(a− b), (4)
that is, a = c+ d and b = c− d. Considering the mean and difference of the
pdes (2) gives the equivalent pde system for these mean and difference fields
∂c
∂t
=
∂d
∂x
and
∂d
∂t
= −d+
∂c
∂x
. (5)
In this form we readily see that the difference field d tends to decay expo-
nentially quickly, but that interaction between gradients of the mean and
difference fields generates other effects: effects that are crucial in deriving the
approximate model pde (3).
Our approach is to expand the fields in their local spatial structure based
around a station x = X. As commented earlier, this approach is ε-free.
2.1 In the interior
Fix upon a station along the pipes at x = X as shown in Figure 2. Consider
the temperature fields in the vicinity of x = X. In the vicinity let’s invoke
Taylor’s Remainder Theorem to express the fields exactly:
c(x, t) = c0(X, t) + c1(X, t)(x− X) + c2(X, t)
(x− X)2
2!
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+ c3(X, t)
(x− X)3
3!
+ c4(X, x, t)
(x− X)4
4!
, (6a)
d(x, t) = d0(X, t) + d1(X, t)(x− X) + d2(X, t)
(x− X)2
2!
+ d3(X, t)
(x− X)3
3!
+ d4(X, x, t)
(x− X)4
4!
, (6b)
where by Taylor’s Theorem we define
• cn(X, t) := ∂nc/∂xn|x=X for n = 0, 1, 2, 3;
• c4(X, x, t) := ∂4c/∂x4|x=xc for some X ≶ xc(X, x, t) ≶ x;
• dn(X, t) := ∂nd/∂xn|x=X for n = 0, 1, 2, 3; and
• d4(X, x, t) := ∂4d/∂x4|x=xd for some X ≶ xd(X, x, t) ≶ x.
That is, c4(X, x, t) and d4(X, x, t) are fourth order derivatives but evaluated
at some nearby but uncertain and typically moving locations.
For definiteness, this section truncates to a quartic approximation, N = 4;
Appendix A lists computer algebra code that not only derives the results
summarised here, but also derives corresponding results for general truncation
order N.
Substituting the Taylor expansions (6) into the governing pdes (5) leads to
(Appendix A.1)
4∑
n=0
∂cn
∂t
(x− X)n
n!
=
3∑
n=0
dn+1
(x− X)n
n!
+
∂d4
∂x
(x− X)4
4!
, (7a)
4∑
n=0
∂dn
∂t
(x− X)n
n!
=
3∑
n=0
(−dn + cn+1)
(x− X)n
n!
+
(
−d4 +
∂c4
∂x
)
(x− X)4
4!
. (7b)
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Local ODEs The derived equations (7) are exact everywhere, but some
places (namely near the station X) they are useful in that the remainder terms
c4x := ∂c4/∂x and d4x := ∂d4/∂x are negligibly small. We derive a set of
linearly independent equations for the coefficient functions cn and dn simply
by differentiation and evaluation at x = X (Appendix A.2): this process is
almost the same as equating coefficients of (x−X)n, but with care to maintain
exactness one finds extra terms generated by the remainders c4x and d4x.
The various derivatives of (7a) evaluated at x = X lead to the sequence of
five odes for the cn coefficients:
c˙0 = d1, c˙1 = d2, c˙2 = d3, c˙3 = d4, c˙4 = 5d4x. (8a)
Similarly, the various derivatives of (7a) evaluated at x = X lead to the five
odes
d˙0 = −d0 + c1, . . . , d˙3 = −d3 + c4, d˙4 = −d4 + 5c4x. (8b)
Hereafter, because of the evaluation at the station x = X, the symbols
c4 and d4 denote c4(X,X, t) = ∂
4c/∂x4|x=X and d4(X,X, t) = ∂
4d/∂x4|x=X
respectively. Further, the symbols c4x and d4x denote the definite but un-
certain ‘fifth-order’ derivatives ∂c4/∂x|x=X and ∂d4/∂x|x=X.
1 The functions
d4x and c4x are part of the closure problem for the local dynamics: the
derivatives d4x and c4x couple the dynamics at a station X with the dynamics
at neighbouring stations. It is by treating the terms d4x and c4x as ‘uncertain’
inputs into the local dynamics that we notionally make the vast simplifica-
tion in apparently reducing the problem from one of an infinite dimensional
dynamical system to a tractable finite dimensional system.
1The ‘uncertain’ derivatives c4x and d4x might appear to be simple fifth-order derivatives,
but they are a little more subtle. For example, recall c4(X, x, t) := ∂
4c/∂x4|x=xc so by the
chain rule c4x =
(
∂5c/∂x5 × ∂xc/∂x
)
|x=X and hence is a fifth-derivative multiplied by an
uncertain rate of change of location xc.
Tony Roberts, November 19, 2018
2 Macroscale dynamics of a heat exchanger 10
2.2 The slow subspace emerges
For a dynamical system approach to modelling the local dynamics, define
the state vector ~u = (c0,d0, c1,d1, c2,d2, c3,d3, c4,d4) and group the ten
odes (8) into the matrix-vector system, of the form d~u/dt = L~u+~r(t),
d~u
dt
=

0 0 0 1
0 −1 1 0
0 0 0 1
0 −1 1 0
0 0 0 1
0 −1 1 0
0 0 0 1
0 −1 1 0
0 0
0 −1

︸ ︷︷ ︸
L
~u+

0
0
0
0
0
0
0
0
5d4x
5c4x

︸ ︷︷ ︸
~r
(9)
where d4x and c4x are some definite but uncertain functions.
Local slow subspace The system (9) appears in the form of a ‘forced’
linear system, so our usual first task is to understand the corresponding linear
homogeneous system obtained by omitting the ‘forcing’ (although here the the
‘forcing’ is uncertain coupling with neighbouring locales). The corresponding
homogeneous system is upper triangular (also block toeplitz), so its eigenvalues
are the diagonal, namely 0 and −1 each with multiplicity five. The five
eigenvalues −1 indicates that after transients decay, roughly like O
(
e−t
)
, the
system evolves on the 5D slow subspace of the five eigenvalues 0.
Let’s construct this 5D slow subspace. Two eigenvectors corresponding to
the zero eigenvalue are found immediately, namely
~v0 := (1, 0, . . . , 0), ~v1 := (0, 1, 1, 0, . . . , 0).
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Other eigenvectors are generalised and come from solving L~v2 = ~v0, L~v3 = ~v1
and L~v4 = ~v2 −~v0:
2
~v2 := (0, 0, 0, 1, 1, 0, 0, 0, 0, 0),
~v3 := (0,−1, 0, 0, 0, 1, 1, 0, 0, 0),
~v4 := (0, 0, 0,−1, 0, 0, 0, 1, 1, 0).
Setting the matrix V :=
[
~v0 · · · ~v4
] ∈ R10×5, the slow subspace is then
~u = V~c where we conveniently choose to use ~c := (c0, . . . , c4) ∈ R5 to
directly parametrise the slow subspace because of the form chosen for the
eigenvectors ~vk. On this slow subspace, from the eigenvectors via ~u = V~c ,
the difference variables
~d := (d0,d1,d2,d3,d4) = (c1 − c3, c2 − c4, c3, c4, 0).
Further, on this slow subspace the evolution is guided by a toeplitz matrix,
namely
d~c
dt
= A~c =

0 0 1 0 −1
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
~c
However, the system (9) is perturbed from this slow subspace by the ‘forcing’
of the uncertain coupling. We next use a time dependent coordinate transform
to account for the uncertain coupling.
2.3 Time dependent normal form
Near identity coordinate transforms underpin modelling dynamics. In partic-
ular, time dependent coordinate transforms empower understanding of the
modelling of non-autonomous, and stochastic, dynamical systems (Aulbach
2An advantage of this choice of eigenvectors is that they are one in their c components.
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& Wanner 1999, Arnold & Imkeller 1998, Roberts 2008, e.g.). This section
analogously uses a time dependent coordinate transformation to separate
exactly the slow and fast modes of the system (9) in the presence of the
uncertain ‘forcing’.
The coordinate transform introduces new dependent variables ~C and ~D. In
some sense, the new variables ~C ≈ ~c and ~D ≈ ~d so the coordinate transform
is ‘near identity’. Let’s choose to parametrise precisely the slow subspace of
the system (9) by the variables ~C: that is, on the subspace where the new
stable variables ~D = ~0, then we insist on the exact identity ~c = ~C. This
choice simplifies subsequent construction of slowly varying models such as (3).
In the coordinate transform, the effects of the uncertain remainders appear
as integrals over their past history. In this problem we need to invoke the
convolution
e−t?w(t) :=
∫ t
0
es−tw(s)ds . (10)
Then a key property is the time derivative d(e−t?w )/dt = −e−t?w +w.
To construct the coordinate transformation one uses well established iteration
described elsewhere (Roberts 2008, e.g.). The details are not significant here,
all we need are the results. The computer algebra code of Appendix A, for
the case N = 4, produces the exact coordinate transform (11)–(12).3 The
coordinate transformation is exact because there is no neglect of any ‘small’
terms.
Invoke the following time dependent, coordinate transform, (~C, ~D) 7→ (~c,~d):
c0 = C0 −D1 +D3 , (11a)
c1 = C1 −D2 +D4 , (11b)
c2 = C2 −D3 , (11c)
3My web service (Roberts 2009) generates an analogous normal form transformation of
the system (9). The only difference is that the web service chooses a parametrisation that
avoids history integrals in the evolution on the slow subspace.
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c3 = C3 −D4 , (11d)
c4 = C4 ; (11e)
d0 = D0 + C1 − C3 + 5e
−t?e−t?c4x + 5e
−t?e−t?e−t?c4x , (12a)
d1 = D1 + C2 − C4 + 5e
−t?d4x + 5e
−t?e−t?d4x , (12b)
d2 = D2 + C3 − 5e
−t?e−t?c4x , (12c)
d3 = D3 + C4 − 5e
−t?d4x , (12d)
d4 = D4 + 5e
−t?c4x . (12e)
In these new variables (~C, ~D) the original system (9) is identically the sepa-
rated system
D˙0 = −D0 −D2 +D4 , (13a)
D˙1 = −D1 −D3 , (13b)
D˙2 = −D2 −D4 , (13c)
D˙3 = −D3 , (13d)
D˙4 = −D4 . (13e)
C˙0 = C2 − C4 + 5e
−t?d4x + 5e
−t?e−t?d4x , (14a)
C˙1 = C3 − 5e
−t?e−t?c4x , (14b)
C˙2 = C4 − 5e
−t?d4x , (14c)
C˙3 = 5e
−t?c4x , (14d)
C˙4 = 5d4x . (14e)
In this separated system of these new variables, one immediately sees from (13)
that the new stable variables Dn → 0 as t → ∞; moreover, they decay
exponentially quickly, Dn = O
(
e−γt
)
for any chosen rate 0 < γ < 1. That is,
~D = ~0 is the exact slow subspace for the ‘forced’ system (9).
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The slowly varying model Recall the exact Taylor polynomial (6a).
Given the exact coordinate transform (11), and that Dn = O
(
e−γt
)
, the
polynomial (6a) asserts the mean field
c(x, t) = C0(X, t) + (x− X)C1(X, t) +
(x− X)2
2!
C2(X, t)
+
(x− X)3
3!
C3(X, t) +
(x− X)4
4!
C4(X, t) + O
(
e−γt
)
. (15)
Crucially, the left-hand side is independent of the station X. If the right-hand
side was just a local approximation, then the field it generates would depend
upon the station X. But the right-hand side is exact (with its unknown
but exponentially quickly decaying transients). This exactness is maintained
because we keep the remainder terms in the analysis. Consequently, the mean
field expression (15) is independent of the station X.
To obtain an exact pde of the slow variations in the mean field c, take the time
derivative of (15) and evaluate at x = X. Remembering that the derivative of
the history convolution d/dt(e−t?w ) = −(e−t?w ) +w, we derive
∂c
∂t
=
∂C0
∂t
+ O
(
e−γt
)
= C2 − C4 + 5e
−t?d4x + 5e
−t?e−t?d4x + O
(
e−γt
)
=
[
C2 + e
−t?d4x
]
− C4 + e
−t?e−t?d4x + e
−t?d4x + O
(
e−γt
)
= c2 − c4 + 5(1 + e
−t? )e−t?d4x + O
(
e−γt
)
=
∂2c
∂x2
−
∂4c
∂x4
+ 5(1 + e−t? )e−t?d4x + O
(
e−γt
)
.
Consequently, an exact statement of the mean field c is thus
∂c
∂t
=
∂2c
∂x2
−
∂4c
∂x4
+ 5(1 + e−t? )e−t?d4x + O
(
e−γt
)
. (16)
In principle, equation (16) is an exact integro-differential equation for the
system: the integral part coming from the history convolutions of the cou-
pling d4x with other stations X. In practice, we read off an approximate model
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from this transformed version of the original heat exchanger system (5). The
rigorous slowly varying model is then the pde (16) with O
(
e−γt
)
neglected as
a quickly decaying transient, and the uncertain (1 + e−t? )e−t?d4x neglected
as its error.
To characterise the magnitude of this error, recall from (12) that at all stations
d4 = 5e
−t?c4x + O
(
e−γt
)
. We thus estimate that 5d4x = O
(
c4xx, e
−γt
)
=
O
(
∂6c/∂x6, e−γt
)
.
The pde (16), with its second and fourth order derivatives of the mean field c,
is an example of so-called mixed order models. The extant mathematical
methodologies of homogenisation and multiple scales promote an aversion to
such mixed order models. Our analysis shows that such models are rigorously
justifiable.
3 A PDE models interior cylindrical
dynamics
Inspired by the successful exact modelling of the heat exchanger in section 2,
this section establishes analogous exact modelling in more general linear
systems. This section forms a foundation for the nonlinear, centre manifold,
theory of section 5.
This section develops models of the macroscale dynamics of any pde in the
linear class
∂u
∂t
= L0u+ L1
∂u
∂x
+ L2
∂2u
∂x2
+ · · · (17)
on a cylindrical domain X × Y for some field u(x,y, t) in a given Banach
space U (finite or infinite dimensional), where u : X×Y×R→ U is a function
of 1D longitudinal position x ∈ X ⊂ R, cross-sectional position y ∈ Y ⊂ RY ,
and time t ∈ R. The longitudinal domain X (open) may be finite, say (0,L),
or infinite (R), or L-periodic. The cross-section Y may be as simple as
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the index set {1, 2} as for the heat exchanger (2), or the whole of RY as in
application to the modelling of marginal probability distributions by Fokker–
Planck equations (Knobloch & Wiesenfeld 1983, e.g.). The operators L` are
assumed autonomous and independent of longitudinal position x; they only
operate in the ‘microscale’ cross-section y.4 In applications, the sum of terms
in the pde (17) often truncate at the second order derivatives. However,
our analysis caters for arbitrarily high order pdes, such as the fourth order
truncation invoked in the pattern formation example of subsection 3.4.
Example 1 (shear dispersion). As an example threaded through the discourse,
consider classic shear dispersion in a 2D channel (Smith 1983, e.g.). The
system has non-dimensional mechanisms parametrised by a Peclet number Pe,
the longitudinal advection along the channel occurs with velocity w(y) :=
Pe(1 − y2), and diffusion of strength one: for a concentration field u(x,y, t)
the non-dimensional governing conservative advection-diffusion equation is
∂u
∂t
= −w(y)
∂u
∂x
+
∂2u
∂x2
+
∂2u
∂y2
.
This shear dispersion system fits into our framework by the following choices:
operator L0 := ∂
2/∂y2 with Neumann boundary conditions; operator L1 :=
−w(y); operator L2 := 1; and L` := 0 for ` > 2. The channel cross-section
restricts y to the non-dimensional domain Y = {y ∈ R : |y| < 1} and
associates the operator L0 with conservative Neumann boundary conditions
of ∂u/∂y = 0 at y = ±1. The channel typically stretches from an inlet at
x = 0 to an outlet at x = L (notionally large) so that the longitudinal domain
X = {x ∈ R : 0 < x < L}.
For pdes in the general form (17), assume the field u is smooth enough
to have continuous 2N derivatives in x, u ∈ C2N(X × Y × R,U), for some
pre-specified Taylor series truncation N.
This section establishes the following proposition.
4Nonetheless, cross-sectional operators that depend upon longitudinal position x and
time t are of interest in a range of applications and are the subject of further research.
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Proposition 1 (slowly varying pde). Let u(x,y, t) be governed by a pde
of the form (17) satisfying Assumption 2. Define the ‘mean field’ c(x, t) :=
〈Z0(y),u(x,y, t)〉 for Z0(y) and inner product of Definition 3. Then, in the
regime of ‘slowly varying solutions’ the mean field c satisfies the pde
∂c
∂t
=
N∑
n=0
An
∂nc
∂xn
, x ∈ X , (18)
in terms of matrices An given by (26)–(27c), to an error quantified by (40),
and upon ignoring transients decaying exponentially quickly in time.
3.1 Rewrite the local field
Choose a cross-section at longitudinal station X ∈ X . Then invoke Taylor’s
Remainder Theorem to write the field u in terms of a local polynomial about
the cross-section x = X:
u(x,y, t) =
N−1∑
n=0
un(X,y, t)
(x− X)n
n!
+ uN(X, x,y, t)
(x− X)N
N!
, (19)
where un := ∂
nu/∂xn evaluated at the station x = X, except for the last
term uN := ∂
Nu/∂xN which is evaluated at some point x = xˆ(X, x,y, t)
that is some function of station X, longitudinal position x, cross-section
position y, and time t. By Taylor’s Remainder Theorem, the location xˆ
satisfies X ≶ xˆ ≶ x. However, although the function xˆ(X, x,y, t) in principle
exists, in our modelling xˆ appears as an implicit uncertain part of the modelling
closure. The location xˆ is implicit because it is hidden in the dependency
upon x of the last factor uN(X, x,y, t), and also implicit in some of the
dependence upon y and t. The uncertainty of xˆ is reflected in uncertainty
about where the Nth derivative uN is ‘located’, albeit known to be between
x and X.
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Derive exact local ODEs Let’s derive some exact odes for the the evo-
lution of the coefficients un(X,y, t) and uN(X, x,y, t). The pde (17) invokes
various derivatives of the field u: the Taylor polynomial gives, after a little
rearrangement, the `th derivative
∂`u
∂x`
=
N−∑`
n=0
un+`
(x− X)n
n!
+
N∑
n=N−`+1
(
`
N− n
)
∂n+`−NuN
∂xn+`−N
(x− X)n
n!
. (20)
Consequently, substituting the Taylor polynomial (19) into the pde (17) gives,
after rearrangement,
N∑
n=0
∂un
∂t
(x− X)n
n!
=
N∑
n=0
(
N−n∑
`=0
L`un+`
)
(x− X)n
n!
+
N∑
n=0
(x− X)n
n!
∞∑
k=1
(
N− n+ k
N− n
)
LN−n+k
∂kuN
∂xk
. (21)
Be careful about details of this and subsequent equation:
• partial derivatives in X, x, y and t are done keeping constant the other
three variables in the foursome;
• whereas for index n = 0, . . . ,N − 1 the time derivative ∂un/∂t is
straightforward to interpret, for index n = N the time derivative
implicitly contains effects due to the dependency upon time of the
uncertain locations xˆ;
• and, lastly, equation (21) is exact for all x,X ∈ X as the Taylor poly-
nomial (19) is exact (but regions of rapid variation will have large
uncertain remainder terms ∂kuN/∂x
k).
Since equation (21) is exact, we differentiate equation (21) with respect to x
up to N times, and evaluate each derivative at x = X to obtain valid exact
equations. This differentiation of equation (21) n times and evaluating at
x = X is nearly equivalent to the heuristic of equating coefficients of (x−X)n—
the difference lies in the ‘remainder’ terms involving extra x dependence
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implied by the uncertain location xˆ. Proceeding to differentiate equation (21)
n times with respect to x and evaluating as x→ X gives the set of N+1 odes
∂un
∂t
= L0un + L1un+1 + · · ·+ LN−nuN + rn , for n = 0, 1, . . . ,N , (22)
where, after some rearrangement, the remainder
rn(X,y, t) :=
∞∑
k=1
(
k+N
N
)
Lk+N−n
∂kuN
∂xk
, for n = 0, 1, . . . ,N . (23)
The formal infinite sum in (23) typically truncates depending upon the
truncation of the pde (17).
Example 2 (shear dispersion continued). For example, when L` = 0 for
` > 2—a common second-order truncation of the pde (17)—the remainder
rn =

0 , n = 0, 1, . . . ,N− 2 ,
(N+ 1)L2uNx , n = N− 1 ,
(N+ 1)L1uNx +
(N+1)(N+2)
2
L2uNxx , n = N .
In shear dispersion, Example 1, this remainder is specifically
rn =

0 , n = 0, 1, . . . ,N− 2 ,
(N+ 1)uNx , n = N− 1 ,
−(N+ 1)w(y)uNx +
(N+1)(N+2)
2
uNxx , n = N .
Equation (22) forms a system of odes for the local field derivatives un.
Denote the (meta-)vector of coefficients un by ~u := (u0,u1, . . . ,uN) ∈ UN+1,
and similarly for the remainders, ~r := (r0, r1, . . . , rN) ∈ UN+1. Then rewrite
equation (22) as the apprently ‘forced’ linear system ∂~u/∂t = L~u+~r for a
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block Toeplitz matrix/operator L : UN+1 → UN+1; that is,
∂~u
∂t
=

L0 L1 L2 · · · LN
L0 L1
. . .
...
L0
. . . L2
. . . L1
L0

︸ ︷︷ ︸
L
~u+

r0
r1
...
rN−1
rN

︸ ︷︷ ︸
~r
. (24)
This system of odes (24) is an exact statement of the dynamics in the locale of
the station X. System (24) might appear closed, but it is actually coupled by
the derivatives ∂kuN/∂x
k, k > 1, through the remainder (23), to the dynamics
of neighbouring stations. Thus system (24) is two faced: when viewed globally
as the union over all stations X ∈ X it is a deterministic autonomous system;
but when viewed locally at any one station X ∈ X the inter-station coupling
implicit in the remainder ~r appears as time dependent ‘forcing’.
Our plan is to treat the remainders as ‘uncertainities’ and derive models
where the effects of the uncertain remainders can be bounded into the precise
error statement (40) for the models. Roughly, since the remainder is linear in
∂kuN/∂x
k ∝ ∂N+ku/∂xN+k, for slowly varying fields u these high derivatives
are small and so the errors due to the uncertain remainder will be small. If
the field u has any localised internal or boundary layers, then in these locales
the errors due to the uncertain remainder will be appropriately large.
3.2 Model the local ‘autonomous’ system
To analyse the uncertainly ‘forced’ system (24) we must first understand the
autonomous local system
∂~u
∂t
= L~u . (25)
The invariant subspaces of L are a key part of our understanding of the
autonomous system (25). The linear operator L is ‘block’ upper triangular so
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the spectrum of L is the same as each ‘block’ on the diagonal, namely that
of the eigenproblem L0v = λv (subject to any boundary conditions on ∂Y
implicit in the symbol L0).
Assumption 2. The Banach space U is the direct sum of two closed L0-
invariant subspaces, E0c and E0s, and the corresponding restrictions of L0
generate strongly continuous semigroups (Gallay 1993, Aulbach & Wanner
1996). Further, assume that the operator L0 has a discrete spectrum of
eigenvalues λ1, λ2, . . . (repeated according to multiplicity) with corresponding
and complete set of linearly independent (generalised) eigenvectors v1, v2, . . . .
We assume the firstm eigenvalues λ1, . . . , λm of L0 all have real part satisfying
|<λj| 6 α and hence span the m-dimensional centre subspace E0c (Chicone
2006, Chapt. 4, e.g.).5 Also, assume that there is no unstable subspace:
that is, all other eigenvalues λm+1, λm+2, . . . have real part negative and
well separated from the centre eigenvalues, namely <λj 6 −β < −Nα for
j = m + 1,m + 2, . . . , and that there is a complete set of corresponding
eigenvectors vm+1, vm+2, . . . which span the stable space E0s.
Example 3 (shear dispersion continued). Here the cross-channel diffusion
eigenproblem is λv = L0v = ∂
2v/∂y2 with Neumann boundary conditions
at y = ±1. Here the Banach space U = {v(y) ∈ H2[−1, 1] | ∂v/∂y =
0 at y = ±1}. This eigenproblem is straightforward giving, for j = 1, 2, 3, . . .,
eigenfunctions vj = cos[(j−1)pi(y+1)/2] with corresponding eigenvalues λj =
−(j− 1)2pi2/4 . There is one eigenvalue of zero (hence α = 0) corresponding
to the 1D centre subspace E0c of fields constant across the channel. The
countably infinite other eigenvalues are all 6 −β = −pi2/4 < 0.
However, much of the following derivation and discussion applies to other
cases that may be of interest in other circumstances. One may be interested
in a centre subspace among both stable and unstable modes, or in a slow
subspace corresponding to pure zero eigenvalues, or in some other ‘normal
5Potentially, the centre subspace E0c could be an infinite-D Banach space, appropriate
to pattern forming models with spanwise structures, but we leave this potential for future
research.
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mode’ subcentre subspace (Lamarque et al. 2012, e.g.), or in the centre-
unstable subspace, and so on. We focus on the centre subspace among
otherwise decaying modes as then the centre subspace contains the long
term dynamics from general initial conditions (Robinson (1996) called it
asymptoticly complete).
Recall that the operator L is block upper triangular with L0 repeated (N+
1) times on the diagonal blocks. Thus the spectrum of L is the spectrum
of L0 repeated (N + 1) times. As there are m centre eigenvalues for each
block L0 on the diagonal, the operator L has an m(N+ 1)-dimensional centre
subspace, denoted ENc . Further, all other eigenvalues of L have real part
negative (6 −β < 0). Hence this m(N+ 1)-dimensional centre subspace is
exponentially quickly attractive from all initial conditions: the longest lasting
transients decay roughly like e−βt. The evolution on the centre subspace thus
forms a long term model of the autonomous system (25).
Generalised eigenvectors span the centre subspace Because of its
block Toeplitz structure, operator L is generally non-normal and its eigenspaces
involve many generalised eigenvectors. Typically, the only ‘pure’ centre eigen-
vectors (corresponding to the centre eigenvalues) of the non-normal L are
~vk := (vk, 0, . . . , 0) ∈ UN+1 for k = 1, . . . ,m. Recall that Assumption 2
supposes a complete set of linearly independent eigenvectors is {v1, . . . , vm}
(generalised if necessary) to form a basis for the centre subspace of L0. In
applications, these m eigenvectors correspond to well established neutral or
oscillatory modes of the cross-sectional dynamics at station x = X. The
difference here is that we now explore longitudinal structures, via the gen-
eralised eigenvectors, without invoking the scaling heuristics of traditional
slowly varying methodologies.
The other centre eigenvectors of L are (typically) generalised eigenvectors
which straightforward linear algebra finds will form a toeplitz-like structure. 6
6Perhaps one reason why a rigorous justification of models ‘slowly varying’ in space is
difficult is that such modelling needs to invoke generalised eigenmodes and their dynamics.
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Definition 3. Define an inner product 〈, 〉 : U × U → R , so there exists a
corresponding adjoint L†0. Also use this inner product symbol 〈, 〉 : U1×m ×
U1×m → Rm×m to mean 〈[zj], [vj]〉 :=
[〈zi, vj〉] (a matrix of inner products).
Form the ‘matrix’ V0 :=
[
v1 · · · vm
] ∈ U1×m of centre eigenvectors of L0.
Then elementary algebra assures us that there exists a projection ‘matrix’
of left/adjoint eigenvectors Z0 ∈ U1×m orthogonal to V0, and there exists a
matrix A0 ∈ Rm×m, with eigenvalues {λ1, . . . , λm}, such that
L0V0 = V0A0 , L
†
0Z0 = Z0A
†
0 , 〈Z0,V0〉 = Im (26)
Example 4 (shear dispersion continued). Define the natural inner product
to be the cross-channel average 〈z, v〉 = 1
2
∫1
−1 zv dy. Then here L0 = ∂
2/∂y2
is self-adjoint in this inner product, and with left and right centre (slow)
eigenfunctions z1 = v1 = 1 corresponding to eigenvalue λ1 = 0 . Consequently,
Z0 = V0 = 1, and A0 = 0.
Recursively define generalised eigenvectors After solving the basic
eigenproblem (26) for A0, V0 and Z0, now recursively solve the following
sequence of problems for An ∈ Rm×m and Vn ∈ U1×m, n = 1, 2, . . . ,N,
An :=
n∑
k=1
〈Z0,LkVn−k〉, (27a)
L0Vn − VnA0 = −
n∑
k=1
LkVn−k +
n∑
k=1
Vn−kAk , (27b)
〈Z0,Vn〉 = 0m . (27c)
In applications, the m columns of each of these Vn contain information
about the interactions between longitudinal gradients of the field u, as felt
through the mechanisms encoded in L1,L2, . . ., and the cross-sectional out-of-
equilibrium dynamics encoded in L0.
Physically, we need generalised eigenmodes to cope with, for example, initial conditions
that transiently ‘feed’ into organised structures before cross-sectional dissipation fully acts.
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Example 5 (shear dispersion continued). Via some tedious algebra, here the
recursion (27) gives the well established structures
A1 = −Pe,
V1 = Pe(−
7
120
+ 1
4
y2 − 1
8
y4),
A2 = 1 +
2
105
Pe2,
V2 = Pe
2(− 29
201600
− 17
3360
y2 + 17
960
y4 − 7
480
y6 + 3
896
y8),
A3 =
4
17325
Pe3,
and so on. Then, as the derivation of equation (30) asserts, and choosing
truncation N = 3, the evolution on the local slow subspace becomes
∂
∂t

c0
c1
c2
c3
 =

0 −Pe 1 + 2
105
Pe2 4
17325
Pe3
0 0 −Pe 1 + 2
105
Pe2
0 0 0 −Pe
0 0 0 0


c0
c1
c2
c3

Then the next section proves that, in essence, the first line of this evolution
supports the slowly varying model
∂c
∂t
≈ −Pe ∂c
∂x
+ (1 + 2
105
Pe2)
∂2c
∂x2
+ 4
17325
Pe3
∂3c
∂x3
for the long time dispersion of material along the channel.
Lemma 4. The recursive equation (27b) is solvable for n = 1, 2, . . . ,N.
Proof. By the choice (27a), as seen by considering 〈Z0, (27b)〉, the left-hand
side of (27b), using the orthogonality (27c), becomes
〈Z0,L0Vn〉− 〈Z0,VnA0〉 = 〈L†0Z0,Vn〉− 〈Z0,Vn〉A0
= 〈Z0A†0,Vn〉− 0mA0 = A0〈Z0,Vn〉 = A00m = 0m ;
whereas the right-hand side, also using the orthogonality (27c), becomes
−
n∑
k=1
〈Z0,LkVn−k〉+
n−1∑
k=1
〈Z0,Vn−kAk〉+ 〈Z0,V0An〉
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= −
n∑
k=1
〈Z0,LkVn−k〉+
n−1∑
k=1
〈Z0,Vn−k〉Ak + 〈Z0,V0〉An
= −
n∑
k=1
〈Z0,LkVn−k〉+
n−1∑
k=1
0mAk + ImAn
= −
n∑
k=1
〈Z0,LkVn−k〉+An = 0m
by the choice (27a).
Lemma 5. For the homogeneous system (25), a basis for the centre subspace
is the collective columns of
~Vn := (Vn, . . . ,V0, 0m, . . . , 0m) ∈ U(N+1)×m, n = 0, 1, . . . ,N . (28)
Proof. First prove the space spanned by {~V0, ~V1, . . . , ~VN} is invariant. De-
fine two important block Toeplitz ‘matrices’: V :=
[
~V0 ~V1 · · · ~VN
] ∈
U(N+1)×m(N+1), that is,
V :=

V0 V1 V2 · · · VN
0 V0 V1
. . .
...
0 0 V0
. . . V2
...
. . . . . . . . . V1
0 · · · 0 0 V0
 , and A :=

A0 A1 A2 · · · AN
0m A0 A1
. . .
...
0m 0m A0
. . . A2
...
. . . . . . . . . A1
0m · · · 0m 0m A0
 .
(29)
Consider the nth block of L~V` (n = 0, . . . ,N): it is
∑`−n
k=0 LkV`−n−k which by
the recursion (27b) is
∑`−n
k=0 V`−n−kAk, and which in turn is the (n, `)th block
of VA. Hence LV is in the space spanned by the columns of V. Second,
moreover, LV = VA so that the eigenvalues corresponding to the eigenspace
spanned by V are those of A, which by its block Toeplitz structure are the
centre eigenvalues of A0 repeated (N+ 1) times. Third, the columns of V are
linearly independent by its block Toeplitz form and the linear independence
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of the columns of V0. Lastly, there are m(N+ 1) columns in V to match the
required number of centre eigenvalues of L (counted according to multiplicity).
Denote the centre subspace of L, spanned by columns of V, by ENc .
Parametrise evolution on the centre subspace To parametrise loca-
tions on the centre subspace ENc we use the columns of V. Using variable
name c for ‘centre’, let cn ∈ Rm for n = 0, . . . ,N, and ~c := (c0, . . . , cN) ∈
Rm(N+1). Then parametrise positions on the centre subspace as ~u = V~c. In
applications, the variables cn typically measure the nth derivative in the
longitudinal direction of the macroscopic components in V0 at station X at
time t.
Evolution on the centre subspace ENc is then characterised by evolving ~c(t).
From the autonomous system (25), V∂~c/∂t = ∂~u/∂t = L~u = LV~c = VA~c .
Since the columns of V are linearly independent it follows that
∂~c
∂t
= A~c . (30)
which then governs the evolution (25) within the centre subspace ENc . This sys-
tem of odes forms a long term model of the dynamics of the autonomous (25).
These odes have no approximation, only neglect of transients: by the decay of
the stable modes we know that all solutions of the autonomous (25) approach
solutions of (30) exponentially quickly. The decay is like e−γt for any rate
γ ∈ (α,β) because of possible effects due to the generalised eigenvectors of
the non-normal L.
3.3 How do we project uncertain forcing?
Our aim is not to model the autonomous (25), but the exact system (24)
with its uncertain ‘forcing’ by the coupling ~r with neighbouring locales. Let’s
proceed to project the uncertain forcing as if it was arbitrary.
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Change basis to centre and stable variables Write ~u = V~c+W~d where
the centre variables ~c parametrise the centre subspace, and the variables ~d
parametrise the stable subspace. Just like V, the (block Toeplitz) operator W
is associated with the following properties:
• W spans the stable subspace ENs of L;
• there exists a (block Toeplitz) operator B : ENs → ENs such that
LW =WB and all eigenvalues of B have real part 6 −β;
• there exist projection operators P and Z such that 〈〈P,W〉〉 = I,
〈〈P,V〉〉 = 0, 〈〈Z,W〉〉 = 0, and 〈〈Z,V〉〉 = I.
Then writing the ‘forced’ system (24) in separated variables ~c(X, t) and ~d(X, t),
by projecting with 〈〈Z, 〉〉 and 〈〈P, 〉〉 respectively, we deduce
∂~c
∂t
= A~c+ ~R where ~R = 〈〈Z,~r〉〉 ∈ Rm(N+1), (31a)
∂~d
∂t
= B~d+~r ′ where ~r ′ = 〈〈P,~r〉〉. (31b)
Now consider the stable variables. Since L generates a continuous semigroup,
so does its restriction B, and so we rewrite (31b) in the integral equation
form
~d(t) = eBt~d(0) +
∫ t
0
eB(t−s)~r ′(s)ds = eBt~d(0) + eBt ?~r ′, (32)
as convolutions f(t) ? g(t) =
∫t
0 f(t − s)g(s)ds . Since all eigenvalues of B
have real part 6 −β, then for some decay rate γ ∈ (α,β)
~d(t) = eBt ?~r ′ + O
(
e−γt
)
, written ~d(t) ' eBt ?~r ′ (33)
upon invoking the following definition that f ' g to mean that f and g are
equal apart from ignored exponentially rapid decaying transients.
Definition 6. Define f(t) ' g(t) to mean f − g = O(e−γt) as t → ∞ for
some exponential rate α < γ < β .
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Consequently, equation (33) determines how the local stable variables ~d are
forced by the coupling with neighbouring stations via the remainder effects
in ~r ′.
The centre subspace dynamics with remainder Define the amplitude
field of slowly varying solutions by the projection
c(x, t) := 〈Z0,u(x,y, t)〉, (34)
which as yet is distinct from the local centre variables ~c. In order to discover
how the amplitude field c(x, t) evolves, our task is to now relate the field c(x, t)
to the local centre subspace variables ~c. Recall from (19) that expanded
about the station X the original field
u(x,y, t) = u0(X,y, t) + u1(X,y, t)(x− X) + · · ·+ uN(X, x,y, t)(x− X)
N
N!
.
By projecting this expression, the centre field
c(x, t) =
N−1∑
n=0
〈Z0,un(X,y, t)〉(x− X)
n
n!
+〈Z0,uN(X, x,y, t)〉(x− X)
N
N!
. (35)
But ~u = V~c+W~d ' V~c+WeBt ?~r ′. Since equation (27c) sets 〈Z0,Vn〉 = 0
for all n 6= 0, consequently
〈Z0,un〉 ' cn(X, t) + 〈Z0,Wn:eBt ?~r ′〉 for n = 0, 1, . . . ,N ,
where Wn: denotes the nth block-row of operator W. Thus equation (35)
becomes
c(x, t) '
N∑
n=0
[
cn(X, t) + 〈Z0,Wn:eBt ?~r ′〉
] (x− X)n
n!
. (36)
This relates the centre field to the local centre variables: there is no approxi-
mation except the neglect of rapid transients.
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Identity (36) together with evolution (31a) leads to the pde governing the
centre field. Differentiating (36) ν times with respect to x, keeping constant
time t and station X, gives
∂νc
∂xν
∣∣∣∣
x=X
'
N∑
n=ν
[
cn + 〈Z0,Wn:eBt ?~r ′〉
] (x− X)(n−ν)
(n− ν)!
∣∣∣∣∣
x=X
= cν + 〈Z0,Wν:eBt ?~r ′〉 at x = X . (37)
Derivatives of the remainder factor ~r ′ do not occur as the remainder is
independent of x by the necessary evaluation at x = X in its Definition (23):
sufficient information about spatial gradients are already encoded into the
remainder through the derivatives ∂kuN/∂x
k that appear in (23). Consider
the ν = 0 instance of the identity (37) and differentiate with respect to time
to give
∂c
∂t
' ∂c0
∂t
+
∂
∂t
〈Z0,W0:eBt ?~r ′〉
= A0:~c+ r0 + 〈Z0,W0: ∂
∂t
[eBt ?~r ′]〉 [by (31a)]
=
N∑
n=0
Ancn + r0 + 〈Z0,W0:BeBt ?~r ′〉+ 〈Z0,W0:~r ′〉. [by (32)] (38)
From the identity (37), replace the local centre variables cn in favour of spatial
gradients of the amplitude field c to derive from (38) that the amplitude field
must satisfy the pde
∂c
∂t
'
N∑
n=0
An
∂nc
∂xn
+ ρ , (39)
where the remainder term
ρ = r0 + 〈Z0,W0:BeBt ?~r ′〉+ 〈Z0,W0:~r ′〉−
N∑
n=0
An〈Z0,Wn:eBt ?~r ′〉. (40)
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The pde (39) applies at all stations X in the domain X. Strictly, the ‘pde’ (39)
is actually a coupled differential-integral equation: the dynamics at each sta-
tion X being coupled by the gradients and their history convolution integrals
occurring within the remainder (40). But when the uncertain remainder
term is negligible, as in slowly varying regimes where the remainder ρ
is O
(
∂N+1u/∂xN+1
)
, then equation (39) reduces to the longitudinal pde
closure (18). This completes the argument that establishes Proposition 1.
3.4 Application: pattern diffusion in space
The Swift–Hohenberg equation is a well known, prototypical pde for studying
issues in pattern formation and evolution: nondimensionally it is ∂u/∂t =
ru − (1 + ∇2)2u − u3 (Cross & Hohenberg 1993, e.g.). Here just consider
the long time evolution of small amplitude solutions of the Swift–Hohenberg
system exactly at the borderline of instability and in one space dimension: a
field u(x , t) satisfies the linear pde
∂u
∂t
= −(1 + ∂xx )
2u (41)
on a domain X of large extent in x . The slow marginal modes are u ∝ e±ix .
However, there are an infinity of modes arbitrarily close to marginal: the
modes u ∝ e±ikx with spatial wavenumbers k near one. This infinity of modes
means that physically we see the marginal modes e±ix being modulated in
space over large distances. The modelling challenge for this subsection is
to establish a new approach that rigorously models the dynamics of these
modulation patterns.
Let’s embed the pde (41) in a larger problem. As indicated schematically in
Figure 3, and in terms of a notionally new longitudinal variable x and new
phase variable y, consider a new field u(x,y, t) satisfying the pde
∂u
∂t
= −(1 + ∂yy + 2∂yx + ∂xx)
2u, for (x,y) ∈ X× [0, 2pi), (42)
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Figure 3: cylindrical domain of the embedding pde (42) for field u(x,y, t).
Obtain solutions of the linear marginal Swift–Hohenberg pde (41) on the
blue line as u(x , t) = u(x , x + φ, t) for any constant phase φ.
where the field u is 2pi-periodic in y. Given any solution u of the pde (42),
elementary calculus shows that, for any chosen fixed phase φ and using that
u is 2pi-periodic in y, the field u(x , t) = u(x , x + φ, t) is a solution of the
linear marginal Swift–Hohenberg pde (41), also indicated in Figure 3. Thus
modelling of the dynamics of the pde (42) immediately leads to models for
the dynamics of the linear marginal Swift–Hohenberg pde (41). Crucially,
the rigorous embedding here replaces the heuristic multiple space and time
scale assumptions traditionally employed in asymptotic analysis (Cross &
Hohenberg 1993, van Dyke 1987, e.g.).
The techniques and results of this section apply to the embedding pde (42).
The pde (42) is of the form of the general pde (17) with
L0 = −(1 + ∂yy)
2, L1 = −4(∂y + ∂yyy), L2 = −2 − 6∂yy,
L3 = −4∂y, L4 = −1 . (43)
The basic eigenproblem at a station x = X is then λv = L0v = −(1 + ∂yy)
2v.
Using the 2pi-periodicity in cross-sectional variable y, the eigenfunctions
are vk = e
±iky for index k = 0, 1, 2, 3, . . .. The corresponding eigenvalues are
λk = −(1−k
2)2 giving a discrete spectrum of {−1, 0,−9,−64, . . .}. Thus there
are two eigenvalues of zero corresponding to the basic spatial pattern e±iy,
and all other eigenvalues are 6 −β = −1 < 0. That is, the pde (42) satisfies
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Assumption 2.
Consequently, Proposition 1 asserts there are models of the pde (42) in
the form (18) that emerge exponentially quickly and to a quantifiable error.
Interpreting these results for the field u(x , t) = u(x , x +φ, t), for any phase φ,
leads to predictions about the pattern evolution of the linear marginal Swift–
Hohenberg pde (41).7
The model here is particularly straightforward. Let’s use the complex expo-
nentials e±iy as the two basis functions in V0 to span the basic slow subspace
corresponding to the eigenvalues of A0 = 02. We need an inner product,
Definition 3, so introduce the mean 〈z, v〉 = 1
2pi
∫2pi
0 zv dy. Then the adjoint
eigenfunctions Z0 = V0. Recursively solving equation (27) leads to all Vn = 0
for n > 1 (that is, here V is block-diagonal). Further, the evolution on
the slow subspace is determined by A2 = diag(4, 4), A3 = diag(−4i, 4i),
A4 = diag(−1,−1) and all others zero. Hence Proposition 1 assures us that
to an error quantified by some remainder terms (40), the slow dynamics
∂c±
∂t
' 4∂
2c±
∂x2
∓ 4i∂
3c±
∂x3
−
∂4c±
∂x4
(44)
will emerge exponentially quickly from general initial conditions. These pdes,
of course, match the dispersion relation of the marginal Swift–Hohenberg
pde (41) near the critical wavenumbers.
The leading order model is that the spatial pattern diffuses: ∂c±/∂t '
4∂2c±/∂x2 . The corresponding, slow subspace, embedding field is u(x,y, t) '
c+(x, t)e
iy+c−(x, t)e
−iy which predicts an emergent physical field of u(x , t) =
u(x , x + φ, t) ' c+(x , t)eix+iφ + c−(x , t)e−ix−iφ for any constant phase φ
(the phase φ could be absorbed into c±).
7A similar argument could be given for the modelling of wave modulation. Such an
approach would discretise the wave spectrum into distinct oscillating modes and one would
choose one wavenumber on which to base a subcentre manifold (as defined by Sijbrand
(1985)). However, there would be no straightforward guarantee that the described wave
modulation would emerge from general initial conditions.
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Initial conditions for the embedding pde (42) appear paradoxical. On the
one hand, the embedding pde (42) describes dynamics along lines y = x+φ
(mod 2pi) which are completely decoupled for different phase φ: consequently,
one could have completely disparate solutions on neighbouring φ. On the
other hand, the spectrum of the operator L0 appears to guarantee a rapid
relaxation to an equilibrium structure with basis e±iy. This apparent paradox
is rationalised by the uncertain coupling between neighbouring stations X: a
rapid relaxation to a smooth slowly varying field is only guaranteed to occur
for initial conditions where the uncertain coupling in the remainder terms are
small enough; that is, only for initial conditions which are sufficiently smooth.
It is only when the ensemble of solutions over all phases φ are smooth enough
that the errors in the modelling (44) will be acceptable. Thus we can only
have acceptable errors when the ensemble is chosen to be not disparate. The
remainder terms (40) quantify this error for us.
4 Nonlinear heat exchanger modelling
Reconsider the heat exchanger of Figure 1. Now we include a nonlinear
(quadratic) reaction in each pipe. This section uses this example to introduce
how to adapt the approach of previous sections to model nonlinear dynamics
in cylindrical domains. Section 5 develops these ideas to nonlinear theory for
general systems.
In the nonlinear heat exchanger suppose the governing pdes are
∂a
∂t
= +U
∂a
∂x
+
R
2
(b− a) − σa2,
∂b
∂t
= −U
∂b
∂x
+
R
2
(a− b) + σb2, (45)
for flow to the left and right at equal and opposite velocities ±U, for some
inter-pipe exchange at rate R, and some quadratic reaction in one pipe
and corresponding quenching in the other pipe, both of strength σ. Non-
dimensionalise space and time by choosing the reference time 1/R, the reference
Tony Roberts, November 19, 2018
4 Nonlinear heat exchanger modelling 34
length U/R, and reference field value R/(2σ) to give the non-dimensional
pdes
∂a
∂t
= +
∂a
∂x
+ 1
2
(b− a) − 1
2
a2,
∂b
∂t
= −
∂b
∂x
+ 1
2
(a− b) + 1
2
b2. (46)
These pdes would be modelled with boundary conditions, such as a = hot
at x = L, and b = cold at x = 0. However, we leave appropriate boundary
conditions for further research (Roberts 1992, e.g.), and here focus on the
evolution in the interior. This section finds the model that in the interior the
mean temperature, c(x, t) = 1
2
(a+ b) satisfies a Burgers’-like pde
∂c
∂t
≈ −2c∂c
∂x
+
∂2c
∂x2
+ 1
2
c3; (47)
further, the aim is to certify this approximation with a novel error estimate
and as the emergent dynamics.
To make the analysis more straightforward, let’s transform the non-dimensional
pdes (46) to mean and difference fields (4); that is, a = c+ d and b = c− d .
Rearranging the mean and difference of the pdes (46) gives the equivalent
pde system
∂c
∂t
=
∂d
∂x
− cd ,
∂d
∂t
= −d+
∂c
∂x
− 1
2
(c2 + d2). (48)
In this form we readily see that the difference field d tends to decay exponen-
tially quickly, albeit with the quadratic reaction forcing some difference, but
that interaction between gradients of the mean and difference fields generates
other effects.
4.1 In the interior
Fix upon any station along the pipe, say at x = X , and consider the mean
and difference fields in the vicinity of x = X. In the vicinity express the fields
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as
c(x, t) = c0(X, t) + c1(X, t)(x− X) + c2(X, x, t)
(x− X)2
2!
, (49a)
d(x, t) = d0(X, t) + d1(X, t)(x− X) + d2(X, x, t)
(x− X)2
2!
, (49b)
where by Taylor’s Remainder Theorem cn(X, t) = ∂
nc/∂xn|x=X except for the
case n = 2 where c2(X, x, t) = ∂
2c/∂x2|x=xc for some unknown xc satisfying
X ≶ xc(X, x, t) ≶ x. Similarly, dn(X, t) = ∂nd/∂xn|x=X except the case
d2(X, x, t) = ∂
2d/∂x2|x=xd for some unknown xd satisfying X ≶ xd(X, x, t) ≶
x. That is, c2 and d2 are second order derivatives but evaluated at some
nearby but uncertain and typically moving locations (although soon we will
evaluate them also at x = X and consequently thereafter c2,d2 and their
derivatives only depend upon X and t).
For definiteness and reasonable conciseness, in this section we truncate the
Taylor series approximation to second order—the case N = 2. Appendix B
lists computer algebra code that not only generates the intermediate steps
and results here, but also does so for any truncation of the Taylor series—
any N 6 9 was tested.
Local ODEs As before, substitute the Taylor expansions (49) into the
governing pdes (48). The computed residuals of the pdes are exact every-
where. But they are useful near the section x = X . To find a set of linearly
independent equations just differentiate the residuals and evaluate at x = X .
The first of the pdes (48) give three odes for the cn coefficients:
c˙0 = d1 − c0d0, (50a)
c˙1 = d2 − c0d1 − c1d0, (50b)
c˙2 = 3d2x − c0d2 − 2c1d1 − c2d0. (50c)
Analogously, the second of the pdes (48) give three odes for the dn coefficients:
d˙0 = −d0 + c1 −
1
2
(c20 + d
2
0), (51a)
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d˙1 = −d1 + c2 − c0c1 − d0d1, (51b)
d˙2 = −d2 + 3c2x − c
2
1 − c0c2 − d
2
1 − d0d2. (51c)
In this set of six coupled odes, and hereafter, the variables c2 and d2 are
only a function of X and t as they have been evaluated at x = X (the
uncertain locations xc and xd have also been squeezed to xc = xd = X by this
evaluation). The uncertainty only appears via the occurrence of the coupling
derivatives c2x and d2x at the station (X, t).
Define the state vector ~u = (c0,d0, c1,d1, c2,d2) and group these six odes
into the matrix-vector system, of the form d~u/dt = L~u+ ~f(~u) +~r(t),
d~u
dt
=

0 0 0 1
0 −1 1 0
0 0 0 1
0 −1 1 0
0 0
0 −1

︸ ︷︷ ︸
L
~u+

−c0d0
−1
2
(c20 + d
2
0)
−c0d1 − c1d0
−c0c1 − d0d1
c0d2 − 2c1d1 − c2d0
−c21 − c0c2 − d
2
1 − d0d2

︸ ︷︷ ︸
~f(~u)
+

0
0
0
0
3d2x
3c2x

︸ ︷︷ ︸
~r
(52)
where d2x and c2x give some definite but uncertain inter-station coupling.
Crucially this transformation pushes the coupling to as high order as required,
is carried through the analysis, and then estimates an error.
4.2 The slow manifold emerges
The system (52) appears in the form of a ‘forced’ nonlinear system. So
our first task is to understand the linear homogeneous system obtained by
omitting the nonlinearity and the ‘forcing’ (although here the the ‘forcing’
is actually coupling with neighbouring dynamics). Subsequently, we invoke
centre manifold theorems to deduce existence and emergence of a slow manifold
model for the ‘forced’ nonlinear dynamics.
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Slow subspace The linearised homogeneous system (52) is upper triangular
(also block toeplitz), so its eigenvalues are the diagonal of L, namely 0 and −1
each with multiplicity three. The eigenvalues −1 indicate that after transients
in time, O
(
e−γt
)
for any γ ∈ (0, 1), the evolution lies on the 3D slow subspace
of the zero eigenvalue. Two eigenvectors corresponding to the zero eigenvalue
are straightforward to find, namely
~v0 = (1, 0, 0, 0, 0, 0), ~v1 = (0, 1, 1, 0, 0, 0).
Another eigenvector is generalised and come from solving L~v2 = ~v0 (and more
generalised eigenvectors in the cases of truncations N > 2):
~v2 = (0, 0, 0, 1, 1, 0).
Letting the matrix V =
[
~v0 ~v1 ~v2
]
, the slow subspace is then ~u = V~c where
we use ~c = (c0, c1, c2) to directly parametrise the slow subspace (empowered
by the form chosen for the eigenvectors ~vk); denote the slow subspace by E2c(X).
On this slow subspace E2c(X) the evolution is guided by a toeplitz matrix,
namely
d~c
dt
= A~c =
0 0 10 0 0
0 0 0
~c . (53)
On this slow subspace E2c(X), from the eigenvectors via ~u = V~c , the difference
components
~d = (d0,d1,d2) = (c1, c2, 0).
There exists an emergent, infinite dimensional, slow manifold Con-
sider the system (52) over a set of stations X: then system (52) over all stations
X ∈ X is well-posed and autonomous, except for non-autonomous forcing
across the boundary ∂X. The system (52) has two closed L-invariant sub-
spaces with a spectral gap: for example,×X∈X E2c(X) is the slow subspace.
Thus the general Proposition 15 of section 5 applies to ensure the existence
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of an emergent slow manifold ~d = ~h(~c;X), denoted M2c, representing the slow
dynamics across the domain X.
Proposition 15 assures us the slow manifold M2c exists and emerges provided
the resultant model is restricted to domains X where the coupling derivatives
c2x and d2x are small enough. It is in only this statement that we need make
the slowly varying assumption of multiscale modelling. This slowly varying
restriction need not be imposed on the construction of the slow manifold
model (section 4.3); it only need be a restriction on the domain X to which
the model is applied. Thus the slowly varying nature only need restrict the
regime of use of the model, not its construction.
4.3 Uncertainly coupled nonlinear slow manifold
We need to construct the emergent slow manifold of the nonlinear local
system (52) when the system is ‘forced’ by the uncertain coupling and ‘bent’
by the nonlinearity.
The slow manifold is to be constructed to some order in the variables and
the uncertain forcing. In principle, we could construct the slow manifold of
the system (52) to arbitrarily high order and to a huge variety of relative
weights of variables (Li & Roberts 2007, e.g.). In practice, we want to
construct an approximation consistent with the Taylor series truncation (49),
and consistent with the notion that the solution fields c(x, t) and d(x, t) are
slowly varying in space. To correspond to slow space variations, define the
state vector ~u to have amplitude (not a norm8)
‖~u‖ := |c0|+ |d0|+ |c1|1/2 + |d1|1/2 + |c2|1/3 + |d2|1/3. (54)
Some consequences of this definition are that
c0,d0 = O
(‖~u‖), c1,d1 = O(‖~u‖2), c2,d2 = O(‖~u‖3), as ‖~u‖ → 0 .
(55)
8The amplitude ‖~u‖ is not a norm as it fails the absolute homogeneity property.
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Because cn,dn represent nth space derivatives, this choice of amplitude corre-
sponds to the traditional conventional assumption that each space derivative
is roughly of the same order of magnitude as the amplitude of the field itself
(although I do use the order symbol in its strict sense that the left-hand
side could be also vanishing relative to the right-hand side).9 But in our
approach the interpretation is fundamentally different to the traditional: here
we recognise that the dynamics of the system (52) is what it is; our choice
of amplitude merely affects how we describe geometric objects in the state
space; the choice (54) corresponds to us choosing to describe the dynamics to
multinomial terms of high order in c0,d0, intermediate order in c1,d1, and
low order in c2,d2. That is all that is implied by the amplitude.
Lastly, to be consistent with the Taylor series truncation (49), here we
construct the slow manifold to an absolute error O
(‖~u‖5): the exponent
5 = N+ 2 + 1 since N orders are due to the N = 2 space derivatives in the
truncation (49), two orders due to the quadratic nonlinearity in this particular
problem, and the last one order to move to the leading error rather than the
least significant order.
The details of the construction of the slow manifold approximation are left to
the computer algebra of Appendix B. The computer algebra iteratively refines
the description of the time dependent, nonlinear, slow manifold until the
governing equations (52) are satisfied to the specified order of error, here the
residuals are O
(‖~u‖5). Then Potzsche & Rasmussen (2006) [Proposition 3.6]
assure us that the slow manifold is approximated to the same order of error.
We choose to parametrise the slow manifold in terms of the mean field
variables cn as then the relation to the physical mean field is most direct.
As in the linear dynamics, the description involves convolutions, e−t? , over
the past history of the uncertain coupling where the convolution is defined
9 By defining different amplitudes for the state vector ~u we could make quite different
assumptions about the relative order of spatial derivatives, and even different assumptions
about the relative magnitude of the fields c and d. Different choices correspond to adopting
different views of the dynamics in the state space ~u. The choice of amplitude (54) appears
the simplest and with the strongest connection to other methodologies.
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by (10). Appendix B then finds the local slow manifold to be
d0 = −
1
2
c20 + c1 +
3
8
c40 − 3c
2
0c1 +
3
2
c21 + 3c0c2
− 3e−t?e−t? c2x − 9c0e
−t?d 2x − 9c0e
−t?e−t?d 2x , (56a)
d1 = −c0c1 + c2 − 3e
−t?d 2x + 6c0e
−t?e−t?c 2x , (56b)
d2 = −c
2
1 − c0c2 + 3e
−t?c 2x + 3c0e
−t?d 2x. (56c)
On this slow manifold the evolution is
c˙0 = c2 − 2c0c1 +
1
2
c30 − 3e
−t?d 2x + 9c0e
−t?e−t?c 2x , (57a)
c˙1 = −2c0c2 − 2c
2
1 +
3
2
c20c1 + 3e
−t?c 2x + 6c0e
−t?d 2x, (57b)
c˙2 = 3d2x − 3c0e
−t?c 2x. (57c)
4.4 The slow manifold represents a slowly varying
model
As established by section 4.2, the slow manifold emerges exponentially quickly
from all nearby initial conditions. To find the evolution on the slow manifold,
recall the exact Taylor polynomial (49a) for the mean field: c(x, t) = c0(X, t)+
c1(X, t)(x− X) + c2(X, x, t)
1
2
(x− X)2. To obtain a pde of the slow variations
in the mean field c, first take the time derivative of (49a) (keeping constant
x and X) and evaluate at x = X, and second take the space derivatives and
evaluate at x = X:10 then
∂c
∂t
∣∣∣∣
x=X
=
∂c0
∂t
, c|x=X = c0 ,
∂c
∂x
∣∣∣∣
x=X
= c1 ,
∂2c
∂x2
∣∣∣∣
x=X
= c2 . (58)
10Remember that the definition of cN(X, x, t) accounts for the uncertain variation of xc
in time t.
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Substitute into the slow manifold evolution (57a) for c0 and obtain
∂c
∂t
∣∣∣∣
x=X
=
(
∂2c
∂x2
− 2c
∂c
∂x
+ 1
2
c3 − σe−t?wd + 9ce
−t?e−t?wc
)∣∣∣∣
x=X
+ O
(‖~u‖5, e−γt).
Recall that x = X is a generic station in the interior of the domain, thus the
above evolution holds everywhere in the interior giving the model for the
mean field to be the reaction-advection-diffusion pde
∂c
∂t
=
∂2c
∂x2
−2c
∂c
∂x
+ 1
2
c3−3e−t?d2x +9c e
−t?e−t?c2x +O
(‖~u‖5, e−γt). (59)
The rigorous slowly varying model is then the pde (59) with O
(
e−γt
)
neglected
as a quickly decaying transient, with O
(‖~u‖5) neglected as a nonlinear error,
and the unknown −3e−t?d2x + 9c e
−t?e−t?c2x neglected as the leading
coupling error.
The reaction modified Burgers’ pde (59) is the pde one would obtain via
a variety of systematic methods. What is new is the rigorous emergence at
every interior locale (away from boundary layers and shocks) from a finite
domain of initial conditions, and the novel leading order estimate of the
spatial coupling error.
To find the slow manifold itself, recall the exact Taylor polynomial (49b) for
the difference field: d(x, t) = d0(X, t)+d1(X, t)(x−X)+d2(X, x, t)
1
2
(x−X)2
so that d|x=X = d0 . Substitute this and the expressions (58) for cn into the
slow manifold expression (56a) for d0 and obtain
d|x=X =
[
∂c
∂x
− 1
2
c2 + 3c
∂2c
∂x2
+ 3
2
(
∂c
∂x
)2
− 3c2
∂c
∂x
+ 3
8
c4
− 3e−t?e−t?wc − 9ce
−t?wd − 9ce
−t?e−t?wd
]∣∣∣∣
x=X
+ O
(‖~u‖5, e−γt).
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Recall that x = X is a generic station in the interior of the domain, thus the
above equation holds everywhere in the interior giving the difference field
d(x, t) =
∂c
∂x
− 1
2
c2 + 3c
∂2c
∂x2
+ 3
2
(
∂c
∂x
)2
− 3c2
∂c
∂x
+ 3
8
c4
− 3e−t?e−t?c2x − 9c e
−t? (1 + e−t? )d2x + O
(‖~u‖5, e−γt). (60)
The rigorous slow manifold is then (60) with O
(
e−γt
)
neglected as a quickly
decaying transient, with O
(‖~u‖5) and the unknown coupling via d2x and c2x
neglected as errors.
Importantly, in any particular situation we are now empowered to estimate
the local errors by constructing to higher orders in ‖~u‖, and we can bound
the spatial coupling errors in terms of cNx and dNx.
4.5 The generating function simplifies
To empower dealing with the hierarchy of odes (52) in a compact form,
and making a direct connection with the method of multiple scales, let’s
introduce two generating functions (polynomials) that encapsulate the three
local derivatives within the data structure of a quadratic polynomial:
c˜(ξ,X, t) := c0(X, t) + c1(X, t)ξ+ c2(X, t)
ξ2
2!
, (61a)
d˜(ξ,X, t) := d0(X, t) + d1(X, t)ξ+ d2(X, t)
ξ2
2!
(61b)
(recalling c2(X, t) := c2(X,X, t) and d2(X, t) := d2(X,X, t)). Then by the
sums (50a) + ξ(50b) + 1
2
ξ2(50c) and (51a) + ξ(51b) + 1
2
ξ2(51c), the system
of six odes (52) are precisely the pair of coupled odes
∂c˜
∂t
= +
∂d˜
∂ξ
− c˜d˜+
ξ2
2!
3d2x +
1
2
ξ3(c1d2 + c2d1) +
1
4
ξ4c2d2 ,
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∂d˜
∂t
= −d˜+
∂c˜
∂ξ
− 1
2
(c˜2 + d˜2) +
ξ2
2!
3c2x +
1
2
ξ3(c1c2 + d1d2) +
1
8
ξ4(c22 + d
2
2).
The explicit cubic and quartic terms in ξ exactly cancel with the cubic and
quartic terms in ξ that are implicit in the nonlinear terms c˜d˜, c˜2 and d˜2. We
write an equivalent version of the above form by noting that c1 = c˜ξ − ξc˜ξξ,
c2 = c˜ξξ and similarly for dn, then closed exact statements of the coupled
odes are
∂c˜
∂t
= +
∂d˜
∂ξ
− c˜d˜+
ξ2
2!
3d2x
+ 1
2
ξ3
[
(c˜ξ − ξc˜ξξ)d˜ξξ + (d˜ξ − ξd˜ξξ)c˜ξξ
]
+ 1
4
ξ4c˜ξξd˜ξξ ,
∂d˜
∂t
= −d˜+
∂c˜
∂ξ
− 1
2
(c˜2 + d˜2) +
ξ2
2!
3c2x
+ 1
2
ξ3
[
(c˜ξ − ξc˜ξξ)c˜ξξ + (d˜ξ − ξd˜ξξ)d˜ξξ
]
+ 1
8
ξ4(c˜2ξξ + d˜
2
ξξ).
The generating polynomial transform (61) maps from the vector ~u of variables
in the state space into (quadratic) polynomials in ξ. Differentiation ∂n/∂ξn
and evaluation at ξ = 0 transforms back from the generating polynomials to
the state space vector of variables. For example, the cubic and quartic terms
disappear when differentiating up to twice and evaluating at ξ = 0. This back
transform is impervious to any terms of higher order than quadratic in ξ as
we only address dynamics up to c2 and d2, thus let’s lump the explicit higher
order terms into one qualitative order term:
∂c˜
∂t
= +
∂d˜
∂ξ
− c˜d˜+
ξ2
2!
3d2x + O
(
ξ3
)
, (62a)
∂d˜
∂t
= −d˜+
∂c˜
∂ξ
− 1
2
(c˜2 + d˜2) +
ξ2
2!
3c2x + O
(
ξ3
)
. (62b)
It may be useful to remember that these order terms are not errors: instead
within the nonlinearities there are implicit cubic and quartic terms in ξ that
these order terms cancel.
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Amazingly, this generating polynomial form (62) is nearly identical to the
original non-dimensional physical pdes (48). The differences are:
• symbolically c˜, d˜ replace c,d, and ‘artificial’ ∂/∂ξ replaces spatial ∂/∂x;
• (62) identifies the exact remainder terms, from Taylor’s Remainder
Theorem, through the terms ξ
2
2!
3c2x and
ξ2
2!
3d2x.
The nonlinear analysis needs to be careful with the magnitude of variables
and effects. Via the definition of the amplitude (54), recognising the order of
magnitudes (55), given that the artificial ξ is finite, and all as ‖~u‖ → 0 ,
|c˜| 6 |c0|+ |ξ||c1|+ 12 |ξ|
2|c2|
= O
(‖~u‖+ |ξ|‖~u‖2 + |ξ|2‖~u‖3) = O(‖~u‖), (63a)∣∣∣∣∂c˜∂ξ
∣∣∣∣ = |c1 + ξc2| 6 |c1|+ |ξ||c2| = O(‖~u‖2 + |ξ|‖~u‖3) = O(‖~u‖2), (63b)∣∣∣∣∂2c˜∂ξ2
∣∣∣∣ = |c2| = O(‖~u‖3), (63c)
and similarly for the dn variables. Let’s exploit these orders of magnitude
in the pdes (62) by labelling each term in the pdes with its relative order
in ‖~u‖. Invoke this labelling explicitly in the pdes by introducing an artificial
parameter ε that counts the relative order of each term: for example, ∂c˜/∂ξ =
O
(‖~u‖2) and so is labelled with a multiplication by ε2 as it is second order,
but then the whole pde is divided by ε so that the term appears as ε∂c˜/∂ξ
in the pdes. The pdes (62) then appear as11
∂c˜
∂t
= +ε
∂d˜
∂ξ
− εc˜d˜+
ξ2
2!
3d2x + O
(
εξ3
)
, (64a)
∂d˜
∂t
= −d˜+ ε
∂c˜
∂ξ
− ε1
2
(c˜2 + d˜2) +
ξ2
2!
3c2x + O
(
εξ3
)
. (64b)
11The uncertain coupling terms are unlabelled in (64) as the coupling needs to match
the implicit unlabelled components ξ
2
2! ∂c2/∂t and
ξ2
2! ∂d2/∂t on the left-hand sides.
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This form corresponds closely to the classic scaled equations used in multiple
scale modelling (Roberts 1988, van Dyke 1987, Nayfeh & Hassan 1971, Nayfeh
2005, e.g.): in applying the method of multiple scales to the pde (48) one
would
• introduce a ‘slow space scale’ ξ = εx,
• focus on small amplitude solutions by scaling fields c = εc˜(ξ, t) and
d = εd˜(ξ, t),
and then straightforward change of variables derives the ‘local’ parts of the
system (64), symbolically identically. One difference is that we now include
the uncertain coupling terms that form the leading error in a multiple scale
analysis. Further, the interpretation is quite different to classic multiple
scale modelling: here this form arises as a consequence of the convenient
data structure of the generating polynomial, with the ε factors just doing
some bookkeeping for us. The data structure is convenient because it greatly
simplifies, compared to sections 4.2–4.3, the details of slow manifold modelling.
Note that in constructing the slow manifold, derivatives ∂/∂ξ are always multi-
plied by ε so although lower powers of ξ are generated by the unwanted O
(
ξ3
)
terms, albeit implicit in (64), such lower powers come with higher powers of ε.
Since variable ε just counts order, such lower powers of ξ remain of higher
order in the construction.
4.5.1 Establish the slow manifold model
The practical procedure to construct a slow manifold model of the system (64)
follows a straightforward formal procedure first detailed decades ago (Roberts
1988), but modified to now include the novel explicit uncertain coupling using
techniques developed for non-autonomous deterministic (Potzsche & Ras-
mussen 2006, e.g.) or stochastic systems (Arnold & Xu Kedai 1993, Roberts
2008, e.g.). However, in this application of the approach, the interpretation
and justification of the formal procedure is different.
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Firstly, the system (64) looks like pdes because of the derivatives ∂/∂ξ.
But the system is not a pde because these derivatives just access different
components in the generating polynomials: the system is a set of odes. The
system is a set of odes at each station X, uncertainly coupled by c2x and d2x
to odes at all other stations. The ‘infinite dimensionality’ of the original
physical pdes (48) arises via the uncertain coupling between locales in the
system (64).
Equilibrium The slow manifold is based upon the equilibrium at the origin
c˜ = d˜ = 0 for the system (64). When zero throughout the domain X, then the
uncertain coupling is also zero giving an equilibrium over the whole interior.
Linearisation In the system (64), the terms ∂/∂ξ just represent the off-
diagonal blocks in the block upper triangular matrices L of (52). The
terms ∂/∂ξ are negligible in the sense that they do not affect the eigenvalues:
not that they are multiplied by ε (which is only a convenient counter); nor
that they are of ‘higher order’ (as in multiple scales). That is, the spectrum
of the linearisation about the origin is the same as that for
∂c˜
∂t
= 0 ,
∂d˜
∂t
= −d˜ ,
namely, eigenvalues λ ∈ {0,−1}, each of multiplicity three (once for each
component in ξn).
But this spectrum only accounts for the local dynamics at a station. It is
only in accounting for the uncertain coupling between neighbouring stations
that we make the slowly varying assumption (as section 4.2 discusses): we
are only interested in regimes where the uncertain coupling is a negligible
influence. That is, we assume that solutions vary smooth enough in the
domain that the terms of (64) in c2x and d2x are a negligible perturbing
influence—quantified by tracking their perturbative effects. In this approach,
the ‘slowly varying’ assumption only directly involves these gradients of the
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highest resolved derivatives (section 4.2); we do not need to make restrictive
assumptions about the magnitude of the other derivatives. Returning to the
spectrum, and upon recognising the coupling, the eigenvalues λ ∈ {0,−1} are
repeated an ‘infinite number’ of times for all the stations in the domain X.
As established by Proposition 15 in section 5.4, theory by Aulbach & Wanner
(1996, 2000) assures us that an emergent slow manifold then exists for the
generating polynomial system (64).
Construct the slow manifold model Appendix B.4 lists and describes
computer algebra code that, in essence, implements the earlier formal proce-
dure (Roberts 1988, 1997). But to cater for the uncertain coupling in (64),
the procedure is extended using techniques developed for non-autonomous
and stochastic systems (Chao & Roberts 1996, e.g.) and validated by Propo-
sition 3.6 of Potzsche & Rasmussen (2006).
Appendix B.4 iteratively improves a description of the slow manifold and
evolution thereon until the residuals of the system (64) are O
(‖~u‖4 + ξ4),
relative to ‖~u‖. That is, the residuals are O(‖~u‖5+ξ5), in absolute terms, to
correspond to the order of error adopted by section 4.3. Appendix B.5 then
lists code that unpacks from this new description the Taylor series description
and confirms that it is identical to the previously derived slow manifold (56)
and evolution (57). This agreement holds for all tested truncations, namely
N 6 9.
However, the derivation here is more compact (as well as directly connecting to
and extending previous methodologies). Here, Appendix B.4 a slow manifold
in the form
d˜ =
[
−1
2
c˜2 +
∂c˜
∂ξ
]
+
[
3
8
c˜4 − 3c˜2
∂c˜
∂ξ
+ 3
2
(
∂c˜
∂ξ
)2
+ 3c˜
∂2c˜
∂ξ2
−
∂3c˜
∂ξ3
]
+
[
ξ2
2!
3e−t?c 2x − ξ3e
−t?d 2x +
ξ2
2!
3e−t?d 2x − 3e
−t?e−t?c 2x
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+ ξc˜e−t?e−t?c 2x − 9c˜e
−t?d 2x − 9c˜e
−t?e−t?d 2x
]
+ O
(‖~u‖5 + ξ5).
(65)
The first bracketed terms form the leading, second order, quasi-equilibria,
estimate of the difference field, where ξ derivatives correspond to spatial
derivatives. The second bracketed terms give fourth order corrections in this
mixed order description. The third bracketed terms form an estimate of the
error induced by coupling with neighbouring stations: the different powers
in ξ label the different errors for the various spatial derivatives of the field d˜.
The computer algebra simultaneously finds that on the slow manifold (65)
the evolution is
∂c˜
∂t
=
[
1
2
c˜3 − 2c˜
∂c˜
∂ξ
+
∂2c˜
∂ξ2
]
+
[
ξ2
2!
3d2x + ξ3e
−t?c 2x −
ξ2
2!
3e−t?c 2x
− 3e−t?d 2x + ξ6c˜e
−t?d 2x + 9c˜e
−t?e−t?c 2x
]
+ O
(‖~u‖5 + ξ5).(66)
The first bracketed terms gives the leading, third order, model (47) of Burgers’-
like advection-diffusion with a cubic reaction. The second bracketed terms
additionally estimate the error induced by coupling with neighbouring stations:
again, the different powers in ξ label the different errors for the various spatial
derivatives of the time derivative ∂c˜/∂t.
In short, and because of the symbolic identity between ξ and x derivatives,
and because of the general emergence of slow manifolds in some domain, the
generating polynomial approach directly, compactly and efficiently derives
the slow manifold model (59)–(60).
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5 Model nonlinear dynamics in cylindrical
domains
Inspired by the modelling of the nonlinear heat exchanger (section 4), this
section extends the general linear analysis of section 3 to general nonlinear
dynamics in cylindrical domains.
Adding nonlinearity to the class of pdes (17), this section develops a rigorous
approach, Proposition 15, to modelling the dynamics of pdes in the class
∂u
∂t
= L[u] + f[u]
= L0u+ L1
∂u
∂x
+ L2
∂2u
∂x2
+ · · ·+ f
(
u,
∂u
∂x
,
∂2u
∂x2
, . . .
)
, (67)
where, as in section 3, the pde holds on a cylindrical domain X × Y for
some field u(x,y, t) in a given Banach space U, where u is a function of 1D
longitudinal position x ∈ X ⊂ R, cross-sectional position y ∈ Y ⊂ RY , and
time t ∈ R. The square brackets notation on functions such as f[u] denotes
a dependence upon values of the field u locally in x, namely upon u and
its derivatives (although it may be nonlocal in y), as alternatively explicitly
expressed in the parentheses of f(u,∂u/∂x,∂2u/∂x2, . . .).12 The nonlinearity
function f[] : U→ U has no linear terms, formally f[u] = O(u2) as u→ 0 .
Assumption 7. The operators L` continue to satisfy Assumption 2. The
nonlinearity f() is autonomous and independent of longitudinal position x.
Extending section 3, the nonlinear function f must be O
(
|u|p
)
as u → 0 ,
p > 2 , and sufficiently smooth to have at least N + 1 + p derivatives in a
suitable domain about u = 0.
So far we have used X to denote the open set of the physical domain (primarily
because in linear dynamics we could address the dynamics at any station X
12Further research aims to generalise this scenario to nonlocal operators Ln, nonlocal
nonlinearity f and nonautonomous systems.
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‘independent’ of other locales). In nonlinear systems we address the dynamics
as a collective whole across all relevant space—all relevant stations. Thus we
slightly change X to now denote an open subset of the physical domain where
boundary layers and internal shocks are excised from X (if the domain is
L-periodic, then X could still be the entire spatial domain). This qualitative
redefinition is to ensure that the uncertain coupling is ‘small’ for all stations
X ∈ X : the smaller a desired error in the modelling, the more restrictive the
physical domain X over which the modelling is valid.
5.1 The generating function has equivalent dynamics
This section establishes the following proposition. The next section 5.2 then
uses this form to establish a practical approach to constructing models of
slow space-time evolution.
Proposition 8 (nonlinear equivalence). Let u(x,y, t) be governed by a pde
of the form (67). Then the dynamics at all locales X ∈ X are equivalently
governed by the equation
∂u˜
∂t
=
∑
`
L`
∂`u˜
∂ξ`
+ f
(
u˜,
∂u˜
∂ξ
,
∂2u˜
∂ξ2
, . . .
)
+ r[u], (68)
for the generating function polynomial u˜(X, ξ,y, t) defined in (69), and for
the ‘uncertain’ coupling term r[u] : U→ U given by (78).
As in section 3 for linear pdes, for nonlinear pdes in the general form (67),
assume the field u is smooth enough to have continuous 2N derivatives in x
for some pre-specified Taylor series truncation N. Choose an arbitrary cross-
station X ∈ X. Then write the field u in terms of a local polynomial (19) about
the cross-section x = X . As in section 3, uN(X, x,y, t) is the Nth derivative
at some implicit uncertain location xˆ. Define the generating polynomial
u˜(X, ξ,y, t) :=
N−1∑
n=0
ξn
n!
un(X,y, t) +
ξN
N!
uN(X,X,y, t), (69)
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u˜ : X × Ξ × Y × R → U for an arbitrary open interval Ξ ⊂ R containing
zero. The first aim of this section is to prove that systematic modelling of
the pde (67) is equivalent to well-known heuristic procedures expressed in
terms of this generating polynomial.
A key task is to relate fields in physical space with their corresponding field
in the ‘generating polynomial space’. Define the operator
G :=
[
N∑
n=0
ξn
n!
∂n
∂xn
]
x=X
=
[
1 + ξ
∂
∂x
+ · · ·+ ξ
N
N!
∂N
∂xN
]
x=X
, (70)
where these brackets denote evaluation. This operator is denoted by G to
signify it determines the generating polynomial corresponding to a given field:
for example, it is straightforward to deduce from the Taylor polynomial (19)
and the Definition (69) that
Gu(x,y, t) = u˜(X, ξ,y, t). (71)
But to use operator G observe from (70) that
G =
[
eξ∂x + O
(
ξN+1
)]
x=X
=
[·]
x=X+ξ
+ O
(
ξN+1
)
(72)
(National Physical Laboratory 1961, p.65, e.g.); that is, the generating poly-
nomial is equivalent, to errors O
(
ξN+1
)
, to evaluation a distance ξ from the
chosen cross-section X ∈ X. This equivalence of ξ and space x is the key
to the equivalence between our rigorous approach to modelling and the well
established heuristic of slow scaling of the space variables.
Crucially, differences arise between the equivalence, and these differences
lead to our derivation of remainder terms that combine to form a systematic
description of the modelling error. The differences arise in spatial gradients.
Lemma 9. Use u
(p)
N to denote the pth derivative ∂
puN/∂x
p. Then for
` = 0, . . . ,N,
G
∂`u
∂x`
=
∂`u˜
∂ξ`
+
N∑
n=N−`+1
(
n+ `
N
)
u
(n+`−N)
N (X,X,y, t)
ξn
n!
+ O
(
uNξ
N+1
)
.
(73)
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This sum of spatial derivatives of uN induce the remainders (23) observed
in the linear modelling of section 3: here the factor of ξn determines the
corresponding remainder rn.
Proof. Using u
(p)
N to denote the pth derivative ∂
puN/∂x
p, from the `th deriva-
tive (20)
G
∂`u
∂x`
=
N−`−1∑
n=0
un+`(X,y, t)
ξn
n!
+
N∑
n=N−`
(
`
N− n
)
u
(n+`−N)
N (X,X+ ξ,y, t)
ξn
n!
+ O
(
uNξ
N+1
)
=
∂`u˜
∂ξ`
+
N∑
n=N−`+1
(
n+ `
N
)
u
(n+`−N)
N (X,X,y, t)
ξn
n!
+ O
(
uNξ
N+1
)
,
upon using (72), expanding in ξ, rearranging sums, and invoking a binomial
identity. This derives (73).
Now we establish that the operator G distributes through nonlinearities with
small remainder. For a preliminary suggestive example, and upon setting
the truncation N = 1 for simplicity, from definition and (20) we find the
generating polynomial corresponding to a cubic nonlinearity as follows:
G(u3) =
[
u3 + ξ
∂u3
∂x
]
x=X
=
[
u3 + ξ3u2
∂u
∂x
]
x=X
= u30 + ξ3u
2
0u1
= (u0 + ξu1)
3 − ξ23u0u
2
1 − ξ
3u31 = (Gu)
3 + O
(
ξ2‖~u‖5)
= u˜3 + O
(
ξ7 + ‖~u‖7).
Lemma 10. Under the conditions of Assumption 7,
Gf[u] = f[Gu] + O
(
ξN+1up,uN+p+1
)
. (74)
Tony Roberts, November 19, 2018
5 Model nonlinear dynamics in cylindrical domains 53
Proof. For general multinomial nonlinearities, proceed by induction. First, it
is trivial that Gu(`) = Gu(`)+O
(
ξN+1u
)
, where we continue to use superscripts
in parentheses to denote x derivatives. Second, assume that
Gg[u] = g[Gu] + O
(
ξN+1uq
)
(75)
for any qth order multinomial term g[u]. Third, consider a (q+ 1)th order
multinomial term u(`)g[u] where g[u] is qth order. Then, starting from
Definition (70),
G
(
u(`)g[u]
)
=
[
N∑
n=0
ξn
n!
∂n
∂xn
(
u(`)g[u]
)]
x=X
=
[
N∑
n=0
ξn
n!
n∑
k=0
(
n
k
)
u(n−k+`)
∂kg
∂xk
]
x=X
=
[
N∑
k=0
N∑
n=k
ξ(n−k)
(n− k)!
u(n−k+`)
ξk
k!
∂kg
∂xk
]
x=X
=
[
N∑
k=0
ξk
k!
∂kg
∂xk
N−k∑
n=0
ξn
n!
u(n+`)
]
x=X
=
[
N∑
k=0
ξk
k!
∂kg
∂xk
{
N∑
n=0
ξn
n!
u(n+`) + O
(
ξN−k+1u
)}]
x=X
=
[(
N∑
k=0
ξk
k!
∂kg
∂xk
)(
N∑
n=0
ξn
n!
u(n+`)
)
+ O
(
ξN+1ug[u]
)]
x=X
= Gg[u] · Gu(`) + O(ξN+1uq+1)
= g[Gu] · Gu(`) + O(ξN+1uq+1).
By induction, (75) holds for all multinomial terms of all orders q ∈ N. By
linearity, (75) holds for all multinomial sums g[u] where the order q is then
determined from the lowest order terms in g; that is, if g = O
(
up
)
as u→ 0,
then q = p .
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By the smoothness of the nonlinearity f, Assumption 7, f has a multivariate
Taylor series to order (N+p+ 1) and hence (75) ensures that (74) holds.
Lemma 11. Under the conditions of Assumption 7,
Gf[u] = f
(
u˜,
∂u˜
∂ξ
,
∂2u˜
∂ξ2
, . . .
)
+ O
(‖~u‖N+p+1 + ξN+p+1), (76)
where in terms of a norm ‖ · ‖ : U → R, we define the derivative weighted
amplitude (not a norm)
‖~u‖ :=
[
N∑
n=0
∥∥∥∥∂nu∂xn
∥∥∥∥1/(n+1)
]
x=X
. (77)
Proof. As in the preceding proof, regard nonlinearity f as a linear combination
of multinomial terms. The lowest order terms generate the largest errors.
Since f = O
(
up
)
, the lowest order terms are of the form up−1∂`u/∂x` .
Using (74) and (73), consider
G
(
up−1
∂`u
∂x`
)
= (Gu)p−1G
(
∂`u
∂x`
)
+ O
(
ξN+1up,uN+p+1
)
= u˜p−1
(
∂`u˜
∂ξ`
+ O
(
uNxξ
N−`+1
))
+ O
(
ξN+1up,uN+p+1
)
= u˜p−1
∂`u˜
∂ξ`
+ O
(‖~u‖N+pξN−`+1)+ O(ξN+1up,uN+p+1)
= u˜p−1
∂`u˜
∂ξ`
+ O
(‖~u‖N+p+1 + ξN+p+1),
because N− `+ 1 > 1 as `+ p 6 N+ p (as otherwise the term is neglected).
Writing the nonlinearity f in terms of its multivariate Taylor series, and using
the linearity of operator G, we therefore derive (76).
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Establish Proposition 8 Recall that we decide on an order N of Taylor
series truncation. Then by Taylor’s Theorem we write the field u as the
local expansion (19) about the cross-section x = X in terms of functions un.
Consider the pde (17) for the field u in the polynomial form (19). The
operator G when applied to the pde (17) performs the complete process of
1. finding all the derivatives of the pde,
2. evaluating at the station x = X, and lastly
3. forming into an equation for the generating polynomial u˜.
This process works because although operator G does not commute with
x derivatives (Lemma 9), from the Definition (70) operator G does commute
with ∂/∂t and with cross-sectional y operators. Invoking the Taylor expan-
sion (19) for the field u, applying G, and using Lemmas 9–11 the governing
pde (17) becomes the equation (68) where, from (73), the remainder term
defined as
r[u] :=
∑
`=1
N∑
n=N−`+1
(
n+ `
N
)
L`u
(n+`−N)
N
ξn
n!
+O
(‖~u‖N+p+1+ξN+p+1), (78)
where uN, defined by (19), has derivatives evaluated at x = X , and where
the error term in (73) is absorbed in the remainder term here (provided the
lowest order of the nonlinearity p 6 N + 1). This completes the proof of
Proposition 8.
5.2 Construct nonlinear models of slow spatial
variations
Anticipating the existence and emergence results of the subsequent section 5.4,
this section shows how the generating polynomial leads to established, direct,
practical constructions of a centre manifold model of slowly varying solutions.
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Corollary 12 (multiple scales methodology). Choosing truncation N to
give only the leading order nontrivial dynamics, the method of multiple scales
applied to pde (67) is symbolically equivalent to constructing a centre manifold
model of (68) for the generating polynomial u˜ to an error O
(
uNx
)
.
Proof. In the method of multiple scales (Nayfeh 1985, e.g.), consider the
pde (67) and seek solutions u(x,y, t) = u˜(ξ,y, τ; ε) for some slow variables
ξ = εx and τ = εNt. The pde (67) then becomes
εN+1
∂u˜
∂τ
=
∑
`
L`ε
`+1∂
`u˜
∂ξ`
+ f
(
εu˜, ε2
∂u˜
∂ξ
, ε3
∂2u˜
∂ξ2
, . . .
)
. (79)
Then the method seeks a solution of this equation in a power series in ε.
The solution satisfies the equation to errors O
(
εN+2
)
, and gives the leading
order evolution in terms multiplied by εN+1. Conversely, in the generating
polynomial equation (68) let’s label all u˜ with an ε and each derivative ∂/∂ξ
with an ε. Then apart from a trivial scaling of time, equation (68) is identical
to the multiple scale approximation to (79) provided we establish r[u] ≡
O
(
εN+2
)
:
• first, the amplitude Definition (77) implies that in the method of multiple
scales, ‖~u‖ = O(ε), and thus, as p > 2 , the O(‖~u‖N+p+1) terms in (78)
for r[u] are O
(
εN+p+1
)
= O
(
εN+2
)
;
• second, in all the other terms of (78), the lowest order term is uNx
which is an (N+ 1)th derivative of small u and so in the multiple scales
scheme is O
(
εN+2
)
.
Thus the multiple scales method is equivalent to the leading order truncation
of the centre manifold model of (68).
However, I do not see that the leading error term in r[u] can be incorporated
into multiple scales method as the method requires all effects to occur at the
leading order (let’s not explore extensions that invoke an indefinite hierarchy
of super-slow space and time scales). Further, our use of centre manifold
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theory supports arbitrarily high order modelling; in particular, we can now
provide rigorous support for practical mixed order models (Roberts 1992,
1997, e.g.).
Corollary 13. For any truncation N, the formal procedure proposed by
Roberts (1988) is symbolically equivalent to constructing a centre manifold
model of (68) for the generating polynomial u˜ to an error O
(‖~u‖N+2).
Proof. The formal procedure (Roberts 1988, p.497) proposed to simply treat
derivatives ∂/∂x and field u as small. The procedure counts an order of
magnitude for each derivative and field variable. Thus, from the definition
of the amplitude (77), truncating the analysis of the pde (67) to errors of
order N+ 2 is equivalent to solving the generating polynomial equation (68)
to errors O
(‖~u‖N+2). As for corollary 12, the lowest order term of r[u]
is uNx which is an (N+ 1)th derivative of small u and so in this scheme is of
order N+ 2 and so included within the error.
Furthermore, the formal approach (Roberts 1988) is sufficiently flexible to
incorporate some of the coupling terms in r[u] and hence quantify a leading
order estimate of the modelling error. For example, the computer algebra of
Appendix B.4 analyses the heat exchanger (46) and finds a slow manifold (65)
and evolution thereon (66) complete with an estimate of the error induced by
coupling with neighbouring stations.
Assuming we can treat the inter-station coupling, via the derivatives u
(`)
N ,
as time dependent forcing of the local system, then the following corollary
immediately follows from Proposition 8.
Corollary 14. Constructing a centre manifold model for system (68) to er-
rors O
(‖~u‖N+p+1) gives a slowly varying centre manifold model of pde (67)
complete with a leading order estimate of the errors due to the slow space
variations. Further, in constructing the centre manifold, when finding cor-
rections one may neglect
∑N
`=1 L`∂
`/∂ξ` acting on corrections, not because
they are ‘small’, but because the error in doing so is subsequently corrected
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anyway.
Proof. The first part of the corollary follows from the equivalence of Proposi-
tion 8 and that the leading order coupling terms in (78) are of lower order.
Theory for non-autonomous systems asserts the errors in the slow manifold
model are of the same order as the residuals in the governing nonlinear system
(Potzsche & Rasmussen 2006, Proposition 3.6), even for random systems
(Arnold 2003, Roberts 2008, e.g.), and accounts for effects of time dependent
coupling terms in u
(`)
N . The second part follows because the linear ∂/∂ξ
terms signify generalised eigenvectors which are generally found iteratively,
see Section 3.2.
5.3 Application: nonlinear pattern formation
Before proving the existence and emergence results of the next section 5.4,
let’s model the long time evolution of small amplitude solutions of the Swift–
Hohenberg system in one space dimension: a field u(x , t) satisfies the nondi-
mensional nonlinear pde
∂u
∂t
= ru− (1 + ∂xx )
2u− u3 (80)
on a domain X of large extent in x . For parameter r small, the slow marginal
modes are u ∝ e±ix . The aim is to derive the well-known Ginzburg–Landau
pde
∂c
∂t
≈ rc− 3|c|2c+ 4∂
2c
∂x 2
, (81)
for the complex amplitude c(x , t) of oscillatory patterns u(x , t) ≈ ceix+c¯e−ix
(Cross & Hohenberg 1993, e.g.).
Significant theory exists to support the modelling of pattern formation by a
Ginzburg–Landau equation. For examples, Eckhaus (1993) proved it emerges
from nearby initial conditions. Mielke & Schneider (1995) also proved attrac-
tors existed for a class of problems including the Swift–Hohenberg equation.
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Schneider (1999) developed the work further to find global existence results
for pattern forming processes in applications to 3D Navier–Stokes problems.
Blomker et al. (2005) developed some theory for a stochastic Ginzburg–
Landau model of a stochastic Swift–Hohenberg equation in large domains.
This section provides new support for the Ginzburg–Landau approximation
to complement such earlier work, but additionally quantifies the leading error
in its slowly varying approximation.
Section 3.4 establishes a basis for analysing the Swift–Hohenberg pde (80).
Recall we embed the pde into larger problem, as illustrated by Figure 3:
the linear pde (42) for a field u(x,y, t), 2pi-periodic in y, becomes here the
nonlinear
∂u
∂t
= ru − (1 + ∂yy + 2∂yx + ∂xx)
2u − u3, for (x,y) ∈ X× [0, 2pi). (82)
Then solutions of the Swift–Hohenberg pde (80) are u(x , t) = u(x , x + φ, t)
for any phase φ. Equation (43) details the linear operators L0, . . . ,L4 . The
pde (82) satisfies the necessary Assumption 7 on the linear and nonlinear
parts, provided parameter |r| < 1/N. In particular, Haragus & Iooss (2011)
[§2.4.3] show that L0 satisfies the requisite properties for a local centre
manifold to exist and be attractive. We choose truncation N := 2 to derive
the Ginzburg–Landau pde (81) and its leading error.
Then Proposition 8 asserts that the dynamics of pde (82) near any station
x = X ∈ X is governed by the following pde for the generating polyno-
mial u˜(X, ξ,y, t):
∂u˜
∂t
= ru˜− (1 + ∂yy + 2∂yξ + ∂ξξ)
2u˜− u˜3
+
3∑
`=1
2∑
n=3−`
(
n+ `
2
)
L`u
(n+`−2)
2
ξn
n!
+ O
(‖~u‖4 + ξ4). (83)
The first line of (83) is the well-known form of the Swift–Hohenberg pde (80)
in terms of a ‘fast phase’ variable y and a ‘slow space’ variable ξ. The
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second line of (83) explicitly gives the leading order coupling error in terms
of uncertain ‘slow’ variable derivatives (∂/∂x) (denoted by superscripts in
paranetheses) of the second derivative u2. The nonlinear order of error term
in the second line of (83) (in terms of amplitude (77)) could be of higher
order, but quartic errors are sufficient to derive the Ginzburg–Landau pde.
Upcoming theory of Section 5.4 asserts that there exists a slow manifold
for the system (83), global in the spatial domain X. The slow manifold is
exponentially quickly attractive, in that transients decay roughly like O
(
e−t
)
,
from all nearby initial conditions. That is, the slow manifold model of the
Ginzburg–Landau pde is emergent.
To approximate the slow manifold model we solve the system (83) asymptoti-
cally. We find approximations to the autonomous system global in the space
domain X by invoking approximation theorems for the local ‘non-autonomous’
system formed by treating the inter-station coupling ∂nu2/∂x
n as an arbitrary
time dependent forcing of the local dynamics: by finding solutions of the
system (83) to errors O
(‖~u‖4 + ξ4), the slow manifold is then known to
errors O
(‖~u‖4) (Potzsche & Rasmussen 2006, Proposition 3.6). One further
detail is that it is best to treat the bifurcation parameter r as a ‘second order’
quantity: that is, we modify the Definition (77) of the amplitude ‖~u‖ to
include the extra term +|r|1/2 so that the parameter r = O
(‖~u‖2).
The computer algebra of Appendix C constructs the slow manifold model for
us: section C.1 caters for cross-sectional structures and the time dependence
in the uncertain coupling; section C.2 forms the leading order expression (78)
for the coupling; and section C.4 uses the residuals of pde (83) to iteratively
correct a slow manifold approximation until the residuals are zero to the speci-
fied order of error. For example, limiting the coupling to u2 =
∑1
k=−1 u2,ke
iky
for simplicity, the code finds the slow manifold is
u˜ = c˜+e
iy + c˜−e
−iy − 1
64
c˜3+e
i3y − 1
64
c˜3−e
−i3y
+ e−t?
[
(−6 + 24e−t? )u
(2)
2,0 + 30e
−t?u
(4)
2,0
]
− ξe−t?
(
6u
(1)
2,0 + 10u
(3)
2,0
)
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−
ξ2
2!
e−t?
(
12u
(2)
2,0 + 15u
(4)
2,0
)
+ O
(‖~u‖4)+ O(e−γt), (84)
for some decay rate γ ∈ (|r|, 1). This equation is in terms of the generating
polynomials that implicitly resolve the dynamics of the various derivatives
of the local field: to resolve the field itself, just set ξ = 0 to find the slow
manifold
u = c+e
iy + c−e
−iy − 1
64
c3+e
i3y − 1
64
c3−e
−i3y
+ e−t?
[
(−6 + 24e−t? )u
(2)
2,0 + 30e
−t?u
(4)
2,0
]
+ O
(‖~u‖4)+ O(e−γt). (85)
The first line is the classic cubic approximation to the Swift–Hohenberg field.
The second line gives the errors including the leading coupling error (more
terms appear when one resolves more wavenumbers in the coupling). The
computer algebra of Appendix C simultaneously determines the evolution
on the slow manifold in terms of the the evolution of the spatial gradients
implicit in the generating polynomials c˜±. Again, setting ξ = 0 and rewriting
ξ-derivatives as x-derivatives recovers the evolution of the complex amplitudes
themselves:
∂c±
∂t
= rc± − 3c∓c2± + 4
∂2c±
∂x2
− 6u
(2)
2,±1 ∓ i12u(1)2,±1 + O
(‖~u‖4)+ O(e−γt). (86)
When the initial conditions are real, then the amplitudes c± are complex
conjugate and the first line is the classic Ginzburg–Landau pde (81). In the
second line, the two terms in x-derivatives of u2,±1 are the leading estimate
of the uncertain coupling via the cross-section mode e±iy. Thus monitoring
the leading coupling terms in the second lines of (85)–(86) will quantitatively
estimate the error due to the approximation of slow variations in space.
The next section proves the existence and emergence of such a slow manifold
model, but in general.
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5.4 Centre manifold theory supports modelling
Given the equivalence between dynamics described by the general nonlinear
pde (67) and the dynamics (68) of the local generating polynomial (69), our
next task is to establish the existence and emergence of a model reduction of
these nonlinear dynamics. This section establishes on how centre manifold
theory applies to the local odes in generating polynomial form (68) when
coupled to its neighbours across the domain X via the high order derivatives
in r[u]. I call (68) a set of odes because the partial derivatives ∂/∂ξ just
access different components in the generating polynomial: in its ξ dependence
the system appears as just a finite set of equations, finite because the truncated
terms O
(
ξN+1
)
are spurious in our chosen Taylor series truncation.13 The
‘infinite dimensionality’ of the original physical pde (67) arises via the inter-
station coupling of the odes (68) which then form a system over the domain X.
It is this system that we address. In particular, this section establishes the
following proposition.
Proposition 15 (existence and emergence). Under Assumptions 2 and 7,
and in any open domain X where the gradients of uN are sufficiently small,
1. the pde (67) has a CN centre manifold in some neighbourhood of u = 0,
and globally in the domain X.
2. For as long as solutions stay in the neighbourhood, solutions are expo-
nentially quickly attracted to solutions on the centre manifold.
Proof. Proposition 8 establishes the generating polynomial (68) is equivalent
to the pde (67). Thus we prove Proposition 15 via the generating polynomial
odes (68). Section 5.4.1 establishes the bases for the centre and stable
subspaces of the system (68) over domain X which separates the linear
dynamics, globally in X. Using extant theory, primarily that by Aulbach &
Wanner (1996, 2000), section 5.4.2 then establishes that there exists a slow
13The odes (68) often contain partial derivatives in the cross-sectional variable y: this
nomenclature overlooks such partial derivatives.
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manifold in some neighbourhood, and section 5.4.3 establishes the emergence
of the centre manifold.
5.4.1 Centre and stable subspaces separate
A centre manifold is typically based on the subspaces of an equilibrium: here
we assume the equilibrium is at the origin u˜ = 0 , because the coupling r is then
also zero. Recall that section 3.2 establishes the existence and parametrisation
of a centre subspace provided Assumption 2 holds. This section also invokes
Assumption 2 and hence all the results of section 3.2 hold here: the difference
being the symbolic representation now invokes the data structure of the
generating polynomials and relevant derivatives ∂/∂ξ.
Under Assumption 2 and for each cross-section X ∈ X : there are m(N +
1) centre eigenvalues of odes (68); for the generating polynomial odes (68) the
corresponding (generalised) eigenvectors are, from (29), the m(N+1) columns
of polynomials
V˜ =
[
V0 V1 + ξV0 V2 + ξV1 +
ξ2
2!
V0 · · · VN + ξVN−1 + · · ·+ ξNN!V0
]
.
The following argument establishes these are the centre eigenvectors. For the
odes (68) for the generating polynomial u˜, define the linear operator L˜ :=∑
` L`∂
`/∂ξ` . Correspondingly define the linear operator A˜ :=
∑
`A`∂
`/∂ξ`
for centre variables c˜. Then, from (26) and the recursion (27b),
L˜V˜ =
[
L0V0 (L0V1 + L1V0) + ξL0V0 · · ·
]
=
[
V0A0 (V1A0 + V0A0) + ξV0A0 · · ·
]
= V˜A˜ .
Hence the subspace u˜ = V˜c˜ is invariant under the linear pde du˜/dt = L˜u˜,
and the centre variables c˜ satisfy
dc˜
dt
= A˜c˜ =
∑
`
A`
∂`c˜
∂ξ`
,
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which directly corresponds to (18) and (30). Since ξ is a proxy for the local
longitudinal coordinate, the eigenvectors in V˜ encapsulate the interaction
between longitudinal gradients of the field and cross-sectional structures. The
columns of V˜ form a basis for the centre subspace ENc (X) at any station X ∈ X.
Identical results hold for all stations X ∈ X , so ENc (X) =×X∈X ENc (X) forms
the centre subspace of the system (68) over the domain X.
Exactly analogous arguments, as in section 3.2, also establish a similar basis
for the collective stable space ENs (X). At each station X ∈ X, there is a
subspace u˜ = W˜d˜ which is invariant under the linear pde du˜/dt = L˜u˜, and
the stable variables d˜ satisfy
dd˜
dt
= B˜d˜ =
∑
`
B`
∂`d˜
∂ξ`
.
5.4.2 There exists a centre manifold
To establish Part 1 of Proposition 15 we invoke theory by Aulbach & Wanner
(1996, 2000) and hence now establish its preconditions in the generating
polynomial form (68). Consider the general system (68) over the set of
stations X ∈ X: then system (68) over all stations in X is well-posed and
autonomous except for coupling at the boundary ∂X providing effectively non-
autonomous forcing. The system (68) has two closed L˜-invariant subspaces
ENc (X) and ENs (X), with a spectral gap. The restrictions of L˜ to these spaces
generate strongly continuous semigroups as they are just the collection over X
of a block upper triangular operator with L0 on the diagonal, which by
Assumption 2 has the requisite strongly continuous semigroups (Aulbach &
Wanner 1996). Also under Assumption 2, the spectrum has the requisite
spectral gap: |<λs| > β > Nα > N|<λc| applies uniformly over domain X.
We want to consider the inter-station coupling r[u] appearing in system (68)
as a perturbing ‘nonlinearity’. First, the (multinomial) nonlinear terms in r,
gathered in the O
()
term of (78), are spurious since they are only there to
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cancel with high order, nonlinear, multinomial terms implicit in f[u˜] and thus
not present in the dynamics of the pde (67) when expanded in its Taylor
polynomial (19). Section 4.5 shows in the example how such nonlinear terms
arise to cancel with other implicitly introduced terms.
Introduce δ to parametrise both a nonlinear cut-off of nonlinearity f and a
‘low pass filter’ of the coupling. For any smooth enough function h(x) with
domain X, let the Fourier transform H(κ) of h(x), in a suitably generalised
sense to account for X, be such that h(x) =
∫∞
−∞ eiκxH(κ)dκ . By Parseval’s
theorem,
∫
X |h|
2 dx = L
∫∞
−∞ |H|2 dκ where the length L := ∫X 1dx . For the
purposes of this section, let the spatial derivative operator ∂/∂x denote
the low-pass filtered version of the usual derivative; that is, in this section
∂h/∂x :=
∫δ
−δ iκe
iκxH(κ)dκ . Then straightforward algebra derives the
bound that ∫
X
∣∣∣∣∂h∂x
∣∣∣∣2 dx 6 δ2L ∫δ
−δ
|H|2 dκ 6 δ2
∫
X
|h|2 dκ ,
and similarly for higher derivatives. That is, this low-pass filtered derivative
is bounded, ‖∂/∂x‖ 6 δ for a suitable norm. Consequently higher order
derivatives are also suitably bounded, |∂`uN/∂x
`| 6 δ`|uN|, and ∂`uN/∂x`
are C2N−`. These bounds decrease with parameter δ.
The nonlinearity f in system (68) is required to be CN+p+1 (Assumption 7).
Since the derivatives ∂nu˜/∂ξn operate only upon the generating polynomial u˜,
of Nth degree, then the derivative operator ∂/∂ξ in f is bounded. With a
suitable cut-off the nonlinearity becomes bounded and Lipschitz (Vander-
bauwhede & Iooss 1988, Haragus & Iooss 2011, Chicone 2006, Mielke 1986,
e.g.). Theorem 6.1 of Aulbach & Wanner (1996) then applies to the cut-off
version of system (68), for some small enough cut-off paramter δ > 0 , to
ensure the existence of a global CN centre manifold, tangent to the centre
subspace ENc (X) at the origin.
The cut-off version of system (68) is the original in a finite neighbourhood
proportional to parameter δ, so the centre manifold of system (68) exists
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in such a neighbourhood, which establishes Part 1 of Proposition 15. The
restriction on the cut-off parameter δmeans the resultant model is theoretically
supported in regimes where the coupling derivatives ∂`uN/∂x
` are small
enough to be in the low pass band of the filter, as required by Proposition 15.
It is in only this statement that we make the slowly varying assumption of
multiscale modelling.
5.4.3 A centre manifold emerges
Given the conditions invoked in the previous section 5.4.2, Theorem 4.1 of
Aulbach & Wanner (2000) asserts the (cut-off) system (68) is topologically
equivalent to
dC˜
dt
= A˜C˜+ F˜(t, C˜),
dD˜
dt
= B˜D˜ , (87)
for some centre and stable variables C˜ and D˜, where C˜ ≈ c˜ and D˜ ≈ d˜ ,
operators A˜ and B˜ are given in section 5.4.1, and for some perturbation F˜.
Because the spectrum of B˜ satisfies <λ 6 −β < 0, these new stable variables
D˜→ 0 as t→∞ . The centre manifold is D˜ = 0 . In the original system (68),
without the cut-off, there is the extra caveat that this decay is guaranteed to
apply only as long solutions stay in the finite neighbourhood. Because the
evolution of C˜ under (87) is identical on the centre manifold D˜ = 0 to off the
centre manifold, solutions off the centre manifold approach solutions on the
centre manifold. This establishes Part 2 of Proposition 15—except for the
exponential rate. Thus the evolution on the centre manifold emerges as the
long term dynamics global across the domain X, albeit local in amplitude ‖~u‖.
The topological equivalence of Aulbach & Wanner (2000), although continuous,
may not be as smooth as needed. To establish the exponential rate let’s
return to the ‘vector’ form (24) which is more convenient here, albeit modified
for nonlinearity. Assume we have changed coordinates at each station X ∈ X
to linearly separate the centre and fast variables, say ~c(X,y, t) and ~d(X,y, t)
respectively, as in system (31) but with nonlinearities. Recall that theory for
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non-autonomous systems asserts there exists a smooth coordinate transform
for nonlinear non-autonomous systems that nonlinearly decouples centre and
stable variables (Roberts 2008, e.g.), even for random systems (Arnold 2003,
e.g.). The procedures of sections 4.5, 5.2, and 5.3 provide practical methods
to construct approximations of such centre manifold models. Thus, regarding
the coupling ∂`uN/∂x
` as a time dependent input to the local dynamics at a
station, a smooth coordinate transform exists, (~C, ~D)↔ (~c,~d) for all stations
X ∈ X , so that the local stable variables evolve according to
d~D
dt
=
[
B+G(~C, t)
]
~D where B :=

B0 B1 B2 · · · BN
0m B0 B1
. . .
...
0m 0m B0
. . . B2
...
. . . . . . . . . B1
0m · · · 0m 0m B0
 , (88)
and matrix G = O
(
|~C|
)
where the filtered coupling with neighbouring stations
leads to the notional time dependence in G.
Under the following assumption that characterises the spatial interactions
of the stable modes, Lemma 17 completes the proof of the existence and
emergence Proposition 15 by bounding the rate of emergence of the centre
manifold.
Assumption 16. Recall the eigenvalues of B0 have real-part 6 −β (Assump-
tion 2). Let the basis for ~D = (D0,D1, . . . ,DN) be chosen so that B0 satisfies
D†B0D 6 −γ|D|2 for some 0 < γ 6 β . Assume the off-diagonal entries in B
satisfy ‖Bn‖ 6 γ/N for n = 1, . . . ,N .
Lemma 17 (rate of emergence). The centre manifold emerges from at least
a surrounding neighbourhood of initial conditions, for as long as solutions
stay in the neighbourhood, at a rate at least γ ′/2 for any 0 < γ ′ < γ.
Proof. To bound the rate of attraction to the centre manifold ~D = ~0, define
the Lyapunov function E := 1
2
~D†~D. Then straightforward algebra deduces
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that the time derivative
dE
dt
=
∑
n6ν
D†nBν−nDν + ~D
†G~D
6 −γ
N∑
n=0
|Dn|
2 +
γ
N
∑
n<ν
|Dn||Dν|+ ~D
†G~D
6 −γ
2
N∑
n=0
|Dn|
2 −
γ
2N
∑
n<ν
(|Dn|− |Dν|)
2
+ ~D†G~D
6 −γ
2
N∑
n=0
|Dn|
2 + ~D†G~D .
That is,
dE
dt
6 ~D†
[
−1
2
γI+G(~C, t)
]
~D .
Since G(~0, t) = 0 and by continuity of G, there exists a finite neighbourhood
of ~D = ~0 such that dE/dt 6 −γ ′E for any 0 < γ ′ < γ 6 β and hence
E = O
(
e−γ
′t
)
as t→∞ for as long as solutions stay in the neighbourhood.
That is, ~D = O
(
e−γ
′t/2
)
which proves the lemma.
6 Conclusion
This article develops a new general theoretical approach to supporting the
much invoked practical approximation of slow variations in space. The
approach is to examine the dynamics in the locale around any cross-section.
We find that a Taylor series approximation to the dynamics is only coupled
to neighbouring locales via the highest order resolved derivative. Treating
this coupling as an ‘uncertain forcing’ of the local dynamics we in essence
apply non-autonomous centre manifold theory to prove the existence and
emergence of a local model. This support applies for all cross-sections and
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so establishes existence and emergence globally in the domain. Sections 2–3
develop the approach for linear systems, and then sections 4–5 generalise the
approach to nonlinear systems.
One result is that the new theory recovers a version of traditional multiple
scale modelling as a special case (Corollary 12), and justifies rigorously an
established formal procedure (Corollary 13).
In this theory there is no requirement for some small parameter to tend to
zero. A centre manifold model exists for solutions up to at least some finite
amplitude and up to at least some finite spatial gradients of the variables.
Because the ‘uncertain’ coupling term accounts for errors in the slowly varying
assumption, this assumption need not be imposed on the construction of
the slow manifold model (section 5.2); it only need be a restriction on the
regime of solutions to which the model is applied. Indeed, the theory justifies
the centre manifold model to exist and emerge over any open domain not
including significant boundary layers or shocks.
This article focussed on the case of a centre manifold amongst centre-stable
dynamics as this case is the most broadly useful in modelling dynamics.
The key required properties are the persistence of centre manifolds under
perturbations by both nonlinearities and time dependent ‘forcing’. Since
this property of persistence is shared by other invariant manifolds, I expect
the same approach will support the existence and perhaps relevance of other
invariant manifolds with slow variations in space.
This approach opens much for future research. It may be able to illuminate
the thorny issue of providing boundary conditions to slowly varying models
(Segel 1969, Roberts 1992, e.g). One significant restriction on the analysis here
is that the system is homogeneous in space: however, preliminary research
suggests that we can adapt the approach to inhomogeneous systems, and to
systems where the longitudinal operators are nonlocal rather than the local
derivatives ∂n/∂xn invoked here. Further, a generalisation to multiple slow
dimensions should be valuable in order to model problems such as shells,
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plates and Turing patterns (Mielke 1992, cf.).
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A Computer algebra models the heat
exchanger
This section lists and describes computer algebra code to analyse the Taylor
series approach to the slowly varying modelling of the heat exchanger (48) of
Figure 1. I invoked the free computer algebra package Reduce14 (MacCullum
& Wright 1991, e.g.). Analogous code will work for other computer algebra
packages.
An if-statement decides whether to execute this appendix, or not.
1 if 0 then begin
Then make the printing appears nicer.
2 on div; on revpri; off allfac; linelength 60$
3 factor df,c,d;
A.1 Substitute a Taylor series
Define coefficients of the local expansion of the fields: they generally depend
upon station X (xx) and time t.
14http://www.reduce-algebra.com/ gives full information about Reduce.
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4 operator c; depend c,xx,t;
5 operator d; depend d,xx,t;
Choose to expand in a Taylor series to the order N specified here; choose
N = 4 to reproduce the modelling discussed in section 2. The last coefficient
being at an unknown location so make it additionally a function of position x
as well as station X and time t.
6 nn:=4;
7 depend c(nn),x;
8 depend d(nn),x;
Form the Taylor series (49a) and (49b) of the fields.
9 ct:=(for n:=0:nn sum c(n)*(x-xx)^n/factorial(n));
10 dt:=(for n:=0:nn sum d(n)*(x-xx)^n/factorial(n));
Find residuals (7a)–(7b) of the pdes (48) when the fields are expanded in
this Taylor series.
11 resc:=-df(ct,t)+df(dt,x);
12 resd:=-df(dt,t)-dt+df(ct,x);
A.2 Local ODEs
Derive a set of linearly independent equations (8) simply by differentiation
and evaluation at x = X :
13 array odec(nn),oded(nn);
14 for n:=0:nn do begin
15 write odec(n):=sub(x=xx,df(resc,x,n));
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16 write oded(n):=sub(x=xx,df(resd,x,n));
17 end;
A.3 Time dependent coordinate transform
Now derive the time dependent normal form transform of section 2.3. For
convenience, change the name of the forcing by the uncertain coupling terms.
Invoke a time, tt, that is notionally independent of the ‘slow’ time evolution
of variables so that we can treat the time dependence in variables ~C and ~D
separately from the time dependence in the uncertain coupling cNx and dNx.
18 operator w; depend w,tt;
19 subw:={ df(d(nn),x)=>w(d), df(c(nn),x)=>w(c) };
20 for n:=0:nn do begin
21 write odec(n):=(odec(n) where subw);
22 write oded(n):=(oded(n) where subw);
23 end;
24 depend tt,t;
Store the current transform in cx and dx, and the time derivatives of the new
variables as C˙n = dcdt(n) and D˙n = dddt(n).
25 operator cc; depend cc,xx,t;
26 operator dd; depend dd,xx,t;
27 array dx(nn),cx(nn),dcdt(nn),dddt(nn);
28 let { df(dd(~n),t)=>dddt(n)
29 , df(cc(~n),t)=>dcdt(n)
30 , d(~n)=>dx(n), c(~n)=>cx(n) };
Let’s choose to parametrise the slow subspace by the Cn = cc(n) variables
as we welcome history integrals appearing in the slow subspace evolution as
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encoding the uncertain coupling between neighbouring stations.
The initial approximation to the coordinate transform is the identity, with
decay of stable variables Dn = dd(n).
31 for n:=0:nn do cx(n):=cc(n);
32 for n:=0:nn do dx(n):=dd(n);
33 for n:=0:nn do dcdt(n):=0;
34 for n:=0:nn do dddt(n):=-dd(n);
Need to express the uncertain remainders as history integrals so use well
established operators (Roberts 2008, 2007, e.g.).
35 operator z; linear z;
36 let { df(z(~f,tt,~mu),t)=>-sign(mu)*f+mu*z(f,tt,mu)
37 , z(1,tt,~mu)=>1/abs(mu)
38 , z(z(~r,tt,~nu),tt,~mu) =>
39 (z(r,tt,mu)+z(r,tt,nu))/abs(mu-nu) when (mu*nu<0)
40 , z(z(~r,tt,~nu),tt,~mu) =>
41 -sign(mu)*(z(r,tt,mu)-z(r,tt,nu))/(mu-nu)
42 when (mu*nu>0)and(mu neq nu)
43 };
Define an operator to separate out terms in stable variables Dk.
44 operator only; linear only;
45 let { only(dd(~k),dd)=>dd(k) , only(1,dd)=>0 };
Iterate to separate the slow and stable subspaces: this algorithm takes six
iterations to construct the N = 4 case discussed in section 2.3.
46 for iter:=1:99 do begin
47 ok:=1;
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48 for n:=0:nn do begin
49 resd:=oded(n);
50 dddt(n):=dddt(n)+(gd:=only(resd,dd));
51 dx(n):=dx(n)+z(resd-gd,tt,-1);
52 resc:=odec(n);
53 cx(n):=cx(n)-(fd:=only(resc,dd));
54 dcdt(n):=dcdt(n)+(resc-fd);
55 ok:=if {resc,resd}={0,0} then ok else 0;
56 end;
57 showtime;
58 if ok then write iter:=iter+10000;
59 end;
Write the resultant slow subspace (11), stable subspace (12) and their corre-
sponding evolution (13)–(14).
60 for n:=0:nn do write cx(n):=cx(n);
61 for n:=0:nn do write dx(n):=dx(n);
62 for n:=0:nn do write dcdt(n):=dcdt(n);
63 for n:=0:nn do write dddt(n):=dddt(n);
End the if-statement that chooses whether to execute the code of this ap-
pendix.
64 end;
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B Computer algebra models the nonlinear
heat exchanger
This section lists and comments on computer algebra code to analyse the Tay-
lor series and generating function approaches to the slowly varying modelling
of the nonlinear heat exchanger (48). As in the preceding section, it uses
the free computer algebra package Reduce.15 Analogous code will work for
other computer algebra packages. Almost exactly the same code will analyse
a variety of ‘heat exchanger’ pdes simply by modifying the advection and
nonlinear terms.
An if-statement decides whether to execute this appendix, or not.
65 if 0 then begin
Make printing prettier.
66 on div; on revpri; off allfac; linelength 60$
Choose to expand in a Taylor series to the order specified here; choose N := 2
for illustration, but I have confirmed the algorithm for all N 6 9.
67 nn:=2;
B.1 In the interior
Define coefficients of the local expansion (49) of the fields. They depend upon
time t and the station X.
15http://www.reduce-algebra.com/
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68 operator c; depend c,xx,t;
69 operator d; depend d,xx,t;
The last term in the Taylor series (49), being at an unknown location, is
additionally a function of position x as well as time t and station X.
70 depend c(nn),x;
71 depend d(nn),x;
Form the Taylor series (49) of the mean and difference fields.
72 cc:=(for n:=0:nn sum c(n)*(x-xx)^n/factorial(n));
73 dd:=(for n:=0:nn sum d(n)*(x-xx)^n/factorial(n));
Find residuals of the pdes (48). One may modify these advection and
nonlinear terms to analyse variations to the pdes.
74 resc:=-df(cc,t)+df(dd,x)-cc*dd;
75 resd:=-df(dd,t)-dd+df(cc,x)-(cc^2+dd^2)/2;
B.2 Exact local nonlinear ODEs
The derived expressions for the residuals are exact everywhere. But they are
useful near the section x = X . To find a set of linearly independent equations
repeatedly differentiate the residuals and evaluate at x = X :
76 array odec(nn),oded(nn);
77 for n:=0:nn do begin
78 write odec(n):=sub(x=xx,df(resc,x,n));
79 write oded(n):=sub(x=xx,df(resd,x,n));
80 end;
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In computer algebra we want a variable to count the order of each of the
terms in all of the equations. In a general truncation the Definition (54) of
the amplitude becomes
‖~u‖ :=
N∑
n=0
(
|cn|
1/(n+1) + |dn|
1/(n+1)
)
,
then cn,dn = O
(‖~u‖n+1) as ‖~u‖ → 0. Introduce small, and count variables
according to this amplitude so that a factor labelled through multiplication
by smallp denotes a factor O
(‖~u‖p). The procedure wsmall encodes this
choice (as it may be varied in other contexts). Do not explicitly count the order
of the dn variables as on the slow manifold they will naturally be counted:
it is only if we were to perform a normal form, near identity, coordinate
transform that we would want to explicitly count the dn variables.
81 factor small;
82 procedure wsmall(n); small^(n+1);
83 weighting:=for n:=0:nn collect c(n)=wsmall(n)*c(n);
Also decide on the level of detail resolved in the influence of the coupling
terms cNx and dNx. Here propose that the coupling terms cNx,dNx =
O
(‖~u‖N+1). Reducing this proposed order to O(‖~u‖N) generates quadratic
terms in these uncertain factors which appears to increase complication for
insignificant benefit. One might argue that the coupling terms should be one
order higher, cNx,dNx = O
(‖~u‖N+2), as they both involve an extra spatial
derivative: however, such a view is unnecessarily redolent of the multiple scales
straightjacket; instead let’s allow the domain of validity of our analysis to be
larger than this by assuming the coupling to be O
(‖~u‖N+1) as is consistent
with the measure of cN and dN in the amplitude.
For convenience in the computer algebra, rename the coupling terms as wc
and wd. Like cNx and dNx these abbreviations w depend upon station X
and time t, but we invoke a separate time symbol, tt, in order to separate
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the time dependence in the coupling from the other slow time evolution on
the slow manifold.
84 operator w; depend w,xx,tt;
85 coupling:={ df(d(nn),x)=>wsmall(nn)*w(d)
86 , df(c(nn),x)=>wsmall(nn)*w(c) };
87 depend tt,t;
Implement the accounting of order in the odes.
88 for n:=0:nn do begin
89 write odec(n):=sub(weighting,(odec(n)where coupling));
90 write oded(n):=sub(weighting,(oded(n)where coupling));
91 end;
The governing odes (52) then look like the following with the explicit ac-
counting of the orders of both cn and the coupling. These equations use the
symbol ε to denote the order counting variable small.
εc˙0 = d1 − εc0d0,
ε2c˙1 = d2 − εc0d1 − ε
2c1d0,
ε3c˙2 = −εc0d2 − 2ε
2c1d1 − ε
3c2d0 + ε
33wd,
d˙0 = −d0 + ε
2[c1 −
1
2
c20] −
1
2
d20,
d˙1 = −d1 + ε
3[c2 − c0c1] − d0d1,
d˙2 = −d2 + ε
4[−c21 − c0c2] − d
2
1 − d0d2 + ε
33wc.
B.3 Time dependent slow manifold
In the computer algebra, store the current slow manifold in variables d0, and
the evolution of the slow variables in g0: the zero denoting quantities of the
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slow manifold. Initially both are approximated by the zero initialisation of
this array declaration.
92 array d0(nn),g0(nn);
93 let { d(~n)=>d0(n)
94 , df(c(~n),t)=>g0(n) };
Need to express the uncertain remainders as integrals so use well established
operators from non-autonomous and stochastic slow manifold theory (Roberts
2008, e.g.):
z(f,tt,mu) :=
∫ t
0
eµ(t−s)f(s)ds for µ < 0 . (89)
95 operator z; linear z;
96 let { df(z(~f,tt,~mu),t)=>-sign(mu)*f+mu*z(f,tt,mu)
97 , z(1,tt,~mu)=>1/abs(mu)
98 , z(z(~r,tt,~nu),tt,~mu) =>
99 (z(r,tt,mu)+z(r,tt,nu))/abs(mu-nu) when (mu*nu<0)
100 , z(z(~r,tt,~nu),tt,~mu) =>
101 -sign(mu)*(z(r,tt,mu)-z(r,tt,nu))/(mu-nu)
102 when (mu*nu>0)and(mu neq nu)
103 };
Let’s choose to parametrise the slow manifold by the c(n) variables, precisely,
as we are not worried by history integrals appearing in the slow manifold
evolution. This choice simplifies analysis.
Truncate to an order determined by the number of terms in the original Taylor
series: errors O
(‖~u‖N+2) may be best in general—the errors being one order
higher than the smallest resolved term, but in this problem it appears that
O
(‖~u‖N+3) errors also gives good answers.
104 write "Truncate to errors O(small^",nn+3,")";
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105 for o:=nn:nn do let small^(o+3)=>0;
Iterate to find the slow manifold. Modify the evolution updates by the weight
of the variable cn as we have already counted its weight.
106 for iter:=1:99 do begin
107 ok:=1;
108 for n:=0:nn do begin
109 d0(n):=d0(n)+z(resd:=oded(n),tt,-1);
110 g0(n):=g0(n)+(resc:=odec(n))/wsmall(n);
111 ok:=if {resc,resd}={0,0} then ok else 0;
112 end;
113 showtime;
114 if ok then write iter:=iter+10000;
115 end;
Write the resultant slow manifold, and note the convolutions are only over
the past history.
116 for n:=0:nn do write d0(n):=d0(n);
117 for n:=0:nn do write g0(n):=g0(n);
This code deduces the slow manifold (56) and evolution (57) thereon, with
absolute errors O
(‖~u‖5).
B.4 The slow manifold via the generating function
Start by confirming the order of the Taylor polynomial. Factorize small for
clarity.
118 nn:=nn;
119 factor small;
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Introduce two generating function polynomials that encapsulate the (N+ 1)
local derivatives within an Nth degree polynomial, generalising (61):
c˜(ξ,X, t) =
N∑
n=0
cn(X, t)
ξn
n!
, d˜(ξ,X, t) =
N∑
n=0
dn(X, t)
ξn
n!
. (90)
Omit the higher order terms, as with correct absolute error truncation they
now have no effect on the results, and only complicate the details of the
construction. Anyway, the hot labelled terms are only appropriate for the
case N = 2 (and only for this specific nonlinearity).
120 hot:=0;
Parametrise the slow manifold by c˜ which evolves in time according to (64a)
with explicit count of order in small, denoted by ε, to control asymptotic
truncation. The modelling involves two, time dependent, ‘uncertain’ terms
called w(c) and w(d) for no good reason. The following appears to be
compatible with the earlier slow manifold.
121 depend tc,t,xi;
122 let df(tc,t)=>small*df(td,xi)-small*tc*td
123 +(nn+1)*xi^nn/factorial(nn)*w(d)
124 +hot*small*(
125 xi^3/2*((df(tc,xi)-xi*df(tc,xi,2))*df(td,xi,2)
126 +(df(td,xi)-xi*df(td,xi,2))*df(tc,xi,2))
127 +xi^4/4*df(tc,xi,2)*df(td,xi,2) )
128 ;
Now iterate to construct the slow manifold starting from the initial approxi-
mation that d˜ = 0. Find that truncating to relative error O
(
εN+2
)
is the same
as the slow manifold construction of section B.3. Also truncate to O
(
ξN+1
)
,
corresponding to the finite generating polynomial, because the neglected terms
do not change the results we extract. But actually implement truncation
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to O
(
εN+2 + ξN+2
)
for three reasons: because it is more efficient; because
differentiation by ξ is always accompanied by a multiplication by ε; and
because the leading order term in ξN+1 already has a factor of ε.
129 td:=0$
130 for o:=nn+2:nn+2 do let {
131 small^o=>0, xi^o=>0,
132 xi*small^(o-1)=>0, small*xi^(o-1)=>0,
133 small^~p*xi^~q=>0 when p+q>=o
134 };
135 for iter:=1:99 do begin
Compute the residual of the ode (64b), and use the residual to update d˜.
The evolution of c˜ is then automatically updated by Reduce via the earlier
let-rule.
136 resd:=-df(td,t)-td+small*df(tc,xi)
137 -small/2*(tc^2+td^2)+(nn+1)*xi^nn/factorial(nn)*w(c)
138 +hot*small*(
139 xi^3/2*((df(tc,xi)-xi*df(tc,xi,2))*df(tc,xi,2)
140 +(df(td,xi)-xi*df(td,xi,2))*df(td,xi,2))
141 +xi^4/8*(df(tc,xi,2)^2+df(td,xi,2)^2) )
142 ;
143 td:=td+z(resd,tt,-1);
Exit the iteration when the residual is zero to the specified order.
144 showtime;
145 if resd=0 then write iter:=iter+10000;
146 end;
Upon finishing the construction, find its version of the slow manifold evolution.
Tony Roberts, November 19, 2018
B Computer algebra models the nonlinear heat exchanger 83
147 dcdt:=df(tc,t)$
B.5 Compare the two slow manifold views
Recover and compare the evolution and slow manifold of the generating
polynomial results with that of the previous detailed Taylor series analysis.
Truncate to one higher order of error to match the absolute error used in
sections 4.2–4.3.
148 for o:=nn:nn do let small^(o+3)=>0;
Do not need to count the order of cn in c˜ as the various derivatives in
the expansion are already counted, but we do need to multiply the various
components by the appropriate absolute order when extracting the components
from the generating polynomial.
149 array dcndt(nn),dnn(nn);
150 tc:=for n:=0:nn sum xi^n/factorial(n)*c(n);
151 for n:=0:nn do write
152 dcndt(n):=wsmall(n)*coeffn(dcdt,xi,n)*factorial(n);
153 for n:=0:nn do write
154 dnn(n):=wsmall(n)*coeffn(td,xi,n)*factorial(n);
Passes the comparison check beautifully to confirm the generating polynomial
approach is precisely equivalent to the specified order.
155 for n:=0:nn do begin
156 write "cerror",n,":=",dcndt(n)-wsmall(n)*g0(n);
157 write "derror",n,":=",dnn(n)-d0(n);
158 end;
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End the if-statement.
159 end;
C Computer algebra models pattern
formation in the Swift–Hohenberg PDE
This section lists and comments on computer algebra code to analyse the
generating function approach to the slowly varying modelling of the Swift–
Hohenberg pde (80). As in the preceding sections, it invokes the free computer
algebra package Reduce.16 Analogous code will work for other computer
algebra packages. Almost exactly the same code will analyse a variety of
similar pdes simply by modifying the nonlinear and perturbative terms.
An if-statement decides whether to execute this appendix, or not.
160 if 1 then begin
Make printing prettier.
161 on div; on revpri; off allfac; linelength 60$
Choose to analyse to the order specified here; choose N := 2 for illustration,
but have confirmed the algorithm works for all orders N 6 6.
162 nn:=2;
16http://www.reduce-algebra.com/
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C.1 Define some useful operators
We expand the pattern solution in a complex Fourier series in the ‘fast’
variable y, so here define operator cis θ = eiθ. Do not simplify cis(0) as
we want it for later pattern matching.
163 operator cis;
164 let { df(cis(~a),~y)=>cis(a)*i*df(a,y)
165 , cis(~a)*cis(~b)=>cis(a+b)
166 , cis(~a)^~p=>cis(p*a)
167 };
In the local slow manifold we need to account for the time variation of the
uncertain coupling as history integrals. I invoke established convolution opera-
tors (89) from non-autonomous and stochastic slow manifold theory (Roberts
2008, e.g.). Need to use a ‘fast’ time, tt, that is notionally independent of
the ‘slow’ time evolution of variables.
168 depend tt,t,cis;
169 operator z; linear z;
170 let { df(z(~f,tt,~mu),t)=>-sign(mu)*f+mu*z(f,tt,mu)
171 , z(1,tt,~mu)=>1/abs(mu)
172 , z(z(~r,tt,~nu),tt,~mu) =>
173 (z(r,tt,mu)+z(r,tt,nu))/abs(mu-nu) when (mu*nu<0)
174 , z(z(~r,tt,~nu),tt,~mu) =>
175 -sign(mu)*(z(r,tt,mu)-z(r,tt,nu))/(mu-nu)
176 when (mu*nu>0)and(mu neq nu)
177 };
To find structures in the cross-section, define the operator linv to generate
updates in the ‘fast’ time and cross-section variables.
178 operator linv; linear linv;
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179 let { linv(cis(~m*y),cis)=>cis(m*y)/(1-m^2)^2
180 , linv(~~a*cis(0),cis)=>z(a,tt,-1)*cis(0)
181 , linv(~~a*cis(~m*y),cis)=>z(a,tt,-(1-m^2)^2)*cis(m*y)
182 };
C.2 Derive the leading coupling expression
One novel aspect of our approach is we quantify the leading order estimate of
error in the slowly varying approximation. To do so we need various terms
in the highest order derivative of the notional Taylor series expansion: thus
introduce un to denote uN(X, x,y, t), and use un(p,k) to denote the pth
x-derivative of the kth mode in the cross-section, eiky.
In the computer algebra we prefer a variable to count the order of each of the
terms in all of the equations. Introduce small, and count variables according
to the Definition (77) of amplitude.
183 factor small;
Decide how many modes of the ‘uncertain’ coupling that we resolve in the
cross-section by setting kk, although because we only resolve the linear effects
so only modes k = ±1 affect the slow manifold evolution.
184 kk:=2;
185 operator un; depend un,x,xx,tt;
186 tu:=small^(nn+1)*(for k:=-kk:kk sum un(0,k)*cis(k*y));
187 coupling:={ df(un(~p,~k),x)=>un(p+1,k) }$
Construct the uncertain coupling for the generating function approach. Code
into ru, the known terms in equation (78) for r[u] and invoke the linear
operators (43) for the Swift–Hoheberg pde. When we later differentiate with
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respect to ξ we automatically multiply by small: which means that here we
have to compensate by dividing by small for each power of ξ.
188 factor xi;
189 write
190 ru:=for ell:=1:4 sum
191 for n:=max(nn-ell+1,0):nn sum xi^n/factorial(n)/small^n
192 *factorial(ell+n)/factorial(nn)/factorial(ell+n-nn)
193 *(df(if ell=1 then -4*df(tu,y)-4*df(tu,y,3)
194 else if ell=2 then -2*tu-6*df(tu,y,2)
195 else if ell=3 then -4*df(tu,y)
196 else if ell=4 then -tu
197 ,x,ell+n-nn) where coupling)$
C.3 Initialise the slow manifold
Parametrise the slow manifold by c± which evolves in time according to
∂c±/∂t = g± for some right-hand side to find.
198 depend cp,t,xi;
199 depend cm,t,xi;
200 let { df(cp,t)=>gp, df(cm,t)=>gm };
The linear approximation is the slow subspace of the span of e±iy, which are
approximately equilibria.
201 tu:=small*(cp*cis(y)+cm*cis(-y))$
202 gp:=gm:=0$
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C.4 Iteration finds the slow manifold
Now iterate to construct the slow manifold. Implement truncation to residu-
als O
(‖~u‖N+2+ξN+2) because it is efficient, and because differentiation by ξ
is always accompanied by a multiplication by small.
203 for o:=nn+2:nn+2 do let {
204 small^o=>0, xi^o=>0,
205 xi*small^(o-1)=>0, small*xi^(o-1)=>0,
206 small^~p*xi^~q=>0 when p+q>=o
207 };
208 for iter:=1:99 do begin
In each iteration, compute the residual of the Swift–Hohenberg pde (80),
including the leading ‘uncertain’ coupling as in equation (83). The multipli-
cation by small that counts order according to amplitude (77), corresponds
symbolically to the multiplication by ε that arise in the method of multiple
scales, as established by Corollary 12.
209 v:=tu+df(tu,y,y)+small*2*df(tu,xi,y)+small^2*df(tu,xi,xi);
210 resu:=-df(tu,t) +small^2*rr*tu -tu^3
211 -(v+df(v,y,y)+small*2*df(v,xi,y)+small^2*df(v,xi,xi))
212 +ru;
213 write lengthres:=length(resu);
Use the residual to update the evolution on the slow manifold in g± and the
slow manifold itself u˜(X, ξ,y, c+, c−).
214 gp:=gp+(gpd:=coeffn(resu,cis(+y),1))/small;
215 gm:=gm+(gmd:=coeffn(resu,cis(-y),1))/small;
216 tu:=tu+linv(resu-gpd*cis(y)-gmd*cis(-y),cis);
Exit the iteration when the residual is zero to the specified order of errors.
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217 showtime;
218 if resu=0 then write iter:=iter+10000;
219 end;
Upon finishing the construction, find its version of the slow manifold evolution.
220 write dcpdt:=gp;
End the if-statement and the execution.
221 end;end;
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