The purpose is to find factors that are important for explaining expected returns of the Swedish industrial portfolios for the period 1980 to 1997 and to analyse the factor exposures of these portfolios.
I. Introduction
Since its inception in the 1960s the capital asset pricing model, CAPM, has been in the foreground for determining equilibrium prices. In this model it is the market portfolio that drives the return generating processes of all assets, which implies a one-factor model where the influences from all other possible risk sources are mediated via the market portfolio.
Already in Merton's contribution from 1973 there is an explicit multi-factor model, albeit within an intertemporal setting. But first with Ross' development of arbitrage pricing theory (APT) from 1976 the factor model became a central part of several empirical applications. In the wake of Ross' contribution there evolved a fiery debate on the number of factors distilled by factor analysis from historical data, see e.g. Roll and Ross (1980) versus Dhrymes et al. (1984) . In this controversy the factors were of a statistical nature but there were also empirical applications of APT that used pre-specified economic variables. Chen, Roll and Ross (1987) made a fundamental contribution where they mainly used news from macroeconomic variables as factors. In the early 1990s Fama and French constructed a three-factor model: the market portfolio was used besides portfolios of assets ''mimicking'' size and book-to-market factors (Fama and French, 1992 and 1993) .
The multifactor models are interesting both from an asset pricing point of view by looking at priced risk sources (e. g., Fama and French, 1992) and from a risk management perspective by disclosing the sources of variations and covariations in returns (see e.g., Chan et al., 1999) .
In both cases the importance of the candidate factors depends on the choice of the asset or assets for which the return moments should be explained, henceforth denoted test assets. In asset pricing tests the common practice is to construct portfolios sorted based on characteristics that are found to be correlated with the realized mean returns of the assets (see for example Fama and French, 1993 and 1996; Daniel and Titman, 1997; Ferson and Harvey 1999) . 1 However, there are other proper candidates as test assets, for example portfolios representing different sectors of the economy. Factor models are very functional in analyzing the exposure of the different sectors to distinct types of risk and to separate the overall return for each sector into priced risk components. This may expose over/under-valued economic sectors and point at factors that are important for controlling portfolio risk.
The aim of this study is to find factors that are important for explaining cross-sectional differences in average returns of the Swedish industrial portfolios. We also analyse the exposure of the industrial portfolios to the factors within an asset pricing model. The latter analysis can be used as input into risk management even if the factors are not important from the point of view of asset pricing. The study covers the period 1980 to 1997.
In asset pricing models the expected returns on test assets are defined as a linear combination of the factor sensitivity of the assets times the risk premium of the factors.
However, when the candidate factors are not asset portfolios we cannot directly specify the risk premium. A commonly used approach is to include asset betas against the factors in repeated cross-sectional regressions, usually on a monthly basis, and estimate the factor risk premia (see Fama and MacBeth, 1973; Chen, Roll and Ross, 1987) . In time-series tests a possible approach is to construct portfolios that mimic the factors and use the returns of these portfolios instead of the original factors. By definition the expected return of the factor mimicking portfolio should be a measure of the factor risk premium. In this study we use the latter alternative. The factor mimicking portfolios have the advantage, compared to directly using the variables, of allowing for time series tests where both the independent and the dependent variables are portfolio returns.
There are several studies analysing the impact of different factors on industrial portfolios. Fama and French (1997) use the three-factor model in estimating industry cost of capital and their focus is therefore only on factors that are found to be important for expected returns in earlier studies. There are other studies which investigate the exposure of the industries to different macroeconomic factors by looking at the loadings of the industrial portfolios on the factors (see for example Boudoukh et al., 1994; Priestley and Odegaard, 2001) . Most of these studies, however, do not follow an asset pricing perspective and rely generally on a limited number of factors. Since most of the candidate factors may have overlapping effects or partially present the same background risk it is important to separate the impact of the factors in a multivariate approach.
We have chosen factors that are commonly used in different multifactor models. However, our approach takes into account the fact that most industrial sectors are exposed to foreign competition and where the stock market is at least partially integrated with the world market.
Thus, a world market index and a home market index are used in this analysis. In order to discern influences from the two markets we use that part of the Swedish index that is orthogonal to the world market index. This international connection is obviously essential for an open economy like the Swedish one where most firms are active on export markets and some of them even on a global scale. The analysis is therefore not only relevant for other small open economies but also for sectors or firms belonging to large economies and moving on the world market. We divide the variables into four categories (see Chan et al., 1998): market (the world market index and the orthogonal Swedish portfolio), fundamental (firm characteristics), technical (past returns with different lags) and macroeconomic.
The focus is to test different specifications in order to find factors that are important in generating the industrial portfolio returns. Our benchmark is the market model based on the market indices, which is the simplest model. The paper uses a seemingly unrelated regression model (SUR) for ten industrial portfolios. We are looking both at the intercepts as a measure of mispricing and the factor loadings of the industrial portfolios. To expose the importance of the factors we use two different approaches. The main approach is to use the our predefined factors directly on the multifactor model while the secondary approach uses the principal components analysis to link the factors to the industrial portfolio returns. We use an extreme bound analysis to verify the robustness of the estimated coefficients for changes in model specification. Furthermore, we look into a problem that is endemic to small samples by analysing the effect of a few "star performers" -firms with very high realised returns-on the results.
The results show that the market model has significant intercepts for some industries. The model is also rejected by the joint F-test. Adding different sets of factors does not notably improve the results for the intercept. On an industry basis it is shown that the mean returns of three industries stand out as being unexplained by most models: Machinery, Chemical and
Trade. Since it is not desirable to have the results driven by a few outlier firms, we perform an outlier analysis and exclude three firms with very high mean average returns and at the same time extremely large industry weights, namely the "star performers". The F-test can not reject the market model at 5% level after this exclusion.
An analysis of the factor loading shows that the macro factors have generally very little impact. The fundamental factors, in particular Book-to-Market and Size, are important for several industries. Despite the large risk premium of the technical factors, there is only one industry with significant exposure to these factors, which is robust to the changes in the model specification. It is likely that the conceivable effects are neutralised within the industries.
The result verifies that the first principal component, which explains about 66% of the total return variations, is sufficient to explain industry mean returns. There is very strong relationship between this statistical factor and the market factor. In addition, we find a significant relationship between this factor and size and book-to-market factors.
Our conclusion is that the market portfolio, as measured by the world market plus the orthogonal home market is almost sufficient for pricing of the industrial portfolios. But on an industrial level some other factors may be important. However, the small sample problems might lead to the failures for all asset pricing models in explaining cross sectional variation in average returns.
The outline of the paper is as follows: section II discusses the data, the definition of the factors and the methods for the construction of the factor portfolios; section III covers the econometric methods used in our analysis; section IV analyses the empirical results and there is finally a conclusion in section V.
II. Data and Construction of Variables

A. Data
The data covers the period 1978 to 1997 and consists of Swedish stock returns which are corrected for dividends and capital changes like splits etc. The data is collected from the database ''Trust''. The sample includes all shares excluding banks and financial firms on the
The sample represents more than 95% of the market value of all shares.
All information on accounting data is collected from the firms' annual statements. The monthly data on market value of equity is collected from Veckans Affärer. Data for macroeconomic variables are from the database Ecowin. Fiscal year is in December for more than 90% of the cases.
We consider certain returns as outliers and they are not used when constructing portfolios.
The motivation is that a handful of observations should not excessively influence the portfolio return. Returns above 100%, twelve observations, and returns below -60%, eight observations, are excluded. These observations are mostly from 1992.
B. Test assets
The test assets are the following value-weighted industrial portfolios: real estate and The partition is coarse enough to make each group sufficiently big enough for the analysis.
The firms are assigned to a given industry based on their SNI 4 industry codes, information from the business weekly Veckans Affärer and the yearly publication Företagsanalyser plus our own knowledge of the firms. The selection is based on the most recent information and a firm belongs therefore, despite changes in orientation, to the same industry for the whole period.
C. Factors
We generally follow Chan et al. (1998) in defining the factors. However, we add some specific factors that should be important for Sweden as a small open economy: a world market index and the movement in the exchange rate where the latter is a proxy for the relative competitive strength of the Swedish economy. The following four groups are used as the potential candidates for risk factors:
1. For the market factor we use the excess returns on the following indices:
• Excess returns on a value-weighted index of the Swedish Stock Exchange (R s ).
• Excess returns on the Morgan Stanley world index computed in SEK (R w ).
2. Fundamental factors are represented by the firm characteristics:
• Book-to-market ratio (BM): book-to-market ratio for forming the monthly portfolios from July year t to June year t+1 is defined by dividing the book value of the equity from the firm's last annual statement in year t-1 to the market value of the firm at the end of December in t-1.
• Leverage (Lev): is the book value of total capital divided by the book value of equity, both from the firm's latest annual statement in year t-1.
• Earnings/price (EP): for the earnings/price ratio, the earnings are from the latest annual statement and the price is the market value of the firm at end of December, both from year t-1. Negative earnings/prices are excluded.
• Size: size is estimated for each month as the market value of equity.
3. Macroeconomic factors are:
• Growth of the industrial production (DIP): is defined as the percentage change in the monthly industrial production.
4 SNI stands for "Svensk näringsgrensindelning" and is produced by Statistics Sweden.
• Real interest rate (RTB): is the return on one-month treasury bills minus the relative changes in the monthly consumer price index (CPI).
• Maturity premium (Term): is the return of ten-year government bonds minus the return on one-month treasury bills.
• Slope of the yield curve (Slope): is the difference between the yield on ten-year government bonds and the yield on three-month treasury bills.
• Percentage change in the monthly expected inflation (DEI): the expected inflation is estimated as the forecast obtained by applying an autoregressive moving average process (ARMA) to the monthly relative changes in the CPI from 1960:1 to 1998:5.
The selected ARMA model after analysing the time-series data on inflation is: • Unanticipated inflation (UI): is estimated as the forecast errors from the model above.
• Percentage change in the exchange rate SEK/USD (DEX).
4. Technical factors are based on past stock returns over three non-overlapping periods:
• R (-36,-12) : return over a two-years period, beginning three years and ending one year before the start of the month under consideration.
• R (-7,-1) : return over a six-month period, beginning seven months and ending one month before the start of the month under consideration.
• R (-1,0) : return in the month immediately before the start of the month under consideration.
D. Constructing mimicking portfolios
The purpose is to construct a portfolio with a mean return equal to the risk premia of a background factor and with a beta equal to one against the factor and zero against all other factors (see Fama, 1976; Cochrane, 2000) . Factor-mimicking portfolio is constructed by taking a long position in the portfolio with high loading and a short position in the portfolio with low loading on that factor (HmL). We construct the mimicking portfolios for two groups of the factors. The first group consists of factors that are not observed and the firms' relative factor loadings are represented by some observable firm characteristics (fundamental and technical factors). The second group contains the observable factors for which time series observations are available (macro factors). To estimate the loading for each firm on each of the factors from the latter group we regress the excess returns of the stock on the factor using the most recent 36 months historical observations before the portfolio formation month. To estimate the loadings on macroeconomic factors we also include excess return on the world market as well as the Swedish market portfolio in the regression. The idea is to separate out effects that are already reflected in the market portfolios.
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For BM, Lev, and EP we use the value from the end of December year t-1 (see above) to form mimicking portfolios for July year t to June year t+1. For the other factors we update the portfolio each month.
We use the stocks in the first/last quartile to form a portfolio with low/high loading on that factor.
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There are several alternative methods to define weights for the stocks in the highloading and low-loading portfolios. The most common alternatives are to form equally weighted portfolios (e.g., Chan et al., 1998) or to form value weighted portfolios (e.g., Fama and French, 1993) . These weighting methods are somewhat ad hoc. Our approach is to weight the stocks by their relative distance of the loadings in order to maintain the link between the relative loadings and the weights. The weight of the asset i in the portfolio with low loading on factor
and for the portfolio with high loading the weight is:
where w ikt is the weight of asset i in factor mimicking portfolio k at time t and x ikt is the loading of asset i on factor k at time t. We then normalise the weights in order to sum to one.
E. The Orthogonal Home Market Portfolio
The market portfolio is represented by a world market index, R w , and a Swedish market index, R s . However, including both portfolios in a multivariate regression model may result in multicollinearity problem due to the relatively high correlations between these indices. In addition, it is quite interesting to separate the variation in stock returns due to the movements 5 There are two possibilities. The world market and the Swedish market portfolio may influence the macroeconomic variables. But it is also possible that the macroeconomic factors work via the Swedish market portfolio. We have taken for granted that the macro variables used in this investigation have no effects on the Morgan Stanley world index.
6 Estimating macro variables and using them as explanatory variables in a regression to estimate factor loadings results in errors in variables problem. The estimated loadings will be biased downward. To decrease the effect of the bias in the constructed portfolios we choose to use the returns in the first and fourth quartiles. Since the biases in all the loadings are in the same direction, there is a very small probability of misplacing the loadings from the first to the fourth quartile.
in the world market from that due to the movements specifically related to the home market.
Therefore, instead of including R s we define a variable that is orthogonal to R w . Thus, the world market index and the part of the Swedish index that is uncorrelated with the world market (R so ) represent the market portfolio in our analysis.
To construct R so we first we estimate the univariate regression of home market index on the world market index:
Then α s + ε st are used as proxies for the Swedish market movement in the multifactor regression model:
β i1 and β i2 measure the betas of asset i with respect to home and world market respectively.
F. Principal components as factors
We construct the principal components based on the entire time-series of the ten industrial portfolios as:
where x i is the (10×1) eigen vector corresponding to the ith largest eigen value, λ i , of the (10×10) variance-covariance matrix of the industrial portfolios and R t is the (10×1) vector of the industrial portfolio returns at time t. The amount of the total return variation is the sum of the eigen values and the return variation explained by each PC is therefore:
III. Econometric Model
We can show that in the absence of arbitrage in large economies the following linear relationship holds approximately between the expected return on a security and the riskpremia associated with the original factors:
where µ µ µ µ is the (N×1) vector of the expected returns on N assets, l is an (N×1) vector of ones, γ 0 is the riskfree rate of return, and γ γ γ γ is a (K×1) vector of risk premia associated with K factors. The (N×K) matrix B contains the sensitivities of the test assets to the factors. When the factors are not asset portfolios we cannot directly specify the factors' risk premia. One way to estimate the model above is to use returns of the factor mimicking portfolios instead of the original factors. The reason is that the expected return of a factor mimicking portfolio is equal to the factor's risk premium (see for example Fama, 1976 ).
The multifactor model in equation 8 implies the following linear regression model:
where R it is the excess return on asset i at time t and R kt is the return on factor portfolio k. β ik measures the sensitivity of the asset i on factor k, and α i is the unexplained expected return of asset i, i.e. the part of the excess return which is not captured by the factor portfolios. We use four different families of factors as explanatory variables. For all the factors, except the market portfolio, we use the factor mimicking portfolios in the regression.
Our null hypothesis is that α i is equal to zero for all i, that is to say the factors can explain expected excess returns for all the assets. The model above involves N time-series regression equations. Since the residuals may be correlated between different regressions (due to covariances of the returns), the model above is called seemingly unrelated regressions, SUR.
Due to the fact that the explanatory variables are the same across N regressions, the OLS approach gives a consistent estimator of the coefficients. However, to test any joint hypothesis across regressions we should take into account the covariance matrix of the residuals. We assume that the residuals of all the regressions are non-autocorrelated and homoskedastic across observations in the same regression and they are correlated and heteroskedastic between regressions:
The variance of the estimated coefficient vector, β is:
The estimated OLS residuals, e it , are used to define the elements in Σ as follows:
For joint test of significance of alphas across regressions we use the following statistics that is derived by Jobson and Korkie (1985) and applied frequently in earlier research of multifactor models:
where k µ and k Ω are the mean vector and the variance-covariance matrix of the k factor portfolios and [N, (T-N-K)] is the degree of freedom.
We use the following measure to assess the overall goodness of fit for the whole SUR system (see Greene, 1993) :
In addition to this measure we also report the standard R 2 for each equation.
We use the extreme bound analysis (EBA) as suggested by Leamer (1983) to examine the sensitivity of the estimated loadings to changes in the number of the explanatory variables included in the model. EBA involves the following steps:
• Defining prior specifications: each theory holds a particular belief about which explanatory variables should be included in the model and considers the other variables to be negligible. We choose our prior specification according to CAPM and always include market indices in the model. The other variables are considered as doubtful, which may be included or omitted.
• Estimating the coefficients: we estimate all possible models under the condition that market indices and an intercept are always included. There are 2 k possible combinations, where k is the number of doubtful variables.
• Defining the extreme bounds for each coefficient: we define the extreme bounds for each coefficient, as the lowest and highest estimated values resulting from 2 k different regressions.
• Verifying the sensitivity of the coefficients: we define a coefficient as sensitive if it changes sign or becomes insignificant at the extreme bounds. We add two standard deviations to the maximum value of the estimated coefficient and deduct two standard deviations from the minimum. A coefficient is assumed to be robust if the defined interval does not contain zero
In the preceding discussion we used four different families of the hypothetical factors as explanatory variables to identify the factors which are important on explaining expected returns as well as return variations. An alternative approach is to use a principal components analysis of the returns and then verify if there is a bridge between these statistical factors and the predefined factors. To test asset pricing model we use the same econometric model as above but with the principal components (PC) as explanatory variables. We start with the first PC and if the F-test rejects the model we add the second principal component and proceed in this manner until the model is not rejected.
To analyse the relationship between each PC and the predefined factors we run a multiple regression of each PC i on all the factors:
The contribution of each predefined factor j to the variance of the principal component i is:
Since the principal components, by construction, have zero covariances this provides a convenient way to find the total contribution of each of the predefined factors in the return variations. The total contribution of each factor, c j , can be computed as the weighted average of c ij :
where the weights s i are from equation (7). Thus, a factor that is mainly important for explaining the variances of principal components with small eigen values will have a small contribution to the total variances of the test assets.
IV. Analysis
We start by looking at the descriptive statistics of the independent and the dependent variables. Thereafter follows an analysis of the models from the point of view of explaining the expected returns for the industries that is to say if the intercept is significant or not. Then we discuss the exposure of the industries to the factors. In the end we perform a principal component analysis.
A. Descriptive Statistics
Most explanatory variables have mean returns that are not significantly different from zero (see Table 1 ). The exceptions are the two market indices 7 and three mimicking portfolios: the BM portfolio has 10% average return on an annual basis; the R(-1,0) portfolio has by far the smallest return, -42%, which is an indication of negative autocorrelations or mean reversions in asset returns on a monthly basis; the R (-36,-12 ) portfolio has also a negative return -14%.
Notice that R so is not significantly different from zero, which implies that there is no pure home market risk premium. Table 2 shows the average returns of the mimicking portfolios over different calendar months.
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There is a strong seasonal pattern for the Swedish home market portfolios R s and R so :
they do much better in January and July and much worse in August (see Figure 1 ). In
November and December R w performs slightly better than the other months while R so is negative, which implies a poor performance of firms with high beta on R so in this month.
Most of the fundamental portfolios show a similar pattern to the market oriented portfolios, and this style is most pronounced for portfolio BM. The technical portfolio R(-1,0) displays extremely strong negative returns in January, which is opposite to the pattern of the market portfolios. Since Size is positive in December and negative in January and the value weighted market portfolio is positive in both months, it might imply that the mean reversion effect displayed by R (-1,0) in January is driven by the recovery of small firms doing badly in December. Table 3 shows that the correlations among the explanatory variables are seldom above 0.5
in absolute values. The correlation between the two indices is 0.58. On the whole, the relatively low correlations should not lead to any serious multicollinearity problems in testing multifactor models.
The descriptive statistics of the industrial portfolios are presented in Table 4 and show that all value weighted industry portfolios besides Construction have average returns that are 7 The mean return of the Swedish market index R s is less than the sum of the mean return of the world index R w and that part of the Swedish index that is orthogonal to the world index R so , since the beta of R s against R w is approximately 0.8. 
B. Test of asset pricing models
We first test the market model (see Model 1 in or 16384 regressions for each industry. Table 6 shows that the model with the lowest F-value is very close to Model 6 regarding both the number of included factors and the results. There is consequently no combination of factors that is sufficient for explaining the expected returns of the industrial portfolios.
Since we have rather few assets it is reasonable to suspect that the rejection of the models may be due to idiosyncratic effects of few firms. Analysing the weights of the individual firms in each industry and during time we find that a few firms dominate certain industries during the 1990's (see Figure 2 ): Trade is dominated by HM, Chemical by Astra, Machinery by Ericsson.
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The returns of these firms and their weights increase exceptionally during these years. These firms are so-called "star performers", which have realised returns that may not be explained by any asset pricing model. Table 7 shows that after excluding these firms from the sample during 1990's the market model is not rejected at the 5% level. However, the intercept for Machinery is still significant. Inclusion of the other factors improves the results slightly. The model including all the variables gives a p-value equal to 0,219 and there is no significant intercept at 5% level. The model with the minimum F-value is presented in Table   8 . Some of the macro factors along with the factors Lev and R(-1,0) seem to be redundant.
The exclusion of the R(-1,0) may show that variables that are found to be related to the ex post average returns are not necessarily priced ex ante. Although it is fair to conclude that the variables that are excluded from the model with the minimum F-value are negligible, the importance of the included factors requires additional analysis. The following sections may shed more light on this problem.
C. Loadings on different factors
In this section we analyse the importance of our predefined factors in explaining industry return variations by looking at the industries' factor loading and comparing the R 2 :s from the different models. The loadings towards the factors in the model with all the factors are presented in Table 9 . But these loadings might not be robust over different model specifications and we therefore rely mostly on the results from the extreme bound analysis presented in Figure 4 .
For all the models, market betas against both indices are always positive and significant.
To find out which industries are particularly sensitive to the world market in contrast to the home market we plot the ratio between the sensitivities in Figure 3 . As expected Chemical, Forest and Machinery that are very export oriented have relatively higher world market exposure. Investment also belongs to this group since at least the bigger firms in this sector own shares in the important firms in the sectors mentioned above.
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However, it is rather puzzling to find that Construction also belongs to this company: a possible explanation is the relation between the world market and changes in industrial production DIP where the latter is a very important factor for Construction.
Among the macro variables it is only DIP for Construction and unexpected inflation UI for Forest that are consistently significant that is to say their influences cannot be captured by any other variables. The impact of unexpected inflation on Forest has a very neat explanation.
This industry has the highest net export content, i. e. very few inputs are imported, in addition some of the costs are fixed in long term contracts, e. g. labour and energy, while the export prices are usually fixed in dollars, in particular for paper and pulp. Since unexpected inflation is most likely mirrored in falling exchange rate there is a strong boost to profits for this industry. At this juncture it is suitable to discuss why the SEK/USD exchange rate (DEX) is not an important factor for any industry despite the well-known fact that most Swedish firms are export oriented. The results in Frennberg (1995) showed that large discrete changes in the exchange rate like the devaluation in 1982 and the free float in 1992 had important positive and immediate effects -on the first trading day of the announcement -on the share prices of the export oriented industries. Hence, in our investigation the effects of these two events are most likely drowned in the small and mostly insignificant changes that characterises the rest of the period covered in this paper. dominated by small firms once HM has been eliminated. The earnings price factor (EP) has a significant negative impact on Construction, which is due to the fact that during the 1980's increasing property prices drove the share prices with no concomitant increases in earnings.
Of the technical factors only R(-7,-1) is important for one industry, Construction, which shows strong mean reversion in the medium term. The factor R(-1,0), which has the highest magnitude, has only one significant coefficient (in the regression for Investment) but it is not robust to the changes in the model specification. The insignificant sensitivities of the other industries towards this factor can be due to the trade off between positive and negative firm sensitivities within the same industry.
The adjusted R 2 among industries and for all models vary from 0.88 for Investment to 0.43
for Trade (see Table 10 ). The market models works very well for Machinery and Investment 
D. Principal components analysis
The principal components are used to get a more detailed picture of the importance of the different observable variables. They are first used to find the number of required principal components for explaining the expected returns of the ten industrial portfolios. These components are then regressed on our factors in order to find out their importance for asset pricing. Secondly the principal components are used to assess the overall importance of the observed factors in explaining the covariances among the test assets. To find the number of required factors for explaining the expected returns of the ten industrial portfolios, we start by using only PC 1 in the factor model then add one PC at a time if the model is rejected. The results for the model with only PC 1 (Table 12) show that both the individual t-tests and the joint F-test do not reject the model indicating that PC 1 is sufficient for explaining mean industry returns. This finding is not surprising since PC 1 is the only principal component with significant mean excess return at the 5% level (see Table 11 ). To link the PC's to the predefined factors, we run a regression of each PC on all the factors. To make the comparison among the coefficients more convenient we divide all the series by their standard deviation. The results in Table 13 show that there is very strong relationship between PC 1 and the two market indices specially the orthogonal home market index. The fundamental factors Size and BM have also significant coefficients in this regression. Our factors stand for about 96% of the variations in PC 1 (see R 2 in Table13). Comparing Table 5 with Table 12 shows that the intercepts from the model with only PC 1 are in general very much smaller than those from the Model 1 to Model 6. This is in agreement with the significant intercept in the multivariate regression for PC 1 . It means that it may still be some priced factor missing from our predefined factors but the contribution of these missing factors in the expected returns should be nonessential.
11 R 2 from the individual regression only reflects the part of industry return variance which is explained by the factor model while the total R 2 captures both the explained industry variances and the covariances among industrial portfolios. Regarding the larger number of covariances relative to the number of variances the effect of covariances will dominate the total R 2 .
Finally, since the principal components have zero covariances we can use PC analysis to expose the importance of the predefined factors for explaining return variations. The contribution of each factor to total industry return variation is presented in the last row of Table 13 . It shows that the two market indices explain 62% of the total variance while the two fundamental factors BM and Size explains 3% and 2% respectively. From the technical factor, R (-7,-1) , and from the macro factors, DIP, account each for 1% of the variance.
V. Conclusions
In this paper we have investigated the ability of different factors to explain expected returns of the industrial portfolios in a multifactor asset pricing model. In addition we look at the factor exposure of the industries. The factors are divided into four groups: market factors that include both the world market and the Swedish home market, fundamental factors that include firm characteristics, technical factors and macroeconomic factors. Except for the market portfolio that is measured by the world market index and the orthogonal Swedish market index we use the factor mimicking portfolios to represent the factors. We also perform a principal component analysis. respectively. From the technical factor, R (-7,-1) , and from the macro factors, DIP, account each for 1% of the variance.
Our overall conclusion is that the market portfolio is the dominating factor both for the expected returns and the variance-covariance of the industrial portfolios. -7,-1) : Return over a six-month period, beginning seven months and ending one month before t. R (-36,-12) : Return over a two-years period, beginning three years and ending one year before t. R(-1,0) : return in the month before the start of the month t, where t is the month under consideration. R (-7,-1) : Return over a six-month period, beginning seven months and ending one month before t. R (-36,-12) : Return over a two-years period, beginning three years and ending one year before t.
Table 3. Correlation matrix of the explanatory variables
The correlations between the explanatory variables for the period 198007-199712. Return on one-month treasury bills minus relative changes in the monthly consumer price index. Term: The return of ten-year government bonds minus the return on one-month treasury bills. Slope: The difference between yields on ten-year government bonds and threemonth treasury bills. DEX: Percentage change in the exchange rate SEK/USD. DEI: Percentage change in the monthly expected inflation. UI: Unanticipated inflation is estimated as the forecast error. Size: Market value of stocks. BM: Book-to-market ratio. Lev: Leverage. EP: Earnings/price ratio. R (-1,0) : return in the month before the start of the month t, where t is the month under consideration. R(-7,-1): Return over a six-month period, beginning seven months and ending one month before t. R (-36,-12) : Return over a two-years period, beginning three years and ending one year before t.
Table 4. Summary statistics of the returns of the industrial portfolios
The descriptive statistics of the value weighted industrial portfolios for period 198007-199712.
The t-values marked with one asterisk are significant at the 10% level, with two asterisks are significant at the 5% level and with three asterisks are significant at the 1% level. Table 5 . Intercepts of the multifactor models for the industrial portfolios
Mean
The estimated intercepts from the following multifactor model, with different specifications, for the industrial portfolios:
For joint test of significance of alphas across regressions we use the following F-statistics:
where µ k and Ω k are the mean vector and the variance-covariance matrix of the k factor portfolios and [N, (T-N-K)] is the degree of freedom.
The t-values marked with one asterisk are significant at the 10% level, with two asterisks are significant at the 5% level and with three asterisks are significant at the 1% level. p-values 0,000 0,000 0,000 0,000 0,000 0,005 Table 6 . Intercepts of the model with the minimum F-statistic
The estimated intercepts from the following multifactor model:
The selected model has the lowest F-statistic among 16384 possible models resulting from different combinations of the 14 factors. The market portfolio, represented by the orthogonalised value weighted Swedish index and the world index, is included in all the models. The factors marked with "x" are included in the selected model.
where µ k and Ω k are the mean vector and the variance-covariance matrix of the k factor portfolios and [N, (T-N-K) ] is the degree of freedom.
The t-values marked with one asterisk are significant at the 10% level, with two asterisks are significant at the 5% level and with three asterisks are significant at the 1% level. The estimated intercepts from the following multifactor model, with different specifications, for the industrial portfolios after excluding three star performers:
t-
Model with minimum F-value
where µ k and Ω k are the mean vector and the variance-covariance matrix of the k factor portfolios and [N, (T-N-K) ] is the degree of freedom. The intercepts and their t-values are reported only for the three industries that included the star performers. The result of the joint F-test is for all ten industries.
The t-values marked with one asterisk are significant at the 10% level, with two asterisks are significant at the 5% level and with three asterisks are significant at the 1% level. Table 8 . Intercepts of the model with the minimum F-statistic after deleting star performers
The estimated intercepts from the following multifactor model after excluding three star performers:
The t-values marked with one asterisk are significant at the 10% level, with two asterisks are significant at the 5% level and with three asterisks are significant at the 1% level. Table 9 . Coefficients of the multifactor models for the industrial portfolios
The estimated coefficients and their t-values from the multifactor model including all the factors (Model 6) for the industrial portfolios after excluding three star performers:
The market portfolio is proxied by the orthogonalised value weighted Swedish index and the world index.
The t-values marked with one asterisk are significant at the 5% level and with two asterisks are significant at the 1% level. Adjusted R-square from the following multifactor model, with different specifications, for the industrial portfolios after excluding three star performers: 
The t-values marked with one asterisk are significant at the 10% level, with two asterisks are significant at the 5% level and with three asterisks are significant at the 1% level. The results of the following multiple regression for each principal component:
We use all the predefined factors as explanatory variables. All the series are divided by their standard deviation. The total contribution of each predefined factor to the variance of the is defined as 
. Extreme bound analysis
The figure illustrates the confidence intervals resulted from the extreme bound analysis for ten industrial portfolios. The intervals are estimated by adding two standard deviation on the maximum coefficient and deducting two standard deviation from the minimum coefficient. This analysis is based on 65536 regressions for each industry. Invest.
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