Introduction
There have been a number of theoretical studies of the rotational excitation of nitrogen by electron impact (see, for example, the papers cited by Huxley and Crompton 1974; Morrison et al. 1987b but relatively few experimental tests of the cross sections. This situation stems from the very low thresholds (1· 28 meV for the j 0 = 0 → j = 2 transition, where j is the rotational quantum number) and the close threshold spacings, which make crossed electron-molecule beam studies impractical. Nevertheless, what experimental evidence there is has revealed a curious anomaly which has never been satisfactorily explained-namely, that only the simplest theoretical description of the scattering process, the quadrupole Born theory of Gerjuoy and Stein (1955) , which omits much of the essential physics, provides a satisfactory description of the results of swarm experiments when a reasonable value of the molecular quadrupole moment is assumed. We review this background to the present work in Section 2. have recently reexamined this problem with the hope of explaining the paradox. Their treatment of ro-vibrational excitation, which is summarised in Section 3, includes polarisation, exchange, and correlation interactions and therefore approximates a complete picture of the scattering process. Their results show that competing interactions produce rotational cross sections that conform closely to the form of the quadrupole Born cross sections throughout the energy range that can be tested unambiguously by swarm experiments. This finding explains at least part of the paradox. However, there remains another serious problem: the cross sections that result from the new theory differ significantly in magnitude from those which are consistent with the available experimental transport data.
The principal aim of the new experimental work described in this paper was to discover the cause of this remaining disagreement between theory and experiment-in particular, whether it can be attributed to errors in the existing swarm data or their analysis. For reasons discussed later, we have chosen to measure and analyse drift velocities in a dilute mixture of nitrogen in a monatomic buffer gas, rather than drift velocities and diffusion coefficients in the pure gas. In neither approach is it possible to determine the cross sections for individual excitation processes because of the close threshold spacings and the large number of processes that have to be included in the analysis, even for gas temperatures as low as 77 K. Nevertheless, both approaches can be used to test cross sections determined theoretically, or by other experimental techniques, by comparing experimentally determined transport coefficients with values calculated using these cross sections.
In Section 4 we discuss possible sources of error in existing swarm data or its analysis, and explain why swarm experiments in an appropriate mixture were chosen for the present investigation. Section 5 describes the experiments themselves and their results. Section 6 uses the the new experimental results to examine the aforementioned problems regarding rotational excitation cross sections, while Section 7 extends the analysis to threshold vibrational excitation. We summarise in Section 8.
Background
Frost and Phelps (1962) were the first to make a detailed examination of rotational excitation by analysing electron transport coefficients measured in swarm experiments. Using their numerical solution of the Boltzmann equation they tested the validity of a set of cross sections generated by applying a formula derived some years earlier by Gerjuoy and Stein (1955) . These authors assumed that rotational excitation of a diatomic molecule occurs solely through the long-range interaction of the incoming electron with the permanent quadrupole moment of the molecule, and therefore that the first Born approximation is applicable. Their quadrupole Born approximation (QBA) formula reads:
j0→j0+2 (E 0 ) = (j 0 + 2)(j 0 + 1) (2j 0 + 3)(2j 0 + 1)
Fig. 1.
Comparison of theoretical and experimental j0 = 0 → j = 2 cross sections. The QBA and QPBA cross sections were calculated using Q = −1 · 06 ea 2 0 , the value found from swarm experiments (Haddad 1984) . The MERT/VCC cross section of is shown together with the cross section scaled by the factor 1· 30 (see Section 6a).
where E 0 is the electron energy (in eV), B 0 is the rotational constant appropriate to the ground vibrational state (2 · 4805 × 10 −4 eV for N 2 ), σ 0 = 8πQ 2 a 2 0 /15, Q is the quadrupole moment averaged over the ground vibrational state, and a 0 is the Bohr radius. The j 0 = 0 → j = 2 QBA swarm-derived cross section, as determined subsequently by Haddad (1984) , see below, is shown in Fig. 1 .
Frost and Phelps treated the quadrupole moment Q as an adjustable parameter and obtained the best fit to the available transport data with a value of 0· 95 ea 2 0 .
[In 1962, when they performed their analysis, there was doubt concerning the numerical value and sign of Q. However, since σ 0 ∝ Q 2 , the sign of Q does not affect the value of σ (r) j0→j0+2 (E 0 ) in equation (1). The presently accepted experimental value is −1 · 04 ± 0 · 07 ea 2 0 , see Bridge and Buckingham (1966) .] Engelhardt et al. (1964) made a further analysis in the light of new developments in the theory of rotational excitation and additional experimental data. By then Dalgarno and Moffett (1963) and Mjolsness and Sampson (1964) had extended Gerjuoy and Stein's QBA theory by including a term in the interaction potential to account for the long-range induced polarisation interaction and had shown that at energies higher than a few millivolts above threshold these 'quadrupole-polarisation Born approximation' (QPBA) cross sections varied markedly from the QBA cross sections, lying well above or below them depending on whether Q was positive or negative. Fig. 1 illustrates the effect of including polarisation when, as is now known, Q is negative.
Engelhardt et al. drew the following surprising conclusions regarding the rotational cross sections: the best fit to the data was still that obtained by using the QBA cross sections (although with a value of Q = 1·04 ea 2 0 which was somewhat higher than the value found by Frost and Phelps), and that the QPBA cross sections 'led to less satisfactory agreement between theory and experiment than do the unmodified (i.e. QBA) cross sections', regardless of the sign of the value chosen for Q. Sampson and Mjolsness (1965) later treated the problem using the distorted wave approximation. The cross sections they obtained were much closer to the QBA cross sections than their earlier QPBA cross sections, the difference depending on the assumed value of Q. In the case of the j 0 = 4 → j = 6 cross section (the cross section for the rotational excitation that contributes most to the energy exchange at 77 K), the differences between the two cross sections were 6 and 10% at 0 · 01 and 0 · 1 eV respectively, with Q = −1 · 04 ea 2 0 . Haddad (1984) reexamined the question of rotational excitation of nitrogen in his analysis of electron drift velocity data in argon-nitrogen mixtures. While his principal interest was in a more accurate determination of the normalising factor required to convert Schulz's (1964) relative vibrational excitation cross sections to absolute values, it was necessary to include rotational excitation in his analysis, as this was a significant energy loss process. He also assumed the QBA analytical form for these cross sections.
Haddad confirmed that the QBA cross sections provide the best fit to the transport data although he found that a slightly larger value of the quadrupole moment, Q = −1 · 06 ea 2 0 , gave the best overall agreement between the calculated and experimental results. This may in part have been due to the fact that he had access to additional data for D T /µ (Crompton and Elford 1965 , 1966 -see Huxley and Crompton 1974 Crompton 1989) to test the compatibility with transport data of two new theoretical sets of rotational excitation cross sections, those of Onda (1985) and Morrison et al. (1987b) . Both sets were found to be inconsistent with the available transport data.
The present work was motivated by the most recent work on low energy e-N 2 scattering by . As stated in the Introduction, the results of this work resolve the long-standing mystery of why only rotational cross sections of the QBA form have been able to reproduce measured transport data. This resolution, however, requires a modification to the magnitude of the quadrupole moment that results from the ab initio calculations, as discussed below. We now turn to the theory used to generate the cross sections used in the present analysis.
Theory
The theoretical cross sections for rotational excitation and momentum transfer used in the present analysis were generated using a two part procedure that entails numerical solution of vibrationally coupled scattering equations at energies above 0 · 1 eV and evaluation of simple analytic expressions based on modified effective range theory (MERT) below this energy. Both these methods have been described in detail in recent papers: the vibrational close coupling (VCC) calculations in Sun et al. (1995) and the use of MERT in . We also report new vibrational excitation cross sections calculated using the VCC method as detailed in Sun et al. (1995) . In this section we recapitulate the high points of the theory in order to lay a foundation for the analysis and discussion of Sections 6 and 7.
(3a) Vibrational Close Coupling
The essential dynamical approximations underlying the present theoretical calculations of all cross sections at all energies are, first, that the molecule does not undergo electronic excitation and, second, that its rotational motion can be treated adiabatically. Both approximations are appropriate for electron induced elastic scattering and ro-vibrational excitation of N 2 at energies from a few hundredths of an eV to several eV (Lane 1980; Morrison 1988; Morrison et al. 1984a Morrison et al. , 1984b .
We implement these assumptions as follows. First, we project out of the electronmolecule Schrödinger equation the (Born-Oppenheimer) ground electronic state wave function of the bound molecular electrons. Doing so precludes representation of correlation and polarisation effects via virtual electronic excitation; so we allow for these effects by adding to the e-N 2 interaction potential V int an analytic correlation/polarisation term V c/p described below.
Second, we 'freeze' the orientation of the internuclear axis in the solution of the scattering equations. This fixed nuclear orientation (FNO) approximation (Temkin and Vasavada 1967; Hara 1969) eliminates the rotational Hamiltonian from the Schrödinger equation; this operator can be recuperated asymptotically via a unitary transformation of the FNO scattering matrix. This transformation yields a T matrix appropriate to rotational (or ro-vibrational) excitation in a space-fixed (laboratory) reference frame. If only vibrational excitation cross sections are required, this step can be bypassed, since the FNO scattering matrix directly yields a 'total' cross section for vibrational transitions v 0 → v (Lane 1980). Formally, this cross section equals the sum of ro-vibrational cross sections for all energetically allowed transitions v 0 j 0 → vj:
In the FNO approximation, this sum is independent of the initial rotational quantum number j 0 . With this approximation, the projection on the internuclear axisR of the orbital angular momentum of the projectile is a good quantum number (Chang and Fano 1972) . So solution of the Schrödinger equation is facilitated by writing it in a body fixed (BF) reference frame whose z axis is coincident with the (fixed) internuclear axisR. In such a formulation, scattering matrices are labelled by the channel labels (v, ; Λ), where v corresponds to the vibrational Hamiltonian. For a homonuclear target like N 2 , the parity is also conserved, and we further label scattering matrices by η, as gerade (η = g) or ungerade (η = u).
In the body frame, we treat the vibrational dynamics by eigenfunction expansion (see Chang and Temkin 1969; Weatherford and Temkin 1994; Henry 1970 ; and the review by . The first step in the reduction of the Schrödinger equation to a set of coupled radial scattering equations is to expand the wave function of the e-N 2 system in the complete set of reduced N 2 vibrational wave functions { ϕ v (R) }. These we represent with Morse wave functions using the parameters D e = 0·4480 Hartree, α M = 2·5885 a −1 0 , and R e = 2·02 a 0 . These values reproduce the energies of the lowest 15 vibrational states of N 2 to four decimal places (Huber and Herzberg 1979) . The second step is expansion of the scattering functions in the complete set of spherical harmonics { Y Λ (r) }. The full expansion of the BF-FNO system wave function is then
In practice both expansions are truncated at maximum quantum numbers, v max and max respectively, chosen to ensure convergence of all reported scattering quantities to roughly 1%. The number of vibrational states N v and partial waves N differs for resonant or non-resonant scattering and, in the latter case, depends on whether the energy is above or below the resonance region.
Substitution of this expansion into the Schrödinger equation leads to a set of coupled radial equations the solution of which leads, in turn, to the desired transition (T) matrix T Λη with elements T v ,v0 0 . Since the wave function in the FNO approximation is independent of the sign of Λ, these equations separate into distinct sets identified by |Λ| = 0, 1, . . . (designated Σ, Π, . . . ) and-for homonuclear targets-by parity η. We thus solve for T matrices that are characterised by symmetry classes Σ g , Σ u , Π u , Π g , etc. The corresponding partial cross sections are
Λη
The sum of these is the integral BF-FNO vibrational excitation cross section
The factor (2 − δ Λ,0 ) in (5) is required because for any value of |Λ| > 0, the orbital angular momentum projection quantum number can assume values ±Λ. In practice, we solve the scattering equations not for the T matrix directly but rather for the reactance matrix K Λη , which corresponds to real boundary conditions. Once obtained, this K matrix can be converted into a T matrix via the transformation
The factor −2i corresponds to the convention T Λη = 1 − S Λη (see the Appendix in . We solve the (real) coupled radial equations using an integral equations algorithm (Sams and Kouri 1969; Morrison 1979; . We first convert the radial differential equations to a set of coupled integral equations, then reduce this set to Volterra form. We solve the latter by numerical propagation from the origin to the asymptotic region.
(3b) The e-N 2 Interaction Potential Low-energy vibrational excitation is acutely sensitive to all three constituents of the electron-molecule interaction potential (Lane 1980; Morrison 1983; Morrison et al. 1987b) ,
where V st is the static (Coulomb) potential averaged over the ground electronic state of the target,V ex is the bound-free exchange potential operator (whose non-local character is signified by the use of a script character), and V c/p is the bound-free correlation/polarisation potential which incorporates at long range distortions of the target due to the projectile and at short range many body correlation effects (see Morrison 1979 and references therein). We calculate each constituent from an R-dependent near-Hartree-Fock (HF) wave function for the (Bridge and Buckingham 1966) . The implications of the slight difference between the experimental and theoretical quadrupole moments will be discussed in Section 6b.
For the exchange potential we use a model potential based on the extension by Hara (1967, 1969) to scattering problems of the familiar Slater average exchange potential for bound states. As implemented by Collins (1978, 1982) , this 'tuned free-electron-gas exchange' (TFEGE) potential is viable and accurate for vibrationally elastic scattering in the rigid-rotor approximation (Morrison and Collins 1978; Gibson and Morrison 1981 ) and for vibrational excitation of H 2 (Trail 1992; Morrison et al. 1984a) .
For e-N 2 scattering the model exchange potential must be sufficiently flexible and robust to describe both resonant and non-resonant collisions at energies from a few tenths of an eV to several eV. This potential further must accommodate great differences in scattering in various electron-molecule symmetries. Many such symmetries contribute significantly to non-resonant elastic and inelastic cross sections, the importance of each depending on the scattering energy and excitation of interest. Vibrationally inelastic resonant e-N 2 cross sections, for example, are entirely determined by the Π g T matrix (see Lane 1980 and references therein), while vibrationally elastic resonant cross sections entail significant contributions from both Π g and Σ g matrices.
Therefore, as detailed in Sun et al. (1995) , we base our model exchange potential on separate R-dependent potentials for Σ and Π symmetries. Extensive tests showed that the resulting e-N 2 TFEGE potential accurately reproduces the complicated energy and R dependencies of the resonant and non-resonant scattering matrices from 0 to 10 eV.
Finally, we come to the correlation/polarisation term V c/p (r, R). Outside the charge cloud, this potential is determined as the difference between the mean energies of the polarised and unpolarised systems. We generate these mean energies via the linear variational method, using our neutral X 1 Σ + g basis augmented with selected diffuse functions to allow sufficient flexibility for polarisation (Morrison et al. 1987b; Lane and Henry 1968; Gibson and Morrison 1984) . One measure of the accuracy of this potential is the long-range (induced) moments of the target it predicts. The spherical and non-spherical polarisabilities α 0 (R) and α 2 (R), extracted from these moments at r = 10 a 0 , after averaging over the ground vibrational state, yield
The first value compares with the (room temperature) experimental spherical polarisability 11 · 744 ± 0 · 004 a 3 0 measured by Newell and Baird (1965) and by Orcutt and Cole (1967) . We can further assess this potential by comparing our non-spherical polarisabilities to estimates based on the relative polarisability anisotropy measured by Bridge and Buckingham (1966) . For this estimate Miller and Bederson (1978) reported 3 · 08 ± 0 · 002 a 3 0 . Inside the target charge cloud the correlation/polarisation potential is determined primarily by many-body effects arising from the correlation of the scattering electron and the bound electrons. This many-body phenomenon vitiates the independent particle model and yields a short-range non-local bound-free correlation potential. We approximate this potential using a parameter-free model first proposed by Temkin (1957) for electron-atom scattering. As discussed in detail elsewhere, we retain only the dipole term in the resulting model and so have named it the 'better-than-adiabatic-dipole' (BTAD) potential (Gibson and Morrison 1982 Morrison , 1984 Morrison and Saha 1986; Morrison et al. 1987b; Morrison and Trail 1993) .
(3c) Rotational Excitation at Very Low Energies
In order to calculate momentum transfer and rotational excitation cross sections at energies below 0 · 1 eV without incurring the range of numerical problems that attend numerical solution of the Schrödinger equation at such energies, we have used a procedure that exploits the known analytic properties of the scattering matrix, as embodied in modified effective range theory (MERT), and approximate treatments of the rotational dynamics that ensure physically correct threshold behaviour of very low energy cross sections. In accordance with the MERT philosophy we extrapolate elements of the scattering matrix from energies above 0 · 1 eV, where they are (more or less) easily calculated from the Schrödinger equation, to lower energies. A detailed account of this approach together with demonstrations of its accuracy for e-N 2 scattering can be found in . In this present section we shall summarise the high points of this method and provide details required for the analysis of transport data that appears in the next section.
(3d) Extrapolation of Scattering Matrices to Very Low Energies
Three theoretical assumptions underlie this procedure:
(1) At energies below about 0 · 1 eV, elements of the S matrix corresponding to low partial wave order can be accurately approximated by analytic MERT expansions in powers of the exit channel electron wave number. (2) S-matrix elements of high order can be approximated using the first Born approximation (FBA) (Morrison et al. 1984a; Isaacs and Morrison 1996) , since scattering in these channels is weak and accumulates over a very long range. (3) We can approximate the rotational motion via an adiabatic approximation, augmented by a correction which ensures that elements of the scattering matrix depend correctly on energy near threshold.
The last of these assumptions is just the fixed nuclear orientation (FNO) approximation discussed above. In order to impose correct threshold behaviour on the resulting rotationally inelastic T -matrix elements, we apply the scaled adiabatic nuclear rotation theory of Feldt and Morrison (1984) . Use of the Born approximation for high-order elements of the scattering matrix, now a standard approach in low-energy electron scattering calculations, is discussed at length in Morrison et al. (1984a) and in Isaacs and Morrison (1996) . Within this context, the way we calculate the reactance (K) matrix depends on whether the scattering energy is above or below a 'boundary energy' E M : for E 0 ≥ E M , we solve the vibrational close coupling (VCC) radial equations using the static-exchange-polarisation potential described in the previous subsection and including the full complement of partial waves required to converge the scattering quantity of interest. The resulting matrix elements are used to determine the parameters for extrapolation to energies E 0 ≤ E M . Expressions for K-matrix elements for electron scattering from a closed-shell non-polar molecule have been derived by Fabrikant (1984) and implemented for low-energy total e-H 2 and e-N 2 cross sections by Isaacs and Morrison (1992) .
For use in the transport analysis reported here, we have calculated total momentum transfer σ (m) (E 0 ) and rotational excitation cross sections σ
j0→j (E 0 ). First, we generate σ (m) (E 0 ) from the K matrix using equation (136) in . This quantity is a total momentum transfer cross section; that is, it includes contributions from elastic scattering and rotational excitation for all open channels. Second, we calculate the rotational cross section from the K matrix by first transforming this matrix into a T matrix in a space-fixed laboratory frame whose z axis is coincident with the incident electron wave vector k 0 . This transformation (Chang and Fano 1972) alters the representation of the K matrix to that of lab-frame coupled angular momentum theory, in which channels are labelled (v, j, ; J) with J the total angular momentum of the system.
As noted above we further impose the requirement that all T -matrix elements which are important to the cross sections of interest go to zero properly at threshold. To this end we scale the frame transformed T -matrix elements by a ratio of matrix elements calculated in the first Born approximation (Feldt and Morrison 1984) . This is the essence of the 'scaled adiabatic nuclear rotation' correction-see equations (140) and accompanying discussion in ; the required Born matrix elements can be found in the Appendix to Morrison et al. (1984a) and in Sec. III.A of .
The theory described in this section was used to generate momentum transfer, rotational excitation, and vibrational excitation cross sections for the transport analysis in this paper. In order to emphasise the inelastic processes, the cross sections for which are of the greatest current interest, this analysis concerns swarm data not for pure N 2 but rather for a mixture of N 2 and Ne. The reasons for this choice are the subject of the next section.
The Method of Mixtures
The method of mixtures, as used by Haddad (1984) , was adopted to make a sensitive and conclusive test of the new theoretical rotational and vibrational cross sections near threshold. This method, used first by Townsend and Bailey (1922) and subsequently by a number of workers (see, for example, Haddad and Crompton 1980; Haddad 1984; Petrović and Crompton 1987; England et al. 1988; Elford 1988, 1991; Schmidt et al. 1994) , provides a means of either deriving more accurate elastic cross sections for the monatomic buffer gas or inelastic cross sections for the molecular additive (for a review see Schmidt 1995) , or testing more definitively theoretically derived inelastic cross sections. Here we focus on the latter application as applied to the inelastic N 2 cross sections, and begin by briefly reviewing the method and its advantages.
In determining or testing a set of elastic and inelastic cross sections from transport data in a pure molecular gas, the analysis must be based on data for at least two transport coefficients and, unless the momentum transfer cross section is known, both it and the inelastic cross sections must be determined or tested simultaneously. The validity of the cross sections obtained from such analyses can then be queried on two grounds.
First, the determination from the Townsend-Huxley lateral diffusion experiment (Huxley and Crompton 1974) of one of the transport coefficients frequently used, namely the ratio of the lateral diffusion coefficient to the mobility D T /µ, involves the use of a semi-empirical relation, the so called 'Huxley ratio formula'. This formula is certainly valid in the 'asymptotic regime' (see Huxley and Crompton 1974 ), but it is not always possible to take measurements in this regime. While there is a considerable body of evidence to support the use of the formula outside this asymptotic regime, it has not been possible to substantiate its validity theoretically in circumstances where its application would seem to be questionable (England and Skullerud 1997; present issue p. 553) .
The second problem is more fundamental and unavoidable, although its severity depends on the gas and the accuracy of the experimental data. It arises because there is an interaction between the influence of the momentum transfer and inelastic cross sections on the calculated transport coefficients, i.e. an error in an assumed set of inelastic cross sections can be partly compensated for by an adjustment to the momentum transfer cross section. While this effect is often of second order, it may nevertheless weaken the conclusions that can be drawn from tests based on an analysis of transport data in the pure molecular gas when both the momentum transfer and inelastic cross sections are unknown.
Both these problems can be avoided by measuring and analysing drift velocities in a gas mixture comprised of a monatomic buffer gas, for which the momentum transfer cross section is known, and a small fraction of molecular gas. The method relies on the possibility of finding a suitable buffer gas and mixture composition for which
• the aggregate momentum transfer cross section is dominated by that for the monatomic buffer gas; • at a given value of E/N (the ratio of electric field strength to gas number density), the energy exchange due to inelastic collisions with the molecular component drastically changes the electron energy distribution function and hence the drift velocity from that for the pure buffer gas.
In this case, provided the momentum transfer cross section for the molecular gas is sufficiently well known that the uncertainty in its magnitude produces negligible uncertainty in the aggregate momentum transfer cross section for the mixture, the only unknowns in calculating the drift velocity for the mixture are the inelastic electron-molecule cross sections. Thus matching calculated and experimental drift velocity data alone is sufficient to determine these cross sections. In this way both the reliance on D T /µ data and the 'cross talk' between the momentum transfer cross section and the inelastic cross sections inherent in analysing transport data for the pure molecular gas are eliminated.
The reason for the change in the drift velocity v dr brought about by the addition of the molecular component can be seen from a simple formula that can be derived from momentum transfer theory (see, for example, Mason and McDaniel 1988) , namely
where ν = Nσ (m) (E 0 ) v is the collision frequency for momentum transfer, and v the electron speed. The average is taken over the distribution of electron speeds. The enhanced energy transfer due to the minor molecular constituent reduces the mean energy of the swarm, and thus, provided σ (m) for the mixture is nearly constant or increases with v, the drift velocity at a given E/N is increased. Fig. 2 shows the large effect produced in the energy distribution function by the addition of 2 · 1% of N 2 to pure Ne at E/N = 0·01 Td. (The correspondingly large increase in the drift velocity at that value of E/N is shown in Fig. 5 .) Equation (8) also illustrates factors that determine the choice of buffer gas. First, the change in mean energy (and hence v dr ) for a given fraction of the molecular additive will be greatest when the energy losses per collision with the atoms of the buffer gas are smallest, i.e. for the candidate gas with the largest atomic weight. Second, the effect of the additive will be enhanced if σ (m) increases with v in the energy range of interest. In addition, the buffer gas with the largest momentum transfer cross section should be used in order to minimise the contribution from the molecular additive, and its cross section should be accurately known.
Neon was the best choice for the present investigation due to the convergence of the experimental and theoretical momentum transfer cross sections (Robertson 1972; O'Malley and Crompton 1980; Saha 1990; Gulley et al. 1994) . It is superior to helium on the first two criteria, and only marginally inferior with respect to the accuracy with which the cross section is known. Argon has a larger atomic weight, and a larger cross section over much of the energy range of principal interest (0 to 0 · 2 eV), but the cross section decreases with energy in this range and is also subject to somewhat larger uncertainty.
Experimental Details
The drift velocities were measured by the Bradbury-Nielsen time-of-flight method using the technique and apparatus described by Huxley and Crompton Fig. 2 . Effect of the addition of 2 · 1% of N2 to pure Ne (at E/N = 0·01 Td) on the energy distribution function (unnormalised). (The corresponding effect on the drift velocity is shown in Fig. 5.) (1974). Electrons were produced by α-particle ionisation using an Am 241 foil as the particle source.
A gas temperature of 77 K was chosen for several reasons. First, electron swarms with very small mean energies are required to probe the rotational cross sections near threshold. The least energetic swarms possible are, of course, those in thermal equilibrium with the gas. At 77 K such swarms have a mean energy of about 10 meV, but a significant fraction of the electrons in them have energies less than 5 meV. But to approach this limit requires very small values of E/N and hence values of N larger than can be achieved at room temperature without exceeding atmospheric pressure. The higher gas densities achievable at 77 K is the second reason for doing the experiment at this temperature. Finally, the use of such a low gas temperature reduces the number of rotational levels with significant populations to about 12 and hence decreases the number of transitions that need to be taken into account. (At energies below about 1 · 25 eV, only ∆j = ±2 transitions result in appreciable electron energy loss through rotational excitation.)
The drift length of the apparatus at 77 K was 9· 980 cm. Gas pressures in the range 26 to 96 kPa (equivalent to a gas density of 9 × 10 19 cm −3 , or over 3·5 atmospheres at room temperature) were used in the experiments.
The optimum mixture concentration for this study is a compromise between several requirements:
• there must be sufficient N 2 in the mixture for the drift velocity to be adequately sensitive to the rotational (or vibrational) cross sections; • the N 2 in the mixture must contribute only a small fraction to the aggregate σ (m) so the uncertainty in σ (m) for N 2 (<±5%, see below) has a negligible effect on the calculated drift velocities;
• at the lowest values of E/N attainable in the measurements, the rate of energy transfer in the mixture must be such that a significant fraction of the electrons in the swarm has energies of only a few meV.
A series of preliminary computations indicated that a suitable compromise was a 2% N 2 -98% Ne mixture. The neon and nitrogen were Matheson Research Grade, used without further purification. The mixture was prepared by volume sharing using apparatus similar to that used by Haddad (1983) . A period of five days then elapsed before measurements commenced to ensure complete mixing by diffusion. Due to experimental factors the mixture concentration differed slightly from the intended 2% N 2 -98% Ne mixture and was 2 · 085% N 2 -97 · 915% Ne.
Pressures were measured using two calibrated quartz spiral manometers (Texas Instruments Ltd) which together covered the total pressure range to the required accuracy. Departures from the perfect gas law were taken into account when calculating the gas number density N from the pressure.
Before beginning the drift velocity measurements in the mixture, we carried out a series of measurements in normal hydrogen at 293 K to check the operation of the drift tube and associated equipment. The measured drift velocities agreed with those obtained earlier by England et al. (1988) to within 0 · 1%.
For the low temperature measurements in the mixture, the drift tube was immersed in a liquid nitrogen bath and the gas temperature taken to be the boiling point of the liquid (76 · 8 K) after taking account of the level of impurity in it and the atmospheric pressure. A platinum resistance thermometer probe was used to detect any temperature variation due to contamination of the bath by dissolved oxygen. Copper-constantan thermocouples attached to the electrodes were used to check for any difference between the temperature of the electrode structure and the bath. The liquid nitrogen level was maintained constant to avoid significant pressure fluctuations.
All measurements were made using an automatic data acquisition system; a typical arrival time spectrum is shown in Fig. 3 which illustrates the level of precision with which the transit times can be determined. The drift velocity data in Table 1 show evidence of a small pressure dependence due to the effects of boundaries and other end effects (Huxley and Crompton 1974) . The best estimate values of the drift velocity were obtained by extrapolation of plots of the measured drift velocity as a function of 1/p (where p is the gas pressure) to 1/p = 0. A typical such plot is shown in Fig. 4 .
The final drift velocities are plotted in Fig. 5 . The range of E/N values used was 0 · 0014 to 0 · 2 Td, the lower limit being set by inadequate current for accurate measurement due to inadequate signal to noise and the upper limit by poor resolution of the arrival time spectra. The uncertainty of these results was calculated by the method used by England et al. (1988) and is estimated to be ±1% for all the values of E/N used.
Tests of Rotational Excitation Cross Sections
The first and principal application of the new drift velocity results in the mixture was to check the conclusion from previous swarm experiments that one must use QBA rotational cross sections in the low-energy region in order to reproduce measured transport coefficients. The success or failure of calculations using these QBA rotational cross sections to predict the new experimental data would either support or discount the caveats that were discussed in Section 4 with respect to the earlier swarm results. The second application was to test the QPBA cross sections in order to investigate the sensitivity of the new experimental data to the energy dependence of the rotational cross sections. The third and final application was to test these data against the MERT/VCC cross sections.
In each case the test comprised a comparison of experimental drift velocities with those calculated with the given set of cross sections. The drift velocities were calculated with the two-term Boltzmann code of Gibson (1970) . A number of authors have shown that only in a very few special cases is the two-term code inadequate for calculating drift velocities, in which case a multi-term code must be used (see, for example, Haddad 1984; Petrović and Crompton 1987; England et al. 1988). We calculated the momentum transfer cross section for the mixture from the e-Ne cross section derived from Robertson's drift velocity data for pure neon (Robertson 1972; O'Malley and Crompton 1980 ) and the theoretical e-N 2 cross section of . At the low energies required for these tests (less than 0 · 25 eV) this e-N 2 cross section agrees to within 1% with that derived from swarm data by Engelhardt et al. (1964) and Haddad (1984) (see Fig. 6 ). As mentioned earlier, because of the small relative abundance of nitrogen present, the uncertainty in the σ (m) used for N 2 has a negligible effect on the calculated drift velocities. Nevertheless, for consistency we based the present analysis on MERT/VCC momentum transfer cross sections, as provided in a convenient analytic fit by .
The drift velocity data used for these tests were limited to values of E/N ≤ 0 · 012 Td in order to avoid any significant effect from vibrational excitation. The upper limit was checked by showing that at that limit the calculated drift velocities changed by less than 0· 1% when the vibrational cross sections were set to zero. Fig. 2 shows why vibrational excitation has a negligible effect on the drift velocities at this (and lower) values of E/N : a negligible fraction of the electrons in the swarm have energies exceeding the 0 → 1 vibrational excitation threshold at 0 · 29 eV. This restriction of the E/N range limits the energy range over which the rotational excitation cross sections can be tested to Sun et al. (1995) (closed circles) were determined from measured angular distributions using the differential cross section extrapolation procedure discussed in Sun et al. (1995) . Finally, the time-of-flight results (plusses) were determined by scaling time-of-flight total integral cross sections by the ratio of theoretical VCC momentum transfer to integral cross sections (Buckman 1995) .
less than about 0 · 25 eV, and therefore nothing significant can be inferred from the swarm data in this range of E/N about the rapidly rising part of these cross sections at energies greater than 0 · 2 eV. Fig. 7 shows the differences between the measured drift velocities and those calculated with the QBA and QPBA cross sections. Two observations can be made about these results:
(6a) Tests of the QBA and QPBA Cross Sections
(1) Since those calculated with the QBA cross sections (circles) agree to within experimental error with the measured drift velocities, no significant error in the cross sections derived from previous swarm experiments in pure nitrogen resulted either from the use of D T /µ data from the Townsend-Huxley experiment or from lack of uniqueness in the analysis (see Section 4). (2) The results calculated with the QPBA cross section (squares) indicate the sensitivity of the drift velocity data to the energy dependence of the rotational cross sections.
(6b) Test of the MERT/VCC Cross Sections
The differences that result when the drift velocities are calculated with the new theoretical cross sections (triangles) confirm the expectation that, although the cross sections have shapes close to the QBA cross sections (see Fig. 1 ), the differences in magnitude in the plateau region cause differences between calculated and experimental values of the drift velocity that lie well outside experimental error. ; and (d) as for (c), multiplied by a factor of 1 · 3.
As detailed in , the agreement in shapes between the MERT/VCC and QBA cross sections is coincidental. Except very near threshold, the QBA does not accurately reflect the physics of rotational excitation, because it neglects all interactions except the long-range r −3 static quadrupole term. Examination of key elements of the scattering matrices shows that at energies from slightly above threshold to several tenths of an eV, other interactions-the short-and intermediate-range static, exchange, polarisation interactions, and bound-free correlation-significantly affect rotational excitation. When these interactions are properly included and distortions of the scattering wave function from the free wave, which are neglected in the QBA (and QPBA) theories, are taken into account, the resulting cross sections exhibit an energy dependence quite akin to that of the QBA theory. This coincidental resemblance between the shapes of the QBA and MERT/VCC rotational cross sections explains why in prior transport analysis of swarm data, only QBA rotational cross sections yielded transport coefficients that agreed with measured drift velocities.
Having solved the paradox of the shape of the cross sections, we are left with the problem of why the MERT/VCC cross sections are too small to give calculated drift velocities that match the experimental data. In their paper show that the error in their rotational cross sections arises from the fact that their quadrupole moment, Q = −0 · 961 ea 2 0 , is somewhat smaller than the experimental value. This difference, in turn, arises from the use of a Hartree-Fock electronic wave function for the X 1 Σ g ground electronic state of N 2 . That is, the remaining error in the rotational cross section is a manifestation of the limitations of the Hartree-Fock approximation for the bound electrons. The effect of this limitation is most acute at very low energies, where σ (r) j0→j0+2 (E 0 ) is extremely sensitive to the value of Q. We can put this interpretation on a semi-quantitative basis and roughly assess the resulting error by noting that series expansion of the MERT rotational cross section (Fabrikant 1984) shows that the leading term from threshold to several tenths of an eV is proportional to Q 2 . So to crudely correct the MERT/VCC rotational cross sections we need only scale them by the square of the ratio of an empirical value of Q to the theoretical quadrupole moment. To bring the MERT/VCC cross sections close to the QBA cross sections for energies up to about 0 · 3 eV (see Fig. 1 ) and the calculated drift velocities for the mixture into agreement within experimental error (see Fig. 7 , diamonds), we require a scaling factor of 1 · 3. This factor is equivalent to Q = 1·1 ea 2 0 . This quadrupole moment lies within the uncertainty of the experimental result of Bridge and Buckingham (1966) , further confirming this interpretation of the source of the remaining difference between the QBA and MERT/VCC values. At higher energies, this argument is neither appropriate nor necessary; here the rotational cross sections rise rapidly as the influence of the 2· 8 eV shape resonance grows as the energy moves into the resonance region from about 1 · 5 to 4·0 eV.
Extension to Near-threshold Vibrational Excitation
Although rotational excitation was the principal focus of the present work, the results from the drift velocity measurements in the mixture extended to sufficiently high values of E/N that some assessment was possible of the VCC results for the v 0 = 0 → v = 1 vibrational excitation cross section from threshold (0 · 288 eV) to about 1 eV. In this energy range the cross section is determined almost entirely by direct excitation.
Theoretical VCC cross sections for the 0 → 1 vibrational excitation appear in Table 3 . (The vibrationally elastic cross sections are shown in Table 2 , and those for momentum transfer in Table 4 .) * These data at energies below the resonance region are compared to experiment in Fig. 8a . Complementing this figure is the comparison in the resonance region in Fig. 8b . We now turn to a discussion of the implications of these cross sections for the present transport analysis.
Below the onset of the 2 eV resonance the cross section is small but finite, as first demonstrated experimentally by Engelhardt et al. (1964) . Chen (1964) had earlier calculated the magnitude of the non-resonant cross section near threshold and found it to vary from about 3 to 6 × 10 −3Å2 over the energy range 0 · 4 to 1·2 eV. Engelhardt et al. found that it was not possible to obtain a satisfactory fit to the swarm data without including this so-called 'threshold foot' to the Table 2 . Theoretical MERT/VCC vibrationally elastic cross sections (in a 2 0 ) at selected energies The first four columns show partial cross sections; the last their sum. Note that Π partial cross sections have been multiplied by 2, as prescribed in equation (5) E The final column shows the sum of these, the grand total momentum transfer cross section vibrational cross section; they also found that its magnitude had to be similar to Chen's prediction. In his subsequent analysis of transport data in nitrogen-argon mixtures in order to reexamine vibrational excitation in the resonance region, Haddad (1984) used the cross section of Engelhardt et al. below the resonance.
In the present study we have tested both this cross section and the theoretical cross sections of Sun et al. (1995) for compatibility with the present drift velocity data for the nitrogen-neon mixture. was used in all calculations, and for N2 that of .
Energy loss through vibrational excitation begins to influence the electron energy distribution functions and hence the drift velocities above 0· 012 Td. We have therefore used the data between 0· 012 Td and 0 · 2 Td, the upper limit of our measurements.
Set 1
The first set of cross sections tested was that of Haddad (1984) . His rotational cross sections were generated with the QBA formula (1) using a vibrationally averaged quadrupole moment Q = −1 · 06 ea 2 0 . As can be seen from (a) in Fig. 9 , this cross section set gives values of v dr which are in agreement with the experimental values over the whole E/N range. Such agreement confirms the earlier conclusions concerning the validity of analyses based on drift and diffusion data in the pure gas (see Section 6).
Set 2
The second set consisted of the theoretical MERT/VCC momentum transfer cross section, the VCC vibrational excitation cross sections, and the MERT/VCC rotational excitation cross sections multiplied by the factor of 1 · 3 discussed in the previous section. This calculation included vibrational excitation cross sections v 0 = 0 → v = 1, 2 and 3, and rotational excitation cross sections j 0 → j 0 + 2 for j 0 = 0, 1, 2, . . . , 12.
Tests carried out by varying the v 0 = 0 → v = 1 cross section indicated that the drift velocities measured in these experiments are insensitive to this cross section at energies greater than about 1 · 0 eV. The v 0 = 0 → v = 2 and 3 cross sections were found to have only a relatively small effect on the calculated drift velocities; deleting them caused a change in v dr at 0 · 2 Td of less than 0·1%. The theoretical momentum transfer cross section is shown in Fig. 6 . In the energy range of significance to these calculations there is good agreement between the theoretical cross section and the experimental cross sections derived from several sources which are shown for comparison.
Curve (b) of Fig. 9 shows that the differences between the measured drift velocities and those calculated with this set of cross sections are well outside experimental error. Moreover, the differences have been somewhat reduced because the rotational cross sections have been scaled everywhere by the factor of 1 · 3, whereas such scaling can only be justified in the non-resonant region, i.e. up to at most 0 · 5 eV. Tests have shown that the theoretical vibrational cross section would need to be increased by at least 50% in this threshold region to obtain agreement between measured and calculated values.
Conclusion
This investigation of low-energy electron scattering in nitrogen by new theoretical calculations and the analysis of new drift velocity data for a nitrogen-neon mixture has thrown significant light on e-N 2 rotational and vibrational excitation. Although, as will be clear from the discussion in Section 4, no information about the momentum transfer cross section for nitrogen can be obtained by comparisons with the present drift velocity data in the mixture, the MERT/VCC theory yields an e-N 2 momentum transfer cross section in excellent agreement with the cross sections derived from previous swarm analyses and crossed beam studies (see Fig. 6 ). Such agreement inspires considerable confidence in the assumptions underlying this study and in the numerical precision of the present solution of the Schrödinger equation. This confidence is enhanced by our finding that the theoretical rotational excitation cross sections, after a scaling justified by physical arguments, are in good agreement with the present data. The theoretical study of has answered the long standing question of why the QBA rotational excitation cross sections, which have a very limited range of validity, led fortuitously to good agreement with the experimental transport coefficient data for nitrogen, and why they also led to equally good agreement with the drift velocity data for the nitrogen-neon mixture used in the present study. It is, therefore, surprising and disappointing that the theoretical vibrational excitation cross sections at energies up to about 1 eV are not compatible with the present drift velocity data. We note in conclusion that the differences between v 0 = 0 → v = 1 vibrational cross sections derived from theory and experiment for e-H 2 scattering at energies below about 1 · 5 eV, about which much has been written (see Morrison et al. 1987a; Buckman et al. 1990; Crompton and Morrison 1993) , is of comparable magnitude to that in e-N 2 scattering but of the opposite sign. These at present unexplained serious disparities between vibrational cross sections from theoretical calculations and from transport analysis demand further investigation.
where j is the energy of the j th rotational state and k B is Boltzmann's constant. The statistical weight factor p j /P r is given by the ratio of p j = (2t + 1)(t + a)(2j + 1) = 3(1 + a)(2j + 1) ,
where t is the nuclear spin of the atom (t = 1 for nitrogen) and the coefficient a = 0 for odd j and a = 1 for even j. The energy levels j for the nitrogen molecule in its ground vibrational state (relative to the energy of the j = 0 state) were calculated from the expression and constants given by Huber and Herzberg (1979) . Each cross section for a specific excitation j 0 → j was weighted first by the fractional abundance f j of the lower state and second by the mixture fraction 0 · 02885. Only transitions involving ∆j = ±2 were included; for E 0 < 1 · 5 eV rotational transitions for ∆j ≥ 2 make negligible contributions to energy exchange. as functions of electron energy. The j0 = 1 → j = 3 cross section and those with thresholds higher than j0 = 6 have been omitted. The cross sections have been weighted by the relative abundance of the j0 level for a gas temperature of 76 · 8 K and by the associated energy loss in order to demonstrate the significance of particular rotational excitations in determining the rate of energy transfer by electrons at a given energy.
The QBA cross sections can be easily calculated for any particular rotational transition. However, in more accurate calculations such as those of -where the vibrational dynamics are fully taken into account and the interaction potential includes terms representing static, exchange, polarisation, and bound-free correlation effects-generating the many rotational excitation cross sections required for calculation of the drift velocity could entail an excessive amount of computation. Hence Trail and Morrison (1996) have developed and implemented scaling relations to generate the required rotational cross sections.
In order to check the reliability of these relations, we compared σ
1→3 (E 0 ) (threshold, 2 · 48 meV) as calculated directly from the BFVCC scattering matrix by to the same cross section as generated by scaling their theoretical j 0 = 0 → j = 2 cross section. At energies between 3 and 80 meV, the j 0 = 1 → j = 3 cross section that resulted from scaling was found to be about 3% lower than the directly calculated theoretical cross sections. As explained in Trail and Morrison (1996) , the accuracy of the j 0 → j cross section generated from the scaling relations improves with increasing value of the initial quantum number j 0 of the 'base cross section' σ (r) j0→j (E 0 ). The contribution of a specific rotational excitation to the rate of energy exchange depends strongly on the initial quantum number j 0 . To demonstrate the significance of specific transitions, the theoretical rotational cross sections of Morrison et al. were multiplied by the corresponding energy loss for the transition and by the fractional abundances of the initial state. As shown in Fig. 10 , the most significant energy loss processes under the experimental conditions of the present study are those for which j 0 is 2, 4 and 6. By contrast, excitations from the j 0 = 0 and j = 1 states contribute very little to rotational energy exchange, due to their low threshold energies and the small populations of these initial states at 76 · 8 K. (For example, for the j 0 = 0 → j = 2 transition, 0 = 1·488 meV and f 0 = 0·0493.)
