We prove a dichotomy between absolute continuity and singularity of the Ginibre point process G and its reduced Palm measures {G x , x ∈ C m , m = 0, 1, 2 . . . }, namely, reduced Palm measures G x and G y for x ∈ C m and y ∈ C n are mutually absolutely continuous if and only if m = n; they are singular if and only if m = n. Furthermore, we give an explicit expression of the RadonNikodym density dG x /dG y for x, y ∈ C m .
Introduction
The Ginibre point process G is a probability measure on the configuration space over C ( ∼ = R 2 ), whose n-correlation function ρ n with respect to the complex Gaussian measure π −1 e −|z| 2 dz on C is given by the determinant ρ n (z 1 , . . . , z n ) = det[K(z i , z j )] 1≤i,j≤n (1.1) of the exponential kernel K : C × C → C defined by K(z, w) = e zw .
( 1.2)
It is known that G is translation and rotation invariant. Moreover, G is the weak limit of the distribution G n of the eigenvalues of the non-Hermitian Gaussian random matrices, called Ginibre ensemble of size n. The labeled density m n of G n with respect to the Lebesgue measure on C n is then given by m n (z 1 , . . . , z n ) = 1 Z n n i,j=1 i<j
Very intuitively, from (1.3), one may regard G as an equilibrium state with logarithmic interaction potential (2-dimensional Coulomb potential) Ψ(z) = −2 log |z|, and G has an informal expression
Taking the translation invariance of G into account, we have another informal expression
In both cases, we have no straightforward justification because of the unboundedness of the logarithmic potential at infinity and the presence of the infinite product of the Lebesgue measure. When the interaction potential Ψ is of Ruelle's class, then the associated equilibrium state described by the Dobrushin-Lanford-Ruelle equation (DLR equation) , and the expression corresponding to (1.4) are surely justified. The DLR equations also guarantee the existence of the local density in bounded domains for fixed outside configuration, and play an important role not only for the static problem but also for the dynamical problem of the associated infinite particle system. However, since 2 log |x| is unbounded at infinity, one can no longer use the well developed theory based on the DLR equations for the Ginibre point process and other point processes appearing in the random matrix theory.
In [14] and [15] , the first author introduced the notions of quasi-Gibbs property and the logarithmic derivative of G (see (2.7) ) to remedy such a situation. The quasi-Gibbs property provides a local density for fixed outside configuration, and the logarithmic derivative gives a precise correspondence between point processes and potentials. From these he has deduced that the natural labeled stochastic dynamics associated with the Ginibre point process is given by the infinite-dimensional stochastic differential equation (ISDE): In fact, the Ginibre point process G is the equilibrium state of the unlabeled dynamics Z t = i∈N δ Z i t associated with (1.6) . A surprising feature of this dynamics is that it satisfies the second ISDE [14] :
The ISDEs (1.6) and (1.7) correspond to the informal expressions (1.4) and (1.5), respectively. One of the key ingredients of the proof of this result is the small fluctuation property
Var
G ( s, 1 Dr ) ∼ O(r) (r → ∞) (1.8) obtained by the second author [21] . Here s = i δ s i , 1 Dr is the indicator function of the disk D r = {|z| ≤ r}, and s, f = i f (s i ). From (1.8) we see that the order of the variance of the Ginibre point process is half of that of the Poisson point process with intensity dx. This is a result of the strength of the 2-dimensional Coulomb interaction at infinity. Two typical translation invariant point processes over R d are the Poisson point process with Lebesgue intensity and (randomly shifted) periodic point process. The former is the most random point process, while the latter is the most deterministic one. Translation invariant canonical Gibbs measures are the standard class of the point processes belonging to the Poisson category. We remark that the Ginibre point process has intermediate properties between the Poisson and the periodic point processes. Indeed, the exponent in (1.8) is the same as the periodic point processes and the existence of the local density and the associated stochastic dynamics like as (1.7) implies that the Ginibre point process is similar to the Poisson point processes.
The most prime interaction potential in R d is the d-dimensional Coulomb potential although this is outside of the classical theory of Gibbs measures based on DLR equations. As we have seen above, the Ginibre point process is the case of the 2-dimensional Coulomb potential in R 2 at the inverse temperature β = 2, and is the unique example of such a type of point processes in infinite volume. We thus see that the Ginibre point process is one of the ideal interacting particle systems, significantly different from Poisson and periodic point processes. Our aim is to study specific feature of the Ginibre point process arising from the Coulomb potential and shed new light on it.
In the present paper, we focus on the absolute continuity and the singularity of the Ginibre point process G and its reduced Palm measures {G x , x ∈ C m , m = 0, 1, 2 . . . } (see (2.5) ). Here we interpret G x = G if m = 0. Throughout the paper, by Palm measures we always mean reduced Palm measures.
The main results are the following. Such a singularity result of Palm measures is quite different from that of Gibbs measures. Indeed, if µ is a translation invariant canonical Gibbs measures with Ruelle's class potential, then µ x ≺ µ for any x = (x 1 , . . . , x m ), where µ ≺ ν means µ is absolutely continuous with respect to ν. Roughly speaking, − log dµx dµ (s) describes the total energy at x from a given configuration. In this sense, informally, − log dGx dG (s) = ±∞ when m = 0. When m = n, we have an explicit expression of the Radon-Nikodym density dG x /dG y . |x j − s| for x = (x 1 , . . . , x m ) and s ∈ C.
(1.10)
The convergence in (1.9) takes place compact uniformly in C\{y i } i for G y -a.s. Moreover, the normalization constant Z xy is given by
Here Z(x) is the smooth function on C m defined as the unique continuous extension of the function
defined for x ∈ C m with ∆(x) = 0, where
For example, by Lemma 4.3, we see that
In general, Z(x) can be expressed as a series expansion by Schur functions. See Remark 9.2 in Section 9.
To prove the singularity between G x and G y when m = n, we introduce a family of real-valued functions {F T } T >0 defined on the configuration space Q over C by 13) where D r is the disk of radius r.
Suppose that the number m of the conditioned particles is unknown. Then Theorem 1.3 implies one can detect the value m from the sample point s almost surely. Namely, the total system of the sample point s memorizes the missing number m. This property is a remarkable contrast to the Poisson and canonical Gibbs measures, and implies that the Ginibre point process is similar to the periodic point process from this view point. We may thus regard the Ginibre point process as a random crystal. Similar phenomenon is also observed as rigidity in Ginibre point process in [3, 4] , where it is shown that the conditioning of configuration outside of a disk determines the number of particles inside the disk. In [7] the problem of absolutely continuity of point processes is discussed in terms of deletion-insertion tolerance, and it is shown that the Gaussian zero process on the plane C is neither insertion tolerant nor deletion tolerant and that on the hyperbolic plane D = {|z| < 1} is both insertion tolerant and deletion tolerant.
The organization of this paper is as follows. In Section 2, we give the setting of this paper. In Section 3, we recall the notion of Palm measures and give remarks on Palm measures of determinantal point processes. In Section 4, we provide basic properties of Ginibre point process. Section 5 deals with uniform estimate of variances for Ginibre and its Palm measures. In Section 6, we give proofs for the latter half of Theorem 1.1 and Theorem 1.3, which show singularity between the Ginibre point process and its palm measures. In Section 7, we give a sufficient condition for absolute continuity between two point processes that have an approximation sequence of finite point processes, and by applying it to our problem we prove the former half of Theorem 1.1 and Theorem 1.2 in Section 8. In Section 9, we express the kernel of a continuous version of Palm measures in terms of Schur functions. In Section 10, we give concluding remarks with some open questions.
Setup
Let R be a Polish space. A configuration s in R is a Radon measure of the form s = i δ s i . Here δ a denotes the delta measure at a and {s i } is a countable sequence in R such that s(K) < ∞ for all compact set K in R.
We regard the zero measure as an empty configuration by convention, which describes the state that no particle exists. We remark that s(A) becomes the number of particles in a measurable set A. Let Q = Q(R) be the set consisting of all such configurations on R. We endow Q with the vague topology, under which Q is again a Polish space. A Q-valued random variable s = s(ω) is called a point process or a random point field. In what follows, we also refer to its probability distribution µ on Q as a point process.
We fix a Radon measure m on (R, B(R)) as a reference measure. We call a symmetric measure λ n on R n the n-th correlation measure if it satisfies
Here A 1 , . . . , A j ∈ B(R) are disjoint and
Furthermore, if λ n is absolutely continuous with respect to m ⊗n , the Radon-Nikodym derivative ρ n (x 1 , . . . , x n ) is said to be the n-point correlation function with respect to m, i.e.,
Let K : R × R → C be a Hermitian symmetric kernel such that the associated integral operator (Kf )(x) := R K(x, y)f (y)m(dy) becomes a locally trace class operator on
. It is known [19, 20] that under these conditions on a pair (K, m), there exists a unique point process µ = µ K,m such that its n-point correlation function ρ n with respect to m is given by
for every n ∈ N. We call it the determinantal point process (DPP) associated with (K, m). We note that if we set
for g : R → (0, ∞), then (K,m) defines the same DPP as that of (K, m).
In the rest of the paper we will take R = C, and Q denotes the configuration space over C. Let g(z) = π −1 e −|z| 2 and m(dz) = g(dz) := g(z)dz be the Gaussian measure on C. Let K : C × C → C such that
Let G be the probability measure on Q whose n-point correlation function ρ n with respect to the Gaussian measure g is given by
The probability measure G is a DPP associated with (K, g(dz)) and called the Ginibre point process. G will denote the Ginibre point process in the rest of the paper. Let m ∈ N ∪ {0}. For x ∈ C m and a probability measure µ on Q, let µ x be the reduced Palm measure of µ conditioned at x = (x 1 , . . . , x m ):
As we will see later, one can take the continuous version of µ x for DPPs in such a way that µ x is weakly continuous in x. So µ x is defined for all x ∈ C m with no ambiguity. If m = 0, then we understand µ x = µ for x ∈ C 0 by convention. The relation between the Ginibre point process and the two-dimensional Coulomb potential with the inverse temperature β = 2 has been rigorously established in [14] by using the notion of logarithmic derivative.
Let µ 1 be the 1-Campbell measure of a point process µ. By definition µ 1 is a measure on C × Q given by 6) where ρ 1 is the 1-correlation function of µ with respect to the Lebesgue measure and µ x is the Palm measure conditioned at x ∈ C. We call a function
is the space of all bounded continuous functions on Q. It was proved in [14, Th. 61 
which one may expect from the n-particle approximation (1.3) to the Ginibre point process G. The similar phenomenon is also pointed out in [1] for Poisson point processes on R d with d ≥ 3.
Palm measures of determinantal point processes
Recall that we always mean by Palm measures reduced Palm measures. Let us restate the definition of Palm measures for simple point processes. For a simple point process µ on R, the following formula defines Palm measures {µ x , x ∈ R} for λ 1 -a.e.x: for any bounded measurable function
for any bounded measurable function f on Q. Similarly, the formula
for any bounded measurable function F on R n × Q defines Palm measures {µ x , x ∈ R n } for λ (n) -a.e.x = (x 1 , . . . , x n ), where λ (n) is the n-th moment measure. For distinct x = (x 1 , . . . , x n ) ∈ R n , one can think that µ x is defined for λ n -a.e.x. It is well-known that Poisson point process Π ν with intensity measure ν do not change by the operation of taking Palm measure, that is, (Π ν ) x = Π ν for any x ∈ R n . The next fact shows that the Palm measures of a DPP are again DPPs. 
3)
As we have seen in Proposition 3.1, Palm measures {µ b } are defined for λ n -a.e. 
Proof. For simplicity, we only show the case where n = 1. Suppose that K(b, b) = 0. Since K is analytic and Hermitian, there exist a p ∈ N and an analytic kernel L with
Repeating this procedure, we can easily see that for o n = (0, 0, . . . , 0) ∈ C n the Palm measure G on can be taken as the DPP associated with kernel
Palm kernel K x conditioned at x will be given in terms of Schur functions in Lemma 9.1.
, which implies that taking Palm measure decreases the density. By induction, we see that, for any x and z ∈ R, we have
i.e., ρ 1,
(2) The trivial inequality ρ 2 (z, w) ≥ 0 for DPPs implies the Schwarz inequality
The following variance formulas are useful for deriving small fluctuation properties of G and its Palm measures.
where s, g = R g(x)s(dx). Moreover, suppose that the kernel K has reproducing property, i.e.,
Then, the following also holds:
Proof. It is easy to see that (3.9) and (3.11) hold. (see cf. page 195 [16] .)
Reproducing property is preserved by the operation of taking Palm measures.
Lemma 3.6. Let K be a kernel with reproducing property (3.10) . Then, so is K x for λ n -a.e. x ∈ R n .
Proof. It suffices to show it for n = 1. (3.1) and (3.10) yield the reproducing property for K x .
Ginibre point process and its basic property
In this section, we summarize the basic properties of Ginibre point process.
Proposition 4.1 ([2]
). Let A n be an n × n matrix with i.i.d. standard complex Gaussian entries, i.e., (A n ) ij ∼ N C (0, 1). Then the joint probability density of n eigenvalues are given by
for s = (s 1 , s 2 , . . . , s n ) ∈ C n with respect to the Gaussian measure g n (ds) = n i=1 g(ds i ). Equivalently, the set of eigenvalues of A n forms the DPP G n associated with g(dz) and
Since K n (z, w) → K(z, w) uniformly on any compact set in C × C, the DPP G n associated with (K n , g) converges weakly to the DPP G associated with (K, g) (see e.g. Proposition 3.1 in [20] ). Proof. By Proposition 4.1, for x ∈ C m and s ∈ C n ,
where ∆(s) is the Vandermonde determinant as in Theorem 1.2. Then we have
is the joint probability density function for eigenvalues of Ginibre random matrix of size m + n with respect to the Gaussian measure g m (dx)g n (ds). Then, the m-point correlation function of G m+n is given by
On the other hand, since G m+n is the DPP associated with K m+n , we have
where K m+n is as in (4.2). Hence, as n → ∞, we obtain
3) should be understood by using the following (see Section 9 for more general cases).
By the Binet-Cauchy formula, as x → o m , we see that
Since K m+n (z, w) converges to K(z, w) as n → ∞ uniformly on any compacts in C × C, the second equality also holds.
Proposition 4.4 ([10]). The set of squares of moduli of the Ginibre points is equal in law to
This proposition can be generalized to the case where radially symmetric DPPs on the plane [8] . Let m be a rotation invariant finite measure on C and suppose that {ϕ j (z) = a j z j } ∞ j=0 is an orthonormal system with respect to m. We consider the kernel
and the DPP µ K associated with K and m. For simplicity, we assume that m(dz) = g(|z|)dz for some g : [0, ∞) → [0, ∞), where dz is the Lebesgue measure on C. We consider independent non-negative random variables {Z j , j = 0, 1, 2, . . . } whose law are given by f j (t)dt, where
In Lemma 4.5 and Corollary 4.6 below, we consider the map Θ :
Lemma 4.5. Let µ K and {Z j , j = 0, 1, 2, . . . } be as above. Then
. is an eigenfunction of the restriction operator K A r,R and the corresponding eigenvalue is given by
where f j (t) is defined as in (4.8). For disjoint annuli {A r k ,R k } k having the origin as common center, we consider functions represented as
A r k ,R k and the system {ϕ j (z), j = 0, 1, . . . } are simultaneous eigenfunctions of {K A r k ,R k }, it follows from (4.11) that
Hence, the nonzero eigenvalues of the operator
The first equality follows from the well-known formula for Laplace transform of DPP (see [20] ). On the other hand, by the definition of the map Θ, we see that
Therefore, the standard limiting argument together with (4.12) and (4.13) yield (4.10). 
Proof. Let m(dz) = π −1 e −|z| 2 dz, and set a j = 1/ √ j! for j ≥ m; 0 otherwise in (4.7).
Then Z j = 0 for 0 ≤ j ≤ m − 1, and the law of Z j is t j j! e −t dt for j ≥ m by (4.8), which is equal to that of Y j+1 . The corresponding kernel K is K om (z, w) from (3.6), and then the corresponding DPP is G om . By (4.10), we have
which implies (4.14).
Uniform estimate for variances
For later use, we show uniform boundedness for the variances of n-particle approximation G n x with n ∈ N ∪ {∞} and x ∈ C n for n ∈ {0} ∪ N. Hereafter, we set
Then,
where (n − |p|) + = max(n − |p|, 0). In particular,
Proof. By Lemma 3.6 and (3.9), we have
This implies the equality in (5.2). By the Schwarz inequality, we obtain
which implies the inequality in (5.2).
In Section 8, we will use correlation functionsρ n n,x of reduced Palm measures G n x of G n (n ∈ N ∪ {∞}) with respect to the Lebesgue measure dz. Recall that G n x is a DPP and from (2.2) its kernelK n x with respect to the Lebesgue measure is given bỹ
We first show an estimate for the kernels.
Proof. Fix 1 ≤ p ≤ n and set x = (x 1 , . . . , x p ) ∈ C p . We recall that if n > n there exists anL n x (z, w) which is nowhere-vanishing on C 2 such that
where
. This follows from Lemma 9.1 together with (5.4). Set R = max 1≤i≤n (|x i | + 1). Then for any sufficiently small ǫ > 0
For α ∈ C, by (5.6) and Lemma 9.1, we havẽ
Suppose that there exist positive constants c 1 = c 1 (x) and c 2 = c 2 (x) such that
SinceK n x (α, α) is the 1-correlation function of G n x (with respect to the Lebesgue measure), the valueK n x (α, α) is non-decreasing in n for each α; so isL n x (α, α) from (5.6). Hence, we can conclude that c 3 (x, α) < ∞. Therefore, (5.10) implies that 11) which implies that (5.10) holds with c 1 = 1 and c 2 = 1/2. Let x p = (x 1 , . . . , x p ) for p = 1, . . . , n. Then, by induction on p, we have that for some c 2 (n) > 0
for p = 0, 1, . . . , n − 1, by taking sufficiently small ǫ > 0 depending only on n. Therefore,
for every (z, w) ∈ C 2 . Here we used the Schwarz inequality (3.8) and (3.7) to obtain
Proof. From (3.11), we see that
It is easy to see from (3.7) and (3.8) that
Therefore, (5.13) follows from (5.5).
Palm measures and singularity
In this section, we prove that G x and G y for x ∈ C m and y ∈ C n are singular each other if m = n. To this end, it is sufficient to show that so are G om and G on for m = n since
from the first part of Theorem 1.1. By Corollary 4.6, the point process over [0, ∞) consisting of the square of moduli of G on is equal in law to
where {Y i , i = 1, 2, . . . } are as in Proposition 4.4. That is, the law of η n is equal to
Here {η n } ∞ n=0 are defined on a common probability space (Ω, F , P). If H n and H m are singular each other, so are G on and G om , and then we first focus on the singularity of H n 's instead of G on 's.
Cesàro mean of counting functions
We define a function f T :
We remark that the function F T defined in (1.13) can be expressed as a lift of f T by Θ, that is,
We also note that
Then it follows from (6.1) that for m, n ∈ N ∪ {0} with m ≤ n,
Proof. The assertion immediately follows from (6.5).
The next lemma, especially the estimate (6.8) for the variance, is crucial for the proof of singularity.
On the other hand, we see from (6.5) that {f T (η m ) − f T (η n )} T >0 are bounded. Hence, from (6.6) and the bounded convergence theorem, we deduce that for m and n with m ≤ n
We have thus obtained (6.7).
The proof of (6.8) will be given in the next subsection.
Moreover, we have
for any m, n ∈ N ∪ {0}.
Proof. For each m, {f T (η m )} T >0 is bounded in L 2 (Ω, P) by (6.8) and hence relatively compact weakly in L 2 (Ω, P). By a diagonal argument one can take convergent subsequences commonly in m. We have thus obtained the first claim. Since |f T (η m )− f T (η n )| ≤ |n − m| by (6.5), by the dominated convergence theorem, (6.10) follows from (6.6) and (6.9).
Proof. We note that
By the dominated convergence theorem, we see that for any
from which we conclude that f 0 is tail measurable. Hence, by Kolmogorov's 0-1 law, f 0 is constant P-a.s. On the other hand, from (6.7) and Lemma 6. Proof. We write the Lebesgue decomposition as µ = hν + η, where h ∈ L 1 (ν) is nonnegative and η is singular with respect to ν. There exists a measurable set E ⊂ X such that ν(E) = 0 and η(A) = η(A ∩ E) for any A. Let A α = E c ∩ {h ≤ α}. We note that η(A α ) = 0 for all α > 0. Then, for every bounded measurable function ϕ on X, we see that
Hence, if a = b, then µ(A α ) = 0. By letting α → ∞, we have that µ(E c ∩ {h < ∞}) = 0, or equivalently, µ(E ∪ {h = ∞}) = 1.
On the other hand, since ν({h = ∞}) = 0, we see that
Therefore, µ and ν are singular each other whenever a = b.
Here we only show singularity part of Theorem 1.1. We will prove absolute continuity part later in the proof of Theorem 1.2.
Proof of Theorem 1.1 (singularity).
It immediately follows from Lemma 6.4 and Lemma 6.5 that H m and H n are singular each other whenever m = n. Hence G om and G on are mutually singular, from which the singularity of general Palm measures follows as mentioned in the beginning of this section.
Small variance property
In this subsection, we show (6.8). We recall the definition of modified Bessel functions:
and K n (z) = lim ν→n K ν (z) for n ∈ Z. It is known (cf. [12] , p. 123) that as x → ∞
From these asymptotics and continuity of 2xI ν (x)K ν (x), we also see that
.
By change of variables x = u 2 , y = v 2 and then s = u − v, t = uv, and putting ϕ(s, t) =
and ∆ T = {(s, t) ∈ R 2 ; 0 ≤ t ≤ T − √ T |s|}, we obtain
since ϕ(s, t) is bounded on R × [0, ∞) by (6.11). Also, we easily see that
Therefore,
By using the following integral formula (cf. [12] , p. 140, 6)
we obtain the assertion.
Proof of (6.8) . Let n ∈ N be fixed. From (6.6) we observe that
Hence it suffices to show that Var(f T (η 0 )) = O(1) as T → ∞. By Lemma 6.6 and (6.13), we have
Now we are in a position to prove Theorem 1.3.
Proof of Theorem 1.3. We denote the Borel σ-field of Q([0, ∞)) by R, and the law of η m on (Q([0, ∞)), R) by H m as before. We recall that
Then, Var(F T )(= Var(f T )) is uniformly bouned in T under G om from (6.8), and thus a weak (subsequential) limit F m exists in L 2 (G om ). Moreover, since F T is Θ −1 (R)-measurable, so is the weak limit F m . Therefore, there exists an
which implies that f must be f m . Consequently, from Lemma 6.4, F m = f m • Θ = −m, which is the unique weak limit of {F T } T >0 in full sequence.
For general x ∈ C m , absolute continuity between G om and G x yields the assertion for G x from Lemma 6.7 below. Lemma 6.7. Let f µ and f ν be weak limits of {f n } in L 2 (X, µ) and L 2 (X, ν), respectively. If µ and ν are mutually absolutely continuous, then
This implies that f ν = f µ ν-a.e. on A k for any k ∈ N. Since ν(∪ k∈N A k ) = 1 when µ and ν mutually absolutely continuous, we conclude that f ν = f µ ν-a.s.
Absolute continuity of point processes
In this section, we will show a sufficient condition for two point processes to be mutually absolutely continuous in general setting. Let R be a complete separable metric space with metric d(·, ·) and m a Radon measure on R. We assume that R is unbounded. We fix a point o ∈ R regarded as the origin, and set
Here {b r } are increasing sequence of positive numbers such that lim r→∞ b r = ∞. We will later choose {b r } suitably according to the model. LetQ be the configuration space over R, i.e.,Q is a nonnegative integer-valued Radon measures on R equipped with the vague topology. An element s ∈Q can be expressed as s = i δ s i , and by definition,
Let Q be the subset defined by
We say an element s of Q a locally finite configuration. We note that this notion depends on the choice of the metric d equipped with R. Let Q n := {s ∈ Q; s(R) = n} be the set of n-point configurations and Q f in = ⊔ ∞ n=0 Q n , where Q 0 is the singleton of empty configuration ∅. Clearly, Q f in ⊂ Q ⊂Q. For a function f : Q f in → C, there exist a constant f 0 ∈ C and symmetric functions f n : R n → C so that f (∅) = f 0 and f (s) = f n (s 1 , s 2 , . . . , s n ) for s = n i=1 δ s i ∈ Q n , n = 1, 2, . . . . We say that f : Q f in → C is continuous if so is f n : R n → C for every n. We note that this continuity does not imply that in the vague topology, and is enough for our argument (see (7.19) ). We often omit the superscript n and abuse the same notation f (x) for the function f n on R n .
For a Borel subset A, let P(A) be the set of all Borel probability measures µ oñ Q such that µ(A c ) = 0. We naturally regard such a µ as the probability measure on (A, B(A) ).
Definition 7.1. Fix a Radon measure m on R. We say that µ ∈ P(Q) has a mapproximating sequence if (i) there exists a sequence µ n ∈ P(Q n ), n ∈ N such that {µ n } converges weakly to µ, and (ii) there exists a continuous function
The totality of such probability measures is denoted by P m (Q).
In Definition 7.1, we implicitly assume that 0 < Z(µ n ) < ∞. Throughout this section we fix two probability measures µ, ν ∈ P m (Q) with mapproximations {µ n } and {ν n }, respectively. We define the function h :
where it is understood to be ∞ when h(s) is not defined. Note that the domain of h is Q f in , not Q. We remark that for
Our task is to extend the domain of h naturally to Q in such a way that the extended functionĥ is the Radon-Nikodym density dµ/dν. Let S r be as in (7.1). For r > 0, we define π r , π c r :
For the function h on Q f in , we define h r : Q → [0, ∞] and h c r :
for each r > 0, respectively. Then for each s ∈ Q f in we see that h r (s) = h(s) for sufficiently large r = r s . (7.10) This relation is a key to define the extensionĥ from h, and is a crucial consistency in our argument. For a non-decreasing positive sequence {a k } k∈N we define a subset of Q by
For {µ n } n and {ν n } n introduced in (A2) below, we set
Taking (A4) and (A5) below into account, we can and do assume that µ(H k ), ν(H k ), µ n (H k ), and ν n (H k ) are all positive. Hence the measures in (7.12) are well defined for all k, n. We now state the assumptions by using the notion of m-approximating sequences introduced in Definition 7.1. Hence let P m be as in Definition 7.1, h = h µ,ν be as in (7.6) , and H k be as above. We denote by Dcp(π r ) the discontinuity points of π r . Namely, Dcp(π r ) is the set consisting of all the configurations s ∈ Q such that π r is discontinuous at s.
Assumptions. We assume the following: (A1) ν(Dcp(π r )) = 0 and ν({s ∈ Q; f ν (π r (s)) = 0}) = 0 for each r ∈ N.
(A2) µ and ν ∈ P m with m-approximating sequences {µ n } n and {ν n } n .
Remark 7.1. Assumption (A3) implicitly assumes that the Radon-Nikodym densities dµ n /dν n come from the sum of one-body potentials. In our application, we set µ n and ν n as two Palm measures µ n x and µ n y of
for s ∈ R n and x, y ∈ R m . Then the Radon-Nikodym derivative of two Palm measures µ n+m x and µ n+m y , because of cancellation of mutual two-body potential part between s, is given by
In the case of the Ginibre point process G n , the two-body potential Ψ is a logarithmic potential, i.e., Ψ(t) = −2 log t.
The following three lemmas also hold for µ n k under the assumptions (A4) and (A5). Lemma 7.2. {ν n k } n∈N is tight in n for all k. Proof. Since ν n → ν weakly, {ν n } n∈N is tight, i.e., for any ǫ > 0 there is a compact set K ǫ such that sup n∈N ν n (K c ǫ ) ≤ ǫ. Hence from (7.12) we have
Therefore, {ν n k } n∈N is tight from (A5).
Lemma 7.3. There exist probability measures {ν k } k , a non-decreasing sequence of positive reals {α ν k } k with α ν k ր 1, and a subsequence {n p } p so that ν np k → ν k weakly and ν np (H k ) → α ν k for all k, and
Moreover, ν k → ν weakly. Here, for two measures m 1 and m 2 on a measurable space
Proof. We note that for k ≤ l
since H k is non-decreasing. By tightness of {ν n k } n combined with the diagonal argument, one can take a common subsequence {n p } p of N so that ν np k → ν k weakly and ν np (H k ) → α ν k for all k. Thus (7.14) follows from (7.15) by taking the limit along {n p }. Since α ν k ր 1 as k → ∞ from (A5), it follows from (7.14) that lim sup k→∞ ν k (F ) ≤ ν(F ) for any closed set F , which implies that ν k → ν weakly.
Remark 7.4. (1) From (7.14), we deduce that ν k is absolutely continuous with respect to ν and ν l for l ≥ k.
(2) From (7.12) and (7.13) we see that supp ν k ⊂ H k and hence h r ∈ L ∞ (ν k ) from (7.11).
Lemma 7.5. The Radon-Nikodym derivative
Proof. From (7.14) and Remark 7.4, we have that
dν is non-decreasing in k and α ν k ր 1, we see that lim k→∞ dν k dν exists and is bounded by 1 ν-a.s. By Lemma 7.3 and the bounded convergence theorem, we obtain
Proof. Since h r = h • π r , the discontinuity point of h r is
From (A1) and Remark 7.4(1), we immediately obtain that ν k (Dcp(h r )) = 0. Since h r ∈ L ∞ (ν k ) by Remark 7.4(2) and ν np k converges weakly to ν k , we obtain (7.18).
Lemma 7.7. There exists ζ k ∈ (0, ∞) such that
Then, we deduce from (7.4)-(7.6) that
Hence there exists a subsequence {n q } of {n p } such that
for all k ∈ N. Interchanging the role of µ k and ν k , we see that ζ k > 0. We deduce from (A2) and (A3) that
From (A6) and (7.11), we obtain that, as r → ∞,
for ϕ ∈ C b (Q). Since {n q } is a subsequence of {n p }, we see from Lemma 7.3 that a common subsequence {µ nq k } converges to µ k for all k ∈ N. Putting this, Lemma 7.6, (7.22), and (7.24) into (7.23) completes the proof of Lemma 7.7 Remark 7.8. By the definition of the normalization constants Z(·)'s, we see that
. By Lemma 7.3 and (7.22), we have
Note that the left-hand side of (7.25) does not depend on k, and hence so does the right-hand side. Since lim k→∞ α µ k = lim k→∞ α ν k = 1, we obtain from (7.25) that
Furthermore, h ∞ does not depend on the choice of a subsequential limit {ν k } k .
Proof. We can take a common subsequence {r m } m ⊂ (0, ∞) tending to ∞ such that, for all k ∈ N, the subsequence {h rm } m is an L 1 (ν k )-weak convergent sequence with
For k ≤ l, we see that
We used here ϕ
, which follows from (7.14). The equality (7.29) implies that
and hence we obtain the consistency
We deduce from (7.31) that there exists a function h ∞ defined for ν-a.s. such that h ∞ (s) = h k ∞ (s) for ν k -a.s. for all k ∈ N. Hence we can rewrite (7.28) as
We deduce from Lemma 7.7 and (7.32) that
Hence the limit h ∞ is unique for ν k -a.s. and, from this, the whole sequence {h r } converges to h ∞ weakly in
Let ν k andν k be two subsequential limits, and h ∞ andh ∞ the corresponding limits of h r as in (7.34), respectively. For a fixed ǫ ∈ (0, 1) and k ∈ N, we let
Then, from (7.34), we see that
Here for the third equality we used the fact that ϕ
∈ L 1 (ν) from (7.35 ).
This implies that h ∞ =h ∞ ν-a.e. on A k for any k ∈ N. Therefore, by the remark above, h ∞ =h ∞ ν-a.s.
Proposition 7.10. Let ζ k be as in Lemma 7.7 . Then a positive, finite limit ζ := lim k→∞ ζ k exists. Moreover, it is unique and given by
Proof. From Remark 7.4 (1) and (7.33), we see that
Since α ν k ր 1 and α ν k dν k dν ր 1 ν-a.s. from Lemma 7.3 and Lemma 7.5 with (7.16), by applying the monotone convergence theorem to the most right-hand side of (7.37), we obtain that, for each non-negative ϕ ∈ C b (Q),
Since h ∞ is uniquely determined ν-a.s. by Lemma 7.9, from (7.26) and (7.38) we see that ζ := lim k→∞ ζ k exists uniquely and is given by (7.36).
The following theorem is the main result of this section. Proof. We emphasize that both h ∞ and ζ do not depend on the choice of a subsequence {n q } from Proposition 7.9 and Proposition 7.10. From (7.38), we conclude that dµ/dν = ζh ∞ .
Absolute continuity of Palm measures of Ginibre point process
We verify Assumptions in Section 7 for two Palm measures of the Ginibre point process G on R = C with the Euclidean metric. We take o as the origin of C and b r = 2 r . Hence S r = {z ∈ C; |z| < 2 r } by definition. Let m be the Lebesgue measure on C.
In this section we regard G (similarly for G n ) as the DPP associated withK(z, w) = e zw− 1 2 (|z| 2 +|w| 2 ) and the Lebesgue measure m (see (2.2) ). Now we verify Assumptions by setting x, y ∈ C m and µ = G x and ν = G y . Here G x and G y are reduced Palm measures of G conditioned at x and y, respectively. For n > m we set G n x and G n y by the reduced Palm measures of G n conditioned at x and y, respectively.
From (4.4), we consider the following function as h on Let D r = {z ∈ C; |z| ≤ r}. Let ⌈z⌉ denote the minimal integer greater than or equal to z ∈ R. For fixed α ∈ N we set
In the next two lemmas, we consider ν ∈ P(Q) and a sequence {ν n } n∈N of probability measures such that each ν n is supported on Q n and {ν n } n∈N is an mapproximation of ν. Later, we will take ν n to be the n-particle approximation G n y of Palm measures ν = G y of the Ginibre point process.
We introduce the notation ν ∞ := ν to simplify the statement.
Then we obtain the following.
Proof. For α ∈ N and r, R ∈ N with r < R, by summation by parts, we have
Hence, by taking the L 2 (ν n )-norm and applying the assumption (8.5), we obtain (8.6).
For 0 ≤ r < R < ∞ and x ∈ C we set
By construction, we see that
. If there exists c < 1 such that, for α = 1, 2, 10) then the following hold.
(2) The series log H x 0,r converges in L 1 (ν n ) uniformly in n ∈ N ∪ {∞} and compact uniformly in x ∈ C. Moreover, with b p = 2 p , Proof. Take a k = e 2mk . Then (A4) and (A5) follow from (8.12) and (8.8).
We now proceed with the proof of (A4)-(A6) for the Ginibre case. As before, we set x, y ∈ C m and µ = G x and ν = G y . We also set G ∞ = G, G ∞ x = G x , and
We verify (A4) and (A5) by checking the assumptions (8.9) and (8.10) in Corollary 8.4.
by using (5.12). Hence it suffices to show that sup n∈N∪{∞} Var G n x (F α,r ) = O(r). In Lemma 5.1, if we put h(t) = 1 (1,r] (t)( ⌈t⌉ t ) α for α ∈ N, then g α = F α,r . Since F α,r is uniformly bounded in r, it follows from Lemma 5.1 and Lemma 5.4 that there exists a positive constant c = c x,α > 0 independent of r such that
The last equality is a result from [16, Theorem 1.2].
Since the 1-correlation functions for {G n } n∈N∪{∞} are uniformly bounded (by 1), so are those for {G n x } n∈N∪{∞} by (5.12) in Remark 5.3. Then (8.9) follows. Also (8.10) follows from Lemma 8.5. Therefore, (A4) and (A5) hold for {G n x } n∈N∪{∞} from Corollary 8.4.
We next verify (A6) for G n x,k = G n x (·|H k ) as in (7.12). Therefore we obtain the assertion from (8.23) and (8.24) since
The main theorem of this section is as follows.
Theorem 8.7. For each x, y ∈ C m , G x is absolutely continuous with respect to G y . The Radon-Nikodym density dG x /dG y is given by (1.9) and (1.11).
Proof. As we have seen above, all the assumptions of Theorem 7.11 are fulfilled. Hence from Theorem 7.11 we deduce the first claim. By Theorem 7.11 the RadonNikodym density is given by dG x /dG y = ζh ∞ , where h ∞ = lim r→∞ h r in the sense of (7.27) and h r on Q f in is given by (8.1). Hence it only remains to prove the convergence h ∞ = lim r→∞ h r is G y -a.s. by retaking the sequence {b r } suitably, and to prove ζ = 1/Z xy . By Lemma 8.3 (2), we see that log h ∞ = lim r→∞ log h r converges in L 1 (G y ) because G y = ν ∞ . Hence a suitable subsequence converges almost surely in s, and compact uniformly in C\{s i } i for G y -a.e. s = i δ s i .
Hence (1.9) and (1.11) follows from (7.36) combined with (4.5).
Proof of Theorem 1.2. Theorem 1.2 follows from Theorem 8.7 immediately.
Appendix: Palm kernel expansion via Schur functions
We recall the definition of Schur functions [13] . Let δ = δ n = (n − 1, n − 2, . . . , 1, 0) and λ = (λ 1 , . . . , λ n ) be a weakly decreasing sequence, i.e.,
In particular, a δ (x) is the Vandermonde determinant given by
The Schur function associated with λ is defined by 
for x ∈ C m and z ∈ C. Then, by Corollary 6.6 in [20] , 10 Concluding remarks and discussions
1.
We have proved that the set of Palm measures (at finite points) of the Ginibre point process is decomposed into equivalence classes ⊔ ∞ m=0 G m with respect to absolute continuity, where G m = {G x , x ∈ C m }. This result can be viewed as a generalization of the similar result for finite point processes, i.e., in the Ginibre case, ∞−k = ∞−ℓ makes sense like n−k = n−ℓ for distinct k and ℓ. DPP can be thought to be associated with a reproducing kernel Hilbert space; Ginibre is associated with the Bargmann-Fock space H K with reproducing kernel being K(z, w) = e zw , which is the space of L 2 -entire functions with respect to the complex Gaussian measure. The integral operator with kernel K is the projection operator from L 2 (C, g(z)dz) to H K . The Palm kernel K x for x = (x 1 , . . . , x m ) corresponds to the projection operator to the subspace H K ⊖ span{K(·, x i ), i = 1, 2, . . . , m}. From our results, the codimension of the range of K x in H K can be detected from a typical configuration and subspaces of the same codimension are compared in terms of Radon-Nikodym density.
One can also define a Palm measure G x for x ∈ C ∞ , i.e., x is a countable subset of C. It would also be interesting to discuss absolute continuity for such Palm measures. In this direction, it is shown in [3, 5] that the conditioning of configuration outside of a disk determines the number of particles inside the disk G-a.s, which is called rigidity in Ginibre point process. From the above discussion, this might mean that the subspace H K ⊖ {K(·, x i ), i ∈ N} is finite dimensional. This is also related to a completeness problem of random exponentials discussed in [4] .
Absolute continuity between Poisson point processes can be completely determined by the Hellinger distance between their intensity measures [11, 22] ; this is essentially due to Kakutani's dichotomy for absolute continuity of infinite product measures [9] . Absolute continuity for general DPPs seems more subtle from known results ( [6, 7] ) and it should also be discussed.
Question. (i) Can one give a criterion for absolute continuity between (a class of) DPPs µ K,λ in terms of K and λ? (ii) For fixed K and λ, decompose {(µ K,λ ) x , x ∈ R m , m ∈ N ∪ {0}} into equivalence classes with respect to absolute continuity. ∆ on R γ . Since Ψ γ gives the electrostatic potential in R γ (γ = 3), we call them Coulomb potentials. The sign of Ψ γ is chosen in such a way that the potential describes the system of one component plasma.
Here we call a translation invariant point process µ β,γ,d in R d a Coulomb point process if µ β,γ,d is a "Gibbs measure" with γ-dimensional Coulomb potential Ψ γ with inverse temperature β, and called it a strict Coulomb point process if γ = d. If d + 2 < γ, then Ψ γ is a potential in the regime the classical theory can be applied to, and hence µ β,γ,d can be constructed as a Gibbs measure via the ordinary DLR equation; however, if d ≤ γ ≤ d + 2, then the integrability of the potential fails and the DLR equation does not make sense. So we need to construct µ β,γ,d and understand it as a "Gibbs measure" through the logarithmic derivatives discussed in Section 2. Ginibre point process is, so far, the only example of strict Coulomb point processes rigorously constructed and verified as the "Gibbs measure" in the case of (β, γ, d) = (2, 2, 2).
Question. (iii) It would be interesting to construct strict Coulomb point processes other than the Ginibre point process, and to prove the analogy of Theorem 1.1 holds for all β > β 0 for some β 0 ≥ 0, and if this is the case, then to prove or disprove that β 0 > 0, which is the existence of a phase transition for this phenomena.
