Abstract -In this work, we propose an activity-aware low-complexity multiple feedback successive interference cancellation (AA-MF-SIC) strategy for massive machine-type communications. The computational complexity of the proposed AA-MF-SIC is as low as the conventional SIC algorithm with very low additional complexity added. The simulation results show that the algorithm significantly outperforms the conventional SIC schemes and other proposals.
an activity-aware multiple feedback succcessive interference cancellation (AA-MF-SIC) technique to reduce the error propagation of the SA-SIC algorithm. We draw inspiration from a multi-feedback algorithm [16] which considers the feedback diversity by using a number of selected constellation points as the feedback. Unlike prior work with successive interference cancellation and list-based detectors [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27] , AA-MF-SIC exploits the activity of devices. Using a smart interference cancellation, a selection algorithm is introduced to prevent the search space growing exponentially. As the alphabet has changed, in the proposed AA-MF-SIC approach, the shadow constraints are modified. Using the information of devices activity, different constraints for each user are calculated. Simulation results show that the proposed AA-MF-SIC scheme significantly outperforms the literature schemes with a competitive complexity.
The organization of this paper is as follows: Section 2 briefly describes the Low-Active CDMA (LA-CDMA) system model and the augmented alphabet. Section 3.2 introduces the Sparsity-MAP, Sparsity-Aware SIC and the version with the A-SQRD algorithm while the Section 4 describes the conventional MF-SIC scheme and the new AA-MF-SIC. Section 5 compares the complexity of each algorithm considered. Section 6 presents the set up for simulations and results while Section 7 draws the conclusions.
Notation: Matrices and vectors are denoted by boldfaced capital letters and lower-case letters, respectively. The space of complex (real) N -dimensional vectors is denoted by C N R N . The i-th column of a matrix A ∈ C M×N is denoted by a i ∈ C M . The superscripts (·) T and (·) H stand for the transpose and conjugate transpose, respectively, while tr (·) is the trace operator. For a given vector x ∈ C N , ||x|| denotes its Euclidean norm. E [·] stands for expected value and I is the identity matrix.
System Model and Problem Statement
The system model considered for the LA-CDMA uplink system consists of N MTC devices access a single base station, with a spreading factor M of the symbols for each device. At each time instant, the system transmits N symbols, taken from the constellation set A, organized into a column vector x. The symbol vector x is then transmitted over Rayleigh fading channels, organized into a M × N channel matrix H which brings together the spreading sequences and channel impulse responses to the base station. The received signal is collected into a M × 1 vector y given by
where the M × 1 vector n is a zero mean complex circular symmetric Gaussian noise with covariance matrix
The symbol vector x has zero mean and covariance matrix E xx H = σ 2 x I, where σ x is the signal power. Each symbol x n is drawn from the equi-probable finite alphabet A when the n-th device is active, and zero otherwise. So, considering a quadrature phase-shift keying (QPSK) modulation, the augmented alphabet would be described as A 0 = A ∪ {0}, where
As in this scenario devices have a low-activity probability, this can be interpreted as a sparse signal processing problem. Most algorithms proposed in the literature suggests the use of successive interference cancellation, modified to detect the augmented alphabet. In contrast, we propose a detection structure which, based on the reliability of the previous estimates, can improve the performance of the cancellation and reduce the need for block retransmissions.
Preliminary work
In this section, we shall review existing interference cancellation techniques for mMTC scenarios such as S-MAP, SA-SIC, SA-SIC with A-SQRD and MF-SIC.
Sparsity-MAP and SA-SIC Detections
In order to detect x in (1), Zhu and Giannakis [8] proposed a MAP detector that separates the regularization constant which contains the activity probability (p n ) of each device. Since each entry x n is independent from each other, the prior probability for x can be expressed as
where |x n | 0 is the pseudo-norm that is zero if x n = 0 (device is not active) or is one if x n = 0. Substituting (3) in the output of the MAP detector, we obtain
= arg min
Introducing a regularization parameter given by
we have the optimization problem which promotes the sparsity of x described bŷ
Knoop in [12] proposed a costless solution compared to the S-MAP, by introducing a successive interference cancellation into (7) . The original Sparsity-Aware Successive Interference Cancellation (SA-SIC) employs the QR decomposition but in order to have a fair comparison to our proposal, a version without the QR decomposition is considered. SA-SIC uses the regularization parameter to increase the reliability of the quantization process. This algorithm outperforms the conventional linear MMSE detector and gives a solution with much lower complexity than that of S-MAP. However, as SA-SIC does not order the channel matrix columns before the cancellation, it is suitable to error propagation. Thus, appropriate detection order of channel matrix could increase the performance.
3.2 Sparsity-Aware SIC with Activity-Sorted QR Decomposition (SA-SIC with A-SQRD) Detection
The proposed activity-aware sorted QR decomposition (A-SQRD) algorithm sorts the columns of the channel matrix H based on channel gains. The modification of the conventional SQRD algorithm is to include the regularization term λ n and the noise variance σ 2 n in consideration in the detection ordering. Considering QPSK modulation, it is possible to replace the l o -norm with the l 2 -norm in (7), since PSK constellations has a constant modulus alphabet (||x|| 0 = ||x||
In order to find the best permutation of the columns of H ′ , the A-SQRD algorithm employs also the modified Gram-Schmidt algorithm to reorder the columns of H ′ in (8) before each orthogonalization step. Whereas our proposal does not uses the QR decomposition, a SA-SIC ordered by the channel norm with the Gram-Schmidt algorithm.
Activity-Aware Multi-Feedback SIC detection (AA-MF-SIC)
This section is devoted to the description of the proposed activity-aware multi-feedback successive interference cancellation (AA-MF-SIC) detector for LA-CDMA systems. We present the overall principles and structures of the proposed scheme in the first place, and the we implement the proposed detector. Finally, we compare the complexity of AA-MF-SIC with the existing techniques in the literature.
The main idea of the AA-MF-SIC is to judge the reliability of each estimated symbol, in a way to revisit other possible constellation points if the previous estimate is not reliable. The reliability of the previous detected symbol in the conventional MF-SIC is determinate by the shadow area constraints (SAC). In this work, we propose a modification to determine these constraints, saving computational complexity by avoiding redundant processing.
In sequence, we describe the procedure for detectingx n for user n so, other streams can be obtained accordingly. At each cancellation step of the SIC cancellation process, described in (16), the quantized estimated symbolx n = Q w H n y n is obtained through the MMSE filter. In order to obtain accurate estimates, we employ a an l 1 -norm penalty function for sparse regularization in the cost function, as described in the following optimization problem:
The use of the l 1 -norm penalty function imposes some difficulty as the cost function J (w n ) is nondifferentiable. Zhu [8] considers the use of quadratic programming solvers but in a way to reduce the computational complexity, we make an approximation to the regularization term [31, 32, 33] , which is given by,
where
and ǫ is a small positive constant. Fixing the term Λ, we take the derivative of (11) with respect to w * , with the knowledge of
By equating the above equation to a zero vector, we obtain the filter weight vector: y n = y, n = 1,
where n refers to the cancellation stage. This modified filter is an iterative version of the MMSE filter, as Λ depends on previous estimates. At each new stream the filter is updated, using the corresponding activity probability regularization (λ n ) after the SIC operation.
Shadow Area Constraints
The SAC tests, for each user, the reliability of the result of the soft estimate. The radius of reliability (d th )
is used to determine the probability of the soft decision z n = w H n y n to drop into the shadow area on the constellation map. In the conventional MF-SIC, a radius of reliability (d th ) is determined by successive tests and if the nearest distance between the estimation and the constellation points (a f ) d k , is higher than d th , the estimation is considered unreliable. The shadow area and those quantities are represented in Fig. 1a and the radius of reliability is expressed by
As in the mMTC scenarios is considered an augmented alphabet, SAC also changes. Fig. 1b shows the constellation diagram with different constraints of the augmented QPSK alphabet. Since those elements do not have the same a priori probabilities, those constraints can be determined by the information of devices activity, λ n . In the proposed SAC, after we compute all the d k s, if the closest point of the augmented alphabet to the soft estimate is zero, d k is compared to 1/λ n , as shown in Fig. 2 . Otherwise, the comparison is made with the complement value of the regularization parameter, d th = (1 − 1/λ n ). Therefore, we can see from the above equations that, a larger distance d th corresponds to a higher chance of making z n unreliable. If in the conventional MF-SIC the radius of reliability is determinate by successive tests, here we use the probability to being active of each device to define it. 
Optimal feedback selection
After the SAC assessment, if the soft estimate z n is considered reliable, the algorithm ignores the MF approach and proceeds with the conventional SIC scheme, as in (16) . On the other hand, if z n is considered unreliable, a candidate vector called the MF set b is generated. The candidate vector is composed by F constellation points with minimum Euclidean distance to z n . Naturally, in this scenario, as the probability of not being active is higher then being active, the zero is always included in the MF set. The size of the MF set can be flexible or predefined. The higher SNR corresponds to a smaller MF set size which introduces a trade off between the complexity and the performance. After the MF procedure,x n is selected between one of the candidates.
With this approach, as the chosen augmented-alphabet was QPSK, all possible symbols were considered. All the benefits provided by the AA-MF-SIC algorithm are based on the assumption that the optimal feedback candidate is efficiently selected.
The algorithm starts with the definition of a set of N × 1 vectors b f which constitutes part of the N × F matrix B. Each b f is obtained by using the candidate as the cancellation symbol in the n − th device and successively processing the remaining n + 1 to N devices with the conventional SIC scheme resulting in the following B matrix:
where thex 1 , . . . ,x n−1 are previously detected symbols and c 1 , . . . , c F are the candidate symbols. The rest of the elements are obtained by
. For each candidate, each column of Y MF is updated as
The same MMSE filter is used for all the feedback candidates and devices, which allows the proposed AA-MF-SIC algorithm [29] to have the computational simplicity of the conventional SIC detection. Other approaches to compute the MMSE filter such as [21, 30] can be considered. The proposed AA-MF-SIC algorithm selects the candidate according to
The optimum candidate, b opt j , is chosen to be the optimal feedback symbol for the next user as well as a more reliable decision for the current user (x j = b opt j ). The algorithm of the proposed AA-MF-SIC is summarized in Algorithm 1.
Complexity Analysis
The detailed computational complexity is shown in terms of the average number of required complex multiplications per symbol detection. Considering N as the number of devices and M the spreading gain and the linear MMSE as a lower bound, is possible to compare complexities of all the simulated algorithms. Table 1 show that the Iterative Reweighted (IR) algorithm has a lower complexity than the existing non-linear schemes, but has a L factor which means the number of iterations required to converge to a refined estimation. As the K-Best is a variant of the Sphere Decoder and depends on K, which is the number of paths required to minimize the sum of per-symbol cost functions, it is clearly the algorithm which requires more computational effort. There is a slight difference between SA-SIC, ordered SA-SIC and SA-SIC with A-SQRD, which is the type of ordering of the channel matrix. A-SQRD performs the QR decomposition of the augmented channel matrix and the Gram-Schmidt algorithm while ordered SA-SIC just do the channel norm ordering. With an intermediate complexity, AA-MF-SIC depends on the SNR to calculate the required multiplications. As the usage of the SAC verifies the reliability of the soft estimations, low SNRs demands more multiplications than at high SNRs.
Simulation Results
In this section, two different scenarios of a LA-CDMA uplink communication system are considered, one with perfect channel state information (CSI) at the receiver and a second one considering an imperfect CSI scenario.
b j ←x j % all columns of matrix B in line j receivesx j 8:
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end if 14:
if ℜ z j,k+1 and ℑ z j,k+1 > d th j then 15:
Fill the columns of Y MF matrix with F repetitions of y MF 16: We evaluate the symbol error rate of active devices (Net Symbol Error Rate, NSER) performance of the proposed AA-MF-SIC algorithm in an uncoded block fading channel system. NSER performance of the proposed AA-MF-SIC is compared to MMSE, SA-SIC, Iterative Reweighed (IR), K-Best, ordered SA-SIC and SA-SIC with A-SQRD detectors. We note that coded systems with Low-Density Parity-Check Codes (LDPC) [34, 35, ?] can also be considered.
Considering the AA-MF-SIC and all their counterparts in the independent and identically-distributed (i.i.d.) random flat fading model, where the coefficients are taken from complex Gaussian random variables with zero mean and unit variance. Thus, the average SNR is set to 1/σ 2 w . At the transmitter end, all the antennas (when the device was active) radiate QPSK symbols with the same power. In the following experiments, we average the curves over 10000 runs. The receive processing is performed under the MMSE criterion.
In order to provide a fair comparison with the results of the algorithms in the literature, the simulation setup was the same as in [13] . The under-determined mMTC system simulated considered has 128 (N) devices and a length of 64 (M) for spreading. The activity probabilities are {p n } N n=1 drawn uniformly at random in [0.1, 0.3]. 
Algorithm
Required complex multiplications (without QR decomposition) and the proposed SA-SIC with A-SQRD as in [13] are considered. The "Ordered SA-SIC" uses the channel norm sort. The lower bound Oracle MMSE is the traditional MMSE filter but with the aid of the information of which device is active or not.
For the sake of verifying the behaviour of the algorithms if the probability of activity increases, other scenarios were considered. Fig. 5 presents the NSER performance of the algorithms with different fixed average SNR values. We notice that even when the activity probability is closer to 1, AA-MF-SIC has a satisfactory performance, becoming better than Oracle MMSE at higher p n values.
Due to the sparsity feature of the transmitted signal x, conventional channel estimators as LS and RLS do not work properly. As this is an open problem, considering estimation errors, the channel can be written aŝ
where H represents the channel estimate and E is a random matrix corresponding to the error for each link.
The channel for user k can be written asĥ k = h k + e k . Each coefficient of the error matrix follows a Gaussian distribution, i.e.,∼ CN 0,σ 2 . Fig. 6 compares the performance of the considered algorithms. 
Conclusions
In this paper, we have considered the design of a low-complexity detection algorithm for mMTC scenarios. In this context, compared with previous works, we have presented an algorithm to mitigate error propagation by using a multi-feedback aided successive interference cancellation detection with modified shadow area constraints. This approach effectively reduces error propagation in decision driven interference cancellation techniques while maintaining the low complexity of the already proposed algorithms. The proposed scheme has been demonstrated to improve the performance of existing algorithms, even in a scenario with higher activity probability.
