Abstract: Fast accumulation of large amounts of complex data has created a need for more sophisticated statistical methodologies to discover interesting patterns and better extract information from these data. The large scale of the data often results in challenging high-dimensional estimation problems where only a minority of the data shows specific grouping patterns. To address these emerging challenges, we develop a new clustering methodology that introduces the idea of a regularization path into unsupervised learning. A regularization path for a clustering problem is created by varying the degree of sparsity constraint that is imposed on the differences between objects via the minimax concave penalty with adaptive tuning parameters. Instead of providing a single solution represented by a cluster assignment for each object, the method produces a short sequence of solutions that determines not only the cluster assignment but also a corresponding number of clusters for each solution. The optimization of the penalized loss function is carried out through an MM algorithm with block coordinate descent. The advantages of this clustering algorithm compared to other existing methods are as follows: it does not require the input of the number of clusters; it is capable of simultaneously separating irrelevant or noisy observations that show no grouping pattern, which can greatly improve data interpretation; it is a general methodology that can be applied to many clustering problems. We test this method on various simulated datasets and on gene expression data, where it shows better or competitive performance compared against several clustering methods.
Introduction
Cluster analysis allows us to group a collection of objects into subsets such that objects within a subset are similar to each other, while objects in different subsets are dissimilar from each other. Clustering is widely used in exploratory data analysis and has a great variety of applications ranging from biology, astrophysics to social sciences and psychology. Clustering is a first step in knowledge discovery where prior information is rarely available to a researcher. It is also instrumental for visualization of complex data and for partitioning a dataset into more homogeneous groups in which simpler models might be adequate. At the same time, clustering can enable discovery of unknown groups or associations, providing deeper insights into the data. For example, in biological research, clustering can help determine which genes are associated with particular cellular functions or phenotypes and can help isolate subclasses of diseases for targeted treatments.
There exist a great variety of clustering methods. A majority of them rely on minimizing some loss function, usually by an iterative procedure, like the well known k-means algorithm, while other methods recursively organize objects into trees, like the popular hierarchical clustering. Spectral clustering techniques are based on graph theory and matrix decomposition and are gaining popularity as being simple, accurate, and able to find non-convex clusters (von Luxburg, 2007; Hastie, Tibshirani, and Friedman, 2009 ). Along with k-means and its variants, there also exist mixture-likelihood clustering approaches (McLachlan, Bean, and Peel, 2002; Fraley and Raftery, 2002; Yeung et al., 2001 ) that assume an underlying statistical model for the data and maximize the likelihood function with the EM algorithm or MCMC methods (Bensmail et al., 1997; Oh and Raftery, 2007 ). Yet other methods take modified or combined approaches, for example, self-organizing maps (Kohonen, 1990) , dp-means (Kulis and Michael, 2011) , CLICK (Sharan, Maron-Katz, and Shamir, 2003) , gene shaving (Hastie et al., 2000) , pclust (Wang, Neill, and Miller, 2008) , support vector clustering (BenHur et al., 2001 ) to name just a few. Clustering literature is vast, and surveys of clustering methodologies are usually specialized. A recent comprehensive review of basic and new clustering methodologies is presented in Aggarwal and Reddy (2013) , and more general developments and trends in clustering are covered in Jain (2010) .
Increasingly large and complex datasets, such as those in gene expression analysis or data mining, have created the need for new efficient approaches to clustering. Data now often contain large amounts of both noisy observations and irrelevant variables. Most existing clustering methods do not address the problems of identifying noise and selecting meaningful variables. Only recently, researchers have shown that simultaneously accommodating for the presence of noisy or irrelevant observations can immensely improve clustering results and provide a better interpretation of the patterns in the data (Tseng and Wong, 2005; Thalamuthu et al., 2006) . A number of new clustering algorithms have been proposed, the most popular of which include the resampling-based tight clustering method (Tseng and Wong, 2005) , penalized weighted k-means (Tseng, 2007) , and model-based clustering (Fraley and Raftery, 2002) . Other methods that take noise into account include adap Cluster (De Smet et al., 2002) , kclips (Maitra and Ramler, 2009) , DWCN (Shen, Sun, and Li, 2010) , trimmed k-means (Garcia-Escudero et al., 2008) and other robust clustering algorithms (Soltanolkotabi, Elhamifar, and Candes, 2013; Forero, Kekatos, and Giannakis, 2012) . Another challenging task in clustering in general is the specification of the number of clusters, which is required as an input for most of the existing methods. When the number of clusters is a required input, the obtained solution is prone to error, especially when a dataset is large and complex. There are a number of methods that suggest rules for choosing the number of clusters. For a recent overview, please refer to Fang and Wang (2012) .
A different class of methodologies that have gained popularity for highdimensional complex datasets is sparsity regularization techniques. Some examples of such penalization methods include the lasso (Tibshirani, 1996) , the elastic net (Zou and Hastie, 2005) , the group lasso (Yuan and Lin, 2006) , the fused lasso , SCAD (Fan and Li, 2001) , SparseNet (Mazumder, Friedman, and Hastie, 2011) , and MC+ (Zhang, 2010) . These methods are mostly used in linear and generalized linear models for identifying useful predictors among a large number of covariates. They introduce a penalty to a loss function to find sparse solutions in challenging problems. Efficient optimization methods exist that compute the entire regularization path or a particular solution for a penalized loss function, such as the least angle regression (Efron et al., 2004) and coordinate descent (Friedman et al., 2007; Friedman, Hastie, and Tibshirani, 2010; Wu and Lange, 2008) .
We propose a novel solution path clustering (SPC) method that can be applied to a wide range of data settings, including high dimensionality and the presence of noisy or irrelevant observations, as this method is able to isolate these observations in singleton or very small clusters. Our algorithm minimizes a penalized quadratic loss function under the minimax concave penalty (MCP) (Zhang, 2010) . The regularization allows us to obtain sparse solutions and to construct a solution path with a decreasing number of clusters, which eliminates the need to specify the number of clusters as an input parameter. The method minimizes a non-convex objective function via the majorization-minimization (MM) algorithm (Lange, 2004) coupled with block coordinate descent. We also develop adaptive data-driven strategies for selecting the penalty parameters along a solution path so that the SPC algorithm has in effect only one tuning parameter for initializing the path. Overall, SPC is a simple, easily implemented and relatively fast algorithm that has worked well in practice, although its convergence properties are to be established in future work.
Penalized estimation has been previously utilized in clustering mostly for variable selection, such as in gene expression analysis (Pan and Shen, 2007; Wang and Zhu, 2008; Xie, Pan, and Shen, 2008; Zhou, Pan, and Shen, 2009; Guo et al., 2010; Witten and Tibshirani, 2010; Sun and Wang, 2012) . Unlike SPC, these methods assume a given number of clusters and select useful variables to partition objects. Very recently, a number of authors introduced penalized clustering methods that are similar to our method in that they also impose a penalty on the pairwise differences between cluster centers and can generate solution paths that do not require the specification of the number of clusters. Pelckmans et al. (2005) , Hocking et al. (2011), Lindsten, Ohlsson, and Ljung (2011) and Chi and Lange (2013) suggested minimizing an objective function where the penalty on the differences between the cluster centers is convex and, thus, the resulting algorithms are guaranteed to converge globally. The potential severe bias in the cluster center estimates from these procedures are handled through penalty weights. The first three referenced papers focus primarily on the optimization of objective functions with convex penalties and do not discuss the choice of the penalty parameter, the detection of noise, performance on high-dimensional data, or the impact of the penalty weights on the clustering results. Chi and Lange (2013) have improved on these convex clustering methods and have provided a general unified algorithm for solving such problems. They have also noted that the solution paths obtained from convex clustering can be unsatisfactory if the weights are not selected properly.
Finally, Pan, Shen, and Liu (2013) have proposed a penalized regression-based clustering method (PRclust) using a novel non-convex penalty on the pairwise differences in order to alleviate the possible bias of convex penalties. The authors have re-parametrized the objective function to ensure the convergence of the coordinate descent algorithm to a stationary point. PRclust, however, has not been shown to handle noise and large high-dimensional datasets. In contrast to our adaptive selection of penalty parameters, Pan, Shen, and Liu (2013) mainly focus on determining the number of clusters by searching over a pre-specified grid of three penalty parameters resulting from the re-parametrization, which might not be efficient for large complex datasets.
The remainder of this paper is organized as follows. Section 2 provides a general formulation of a clustering problem under a concave penalty. In Section 3 we develop our clustering algorithm with adaptive solution path construction.
In Section 4 we use simulated data to illustrate and compare the SPC algorithm to several clustering methods. In Section 5 we briefly discuss solution selection for SPC. In Section 6 we apply SPC to a gene expression dataset from mouse embryonic stem cells to show the performance on bigger real data. Finally, Section 7 contains further discussion and future research directions.
Formulation
Let Y = (y im ) n×p be an observed data matrix, where y i = (y i1 , . . . , , y ip ) ∈ R p represents the ith object. Assuming that the underlying model for y i , i = 1, . . . , n, is multivariate Gaussian with a mean parameter θ i ∈ R p and a constant diagonal covariance matrix σ 2 I p , we propose to cluster the n objects into an unknown number of clusters K by minimizing a penalized 2 loss function. This is achieved by the use of sparsity regularization on the difference between pairwise mean parameters d(θ i , θ j ) = θ i − θ j 2 . Our goal is then to minimize
over θ = (θ 1 , . . . , θ n ), where λ > 0 and ρ(·) is some penalty function. With a careful choice of ρ(·) we can achieve sparsity such that θ i −θ j 2 is arbitrarily small when λ is sufficiently large, where (θ 1 , . . . , ,θ n ) is the minimizer of (1). An important advantage of this formulation, for the situations when there is very little prior knowledge about the data, is that the number of clusters K does not need to be specified beforehand. This regularization also makes it possible to naturally separate noisy objects that should not belong to any cluster and to prevent them from erroneously merging into other clusters, as demonstrated by the simulation study results, in particular the adjusted rand index scores in Figures 3, 6 , and 8 and the cluster assignment plots in Figures 4 and 7. See Section 4 for more details. An appropriately chosen penalty should result in an estimator that satisfies the properties of unbiasedness, sparsity, and continuity (Fan and Li, 2001 ). To achieve these three properties and to specifically avoid excessive bias in the estimation of θ, which could lead to unsatisfactory cluster assignment, we propose to use the minimax concave penalty (MCP) developed by Zhang (2010) ,
where I(·) is the indicator function. The MCP penalty ρ(t) in (2) defines a family of penalty functions that are concave in t ∈ [0, ∞), where λ > 0 controls the amount of regularization and δ > 0 controls the degree of concavity. It has been noted that such non-convex penalties promote sparser models than the 1 penalty with the same or superior prediction accuracy in regression models (Zhang, 2010; Mazumder, Friedman, and Hastie, 2011) . In fact, MCP includes both the 1 penalty when δ → ∞ and the 0 penalty when δ → 0+, forming a continuum between the two extremes. MCP is a simple differentiable penalty function with only two parameters and is designed to minimize maximum concavity. Compared to other non-convex penalties such as SCAD (Fan and Li, 2001) or group truncated Lasso penalty (Pan, Shen, and Liu, 2013) , it includes the explicit concavity parameter δ in its formulation that is easily separated from the penalization rate. Increasing the concavity through this parameter allows us to effectively control the bias of θ using a data-driven approach. The minimax concave penalty is demonstrated in Figure 1 . We illustrate this regularization in the penalized loss function (1) with a special case n = 2. Denote the sample mean of the two observations byȳ = 1 2 (y 1 + y 2 ). The objective function in this special case is
Let γ = (θ 2 −θ 1 ) ∈ R p . Then, for any fixed γ, (θ 1 , θ 2 ) is minimized at (θ 1 , θ 2 ) = (ȳ − γ/2,ȳ + γ/2), and thus, minimizing (3) reduces to Figure 2a plots the objective function (γ) for p = 1. It can be seen from the figure that (γ) is minimized when γ = 0, i.e. θ 1 = θ 2 =ȳ for the chosen λ. Figure 2b depicts how the penalty imposed on the difference |θ 1 − θ 2 | helps obtainθ 1 =θ 2 . The unpenalized 2 loss function has circular light gray contours centered at (y 1 , y 2 ) and the penalized 2 loss function's contour is drawn in black with the minimum at (ȳ,ȳ). The penalty on |θ 1 − θ 2 | forces the minimizer to move from (y 1 , y 2 ), when the loss function has no penalty, toθ 1 =θ 2 =ȳ, which lies on the dashed line θ 1 = θ 2 . In Figure 2b we also demonstrate how the choice of δ and λ for the MCP in (2) affects the estimates of the cluster centers. The light gray contours in Figure 2b represent the unpenalized 2 loss (with δ → 0 or λ → 0), which is minimized at (y 1 , y 2 ) and gives two different clusters. The black contours in the same figure depict the objective function (3) when the value of δ is low enough and the value of λ is big enough to produce an unbiased estimate of one cluster center θ 1 =θ 2 =ȳ. The dark gray contours plot the objective function for a larger value of δ and a smaller value of λ, which is minimized at (θ 1 ,θ 2 ) = (1.3, 2.8). In this case, two clusters are obtained, and both centers are estimated with substantial bias. Therefore, a proper and data-driven choice of δ and λ is key to our method. This also shows that a penalty in the form θ i − θ j 2 , which corresponds to δ → ∞, may not be appropriate for clustering.
Solution path clustering

An MM algorithm
Minimization of a non-convex objective function is usually non-trivial. Motivated by the MM algorithm (Lange, 2004) we propose to majorize the penalty term of (1) by a linear function (Wu and Lange, 2008) . We then minimize the majorizing surrogate function by cyclic block coordinate descent. We initialize the algorithm assuming all objects form singleton clusters and gradually merge the objects into a decreasing number of clusters for an appropriately chosen sequence of parameters (δ, λ), stopping when all the objects form one cluster. Correspondingly, once two objects are merged into a cluster, we do not consider splitting them in the later stages of the algorithm (Remark 2). Suppose that in the current solution the objects y i are assigned to K clusters with centers µ 1 , . . . , µ K , where µ k ∈ R p . Let C k = {i : θ i = µ k } represent the kth current cluster and N k = |C k | denote the size of this cluster. We may then re-write the objective function (1) as
where µ = (µ 1 , . . . , µ K ). With a proper choice of (λ, δ), minimizing K (µ) over µ will force some µ k 's to be very close to each other, effectively merging these clusters into a bigger cluster in the next solution.
To minimize K (µ), we employ a blockwise MM step to cycle through µ k . At each step, we fix µ [−k] = (µ 1 , . . . , µ k−1 , µ k+1 , . . . , µ K ) to its current value and majorize
Let µ (t) k be the value of µ k before the current MM step, where t corresponds to the iteration number. By assumption µ (t) k = µ for all , and we majorize
due to the concavity of the functions ρ(x) and √ x for x > 0. When the majorization (7) is substituted into K (µ k ) (6) we obtain a quadratic surrogate function in µ k for which the minimizer is
k, can be regarded as the weight for µ :
In effect, the derivative ρ in (9) becomes the adaptive weight for the estimation of the cluster centers µ k , which is similar to the convex clustering penalty weights in Hocking et al. (2011) and Chi and Lange (2013) . The weight in (9), however, uses the distances between the cluster centers µ k and varies with each iteration, whereas weights in Hocking et al. (2011) and Chi and Lange (2013) are based on the distances between the data points, which do not change throughout the estimation procedure and a solution path. It can be seen from (8) and (9) that:
k, = 0 and, thus, in the next iteration µ (t+1) k =ȳ k , the sample mean.
• When µ
λδ so that λw Remark 1 (Relative sparsity). It should be noted that the minimizers of (5) in general do not have exactly identical pairs of µ k 's for any finite λ, and thus only relative sparsity can be achieved so that some µ k 's become very close to each other. This is due to the penalized loss function (5) itself, not because of the algorithm implementation. However, such relative sparsity is sufficient for practical applications, with a simple thresholding step like on lines 4-6 of Algorithm 1. We perform the thresholding step for every iteration of the MM algorithm to decrease the overall running time of SPC as K may become smaller for the next iteration.
Remark 2 (Cluster splitting). We have made an assumption that a cluster is never split so that µ k 's are gradually merged into a decreasing number of clusters. This assumption is made mainly to cut down on the computation time and it has worked well in practice. However, in order to exactly solve the problem in (1) it is necessary that objects are allowed to be split or unfused from the clusters they were assigned to. The splitting of clusters could be handled easily within the framework of our algorithm by an additional soft thresholding step. The details on cluster splitting by soft thresholding are provided in the Appendix.
Remark 3 (Convergence). Convergence for coordinate descent type algorithms has been established for the sum of a smooth function and a non-convex penalty under certain conditions that are in fact met by MCP (Mazumder, Friedman, and Hastie, 2011) . However, since the penalty term in (6) is non-separable, this result as well as that in Tseng and Yun (2009 ) cannot be applied. Another difficulty is that the objective function (6) is non-differentiable when µ k = µ , which does not meet the assumption for the fixed points of the MM algorithm to coincide with the set of the stationary points of the objective function (Lange, 1995; Lange, Hunter, and Yang, 2000) . Consequently, there is no theoretical guarantee that Algorithm 1 always converges to a stationary point. In our implementation, Algorithm 1 is repeated until it reaches convergence in the cluster centers, i.e.
or until 50 iterations are reached. In practice, we have observed that Algorithm 1 almost always converges in fewer than 50 iterations. See Section 4 for empirical evidence for the convergence of our algorithm.
Solution path construction
The penalty function in (2) has two parameters λ and δ, the former controlling the amount of regularization and the later determining the degree of concavity of the function. We would like to create some simple data-driven rules for selecting several combinations of the penalty parameters to produce a solution path for any clustering problem. We start the algorithm assuming no sparsity and that each individual observation y i forms its own singleton cluster. We then gradually enforce greater sparsity by using an increasing sequence of λ while reducing the bias, if necessary, through a decreasing sequence of δ. Since the penalty function (2) depends on the distances between µ k 's, the sequences of the tuning parameters can be guided by these distances, and the solution from the current combination of (δ, λ) can be used as a warm start for the next combination.
We define a decreasing sequence ∆ = {δ 1 , . . . , δ H } and for each δ h , h = 1, . . . , H, define an increasing sequence Λ(δ h ) = {λ 1 (δ h ), . . . , λ G (δ h )}. The sequence ∆ is simply determined by
for h = 2, . . . , H, where α ∈ (0, 1) is a constant. We discuss the choice of δ 1 a little later in this section when we talk about λ 1 (δ 1 ). Each time the value of δ is decreased a new Λ(δ) is computed. The initial solution is then obtained with the lowest concavity. As mentioned previously, high values of δ decrease concavity of the penalty function and make it behave more like the 1 penalty which could introduce considerable bias into the estimate of µ k . Therefore, in order to determine whether the value of δ needs to be decreased we define the bias-variance ratio (BVR) for each cluster C k as
where r k = min =k y i − µ 2 is the distance between y i and the nearest cluster center. If BVR k > 1 for any k, then we decrease δ as in (10). The idea behind the bias-variance ratio is that if a certain estimated cluster center µ k moves beyond the range of the observations y i in that cluster C k , then the concavity is increased in order to reduce the bias that could lead to a bad solution.
We now address the choice of Λ(δ h ) determined by the lower and upper bounds of the sequence, λ 1 (δ h ) and λ G (δ h ). The values of λ in between are evenly spaced in log-scale. We state two lemmas for a simple case with n = 2 and then use these lemmas to motivate our choice of the lower and upper bounds for Λ(δ h ). The proofs for the lemmas are provided in the Appendix. Lemma 1. Assume n = 2 and that there are only two points (y 1 , y 2 ) with
i be the value of θ i generated by the MM algorithm with θ
then θ
Lemma 2. Assume n = 2 and that there are only two points (y 1 , y 2 ) with distance d = y 1 − y 2 2 . For a given δ > 0, if
then the global minimizer of (3) is given by (θ 1 ,θ 2 ) = (ȳ,ȳ).
We use Lemma 1 to determine δ 1 and the initial lower bound λ 1 (δ 1 ). From this lemma one sees that η serves as a threshold:
will not change and the points will not merge. Let η 1 = λ 1 (δ 1 )δ 1 and Q β be the β-quantile of the nearest neighbor distances among y i 's. We choose η 1 = Q ω , where ω ∈ (0, 1) can be regarded as the approximate proportion of data points that may merge in the initial solution. On the other hand, it follows from Lemma 1 that φ ∈ (0, 1) can be considered the minimization step size. By default, we set φ = 0.5. Then, to use (12) to determine λ 1 (δ 1 ) we need to specify d. We may choose d as the distance between a pair of points such that d < η 1 . This can be achieved by simply setting d = Q τ , where τ ∈ (0, ω). Plugging these choices of parameters into (12), we obtain the initial lower bound for λ as
The first value of the sequence ∆ then follows directly from
Denote the maximum penalty by z = λ max t ρ(t) = 1 2 λ 2 δ. In order to achieve gradual merging of objects into fewer clusters, both the threshold η = λδ and z should be non-decreasing. Suppose that δ h−1 is decreased to δ h by the BVR criterion and
, where λG(δ h−1 ) is the value of λ before decrease. The lower bound for Λ(δ h ) is then
Next, we directly apply Lemma 2 to define the upper bound λ G (δ h ), h = 1, . . . , H. Given a collection of objects, we can conservatively choose d in (13) to be the maximum distance among all pairs of objects to obtain
For a collection of n > 2 objects, the upper bound in (17) becomes only an approximation for the value of λ such that all objects merge into a single cluster. This value of λ does not necessarily guarantee that the objects will merge but, in practice, we have not encountered a situation when this approximation did not work. In a case when the value of the upper bound of λ is not sufficiently large, one can simply decrease the value of δ, re-calculate the new sequence of λ and run the algorithm until all data points form a single cluster. In summary, the construction of the solution path involves the specification of four parameters, α in (10), and ω, φ and τ in (14), all ranging between 0 and 1. In effect, the parameters τ and φ control the step size of the MM iteration, and consequently the length of the solution path. Based on our experience and as demonstrated by the sensitivity analysis in Section 4.5, the solution path is not much affected by the choice of φ and τ , except when very small values are used (φ, τ ≤ 0.01), which can slow down the progression of the solution path. We recommend setting τ to be slightly smaller than ω in order to avoid unnecessary detail in the solution path. In general, we recommend setting α = 0.9, φ = 0.5 and τ = 0.9ω, and we use these default values throughout the paper.
The only tuning parameter that needs to be specified by the user is ω for the calculation of λ 1 (δ 1 ) in (14) and δ 1 in (15). Since it stands for the approximate proportion of the nearest neighbors that may merge initially, the nature of the dataset might help determine its value. For instance, if the dataset is very noisy and clusters are not tight, ω could be set to a low value, and if the dataset is well separated into clusters and there is little noise, a high value of ω could be used. If chosen too high in cases where the data is very noisy, ω could force the algorithm to skip the correct solution by initially merging too many noisy observations. In practice, we also found that ω should be small in high-dimensional settings. In this paper we use ω = 0.1 for the high-dimensional examples when n < p and ω = 0.5 when n > p.
The full SPC algorithm
We now combine the MM algorithm with the construction of the solution path to describe the full SPC algorithm. It is initialized assuming that each observation forms its own singleton cluster and is run until all observations merge into one cluster using a sequence of (δ, λ). The solution obtained from a particular (δ, λ) is used as a warm start for the next solution. We do not require the input of the number of clusters K, and the algorithm typically yields a short path of 2 -15 solutions.
For a particular (δ h , λ g (δ h )), let K(h, g) be the estimated number of clusters andμ k (h, g) for k = 1, . . . , K(h, g) be the estimated cluster centers. Using these notations, the full SPC algorithm is provided in Algorithm 2.
Algorithm 2 Solution path clustering
run the MM algorithm (Algorithm 1) until max
h ← h + 1 and go to line 2 9:
end if 10: end for 11:
end for 12:
4. Simulation study
Competing methods and cluster quality assessment
We illustrate the performance of SPC on simulated data and compare it to k-means++ algorithm (Arthur and Vassilvitskii, 2007) , the convex clustering method of Chi and Lange (2013) and several popular clustering algorithms that were developed to account for the noise in data. For the latter purpose we selected model-based clustering (mclust) (Fraley and Raftery, 2002) , tight clustering (Tseng and Wong, 2005) , and penalized weighted k-means (PWK-means) (Tseng, 2007) .
The majority of authors use the adjusted rand index (ARI) (Hubert and Arabie, 1985) to compare the clustering results across different methods when the true cluster assignment is known. ARI calculates the similarity of a clustering result to the underlying true clustering assignment. It takes a maximum value of 1 if the clustering solution is identical to the true structure and takes a value close to 0 if the clustering result is obtained from random partitioning. The exact definition of the ARI can be found in the Appendix. For the simulation study we also use ARI in order to be consistent with the prevailing method of cluster quality assessment.
Since all the competing methods, except k-means++, will detect noise, i.e. the data points that do not belong to any well defined clusters, we calculate two ARI scores (ARI c , ARI n ) for each of them. Suppose the true partition and an estimated partition are
where C r andĈ k contain the indices of the data points assigned to true and estimated clusters for r = 1, . . . , R and k = 1, . . . , K, respectively, and C R+1 andĈ K+1 are the indices assigned to noise. Denote the respective cluster labels as v = {v 1 , . . . , v R , v R+1 } andû = {û 1 , . . . ,û K ,û K+1 }, where v R+1 andû K+1 indicate the labels for the true and estimated noise, respectively. See Table 1 for the full contingency table of the counts n kr = |Ĉ k ∩ C r |. Our ARI scores are calculated based on parts of the counts in this table. ARI c accounts for data points that are identified as belonging to estimated clustersĈ k , k = 1, . . . , K, and is calculated as in (23) in the Appendix using only the first K rows of Table 1, {n kr : 1 ≤ k ≤ K, 1 ≤ r ≤ R + 1}, with the corresponding row and column sums. In effect, ARI c provides quality assessment of the identified clustersĈ k , i.e., misclassification of clustered data and the amount of noise in the estimated clusters.
ARI n indicates how sensitive a method is in identifying noise and whether any clustered data point is misclassified as noise. It is based on all the data points except the noise in the estimated clusters which is accounted for in ARI c . We collapse Table 1 to a 2 × 2 table with counts n *
. We set n * cn = 0 since we account for these data points in ARI c . The total number of data points to be considered for ARI n is thus n * = n * cc + n * nn + n * nc . Again, we use (23) in the Appendix to calculate ARI n by plugging in n * cc , n * nn , n * nc , and n * cn = 0. In general, if n * nn is large and n * nc is small, ARI n will be close to 1. 
PWK-means, tight clustering, and k-means++, which is a classical k-means method combined with a randomized seeding procedure to select the starting centers, require, as an input, an estimated number of clusters, and mclust requires an input of a range of the number of clusters. In most cases, we provided the comparison algorithms with ideal input parameters, which will likely result in optimal performance for these methods. In addition to the number of clusters, the competing methods, except k-means++, have other tuning parameters that we mention below.
PWK-means also requires the input of a penalty parameter λ since this method imposes penalty on the number of noisy data points. We used the suggested prediction-based resampling method (Tibshirani and Walther, 2005) to find λ, calculated the prediction strength criterion for an increasing sequence of λ, and selected the value of λ corresponding to the highest prediction strength computed.
Tight clustering has several tuning parameters, but most of them are recommended to stay at their default values, which we follow for the simulated data. Along with the user-specified target number of clusters k target , tight clustering relies on a starting number of clusters k 0 > k target . The tight clustering algorithm is then applied to a decreasing sequence, decremented by 1, starting with k 0 and ending with k target . The authors recommend k 0 ≥ k target + 5, however, a too large k 0 results in smaller clusters and many of the clustered data identified as noise. Conversely, a small k 0 can result in a smaller size of the estimated noise and more noise assigned to clusters. We set k 0 = k target + 5, the smallest value according to the suggested choice.
One additional tuning parameter of mclust is the reciprocal of the hypervolume V of the data region, and the authors note that the method is sensitive to this value. The default method of calculating the hypervolume is V = p j=1 (max i {y ij } − min i {y ij }), which is used for the simulated data. Another input into mclust is the estimated categorization of each data point as clustered data or noise. Once the categorization is provided, mclust applies hierarchical clustering to the identified clustered data to get a good initialization for the EM algorithm that generates a final clustering result. We have used the recommended Kth-nearest neighbor cleaning method (Byers and Raftery, 1998) to obtain the initial categorization into clusters and noise. It is suggested that the value of K should be the size of the smallest cluster to be detected, but if K is selected too high, the noise identification might not perform well. We chose K = 5 for the nearest neighbor cleaning such that it is smaller than the average cluster size.
Finally, convex clustering requires the specification of three tuning parameters, which are the Gaussian kernel weight φ, the number of nearest neighbors k, and an increasing sequence of the regularization parameter γ for obtaining a solution path. We chose the parameter φ such that the penalty weights w ij = ι k {i,j} exp −φ y i − y j 2 2 , where ι k {i,j} is 1 if y j is among y i 's k-nearest neighbors and 0 otherwise, are on average around 0.25. This rule forced the parameter φ to be very close to 0 for our simulated data but any larger values for φ resulted in unsatisfactory clustering. We also used k = 5 and an increasing sequence of γ ∈ [0, 50] of size 20 at even intervals, following an example in the documentation for the R package cvxclust.
To compare the performance, we created four different clustering scenarios: 1) well-separated clusters, 2) overlapping clusters, 3) well-separated clusters with added noise, 4) overlapping clusters with added noise. All clusters in the examples in Sections 4.2 and 4.3 are spherical, with equal variance. The cluster centers and the noise points were generated from a uniform distribution on [−5, 5] p . All noise was generated outside of the radius of the clusters, where the radius is the largest distance from the cluster center to the data points in that cluster. Overlapping clusters were generated such that 15-20% of the data points in a pair of clusters are located within the radiuses of both clusters. For each scenario, we simulated 20 datasets with n > p and n < p. To demonstrate the ability of SPC to identify noise and for the purposes of comparison with other methods, we simply regard all estimated clusters of size N k ≤ 3 as noise. The same cut off is also used for defining noise from k-means++ and convex clustering results.
Results for n > p
The simulated datasets for both well-separated and overlapping scenarios when n > p are of size n = 400, dimension p = 20, and with K = 10 clusters. For each of the two scenarios with noise, 200 uniformly distributed noise points were added to the clustered data. We chose ω = 0.5 for all the scenarios assuming that about half of the nearest neighbors should merge. As the output from each dataset, we obtained a solution path of 7-12 solutions, each containing the number of clusters K with size N k > 3, estimated cluster centersμ k , and cluster assignments C k .
The ARI c and ARI n scores for the comparison with other methods are presented in Figure 3 . In addition to the true number of clusters K = 10, we supplied the competing methods with the number of clusters (of size N k > 3) along the SPC solution path to demonstrate their performance when the number of clusters is mis-specified. We report the ARI scores averaged over 20 datasets for K = 10 and for different ranges of K, e.g. 6 − 9, since each of the SPC solution paths for the 20 datasets might contain a different number of clusters. It must be noted that ARI n = 0 when no noise is detected, which is misleading for 6 -9
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(1) well-separated clusters (4) overlapping clusters with noise (2) overlapping clusters (3) well-separated clusters with noise the scenarios without noisy data. Thus, we use a special score, S n = 1 − n * nc /n, for these scenarios, such that if no noise is identified by a method, then S n = 1. SPC can clearly outperform k-means++, especially in the scenarios with noise, due to the fact that k-means++ is not designed to separate noisy observations. SPC performs similarly or slightly better in most scenarios compared with tight clustering and PWK-means. For K = 10, mclust outperforms all the other methods in all scenarios and separates the overlapping clusters and noise well. The pre-classification of the noise and hierarchical clustering of the remaining data provide mclust with an excellent initialization. The spherical nature of the clusters and uniformly generated noise also perfectly match the model assumptions of mclust. For K = 10 or a slightly smaller value, the performance of SPC is very comparable to that of mclust for noisy data scenarios, although our method makes much weaker data generation assumptions and does not use any specific initialization.
All the methods recover well-separated clusters with accuracy whether noise is present or not, however, tight clustering tends to considerably underperform when no noise is present due to the fact that it is targeted specifically for noisy data. When clusters are not well-separated, SPC tends to merge overlapping clusters but identifies noise very well (high ARI n ). With the progression toward greater sparsity (smaller K), SPC adds more and more noise into the clusters or creates bigger clusters from noise, which results in a low ARI c score. On the other hand, the remaining noise is identified accurately, which is reflected in the high ARI n scores. In contrast, when the number of clusters is mis-specified and K < 10, tight clustering and PWK-means have the tendency to leave out clustered data as noise, reflected by low ARI n scores, while mclust merges the closest clusters together. Convex clustering performs well with overlapping clusters, however, it tends to produce less satisfactory results when any noise is present, compared to SPC. In the scenarios with noise, aside from k-means++, convex clustering adds the most noise into the clusters. Figure 4 shows an example of the cluster assignment for the overlapping scenario with noise for different methods. Figures 4a-4b show cluster assignments for two consecutive solutions with K = 10 and K = 9 for SPC. The solution for K = 10 leaves out a number of clustered data points as noise. The solution with K = 9 separates the noise perfectly, but merges two overlapping clusters. Figures 4c-4f show the results of competing methods with K = 10. One sees that mclust (Figure 4d ) separates noise well and misclassifies only one noisy point, while tight clustering ( Figure 4e ) and PWK-means (Figure 4f ) add noise to the clusters. Convex clustering (Figure 4c ) has the largest number of noise added to the clusters.
Finally, Figure 5a shows the histogram of the number of iterations per solution for the combined four scenarios. Empirically, there were no instances of the algorithm not converging and the number of iterations per solution was between 3 to 33. The number of iterations to convergence generally decreases along a solution path because of warm starts and the reduction in K. When the solution gave the true number of clusters or was close to that, the algorithm converged within about 10 iterations.
Results for n < p
For n < p we simulated datasets with n = 100 clustered data points, p = 200, and K = 10. For each dataset, 50 uniformly distributed noise points were added to the clustered data. Similarly to the scenarios with n > p, we consider clusters of size N k ≤ 3 as noise so that the results can be compared across the methods.
With high-dimensional data we chose ω = 0.1 in order to create a longer and a more detailed solution path. By setting a smaller ω, fewer observations merge into clusters in the initial stages so that the majority of data points are left as singletons or very small clusters. As the sparsity is increased, more observations form new clusters. Consequently, even though the total number of clusters (K total ) decreases, the number of clusters of size N k > 3 (K clust ) increases along the solution path. As shown in the results for SPC in Figure 6 , ARI c is always high because almost no noisy points merge into clusters and there are few misclassified clustered data points. On the other hand, ARI n increases as more clusters are formed so that fewer data points are regarded as noise. One sees that when K clust is close to the true number of clusters (K = 10),(a)(c)(e)satisfactory results are obtained in terms of both cluster assignment and noise detection. When the number of dimensions p is higher than the number of observations n, SPC shows a better performance than all the other methods in most scenarios. It performs at least as well as or slightly better than tight clustering. We could not obtain solutions for mclust due to error messages when the initial noise categorization was provided for the EM initialization and, thus, we used the solutions without the pre-specification of noise, which resulted in all the noise included in the clusters. This clearly demonstrates that mclust is sensitive to pre-specification of noise. K-means++ recognized clustered data quite well but grouped the noise with the clusters. The performance of mclust and k-means++ was very similar to that of PWK-means, which also did not recognize noise with penalty parameter λ selected by prediction-based resampling. This comparison shows that identification of noise in high-dimensional space is very challenging and the uniform assumption for the noise may not be appropriate because the volume of the data range becomes huge when p is large.
Convex clustering showed slightly worse ARI scores in the n < p scenarios, adding noise to the clusters as well as leaving out the clustered data as noise, which indicates that high dimensionality might create challenges for this method. The distances between observations in high-dimensional data become very large, forcing the parameter φ to be very close to 0 in order to produce reasonably large weights w ij , which corresponds to uniform w ij and introduces more bias into the estimation of the cluster centers, possibly leading to unsatisfactory solutions. The k-nearest-neighbor approach could mitigate this problem somewhat but, as mentioned in qualitative comparisons section in Chi and Lange
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Fig 6: ARI c and ARI n for comparison methods for two scenarios with noise when n < p. The x-axis indicates K clust ranges and K total ranges in brackets. NA on the x-axis in the last column in scenario (2) reflects that SPC did not obtain solutions with K = 10 for this scenario.
(2013), can still lead to data points not being agglomerated correctly. As in the previous section, we demonstrate that the algorithm converged in all the scenarios for n < p in Figure 5b . The number of iterations were somewhere between 3 and 28 for each solution. In the high-dimensional case it took on average more iterations (about 8 iterations vs. about 4 for n > p) to converge when the solution was at the true number of clusters or close. Table 2 summarizes an example of the running time for all the methods except kmeans++, which is by far the fastest method. The run time for SPC is based on the longest solution path for each scenario, usually 10-14 solutions. The matching run times for mclust, tight clustering and PWK-means are calculated based on the unique cluster counts and those for convex clustering are based on its corresponding full solution path of length 20. If the number of clusters K clust (of size N k > 3) is duplicated in a solution path, these duplicates are not included in the run times of mclust, tight clustering and PWK-means. The running time for PWK-means includes penalty parameter search with predictionbased resampling. SPC is currently implemented in R, and tight clustering and PWK-means are written in C, mclust in Fortran, and convex clustering in R and Fortran. It seems that SPC's run times compare well to the other methods and that it has a good potential in terms of speed, especially after implementation in a faster language. (1) well-separated clusters, (2) overlapping clusters, (3) well-separated clusters with noise, (4) overlapping clusters with noise. 
Results for non-convex and non-spherical clusters
We now show the performance of SPC on non-convex and non-spherical simulated clusters. For the non-convex case we generated n = 400 observations in p = 2 dimensions grouped in K = 4 clusters, where data in each cluster were generated from a normal distribution with a high correlation. Three out of the four clusters have a negative or positive correlation of around 0.9 and one has a slightly lower correlation of 0.5. After the data points were simulated, nonconvexity was introduced to each cluster as shown in Figure 7 (true model). The cluster size was varied to be N 1 ≈ 250, N 2 ≈ 100, N 3 ≈ 30, and N 4 ≈ 20. Finally, 20 noise data points were added similarly to the scenarios in the previous sections. Such situation would be typical, for example, for gene expression data. We then applied all the methods except tight clustering, which did not converge, to this simulated data. It can be seen from Figure 7 that SPC can perform well in relatively complex settings when the clusters are non-convex, the noise or outliers are present and when the cluster sizes are different. All the comparison methods tend to split one of the two bigger clusters (black and green in the true model plot), while SPC does not. Mclust and PWK-means perform well with noise, however, they do not recognize the smallest cluster with the lowest correlation (blue). Mclust also assigns the ends of the non-convex clusters to noise, showing its sensitivity
2 -3 non-spherical high-dimensional clusters to the assumption of normality. Convex clustering does not seem to be robust to outliers and noise, due to the design of its penalty, specifically the weights, even though it can obtain very good results for non-noisy non-convex data for exactly the same reason.
To further test the relative performance between SPC and the competing methods we applied them in higher dimensions. We generated similarly correlated K = 4 clusters in p = 20 dimensions with the same sizes and added 50 noise points. We did not, however, introduce any non-convexity into the clusters. The resulting ARI scores, averaged over 20 randomly generated datasets, are presented in Figure 8 . SPC has the highest ARI c and ARI n scores for the true number of clusters K = 4 and also performs well when the number of clusters is mis-specified. This confirms the usefulness of SPC for clustering highdimensional non-spherical data.
Sensitivity to tuning parameters
In this section, we further comment on the sensitivity of the solution path to the tuning parameters ω, φ, τ in (14), and α in (10). As mentioned in the previous section, the parameter ω could have a considerable impact by skipping the best solution in the initial step if set too high. This can be avoided by setting this parameter to a low value at the expense of a more detailed solution path with a longer running time. We have found, however, that the rest of the tuning parameters do not impact the solution path in any major way. Setting a different value for α will automatically trigger a corresponding change in the value of λ, which might affect the speed of convergence. To further demonstrate the sensitivity to τ and φ, we have run SPC on 20 randomly generated datasets with different combinations of these parameters and averaged the length of the solution path with ARI c and ARI n for each combination. Table 3 is based on the overlapping case with noise for n > p and illustrates that the cluster assignment and noise detection are not sensitive at all to these two parameters. The length of the solution path, except for the smallest values for both τ and φ, is also very stable. The greatest difference between the smaller and larger values of these tuning parameters was the speed of each solution due to the different minimization step size. 
Solution selection
SPC does not require the specification of the number of clusters, however, it produces a solution path. Unlike the entire clustering path of hierarchical clustering or arbitrary regularization paths of convex clustering (Chi and Lange, 2013; Hocking et al., 2011) or PRclust (Pan, Shen, and Liu, 2013) , a SPC solution path includes only a limited number of solutions obtained using adaptive data-driven approach. This makes it easier for a user to explore different possible clustering assignments. However, it is still very useful in practice to be able to select a particular member along the solution path, especially for large datasets.
Resampling-based methods such as, for example, the gap statistic (Tibshirani, Walther, and Hastie, 2001) or the clustering instability method in Fang and Wang (2012) , are computationally intensive, while Bayesian information criterion and cross-validation have been shown to select models that are too complex compared to the true model in sparse linear regression. These problems are especially relevant for our method that aims at high-dimensional and large data. We, therefore, adopt the empirical approach in Fu and Zhou (2013) to demonstrate that solution selection for SPC is possible in a simple and fast way.
The approach of Fu and Zhou (2013) is based on the fact that as sparsity decreases, i.e. the number of clusters increases, the unpenalized log-likelihood of the data will increase. The increase in the number of clusters, then, is justifiable only by a significant increase in the unpenalized log-likelihood. We should choose a solution after which an increase in the number of clusters will not correspond to a big increase in the unpenalized log-likelihood. To determine this, we sort the solution path according to an increasing number of clusters K total and, for each solution s, s = 1, . . . , S, we calculate the difference ratio for two adjacent solutions:
provided that
is the mixture Gaussian log-likelihood function and K (s) is the total estimated number of clusters K total for that solution. The cluster centers µ (s) k and the cluster proportions π (s) k are estimated given the cluster assignments for each solution s. We set the covariance to be the identity matrix Σ
k , in line with the implicit assumption behind the use of 2 loss in (1) and (5). The likelihood for a singleton cluster in this case is well-defined and in effect amounts to 1/n. We choose the solution indexed by
with a = 0.05 as suggested by Fu and Zhou (2013) . We have plotted the difference ratio (18) and the unpenalized log-likelihood (19) for two simulated datasets in Figure 9 . In Figure 9a the selected solution according to (20) is the solution with the true number of clusters K * = K total = K clust = 10. An example from the scenario with noise in Figure 9b is more ambiguous and in this particular case we would barely choose a solution with K total = 214 and K clust = 10, which does not correspond to the highest ARI score and leaves 4 of the clustered points as noise. Generally, however, the selected solutions have relatively high ARI scores, as reported in Table 4 . In this table, we demonstrate the averages for ARI c and ARI n scores for the selected solutions as well as the averages for the best ARI scores (in terms of the sum of the two ARI scores) along each solution path of the corresponding scenario. One sees that the ARI scores of a selected solution are close to the best along the solution path. The table also reports the average selected K clust and its range, showing that the number of clusters given by a selected solution is close to the true one. All averages and ranges are taken over 20 simulated datasets. It is generally hard to determine whether singleton or very small clusters are truly noise and, thus, solution selection is more challenging when noisy data points are present, which is reflected in selected average ARI n being slightly lower than the best ARI n scores in Table 4 . For overlapping scenario with no noise, we tended to select the solutions with K clust = 9 clusters while the best ARI scores were given by solutions with K clust = 10 (with a few clustered data points misclassified as noise). On the contrary, for the overlapping scenario with noise, most of the solutions selected were given by K clust = 10, which resulted in a higher than best ARI c but lower than best ARI n . Altogether this method is very fast and appears to select good solutions for SPC, but more experiments are needed, especially for various possible assumptions on Σ k . 
Clustering gene expression data
To further test the performance of SPC in a real data environment we applied it to a gene expression dataset (Zhou et al., 2007) . The full dataset consists of over 45,000 genes across 16 different experimental conditions that were created to study the regulation of these genes by Oct4, a transcription factor (TF) important for the self-renewal and maintenance of mouse embryonic stem cells. The 16 gene expression profiles include 3 generated from undifferentiated cells which are naturally high in Oct4 expression (conditions 1-3), 5 from early differentiated cells with high Oct4 expression (conditions 4-8), and 8 with low Oct4 expression (conditions 9-16). The study in Zhou et al. (2007) has identified and referenced 1,325 Oct4-high genes (Oct4+) and 1,440 Oct4-low genes (Oct4−) out of all the genes, which we regard as two true separated clusters for validation. We then added 3,000 extra randomly selected genes with various levels of coefficient of variation and randomly permuted the expression vector of each gene to obtain noise data points. Thus, we analyzed a final dataset with n = 5, 765 observations (genes), p = 16 dimensions, and K = 2 distinct clusters of Oct4+ and Oct4− genes. Following the common practice, we normalized the expression data of each gene to have zero mean and unit standard deviation. We ran SPC with ω = 0.5 and the resulting solution path is presented in Table 5 . SPC has clearly identified the largest two clusters of Oct4+ and Oct4− genes which are shown in Figure 10a -10b. It also suggested an additional smaller cluster of size N k = 43 shown in Figure 10c . We do not address in this paper the problem of choosing a proper threshold for the size of a cluster. For demonstration purposes we consider only K = 2 largest clusters and regard the rest of the observations as noise, including the small cluster in Figure 10c . The left side of Table 5 shows the number of clusters of different size per each solution and the right side shows the numbers of Oct4+, Oct4−, and random genes in the two largest clusters (Cluster 1 and Cluster 2) and those in the rest of the genes (Other). The differences among the solutions 1-4 are only due to the random genes forming mostly very small clusters of size N k < 30, and there are only 4 random genes assigned to the Oct4 clusters. It can be seen from the last column that a small number of Oct4 genes were left out as random, but most of these genes (43 out of 48 Oct4− genes) formed the small Oct4− cluster of Figure 10c . In solution 5 the small Oct4− cluster is merged with the main Oct4− cluster and another big cluster of size > 1,000 is formed from many random genes. In solution 6 the majority of the genes merge into a single cluster and in the subsequent solutions the remaining random genes (outliers) are gradually added to this cluster. All the solutions in Table 5 converged in fewer than 41 iterations. Table 6 compares the result of SPC with that of mclust, tight clustering, and PWK-means. For best results, we ran tight clustering with K = 2 and k 0 = K+1 since any larger values of k 0 produced inferior results, with large amounts of Oct4 genes added to the random category. For mclust, we overrode the default value for the hypervolume V and applied the calculation from Section 4.1. For the nearest neighbor cleaning K = 5 was used (the resulting partitioning into Oct4 clusters and random genes was not sensitive for K < 40, while if K ≥ 40 was used, no noise would be identified in this data). Finally, for PWK-means we did the penalty parameter λ search as with the simulated data. However, we had to start the sequence with a value greater than 1, otherwise the chosen value of λ would be less than 1 by prediction-based resampling and would result in most of the genes classified as random. Overall, we felt that all the other methods required more user fine tuning and re-running for this dataset than SPC. It should be noted that the variation in the results of tight clustering across different runs was negligible, while the results of the other three methods were deterministic. It can be seen from Table 6 that none of the methods misclassified genes between the Oct4+ and Oct4− sets in this well-separated data, however, generally SPC added the fewest random genes into the Oct4 clusters and left out fewer Oct4 genes as random. SPC (solution 5 in Table 5 ) performed better compared to tight clustering, which tended to add more random genes into Oct4 clusters, and PWK-means, which left out more Oct4 genes as random. SPC identified a larger number of Oct4 genes compared to mclust. Even when comparing mclust to solutions 1-4 of SPC, it can be seen that SPC's overestimation of the number of random genes is attributed to the small Oct4− cluster in Figure 10c that can arguably be classified as a separate cluster. Indeed, compared with those genes in the big Oct4− cluster in Figure 10b , the genes in Figure 10c have lower expression levels in conditions 9 to 12 and higher expression levels in conditions 13 to 16, corresponding to cells starting differentiation.
Gene ontology (GO) term enrichment analysis further confirms the specific biological roles of the genes in this small cluster. Using the full set of the 1,440 Oct4− genes as the background set, we found 64 enriched GO terms from the process ontology with P < 1.7 × 10 −4 and three from the function ontology with P < 1 × 10 −4 , both having a false discovery rate (FDR) of less than 0.005% as strong evidence that these genes are not clustered by chance. From Table 7 we see that this small cluster is highly enriched for genes involved in nerve development and organismal process and for TFs with sequence-specific DNA binding activity, compared to the corresponding proportions in the full Oct4− set. This analysis demonstrates a strong performance of SPC on a larger gene expression dataset and the possibility of discovering smaller, biologically meaningful clusters by further examining the solution path. Moreover, this shows an example where a detailed solution path is useful even when strong prior knowledge for the number of clusters is available. With the expected number of clusters K = 2, all the other methods failed to discover this small cluster. The results of mclust, tight clustering and PWK-means identified solely the two big clusters and only differed in how many random genes were added to the clusters and how many Oct4 genes were left out as random.
Discussion
SPC is a new general clustering method that provides a small set of solutions, each including a cluster assignment and a number of clusters, in a wide variety Tabulated are the top three GO terms from the process (top) and the function (bottom) ontology.
of situations including high-dimensional settings when model-based clustering, for example, may have difficulty in providing a solution. SPC can be applied to a dataset of different complexity, whether it is small with only a few outliers or large with a high proportion of irrelevant observations. This method searches for the best solution given a certain degree of sparsity penalty, which is determined adaptively by the data. The irrelevant observations are simultaneously identified as singletons or very small clusters. SPC does not require extensive fine tuning and has only one required input tuning parameter, which could have some impact on the resulting set of solutions. However, even this parameter can be set at the lowest possible value, with the only drawback of a longer solution path and running time. Most importantly, SPC does not require the knowledge of the number of clusters and provides its own estimate, depending on the amount of sparsity imposed. We have assumed that once two or more objects merge they are not split in the later stages of the solution path, which is a shortcut that breaks down the direct optimization of the objective function (1). It is possible, however, to eliminate this assumption and perform the splitting via a soft thresholding operation for those θ i = θ j , as discussed in the Appendix. In practice we found that this step slows down the algorithm. It might be worthwhile to investigate whether there are cases when the splitting enables finding better solutions. Additionally, it might be interesting to apply soft thresholding when the SPC algorithm is initialized assuming all objects belong to one cluster and then gradually split the objects, similar to divisive hierarchical clustering.
Solution path clustering is effective in separating noise from clustered data, however, it tends to merge overlapping clusters due to its dependence on distances between cluster centers. In the later stages of a solution path, when sparsity is higher, it also tends to add more noise into clusters as the larger distances, usually characterized by noisy observations or outliers, receive more penalization. Overall, SPC have provided satisfactory clustering results across all the simulated data scenarios and the gene expression data.
Penalization methods have been widely applied in linear model analysis and are emerging in clustering. The idea of a solution path or surface along with model selection methodology has been successfully utilized for fast search of sparse models. We extended the regularization path or surface and sparsity approach to unsupervised learning, where the gradual increase of sparsity is guided by the data and the bias of the cluster centers is explicitly adjusted to avoid bad solutions. All these features make SPC different from the majority of the existing penalization frameworks, which either encourage sparsity in cluster means or use a convex penalty for sparsity.
There are several questions that need to be addressed by future research. First, we have not discussed what can be considered a cluster and what can be considered noise. If a cluster consists of just one observation, it could safely be assumed that this singleton cluster is an outlier, however, a decision needs to be made, based on the data, with respect to clusters of size N k > 1. This is easier to determine with smaller datasets, where the cut off N k > 1 is usually sufficient, however, it will not be clear with larger and more complex data that might need higher cluster size cutoff values. We would like to address this issue in the future in a more principled manner. In this paper, we also only cursorily discuss the methods for selecting the best candidate solution from a solution path and we do not address the asymptotic properties of the cluster center estimates. These and other algorithmic improvements are interesting topics for future work. 
A.3. Proof of Lemma 2
Let γ = θ 2 − θ 1 . Recall that (θ 1 , θ 2 ) is minimized at (ȳ − γ/2,ȳ + γ/2) for any γ and thus, minimizing (3) reduces to minimizing (γ) defined in (4). First assume that γ = c(y 2 − y 1 ) for c ∈ R and define 
