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Abstract: Convex estimators such as the Lasso, the matrix Lasso and the group Lasso
have been studied extensively in the last two decades, demonstrating great success in
both theory and practice. This paper introduces two quantities, the noise barrier and
the large scale bias, that provides novel insights on the performance of these convex
regularized estimators.
In sparse linear regression, it is now well understood that the Lasso achieves fast
prediction rates, provided that the correlations of the design satisfy some Restricted
Eigenvalue or Compatibility condition, and provided that the tuning parameter is at
least larger than some threshold. Using the two quantities introduced in the paper, we
show that the compatibility condition on the design matrix is actually unavoidable to
achieve fast prediction rates with the Lasso. In other words, the ℓ1-regularized Lasso
must incur a loss due to the correlations of the design matrix, measured in terms of
the compatibility constant. This results holds for any design matrix, any active sub-
set of covariates, and any positive tuning parameter. We also characterize sharp phase
transitions for the tuning parameter of the Lasso around a critical threshold dependent
on the sparsity k. If λ is equal to or larger than this critical threshold, the Lasso is
minimax over k-sparse target vectors. If λ is equal or smaller than this critical thresh-
old, the Lasso incurs a loss of order σ
√
k, even if the target vector has far fewer than
k nonzero coefficients. This sharp phase transition highlights a minimal penalty phe-
nomenon similar to that observed in model selection with ℓ0 regularization in Birgé
and Massart [9].
Remarkably, the lower bounds obtained in the paper also apply to random, data-
driven tuning parameters. Additionally, the results extend to convex penalties beyond
the Lasso.
1. Introduction
We study the linear regression problem
y = Xβ∗ + ε, (1.1)
where one observes y ∈ Rn, the design matrix X ∈ Rn×p is known and ε is a noise
random vector independent of X with E[ε] = 0. The prediction error of an estimator βˆ
is given by
‖yˆ − Xβ∗‖, yˆ := Xβˆ
where ‖ · ‖ is the Euclidean norm in Rn. This paper studies the prediction error of
convex regularized estimators, that is, estimators βˆ that solve the minimization problem
βˆ ∈ argmin
β∈Rp
‖Xβ − y‖2 + 2h(β), (1.2)
1
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where h : Rp → [0,+∞) a semi-norm, i.e., h is non-negative, h satisfies the triangle
inequality and h(aβ) = |a|h(β) for any a ∈ R, β ∈ Rp.
Bias and variance are well defined for linear estimators of the form yˆ = Ay where
A ∈ Rn×n is a given matrix. The bias and variance of the linear estimator yˆ = Ay are
defined by
b(A) = ‖(A− In×n)Xβ∗‖, v(A) = E[‖Aε‖2] (1.3)
and the squared prediction error of such linear estimator satisfies
E‖yˆ − Xβ∗‖2 = b(A)2 + v(A).
For linear estimators, the two quantities (1.3) characterize the squared prediction error
of the linear estimator Ay and these quantities can be easily interpreted in terms of the
singular values ofA. The above bias-variance decomposition and the explicit formulae
(1.3) are particularly insightful to design linear estimators, as well as to understand the
role of tuning parameters.
However, for nonlinear estimator such as (1.2), there is no clear generalization of
the bias and the variance. It is possible to define the bias of βˆ and its variance as
b = ‖X(E[βˆ]−β∗)‖ and v = E‖X(βˆ−E[βˆ])‖2. These quantities indeed satisfy b2+v =
E‖X(βˆ − β∗)‖2, but b and v are not interpretable because of the non-linearity of βˆ. If
the penalty h is of the form λN(·) for some norm N , it is not even clear whether the
quantities b and v are monotonic with respect to the tuning parameter λ or with respect
to the noise level. These quantities appear to be of no help to study the prediction
performance of βˆ or to choose tuning parameters. The first goal of the present paper
is to introduce two quantities, namely the noise barrier and the large signal bias, that
clearly describes the behavior the prediction error of nonlinear estimators of the form
(1.2), that are easily interpretable and that can be used to choose tuning parameters.
For linear estimators such as the Ridge regressor, insights on how to choose tuning
parameters can be obtained by balancing the bias and the variance, i.e., the quantities
b(A) and v(A) defined above. To our knowledge, such bias/variance trade-off is not yet
understood for nonlinear estimators of the form (1.2) such as the Lasso in sparse linear
regression. A goal of the paper is to fill this gap.
Although our main results are general and apply to estimators (1.2) for any semi-
norm h, we will provide detailed consequences of these general results to the Lasso,
that is, the estimator (1.2) where the penalty function is chosen as
h(·) = √nλ‖ · ‖1, (1.4)
where λ ≥ 0 is a tuning parameter. The Lasso has been extensively studied in the liter-
ature since its introduction in [41], see [27, 39, 7, 28, 28, 33]. These works demonstrate
that the Lasso with properly chosen tuning parameter enjoys small prediction and small
estimation error, even in the high dimensional regime where p≫ n. To highlight the
success of the Lasso in the high dimensional regime, consider first a low-dimensional
setting where n≫ p and X has rank p. Then the least-squares estimator βˆls satisfies
σ
√
p− 1 ≤ E‖X(βˆls − β∗)‖ ≤ σ√p,
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for standard normal noise ε ∼ N(0, σ2In×n) and deterministic design matrix X. Here,
p is the model size, so that the above display can be rewritten informally as
E‖X(βˆls − β∗)‖ ≈ σ
√
model size.
In the high-dimensional regime where p≫ n, it is now well understood that the Lasso
estimator βˆ with tuning parameter λ = (1 + γ)σ
√
2 log p for some γ > 0 satisfies
E‖X(βˆ − β∗)‖ ≤ C(X⊤X/n, T ) σλ
√
|β∗|0, (1.5)
whereC(X⊤X/n, T ) is a constant that depends on the correlations of the design matrix
and the support T of β∗. Examples of such constantsC(X⊤X/n, T )will be given in the
following subsections. In the above display, ‖β∗‖0 = |T | is the number of nonzero co-
efficients of β∗. Even though the ambient dimension p is large compared to the number
of observations, the Lasso enjoys a prediction error not larger than the square root of
the model size up to logarithmic factors, where now the model size is given by ‖β∗‖0.
To put it differently, the Lasso operates the following dimension reduction: If the tun-
ing parameter is large enough, then the Lasso acts as if the ambient dimension p was
reduced to ‖β∗‖0.
There is an extensive literature on bounds of the form (1.5) for the Lasso, see for
instance [41, 27, 46, 13, 39, 7, 18, 28, 28, 33, 3, 1, 4] for a non-exhaustive list. Despite
this extensive literature, some open questions remain on the statistical performance of
the Lasso. We detail such questions in the following paragraphs. They are the main
motivation behind the techniques and results of the paper and behind the introduction
of the noise barrier and the large signal bias defined in Sections 2.1 and 2.2 below.
On the performance of the Lasso with small tuning parameters The quantity
λ∗ = σ
√
2 log p (1.6)
is often referred to as the universal tuning parameter. Inequalities of the form (1.5)
hold for tuning parameter λ strictly larger than λ∗ [46, 7, 13]. If the sparsity k :=
‖β‖0 satisfies k ≥ 2, recent results have shown that inequality (1.5) holds for tuning
parameters slightly larger than
σ
√
2 log(p/k), (1.7)
which leads to better estimation and prediction performance [29, 4] than the universal
parameter (1.6).
However, little is known about the performance of the Lasso with tuning parameter
smaller the thresholds (1.6) and (1.7). Although it is known from practice that the pre-
diction performance of the Lasso can significantly deteriorate if the tuning parameter
is too small, theoretical results to explain this phenomenon are lacking. A question of
particular interest to identify the smallest tuning parameter that grants inequalities of
the form
E‖X(βˆ − β∗)‖ . λ
√
model size,
where . is an inequality up to multiplicative constant, and the model size is given by
‖β∗‖0. Also of interest is to quantify how large becomes the risk E‖X(βˆ − β∗)‖ for
small tuning parameters.
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Minimal penalty level for the Lasso In the context of model selection [8], Birgé
and Massart [9] characterized a minimal penalty. In our linear regression setting, one
of the result of [9] can be summarized as follows. LetM be a set of union of possible
models (each model inM represents a set of covariates). Then there exists a penalty
of the form
pen(β) = 2σ2‖β‖0A(‖β‖0)
for some function A(·) such that the estimator
βˆMS ∈ argmin
β∈Rp with support inM
‖Xβ − y‖2 + λ pen(β)
enjoys to optimal risk bounds and oracle inequalities provided that λ = (1+η) for some
arbitrarily small constant η > 0. On the other hand, the same optimization problem
leads to disastrous results if λ = (1− η), cf. the discussion next to equations (28)-(29)
in [9]. To our knowledge, prior literature has not yet characterized such sharp transition
around a minimal penalty level for ℓ1-penalization in sparse linear regression. We will
see in Section 4 that the minimal penalty level in ℓ1-penalization for k-sparse target
vectors is given by (4.1).
Necessary conditions on the design matrix for fast rates of convergence If the
Lasso satisfies inequality (1.5), then it achieves a fast rate of convergence in the sense
that the prediction rate corresponds to a parametric rate with ‖β∗‖0 parameters, up to
a logarithmic factor. All existing results on fast rates of convergence for the Lasso re-
quire some assumption on the design matrix. Early works on fast rates of convergence
of ℓ1-regularized procedures [14, 46, 45] assumed that minimal sparse eigenvalue and
maximal sparse eigenvalue of the Gram matrix X⊤X/n are bounded away from zero
and infinity, respectively. These conditions were later weakened [7], showing that a Re-
stricted Eigenvalue (RE) condition on the design matrix is sufficient to grant fast rates
of convergence to the Lasso and to the Dantzig selector. The RE condition is closely
related to having the minimal sparse eigenvalue of the Gram matrix X⊤X/n bounded
away from zero [30, Lemma 2.7], but remarkably, the RE condition does not assume
that the maximal sparse eigenvalue of the Gram matrix X⊤X/n is bounded. Finally,
[13] proposed the compatibility condition, which is weaker than the RE condition.
Variants of the compatibility condition were later proposed in [6, 20]. The following
definition of the compatibility condition is from [20]. It is slightly different than the
original definition of [13]. Given a subset of covariates T ⊂ {1, ..., p} and a constant
c0 ≥ 1, define the compatibility constant by
φ(c0, T ) := inf
u∈Rp:‖uT c‖1<c0‖uT ‖1
√
|T |‖Xu‖√
n(‖uT ‖1 − (1/c0)‖uT c‖1) , (1.8)
where for any u ∈ Rp and subset S ⊂ {1, ..., p}, the vector uS ∈ Rp is defined by
(uS)j = uj if j ∈ S and (uS)j = 0 if j /∈ S. For c0 = 1, the constant φ(1, T ) is
also considered in [6]. We say that the compatibility condition holds if φ(c0, T ) > 0. If
the target vector is supported on T , then the Lasso estimator βˆ with tuning parameter
λ = (1 + γ)σ
√
2 log p for some γ > 0 satisfies
E‖X(βˆ − β∗)‖ ≤ λ
φ(c0, T )
√
|T |+ σ
√
|T |+ 4σ (1.9)
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for c0 = 1+1/γ. Although we have stated the above display in expectation for brevity,
such results were initially obtained with probability at least 1 − δ for the tuning pa-
rameter (1 + γ)σ
√
2 log(p/δ), where δ is a predefined confidence level [7], see also
the books [13, 24]. It is now understood that the tuning parameter (1 + γ)σ
√
2 log(p)
enjoys such prediction guarantee for any confidence level [4], and that this feature is
shared by all convex penalized least-squares estimators [1]. Results in expectation such
as (1.9) are a consequence of the techniques presented in [1, 4]. We refer the reader to
Proposition 3.2 in [4], which implies that for any δ ∈ (0, 1), inequality
‖X(βˆ − β∗)‖ ≤ λ
φ(c0, T )
√
|T |+ σ
√
|T |+
√
2 log(1/δ) + 2.8σ.
holds with probability at least 1 − δ. Inequality (1.9) is then obtained by integration.
Let us mention that results of the form (1.9) are also available in the form of oracle
inequalities [7, 4].
In this extensive literature, all results that feature fast rates of convergence for the
Lasso require one of the condition mentioned above on the design matrix. The RE
and compatibility conditions are appealing for several reasons. First, large classes of
random matrices are known to satisfy these conditions with high probability, see for
instance [30] for recent results on the "the small ball" method, or [4, Section 8] [2] for
a survey of some existing results. Second, their introduction has greatly simplified the
proofs that the Lasso achieves fast rates of convergence. But, to our knowledge, there is
no evidence that the above conditions are necessary to obtain fast rates of convergence
for the Lasso. It is still unknown whether these conditions are necessary, or whether
they are artifacts of the currently available proofs. The following heuristic argument
suggests that a minimal sparse eigenvalue condition is unavoidable, at least to obtain
fast rates of estimation. Given oracle knowledge of the true support of β∗, one may
consider the oracle least-squares estimator on the support T of β∗, which has distri-
bution βˆlsoracle ∼ N(β∗, σ2(X⊤T XT )−1) if ε ∼ N(0, σ2In×n) and X is deterministic.
Here, XT denotes the restriction of the design matrix to the support T . Then
E‖βˆlsoracle − β∗‖2 =
σ2
n
|T |∑
j=1
1
σj
,
where σ1, ..., σ|T | are the eigenvalues of 1nX
⊤
T XT . Hence, the estimation error diverges
as the minimal eigenvalue of 1nX
⊤
T XT goes to 0. This suggests that, to achieve fast rates
of estimation, the minimal sparse eigenvalue must be bounded away from 0. A counter
argument is that this heuristic only applies to the estimation error, not the prediction
error ‖X(βˆ− β∗)‖. Also, this heuristic applies to the oracle least-squares but not to the
Lasso.
Experiments suggest that the prediction performance of the Lasso deteriorates in
the presence of correlations in the design matrix, but few theoretical results explain
this empirical observation. Notable exceptions include [18], [20, Section 4] and [47]:
These works exhibit specific design matrices X for which the Lasso cannot achieve
fast rates of convergence for prediction, even if the sparsity is constant. However, these
results only apply to specific design matrices. One of the goal of the paper is to quantify,
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for any design matrix X, how the correlations impact the prediction performance of the
Lasso.
Organisation of the paper
Let us summarize some important questions raised in the above introduction.
1. How to generalize bias and variance to convex penalized estimators (1.2) that
are nonlinear? If these quantities can be generalized to nonlinear estimators such
as the Lasso in sparse linear regression, how is the choice of tuning parameters
related to a bias/variance trade-off?
2. How large is the prediction error of the Lasso when the tuning parameter is
smaller than the thresholds (1.6) and (1.7)? Does ℓ1 regularization present a min-
imal penalty phenomenon such as that observed in ℓ0 regularization in [9]?
3. What are necessary conditions on the design matrix to obtain fast rates of con-
vergence for the Lasso? The RE and compatibility conditions are known to be
sufficient, but are they necessary?
4. Is it possible to quantify, for a given design matrix, how the correlations impact
the prediction performance of the Lasso?
Sections 2.1 and 2.2 define two quantities, the noise barrier and the large signal bias,
that will be useful to describe the performance of convex regularized estimators of the
form (1.2). Section 3 establishes that, due to the large signal bias, the compatibility
condition is necessary to achieve fast prediction rates. Section 4 studies the perfor-
mance of the Lasso estimator for tuning parameters smaller than (1.6) and (1.7). In
particular, Section 4 describe a phase transition and a bias/variance trade-off around a
critical tuning parameter smaller than (1.7). In Section 5, we consider data-driven tun-
ing parameters and show that the lower bounds induced by the large scale bias and the
noise barrier also hold for estimators (1.2) with a random, possibly data-driven choice
of tuning parameter. Finally, Section 6 extends some results on the Lasso to nuclear
norm penalization in low-rank matrix estimation.
Notation
We use ‖ · ‖ to denote the Euclidean norm in Rn or Rp. The ℓ1-norm of a vector is
denoted by ‖ · ‖1 and the matrix operator norm is denoted by ‖ · ‖op. The number of
nonzero coefficients of β ∈ Rp is denoted by ‖β‖0. The square identity matrices of
size n and p are denoted by Ip×p and In×n, and (e1, ..., ep) is the canonical basis in
R
p.
Throughout the paper, [p] = {1, ..., p} and T ⊂ [p] denotes a subset of covariates.
We will often take T = {j ∈ Rp : β∗j 6= 0} to be the support of β∗. If u ∈ Rp, the
vector uT is the restriction of u to T defined by (uT )j = uj if j ∈ T and (uT )j = 0 if
j /∈ T .
Some of our results will be asymptotic. When describing an asymptotic result, we
implicitly consider a sequence of regression problems indexed by some implicit integer
q ≥ 0. The problem parameters and random variables of the problem (for instance,
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(n, p, k,X, β∗, βˆ)) are implicitly indexed by q and we will specify asymptotic relations
between these parameters, see for instance (4.4) below. When such asymptotic regime
will be specified, the notation a ≍ b for deterministic quantities a, b means that a/b→
1, and o(1) denotes a deterministic sequence that converges to 0.
2. The noise barrier and the large signal bias
2.1. The noise barrier
Consider the linear model (1.1) and let βˆ be defined by (1.2). We define the noise
barrier of the penalty h by
NB(ε) := sup
u∈Rp:‖Xu‖≤1
(ǫ⊤Xu− h(u)). (2.1)
Proposition 2.1. Assume that the penalty h is a semi-norm. The noise barrier enjoys
the following properties.
• For any realization of the noise ε we have
NB(ε) ≤ ‖X(βˆ − β∗)‖. (2.2)
• If Xβ∗ = 0 then (2.2) holds with equality.
• If the penalty function h is of the form h(·) = λN(·) for some norm N(·) and
λ ≥ 0, then NB(ε) is non-increasing with respect to λ.
The proof is given in Appendix A. The lower bound (2.2), which holds with proba-
bility 1, is equivalent to
∀u ∈ Rp, ε⊤Xu− h(u) ≤ ‖Xu‖‖X(βˆ − β∗)‖.
Intuitively, the noise barrier captures howwell the penalty represses the noise vector
ε. If the penalty dominates the noise vector uniformly then the noise barrier is small. On
the contrary, a weak penalty function (in the sense that for some u ∈ Rp, the quantity
h(u) is too small compared to ε⊤Xu) will induce a large prediction error because of
(2.2).
The noise barrier for norm-penalized estimators shares similarities with the variance
for linear estimators defined by v(A) in (1.3). In the absence of signal (Xβ∗ = 0), for
norm-penalized estimators we have E[ NB(ε)2] = E[‖X(βˆ − β∗)‖2], while for linear
estimators v(A) = E[‖X(βˆ − β∗)‖2]. The noise-barrier is non-increasing with respect
to λ if h(·) = λN(·) for some norm N , and a similar monotonicity property holds for
linear estimators such as Ridge regressors or cubic splines, given by
βˆlin = argmin
β∈Rp
‖y − Xβ‖2 + 2λβ⊤Kβ,
whereK ∈ Rp×p is a positive semi-definite penalty matrix.
The noise barrier defined above depends on the noise vector and the penalty func-
tion, but not on the target vector β∗. The next section defines a quantity that resembles
the bias for linear estimators: it depends on β∗ but not on the noise random vector ε.
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2.2. The large signal bias
We will study the linear model (1.1) in the high-dimensional setting where n may be
smaller than p. In the high-dimensional setting where n > p, the design matrix X is not
of rank p and β∗ is possibly unidentifiable because there may exist multiple β ∈ Rp
such that Xβ = E[y]. Without loss of generality, we will assume throughout the rest
of the paper that β∗ has minimal h-seminorm, in the sense that β∗ is a solution to the
optimization problem
min
β∈Rp:Xβ=Xβ∗
h(β). (2.3)
The large signal bias of a vector β∗ 6= 0 is defined as
LSB(β∗) := sup
β∈Rp:Xβ 6=Xβ∗
h(β∗)− h(β)
‖X(β∗ − β)‖ (2.4)
with the convention LSB(β∗) = 0 for β∗ = 0.
Proposition 2.2. Assume that the penalty h is a semi-norm. The large signal bias
enjoys the following properties.
• For any β∗ 6= 0 we have h(β∗)/‖Xβ∗‖ ≤ LSB(β∗) < +∞ provided that β∗ is
solution of the optimization problem (2.3).
• For any scalar t ∈ R, LSB(tβ∗) = LSB(β∗).
• For any small γ > 0, if X is deterministic and if the noise satisfies E[ε] =
0, E[‖ε‖2] < +∞ and if ‖Xβ∗‖ is large enough then
(1− γ) LSB(β∗) ≤ E[‖X(βˆ − β∗)‖]. (2.5)
• In the noiseless setting (ε = 0), then ‖X(βˆ−β∗)‖] ≤ LSB(β∗) for any β∗ ∈ Rp.
• If the penalty function h is of the form h(·) = λN(·) for some norm N(·) and
λ ≥ 0, then LSB(β∗) is increasing with respect to λ.
The proof is given in Appendix B. Note the lower bound (2.5) is tight in the noiseless
setting.
Inequality (2.5) above requires that the signal strength ‖Xβ∗‖ is large enough in the
following sense. Given any direction v ∈ Rp with ‖Xv‖ = 1, inequality (2.5) holds
for any target vector β∗ = tv with t ≥ t0 where t0 is a quantity that depends on
v, γ,E[‖ε‖2] and h. That is, given any direction v, an arbitrarily small constant γ > 0,
a penalty function h and E[‖ε‖2], it is possible to find a target vector β∗ positively
proportional to v such that (2.5) holds.
3. Compatibility conditions are necessary for fast prediction rates
This section explores some consequence of inequality (2.5). Consider the Lasso penalty
(1.4) and the compatibility constant defined in (1.8). The next result shows that the
compatibility constant is necessarily bounded from below if the Lasso estimator enjoys
fast prediction rates over a given support.
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Theorem 3.1. Let X be a deterministic design matrix, let T ⊂ [p] be any given support
and assume that φ(1, T ) > 0. Consider the estimator (1.2) with penalty (1.4), for any
λ > 0. Let γ > 0 be any arbitrarily small constant. Assume that the noise satisfies
E[ε] = 0 and E[‖ε‖2] < +∞. Then there exists β∗ ∈ Rp supported on T such that
(1− γ) λ|T |
1/2
φ(1, T )
≤ E[‖X(βˆ − β∗)‖]. (3.1)
An equivalent statement of the previous theorem is as follows: If the Lasso estimator
has a prediction error bounded from above by C(T )λ|T |1/2 for some constant C(T )
uniformly over all target vectors β∗ supported on T , then
φ(1, T )−1 ≤ C(T ). (3.2)
This is formalized in the following.
Theorem 3.2. Let X be deterministic, let T ⊂ [p] and assume that φ(1, T ) > 0.
Assume that the noise satisfies E[ε] = 0 and E[‖ε‖2] < +∞. If the Lasso estimator
(1.2) with penalty (1.4) satisfies
sup
β∗∈Rp:supp(β∗)⊂T
Eβ∗ [‖X(βˆ − β∗)‖] ≤ C(T )λ|T |1/2
for some constant C(T ) > 0 that may depend on T but is independent of β∗, then
C(T ) is bounded from below as in (3.2).
The above results are a direct consequence of the definition of the large signal bias
and inequality (2.5). The formal proof of these results is given in Section 3 and a self-
contained sketch of the proof is given in the present section.
Let us emphasize that, in the above theorems, the design matrix X and the support T
are not specific: The above result applies to any X and any support T such that φ(1, T )
is nonzero.
A sketch of the proof of (3.1) is as follows. Set c0 = 1 and assume for simplicity
that the infimum in (1.8) is attained at some u ∈ Rp. By homogeneity, we may assume
that ‖Xu‖ = 1. Next, let r > 0 be a deterministic scalar that will be specified later, set
β∗ = ruT and β = −ruT c so that, for every scalar r > 0 we have β∗ − β = ru and
h(β∗)− h(β)
r
=
h(β∗)− h(β)
‖X(βˆ − β∗)‖ =
h(uT )− h(uT c)
‖Xu‖ =
λ
√
|T |
φ(1, T )
. (3.3)
Let rˆ = ‖X(βˆ − β∗)‖ for brevity, and notice that r = ‖X(β − β∗)‖. The optimality
conditions of the optimization problem (1.2) for the Lasso implies that
ε⊤X(β − β∗)
r
+
h(β∗)− h(β)
r
≤ (X(β − β
∗))⊤X(βˆ − β∗)
r
+
ε⊤X(βˆ − β∗) + h(β∗)− h(βˆ)− rˆ2
r
.
The first term of the left hand side has expectation 0 while the second term is equal to
(3.3). The first term of the right hand side is bounded from above by rˆ thanks to the
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Cauchy-Schwarz inequality. For the second term of the right hand side, using again the
Cauchy-Schwarz inequality, the definition of φ(1, T ) and simple algebra, one gets
E
[
ε⊤X(βˆ − β∗) + h(β∗)− h(βˆ)− rˆ2
]
≤ E
[
‖ε‖rˆ +
√
|T |λrˆ − rˆ2
]
≤ E [‖ε‖2/2]+|T |λ2/(2φ(1, T )2).
The right hand side is independent of r > 0, so that E ε
⊤
X(βˆ−β∗)+h(β∗)−h(βˆ)−rˆ2
r can
be made arbitrarily small for r > 0 large enough, which completes the proof.
Known upper bounds on the prediction error of the Lasso include the so-called
“slow-rate“ upper bound, of the form ‖X(βˆ − β∗)‖2 ≤ 4√nλ‖β∗‖1 with high proba-
bility, see [39, 43, 25, 20] for more precise statements. In Theorem 3.1 above, the target
vector β∗ has large amplitude, so that ‖β∗‖1 is large and the slow-rate upper bound is
not favorable compared to the fast-rate bound (1.9). This also explains that the lower
bound (3.1) is not in contradiction with the slow-rate upper bound.
Several conditions have been proposed to provide sufficient assumptions for fast
prediction rates: the Restricted Isometry property [17, 14, 15], the Sparse Riesz con-
dition [46], the Restricted Eigenvalue condition[7], the Compatibility condition [13],
the Strong Restricted Convexity condition [35] and the Compatibility Factor [6, 20], to
name a few. The two theorems above are of a different nature. They show that for any
design matrix X, the Lasso may achieve fast prediction rates only if φ(1, T ) is bounded
away from 0. Hence, the compatibility condition with constant c0 = 1, i.e., the fact that
φ(1, T ) is bounded from 0, is necessary to obtain fast prediction rates over the support
T .
If the diagonal elements of 1nX
⊤X are no larger than 1, i.e.,
max
j=1,...,p
(1/n)‖Xej‖ ≤ 1, (3.4)
which corresponds to column normalization, then the compatibility constant φ(1, T )
is less than 1. To see this, consider a random vector in {−1, 1}p with iid Rademacher
coordinates and let Z be the restriction of this random vector to the support T so that
‖Z‖1 = |T |. Then by independence of the coordinates,
EZ
[ |T |‖XZ‖2√
n‖Z‖1
]
≤ 1.
This proves that the compatibility constantφ(c, T ) is less than 1 for any c > 0, provided
that the columns are normalized as in (3.4). For orthogonal designs or equivalently the
Gaussian sequence model, we have φ(1, T ) = 1. As one moves away from orthogonal
design, the compatibility constant φ(1, T ) decreases away from 1 and the lower bound
(3.1) becomes larger. This shows that the performance of the Lasso is worse than that of
soft-thesholding in the sequence model, which is of order λ
√
|T |. So there is always a
price to pay for correlations in non-orthogonal design matrices compared to orthogonal
designs.
Lower bounds similar to (3.1) exist in the literature [7, 33, 5], although these re-
sults do not yield the same conclusions as the above theorems. Namely, [7, (B.3)], [33,
Theorem 7.1] and [5, (A.1)] state that the lower bound
λ
√
sˆ
2Φmax
≤ ‖X(βˆ − β∗)‖ holds whenever λ > 2‖ε⊤X‖∞/
√
n (3.5)
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where Φmax is a maximal sparse eigenvalue and sˆ is the sparsity of the Lasso. These
papers also provide assumptions under which sˆ is of the same order as |T |, the support
of β∗, so that results such as (3.5) resemble the above theorems. However, since Φmax
is a maximal sparse eigenvalue, it is greater than 1 if the normalization (3.4) holds with
equality. The left hand side of (3.5) is thus smaller than λ
√
sˆ which is the performance
of soft-thresholding in the sequence model. Furthermore, as one moves away from
orthogonal design, Φmax increases and the lower bound (3.5) becomes weaker. In con-
trast, as one moves away from orthogonal design, the compatibility constant φ(1, T )
decreases and the lower bound (3.1) becomes larger. Thus inequality (3.1) from The-
orem 3.1 explains the behavior observed in practice where correlations in the design
matrix deteriorate the performance of the Lasso. Finally, upper bounds on the risk of
Lasso involve the Restricted Eigenvalue constant or the Compatibility constant, which
resemble minimal sparse-eigenvalues. Thus, existing results that involve the maximal
sparse-eigenvalue such as (3.5) do not match the known upper bounds.
The recent preprint [42], contemporaneous of the present paper, also investigates
lower bounds on the Lasso involving the compatibility constant φ(1, T ). The main re-
sult of [42] requires strong assumptions on the design matrix, the noise level and the
tuning parameter: λ must be large enough and the maximal entry of the design covari-
ance matrix must be bounded and satisfy relations involving λ, n and p. In contrast,
Theorem 3.1 above makes no assumption on λ or the design matrix: (3.1) applies to
any tuning parameter λ, any noise distribution with finite second moment, any design
X and any support T .
If a lower bound holds for some noise distribution then it should also hold for
heavier-tailed distributions, because intuitively, heavier-tails make the problem harder.
Existing results cited above hold on an event of the form {‖X⊤ε‖∞2/
√
n ≤ λ}. This
event is of large probability only for large enough λ and light-tailed noise distributions.
In contrast, an appealing feature of the lower bound (3.1) is that it holds for any tuning
parameter and any centered noise distribution with finite second moment.
Information-theoretic lower bounds (see, e.g. [36] or [4, Section 7]) involve an expo-
nential number of measures, each corresponding to a different support T with |T | = k.
The results above involve a single measure supported on any given support T . The
lower bound (3.1) adapts to T through the constant φ(1, T ), while minimax lower
bounds are not adaptive to a specific support.
Information-theoretic arguments lead to minimax lower bounds of the order of
(k log(p/k))1/2φmin(2k),
where φmin(2k) is a lower sparse eigenvalue of order 2k and k is the sparsity [4, Sec-
tion 7]. Lower sparse eigenvalues become smaller as one moves away from orthogo-
nal design. Hence, minimax lower bounds do not explain that the prediction perfor-
mance deteriorates with correlations in the design, while (3.1) does. For the defense
of information-theoretic lower bounds, they apply to any estimators. The lower bounds
derived above are of a different nature and only apply to the Lasso.
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3.1. On the signal strength condition: How large is large enough?
The large-scale bias lower bound (2.5) and its consequences given above in the current
section requires the signal ‖Xβ∗‖ to be large enough. This subsection shows that this
signal strength requirement can be relaxed with reasonable assumptions on the noise
vector provided that the components of β∗ are greater than λ/
√
n and that the tuning
parameter λ is large enough.
Proposition 3.3. Assume that ε⊤X is symmetric, i.e., that ε⊤X and −ε⊤X have the
same distribution. Let βˆ be the Lasso estimator with penalty (1.4) and tuning parameter
λ > 0. Assume that the k nonzero coordinates of β∗ are separated from 0, i.e.,
min
j=1,...,p:β∗
j
6=0
|β∗j | ≥ λ/
√
n (3.6)
and define ~s ∈ {−1, 0, 1}p as the sign vector of β∗, so that β∗ and ~s both have sparsity
k and same sign on every nonzero coordinate. We also assume that the tuning parame-
ter λ is large enough such that for some constant γ > 0 we have
P
(
sup
u∈Rp
(1/
√
n)ε⊤Xu + λ‖β∗‖1 − λ‖β∗ + u‖1
‖Xu‖ ≤ (1 + γ)λ
√
k
)
≥ 5/6. (3.7)
Then with probability at least 1/3 we have
λ
√
k(1 + ν/2)(1−√ν) ≤ ‖X(βˆ − β∗)‖ (3.8)
where ν = 2max
(
γ, 1√
ns
‖X~s‖ − 1
)
. On the same event, if ν ∈ (0, 1/2) then
‖X(βˆ − β∗ + (λ/√n)~s)‖2 ≤ 40√ν‖X(βˆ − β∗)‖2.
The proof is similar to that of the lower bound (4.12) and the above phenomenon
is due to the bias of the Lasso on the coordinates of β∗ that satisfy (3.6). The proof is
given in Appendix I.
The assumption (3.7) has been established under several assumptions to prove oracle
inequalities or upper bound on the prediction error of the Lasso. Inequality (3.7) is often
an intermediate step to derive such upper bounds, since the KKT conditions of the lasso
imply that ‖Xu‖/√n ≤ (1/
√
n)ε⊤Xu+λ‖β∗‖1−λ‖β∗+u‖1
‖Xu‖ for u = βˆ − β∗. For instance,
we prove a version of (3.7) at the end of Appendix D.
If ν is small, then (3.8) yields a lower bound of the form λ
√
k . ‖X(βˆ−β∗)‖, which
extends the lower bounds Theorem 3.1 under the beta-min condition (3.6), instead of
the signal strength requirement of Theorem 3.1. On the other hand, Proposition 3.3
only shows a lower bound on the form λ
√
k(1−√ν) ≤ ‖X(βˆ − β∗)‖ which does not
imply a lower bound involving the compatibility constant, as opposed to Theorem 3.1.
Hence, we refer the reader to Theorem 3.1 for a clear argument that the compatibility
condition with constant φ(T, 1) is necessary to achieve fast prediction rates. The goal
of Proposition 3.3 is to show the signal strength condition (“‖Xβ∗‖ large enough”)
made in (2.5) and Theorem 3.1 can be weakened, and to present a proof argument to
do so.
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The quantity ν tends to 0 provided that
γ → 0, 1√
ns
‖X~s‖ ≤ 1 + o(1).
In this case, the conclusion of the above Theorem can thus be rewritten informally as
‖X(βˆ − β∗ + (λ/√n)~s)‖ = o(1)‖X(βˆ − β∗)‖.
Thus, the distance between Xβˆ and X(β∗− (λ/√n)~s) is an order of magnitude smaller
than the prediction error ‖X(βˆ − β∗)‖.
4. Noise barrier and phase transitions for the Lasso
In this section, we again consider the Lasso, i.e., the estimator (1.2) with penalty (1.4).
Throughout the section, let also k ∈ {1, ..., p} denote an upper bound on the sparsity
of β∗, i.e., ‖β∗‖0 ≤ k. The previous section showed that the Lasso estimator incurs
an unavoidable prediction error of order at least λ
√
k for some target vector β∗ with k
nonzero coefficients, provided that the signal is large enough. Define the critical tuning
parameter of sparsity level k, denoted L0(
p
k ), by
L0(
p
k ) := σ
√
2 log(p/k)− 5 log log(p/k)− log(4π). (4.1)
The goal of the present section is to show that L0(
p
k ) corresponds to a minimal penalty
in ℓ1 regularization: We will see that the Lasso with tuning parameter equal or larger
to L0(
p
k ) is successful, while any tuning parameter smaller than L0(
p
k ) will lead to
terrible results.
The next result holds under the following probabilistic assumptions. Define the ran-
dom variables
gj :=
1√
n
ε⊤Xej , j = 1, ..., p, and set g := (g1, ..., gp)⊤. (4.2)
where (e1, ..., ep) is the canonical basis in Rp.
Assumption 4.1. The noise vector ε has distribution N(0, σ2In×n) and the design X
is deterministic satisfying the normalization (3.4).
Assumption 4.2. The noise vector ε is deterministic with σ2 = ‖ε‖2/n and the design
X has iid rows distributed asN(0,Σ) with maxj=1,...,pΣjj ≤ 1.
Note that under Assumption 4.2 we have E[gg⊤]/σ2 = Σ and E[(g⊤u)2]/σ2 =
u⊤Σu for any u ∈ Rp, while under Assumption 4.1 we have E[gg⊤]/σ2 = 1nX⊤X
and E[(g⊤u)2]/σ2 = 1n‖Xu‖2. Hence the matrix Σ¯ defined by
Σ¯ := E[gg⊤]/σ2 =
{
Σ under Assumption 4.2,
1
nX
⊤X under Assumption 4.1
(4.3)
lets us describe the sparse or restricted eigenvalue properties of the design simultane-
ously under both assumptions.
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Theorem 4.1. Let either Assumption 4.2 or Assumption 4.1 be fulfilled. Let k, n, p be
positive integers and consider an asymptotic regime with
k, n, p→ +∞, k/p→ 0, k log3(p/k)/n→ 0. (4.4)
Let h be the penalty (1.4) and let βˆ be the Lasso (1.2) with tuning parameter λ =
L0(
p
k ).
(i) Assume that for some constantCmin > 0 independent of k, n, pwe have ‖Σ¯−1‖op ≤
1/C2min. Then, if ‖β∗‖0 ≤ k we have
P
(
‖X(βˆ − β∗)‖ ≤ [1 + o(1)]
√
2
Cmin
λ
√
k
)
→ 1. (4.5)
(ii) Assume that Σ¯jj = 1 for each j = 1, ..., p, and assume that ‖Σ¯‖op ≤ C2max for
some constant Cmax independent of k, n, p. Then for any β
∗ ∈ Rp we have
P
(
[1− o(1)]
Cmax
λ
√
k ≤ ‖X(βˆ − β∗)‖
)
≥ 1/3. (4.6)
In (4.5) and (4.6), the quantity o(1) is a deterministic positive sequence that con-
verges to 0 in the asymptotic regime (4.4).
The lower bound (4.6) above holds even for target vectors β∗ with ‖β∗‖0 ≪ k.
Let us emphasize that the same tuning parameter L0(
p
k ) enjoys both the upper bound
(4.5) and the lower bound (4.6). Furthermore, the right hand side of (4.5) and the left
hand side of (4.6) are both of order σ
√
2k log(p/k) ≍ λ
√
k. Hence, in the asymptotic
regime (4.4), the tuning parameter L0(
p
k ) satisfies simultaneously the two following
properties:
• The Lasso with tuning parameter λ = L0(
p
k ) achieves the minimax rate over the
class of k-sparse target vectors, which is of order σ
√
2k log(p/k).
• The Lasso with tuning parameter λ = L0(
p
k ) suffers a prediction error of or-
der at least σ
√
k log(p/k), even if the sparsity of the target vector is negligible
compared to k.
These two simultaneous properties illustrate the critical behavior of the Lasso with
tuning parameter L0(
p
k ):
• The tuning parameter L0(
p
k ) is too small for target vectors with ‖β∗‖0 ≪ k
since it will incur a prediction error of order
√
k log(p/k) although one hopes to
achieves an error of order
√
‖β∗‖0 log(p/‖β∗‖0).
• The tuning parameter L0(
p
k ) is too large for target vectors with ‖β∗‖0 ≫ k
since it will incur a prediction error of order
√
‖β∗‖0 log(p/k) although one
hopes to achieves an error of order
√
‖β∗‖0 log(p/‖β∗‖0).
The fact that L0(
p
k ) corresponds to a minimal penalty in the sense of [9] will be ex-
plained in Section 4.3.
Theorem 4.1 above features two results: an upper bound and a lower bound. Sec-
tion 4.1 studies upper bounds on the prediction error ‖X(βˆ−β∗)‖ that imply the upper
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bound (4.5) above. The formal proof of (4.5) is given at the end of Section 4.1. Sec-
tion 4.2 provides several lower bounds on ‖X(βˆ − β∗)‖ when the tuning parameter
is smaller or equal to L0(
p
k ). Similarly, the results of Section 4.2 imply (4.6) and the
formal proof of (4.6) is given at the end of Section 4.2.
Although one goal of Sections 4.1 and 4.2 is to prove Theorem 4.1, some results of
the next subsections are of independent interest. For instance, Theorem 4.2 of the next
subsection shows that the Lasso with tuning parameter
σ
√
2 log(p/k)− 5 log log(p/k) + log log log(p/k)
satisfies the upper bound (4.5) with the constant
√
2(1 + o(1)) replaced by (1 + o(1)).
Also, the assumptions on the eigenvalues of Σ¯ made in the above result will be weak-
ened.
4.1. Upper bounds
For x > 0, define
Lf (x) = σ
√
2 log(x) − 5 log log(x) − log(4π) + 2f(x) (4.7)
for some non-decreasing f s.t. 0 ≤ 2f(x) ≤ log(4π) + 5 log log(x).
We will study tuning parameters of the form Lf (p/k), where k is a sparsity level.
Note that if f = 0, then Lf(
p
k ) is equal to L0(
p
k ), the critical tuning parameter defined
in (4.1) above, so that the notations (4.1) and (4.7) are coherent. Nonzero functions f
will be useful to illustrate the behavior of the Lasso when the tuning parameter slightly
deviates from L0(
p
k ).
Theorem 4.2. There exist absolute constants C,C′ > 0 such that the following holds.
Assume that p/k ≥ C. Let either Assumption 4.2 or Assumption 4.1 be fulfilled, and let
Σ¯ be the matrix (4.3). Let the tuning parameter λ of the Lasso be equal to Lf (
p
k ) where
Lf and f are as in (4.7). Let T be the support of β∗ and assume that ‖β∗‖0 = |T | ≤ k.
Define the constant θ by
θ = inf
u6=0:‖uT c‖1≤
√
k˜‖u‖
‖Σ¯1/2u‖
‖u‖ where k˜ = k (24 log(p/k))
2.
and assume that θ > 0. Define rn by rn = 0 under Assumption 4.1 and rn =
(C′/θ)
√
k˜ log(2p/k˜)/n under Assumption 4.2. Assume that rn < 1.
For any t ∈ [0, λ
√
k/σ], the Lasso with tuning parameter λ = Lf(
p
k ) satisfies with
probability at least 1− 3 exp(−t2/2),
θ‖u‖ ≤ ‖Σ¯1/2u‖ ≤ ‖Xu‖√
n(1− rn) ≤
√
kλ
√
1 + σ
2
λ2 + η(
p
k ) exp[−f( pk )] + σθt
θ(1 − rn)2
where u = βˆ−β∗ and where η : [0,+∞)→ [0,+∞) is a function such that η(x)→ 1
as x→ +∞.
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Theorem 4.2 is proved at the end of Appendix E. Consider a function f such that
f(x)→ +∞ as x→ +∞, (4.8)
for instance f(x) =
√
log log(x). For such choice of f and t = λ/σ, Theorem 4.2
implies that
P
(
θ‖u‖ ≤ ‖Σ¯u‖ ≤ ‖Xu‖√
n[1 − o(1)] ≤
σ
√
2k log(p/k)
θ
[1 + o(1)]
)
→ 1
in the asymptotic regime (4.4). This is a consequence of the fact that rn → 0, σ2/λ2 →
0, exp[−f( pk )]→ 0 and λ ≍ σ
√
2 log(p/k) in the asymptotic regime (4.4), where a ≍
b means that a/b→ 1. The rate σ
√
2k log(p/k)/θ is known to be asymptotically min-
imax (with exact multiplicative constant) under Assumption 4.2 withΣ = Ip×p, θ = 1,
that is, if X has iid standard normal entries [38, Theorem 5.4]. Theorem 4.2 thus shows
that the Lasso with tuning parameter Lf (
p
k ) is minimax over k-sparse target vectors,
with exact asymptotic constant, for isotropic normal designs in the asymptotic regime
(4.4).
Since Cmin ≤ θ and rn → 0 in the asymptotic regime (4.4), the previous result
implies the upper bound of Theorem 4.1 by taking f = 0 so that λ = L0(
p
k ),
A novelty of Theorem 4.2 lies in how small the tuning parameter is allowed to be
while still achieving a prediction error of order at most λ
√
k. The literature already
features upper bound such as (1.9) of order λ
√
k on the prediction error of the Lasso
under restricted eigenvalue or compatibility conditions. However, existing results such
as (1.9) require tuning parameters of the form (1+c)σ
√
2 log p for some constant c > 0
[7, 18, 13, 35, 20], or of the form (1 + c)σ
√
2 log(p/k) where again c > 0 is constant
[39, 29, 4, 23]. The result above shows that one can use tuning parameters even smaller
than σ
√
2 log(p/k), up to the log log correction visible in (4.1) and (4.7). The fact that
the upper bound given in Theorem 4.2 holds for tuning parameter as small as L0(
p
k )
is important to show that the Lasso with parameter L0(
p
k ) enjoy both the upper bound
(4.5) and the lower bound (4.6). As we will see in the next section, tuning parameters
proposed in past results of the form (1+ c)σ
√
2 log(p/k) or (1+ c)σ
√
2 log(p/k) are
too large to satisfy simultaneously an upper bound and a lower bound such as (4.5)-
(4.6).
To put this novelty in perspective, consider the asymptotic regime
p→ +∞, n = pb, k = pa for constants 0 < a < b < 1.
Then (4.4) clearly holds and L0(
p
k ) ≍ σ
√
2 log(p/k) = σ
√
2(1− a) log p where
a ≍ b means a/b→ 1. On the other hand, the tuning parameter (1 + c)σ
√
2 log(p/k)
for some constant c > 0 can be rewritten as σ
√
log(p/k′) where k′ is the sparsity level
k′ = pa
′
for the constant a′ = a− (2c+ c2)(1− a) which satisfies a′ < a. Hence the
tuning parameter (1 + c)σ
√
2 log(p/k) corresponds here to a sparsity level k′ which
is negligible compared to the true sparsity level k.
A drawback of tuning parameters larger or equal to (1 + c)σ
√
2 log(p/k) for con-
stant c > 0 is the following. By the results of Section 3, the Lasso with such tuning
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parameter suffers a prediction error of order at least (1 + c)σ
√
2k log(p/k) for some
k-sparse large enough target vectors. Hence the prediction error is separated from the
minimax risk σ
√
2k log(p/k) by the multiplicative constant 1 + c. In contrast, the
tuning parameter Lf(
p
k ) discussed after (4.8) achieves the minimax risk over k-sparse
vectors.
4.2. Lower bounds
The previous section shows that the Lasso with tuning parameter equal or larger than
L0(
p
k ) achieves a prediction error not larger than λ
√
k if β∗ is k-sparse. Since λ is of
logarithmic order, the Lasso thus enjoys a dimensionality reduction property of order
k: Its prediction error is of the same order as that of the Least-Squares estimator of
a design matrix with only k = ‖β∗‖0 covariates. The present subsection answers the
dual question: Given an integer k ≥ 1, for which values of the tuning parameter does
the Lasso lack the dimensionality reduction property of order k?
Theorem 4.3. There exists an absolute constant C > 0 such that the following holds.
Let either Assumption 4.2 or Assumption 4.1 be fulfilled and assume that the matrix Σ¯
defined in (4.3) satisfies Σ¯jj = 1 for each j = 1, ..., p. Consider the asymptotic regime
(4.4). Then for k, p, n large enough, we have for any β∗ and any tuning parameter
λ ≤ L0( pk ) the lower bound
P
(
Z ≤ [1 + o(1)] ψ ‖X(βˆ − β∗)‖
)
≥ 5/6, (4.9)
where Z is a random variable such that E[Z2] = σ22k log(p/k), where
ψ = sup
u∈Rp:‖u‖=1,‖u‖0≤Ck log2(p/k)
‖Σ¯1/2u‖
is the maximal sparse eigenvalue of order Ck log2(p/k), and where o(1) is a deter-
ministic positive sequence that only depends on (n, p, k) and converges to 0 in the
asymptotic regime (4.4). Furthermore, under the additional assumption that ‖Σ¯‖op =
o(k log(p/k)) we have
P
(
σ
√
2k log(p/k) ≤ [1 + o(1)] ψ ‖X(βˆ − β∗)‖
)
≥ 1/3.
The proof is given in Appendix G. It is a consequence of the definition of the noise
barrier and inequality (2.2). Theorem 4.3 implies the lower bound for the tuning pa-
rameter L0(
p
k ) given in Theorem 4.1, since ψ ≤ Cmax.
The Lasso with tuning parameter satisfying λ ≤ L0( pk ) incurs a prediction error
of order at least σ
√
2k log(p/k), hence it does not enjoy the dimensionality reduction
property at any sparsity level negligible compared to k. Indeed, if ‖β∗‖0 ≪ k, then
the Lasso with parameter L0(
p
k ) incurs a prediction error of order σ
√
2k log(p/k) and
the prediction error is much larger than σ
√
2‖β∗‖0 log(p/‖β∗‖0) when ‖β∗‖0 ≪ k.
The tuning parameter λ = L0(
p
k ) enjoys the dimension reduction property for k-sparse
target vectors, but it cannot enjoy the dimension reduction property for target vectors
with ‖β∗‖0≪ k.
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A result similar to Theorem 4.3 was obtained in [40, Proposition 14] in a random
design setting. Theorem 4.3 is different from this result of [40] in at least two ways.
First the assumption on ‖Σ¯‖op is allowed to be larger in Theorem 4.3. Second, and
more importantly, Theorem 4.3 is sharper in the sense that it applies to the critical
tuning parameter L0(
p
k ) that achieves the upper bounds of Theorem 4.2, while the
lower bound in [40] only applies to tuning parameters strictly smaller than L0(
p
k ).
The above result requires that the maximal sparse eigenvalue of Σ¯ is bounded from
above. The following result shows that it is possible to draw similar conclusions when
the minimal sparse eigenvalue of Σ¯ is bounded away from 0.
Theorem 4.4 (Lower bound, deterministic design with minimal sparse eigenvalue).
Let d be a positive integer with d ≤ p/5. Let Assumption 4.1 be fulfilled and assume
that the design matrix satisfies
inf
u∈Rp:‖u‖0≤2d,u6=0
‖Xu‖√
n‖u‖ ≥ (1− δ2d) for some δ2d ∈ (0, 1). (4.10)
Let h be the penalty function (1.4). If the tuning parameter satisfies
λ ≤ σ(1 − δ2d)
8
√
log(p/(5d)), (4.11)
then we have
λ
√
d ≤ E‖X(βˆ − β∗)‖.
The proof is given in Appendix G. It is a consequence of the definition of the noise
barrier and the lower bound (2.2).
Again, Theorem 4.4 makes no sparsity assumption on the target vector β∗ and its
implications are better understood for target vectors such that ‖β∗‖0 ≪ d; the dis-
cussion following Theorem 4.3 applies here as well: Even though the size of the true
model is sparse and of size ‖β∗‖0≪ d, the Lasso with small tuning parameter (as in
(4.11)) suffers a prediction error of order at least
√
d log(p/d) and cannot satisfy the
dimensionality reduction property of order ‖β∗‖0.
Theorems 4.3 and 4.4 have two major differences. First, Theorem 4.3 requires that
the maximal sparse eigenvalue is bounded from above, while Theorem 4.4 requires
that the minimal sparse eigenvalue is bounded away from 0. Second, the multiplicative
constant (1−δ2d)/8 of the right hand side of (4.11) is not optimal, while the multiplica-
tive constant in Theorem 4.3 is optimal since it applies to the critical tuning parameter
L0(
p
k ).
Remark 4.1 (Combining lower bounds from the large signal bias and the noise barrier).
The lower bounds that we have obtained so far for the Lasso are of two different nature.
Section 2.2, inequality (2.5) and Section 3 establish a lower bound of the form
(1−γ)λ
√
k C(β∗) ≤ E‖X(βˆ−β∗)‖ where C(β∗) = sup
β∈Rp
√
n(‖β∗‖1 − ‖β‖1)√
k‖X(β∗ − β)‖
(4.12)
for any arbitrarily small γ > 0 provided that ‖Xβ∗‖ is large enough. On the other
hand, Section 4 shows that if the tuning parameter of the Lasso is smaller or equal
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to (4.1) for some k > 0, then the prediction error of the Lasso is at least of order
σ
√
k log(p/k), even if the sparsity ‖β∗‖0 of β∗ is negligible compared to k. These
two lower bounds illustrate the trade-off for the choice of tuning parameters: For large
tuning parameter the lower bound (4.12) is stronger than that of Theorem 4.3, while for
tuning parameters smaller than L0(
p
k ), the lower bound given in Theorem 4.3 becomes
stronger.
4.3. The bias-variance trade-off in sparse linear regression
With the above results of the previous subsections, we are now equipped to exhibit a
bias-variance trade-off involving NB(ε) and LSB(β∗). Let L0( pk ) be the critical tuning
parameter defined in (4.1) and let ζ be a decreasing sequence depending on k, n, p such
that ζ ∈ (0, 1), ζ → 0 and log(1/ζ) = o(log(p/k)). For instance, one may take
ζ = 1/ log log(p/k). (4.13)
Define the sparsity levels k⊕ := k/ζ and k⊖ := kζ, so that k⊖ ≤ k ≤ k⊕ as well as
k = o(k⊕) and k⊖ = o(k). In this subsection, we consider the asymptotic regime
k, n, p→ +∞, k⊕/p→ 0, k⊕ log3(p/k⊕)/n→ 0. (4.14)
(Note that this asymptotic regime is very close to (4.4) for the choice (4.13)). We will
study the behavior of the Lasso with the three tuning parameters L0(
p
k⊕
), L0(
p
k ) and
L0(
p
k⊖
), where the functionL0(·) is defined in (4.7) for f = 0. The role of the sequence
ζ is to study the behavior of the Lasso over k-sparse target vectors when the tuning
parameter slightly deviates fromL0(
p
k ). The tuning parameterL0(
p
k⊖
) is slightly larger
than L0(
p
k ) while L0(
p
k⊕
) is slightly smaller.
In this paragraph, let either Assumption 4.2 or Assumption 4.1 be fulfilled and let
Cmin, Cmax be as in Theorem 4.1. Consider the asymptotic regime (4.14) and assume
that the constants Cmin, Cmax are independent of n, p, k. In order to study the behav-
ior of the large signal bias, the noise barrier and the prediction error relatively to the
optimal rate, we define the random quantities
Bλ =
LSB(β∗)
σ
√
2k log(p/k)
, Vλ =
NB(ε)
σ
√
2k log(p/k)
, Rλ =
‖X(βˆ − β∗)‖
σ
√
2k log(p/k)
for a given tuning parameterλ. We now describe the behavior ofBλ, Vλ for each tuning
parameter λ ∈ {L0( pk ), L0( pk⊕ ), L0(
p
k⊖
)}. The following results are consequences of
results derived so far; their formal proof is deferred to Appendix L.
• The Lasso with tuning parameter λ = L0(
p
k ) satisfies for any k-sparse target
vectors
P
({Bλ, Vλ, Rλ} ⊂ [C−1, C]) ≥ c (4.15)
for some absolute constant c > 0 and some constant C depending only on Cmin
and Cmax. Here, the large signal bias, the noise barrier and the prediction error
are of the same order as the optimal rate σ
√
2k log(p/k).
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• The Lasso with tuning parameter λ = L0(
p
k⊕
) satisfies for any k-sparse target
vector β∗
P
(
C−1 ≤ Bλ ≤ C, Bλ ≤ o(1)Vλ
) ≥ c (4.16)
for some absolute constant c > 0 and some constant C depending only on Cmin
and Cmax, where o(1) denotes a positive deterministic sequence that only de-
pends on n, p, k, Cmin, Cmax and that converges to 0 in the asymptotic (4.14).
Here, the large signal bias is of the same order as the optimal rate over k-sparse
vectors. Because the tuning parameter L0(
p
k⊕
) is too small, the noise barrier
dominates the large signal bias and the optimal rate σ
√
2k log(p/k) is negligi-
ble compared to the prediction error ‖X(βˆ − β∗)‖. This phenomenon is similar
the minimal penalty in ℓ0-regularization studied in [9]: For tuning parameters
slighlty smaller thanL0(
p
k ) such asL0(
p
k⊕
), the Lasso will lead to terrible results
in the sense that its prediction error will be much larger than σ
√
2k log(p/k).
The phase transition is remarkably sharp: Although L0(
p
k ) > L0(
p
k⊕
), the two
tuning parameters are both asymptotically equal to σ
√
2 log(p/k).
• The Lasso with tuning parameter λ = L0(
p
k⊖
) satisfies for any k-sparse target
vector β∗
P
(
C−1 ≤ Bλ ≤ C, Vλ ≤ o(1)Bλ
) ≥ c (4.17)
where c, C and o(1) are as in the previous point. Here, the tuning parameter is
large enough so that the noise barrier is negligible compared to the large signal
bias. This is in contrast with (4.15) where NB(ε) and LSB(β∗) are of the same
order.
Hence, in order to reveal the bias/variance trade-off intrinsic to the class of k-sparse
target vectors, one has to “zoom in” on the critical tuning parameter L0(
p
k ) and study
tuning parameters that slightly deviates from L0(
p
k ) such as L0(
p
k⊕
) and L0(
p
k⊖
) de-
fined above.
5. Data-driven tuning parameters are subject to the same limitations as
deterministic parameters
Remarkably, the lower bounds derived in the previous sections also apply to penalty
functions with random tuning parameters. To illustrate this, consider the Lasso penalty
(1.4) with λ replaced by an estimator λˆ ≥ 0 so that
h(·) = √nλˆ‖ · ‖1, λˆ ≥ 0. (5.1)
5.1. Noise barrier lower bounds
The lower bounds of Theorems 4.3 and 4.4 apply to the ℓ1 penalty with data-driven
parameters.
Theorem 5.1 (Extension of Theorem 4.4 to data-driven tuning parameter). Let As-
sumption 4.1 be fulfilled and let d ≤ p/5 be an integer such that (4.10) holds. Let h be
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the penalty function (5.1). If E[λˆ] is no larger than the right hand side of (4.11) then
E[λˆ]
√
d ≤ E‖X(βˆ − β∗)‖ holds.
Theorem 5.2 (Extension of Theorem 4.3 to data-driven tuning parameter). Let k, p, n
be integers with 8k ≤ p and p ≥ 3k log(p/k)2. Let Assumption 4.2 be fulfilled with
Σ = Ip×p. If E[λˆ] ≤ L0( pk ) then the Lasso estimator with tuning parameter λˆ satisfies
cσ2 2k log(p/k) ≤ E[‖X(βˆ − β∗)‖2]
(
1 + c1
√
k log3(p/k)
)
for some absolute constants c, c1 > 0.
These two theorems are proved in Appendix J. To understand why the noise barrier
lower bounds extend to data-driven tuning parameters, consider a penalty of the form
h(·) = λˆN(·) for some seminorm N and a data-driven tuning parameter λˆ ≥ 0. Then
the noise barrier lower bound (2.2) implies, for instance, that for any deterministic
ρ > 0,
E
[
sup
u∈Rp:‖Xu‖≤1,N(u)≤ρ
ε⊤Xu
]
− E[λˆ]ρ ≤ E‖X(βˆ − β∗)‖, (5.2)
as well as
E
[
sup
u∈Ω
ε⊤Xu
]
− E[λˆ]ρ ≤ E[‖X(βˆ − β∗)‖2]1/2E[sup
u∈Ω
‖Xu‖]1/2 (5.3)
for any deterministic set Ω such that supu∈ΩN(u) ≤ ρ. Hence, one can obtain lower
bounds on E‖X(βˆ−β∗)‖ or E[‖X(βˆ−β∗)‖2]1/2 when E[λˆ] is small enough, provided
that one can bound the expected suprema appearing in (5.2) and (5.2).
Note that the lower bounds (5.2) and (5.3) apply to any seminormN(·) and any data-
driven tuning parameter λˆ. Hence the lower bounds (5.2)-(5.3) can be used beyond the
ℓ1 penalty.
5.2. Large scale bias lower bounds
The lower bound (4.12) also extends to data-driven tuning parameters. This is the con-
tent of the following proposition.
Proposition 5.3. Let M,M ′ > 0 be constants and X be a deterministic design. Let
N(·) be a nonrandom semi-norm on Rp and let λˆ ≥ 0 be any data-driven tuning
parameter. Assume that E[ε] = 0, that E[‖ε‖2] ≤ M and that 1/M ′ ≤ E[λˆ] and
E[λˆ2] ≤ M for any target vector β∗. Consider the random penalty function h(·) =
λˆN(·) and the estimator (1.2). For any γ > 0, if ‖Xβ∗‖ is large enough then
(1− γ)E[λˆ]b ≤ E‖X(βˆ − β∗)‖ where b = sup
β∈Rp:Xβ 6=Xβ∗
N(β∗)−N(β)
‖X(β∗ − β)‖ .
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This result generalizes (2.5) to penalty with data-driven tuning parameters. The
proof is given in Appendix B. For the ℓ1 penalty, i.e., N(·) =
√
n‖ · ‖1, if the as-
sumptions of the above proposition are fulfilled, we get that for any arbitrarily small
γ > 0,
(1− γ)E[λˆ] sup
β∈Rp:Xβ 6=Xβ∗
‖β∗‖1 − ‖β‖1
‖X(β∗ − β)‖/√n ≤ E[‖X(βˆ − β
∗)‖
if ‖Xβ∗‖ is large enough. We also have the analog of Theorem 3.1 for data-driven
tuning parameters. It can be proved in the same fashion as Theorem 3.1.
Theorem 5.4. LetM,M ′ > 0. Consider the estimator (1.2)with penalty (5.1) for some
data-driven tuning parameter λˆ ≥ 0. Let T ⊂ [p] and assume that φ(1, T ) > 0. Let
γ > 0 be any arbitrarily small constant. Assume that the noise satisfies E[‖ε‖2] < +∞
and the data driven parameter λˆ satisfies 1/M ′ ≤ E[λˆ] and E[λˆ2] ≤M for any target
vector β∗. Then there exists β∗ ∈ Rp supported on T such that
(1 − γ) E[λˆ] |T |
1/2
φ(1, T )
≤ E[‖X(βˆ − β∗)‖].
6. Extension to penalties different than the ℓ1 norm
In this section, we consider penalty functions different than the ℓ1 norm. We will see
that the lower bounds induced by the noise barrier and the large scale bias are also
insightful for these penalty functions and that most of our results on the Lasso can be
extended.
6.1. Nuclear norm penalty
Let p = mT for integersm ≥ T > 0. We identify Rp with the space of matrices with
m rows and T columns. Let β′ be the transpose of a matrix β ∈ Rm×T and denote by
tr(β′1β2) the scalar product of two matrices β1, β2 ∈ Rm×T . Assume that we observe
pairs (Xi, yi)i=1,...,n whereXi ∈ Rm×T and
yi = tr(X
′
iβ
∗) + εi, i = 1, ..., n, (6.1)
where each εi is a scalar noise random variable and β∗ ∈ Rm×T is an unknown target
matrix. The model (6.1) is sometimes referred to as the trace regression model. Define
y = (y1, ..., yn), ε = (ε1, ..., εn) and define the linear operator X : Rm×T → Rn by
(Xβ)i = tr(X
′
iβ) for any matrix β and any i = 1, ..., n, so that the model (6.1) can be
rewritten as the linear model
y = Xβ∗ + ε.
Define the nuclear norm penalty by
h(·) = √nλˆ‖ · ‖S1 , (6.2)
where λˆ ≥ 0 may be random and ‖ · ‖S1 is the nuclear norm in Rm×T . Define also the
Frobenius norm of a matrix β by ‖β‖S2 = tr(β′β)1/2.
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Theorem 6.1. Assume that ε ∼ N(0, σ2In×n) and let r ∈ {1, ..., T} be an integer
such that for some δr ∈ (0, 1) we have
(1− δr)‖β‖S2 ≤ ‖Xβ‖/
√
n ≤ (1 + δr)‖β‖S2, ∀β ∈ Rm×T : rank (β) ≤ 2r
Let h be the penalty function (6.2). Then the nuclear norm penalized least-squares
estimator (1.2) satisfies
√
r
(
cσ(1− δr)
√
m− E[λˆ]
)
≤ (1 + δr) E‖X(βˆ − β∗)‖.
for some absolute constant c > 0.
The proof is given in Appendix H. If the tuning parameter is too small in the sense
that E[λˆ] ≤ cσ(1−δr)
√
m/2, then the prediction errorE‖X(βˆ−β∗)‖ is bounded from
below by cσ(1−δr)2(1+δr)
√
rm. For common random operators X, the Restricted Isometry
condition of Theorem 6.1 is granted with δr = 1/2 for any r ≤ T/C where C > 0 is
some absolute constant, see for instance [16] and the references therein. In this case,
the above result with r = T/C yields that for some absolute constant c′ > 0,
E[λˆ] ≤ (c/4)σ√m implies c′σ
√
Tm ≤ E‖X(βˆ − β∗)‖.
For tuning parameters smaller than cσ
√
m/4 in expectation, the performance of the
nuclear penalized least-squares estimator is no better than the performance of the unpe-
nalized least-squares estimator for which E‖X(βˆls − β∗)‖ is of order σ√p = σ
√
mT .
The large signal bias lower bound of Proposition 5.3 yields that for any target vector
β∗ such that ‖Xβ∗‖ is large enough and under the mild assumptions of Proposition 5.3,
we have
0.99 E[λˆ] sup
β∈Rm×T :Xβ∗ 6=Xβ
‖β∗‖S1 − ‖β‖S1
‖X(β∗ − β)‖/√n ≤ E‖X(βˆ − β
∗)‖.
As in Theorem 3.1 for the Lasso, the previous display shows that the nuclear norm
penalized estimator will incur a prediction error due to correlations in the design matrix
X.
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Appendix A: Proofs: Properties the noise barrier
Proof of Proposition 2.1. The optimality conditions of the optimization problem (1.2)
yields that there exists sˆ in the subdifferential of h at βˆ such that
X⊤(ε+ X(β∗ − βˆ)) = sˆ. (A.1)
The subdifferential of a seminorm at βˆ is made of vectors sˆ ∈ Rp such that sˆ⊤βˆ =
h(βˆ) and sˆ⊤u ≤ h(u) for any u ∈ Rp. For any u ∈ Rp, we thus have
ε⊤Xu− h(u) ≤ u⊤X⊤X(βˆ − βˆ∗).
If ‖Xu‖ ≤ 1, then applying the Cauchy-Schwarz inequality to the right hand side yields
(2.2).
If Xβ∗ = 0, to prove the second bullet it is enough to prove that ‖Xβˆ‖ ≤ NB(ε).
Multiplication of (A.1) by βˆ yields ε⊤Xβˆ − ‖Xβˆ‖2 = h(βˆ). If Xβˆ 6= 0 then dividing
by ‖Xβˆ‖ yields (2.2) with equality. If Xβˆ = 0 then ‖Xβˆ‖ ≤ NB(ε) trivially holds.
Regarding the third bullet, the monotonicity with respect to λ is a direct consequence
of definition (2.1).
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Appendix B: Proofs: Properties the large scale bias
Proof of Proposition 2.2. Inequality h(β∗)/‖Xβ∗‖ ≤ LSB(β∗) is a direct consequence
of the definition (2.4). Using Lagrangemultipliers, since β∗ is solution of the minimiza-
tion problem (2.3), there is a subdifferential d of h at β∗ such that d = λ⊤X for some
λ ∈ Rn. Then LSB(β∗) is bounded from above by ‖λ‖ since
h(β∗)− h(β)
‖X(β∗ − β)‖ ≤
d⊤(β∗ − β)
‖X(β∗ − β)‖ =
λ⊤X(β∗ − β)
‖X(β∗ − β)‖ ≤ ‖λ‖ < +∞
where we used that h(β)− h(β∗) ≥ d⊤(β − β∗) by convexity.
For the second bullet, by homogeneity it is clear that if β ∈ Rp then β˜ = tβ satisfies
h(β∗)− h(β)
‖X(β∗ − β)‖ =
h(tβ∗)− h(β˜)
‖X(tβ∗ − β˜)‖ ,
hence LSB(β∗) = LSB(tβ∗).
Inequality (2.5) is a consequence of the more general Proposition 5.3 by taking
λˆ = 1 and N(·) = h(·). Proposition 5.3 is proved below.
In the noise-free setting (ε = 0), the optimality condition (A.1) yields that ‖X(βˆ −
β∗)‖2 = sˆ⊤(β∗ − βˆ) ≤ h(β∗)− h(βˆ) ≤ LSB(β∗)‖X(βˆ − β∗)‖. Dividing by ‖X(βˆ −
β∗)‖ shows that ‖X(βˆ − β∗)‖ ≤ LSB(β∗).
Regarding the last bullet, the monotonicity with respect to λ is a direct consequence
of the definition (2.4).
Proof of Proposition 5.3. Let rˆ = ‖X(βˆ − β∗)‖ for brevity. Let β ∈ Rp be determin-
istic vector that will be specified later. Multiplication of (A.1) by β − βˆ yields
(β − βˆ)⊤X⊤(ε+ X(β∗ − βˆ)) = sˆ⊤β − sˆ⊤βˆ ≤ h(β)− h(βˆ).
The last inequality is a consequence of sˆ being in the subdifferential of the seminorm
h at βˆ, hence h(βˆ) = sˆ⊤βˆ and sˆ⊤β ≤ h(β). The previous display can be rewritten as
ε⊤X(β − β∗) + h(β∗)− h(β) ≤(β∗ − β)X⊤X(β∗ − βˆ)
+ ε⊤X(βˆ − β∗) + h(β∗)− h(βˆ)− rˆ2. (B.1)
The second line of the right hand side is bounded from above by
(‖ε‖+ λˆb)rˆ − rˆ2 ≤ (1/2)(‖ε‖2 + b2λˆ2),
thanks to the elementary inequality (a + a′)rˆ − rˆ2 ≤ a2/2 + a′2/2. The first line of
the right hand side of (B.1) is bounded from above by ‖X(β∗ − β)‖rˆ by the Cauchy-
Schwarz inequality. Dividing by ‖X(β∗−β)‖ and taking expectations, sincemax(E‖ε‖2,E[λˆ2]) ≤
M we have established that
E[λˆ]
N(β∗)−N(β)
‖X(β∗ − β)‖ ≤ E[rˆ] +
(E[‖ε‖2] + b2E[λˆ2])
2‖X(β∗ − β)‖ ≤ E[rˆ] +
M(1 + b2)
2‖X(β∗ − β)‖ .
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Let v = β∗/‖Xβ∗‖. By homogeneity, b = supu∈Rp N(v)−N(u)‖X(v−u)‖ = supβ∈Rp N(β
∗)−N(β)
‖X(β∗−β) .
By definition of the supremum, there exists u ∈ Rp such that N(v)−N(u)‖X(v−u)‖ ≥ (1−γ/2)b.
Define β = ‖Xβ∗‖u. Then
E[λˆ](1−γ/2)b ≤ E[λˆ]N(v)−N(u)‖X(v − u)‖ = E[λˆ]
N(β∗)−N(β)
‖X(β∗ − β)‖ ≤ E[rˆ]+
M(1 + b2)
2‖X(β∗ − β)‖ .
Note that by definition of u and v, ‖X(β∗ − β) = ‖Xβ∗‖‖X(v − u)‖. Since E[λˆ] ≥
1/M ′, the right hand side of the previous display is bounded from above by E[rˆ] +
E[λˆ]bγ/2 provided that ‖Xβ∗‖ is large enough in the sense that
‖Xβ∗‖ ≥ 1
(γ/2)b
MM ′(1 + b2)
2‖X(v − u)‖ .
Appendix C: Proof of the compatibility constant lower bound
Proof of Theorem 3.1. by definition of the infimum in (1.8) with c0 = 1, there exists
u ∈ Rp such that ‖uTC‖1 < ‖uT‖1 and√
|T |‖Xu‖√
n(‖uT ‖1 − ‖uT c‖1) ≤
φ(1, T )√
1− γ . (C.1)
By homogeneity, we can choose ‖Xu‖ = 1. Now let β∗ = tuT for some t > 0. If
t > 0 is large enough, by (2.5), for any β ∈ Rp such that X(β − β∗) 6= 0 we have
√
1− γ
√
nλ(‖β∗‖1 − ‖β‖1)
‖X(β∗ − β)‖ ≤ E[‖X(βˆ − β
∗)‖].
We now set β = −tuT c so that β∗−β = tu. By (C.1), the left hand side of the previous
display is bounded from above by (1−γ)λ√T/φ(1, T ) and the proof is complete.
Appendix D: Preliminary probabilistic bounds
In this subsection, we require the following subgaussian assumption on the noise vector
ε and the design matrix X. This assumption is implied by either Assumption 4.2 or 4.1.
Assumption D.1. Given ε ∈ Rn and X ∈ Rn×p, assume that the random variables
(gj)j=1,...,p in (4.2) satisfy
∀a ∈ {−1, 1}, ∀j ∈ [p], ∀t > 0, P(agj > σt) ≤
∫ +∞
t
e−u
2/2
√
2π
du. (D.1)
Inequality (D.1) means that agj/σ is stochastically dominated by a standard normal
random variable. Under Assumption 4.2 and Assumption 4.1 above, the random vari-
ables gj defined in (4.2) are centered, normal with variance at most σ2 so that (D.1)
holds.
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We will need the following probabilistic results. Define the pdf and survival function
of the standard normal distribution by
ϕ(u) =
e−u
2/2
√
2π
, Q(µ) =
∫ +∞
µ
ϕ(u)du (D.2)
for any u, µ ∈ R.
Proposition D.1. Let σ > 0. Let (g1, ..., gp) be random variables that need not be
independent such that (D.1) holds. Let µ > 0, let d be an integer in [p] and denote by
(g↓1 , g
↓
2 , ..., g
↓
p) a non-increasing rearrangement of (|g1|, ..., |gp|). Then
the random variable Z2 :=
1
2dσ2
d∑
j=1
(g↓j − µ)2+
satisfies E[Z2] ≤ logEeZ2 ≤ log
(
1 +
2p
d
ϕ(µσ )
(µσ )
3
)
≤ 2p
d
ϕ(µσ )
(µσ )
3
(D.3)
where ϕ is defined in (D.2). Consequently,
E
p∑
j=1
(|gj| − µ)2+ ≤
4pϕ(µσ )
(µσ )
3
. (D.4)
Proof. Without loss of generality, by scaling (i.e., replacing µ by µ/σ and gj by gj/σ)
we can assume that σ2 = 1.
The first inequality in (D.3) is a consequence of Jensen’s inequality while the third
inequality is simply log(1 + t) ≤ t for t ≥ 0. We now prove the second inequality.
By Jensen’s inequality, E exp( 1d
∑d
j=1(g
↓
j − µ)2+/2) is bounded from above by
1
d
d∑
j=1
Ee(g
↓
j
−µ)2+/2 = 1+
1
d
d∑
j=1
E[e(g
↓
j
−µ)2+/2−1] ≤ 1+1
d
∑
a=±1
p∑
j=1
E[e(agj−µ)
2
+)/2−1].
The double sum on the right hand side has 2p terms, each of which can be bounded
as follows. Let ϕ,Q be defined in (D.2). For each a = ±1 and all j = 1, ..., p, since
we assume that the tails of agj are dominated by the tails of a standard normal random
variable, by stochastic dominance, if g ∼ N(0, 1) we have
E
[
e(agj−µ)
2
+/2) − 1
]
≤ E
[
e(g−µ)
2
+/2 − 1
]
= E
[
I{g>µ}(e
(g−µ)2+/2 − 1)
]
=
ϕ(µ)
µ
−Q(µ).
By integration by parts, inequalityQ(µ) ≥ ϕ(µ)( 1µ − 1µ3 ) holds for any µ > 0 so that
the right hand side of the previous display is bounded from above by ϕ(µ)/µ3.
For the second part of the proposition, we apply the previous result to d = p and we
obtain (D.4).
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Proposition D.2. Let T ⊂ [p] with |T | = k and let λ > µ > 0 and define
Rem(λ, µ) :=
√
1 +
σ2
λ2
+
4p
k
ϕ(µ/σ)
(λ2µ3)/σ5
(D.5)
where ϕ is the standard normal pdf as in (D.2). Let g1, ..., gp be centered random
variables such that (D.1) holds. Define the random variable S(λ, µ) by
S(λ, µ) := sup
u6=0
∑p
j=1 gjuj + λ
∑
j∈T (|β∗j | − |β∗j + uj|)− µ
∑
j∈T c |uj |
‖u‖ .
Then E[S(λ, µ)] ≤ λ
√
k Rem(λ, µ).
Proof. Let sj ∈ {±1} be the sign of β∗j for j ∈ T . By simple algebra on each coordi-
nate, we have almost surely
S(λ, µ) ≤ sup
u6=0
∑
i∈T (gj − sjλ)uj +
∑
j∈T c(|gj| − µ)+|uj |
‖u‖ .
Hence by the Cauchy-Schwarz inequality,
S(λ, µ)2 ≤
∑
j∈T
(gj − sjλ)2 +
∑
j∈T c
(|gj | − µ)2+.
Thanks to the assumption on g1, ..., gp, we have E[
∑
j∈T (gj − sjλ)2] ≤ k(λ2 + σ2)
and (D.4) provides an upper bound on E
∑
j∈T c(|gj | −µ)2+. Jensen’s inequality yields
E[S(λ, µ)] ≤ E[S(λ, µ)2]1/2 which completes the proof.
Proposition D.3 (From a bound on the expectation to subgaussian tails). Let β∗ ∈ Rp
and let T be its support with |T | = k. Let g1, ...gp be centered normal random variable
with variance at most σ2, let g = (g1, ..., gp)
⊤ and Σ¯ = E[gg⊤]/σ2. Let λ > µ > 0
and let θ1 > 0. Then for any t > 0, with probability at least 1− e−t2/2,
sup
u∈Rp:u6=0

∑pj=1 gjuj + λ∑j∈T (|β∗j | − |β∗j + uj |)− µ∑j∈T c |uj |)
max
(
‖u‖, 1θ1 ‖Σ¯1/2u‖
)

 (D.6)
≤ λ
√
k Rem(λ, µ) + σθ1t.
where Rem(·, ·) is defined in (D.5).
Proof. Let x ∼ N(0, Ip×p) and write g = σΣ¯1/2x. Denote by G(x) the left hand
side of (D.6). Observe thatG is (σθ1)-Lipschitz, so that by the Gaussian concentration
theorem [12, Theorem 5.6], with probability at least 1 − e−t2/2 we have G(x) ≤
E[G(x)] + σθ1t. Proposition D.2 provides an upper bound on EG(x).
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Appendix E: Lasso upper bounds
Theorem E.1. There exists an absolute constant C > 1 such that, if p/k ≥ C then
the following holds. Let T be the support of β∗ and assume that ‖β∗‖0 ≤ k. Let either
Assumption 4.2 of Assumption 4.1 be fulfilled. Let λ > µ > 0 and let Rem(·, ·) be
defined by (D.5). Define the constant θ1 and the sparsity level s1 by
θ1 , inf
v∈Rp:‖vT c‖1≤√s1‖v‖
‖Σ¯1/2v‖
‖v‖ where
√
s1 =
λ
√
k Rem(λ, µ) + σt
λ− µ
and assume that θ1 > 0. Let t > 0. Define ρn(t) by ρn(t) = 0 under Assump-
tion 4.1 and ρn(t) =
C′
θ
√
n
(t +
√
s1 log(2p/s1)) under Assumption 4.2. Assume that
ρn(t) < 1. Then the Lasso with tuning parameter λ satisfies with probability at least
1− 3 exp(−t2/2)
θ1‖u‖ ≤ ‖Σ1/2u‖ ≤ ‖Xu‖√
n(1− ρn(t)) ≤
λ
√
k Rem(λ, λ) + σθ1t
θ1
√
n(1− ρn(t))2 where u = βˆ−β
∗.
Proof of Theorem E.1 under Assumption 4.1 . Let u = βˆ − β∗. By standard calcula-
tions, or, for instance, Lemma A.2 in [4] we have
‖Xu‖2 ≤ ε⊤Xu + h(β∗)− h(βˆ) = √n
p∑
j=1
gjuj +
√
nλ(‖β∗‖1 − ‖u+ β∗‖1)
where g1, ..., gp are defined in (4.2). Proposition D.3 with µ = λ implies that with
probability 1− e−t2/2 we have
‖Xu‖2 ≤ √nN(u)
[
λ
√
k Rem(λ, λ) + σθ1t
]
(E.1)
whereN(u) = ‖u‖ ∨ ‖Σ¯1/2u‖θ1 .
We use again Proposition D.3 with µ ∈ (0, λ), which implies on an event of proba-
bility at least 1− e−t2/2 we have
‖Xu‖2 ≤ √n
(
N(u)
[
λ
√
k Rem(λ, µ) + σt
]
− (λ− µ)‖uT c‖1
)
(E.2)
where we used that θ1 ≤ 1 so that σθ1t ≤ σt. We claim that on this event, θ1‖u‖ ≤
‖Σ¯1/2u‖ must hold. If this was not the case, then N(u) = ‖u‖ and by the previous
display we have ‖uT c‖1 ≤ √s1‖u‖, which implies θ1‖u‖ ≤ ‖Σ¯1/2u‖ by definition of
θ1. Hence
N(u) =
‖Σ¯1/2u‖
θ1
, ‖u‖ ≤ ‖Σ¯
1/2u‖
θ1
and
‖uT c‖1√
s1
≤ ‖Σ¯
1/2u‖
θ1
(E.3)
must hold. Inequalities (E.1) and (E.3) hold simultaneously on an event of probability
at least 1 − 2e−t2/2 thanks to the union bound. Combined with (E.1), this completes
the proof under Assumption 4.1 with ρn(t) = 0 and Σ¯ =
1
nX
⊤X.
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To prove the result under Assumption 4.2, we will need the following which can be
deduced from the results of [22, 32].
Proposition E.2. There exists an absolute constant C > 0 such that the following
holds. Let Assumption 4.2 be fulfilled. Consider for some s1 > 0 and some θ1 the cone
C(s1) =
{
u ∈ Rp : max
(
‖u‖, ‖u‖1
2
√
s1
)
≤ ‖Σ
1/2u‖
θ1
}
. (E.4)
Then with probability at least 1− e−t2/2,
sup
u∈C:Σ1/2u6=0
∣∣∣ 1√n‖Xu‖ − ‖Σ1/2u‖
∣∣∣
‖Σ1/2u‖ ≤ C
(
t√
n
+ rn(s1)
)
(E.5)
where rn(s1) :=
√
s1 log(2p/s1)
θ1
√
n
.
Proof. Let C = C(s1) and s = s1 for brevity. We apply [32, Theorem 1.4 with A =
XΣ−1/2] which yields that for any t > 0, with probability at least 1− e−t2/2 we have
sup
u∈C:‖Σ1/2u‖=1
∣∣∣ 1√n‖Xu‖ − ‖Σ1/2u‖
∣∣∣
‖Σ1/2u‖ ≤ C
(
t+ γ(Σ1/2C)√
n
)
where γ(Σ1/2C) , E supu∈C:‖Σ1/2u‖=1 |G⊤Σ1/2u| where the expectation is with re-
spect to G ∼ N(0, Ip×p). Define n1, ..., np by nj = G⊤Σ1/2ej so that nj is centered
normal with variance at most 1. Let (n↓1, ..., n
↓
p) be a non-increasing rearrangement of
(|n1|, ..., |np|). Then for any u = (u1, ..., up) ∈ C we have
G⊤Σ1/2u ≤
p∑
j=1
u↓jn
↓
j ≤
(
(n↓1)
2 + ...+ (n↓s)
2
)1/2
‖u‖+ n↓s‖u‖1,
≤ 3
√
s
θ1
(
(n↓1)
2
s
+ ...+
(n↓s)
2
s
)1/2
.
To bound the expectation of Z :=
√
3/8
(
(n↓
1
)2
s + ...+
(n↓s)
2
s
)1/2
from above, we
proceed as in [4, Proposition E.1]. By Jensen’s inequality,
E[Z]2 ≤ E[Z2] ≤ log(E[exp(Z2)]) ≤ log(1
s
p∑
j=1
E[exp((3/8)n2j)]) ≤ log(2p/s)
where we used that E[exp(3n2j/8)] ≤ 2 if nj is centered normal with variance at most
1. We conclude that γ(Σ1/2C) ≤ Crn(s1)
√
n for some large enough absolute constant
C > 0 and the proof is complete.
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Proof of Theorem E.1 under Assumption 4.2 . Since the random vector g defined in
(4.2) satisfies E[(g⊤u)2] = σ2‖Σ1/2u‖, inequality (E.1) holds with Σ¯ = Σ which
is the covariance matrix of the rows of X. By the union bound, there is an event of
probability at least 1− 3e−t2/2 on which (E.1), (E.2), (E.3) and (E.5) must all hold. In
particular, (E.3) implies that u ∈ C(s1) where C(s1) is the cone (E.4).
By (E.5), inequality ‖Xu‖/√n ≥ ‖Σ1/2u‖(1− ρn(t)) holds for u ∈ C(s1). Com-
bining this with (E.1) completes the proof under Assumption 4.2.
For x > 0 and some function f as in (4.7), define the quantity
µf (x) = σ
√
2 log(x) − 5 log log(x) − log(8π) + 2f(x) (E.6)
The only difference between Lf in (4.7) and µf in (E.6) is the term log(8π) replaced
by log(4π), so that Lf (x)2 − µf (x)2 = log(2).
Proof of Theorem 4.2. Recall thatLf is defined in (4.7) for some function f as in (4.7).
We have λ = Lf(
p
k ) and for brevity, let µ = µf (
p
k ).
By simple algebra, using that 1/λ ≤ 1/µf( pk ) ≤ 1/µ0( pk ), the quantity Rem(·, ·)
defined in (D.5) satisfies
Rem(λ, λ)2 ≤ 1 + σ
2
λ2
+ η( pk ) exp[−f( pk )] where η(x) :=
(√
2 log(x)
µ0(x)
)5
as well as
Rem(λ, µ)2 ≤ 1 + σ
2
λ2
+
√
2 η( pk ) exp[−f( pk )] ≤ 1 +
σ2
λ2
+
√
2 η( pk ).
It is clear that η(x) → 1 as x → +∞, and that Rem(λ, µ)2 ≤ 4 if p/k ≥ C > 0 for
some large enough absolute constant C > 0.
We now bound s1 from above. By definition of Lf and µf ,
λ− µ = λ
2 − µ2
µ+ λ
=
σ2 log 2
µ+ λ
≥ σ
2 log 2
2λ
, (E.7)
so that, using that λ ≤ σ
√
2 log(p/k),
(λ− µ)
λ
≥ log 2
4 log(p/k)
≥ 1
6 log(p/k)
.
Since σt ≤
√
kλ,
√
s1 ≤ λ
√
k( Rem(λ, µ) + 1)
λ− µ ≤
λ
√
k 3
λ − µ ≤
√
k 24 log(p/k)
provided that p/k ≥ C for some large enough absolute constant C > 0.
This calculation shows that θ, k˜ from Theorem 4.2 and θ1, s1 from Theorem E.1
satisfy s1 ≤ k˜ and 1/θ1 ≤ 1/θ. Finally, for t ≤ λ
√
k/σ, the quantity ρn(t) from
Theorem E.1 satisfies ρn(t) ≤ C′rn where rn is defined in Theorem 4.2. Hence Theo-
rem 4.2 is a consequence of Theorem E.1.
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Appendix F: RIP property of sparse vectors
Proposition F.1. There exists an absolute constant C > 0 such that the following
holds. Let Assumption 4.2 be fulfilled. Then
E
[
sup
u∈Rp:‖u‖0≤d,‖Σ1/2u‖=1
∣∣∣ 1
n
‖Xu‖2 − ‖Σ1/2u‖2
∣∣∣
]
≤ C
√
d log(ep/d)√
n
holds and with probability at least 1− e−t2/2 we have
sup
u∈Rp:‖u‖0≤d,‖Σ1/2u‖=1
∣∣∣ 1√
n
‖Xu‖ − ‖Σ1/2u‖
∣∣∣ ≤ C
√
d log(ep/d) + t√
n
.
Proof. We apply the second part of Theorem D in [34] which yields that the left hand
side of the first claim is bounded from above by CΓ/
√
n for some absolute constant
C1 > 0 where Γ = E supu∈Rp:‖u‖0≤d,‖Σ1/2u‖=1 |G⊤Σ1/2u| where the expectation is
with respect to G ∼ N(0, Ip×p). By the Cauchy-Schwarz inequality, Jensen’s inequal-
ity and the fact that the maximum of a set of positive numbers is smaller than the sum
of all the elements of the set, we have for any λ > 0
Γ ≤ E sup
T⊂[p]:|T |=d
‖ΠTG‖ ≤ 1
λ
log
∑
T⊂[p]:|T |=d
E expλ‖ΠTG‖
where for any support T , the matrix ΠT is the orthogonal projection onto the subspace
{Σ1/2u, u ∈ Rp s.t. uT c = 0}. The random variable ‖ΠTG‖2 has chi-square distribu-
tion with degrees of freedom at most d and the functionG→ ‖ΠTG‖ is 1-Lipschitz so
that E expλ‖ΠTG‖ ≤ exp(λ
√
d+ λ2/2) by Theorem 5.5 in [12]. There are N =
(
p
d
)
supports of size d so that
Γ ≤ 1
λ
log
(
N exp(λ
√
d+ λ2/2)
)
=
√
d+
λ
2
+
1
λ
logN.
Now set λ = [2 logN ]1/2 so that Γ ≤
√
d+
√
2 logN . By a standard bound on bino-
mial coefficients, logN ≤ d log(ep/d) and Γ ≤ C2
√
d log(ep/d) for some absolute
constant C2 > 0.
The second part of the proposition follows from [32, Theorem1.4 withA = XΣ−1/2]
and the upper bound on Γ derived in the previous paragraph.
Appendix G: Proof of Lasso lower bounds
Proof of Theorem 4.4 . Taking expectations in (2.2), we obtain
E sup
u∈Rp:‖Xu‖≤1
[ε⊤Xu− h(u)] ≤ E‖X(βˆ − β∗)‖.
Let Ω ⊂ {−1, 0, 1}p be given by Lemma K.2. For any w ∈ Ω, define uw as uw =
(1/
√
dn)w. Then, thanks to the properties of Ω in Lemma K.2,
‖Xuw‖ = ‖Xw‖/
√
nd ≤ 1.
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Next, notice that h(uw) = λ
√
d for all w ∈ Ω. Thus
E sup
w∈Ω
ε⊤Xuw − λ
√
d ≤ E sup
u∈V :‖Xu‖≤1
[ε⊤Xu − h(u)]. (G.1)
For any two distinct w,w′ ∈ Ω, by Lemma K.2 we have E[(ε⊤X(uw − u′w))2] ≥
σ2(1 − δ2d)2. By Sudakov’s lower bound (see for instance Theorem 13.4 in [12]) we
get
E[ sup
w∈Ω
ε⊤Xuw] ≥ σ
2
(1− δ2d)
√
log |Ω| ≥ σ
4
(1 − δ2d)
√
d log(p/(5d)). (G.2)
Combining (G.1) and the previous display, we obtain the desired lower bound provided
that λ satisfies (4.11).
Proof of Theorem 4.3. We will bound from below the noise barrier lower bound (2.2).
By monotonicity with respect to λ, it is enough to prove the result for λ = L0(
p
k );
hence we assume that λ = L0(
p
k ). By scaling, we can also assume that σ
2 = 1. Let
(gj)j=1,...,p be defined by (4.2) and define u ∈ Rp with uj = sgn(gj)(|gj | − λ)+ be
the soft-thresholding operator applied to (g1, ..., gp). The lower bound (2.2) implies
Z :=

 p∑
j=1
(|gj | − λ)2+


1/2
=
1
‖u‖
p∑
j=1
gjuj − λ|uj | ≤ ‖X(βˆ − β∗)‖ ‖Xu‖‖u‖√n. (G.3)
Since Σ¯jj = 1 for all j = 1, ..., p, each gj has N(0, 1) distribution, an integration by
parts reveals
E[Z2]
p
= E[(|gj | − λ)2+] = 2
[−λϕ(λ) + (λ2 + 1)Q(λ)]
where ϕ,Q are defined in (D.2) (this formula for E[(|gj | − λ)2+] for gj ∼ N(0, 1)
is obtained in [19, equation (68)] or [26, Appendix 11]). By differentiating, one can
readily verify that
Q(λ) = ϕ(λ)
[
1
λ
− 1
λ3
+
3
λ5
− 15
λ7
]
+
∫ +∞
λ
105ϕ(u)
u8
du.
Since the rightmost integral is positive, this yields a lower bound onQ(λ). This implies
that, as p/k→ +∞,
E[Z2] ≥ 2pϕ(λ)
[
2
λ3
− 12
λ5
− 15
λ7
]
≍ p 4ϕ(λ)
λ3
≍ k4 log(p/k)
2
√
2
2
√
π√
2π
≍ 2k log(p/k),
where a ≍ b means a/b→ 1 and we used that λ = L0( pk ) and that
√
2 log(p/k)/λ→
1. To complete the proof of the first part of the Theorem, it remains to bound ‖Xu‖√
n‖u‖
from above in (G.3). We now prove that u is d-sparse with high probability, where
d ∈ [1, p] is an integer that will be specified later. Denote by g↓1 , g↓2 , ..., g↓p a non-
increasing rearrangement of (|g1|, ..., |gp|). We have λ = L0( pk ) and for brevity, let
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µ = µ0(
p
k ) where the notation Lf and µf are defined in (4.7) and (E.6). Since u is
the soft-thresholding operator with parameter λ applied to g, the following implication
holds
(g↓d − µ)2+ ≤ (λ − µ)2 ⇒ g↓d ≤ λ ⇒ u is d-sparse.
Hence, by (E.7), in order to show that u is d-sparse, it is enough to prove that (g↓d −
µ)2+ ≤ log
2(2)
4λ2 holds. By (D.3) applied to µ we have
λ2 E(g↓d − µ)2+ ≤ λ2
4p
d
ϕ(µ)
µ3
≍ λ2 2
√
2 k log(p/k)
d
≍ 4k log
2(p/k)
d
,
where a ≍ b means a/b → 1. Thus, if d = Ck log2(p/k) for a large enough absolute
constant C > 0 and k, p, n large enough, by Markov inequality, we have (g↓d − µ)2+ ≤
log2(2)
4λ2 with probability at least 11/12, hence u is d-sparse with probability at least
11/12.
• This completes the proof of (4.9) under Assumption 4.1, because in this case
‖Xu‖√
n‖u‖ =
‖Σ¯1/2u‖
‖u‖ ≤ ψ on the event of probability at least 11/12 where u is
d-sparse.
• In the random design setting, i.e., under Assumption 4.2, we have Σ¯ = Σ and
‖Xu‖√
n‖u‖ ≤ ψ
‖Xu‖/√n
‖Σ¯1/2u‖ . Furthermore, by Proposition F.1 and the definition of d we
have
P

 sup
v∈Rp:‖Σ¯1/2v‖=1,‖u‖0≤d
(‖Xv‖/√n) ≤ 1 + C3
√
k log3(p/k)
n

 ≥ 11/12
for some absolute constant C3 > 0. The quantity k log
3(p/k)/n converges to 0
in (4.4). Combining the two events, each of probability at least 11/12, we obtain
(4.9).
We now prove the second part of the Theorem, under the additional assumption that
‖Σ¯‖op = o(k log(p/k)). Since g ∼ N(0, σ2Σ¯) (cf. (4.2)), let x ∼ N(0, Ip) be such
that g = σΣ¯1/2x. Define F (x) = Z = ‖u‖, where, as above, u is the soft-thresholding
operator applied to g. Then for two x1,x2 ∈ Rp, by the triangle inequality and the
fact that the soft-thresholding operator is 1-Lipschitz, we have
|F (x1)− F (x2)| ≤ ‖Σ¯1/2(x1 − x2)⊤‖.
HenceF is ‖Σ¯1/2‖op-Lipschitz. By Gaussian concentration and the Poincaré inequality
(see for instance [11, Theorem 3.20]), the variance of F (x) is at most ‖Σ¯‖op, so that
E[F (x)]2 ≥ E[F (x)2]−‖Σ¯‖op. IfMed[Y ] denotes the median of any random variable
Y then we have |E[F (x)] −Med[F (x)]| ≤ ‖Σ¯1/2‖op
√
π/2, cf. the discussion after
(1.6) in [31, page 21]. Combining these inequalities with the definition of the median,
with obtain that with probability at least 1/2 we have
Z = F (x) ≥ Med[F (x)] ≥
√
E[F (x)2]− ‖Σ¯‖op − ‖Σ¯1/2‖op
√
π/2.
/ 37
Since we have established above that E[F (x)2] = E[Z2] ≍ 2σ2k log(p/k), this shows
that
P
[
Z ≥
√
2k log(p/k)[1 − o(1)]
]
≥ 1/2.
Since 5/6− 1/2 = 1/3, the union bound and (4.9) complete the proof.
Appendix H: Proof of lower bounds for nuclear norm penalized estimators
Proof of Theorem 6.1. Inequality (2.2) implies that
E sup
u∈Rm×T :‖Xu‖≤1
[
n∑
i=1
εi tr(X
′
iu)−
√
nλˆ‖u‖S1
]
≤ E‖X(βˆ − β∗)‖
For any γ > 0, [37, Section 7, proof of Theorem 5] proves the existence of a finite set
A0 of matrices such that 0 ∈ A0, the cardinality of A0 is at least 2rm/8 and
‖u‖S2 = γ
√
rm/n, rank (u) ≤ r, ‖u− v‖S2 ≥ (γ/8)
√
rm/n
for any u, v ∈ A0. Set γ = 1/((1 + δr)
√
rm) for the remaining of this proof. Then
for any u ∈ A0 we get ‖Xu‖ ≤ 1 and √n‖u‖S1 ≤
√
nr‖u‖S2 ≤
√
r/(1 + δr). By
restricting the above supremum to matrices in A0, we get
E sup
u∈A0
[
n∑
i=1
εi tr(X
′
iu)
]
−
√
rE[λˆ]
(1 + δr)
≤ E‖X(βˆ − β∗)‖.
By Sudakov inequality (see for instance Theorem13.4 in [12]), the properties ofA0 and
the Restricted Isometry property, we obtain a lower bound on the expected supremum
which yields the desired result.
Appendix I: Bias lower bound under beta-min condition
Proof of Proposition 3.3. Let rˆ = ‖X(βˆ−β∗)‖ for brevity and set C¯ = 1+γ. Denote
by β the deterministic vector β := β∗−λ~s/√n, i.e., each of the k nonzero coordinates
of β∗ is shrunk by λ/
√
n. If ψ2 = ‖X~s‖2/(nk) we have
‖X(β∗ − β)‖2 = λ2‖X~s‖2/n = λ2kψ2.
Let u = βˆ − β∗. By assumption, we have ε⊤Xu + h(β∗) − h(βˆ) ≤ C¯λ
√
k rˆ with
probability at least 5/6. Since ε⊤X(β − β∗) is a symmetric random variable, it is non-
positive with probability 1/2. By the union bound, the intersection of these two events
has probability at least 1/3 and on this intersection, (B.1) implies
h(β∗)− h(β) ≤ (Xu)⊤X(β − β∗) + rˆC¯λ
√
k − rˆ2 ≤ rˆ(ψλ
√
k + C¯λ
√
k − rˆ). (I.1)
Let R = λ
√
kmax(ψ, C¯). By definition of β, h(β∗)− h(β) = λ2k. This yields
λ2k ≤ rˆ(2R− rˆ) = − (rˆ −R)2 +R2,
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hence (rˆ −R)2 ≤ (R− λ
√
k)(R + λ
√
k) ≤ (R− λ
√
k)2R and
| rˆR − 1| ≤
√
2(1− λ
√
k/R).
By definition of ν we have R
λ
√
k
= 1+ν/2. Using
√
2(1− 1/(1 + ν/2)) ≤ √ν yields
the desired result.
Next, we bound ‖X(βˆ − β)‖ from above. Using (I.1), on the above event of proba-
bility at least 1/3 we get
‖X(βˆ − β)‖2 = rˆ2 + ‖X(β − β∗)‖2 + 2(Xu)⊤(X(β∗ − β)),
≤ rˆ2 + λ2kψ2 + 2(rˆC¯λ
√
k − λ2k − rˆ2),
= λ2kψ2 + 2(rˆC¯λ
√
k − λ2k)− rˆ2,
≤ R2 + 2rˆR− 2λ2k − rˆ2.
Using the bound R(1 − √ν) ≤ rˆ derived above as well as −λ2k ≤ −rˆ2/(1 + γ)2 ≤
−rˆ2/(1 + ν/2)2 we obtain
‖X(βˆ − β)‖2
rˆ2
≤ 1
(1−√ν)2 +
2
1−√ν −
2
(1 + ν/2)2
− 1 ≤ 40√ν
where we used that ν ∈ [0, 1/2] for the last inequality.
Appendix J: Data-driven tuning parameters
Proof of Theorem 5.1. To prove Theorem 5.1, we apply (5.2) to N(·) = √n‖ · ‖1 and
ρ =
√
d, and use the lower bound on the expected supremum (G.2) obtained in the
proof of Theorem 4.4. The details are omitted.
Proof of Theorem 5.2. By scaling, we may assume that σ2 = 1. Let d = k log2(p/k)
so that p/d ≥ 3. Define (g1, ...gp) by (4.2) so that ε⊤Xu =
√
n
∑p
j=1 gjuj for any
u ∈ Rp. Since the entries of X are iid N(0, 1) and ε is deterministic (cf. Assump-
tion 4.2), it is clear that the random vector (g1, ..., gp)⊤ is jointly Gaussian, centered,
with covariance matrix Ip×p.
By (2.2), for any u ∈ Rp the inequality ε⊤Xu − λˆ√n‖u‖1 ≤ ‖Xu‖‖X(βˆ − β∗)‖
holds. Applying this inequality to every d-sparse vector u ∈ { −1√
nd
, 0, 1√
nd
}p, taking
expectations and using the Cauchy-Schwarz inequality on the right hand side, we get
E
(
1√
d
d∑
k=1
g↓k
)
−
√
dE[λˆ] ≤ E
[
‖X(βˆ − β∗)‖2
]1/2(
E sup
u∈{−1,+1}p:|u|0=d
‖Xu‖2
nd
)1/2
where (g↓1 , ..., g
↓
p) is a non-increasing rearrangement of (|g1|, ..., |gp|). The left hand
side is bounded from below by
√
d(E[g↓d]−E[λˆ]). By assumptionE[λˆ] ≤ L0( pk ) holds,
so it is enough to prove the result in the case E[λˆ] = L0(
p
k ). Denote by L the value
L = L0(
p
k ) and we assume in the rest of the proof that E[λˆ] = L.
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Let F be the cdf of the absolute value of a standard normal random variable. Then
t→ 1/F (t) is convex so that by [21, (4.5.6), Section 4.5 with r = p+ 1− d] we have
F−1(1− d/p) ≤ E[g↓d]. Using the lower bound [10, Proposition 4.1(iii)], we get√
2 log(2p/d)− log log(2p/d)− log(4π) ≤ F−1(1− d/p) ≤ E[g↓d ].
provided that p/d ≥ 3. Hence, using a− b = a2−b2a+b with a = E[g↓d ] and b = L we get
E[g↓d ]− L ≥
2 log(2p/d)− log log(2p/d)− log(4π)− (L)2
L+ E[g↓d ]
We now use that d = k log2(p/k). Inequality k ≤ d/2 holds thanks to the assumption
p/k ≥ 8. Since L = L0( pk ) is given by (4.1), the numerator of the previous display is
equal to
2 log(2) + 5 log log(p/k)− log log(2p/d)− 4 log log(p/k)
which is larger than 2 log(2) since k ≤ d/2. For the denominator, since
√
2 log(p/k) ≥
L as well as
√
2 log(p/k) ≥
√
2 log(2p/d) ≥ E[g↓d ] we have 1/(L + E[g↓d ]) ≥
1/
√
8 log(p/k). Combining the above pieces, we have proved that for some absolute
constant c > 0 we have
c
√
2k log(p/k) ≤
√
d(E[g↓d − E[λˆ]]) ≤ E1/2[‖X(βˆ − β∗)‖2] q
where q2 = E supu∈{−1,+1}p:|u|0=d
‖Xu‖2
nd To complete the proof, it remains to show
that q2 is bounded from above by 1 + c1
√
d log(p/d)/n for some absolute constant
c1 > 0 which is proved in Proposition F.1.
Appendix K: Signed Varshamov-Gilbert extraction Lemma
Lemma K.1 (Lemma 2.5 in [24]). For any positive integer d ≤ p/5, there exists a
subset Ω0 of the set {w ∈ {0, 1}p : |w|0 = d} that fulfills
log(|Ω0|) ≥ (d/2) log
( p
5d
)
,
p∑
j=1
1wj 6=w′j = ‖w − w′‖2 > d, (K.1)
for any two distinct elementsw andw′ ofΩ0, where |Ω0| denotes the cardinality ofΩ0.
Lemma K.2 (Implicitly in [44] and in [4]. The proof below is provided for complete-
ness.). LetX ∈ Rn×p be any matrix with real entries. For any positive integer d ≤ p/5,
there exists a subset Ω of the set {w ∈ {−1, 0, 1}p : |w|0 = d} that fulfills both (K.1)
and
1
n
‖Xw‖2 ≤ d max
j=1,...,p
‖Xej‖2
n
,
for any two distinct elements w and w′ of Ω.
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Proof. By scaling, without loss of generality we may assume thatmaxj=1,...,p ‖Xej‖2 =
n. Let Ω0 be given from (K.1). For any u ∈ Ω0, define wu ∈ {−1, 0, 1}d by
wu = argmin
v∈{−1,0,1}d: |vj |=uj ∀j=1,...,p
‖Xv‖2
and breaking ties arbitrarily. Next, define Ω by Ω := {wu, u ∈ Ω0}. It remains to
show that 1n‖Xwu‖2 ≤ d. Consider iid Rademacher random variables r1, ..., rp and
define the random vector T (u) ∈ Rp by T (u)j = rjuj for each j = 1, ..., p. Taking
expectation with respect to r1, ..., rp yields
1
n
E[‖XT (u)‖2] = 1
n
p∑
j=1
|uj |‖Xej‖2 ≤ d.
By definition ofwu, the quantity (1/n)‖Xwu‖2 is bounded from above by the previous
display and the proof is complete.
Appendix L: Behavior of the Lasso around the critical tuning parameter
In the proof below, o(1) denotes a positive deterministic sequence that may only depend
on n, p, k, Cmin and Cmax and that converges to 0 in the asymptotic regime (4.14).
Proof of (4.15). By (2.2) we have Vλ ≤ Rλ with probability one. By the upper bound
of Theorem 4.1 we get Rλ ≤ (1/Cmin)1.01
√
2 with probability approaching one. The
lower bound of Theorem 4.1 yields (1 − o(1))/Cmax ≤ Vλ with probability at least
1/3. By simple algebra, if ~s is the vector of signs of β∗ (so that ‖~s‖0 = ‖β∗‖0 = k),
the large signal bias satisfies
√
k
1√
n
‖X~s‖ ≤
LSB(β∗)
λ
√
k
≤ sup
u∈Rp:‖uT c‖1≤
√
k‖u‖
‖u‖
1√
n
‖Xu‖
and the leftmost and rightmost quantities can be bounded with probability approaching
one using only Cmin and Cmax using for instance Proposition E.2. Combining these
inequalities with the union bound proves (4.15).
Proof of (4.16). The fact that Bλ ∈ [C−1, C] can be established as in the proof of
(4.15) above, since L0(
p
k ) ≍ L0( pk⊕ ) as k/p → 0. By taking β∗ = 0 in the lower
bound of Theorem 4.1 (so that NB(ε) = ‖X(βˆ−β∗)‖) applied to the tuning parameter
L0(
p
k⊕
), it follows that
√
2k⊕ log(p/k⊕) ≤ [1 + o(1)]Cmax NB(ε) with probability at
least 1/3. Combining these inequalities together with the union bound and the fact that
k = o(k⊕) yields (4.16).
Proof of (4.17). Again, the fact that Bλ ∈ [C−1, C] can be established as in the proof
of (4.15) above, since L0(
p
k ) ≍ L0( pk⊖ ) as k/p → 0. To prove that NB(ε) = o(1)Bλ
with constant probability, by the upper bound of Theorem 4.1 applied to the tuning
parameter L0(
p
k⊖
) we get that
P
(
NB(ε) ≤ (1/Cmin)[1 + o(1)]
√
k⊖ L0( pk⊖ )
)
→ 1.
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Since k⊖ = o(k) and L0( pk ) ≍ L0( pk⊖ ), we obtain the desired result.
