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Motivated by the possibility of electrochemical control of phase separation, a variational theory of
thermodynamic stability is developed for driven reactive mixtures, based on a nonlinear generaliza-
tion of the Cahn-Hilliard and Allen-Cahn equations. The Glansdorff-Prigogine stability criterion is
extended for driving chemical work, based on variations of nonequilibrium Gibbs free energy. Linear
stability is generally determined by the competition of chemical diffusion and driven autocatalysis.
Novel features arise for electrochemical systems, related to controlled total current (galvanostatic
operation), concentration-dependent exchange current (Butler-Volmer kinetics), and negative differ-
ential reaction resistance (Marcus kinetics). The theory shows how spinodal decomposition can be
controlled by solo-autocatalytic charge transfer, with only a single Faradaic reaction. Experimental
evidence is presented for intercalation and electrodeposition in rechargeable batteries, and further
applications are discussed in solid state ionics, electrovariable optics, electrochemical precipitation,
and biological pattern formation.
I. INTRODUCTION
This Faraday Discussion[1] focuses on the use of elec-
tric fields to control the dynamical response of materials,
such as electroactuation of polymer gels and electrovari-
able optics with plasmonic nanoparticles. Although it
has not been widely recognized, these phenomena could
be strongly affected by phase separation of the con-
stituents into domains of different density or chemical
identity. Here we consider the possibility of controlling
such phase separation by electrochemical reactions. This
raises fundamental questions about thermodynamic sta-
bility, which we motivate by first summarizing the phys-
ical picture behind our results.
II. PHYSICAL PICTURE
A. Thermodynamic Stability Near Equilibrium
Consider a system containing a chemical species A at
uniform concentration c, which is thermodynamically un-
stable to concentration fluctuations. In particular, at-
tractive inter-particle forces favor phase separation into
stables phases of higher and lower concentration, which
correspond to local minima of the homogeneous Gibbs
free energy gh(c). As discussed below, Gibbs himself de-
veloped the original stability criterion for chemical mix-
ture near equilibrium:
Stable:
d2gh
dc2
=
dµh
dc
> 0 (1)
where µh(c) is the diffusional chemical potential of the
homogeneous mixture, defined as the change in free en-
ergy upon adding a particle of species A at constant tem-
perature and pressure.
The Gibbs criterion (1) has a simple graphical inter-
pretation, shown in Fig. 1 for a binary mixture with
two stable equilibrium states, corresponding to two lo-
cal minima of gh(c) or zeros of µh(c) = g
′
h(c). In the
“miscibility gap” between the minima, it is favorable to
phase separate into a linear combination of the two sta-
ble states having the same average concentration, whose
free energy lies on a common tangent construction. The
same principle can be applied to small concentration fluc-
tuations using a local secant construction, which shows
that stable concentrations correspond to a locally convex
free energy, g′′h(c) > 0, or increasing chemical potential,
µ′h(c) > 0. Within the “chemical spinodal” where con-
vexity is lost, g′′h(c) = µ
′
h(c) < 0, the system is unstable
to spontaneous phase separation (“spinodal decomposi-
tion”) [3].
B. Stability of Mixtures with Driven Chemical
Reactions
The theory of thermodynamic stability has been ex-
tended to include chemical reaction networks in closed
bulk systems with porous boundaries [5], such as biolog-
ical cells, but here we focus instead on driven chemical
reactions in open bulk systems. The basic principles are
illustrated by driven adsorption,
Mres −→ M (2)
where a single species M evolves with local chemical po-
tential µ(x, t) and undergoes homogeneous reactions with
a reservoir at constant chemical potential, µres, where
it takes the form of (possibly different) species Mres.
For bulk mixtures, this model could describe a reactive
species M at low concentration in a sea of equilibrated
molecules, which includes the reaction product Mres, as
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FIG. 1. Thermodynamic stability an inert, homogeneous bi-
nary mixture (described by the regular solution model [2–4]).
(a) Homogeneous free energy and (b) diffusional chemical po-
tential versus dimensionless concentration, showing the com-
mon tangent construction for phase separation in the misci-
bility gap (red). The secant construction for linear instability
in the chemical spinodal region (dashed blue) is shown in (a).
in open-system models of self-organization in biological
cells [6].
The same model also describes a wide variety of ad-
sorption phenomena at solid or liquid interfaces, such
as monolayer adsorption, where attractive lateral forces
can drive pattern formation [4]. This tendency for clus-
tering modifies the classical theory of surface adsorp-
tion [8, 9] and sorption hysteresis in porous media [10].
Similar phenomena can occur for the solid-state insertion
of bulk neutral species, such as hydrogen into palladium
hydride [11–13], or charged species at electrodes, such as
lithium ions into iron phosphate [4, 7, 14, 15], shown in
Fig. 2.
A key result of our general stability analysis below is
that a fast driven reaction can suppress phase separation
at constant potential µres if the reaction rate R decreases
with reaction extent,
Stable:
(
dR
dc
)
µres
< 0 (constant potential) (3)
Electrochemical systems offer the unique capability of
controlling the rate of Faradaic relations, and this leads
to a new phenomena of phase separation at constant cur-
rent. In the usual case of positive reaction resistance (de-
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FIG. 2. Control of coherent phase separation in a binary
solid Li-ion battery cathode (LiXFePO4) by Faradaic inser-
tion reactions. (a) Predicted battery voltage versus lithium
metal (V = V Θ − µ/e) and (b) surface lithium concentration
profiles at X = 0.6 for different applied currents, scaled to a
reference exchange current, I0. [Adapted from Cogswell and
Bazant [7]]
fined below), phase separation is suppressed if the reser-
voir potential increases with reaction extent:
Stable:
(
dµres
dc
)
R
> 0 (constant current) (4)
which is a generalization of the Gibbs criterion (1) for a
chemically driven, open system. This effect is clearly seen
in the lithium insertion simulations of Fig. 2, where the
battery voltage becomes monotonically decreasing with
concentration (dµdc = −edVdc > 0), as concentration fluc-
tuations disappear above a critical current.
In summary, phase separation is reduced if the reaction
is auto-inhibitory (either slows down or becomes harder
to drive), or enhanced if it is auto-catalytic (either accel-
erates or becomes easier to drive).
C. Solo-autocatalysis
We refer to this nonlinearity for a single reaction
in a concentrated mixture as “solo-autocatalysis” to
3distinguish it from the traditional concept of “collec-
tive autocatalysis” for chemical reaction networks in di-
lute mixtures, governed by mass action kinetics. Solo-
autocatalysis is an inescapable feature of adsorption, in-
tercalation and deposition reactions. Whenever the prod-
uct (or reactant) occupies a finite set of sites, it neces-
sarily affects the subsequent reaction rate. Adsorption
reactions are typically solo-autoinhibitory (rate suppress-
ing) at high concentration, as product covers the active
sites. Since the reaction creates a particle M while de-
stroying a vacancy V, the vacancy can be viewed as an
adsorption catalyst, Mres + V −→ M, which slowly dis-
appears as the reaction progresses. Vacancies can also be
viewed as a distinct chemical species in a reactive binary
mixture with the adsorbed particles. The total volume
constraint yields a single concentration variable, cM , cV ,
or dimensionless coverage, c˜ = cM/cs (where cs = site
concentration), which evolves in response to differences
in “diffusional chemical potential”, µ = µM − µV , either
by diffusion or reactions [3, 4, 16, 17]. The same ap-
plies to the isomerization reaction, M −→ V, in a closed
system [18], which corresponds to µres = 0.
In general, it may not be possible to identify vacancies
or other catalytic species, and yet the reaction rate still
depends on concentration. In particular, electrochemical
reactions tend to be solo-autocatalytic (rate enhancing)
at low concentration, as redox active molecules increase
the exchange rate for electron transfer [4, 19], while re-
maining auto-inhibitory at high concentration. The re-
sult is a “volcano” shaped exchange current versus con-
centration, which is usually assumed to be symmetric,
I0 ∼
√
c˜(1− c˜), in models of Li-ion batteries [20, 21]
and fuel cells [22–24]. In contrast, the theory of charge
transfer based on non-equilibrium thermodynamics pre-
dicts an asymmetric exchange-current volcano favoring
higher rates at low concentrations, considering only site
exclusion in the transition state [4]. As we shall see, this
turns out to be the key property that enables the control
of phase separation [7, 14, 15].
D. Control of Phase Separation by
Electro-autocatalysis
The fundamental mechanism for control of phase sep-
aration by driven autocatalysis is illustrated in Fig. 3,
in the case of anodic ion insertion, or adsorption of a
neutral species, at constant current. The externally con-
trolled potential µres is equal to the internal potential
µh(c) (for a homogeneous base state) plus the affinity,
A = µres − µh(c), which controls the reaction rate. In
the case of Faradaic reactions transferring n electrons,
it is the (anodic) activation overpotential, η = A/ne,
that controls the Faradaic (oxidation) current, I = nev.
The simplest autocatalytic model has a separable form,
I = I0(c)f(neη/kBT ), with a concentration-dependent
exchange current, I0(c) and monotonic overpotential de-
pendence (f ′ > 0, f ′(0) = 1, f(0) = 0), as in the Bulter-
Volmer equation [19] and various generalizations for con-
centrated solutions [4], considered below.
The reservoir chemical potential, or cell voltage V , thus
depends on concentration and the applied current,
µ˜res = V˜ − V˜0 = µ˜h(c) + f−1
(
I
I0(c)
)
∼ µ˜h(c) + I
I0(c)
(5)
where potential is scaled to kBT and voltage to kBT/ne,
V0 is the open circuit voltage at µ = 0, and, for clar-
ity, we linearize the overpotential dependence – but not
the autocatalytic concentration dependence. As shown
in Fig. 3(a)), for a non-autocatalytic reaction (I ′0 = 0),
the activation overpotential is constant, so the shape of
the voltage profile and stability of the system cannot be
altered by the reaction.
Autocatalysis is required to alter thermodynamic sta-
bility. As shown in Fig. 3(b)), for concentrations where
the insertion reaction is auto-inhibitory (I ′0(c) < 0), the
homogeneous state becomes stable (µ′res > 0) above a
critical current, even within the spinodal region, which
amounts to electrochemical freezing of a thermodynam-
ically unstable mixture in a disordered state. The sys-
tem’s entropy is increased above its equilibrium value by
applying external work to drive the reaction. This phe-
nomenon is different from rapid quenching of a liquid to
a metastable glass or amorphous solid, because the elec-
trochemically frozen mixture is stable under the applied
current. As soon as the current drops below the critical
value, however, spontaneous phase separation occurs.
Interestingly, when the current is reversed, the oppo-
site phenomena occur. Phase separation is enhanced in
the spinodal region, and the homogeneous mixture out-
side the spinodal can be destabilized. The latter cor-
responds to electrochemical melting of a thermodynami-
cally stable disordered state to form two ordered phases.
Again this is not a transient phenomenon, but a change
of thermodynamic stability in which the external work
driving the reaction makes it favorable to lower of the
system’s entropy.
As shown in Fig. 3(c)), for concentrations where the
reaction is autocatalytic (I ′0(c) > 0), the system becomes
more unstable with increasing insertion current. Above
a critical insertion current, phase separation can occur
outside the spinodal region, which corresponds to electro-
chemical melting of a thermodynamically stable mixture.
Conversely, extraction currents now stabilize the system
and can lead to electrochemical freezing of the spindoal
region below a threshold negative current.
In summary, the theory predicts the following effects
of electro-autocatalysis on phase separation at constant
current:
• During periods of auto-inhibition (I ′0(c) < 0), the
forward reaction (I > 0) suppresses phase separa-
tion (completely for I > Ic), while the backward
reaction (I < 0) enhances it.
• During periods of autocatalysis (I ′0 > 0), the for-
ward reaction (I > 0) enhances phase separation,
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FIG. 3. Principles of thermodynamic stability controlled by electro-autocatalysis. Top row: Dimensionless exchange current vs.
product concentration I˜0(c˜). Bottom row: Dimensionless electrode voltage versus concentration at different applied currents for
insertion (red) and extraction (blue), where signs are chosen for anodic cation insertion to resemble neutral-species adsorption
(V˜ = µ˜res). (a) A non-autocatalytic reaction (I˜
′
0 = 0) simply shifts the potential curves up and down by constant activation
potential, and thus cannot alter the spinodal region of instability (negative slope, between dashed lines). (b) An auto-inhibitory
reaction (I˜ ′0 < 0) in the spinodal reaction can suppress the instability (positive slope) leading to “electrochemical freezing”
above a critical insertion current, while further destabilizing the system during extraction. Outside the spinodal, the reaction
creates instability and leads to “electrochemical melting” above a critical current, while further stabilizing the mixture during
extraction. (c) An auto-catalytic reaction in the spinodal region (I˜ ′0 > 0) has the opposite effect of destabilization during
insertion and stabilization during extraction.
while the backward reaction (I < 0) suppresses it.
These predictions have recently been verified in experi-
ments on Li-ion battery materials, as discussed below in
Section VI.
E. Nonequilibrium Gibbs Free Energy
In the examples above, the applied current appears to
act as an independent state variable, analogous to tem-
perature, pressure and concentration. In hindsight, the
reason is that constant current contributes a well-defined
state-dependent excess energy (the activation overpo-
tential) to the total non-equilibrium Gibbs free energy,
G(c, I) of the driven open system. Comparing Eqs. (1)
and (14), such a state function could be defined as
∆G(c, I) =
∫ c
c0
µres(c, I) dc = ∆Geq(c) + ∆iWd(c, I) (6)
where we define the reversible change in equilibrium free
energy, associated with the transformation at zero cur-
rent,
∆Geq(c) = ∆G(c, 0) = gh(c)− gh(c0) (7)
and the irreversible driving work done on the system at
finite current,
∆iWd(c, I) =
∫ c
c0
A(c, I) dc =
∫ t
t0
I2RF (c, I)dt (8)
For Faradaic reactions, the latter is equal to the time-
integral of the electrical power, Pe = I
2RF , where
RF = −η/I > 0 is the Faradaic resistance. This simple
example will help us generalize the theory of thermody-
namic stability for driven open systems.
F. Driven Autocatalysis versus Chemical Diffusion
The preceding simple analysis considers driven auto-
catalytic reactions which are fast compared with diffu-
sion (large Damko¨hler number, Da > 1, defined below).
In the opposite limit of negligible reactions, Cahn pio-
neered the theory of diffusion-driven spinodal decomposi-
tion [25–27]. The instability is controlled by the chemical
diffusivity [3],
D¯ = D c
kBT
dµh
dc
(9)
5which enters Fick’s law (flux = −D¯∇c) for a concen-
trated solution, where D > 0 is the tracer diffusivity in
the dilute limit [4]. Outside the spinodal, “forward dif-
fusion” (D¯ > 0) leads to familiar smooth concentration
profiles, but inside the spinodal, the system is destabi-
lized by “backward diffusion” (D¯ < 0) leading to phase
separation.
Here, we show that thermodynamic stability of reac-
tive mixtures is determined by the competition of auto-
catalysis and chemical diffusion. In driven open systems,
such as electrochemical interfaces, this competition can
be controlled by applied potentials and currents. The
theory predicts that stable equilibrium mixtures can be
driven to form desired patterns by electrochemical melt-
ing, while unstable mixtures can be driven to remain ho-
mogeneous by electrochemical freezing. These surpris-
ing phenomena not only have applications to electroac-
tuation, but they also raise profound questions about
nonequilibrium thermodynamics, as we now explain.
III. BACKGROUND
In order to analyze the stability of driven open systems,
we must first extend nonequilibrium chemical thermody-
namics [5, 28] for inhomogeneous systems, as described
by phase-field models [3, 29], using the calculus of varia-
tions [30].
A. Gibbs’ Stability Theory for Inert Mixtures
Gibbs pioneered the theory of thermodynamic stabil-
ity [31], based on the notion that entropy is maximized
in equilibrium [5]. As such, any perturbation of a stable
equilibrium must lower its entropy (or increase its free en-
ergy) according to ∆S = S−Seq = δS+ 12δ2S+. . ., where
the first and second variations of the entropy functional
with respect to spatial perturbations in concentration,
temperature, etc. must satisfy
Stable equilibrium: δS = 0 and δ2S < 0. (10)
For fluctuations in temperature or volume, the Gibbs sta-
bility criterion implies positive heat capacity, Cv > 0, and
isothermal compressibility, κT > 0.
For concentration fluctuations {δci} at constant inter-
nal energy and volume, stable equilibrium requires [5]
δ2S = −
∫
V
∑
i,j
δci
(
δ
δcj
µi
T
)
δcjdV < 0 (11)
where we define the (diffusional) chemical potential
µi =
δG
δci
(12)
as the first variational derivative of the Gibbs free en-
ergy with respect to the concentration of species i. This
is the continuum analog of the familiar definition from
statistical mechanics, µi =
(
∆G
∆Ni
)
T,P
, as the change in
free energy from adding a particle of species i, where a
“particle” corresponds to a Dirac delta function added to
the concentration profile at a given position [4].
With this generalization, Gibbs’ maximum entropy
condition, Eq. (11), implies that the Hessian tensor of
second variational derivatives, G′′, must be positive def-
inite in equilibrium,
δµi
δcj
=
δ2G
δciδcj
= G′′ij > 0 (13)
(We write Tij > 0 if
∑
ij
∫
V
δuiTijδuj dV > 0 for all δui,
δuj .) In the limit of long-wavelength fluctuations in a
uniform system, this asserts that the homogeneous free
energy density, gh({ci}), has a positive definite Hessian
matrix of second partial concentration derivatives,
G¯′′ij =
∂2gh
∂ci ∂cj
> 0 (14)
In order words, in stable equilibrium, the free energy
must be locally convex with respect to concentration,
as shown in Fig. 1. The variational formula, Eq. (13),
extends this concept to nonuniform systems and arises
naturally in our nonequilibrium stability analysis below.
B. Thermodynamics of Inhomogeneous Systems
In contrast to classical thermodynamic models [5], we
allow the Gibbs free energy functional, G[{ci}], to have
explicit dependence on concentration gradients, which
could arise from interfacial tension, elastic coherency
strain, electrostatic energy, or other non-idealities of in-
homogeneous systems. In Eqs. (12) and (13), we intro-
duce notation for the first, second, and higher variational
derivatives,
∆G = δG+
1
2
δ2G+ . . . (15)
=
∫
V
∑
i
δci
δG
δci
+
∑
j
δcj
(
1
2
δ2G
δciδcj
+ . . .
) dV
defined by the expansion of the free energy change in
response to one, two or more simultaneous bulk concen-
tration fluctuations (which vanish on the boundary), re-
spectively.
In order to describe the dynamics of phase separation,
it is necessary to model interfacial tension between phases
without artificially introducing sharp phase boundaries.
In 1893, Van der Waals first proposed adding a quadratic
gradient penalty to the homogeneous free energy [32, 33],
G[c] =
∫
V
(
µΘc+ gh(c) +
K
2
|∇c|2
)
dV (16)
6where we include a reference chemical potential [4], µΘ.
The gradient penalty term, K2 |∇c|2 = κ2 |∇c˜|2, is often
written in terms of filling fraction, c˜ = c/cs, over sites
of density cs, where κ = Kc
2
s, and can be adjusted to
fit the tension and thickness of phase boundaries. This
visionary idea was somehow forgotten for over half a
century, until its rediscovery in physics by Landau and
Ginzburg [34] (to describe magnetic flux in type II su-
perconductors) and in materials science by Cahn and
Hilliard [2] (to describe phase separation in solid binary
alloys).
Led by Cahn [25, 26, 35–39], this approach paved the
way for modern phase-field models [3, 29], which approxi-
mate phase boundaries as localized, but continuous, “dif-
fuse interfaces”. Taking a functional derivative of Eq.
(18), the diffusional chemical potential (per site) µ and
its homogeneous limit µh are given by
µ = µh −K∇2c and µh = µΘ + dgh
dc
. (17)
Equilibrium concentration profiles satisfy the Beltrami
equation, µ = δGδc = constant. Solutions in the misci-
bility gap describe uniform stable domains separated by
diffuse phase boundaries, whose width, λ =
√
κ/csΩ, and
interfacial tension, γ =
√
κcsΩ, are related to the gradi-
ent penalty κ and a characteristic energy barrier between
the stable concentrations, Ω, e.g. the regular solution pa-
rameter for pairwise interatomic forces [2, 3].
For multicomponent, anisotropic, inhomogeneous sys-
tems, the Cahn-Hilliard free energy, chemical potentials,
and Hessian tensor are given by
G =
∫
V
∑
i
µΘi ci + gh({ci}) +
1
2
∑
ij
∇ci ·Kij∇cj
 dV(18)
µi = µ
Θ
i +
∂gh
∂ci
−
∑
j
∇ ·Kij∇cj (19)
δµi
δcj
=
∂2gh
∂ci∂cj
+
∇δci
δci
·Kij∇δcj
δcj
(20)
where the Hessian depends on gradients of the fluctua-
tions, according to Eq. (16).
C. Linear Irreversible Thermodynamics of
Diffusion
Gradients in chemical potential provide thermody-
namic forces that drive diffusional fluxes, respectively,
Fi = −∇µi
T
and Ji =
∑
j
LijFj (21)
where we make the ubiquitous approximation of Linear
Irreversible Thermodynamics (LIT) [5], which is valid
close to local equilibrium. The linear response matrix
must be symmetric, Lij = Lji (Onsager relation), and
positive definite, in order to ensure a positive entropy
production rate by diffusion,
diS
dt
=
∫
V
(∑
i
FiJi
)
dV =
∫
V
∑
ij
FiLijFj
 dV > 0
(22)
Mass conservation with LIT fluxes yields the (multi-
component) Cahn-Hilliard equation,
∂ci
∂t
= ∇ ·
∑
j
Lij∇ δG
δcj
(23)
which is the standard model for phase separation by dif-
fusion in a closed system [3, 29], including linear insta-
bility and spinodal decomposition [25, 26, 37]. The On-
sager coefficients are related to the mobility tensor (drift
velocity per force) via Lij = Mijcj . For a single diffusing
species, the tracer diffusivity satisfies the Einstein rela-
tion, D(c) = M(c)kBT , and takes the form D = D0(1−c˜)
or L ∼ c˜(1 − c˜) in a binary mixture [16], to reflect the
crowding of sites [4].
The phase-field LIT formalism can be extended to elec-
trochemical systems [4], which have long-range Coulomb
forces in addition to the short-range forces that deter-
mine gh. The electrochemical potential is defined by
adding the electrostatic energy qiφ to µ, and the asso-
ciated Nernst-Planck LIT flux (ionic current) includes
contributions from diffusion and electromigration. The
mobility matrix Lij is usually assumed to be diagonal,
but this neglects strongly coupled fluxes at high concen-
trations, where strong Coulomb correlations may yield
negative off-diagonal coefficients [40]. The electrostatic
potential of mean force, φ, is determined either by elec-
troneutrality or Poisson’s equation.
D. Prigogine’s Stability Theory for Reactive
Mixtures
Let us now consider the effect of chemical reactions,
Mr,m =
∑
i sr,m,iMr,m,i ←→
∑
j sp,m,jMp,m,j = Mp,m,
where Mr,m and Mp,m are the reactant and product com-
plexes of the mth reaction with total chemical potentials,
µr,m =
∑
i sr,m,iµr,m,i and µp,m =
∑
j sp,m,jµp,m,j , and
stoichiometric coefficients, {sr,m,i} and {sp,m,j}, respec-
tively. For electrochemical reactions, the chemical species
{Mi} include both ions and electrons. The thermody-
namic driving force for a reaction is the change in Gibbs
free energy [5, 41], ∆rGm = µp,m−µr,m, which is equal to
the difference in diffusional chemical potentials [4]. For a
Faradaic reduction reaction transferring n electrons, the
activation overpotential, ηm = ∆rGm/ne, is the free en-
ergy of the net reduction reaction per charge [4].
De Donder pioneered non-equilibrium chemical ther-
modynamics and related the free energy of reaction to
7the chemical affinity [42, 43],
Am = −
(
∂G
∂ξm
)
T,P
= −∆rGm (24)
where G is the total Gibbs free energy, including reac-
tants and products, and ξm is the extent of the reac-
tion. He also argued that the free energy of reaction
contributes to Clausius’ “uncompensated heat”, dQ′ (or
irreversible entropy production, diS, in modern terminol-
ogy [42, 44]) and introduced the equivalent definition,
Am =
(
dQ′
dξm
)
P
= T
(
diS
dξm
)
P
= µr,m − µp,m = −ne ηm
(25)
where we also relate affinity to activation overpotential
of a reduction reaction [4].
The affinity can be viewed as a thermodynamic force,
Fm =
Am
T , whose conjugate thermodynamic flux, Jm =
Rm, is the reaction rate
Rm =
1
V
dξm
dt
= −
∑
i
sr,m,i
dci
dt
=
∑
j
sp,m,j
dcj
dt
(26)
(In thermodynamics [5, 41, 45, 46], this is “reaction ve-
locity”, vm, but we adopt our previous notation for “reac-
tion rate” [4], Rm, which also avoids any confusion with
fluid velocity in liquid systems!) For thermodynamic con-
sistency, the reaction rate must satisfy only two funda-
mental constraints:
1. Equilibrium must correspond to detailed balance of
the forward and backward rates
Am = 0 ⇔ Rm = 0. (27)
2. Out of equilibrium, the net reaction must proceed
in the direction of the affinity, which De Donder
wrote expressed as positive irreversible entropy pro-
duction per volume [42],
σm = AmRm = −ηmIm
V
> 0. (28)
For Faradaic reactions, the integral reaction resis-
tance must be positive, Ri = −ηm/Im > 0, al-
though the differential resistance,Rd = −dηmdIm , may
have either sign, as discussed below.
Prigogine [41, 47] showed that closed reaction network is
stable if the affinities decrease with each reaction extent,
Stable:
(
δAm
δξn
)
P
= T
(
δ2i S
δξmδξn
)
P
< 0. (29)
or equivalently that the irreversible entropy reaches a
maximum in equilibrium, which follows from Gibbs’ max-
imum entropy principle, Eq. (10), and De Donder’s def-
inition of affinity, Eq. (25).
E. Linear Irreversible Thermodynamics of
Reactions
For a closed system in equilibrium, the irreversible en-
tropy production vanishes. Close to equilibrium where
LIT applies, Prigogine [47] showed that the entropy pro-
duction rate Pe decreases and reaches a local minimum
for any stationary non-equilibrium state[5, 41, 48],
Pe =
diS
dt
=
∫
V
(∑
α
FαJα
)
dV > 0, Stable:
dPe
dt
< 0
(30)
where the sum is over all pairs of conjugate forces Fα and
fluxes Jα, including each affinity and reaction rate. The
entropy production rate acts as a Lyapunov functional
(Pe > 0, P˙e < 0), which can also determine the stability
of non-equilibrium states [5, 48].
The analog of LIT fluxes for chemical reactions is the
assumption of linear kinetics, which we express variation-
ally as
Rm = kmAm = km
∑
i
sm,i
δG
δci
(31)
where km > 0 is a constant and sm,j = sp,m,j − sr,m,j
(positive stoichiometric coefficients for products, nega-
tive for reactants). Although widely used, linear kinet-
ics are strictly only valid near equilibrium in dilute mix-
tures [4, 49]. Mass conservation equations take the form,
∂ci
∂t
=
∑
j
(∑
m
kmsm,ism,j
)
δG
δcj
(32)
for a closed chemical reaction network.
In this work, we focus instead on chemical reactions
in open systems. The standard phase-field model for a
driven open system is the Allen-Cahn equation [3, 38],
∂c
∂t
= kresAres = kres
(
µres − δG
δc
)
(33)
where µres is the chemical potential of an external reser-
voir of species c. The Allen-Cahn equation is usually
applied to non-conserved order parameters, such as the
degree of solid-like order in liquid solidification, but when
applied to chemical reactions, it corresponds to linear ki-
netics for a driven reaction. As a result of this assump-
tion, we shall see that the Allen-Cahn equation predicts
the same spinodal region for a driven open systems as
for closed equilibrium systems, Eq. (14), as shown in
Fig. 3(a). This is true even when diffusion is included
in a combined Cahn-Hilliard/Allen-Cahn model [18]. As
recognized by Prigogine, nonlinear thermodynamics are
required for any departures from the equilibrium “ther-
modynamic branch” of stability [5, 44–46], and we shall
see that this also holds true for the stability of driven
open systems, such as electrochemical cells.
8F. Nonlinear Irreversible Thermodynamics of
Reactions
Huberman [50] added mass-action kinetics to the
Cahn-Hilliard equation as a model for spinodal decom-
position and pattern formation in a reactive mixture,
∂c
∂t
= ∇ · L∇δG
δc
+R(c). (34)
Similar Ginzburg-Landau-type reaction-diffusion equa-
tions have been studied extensively in chemical physics
as generic models of self-organization [51]. Glotzer et
al. performed simulations and linear stability analysis
of Eq. (34) and reached the tantalizing conclusion that
reactions could be used to alter the spinodal region and
control pattern formation. However, Lefever et al. [52]
pointed out that the model is not thermodynamically
consistent, since equilibrium (µ =constant) is neither sta-
tionary (∂c∂t = 0) nor in detailed balance (f = 0), and
equilibrium states depend on the mobility or diffusivity.
Instead, the reaction rate must satisfy the two constraints
given above, Eqs. (27)-(28), and the further assumption
of linear kinetics (31) eliminates any effect on the spin-
odal region.
A thermodynamically consistent linear stability analy-
sis for general chemical reaction networks was performed
by Carati and Lefever [17], based on multi-component
Cahn-Hilliard diffusion (23) and (17) and a nonlinear re-
action model converting species i into species j:
Rij = fr(µ˜i)− fr(µ˜j), f ′r > 0 (35)
which upholds Eqs. (27)-(28). Notably, they also con-
sidered open reaction networks with chemostats and pre-
dicted the possibility of “chemical freezing” of phase sep-
aration, by two or more collectively autocatalytic reac-
tions.
Hildebrand, Mikhailov and Ertl [53] analyzed general
stochastic models of surface adsorption and also con-
cluded that “thermal adsorption and desorption pro-
cesses do not prevent macroscopic phase separation”, but
“if, on the other hand, an energetically activated process
(such as photo-desorption) is present, kinetic freezing of
phase separation, leading to the formation of stationary
nonequilibrium structures, can occur,” consistent with
experiments and simulations on reactive monolayers [54].
In other words, the reaction must be driven, supplying
external work. Here, we focus on the possibility of using
Faradaic reactions as the driving process.
G. Variational Electrochemical Kinetics
We shall modify some of these conclusions using more
general models, based on transition-state theory for con-
centrated solutions and electrochemical systems [4]. The
theory is based on variational definitions of activity,
ai = γic˜i, activity coefficient γi, and excess chemical po-
tential, µexi = kBT ln γi:
µi =
δG
δci
= µΘi + kBT ln ai = kBT ln c˜+ µ
ex
i (36)
For the reaction, Mi → Mj , the generalized Eyring rate
is given by
Rij = k0
(
e−(µ
ex
‡ −µi)/kBT − e−(µex‡ −µj)/kBT
)
=
k0(K
Θ
ijai − aj)
γ‡
(37)
where KΘij is the equilibrium constant and γ‡ is the ac-
tivity coefficient of the transition state, which generally
depends on concentration, e.g. γ−1‡ = (1 −
∑
l c˜l)
s for s
excluded sites on a lattice.
As a result, the model is more general than Eq. (35)
and allows for negative differential resistance (
∂Rij
∂µi
< 0),
as in Marcus kinetics, and solo-autocatalysis (
∂Rij
∂ci
6= 0).
The latter includes the important case of Butler-Volmer
kinetics [4]:
I = neR = I0
(
e−αη˜ − e(1−α)η˜
)
, η˜ =
neη
kBT
(38)
I0 =
nek0(aOae)
1−αaαR
γ‡
(39)
for the reduction reaction, O + ne− → R.
Once the reaction model is specified, the thermody-
namically consistent set of reaction-diffusion equations
takes the form [4],
∂ci
∂t
= ∇ ·
∑
j
Lij∇ δG
δcj
+
∑
m
si,mRm
(
{ci},
{
δG
δci
})
(40)
where we write the mth reaction as ∅ →∑i si,mMi. This
is the most general mathematical framework for concen-
tration evolution, based on LIT fluxes and nonlinear ir-
reversible thermodynamics for chemical reactions.
H. Glansdorff-Prigogine Nonequilibrium Stability
Theory
Glansdorff and Prigogine derived a general linear sta-
bility condition for stationary non-equilibrium states of
reactive mixtures far from equilibrium [5, 46, 55], based
on variations of irreversible entropy production [45, 56].
They argued that the second variation of the entropy acts
as a Lyapunov functional, L = − 12δ2S, which measures
the “distance” from a stationary state, L > 0, and thus
decreases with time if it is stable, dLdt < 0. The stabil-
ity criterion can be expressed as a constraint of positive
excess entropy production [46, 55],
Stable:
d
dt
δ2S
2
=
∫
V
(∑
α
δFα · δJα
)
dV > 0, (41)
9ΔdS = −
ΔWd
TΔiS > 0
ΔeS
FIG. 4. Three contributions to entropy production in a
driven open system: (1) bulk irreversible entropy production,
∆iS, (2) entropy flow due to mass and energy flow through
the boundary, ∆eS, and (3) driven entropy production, ∆dS,
due to the work, ∆Wd, done on the system by exchanging
mass and energy directly between the external reservoirs and
the interior bulk. The image shows a two-phase lithium iron
phosphate nanoparticle driven far from equilibrium by an ap-
plied Faradaic current [15] from Fig. 7 below.
for an arbitrary set of conjugate forces Fα and fluxes Jα.
Besides reactions, there may also be contributions to ex-
cess entropy production from diffusion, electromigration,
elastic deformation, heat conduction, etc. The same re-
sult holds for any boundary conditions in which either
the forces or fluxes are held fixed, causing the second
variation of the entropy flow to vanish on the boundary.
Although the Glansdorff-Prigogine criterion (41) fol-
lows from thermodynamically consistent mass and energy
balances [5], Keizer and Fox first expressed “qualms”
about its validity [57] and triggered a long debate [58–
61]. They provided counter-examples of auto-catalytic
reaction networks in dilute solutions [57, 61], whose non-
equilibrium steady states violate Eq. (41), and yet could
be described by Keizer’s stochastic thermodynamics [62–
65]. Glansdorff, Nicolis and Prigogine responded that
different Lyapunov functions are possible depending on
the choice of conservation laws [58, 60], and pointed
to Schlo¨gl’s earlier derivation of Eq. (41) based on
similar stochastic principles [66], rooted in fluctuation-
dissipation theorems for nonequilibrium states [67].
We shall see that the problem has to do with driven,
open systems. In the counter-examples, nonequilbrium
stationary states are constructed by fixing certain con-
centrations or production rates throughout the domain,
but such “chemostats” are neglected in the Glansdorff-
Prigogine derivation [5], which assumes an unconstrained
system of reaction-diffusion conservation laws. The sta-
bility criterion cannot be expressed in terms of affinities
by summing over all reactions, if any concentrations or
rates are externally controlled.
As shown in Fig. 4, the theory generally does not ac-
count for bulk entropy flow from distributed work done
by “active matter” or by the direct exchange of mass
and energy with external reservoirs. Moreover, the tra-
ditional focus on reaction networks in dilute solutions
obscures the rich new physics of driven reactions coupled
with phase transformations. Here, we generalize the the-
ory for concentrated solutions and show how driven re-
actions can control thermodynamic stability.
IV. THEORY
A. Wisdom from Stochastic Thermodynamics
Any theory of nonequilibrium thermodynamics for
concentrated systems should be consistent with stochas-
tic thermodynamics for the ideal limit of a dilute system
with chemical reaction networks obeying mass action ki-
netics [65, 68–72]. Rao and Esposito recently summa-
rized this “wisdom” and rigorously defined various forms
of the non-equilibrium Gibbs free energy for open systems
with driven chemical reactions [72],
G = Geq + kBTL (42)
where Geq is the local equilibrium free energy of a state
that would reached if the external driving were stopped
and the system were allowed to relax under the imposed
constraints and kBL is the “relative entropy” between
the equilibrium and nonequilibrium states. The relative
entropy, also known as the Kullback-Leibler divergence
in information theory [73], is a non-negative measure of
the “information gain” between two probability distribu-
tions, which acts as a Lyapunov functional for the relax-
ation to local equilibrium.
The change in non-equilibrium free energy between two
states,
∆G = ∆Wd − T∆iS (43)
has contributions from external work and internal en-
tropy production of opposite sign. The work can be
broken into irreversible and reversible parts, ∆Wd =
∆iWd+∆Geq, where the reversible chemical work is equal
to the change in local equilibrium free energy, as a result
of exchanging bulk particles with the reservoirs. Com-
bining these equations, we arrive at the central result of
Rao and Esposito for irreversible chemical work in dilute
mixtures [72],
∆iWd = ∆Wd −∆Geq = kBT∆L+ T∆iS (44)
The Second Law (∆iS > 0) then implies a “non-
equilibrium Landauer principle” [72], ∆iWd ≥ kBT∆L,
which provides a lower bound on the irreversible exter-
nal work associated with the fluctuation (the thermody-
namic cost of information gain [74, 75]) that vanishes for
transitions between equilibrium states (∆L = 0).
B. Thermodynamic Stability of Driven, Open
Systems
Let us apply these principles more broadly to concen-
trated systems experiencing arbitrary forms of external
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driving work. Enthalpy from inter-particle forces now
leads to nonlinear chemical diffusion and influences the
enthalpies of reactions, both internal and external. As
a result, the equilibrium free energy may lose convex-
ity and lead to spinodal decomposition. Thermodynamic
stability will then be influenced by the driving work ∆Wd
done on the bulk system, which may include contribu-
tions from heat transfer (e.g. radiation), mass transfer
(e.g. chemical reactions with reservoirs), external forces
(e.g. magnetic fields or mechanical work), or internal
energy sources (e.g. swimming particles or other active
matter).
These contributions are neglected in the prevailing
theory of nonequliibrium thermodynamics [5]. Pri-
gogine and collaborators described the thermodynam-
ics of closed, internal reaction networks in what could
be termed “partially open” systems, in which entropy
or energy exchange with external reservoirs occurs only
through the boundaries. In contrast, we consider “fully
open” driven systems, in which entropy flow and external
work can also be distributed across the bulk system.
The key theoretical concept is the nonequilibrium free
energy, G. In some cases, it may be possible to con-
struct G as a local state function in space and time,
which depends on traditional intrinsic variables, such as
chemical concentration, density, pressure and tempera-
ture, as well as intrinsic external driving forces or fluxes.
We have already discussed examples from the stochastic
thermodynamics of chemical reaction networks [68, 72].
Nonequilibrium free energies have also been constructed
for active suspensions of swimming particles [76–79] and
recently connected with stochastic thermodynamics [80].
For driven electrochemical systems, we have already con-
structed G(c, I) for ion adsorption in a phase-separating
electrode at constant concentration c and constant cur-
rent I in Eqs. (6)-(8). Below, we shall explicitly con-
struct the nonequilibrium free energy (via its variational
derivatives) for a general homogeneous driven, open sys-
tem.
In most cases, it is not possible to express G as a sim-
ple state function due to various non-local, nonlinear pro-
cesses in space and time, but we can still define the first
variation of G, the response to an arbitrary fluctuation,
as
δG ≡ δWd − TδiS = δGeq + δiWd − TδiS (45)
which can be integrated in time to obtain at least a
path-dependent free energy, G(t). We can then identify
a nonequilibrium steady state via
Steady State: δG = 0 ⇒ δiS = δWd
T
(46)
which extends Gibbs’ condition of thermal equilibrium,
δiS = 0, to account for driving work. The canonical
example is a driven reaction network in detailed balance.
We can also write the steady state condition as δStot = 0,
where Stot = Si + Sd, where we define the change in
driving entropy
δSd = −δWd
T
(47)
associated with the external reservoirs, which has the
opposite sign of the driving work, since work creates order
and lowers entropy.
In the thermodynamic limit of a continuous system, lo-
cal fluxes and reactions maintain each infinitesimal bulk
volume in quasi-equilibrium, leading to our first princi-
ple:
Local equilibrium: δ2G = δ2Wd − Tδ2i S > 0 (48)
which generalizes Gibbs’ maximum entropy condition,
Eq. (10), to account for driving work. The local equilib-
rium condition can then be viewed as the Gibbs’ criterion
for the total entropy, δ2Stot < 0.
The definite sign of δ2G allows the second variation
of nonequilibrium free energy to serve as a Lyapunov
functional, which implies thermodynamic stability if it
decreases toward steady state (δG = 0) in response to
fluctuations,
Stable:
d
dt
δ2G = d
dt
δ2Wd − T d
dt
δ2i S < 0 (49)
or ddtδ
2Stot > 0, which generalizes the Glandorff-
Prigogine criterion of positive excess entropy production,
Eq. (41), to account for excess driving entropy produc-
tion, ddtδ
2Sd, or excess driving power,
d
dtδ
2Wd. Near
equilibrium, this also generalizes Prigogine’s principle of
minimum entropy production, Eq. (30).
The general stability criterion, Eq. (49), states that
the excess entropy production from internal irreversible
processes must exceed the excess driving power. Each
term can take either sign. If the excess driving power
is negative, it is possible to stabilize an ordered “dissi-
pative structure” having negative excess entropy produc-
tion [5, 42, 48]. Conversely, an unstable system can be
destabilized“chemically frozen” in a disordered state by
positive excess driving power. These surprising phenom-
ena appear to contradict the Duhem-Jougeut Theorem,
which asserts that a system that is stable to diffusion
is also stable to chemical reactions [5, 41], but that is
only true in a partially open system without bulk driving
work, under conditions derived below. Different behavior
is possible in fully open, driven systems.
C. Variational Linear Stability Analysis
In order to illustrate these principles, we now per-
form linear stability analysis on the most general ther-
modynamically consistent system of isothermal reaction-
diffusion equations, Eq. (40), using the calculus of varia-
tions. For any concentration fluctuations {δci} around a
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non-equilibrium base state, the simplest Lyapunov func-
tion is the L2-norm of the perturbation,
Lc = 1
2
∑
i
∫
V
(δci)
2 dV ≥ 0 (50)
which must decrease for a stable base state,
Stable:
dLc
dt
=
∑
i
∫
V
(
∇δci · δJi +
∑
n
si,nδciδRn
)
dV < 0
(51)
where we use the divergence theorem and assume δci = 0
on the boundary. The general linear stability result (51)
resembles the Glansdorff-Prigogine criterion (41) since it
contains products of excess thermodynamic fluxes (δJi,
δRn) and certain excess forces, but the latter are ex-
pressed in terms of concentration fluctuations (∇δci, δci),
rather than fluctuations in proper thermodynamic forces
(δ∇µi, δAn), which can only be derived for mass and
energy balances in partially open systems [5].
Assuming LIT fluxes and nonlinear reactions, Eq. (40),
we can express the stability criterion as
dLc
dt
=
∑
ij
∫
V
[
−∇δci ·
∑
l
δcl
(
∂Lij
∂cl
∇µj + Lij∇δµj
δcl
)
+δciAijδcj − (∇δci)Dij(∇δcj)] dV < 0 (52)
where the first term involves fluctuations in the Onsager
matrix,
Lij =
Dijci
kBT
(53)
and only applies to inhomogeneous base states with
∇µj 6= 0. The second term also vanishes for a homo-
geneous base state. The remaining terms comprise a dif-
ference of two quadratic forms, whose physical meanings
we now explain.
D. Autocatalytic Rate and Chemical Diffusion
Tensors
For slow diffusion, the stability of a homogeneous base
state requires that the following tensor be negative defi-
nite:
Aij =
∑
n
si,n
δRn
δcj
=
∑
n
si,n
(
∂Rn
∂cj
+
∑
l
∂Rn
∂µl
δµl
δcj
)
< 0
(54)
We refer to A as the “autocatalytic rate tensor”, since
it describes how reaction rates depend on the extents of
both products (si,n > 0) and reactants (si,n < 0) within
the system, excluding all reservoir species. For linear
stability with slow diffusion, a driven chemical reaction
network must be auto-inhibitory, A < 0. Prigogine’s sta-
bility criterion based on affinities (29) follows in the case
of a closed system with linear kinetics (31), but Equation
(54) based on reaction rates is much more general.
For slow reactions, a homogeneous base state is stable
if the “chemical diffusion tensor” is positive definite:
Dij =
∑
l
Lil
δµl
δcj
> 0 (55)
Since the Onsager tensor, Lij , and the tracer diffusion
tensor, Dij , are symmetric and positive definite, this
implies that the Hessian tensor (13) must also be pos-
itive definite. Therefore, the requirement of positive def-
inite chemical diffusion tensor, Eq. (55), is equivalent to
Gibbs’ convexity criterion for the homogeneous free en-
ergy, Eq. (14), which defines the classical chemical spin-
odal region for mixtures without external driving. Al-
ternatively, we can prove Onsager’s reciprocal relations,
Lij = Lji, as a consequence of Gibbs’ maximum entropy
principle, Eq. (11), and diffusional stability to concentra-
tion fluctuations, Eq. (52). As usual in Thermodynam-
ics, axioms and theorems can often be interchanged, and
which is more fundamental is in the eye of the beholder!
With these insights, the general stability criterion (52)
clearly shows that control of phase separation in a ho-
mogeneous mixture results from the competition between
auto-catalysis and chemical diffusion. Outside the spin-
odal region (D > 0), a stable equilibrium system can
undergo “chemical melting” (phase separation) if the re-
actions are sufficiently autocatalytic (A has large enough
positive eigenvalue). Inside the spinodal region (D < 0),
a unstable mixture can undergo ”chemical freezing” (sta-
bilization) if the reactions are sufficiently auto-inhibitory
(A has large enough negative eigenvalue).
E. Solo-autocatalysis and Differential Resistance
The autocatalytic rate and chemical diffusion tensors
can be further decomposed to clarify the connection with
equilibrium thermodynamics:
A = S −R−1G′′ (56)
D = LG′′ (57)
where we define the “solo-autocatalytic rate tensor”,
Sij =
∑
n
si,n
∂Rn
∂cj
, (58)
and the “differential reaction resistance tensor”,
R−1ij = −
∑
n
si,n
∂Rn
∂µj
. (59)
If the reaction rates have no explicit concentration de-
pendence (S = 0) and positive differential resistances
(R > 0), then the Duhem-Jougeut Theorem holds: linear
stability (A < 0, D > 0) requires a convex equilibrium
free energy (G′′ > 0), and the chemical spinodal range
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remains unchanged by the driven reaction network. In
particular, multicomponent, linear Allen-Cahn reaction
kinetics (32) cannot alter the equilibrium spinodal region.
Instead, the control of phase separation by reactions (in
violation of the Duhem-Jougeut Theorem) requires either
solo-autocatalaysis (S 6= 0) or negative differential resis-
tance (R < 0).
F. Nonequilibrium Gibbs Free Energy
The preceding analysis allows us to variationally con-
struct the nonequilibrium free energy that determines the
stability of a uniform state. In order to achieve stabil-
ity in the long-wavelength limit, where reactions domi-
nate diffusion (Da > 1 defined below), the constraint of
auto-inhibitory reactions, A < 0, motivates the following
definition, using Eq. (56):
G′′ = G′′ −RS (60)
so that stability corresponds to G′′ > 0. We see again
that unless the reaction network is solo-autocatalytic,
S 6= 0, the equilibrium free energy will determine sta-
bility, since G′′ = G′′, and the reactions cannot alter the
spinodal region. From Eq. (60), the second variation of
G is determined by
−R−1(G′′ −G′′) = S (61)∑
l,n
si,n
∂Rn
∂µl
δ2(G −G)
δclδcj
=
∑
n
si,n
∂Rn
∂cj
(62)
which can be used to determine stability.
In some special cases, Equation (62) can be integrated
to obtain the nonequilibrium free energy, or at least its
first variational derivative, the nonequilibrium chemical
potential,
µnoneqi =
δG
δci
(63)
This is indeed possible for the simple Faradaic reaction
model, I(c, µ) = I0(c)(µ˜res− µ˜), for driven adsorption at
constant current, considered above. In that case,
∂2G
∂c2
=
∂2gh
∂c2
+
∂I
∂c
∂I
∂µ˜
=
∂µh
∂c
+ kBT
∂
∂c
I
I0
∂G
∂c
= µh + (µres − µh) = µres (64)
we obtain the same nonequilibrium free energy as before,
Eq. (6). The reservoir potential acts as the nonequilib-
rium chemical potential of the system, µnoneq = µres,
and the affinity of the reaction, A = µres − µh, is equal
to the difference between the nonequilibrium and equi-
librium chemical potentials.
G. Growth of Fourier Modes
The variational analysis above holds for all infinites-
simal fluctuations around a time-dependent base state.
Let us now consider the growth of sinusoidal perturba-
tions, i.e. Fourier modes satisfying ∇δci = ~kiδci, which
serve as a basis to represent arbitrary fluctuations. The
Hessian tensor then takes the form
G′′ij = G¯
′′
ij +
~ki ·Kij~kj (65)
and the Lyapunov functional grows as,
dLc
dt
=
∑
ij
σij
∫
V
δciδcjdV (66)
where
σij = Sij −
∑
l
[
R−1il
(
G¯′′lj + ~kl ·Klj~kj
)
+~ki · LilG¯′′lj~kj + (~ki · Lil~kj)(~kl ·Klj~kj)
]
(67)
is the growth rate matrix,
∂δci
∂t
=
∑
j
σijδcj ⇒ δ~c = eσtδ~c(t = 0) (68)
which controls the exponential growth of collective fluc-
tuations.
Equation (67) expresses the general principles above
in yet another way. Since L,K > 0, regardless of equi-
librium stability (signs of eigenvalues of G¯′′), the system
is destabilized by negative differential resistance (nega-
tive eigenvalues ofR−1) or by solo-autocatalytic reactions
(positive eigenvalues of S), while it is stabilized by solo-
auto-inhibitory reactions (negative eigenvalues of S).
H. Negative Differential Resistance
The differential reaction resistances are usually as-
sumed to be positive (like the integral resistance, R/A),
but this need not be the case in electrochemistry. The
most famous example is “inverted region” of Marcus ki-
netics for outer-sphere electron transfer [4, 19, 81, 82],
where the differential resistance becomes negative at
large over-potentials. The inverted region is a feature
of bulk electron transfer reactions, although integration
over the Fermi distribution of electrons restores positive
differential resistance for Faradaic reactions at metallic
electrodes [83].
To the author’s knowledge, this effect has never been
considered in thermodynamic stability. From Eq. (67),
we see that negative differential resistance acts like back-
ward diffusion with quadratic growth rate scaling as
−R−1k2 as k →∞, until it is cutoff by the quartic Cahn-
Hilliard gradient penalty term. At long wavelengths
(k → 0), it also changes the sign of the thermodynamic
term −Rp−1G¯′′, which promotes stability inside and in-
stability outside the equilibrium spinodal region.
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V. APPLICATION TO DRIVEN ADSORPTION
A. Phase Field Model
Returning to the physical picture in Sec. II, let us
consider the simplest case of driven, solo-autocatalytic
adsorption described by a phase-field model [4],
∂c
∂t
= ∇ · L∇µ+R(c, µ, µres), µ = δG
δc
(69)
with isotropic L,K > 0. From Eq. (67), the growth rate
of the ~k Fourier mode is
σ = S − (G¯′′ +Kk2) (R−1p + Lk2) (70)
where the coefficients are all scalars:
S =
∂R
∂c
, R−1p = −
∂R
∂µ
, G¯′′ =
dµh
dc
=
d2gh
dc2
. (71)
Let us analyze in detail the possibility of suppression of
phase separation (σ < 0) as the system is driven by the
adsorption reaction through the spinodal region (G¯′′ <
0), in the typical case of positive differential resistance
(R−1p > 0).
The growth rate has a simple dimensionless form,
σ˜ = S˜ + (1− k˜2)(Da + k˜2) (72)
where the wavenumber
k˜2 =
Kk2
|G¯′′| = (`k)
2 (73)
is scaled to a characteristic length scale,
`2 =
K
|G¯′′| =
κ
cskBT
∣∣∣∣dµ˜hdc˜
∣∣∣∣−1 (74)
which is proportional to the phase boundary thickness
and diverges at the spinodal limits (c˜ = c/cs, µ˜ =
µ/kBT ). The growth rate and solo-autocatalytic rate
σ˜ =
Kσ
L|G¯′′|2 = στd (75)
S˜ =
KS
L|G¯′′|2 = Sτd (76)
are scaled to the characteristic time scale for backward
diffusion,
τd =
K
L|G¯′′|2 =
`2
|D¯| (77)
where D¯ = LG¯′′ < 0 is the chemical diffusivity, which
vanishes at the spinodal limits.
As usual in chemical engineering, the relative impor-
tance of reactions compared to diffusion is measured by
the Damko¨hler number [84, 85],
Da =
K
RpL|G¯′′| =
τd
τr
(78)
 −S!
 !σ 0
Da=0
Da=1
Da=2
 k!
(a)
(b)
(c)
(d)
(e)
Cahn-Hilliard
Allen-Cahn
FIG. 5. Control of phase separation by driven adsorption (or
electro-autocatalysis). The band of unstable modes (orange)
can be constructed graphically from the intersection of −S˜ =
σ˜0 = (1 − k˜2)(Da + k˜2). For a solo-autocatalytic reaction
(a), S˜ > 0, the instability is Allen-Cahn-like for all Da. For a
non-autocatalytic reaction (b), S˜ = 0, the instability is Cahn-
Hilliard-like for Da  1 and Allen-Cahn-like for Da  1.
For a weakly auto-inhibitory reaction (c) with fast diffusion,
Da  1, a narrow band of modes at finite wavelength can
be selected. For strongly auto-inhibitory reactions, (d) the
instability is Allen-Cahn-like for fast reactions, Da  1, or
(e) supressed above a critical reaction rate.
which is the ratio of the diffusion and reaction time scales,
only here diffusion is backward (D < 0) [18], and the
characteristic reaction time is
τr =
Rp
|G¯′′| =
∣∣∣∣dµhdc ∂R∂µ
∣∣∣∣−1 (79)
which diverges at the spinodal limits (“critical slowing
down”). For a non-autocatalytic reaction, S˜ = 0, the
Damko¨hler number controls the shape of the growth-
rate spectrum, σ˜0 = (1 − k˜2)(Da + k˜2), which inter-
polates between the Allen-Cahn-like fast-reaction limit,
σ0τr =
σ˜0
Da ∼ 1 − k˜2 for Da  1, and the Cahn-
Hilliard-like fast-diffusion limit, σ0τd = σ˜0 ∼ (1 − k˜2)k˜2
for Da  1. Due to critical slowing down of diffusion,
the Allen-Cahn-like instability dominates near the spin-
odal limits (Da → 0), while the Cahn-Hilliard-like in-
stability may arise only deep into the spinodal region.
Such phenomena were recently studied by Lamorgese and
Mauri [18] for a non-autocatalytic reaction with linear
Allen-Cahn kinetics [4], in which case the spinodal limits
of phase separation cannot be altered.
In contrast, control of phase separation is possible with
nonlinear phase-field reaction kinetics [4]. The most un-
stable wavenumber is generally given by
k˜max =
√
1−min{Da, 1}
2
(80)
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The solo-autocatalytic rate shifts the growth-rate spec-
trum by a constant and selects the band of unstable
modes via σ0(k˜) > −S˜, as shown in Fig. 5.
B. Critical Rate to Suppress Phase Separation
The stability criterion, maxk˜σ˜ < 0, can be expressed
as a bound on the (negative) solo-autocatalytic rate,
Sτr =
S˜
Da
< − (1 + min{Da, 1})
2
4 min{Da, 1} = −F (Da) ≤ 0 (81)
or with dimensions restored,
∂R
∂c
< −
∣∣∣∣dµhdc ∂R∂µ
∣∣∣∣ F (Da) ≤ 0 (82)
where F = 1 for fast reactions (Da ≥ 1) and F ∼
(4Da)−1 →∞ for slow reactions (Da 1). In the latter
limit, chemical diffusion promotes phase separation, so an
increasingly negative (auto-inhibitory) solo-autocatalytic
rate is required to maintain stability.
At constant reservoir potential, Equation (82) implies
an upper bound on the total autocatalytic rate,
A =
(
dR
dc
)
µres
=
∂R
∂c
+
∂R
∂µ
dµh
dc
< −
∣∣∣∣dµhdc ∂R∂µ
∣∣∣∣ (1−min{Da, 1})24 min{Da, 1}
(83)
For fast reactions, Da > 1, we recover the constant-
potential stability criterion, A < 0, discussed in Section
II, Eq. (3).
At constant current, the stability criterion can be ex-
pressed as a lower bound on the derivative of reservoir
potential with respect to reaction extent (or time),(
∂µres
∂c
)
R,c
>
Rr
Rp
∣∣∣∣dµhdc
∣∣∣∣ (1−min{Da, 1})24 min{Da, 1} (84)
where we define the reactant differential reaction resis-
tance,
R−1r =
∂R
∂µres
(85)
which is positive for driven adsorption on interfaces or
electrodes. The reactant and product differential resis-
tances are equal for Carati-Lefever kinetics (35), which
includes the limit of linear kinetics (31), but for our more
general model (37), which includes Butler-Volmer kinet-
ics [4], they are typically different, Rp 6= Rr. For fast
reactions, Da > 1, Equation (84) reduces to the constant-
current stability criterion, ∂R∂µres > 0, discussed in Section
II, Eq. (4).
C. Control of Phase Separation by
Electro-autocatalysis
Finally, we are ready to apply our general stability the-
ory to electro-autocatalysis. Consider generalized Butler-
Volmer kinetics, Eq. (39), for symmetric charge transfer
(α = 12 ) as a model for cation reduction and adsorption
or intercalation from an electrolyte reservoir to a cathode
surface [4]:
I = neR = 2I0 sinh
(
µ˜res − µ˜
2
)
(86)
where the exchange current density
I0 = Ir(1− c˜)eµ˜/2 (87)
makes the reaction solo-auto-inhibitory (S < 0) and
thus capable of suppressing phase separation, as a re-
sult of lattice crowding, γ‡ = (1 − c˜)−1. The prefactor,
Ir = nek0
√
aresae, is constant, if we assume constant
chemical activities of the electrolyte and electrons (fixed
band structure). The effective reservoir chemical poten-
tial, µres, is then controlled by the cathode potential,
since the activation over-potential is η = (µ − µres)/ne.
Assuming that the anode is held at constant potential,
the cell voltage is V = V0−neµres, where V0 is the open
circuit voltage when µres = µ = 0.
Using
∂I
∂c˜
= − I
1− c˜ ,
∂I
∂µ˜
=
I
2
−
√
I20 +
(
I
2
)2
(88)
the stability criterion, Eq. (82), implies
I>
2Ir(1− c˜)eµ˜h/2√[
1 + 2
(
(1− c˜)
∣∣∣dµ˜hdc˜ ∣∣∣F (Da))−1]2 − 1
(89)
This is an implicit equation for the (positive) critical
current Ic(c˜) that suppresses phase separation, since the
Damko¨hler number is current-dependent:
Da =
K
(√
(2I0)2 + I2 − I
)
2nekBT |D¯| (90)
according to Eqs. (78) and (88).
D. Role of Diffusion
There are two different regimes of stability, depending
on the importance of diffusion compared to reactions, as
defined by the Damko¨hler number:
• Slow diffusion. For relatively fast reactions (Da ≥
1), the critical current is given by the bound in Eq.
(89) with F = 1. Interestingly, the stability crite-
rion is independent of the diffusivity for all Da ≥ 1,
not only in the asymptotic limit of slow diffusion
(Da 1).
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FIG. 6. Electro-autocatalytic control of phase separation in an Allen-Cahn Reaction model for lithium insertion in LFP [14],
based on phase-field Butler-Volmer kinetics with regular solution thermodynamics [4] (neglecting coherency strain [7], B =
0). (a) Sketch of the insertion reaction and depth-average concentration. (b) Simulations of the concentration profile and
(c) cell voltage (versus a constant lithium reference) for three different currents, which are indicated as linear paths in the
(d) “nonequilibrium phase diagram” of thermodynamic stability, I˜ > I˜c(c˜), in the plane of applied current I˜ = I/Ir and
homogeneous concentration X = c˜. [Adapted from Bai et al. [14]]
• Fast diffusion. Once the diffusivity surpasses a
critical value defined by Da > 1, the critical cur-
rent increases. Destabilizing chemical diffusion
then begins to dominate over stabilizing electro-
catalysis. In the limit of fast diffusion (Da  1,
F ∼ (4Da)−1), the critical current has the asymp-
totic form
Ic(c˜) ∼
(
nekBTD
4K
)
c˜(1− c˜)
(
dµ˜h
dc˜
)2
=
necs(1− c˜)
4τd
(91)
which scales with the diffusion current, necs/τd
(full capacity per diffusion time). Although the
critical current does not depend on rate-constant
prefactor, Ir, in this limit, it still depends on
the concentration-dependence of the reaction rate
(electro-autocatalysis). Indeed, the general stabil-
ity criterion (82) for Da 1 can still be expressed
as a bound on solo-auto-inhibition
∂R
∂c
< −|D¯|
4K
∣∣∣∣dµhdc
∣∣∣∣ (92)
which takes the form of Eq. (91) using Eq. (88).
E. Regular Solution Thermodynamics
The critical current, Ic(c˜,Da), separates the stable and
unstable regions of the “non-equilibrium phase diagram”
of current versus concentration (and temperature), which
are traversed during the dynamics. An example is shown
in Fig. 6(d) for Butler-Volmer kinetics with regular so-
lution thermodynamics [4, 14]:
µ˜h = ln
c˜
1− c˜ + Ω˜(1− 2c˜) + B˜(c˜−X) (93)
dµ˜h
dc˜
=
1
c˜(1− c˜) − 2Ω˜ + B˜ (94)
where Ω is the enthalpy of mixing particles and vacan-
cies. For solid-state intercalation, the last term derives
from the elastic coherency strain energy for small fluctu-
ations [7, 26], where X is the average concentration, and
c˜ = X for a homogeneous base state. Without strain
(B˜ = 0), equilibrium in this model (µ =constant) cor-
responds to the Frumkin isotherm for adsorption with
lateral forces [86].
For this reaction model, Figure 6 shows simulations of
the Allen-Cahn Reaction equation, Eq. (69) with L = 0,
which confirm the predictions of the stability theory [14].
The concentration profiles in (b) develop long-wavelength
fluctuations (set by the geometry) which grow as the sys-
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FIG. 7. Direct experimental evidence for the control of phase separation by electro-autocatalysis in single nanoparticles of
lithium iron phosphate, obtained by in operando scanning transmission x-ray microscopy (STXM) [15]. (a) Exchange current
versus local surface concentration, obtained by pixel-level analysis of STXM movies of lithium evolution, (b) compared with the
exchange current for Butler-Volmer kinetics from our original phase-field model [14] and traditional porous electrode theory [21].
(c) Predicted linear stability diagram versus current and composition for the exchange current curves in (b) from models and
experiment. (d) Typical sequence of STXM images showing the lithium concentration profile (X = 0, 0.5, 1.0 in LiXFePO4 for
green, yellow, red) in a ∼ 1µm sized platelet particle (150nm thick in the depth direction) during cycling at different rates. At
a moderate insertion rate (0.6C= 100min to full capacity) some some phase separation occurs, which is enhanced significantly
during extraction at the same rate (-0.6C). Next, at a high current (2C= 30min discharge) above the critical insertion rate,
phase separation is suppressed (“electrochemical freezing”), and uniform, stable insertion is observed. [Adapted from Lim
et al. [15]]
tem passes through the unstable region of nonequilibrium
phase diagram (d), as signified by of increasing battery
voltage in (c) (dVdc ∼ −dµresdc > 0). The fluctuations de-
cay as soon as the system re-enters a stable region of (d),
and the voltage begins to decrease again in (c).
The control of phase separation is demonstrated by
three currents in Fig. 6: (A) For small currents, I  Ic,
the system overshoots the phase-separated equilibrium
voltage plateau, undergoes spinodal decomposition, and
then closely follows the voltage plateau, offset only by a
small activation overpotential, associated with the mov-
ing phase boundary, or “intercalation wave” [14, 85]. (B)
At larger currents, I < Ic, the instability is hindered,
and the system behaves as a “quasi-solid solution” in the
unstable regions of increasing voltage. (C) Above the
critical current, I > Ic, the homogeneous solid solution
is stable, and the voltage decreases monotonically as a
result of the concentration-dependent activation overpo-
tential (yellow arrows in (c)).
VI. EXPERIMENTAL EVIDENCE
A. Lithium Iron Phosphate Intercalation Kinetics
Strong experimental support for the present theory has
recently been achieved, after a decade of research in the
field of Li-ion batteries. Many battery materials exhibit
multiple phases with varying composition, voltage, and
temperature [87–89], and our nonlinear phase-field reac-
tion model, Eqs. (37) and (40), was first developed for
this application, starting in 2007 [4, 85]. In the prototypi-
cal case of lithium iron phosphate (LFP), the model led to
the surprising prediction that insertion reactions can sup-
press phase separation in nanoparticles above a critical
current [14], even in the presence of heterogeneous nucle-
ation [14, 90] and elastic coherency strain [7], although
the underlying mechanism – electro-autoinhibition – was
not explained until now.
This theoretical prediction helped to explain the dra-
matic reversal of fortune of LFP as a battery material. In
the original paper on LFP, Goodenough and co-workers
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concluded that “this material is very good for low-power
applications; at higher current densities there is a re-
versible decrease in capacity that, we suggest, is associ-
ated with the movement of a two-phase interface”[91]. In-
deed, phase separation is undesirable since it damages the
crystal with coherency strain and lowers the rate capabil-
ity by storing lithium in non-reactive stable phases [4, 14].
Within a few years, however, LFP was reformulated as
nanoparticles [88] with conductive coatings and demon-
strated ultrafast (< 10 sec) discharge without clear signs
of phase separation in the voltage profile [92], despite
the assumption of two-phase “shrinking core” particles
in prevailing mathematical models [93, 94].
The new theory was controversial, however, and com-
peting hypotheses were made. The existence of a “solid
solution pathway” of uniform insertion (and extraction)
in LFP was suggested, on the basis that classical nucle-
ation theory would prohibit nucleation and growth [95].
On the other hand, our phase-field model predicted that
phase separation can nucleate at surfaces and collapsed
experimental data for the size-dependent nucleation bar-
rier [90]. Phase separation was later observed in situ in
LFP porous electrodes [96], and compared with phase-
field porous electrode simulations [97, 98].
In 2014, three groups reported the first experimental
evidence for the suppression of phase separation in LFP
at high insertion rates [99–101], although none could set-
tle the question of the mechanism. Zhang et al. [99] and
Liu et al. [101] used in situ synchrotron diffraction to
measure the volume averaged Li+ site occupation dis-
tribution (Fe+3/Fe+2 redox state). Each study found
a transition from two-phase to solid-solution transfor-
mation above a critical current [99, 101] but could not
observe the concentration profiles or reaction kinetics.
Meanwhile, Niu et al. [100] were the first to directly
observe nonequilibrium solutions in LFP nanowires, al-
though the situation was artificial and could not shed
light on the reason for their stabilization.
In 2016, Lim et al. [15] achieved a remarkable first test
of the theory by in operando scanning transmission x-ray
microscopy of single LFP nanoparticles in a microfluidic
electrochemical cell. The two-dimensional lithium con-
centration evolution was directly observed with nanoscale
resolution over the active facet of platelet-like nanopar-
ticles, during realistic conditions of battery cycling. The
massive dataset of pixels from many movies of concen-
tration evolution allowed the team to extract the lo-
cal current density, and hence the exchange rate, ver-
sus local concentration, and the experimental curve (Fig.
7(a)) is asymmetric and similar to the original phase-
field model of Butler-Volmer kinetics [4, 7, 14], and differ-
ent from the symmetric form, I0 ∼
√
c˜(1− c˜), assumed
in traditional diffusion models (Fig. 7(b)). The ex-
perimental and phase-field insertion reactions are solo-
autoinhibitory across the spindoal region, which leads to
suppression of phase separation above a critical insertion
current and enhanced instability during extraction (Fig.
7(c)), as explained in Fig. 1. In contrast, the symmetric
reaction model predicts phase separation at all currents.
As shown in Fig. 7(d), the data for repeated cycling
of single nanoparticles confirm the theoretical prediction
for the asymmetric exchange current. Lithium insertion
at a moderate rate (0.6C=100 min. discharge) exhibits
quasi-solid solution behavior with non-uniform concen-
tration, while extraction at the same rate produces clear
phase separation. Re-insertion in the same nanoparti-
cle at a higher rate (2C=capacity in 30 min. discharge)
leads to stable, uniform filling, but high-rate extraction
(not shown) still leads to phase separation. When the
current is turned off at intermediate concentrations (not
shown), spinodal decomposition leads to striped equilib-
rium phase patterns, also predicted by the model with
coherency strain [7]. Previous models [20, 21] could not
predict any of these observations.
B. Lithium Peroxide Electrodeposition Kinetics
Our general theory can also be applied to epitaxial sur-
face growth or electrodeposition, where the surface height
h(x, t) acts as a surface concentration c(x, t) integrated
over the depth of the deposit [102]. In that case, the free
energy functional G[h] contains different physical effects,
such as orientation-dependent surface energy and discrete
stable monolayers, but the reaction kinetics can still be
described by phase-field Butler-Volmer kinetics. In this
context, the instability of a uniformly growing film to
“phase separation” corresponds to the homogeneous nu-
cleation and growth of islands, which can be controlled
by electro-autocatalysis, according to the same principles
revealed by studies of ion intercalation.
In the case of lithium peroxide deposition in Li-air bat-
tery cathodes, the model successfully predicted a transi-
tion from island growth at low rates to homogeneous,
random deposition at moderate rates, in good agreement
with experimental voltage profiles and ex situ observed
growth morphologies [102]. This is the surface-growth
analog of suppression of phase separation in driven ad-
sorption. Although the local current density and ex-
change current could not be measured, this experiment
shows the generality of the present theory, which is by
no means limited to adsorption phenomena. Despite the
scientific interest of this result, however, it also reveals
a fatal flaw for Li-air batteries, since thick uniform films
of lithium peroxide block electron transfer and lead to
inefficient battery cycling [103].
VII. OUTLOOK
A. Solid State Ionics
Li-ion Batteries. This work opens the possibility of
designing interfaces of intercalation materials to control
phase separation [4, 15], as well as structural phase tran-
sitions at electrochemical interfaces [104]. A key goal to
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FIG. 8. Control of pattern formation by electro-autocatalysis
for lithium peroxide electrodeposition in Li-air battery cath-
odes [102], predicted by the same general theory. (a) Phase-
field simulations of surface height evolution driven by gen-
eralized Butler-Volmer kinetics, which capture the observed
voltage behavior (not shown) and morphological transitions
with increasing current. Homogeneous nucleation and growth
of islands at very low currents leads to the experimentally
observed disk-like particles of Li2O2 shown in (b) on car-
bon nanotube current collectors. At larger currents, the
growth becomes more random and ultimately uniform layer-
by-layer above the predicted critical current, as observed in
(c). [Adapted from Horstmann et al. [102].]
improve the rate capability and lifetime of Li-ion batter-
ies is to suppress phase separation during ion insertion,
which can be the rate limiting step for both discharging
and re-charging of the battery, corresponding to ion in-
sertion at the cathode or anode, respectively. In contrast,
ion extraction at the opposite electrode tends to require
less overpotential and might not be affected as much by
phase separation. At either electrode, surface phase sep-
aration reduces the active area (to that of the exposed
phase boundary) and causes degradation via mechanical
deformation and side reactions, such as Li metal plating
at the anode during recharging (leading to capacity fade
and safety hazards), which become favored once surface
ion concentrations reach stable phases.
The theory provides some guidance for surface mod-
ification of the active materials to achieve these goals.
For generalized Butler-Volmer kinetics (39), the solo-
autocatalytic rate is related to the transition state ac-
tivity coefficient, S ∝ ∂γ
−1
‡
∂c , which can be altered by
blocking sites to reduce the configurational entropy or de-
positing coatings that cause attractive or repulsive forces
with intercalated ions to adjust the enthalpy. These ef-
fects may play a role in the observed (but poorly un-
derstood) rate-enhancing effects of phosphate or other
surficial glass films on LFP and other cathode materials
for Li-ion batteries [92, 105].
These ideas can be coupled with existing strategies to
alter surface chemistry. For example, Park et al. [106]
showed that anion surface modification of LFP by nitro-
gen or sulfur adsorption improves the insertion rate ca-
pability, which they attributed lowering of the barrier for
lithium ion insertion (µ‡ = kBT lnγ‡) by stabilizing the
under-coordinated Fe2+/Fe3+ redox couple at the sur-
face. This chemical bonding effect should be stronger at
low lithium concentrations (as in their ab initio calcula-
tions [106]) due to the lower conductivity of FePO4 limit-
ing access of electrons to the redox site. In that case, our
theory predicts that if the exchange current were prefer-
entially enhanced at low concentrations, then the reac-
tion would become more solo-autoinhibitory across the
spinodal region, thus further suppressing phase separa-
tion and contributing to the observed rate enhancement.
Resistive Switching Memory. Electro-autocatalysis
may also find applications in the forming of redox-based
resistive random access memories (ReRAM) [107], which
are non-volatile, low-power alternatives to today’s flash
memory. Promising examples include Valence Change
Memories (VCM), based on the controlled dielectric
breakdown of transition metal oxide thin films [108].
In the forming cycle at high voltage, metal interstitials
or oxygen vacancies undergo compositional instabilities
to form conducting filaments of valence-changed metal
cations, which are then used to reversibly short circuit
the film as a means of information storage. In thick
films of perovskite titanates, the forming step has been
observed as a bulk fingering instability of the “virtual
cathode” of condensed oxygen vacancies [109, 110], but
in ultra-thin films, Faradaic surface reactions may play
a more dominant role. By tuning the solo-autocatalytic
electron transfer rate at the cathode, e.g. by modifying
the surface charge and local cation valence as above, it
may be possible to control the most unstable wavelength
of the instability during forming, and thus the size and
spacing of the conducting filaments.
Hydrogen storage. These effects are not limited to elec-
trodes but also apply to the intercalation materials for
neutral species. Hydrogen insertion in silicon or palla-
dium nanoparticles has been explored for hydrogen stor-
age and also arises in catalytic materials. Binary phase
separation in PdH nanoparticles has been observed in
situ and manipulated via the hydrogen gas pressure [11–
13]. It would be interesting to study the response to sud-
den, large gas pressure steps to see if phase separation
can be suppressed, leading to faster, more uniform in-
tercalation. Similar surface modification strategies could
also be used to manipulate driven autocatalysis.
B. Electrokinetics at Liquid Interfaces
Electrovariable Nanoplasmonics. A major theme of
this Discussion is electrovariable optics, based on the re-
versible deposition of plasmonic nanoparticles at immis-
cible liquid interfaces driven by electric fields [111, 112].
The theory of electrovariable nanoplasmonics focuses on
the effective trapping potential in the normal direction to
the interface [113] and includes a thermodynamic model
for nanoparticle adsorption and deposition kinetics[114].
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The model focuses on the repulsive electrostatic forces
between adsorbed nanoparticles, which have the same
charge and polarization in the applied field, and thus
predicts a stable uniform monolayer, amenable to fast
switching.
Although electrostatic repulsion may dominate, there
are other strong forces at the nanoscale that could lead
to lateral attraction and thermodynamic instability of a
nanoparticle monolayer, as shown in Fig. 9(a). De-
pending on contract angles, electrostatic forces and tran-
sient geometrical constraints, attractive capillary “dim-
ple” forces can be very strong for nano-menisci and could
lead to clustering (the “cheerios effect”[115]). More-
over, attractive entropic depletion forces can be tuned
by adding surfactants to the system, which would cause
inter-particle attraction to reduce the excluded volume
for surfactants.
In the presence of attractive lateral forces, the response
to an applied electric field becomes more interesting. If
the system tends to phase separate into clusters at the
interface, then the present theory predicts that electro-
catalytic adsorption reactions, e.g. obeying generalized
Butler-Volmer kinetics (39) with regular solution thermo-
dynamics (93), would stabilize the interfacial monolayer
during deposition (Fig. 9(b)) and destabilize it during
desorption (Fig. 9(c)), if the adsorption reaction is auto-
inhibitory, and vice versa, if it is autocatalytic. Stable
uniform deposition should proceed more quickly than un-
stable cluster dissolution, due to the larger active area [4].
This prediction should be tested experimentally and any
patterns characterized, especially with enhanced attrac-
tive lateral forces. Since clustering transitions on the
interface affect optical properties, it may be possible to
exploit these phenomena in new device designs. For ex-
ample, switching between a clustered state and uniform
coverage without significant mass transfer from the bulk
solution could enable faster switching with tolerable res-
olution.
Electrophoretic Displays. Similar issues arises in
electrophoretic displays or “electronic paper”, where col-
loidal pigments or particles are shuttled between trans-
parent electrodes in liquid-droplet pixels [116]. It is well
known that colloidal dispersion stability is important in
the bulk liquid, but there is also ordering on the surface
that can interfere with device operation [117]. This clus-
tering contributes to the inability of electronic paper to
switch fast enough to enable the playing of movies, and
perhaps it could be better understood or even controlled
using the ideas in this paper.
Ionic Liquids and Solids. Room temperature ionic
liquids exhibit complex charge oscillations at electrified
interfaces [118]. To some extent, these phenomena can
be understood in terms of ion crowding [119] and over-
screening due to strong Coulomb correlations [120, 121],
but recent models have also included additional short-
range forces that improve predictions of double-layer
capacitance [122] and promote the “phase separation”
of like-charged domains [40], in the hope of explaining
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FIG. 9. Application of the theory to electrovariable optics
with plasmonic nanoparticles adsorbing on an immiscible liq-
uid interface. (a) Attractive lateral forces Fatt (pink) can re-
sult from depletion forces of surfactants or capillary forces me-
diated by nano-menisci and compete with adsorption driven
by the normal electric field. (b) For auto-inhibitory insertion,
phase separation can be suppressed (b) above a critical rate,
leading to fast, uniform insertion, but in that case, (c) the
reverse autocatalytic extraction would destabilize the mono-
layer and promote phase separation, leading to slow interfacial
extraction of clusters.
long-range charge oscillations [123, 124] and other pat-
terns [118, 125].
The treatment of attractive short-range forces and lat-
tice repulsion in these models [40, 122] is similar to
Cahn’s regular solution model for binary solid alloys [2],
also considered here for solid-state ion intercalation [4],
Eq. (93), although electrostatic interactions are also
considered. As such, the principles of electroautocatal-
ysis and clustering described here might be useful in
understanding the switching dynamics and ordering of
ions in applications to electric double layer capacitors.
Moreover, the coupling between double layer structure
and Faradaic reactions may be important in understand-
ing the large electrochemical window of “solvent-in-salt”
ionic-liquid-based electrolytes for rechargeable batter-
ies [126, 127].
It should be emphasized that our analysis here does
not explicitly consider electric fields from diffuse charge
or other long-range forces. The stability analysis is based
on a homogeneous free energy for short range forces plus
a gradient correction, and the focus is on electrochemi-
cal reactions in neutral electrolytes with negligible dou-
ble layer effects. Past mean-field theories of solid elec-
trolytes [128] and defect dynamics [129] accounting for
interactions between space charge and Butler-Volmer ki-
netics have not found any unusual effects on phase sep-
aration, so care must be take in applying our results to
charged systems.
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C. Patterns Driven by Electron Transfer
Reactions
Electron Transfer in Solution. Electron transfer re-
actions between donor and acceptor atoms have mostly
been studied by chemists at the molecular level without
considering how quantum mechanical effects might in-
fluence macroscopic reaction-diffusion phenomena. An
intriguing new prediction of our theory is the destabi-
lizing effect of negative differential reaction resistance,
which is the defining characteristic of the “inverted re-
gion” of Marcus kinetics for outer-sphere electron trans-
fer [4, 19, 130]. It is interesting to note that it took several
decades after the pioneering work of Marcus [81, 82], until
Miller, Calcaterra and Closs [131, 132] managed to ob-
serve the predicted effect of exothermocity (∆rG) on the
kinetics of intramolecular electron transfer, after many
inconclusive studies on inter-molecular electron transfer.
Our results suggest that thermodynamic instability
of reactive electrolytes in the inverted region of inter-
molecular electron transfer could have played a role in
these experimental challenges, due to the coupling of re-
actions with rapid density fluctuations. In order to test
this prediction, it would be interesting to revisit the orig-
inal experiments [131, 132], by measuring density fluctu-
ations of the redox species (e.g. by x-ray or neutron ad-
sorption spectroscopy) following a pulse of solvated elec-
trons in a reactive liquid electrolyte (e.g. biphenyl an-
ions in acceptor organic solvents). Using combinations
of intra- and inter-molecular electron transfer, it may
be possible to use our theory to control the instability
to achieve new types of nanoscale patterns for materials
synthesis or actuation.
Electron Transfer at Electrodes. Perhaps for sim-
ilar reasons, it took just as long after Marcus’ theory
of electron transfer on electrodes [133] before it was first
verified experimentally by Chidsey [134], again for intra-
molecular electron transfer, across self-assembled mono-
layers. Recently, the first evidence of Marcus-Hush-
Chidsey kinetics was reported for solid-solid electron
transfer in porous electrodes of Li-ion batteries, where
the rate-limiting step was attributed to electron transfer
between the iron redox site in LFP and the carbon coat-
ing of the active particles [135]. While these experiments
showed the importance of coupling electron transfer reac-
tions with compositional dynamics, however, they did not
probe the effects of negative differential resistance, since
integration over the Fermi distribution of electrons elimi-
nates the inverted region for a metallic electrode [83, 136].
Last year, the Marcus inverted region was observed for
the first time on a semiconductor photo-electrode[137],
which, according to our theory, could lead to novel insta-
bilities and pattern formation in photo-electrochemical
devices. Yet again, the experiments involved intra-
molecular electron transfer, from single-walled carbon
nanotubes to acceptor molecules in fullerene derivatives.
Besides photo-electrochemistry and photovoltaics, func-
tionalized carbon nanotubes and graphene sheets are also
increasingly used for dynamical processes, such as ther-
mopower waves for electrical energy generation [138],
where our theory could shed light on the stability of heat
and mass transfer coupled with electron transfer reac-
tions.
D. Electro-autocatalytic Control of
Microstructure
Hydration and Precipitation of Cement Paste. One of
the most important examples of electrochemical pattern
formation is the hydration of tricalcium silicate (the main
mineral component of portland cement) and precipitation
of calcium-silica-hydrate (C-S-H) gels to form cement
paste [139, 140]. This multi-step reaction is known to
be autocatalytic [140]. Microstructural evolution, lead-
ing to the unique strength of cement paste, proceeds by
spinodal decomposition of precipitating C-S-H particles,
as shown in recent molecular simulations [141, 142].
The hardening of cement paste is a natural candi-
date for continuum modeling with our reactive phase-
field model, Eqs. (37) and (40). Our general stability
analysis may help explain how electroautocatalytic pre-
cipitation reactions drive spinodal decomposition to de-
termine the final microstructure. The theory may also
provide insights into how the paste microstructure could
be controlled by varying the initial mixture composition
or by applying electrical current during curing, since elec-
tric fields are already known to induce microstructural
changes in hardened cement [143]. More generally, mod-
els of driven precipitation may find applications in other
electrochemical systems, such as aqueous Li-air batter-
ies [144].
Electrodeposition. We have already discussed
how electro-autocatalysis enables morphological con-
trol of lithium peroxide electrodeposits [102], and
there are many other possible applications in electro-
deposition/dissolution. For example, nanostructured
redox-polymer electrodes for super capacitors have been
made by simultaneous electropolymerization of pyrrole
and electro-precipitation of polyvinylferrocene [145], and
the microstructure depends on the applied current and
electrolyte composition.
Corrosion. A more direct application of our theory
arises in the corrosion of binary metallic solids [146, 147].
The de-alloying of a Ag/Au solid solution by selective dis-
solution of the more electrochemically active metal (Ag)
can leave behind three-dimensional nano-porous struc-
tures of the more noble metal (Au), which result from
modulation of the corrosion rate by surface spinodal de-
composition. It was found that simulations based on the
regular-solution Cahn-Hilliard equation could reproduce
the experimental microstructure only for a certain choice
of the concentration-dependent exchange current [146],
I0 ∝ e−c˜/c∗ , rather than the usual assumption of mass
action kinetics, proportional to the silver adatom con-
centration, I0 ∝ (1 − c˜). In hindsight, this is yet an-
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other phenomenon of phase-separation control by electro-
autocatalysis, which could be tailored to achieve a desired
pore size guided by our theory.
E. Control of Phase Separation in Biology
Bacteria and Active Matter. Here we have focused on
open chemical systems driven by externally controlled re-
actions, but there are other types of driving work that
could fit into our general theoretical framework. For ex-
ample, active Brownian suspensions of swimming parti-
cles, such as E Coli bacteria, exert “swimming stress”
on their surroundings [76], which leads to phase sepa-
ration that can be described by a nonequilibrium free
energy [76–80]. Equation (49) implies that, at least near
a nonequilbrium steady state, active diffusion is gener-
ally destabilizing, while passive diffusion is stabilizing.
Introducing reactions among active swimmers with envi-
ronmental chemicals could provide an interesting means
of tuning their pattern formation.
Protein Phase Separation in Cells. Over the past
decade, there has been growing appreciation of phase
separation in biology [148, 149], stimulated by the dis-
covery of liquid-liquid protein phase separation inside
the cytoplasm of embryonic cells, leading to cell divi-
sion [150]. Although it is known that reactions such as
RNA/protein binding play a role in controlling phase sep-
aration [151], most experiments and models have focused
either on applied protein concentration gradients with-
out reactions [152] or on the evolution of already formed
droplets [153], regulated by autocatalytic reactions [154],
including suppression of Ostwald ripening [155].
The present theory could be useful in understanding
how driven autocatalytic reactions can stabilize the ho-
mogeneous mixture or trigger the onset phase separa-
tion and control the nascent patterns the lead to liquid
organelles. The general notion of pattern formation by
chemically driven phase separation has a long history in
biology relating to the origins of life [153]. This possibil-
ity also fascinated Prigogine [156] and motivated much
of his own work in nonequilibrium thermodynamics [5].
ACKNOWLEDGMENTS
This work began during a sabbatical leave at Stanford
University supported by the Global Climate and Energy
Project and by the US Department of Energy, Basic En-
ergy Sciences through the SUNCAT Center for Interface
Science and Catalysis. The author is grateful to Peng Bai
and Yiyang Li for help with the figures and insights from
battery simulations, Dimitrios Fraggedakis for checking
the calculations and noting the second term in Eq. (52),
and David Zwicker, Sho Takatori, Thomas Petersen, Al-
bert Tianxiang Liu and Dimitrios for valuable references.
[1] This invited paper will be published in a special issue of
Faraday Discussions for Chemical Physics of Electroac-
tive Materials, April 10-12, 2017, Cambridge, UK.
[2] J. W. Cahn and J. W. Hilliard, J. Chem Phys., 1958,
28, 258–267.
[3] R. W. Balluffi, S. M. Allen and W. C. Carter, Kinetics
of materials, Wiley, 2005.
[4] M. Z. Bazant, Accounts of Chemical Research, 2013, 46,
1144–1160.
[5] D. Kondepudi and I. Prigogine, Modern thermodynam-
ics: from heat engines to dissipative structures, John
Wiley & Sons, 2015.
[6] M. Popovic, Thermal Science, 2014, 18, 1425–1432.
[7] D. A. Cogswell and M. Z. Bazant, ACS Nano, 2012, 6,
2215–2225.
[8] A. Seri-Levy and D. Avnir, Langmuir, 1993, 9, 2523–
2529.
[9] P. Nikitas, The Journal of Physical Chemistry, 1996,
100, 15247–15254.
[10] M. Z. Bazant and Z. P. Bazˇant, Journal of the Mechan-
ics and Physics of Solids, 2012, 60, 1660–1675.
[11] A. Baldi, T. C. Narayan, A. L. Koh and J. A. Dionne,
Nature materials, 2014, 13, 1143–1148.
[12] M. L. Tang, N. Liu, J. A. Dionne and A. P. Alivisatos,
Journal of the American Chemical Society, 2011, 133,
13220–13223.
[13] A. Ulvestad, M. Welland, S. Collins, R. Harder,
E. Maxey, J. Wingert, A. Singer, S. Hy, P. Mulvaney,
P. Zapol et al., Nature communications, 2015, 6, year.
[14] P. Bai, D. A. Cogswell and M. Z. Bazant, Nano Letters,
2011, 11, 4890–4896.
[15] J. Lim, Y. Li, D. H. Alsem, H. So, S. C. Lee, P. Bai,
D. A. Cogswell, X. Liu, N. Jin, Y.-s. Yu et al., Science,
2016, 353, 566–571.
[16] E. B. Nauman and D. Q. He, Chemical Engineering Sci-
ence, 2001, 56, 1999–2018.
[17] D. Carati and R. Lefever, Physical Review E, 1997, 56,
3127.
[18] A. Lamorgese and R. Mauri, Physical Review E, 2016,
94, 022605.
[19] A. J. Bard and L. R. Faulkner, Electrochemical Methods,
J. Wiley & Sons, Inc., New York, NY, 2001.
[20] J. Newman and K. E. Thomas-Alyea, Electrochemical
Systems, Prentice-Hall, Inc., Englewood Cliffs, NJ, 3rd
edn, 2004.
[21] M. Doyle, T. F. Fuller and J. Newman, Journal of the
Electrochemical Society, 1993, 140, 1526–1533.
[22] A. A. Kulikovsky, Analytical Modelling of Fuel cells, El-
sevier, New York, 2010.
[23] M. Eikerling and A. A. Kornyshev, J. Electroanal.
Chem., 1998, 453, 89–106.
[24] Y. Fu, S. Poizeau, A. Bertei, C. Qi, A. Mohanram,
J. Pietras and M. Bazant, Electrochimica Acta, 2015,
159, 71–80.
[25] J. Cahn, Acta Metallurgica, 1961, 9, 795–801.
[26] J. Cahn, Acta Metallurgica, 1962, 10, year.
[27] J. W. Cahn, The Journal of Chemical Physics, 1965,
42, 93–99.
22
[28] S. R. D. Groot and P. Mazur, Non-equilibrium Thermo-
dynamics, Interscience Publishers, Inc., New York, NY,
1962.
[29] L.-Q. Chen, Annual review of materials research, 2002,
32, 113–140.
[30] I. M. Gelfand and S. V. Fomin, Calculus of Variations,
Dover, New York, 2000.
[31] J. W. Gibbs, The Collected Works of J. Willard Gibbs,
Vol. 1, Dover Publications, Inc., 1961.
[32] J. van der Waals, J. Statistical Physics, 1893, 20, 197–
244.
[33] B. Widom, Physica A: Statistical Mechanics and its Ap-
plications, 1999, 263, 500–515.
[34] L. D. Landau and V. Ginzburg, Zh. Eksp. Teor. Fiz.,
1950, 20, 1064.
[35] J. Cahn, Journal of Chemical Physics, 1959, 30, 1121–
1124.
[36] J. Cahn and J. Hilliard, Journal of Chemical Physics,
1959, 31, 688–699.
[37] J. Cahn, Acta Metallurgica, 1962, 10, year.
[38] S. M. Allen and J. W. Cahn, Acta Metallurgica, 1972,
20, 423–433.
[39] J. W. Cahn, The Journal of Chemical Physics, 1977,
66, 3667–3672.
[40] N. Gavish and A. Yochelis, The journal of physical
chemistry letters, 2016, 7, 1121–1126.
[41] I. Prigogine and R. Defay, Chemical Thermodynamics,
John Wiley and Sons, 1954.
[42] I. Prigogine, in Nonequilibrium Thermodynamics and
Chemical Evolution: an Overview, John Wiley & Sons,
Inc., 2007, vol. 55, pp. 43–62.
[43] T. de Donder and P. J. van Rysselberghe, L’Affinite´...
Re´daction nouvelle par Pierre Van Rysselberghe, 1936.
[44] I. Prigogine and R. Lefever, Advances in Chemical
Physics: Molecular Movements and Chemical Reactiv-
ity, Volume 39, 1978, 1–53.
[45] I. Prigogine, New York: Interscience, 1967, 3rd ed.,
1967, 1, year.
[46] P. Glansdorff and I. Prigogine, Interscience, New York,
1971.
[47] I. Prigogine, E´tude thermodynamique des phe´nome`nes
irre´versibles, Dunod, 1947.
[48] G. Nicolis, I. Prigogine et al., Self-organization in
nonequilibrium systems, Wiley, New York, 1977, vol.
191977.
[49] I. Prigogine, P. Outer and C. Herbo, The Journal of
Physical Chemistry, 1948, 52, 321–331.
[50] B. Huberman, The Journal of Chemical Physics, 1976,
65, 2013–2019.
[51] R. C. Desai and R. Kapral, Dynamics of Self-organized
and Self-assembled Structures, Cambridge University
Press, 2009.
[52] R. Lefever, D. Carati and N. Hassani, Physical review
letters, 1995, 75, 1674.
[53] M. Hildebrand, A. Mikhailov and G. Ertl, Physical Re-
view E, 1998, 58, 5483.
[54] A. S. Mikhailov and G. Ertl, ChemPhysChem, 2009, 10,
86–100.
[55] P. Glansdorff and I. Prigogine, Physica, 1970, 46, 344–
366.
[56] P. Glansdorff and I. Prigogine, Physica, 1954, 20, 773–
780.
[57] J. Keizer and R. F. Fox, Proceedings of the National
Academy of Sciences, 1974, 71, 192–196.
[58] P. Glansdorff, G. Nicolis and I. Prigogine, Proceedings
of the National Academy of Sciences, 1974, 71, 197–199.
[59] R. F. Fox, Proceedings of the National Academy of Sci-
ences, 1979, 76, 2114–2117.
[60] G. Nicolis and I. Prigogine, Proceedings of the National
Academy of Sciences, 1979, 76, 6060–6061.
[61] R. F. Fox, Proceedings of the National Academy of Sci-
ences, 1980, 77, 3763–3766.
[62] J. Keizer, The Journal of Chemical Physics, 1976, 65,
4431–4444.
[63] J. Keizer, The Journal of Chemical Physics, 1978, 69,
2609–2620.
[64] J. Keizer, The Journal of chemical physics, 1985, 82,
2751–2771.
[65] J. Keizer, Statistical thermodynamics of nonequilibrium
processes, Springer Science & Business Media, 2012.
[66] F. Schlo¨gl, Annals of Physics, 1967, 45, 155–163.
[67] M. Lax, Reviews of modern physics, 1960, 32, 25.
[68] K. Sekimoto, Stochastic Energetics, Springer, 2010.
[69] U. Seifert, Reports on Progress in Physics, 2012, 75,
126001.
[70] P. Gaspard, The Journal of chemical physics, 2004, 120,
8898–8905.
[71] T. Schmiedl and U. Seifert, The Journal of chemical
physics, 2007, 126, 044101.
[72] R. Rao and M. Esposito, Phys. Rev. X, 2016, 6, 041064.
[73] S. Kullback and R. A. Leibler, The annals of mathemat-
ical statistics, 1951, 22, 79–86.
[74] K. Takara, H.-H. Hasegawa and D. Driebe, Physics Let-
ters A, 2010, 375, 88–92.
[75] M. Esposito and C. Van den Broeck, EPL (Europhysics
Letters), 2011, 95, 40004.
[76] S. C. Takatori, W. Yan and J. F. Brady, Physical review
letters, 2014, 113, 028103.
[77] T. Speck, J. Bialke´, A. M. Menzel and H. Lo¨wen, Phys-
ical Review Letters, 2014, 112, 218304.
[78] S. C. Takatori and J. F. Brady, Physical Review E, 2015,
91, 032117.
[79] S. C. Takatori and J. F. Brady, Current Opinion in Col-
loid & Interface Science, 2016, 21, 24–33.
[80] T. Speck, EPL (Europhysics Letters), 2016, 114, 30006.
[81] R. A. Marcus, J. Chem .Phys., 1956, 24, 966–978.
[82] R. A. Marcus, Rev. Mod. Phys., 1993, 65, 599–610.
[83] Y. Zeng, R. B. Smith, P. Bai and M. Z. Bazant, Journal
of Electroanalytical Chemistry, 2014, 735, 77 – 83.
[84] W. M. Deen, Analysis of Transport Phenomena, Oxford,
2nd edn, 2011.
[85] G. Singh, D. Burch and M. Z. Bazant, Electrochimica
Acta, 2008, 53, 7599–7613.
[86] J. O. Bockris and A. K. Reddy, Modern Electrochem-
istry 2B: Electrodics in Chemistry, Engineering, Biology
and Environmental Science, Springer Science & Busi-
ness Media, 2000, vol. 2.
[87] M. S. Whittingham, Chem. Rev., 2004, 104, 4271–4301.
[88] P. G. Bruce, B. Scrosati and J.-M. Tarascon, Ange-
wandte Chemie, 2008, 47, 2930 – 2946.
[89] B. Dunn, H. Kamath and J.-M. Tarascon, Science, 2011,
334, 928–935.
[90] D. A. Cogswell and M. Z. Bazant, Nano Letters, 2013,
13, 3036–3041.
[91] A. Padhi, K. Nanjundaswamy and J. Goodenough,
Journal of the Electrochemical Society, 1997, 144, 1188–
1194.
[92] B. Kang and G. Ceder, Nature, 2009, 458, 190–193.
23
[93] V. Srinivasan and J. Newman, Journal of the Electro-
chemical Society, 2004, 151, A1517–A1529.
[94] S. Dargaville and T. Farrell, Journal of the Electrochem-
ical Society, 2010, 157, A830–A840.
[95] R. Malik, F. Zhou and G. Ceder, Nature Materials,
2011, 10, 587–590.
[96] W. C. Chueh, F. E. Gabaly, J. D. Sugar, N. C.
Bartelt, A. H. McDaniel, K. R. Fenton, K. R. Zavadil,
T. Tyliszczak, W. Lai and K. F. McCarty, Nano Letters,
2013, 13, 866 – 872.
[97] Y. Li, F. El Gabaly, T. R. Ferguson, R. B. Smith, N. C.
Bartelt, J. D. Sugar, K. R. Fenton, D. A. Cogswell, A. D.
Kilcoyne, T. Tyliszczak et al., Nature materials, 2014,
13, 1149–1156.
[98] T. R. Ferguson and M. Z. Bazant, Electrochimica Acta,
2014, 146, 89–97.
[99] X. Zhang, M. van Hulzen, D. P. Singh, A. Brownrigg,
J. P. Wright, N. H. van Dijk and M. Wagemaker, Nano
letters, 2014, 14, 2279–2285.
[100] J. Niu, A. Kushima, X. Qian, L. Qi, K. Xiang, Y.-M.
Chiang and J. Li, Nano letters, 2014, 14, 4005–4010.
[101] H. Liu, F. C. Strobridge, O. J. Borkiewicz, K. M.
Wiaderek, K. W. Chapman, P. J. Chupas and C. P.
Grey, Science, 2014, 344, 1252817.
[102] B. Horstmann, B. Gallant, R. Mitchell, W. G. Bessler,
Y. Shao-Horn and M. Z. Bazant, J. Phys. Chem. Lett.,
2013, 4, 4217–4222.
[103] V. Viswanathan, K. S. Thygesen, J. Hummelshøj, J. K.
Nørskov, G. Girishkumar, B. McCloskey and A. Luntz,
The Journal of chemical physics, 2011, 135, 214704.
[104] A. Kornyshev and I. Vilfan, Electrochimica acta, 1995,
40, 109–127.
[105] K. Sun and S. J. Dillon, Electrochemistry Communica-
tions, 2011, 13, 200–202.
[106] K.-S. Park, P. Xiao, S.-Y. Kim, A. Dylla, Y.-M. Choi,
G. Henkelman, K. J. Stevenson and J. B. Goodenough,
Chemistry of Materials, 2012, 24, 3212–3218.
[107] R. Waser, R. Dittmann, G. Staikov and K. Szot, Ad-
vanced materials, 2009, 21, 2632–2663.
[108] R. Waser and M. Aono, Nature materials, 2007, 6, 833–
840.
[109] R. Waser, T. Baiatu and K.-H. Ha¨rdtl, Journal of the
American Ceramic Society, 1990, 73, 1654–1662.
[110] V. Havel, A. Marchewka, S. Menzel, S. Hoffmann-Eifert,
G. Roth and R. Waser, MRS Proceedings, 2014, pp.
mrss14–1691.
[111] J. B. Edel, A. A. Kornyshev, A. R. Kucernak and M. Ur-
bakh, Chemical Society Reviews, 2016, 45, 1581–1596.
[112] J. B. Edel, A. A. Kornyshev and M. Urbakh, ACS nano,
2013, 7, 9526–9532.
[113] M. Flatte´, A. Kornyshev and M. Urbakh, Journal of
Physics: Condensed Matter, 2008, 20, 073102.
[114] M. Flatte, A. Kornyshev and M. Urbakh, The Journal
of Physical Chemistry C, 2010, 114, 1735–1747.
[115] D. Vella and L. Mahadevan, American journal of
physics, 2005, 73, 817–825.
[116] B. Comiskey, J. Albert, H. Yoshizawa and J. Jacobson,
Nature, 1998, 394, 253–255.
[117] P. Mu¨rau and B. Singer, Journal of Applied Physics,
1978, 49, 4820–4829.
[118] M. V. Fedorov and A. A. Kornyshev, Chem. Rev., 2014,
114, 2978–3036.
[119] A. A. Kornyshev, J. Phys. Chem. B, 2007, 111, 5545–
5557.
[120] M. Z. Bazant, B. D. Storey and A. A. Kornyshev, Phys.
Rev. Lett., 2011, 106, 046102.
[121] X. Jiang, J. Huang, H. Zhao, B. G. Sumpter and
R. Qiao, Journal of Physics: Condensed Matter, 2014,
26, 284109.
[122] Z. A. Goodwin, G. Feng and A. A. Kornyshev, Elec-
trochimica Acta, 2017, 225, 190–197.
[123] A. M. Smith, A. A. Lee and S. Perkin, The journal of
physical chemistry letters, 2016, 7, 2157–2163.
[124] M. A. Gebbie, A. M. Smith, H. A. Dobbs, G. G. Warr,
X. Banquy, M. Valtiner, M. W. Rutland, J. N. Is-
raelachvili, S. Perkin, R. Atkin et al., Chemical Com-
munications, 2017.
[125] A. Yochelis, M. B. Singh and I. Visoly-Fisher, Chemistry
of Materials, 2015, 27, 4169–4179.
[126] L. Suo, Y.-S. Hu, H. Li, M. Armand and L. Chen, Na-
ture communications, 2013, 4, 1481.
[127] L. Suo, O. Borodin, T. Gao, M. Olguin, J. Ho, X. Fan,
C. Luo, C. Wang and K. Xu, Science, 2015, 350, 938–
943.
[128] A. A. Kornyshev and M. A. Vorotyntsev, Electrochimica
Acta, 1981, 26, 303–323.
[129] R. Meyer and R. Waser, Journal of the European Ce-
ramic Society, 2001, 21, 1743–1747.
[130] A. M. Kuznetsov and J. Ulstrup, Electron Transfer in
Chemistry and Biology: An Introduction to the Theory,
Wiley, 1999.
[131] J. Miller, L. Calcaterra and G. Closs, Journal of the
American Chemical Society, 1984, 106, 3047–3049.
[132] G. L. Closs and J. R. Miller, Science, 1988, 240, 440–
448.
[133] R. A. . Marcus, J. Chem .Phys., 1965, 43, 679–701.
[134] C. E. Chidsey, 1991, 251, 919–922.
[135] P. Bai and M. Z. Bazant, Nature Communications, 2014,
5, 3585.
[136] Y. Zeng, P. Bai, R. B. Smith and M. Z. Bazant, Journal
of Electroanalytical Chemistry, 2015, 748, 52–57.
[137] R. Ihly, K. S. Mistry, A. J. Ferguson, T. T. Clikeman,
B. W. Larson, O. Reid, O. V. Boltalina, S. H. Strauss,
G. Rumbles and J. L. Blackburn, Nature chemistry,
2016.
[138] A. T. Liu, Y. Kunai, P. Liu, A. Kaplan, A. L. Cottrill,
J. S. Smith-Dell and M. S. Strano, Advanced Materials,
2016, 28, 9752–9757.
[139] J. J. Chen, J. J. Thomas, H. F. Taylor and H. M. Jen-
nings, Cement and Concrete Research, 2004, 34, 1499–
1519.
[140] J. J. Thomas, H. M. Jennings and J. J. Chen, The Jour-
nal of Physical Chemistry C, 2009, 113, 4327–4334.
[141] K. Ioannidou, K. J. Krakowiak, M. Bauchy, C. G.
Hoover, E. Masoero, S. Yip, F.-J. Ulm, P. Levitz, R. J.-
M. Pellenq and E. Del Gado, Proceedings of the National
Academy of Sciences, 2016, 113, 2029–2034.
[142] K. Ioannidou, M. Kanducˇ, L. Li, D. Frenkel, J. Dob-
nikar and E. Del Gado, Nature Communications, 2016,
7, year.
[143] M. Castellote, C. Andrade, C. Alonso, X. Turrillas,
A˚. Kvick, A. Terry, G. Vaughan and J. Campo, Journal
of the American Ceramic Society, 2002, 85, 631–635.
[144] B. Horstmann, T. Danner and W. G. Bessler, Energy &
Environmental Science, 2013, 6, 1299–1314.
[145] W. Tian, X. Mao, P. Brown, G. C. Rutledge and T. A.
Hatton, Advanced Functional Materials, 2015, 25, 4803–
4813.
24
[146] J. Erlebacher, M. J. Aziz, A. Karma, N. Dimitrov and
K. Sieradzki, Nature, 2001, 410, 450–453.
[147] X. Li, Q. Chen, I. McCue, J. Snyder, P. Crozier, J. Er-
lebacher and K. Sieradzki, Nano letters, 2014, 14, 2569–
2577.
[148] A. A. Hyman, C. A. Weber and F. Ju¨licher, Annual
review of cell and developmental biology, 2014, 30, 39–
58.
[149] C. P. Brangwynne, P. Tompa and R. V. Pappu, Nature
Physics, 2015, 11, 899–904.
[150] C. P. Brangwynne, C. R. Eckmann, D. S. Courson,
A. Rybarska, C. Hoege, J. Gharakhani, F. Ju¨licher and
A. A. Hyman, Science, 2009, 324, 1729–1732.
[151] H. Zhang, S. Elbaum-Garfinkle, E. M. Langdon, N. Tay-
lor, P. Occhipinti, A. A. Bridges, C. P. Brangwynne and
A. S. Gladfelter, Molecular cell, 2015, 60, 220–230.
[152] C. F. Lee, C. P. Brangwynne, J. Gharakhani, A. A.
Hyman and F. Ju¨licher, Physical review letters, 2013,
111, 088101.
[153] D. Zwicker, R. Seyboldt, C. A. Weber, A. A. Hyman
and F. Ju¨licher, Nature Physics, 2016.
[154] D. Zwicker, M. Decker, S. Jaensch, A. A. Hyman and
F. Ju¨licher, Proceedings of the National Academy of Sci-
ences, 2014, 111, E2636–E2645.
[155] D. Zwicker, A. A. Hyman and F. Ju¨licher, Physical Re-
view E, 2015, 92, 012317.
[156] I. Prigogine, From Being to Becoming, 1982.
