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ABSTRACT 
Gravitational microlensing may be used to probe distant stars for planetary companions. 
The presence of a planet in the vicinity of a star acting as the lens may cause a short lived 
anomaly in the observed lightcurve of the lensing event. By quantifying these anomalies we 
may place limits on the mass of the companion relative to the lens as well as the position of 
the planet relative to the primary lens. The detection probability is proportional to mp, 
where mp is the planet mass. All current follow-up teams use dedicated observations on a 
preselected sample of mainly high-amplification events. Microlensing has yet to yield an 
undisputed planetary detection. 
In chapter 1 we give an introduction to the field of extra-solar planets and proceed 
to present the theory employed in microlensing studies in chapter 2. Chapter 3 deals 
with the principles of data aquisition and data reduction techniques that provide the high 
precision photometry needed for these studies. 
In the data analysis presented in chapters 4 and 5 of this thesis, we use a different 
observing approach. We spread our observing time between many targets obtaining 1 to 
2 frames per night on each event. Our aim is not to characterize, but only detect the 
first exoplanetary signal in a microlensing campaign. The pilot run presented in chapter 
4 showed it is possible to place significant limits on the presence of planets even from 
observations performed from a Northern site. In Chapter 5 we analyse data obtained 
from the JKT at La Palma together with publicly available OGLE data to place useful 
constraints on the presence of planets orbiting the lens stars. We detect no undisputed 
planetary signals but calculate high detection probabilities for two events. 
In chapter 6 we present our analysis of three years (1998-2000) of OGLE data (146 
events). We compute the detection probability for each event individually and the total 
detection probability for the whole sample. Our selection criteria return 6 candidate 
events, 5 of which could possibly be attributed to planets. However, the OGLE data is 
insufficient to draw definite conclusions. If we assume that the observed deviations are 
not due to planetary companions, we conclude that less than 18% of the lens stars have 
planets with mp = m5., orbiting them at an orbital radius of 1.1 <a<3 AU. 
We conclude with a summary of this thesis in chapter 7. 
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CHAPTER 1 
Introduction 
Foreword 
We present an overview of the current state of affairs of searches for extra-solar planets. 
We will consider planetary formation theories and observational methods employed by 
various observing groups. 
The discovery of the first extra-solar planet orbiting a main-sequence star was an- 
nounced in 1995 [66] based on very precise radial velocity (Doppler) measurements. A 
total of 75 such planets were known by the end of 2001, and their numbers are growing 
steadily. The newly discovered systems confirm some of the features predicted by stan- 
dard theories of star and planet formation -which are discussed next- but systems with 
massive planets having very small orbital radii and large eccentricities have been proven 
to be common despite being generally unexpected. 
Other techniques being used to search for planetary signatures include accurate 
measurement of positional (astrometric) displacements, gravitational microlensing, transit 
searches and pulsar timing, the latter resulting in the detection of the first planetary- 
mass bodies beyond our Solar System in 1992 [97]. The very nature of their existence 
in such a hostile environment is subject to debate. Protoplanetary discs which present 
an important evolutionary stage for understanding planet formation are being imaged 
from space. In contrast, direct imaging of extra-solar planets presents a great challenge. 
Long-term efforts are directed towards space interferometry, the detection of Earth-mass 
planets, and measurements of their spectral characteristics. 
Theoretical atmospheric models provide predictions of planetary temperatures, radii, 
albedos, chemical condensates, and spectral features as a function of mass, composition 
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and distance from the host star. Efforts to characterise planets occupying the `habitable 
zone', in which liquid water may be present, and indicators of the presence of life, are 
advancing quantitatively. 
1.1 The Solar System 
Until recently, most of what was known about planets was the result of years of observation 
of our own solar system. It would therefore seem appropriate to begin with a brief overview 
of the basic characteristics of the planets inhabiting our system before we proceed any 
further. 
There are nine planets (Greek for `wanderers') that revolve around the Sun in orbits 
that follow elliptical paths, although it is usually a good approximation to say that their 
orbits are nearly circular. The orbits are all more or less on the same plane, called the 
ecliptic, which has an inclination of 7 degrees from the plane of the Sun's equator. However, 
the orbit of the outermost planet, Pluto, having an inclination of 17 degrees, deviates the 
most from the plane of the ecliptic. 
The planets in our system fall into two general categories: 
1. Small and rocky: planets with relatively high densities (e. g. Pvenus = 5.25 g cm-3), 
solid surfaces and few or no natural satellites. (e. g. Mercury, Venus, Earth, Mars) 
or 
2. Gas Giants: composed primarily of hydrogen and helium, having lower densities (e. g. 
Psaturn = 0.69 g cm'3), deep atmospheres and a plethora of satellites (e. g. Jupiter, 
Saturn, Neptune, Uranus). 
The theory of planetary motion was enormously simplified by Johannes Kepler (1571- 
1630), who was assistant to Tycho Brahe (1546-1601) and his successor as imperial math- 
ematician to Rudolf II, the Holy Roman Emperor. Kepler worked on a mass of planetary 
data obtained by Brahe and obtained three laws: 
1. Each planet moves in an ellipse, with the Sun at one focus. 
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2. Each planet orbits the Sun such that the radius vector connecting the planet and 
the Sun sweeps out equal areas in equal times. 
3. The squares of the sidereal periods of any two planets are proportional to the cubes 
of their mean distances from the Sun. 
The first two laws were published in 1609 in Astronomia Nova and the third in 1619 in 
Harmonice mundi. These laws have been widely used since but the physical basis for the 
them was not understood until Isaac Newton (1642-1727) formulated his law of gravity. 
1.2 Of stars, planets and brown dwarfs 
In the late 1930s scientists confirmed earlier speculations that the Sun and other main- 
sequence stars fuse hydrogen into helium nuclei at their cores. Massive stars, with the 
hottest centres, burn their hydrogen the fastest glowing bright blue; they are 0 and B 
spectral type main-sequence stars. Less massive stars, burning their fuel more slowly, are 
the white and yellow stars of spectral types A, F, G, like the Sun. The least massive 
main-sequence stars, only casting a weak orange or red light, are of types K, M, making 
up the orange and red dwarf population. 
Some stars are born with so little mass that they fail to start the nuclear reactions 
in their centres and are only supported by electron pressure at their cores. These failed 
stars are called `brown dwarfs' and have masses between 8% the mass of the Sun and 10 
times the mass of Jupiter (Mj = 10-3M®). Glowing dim red when young, they cool and 
fade as time passes, becoming dark and directly undetectable (The first reference to such 
stars was made by S. Kumar in 1963 [55]). 
The difference between planets and brown dwarfs is that, like stars, the brown 
dwarfs form in a collapsing nebula but, once formed, are not massive enough to ignite 
their fuel. Planets, on the other hand, start out as small congregations of dust and rock 
and form by attracting material from a protoplanetary disk surrounding their host star. 
Because of this difference, brown dwarfs should be more massive than planets [22]. 
In astrometric and Doppler observations of stars with less massive, dark, compan- 
ions, where their presence is inferred from their gravitational effects on the parent star, it 
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Figure 1.1: Mass vs eccentricity relationship for planets, brown dwarfs and stars. The 
triangles represent the Solar System planets plus the pulsar planets, the rhombuses are 
extra-solar planet candidates discovered by the radial velocity surveys, and the stars are 
low-mass companions from the Carney-Latham proper-motion survey [57,58,67]. Some of 
the secondaries in the binary star systems have very low eccentricities. These have periods 
shorter than 19 days and their orbits may have been circularized by tidal mechanisms[67]. 
has proved non-trivial to distinguish between brown dwarfs and planets just by depend- 
ing on the estimated mass. However, the shape of the orbit of the companion may help 
distinguish between the two. 
It is common in double star systems for the orbits to be eccentric with the average 
double star system having an orbital eccentricity of -0.3 (see fig 1.1). This suggests that 
brown dwarfs would have eccentric orbits as well. In contrast, the giant planets, in our 
solar system at least, have nearly circular orbits. This difference in eccentricity results 
from the different formation processes of the bodies [56,67]. Black [13], suggested that this 
difference can be used as an observational criterion to distinguish between brown dwarfs 
and planets. 
While recent discoveries of extra-solar planets with eccentricities comparable to 
those of binaries have initiated debates about the validity of distinguishing planetary from 
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stellar companions based on their eccentricity values (fig 1.1), there still seems to be a 
break in the mass function between low mass stars and planets (the `Brown dwarf desert' 
in binaries), which would be consistent at least with the two having different formation 
paths. 
Ken Croswell [27] gives a beautiful introduction to the subject of extra-solar planets 
and its history in his book `Planet Quest', with a section dedicated particularly to brown 
dwarfs. 
1.3 Planetary formation theories 
Planets originate in a disk of gas and dust that revolves around a newborn star (see, e. g., 
[82,43,60,79]). Originally, a protostar starts forming from gravitational instabilities in a 
cloud of interstellar gas and dust. A density perturbation (e. g. due to a shock wave from 
a nearby supernova) may cause the gravitational binding energy of a certain region of the 
cloud to exceed its thermal energy, thereby leading to contraction. The centre of the region 
compresses enough to become a protostar and the rest of the gas/dust orbits around it. 
Most of the material flows inwards and accretes onto the forming star, adding to its mass, 
but since the gas is rotating, conservation of angular momentum prevents total collapse 
onto the central object. This leads to the formation of an accretion disk around the star 
whose thickness is much smaller than its radius and which gets continuously replenished 
by infall from the surrounding molecular cloud. 
The inner part of the disk is rotating rapidly and is extremely hot because of heating 
by the young star and viscous dissipation in the protoplanetary disk. This means that 
only hardy substances with high melting temperatures, such as rock and iron, can con- 
dense in that region. These heavy elements gather into small, asteroid-like objects called 
planetesimals which come together under gravity to form protoplanets at later stages. In 
the outer regions of the accretion disk, the ambient temperature is much lower and ice 
can form and become part of the protoplanetary material. Because of this extra material 
and because of the larger area of the outer disk, the planets that start forming there grow 
more massive. As they grow, their gravity captures gaseous material from the surrounding 
disk (mostly hydrogen and helium) to form an outer layer. This is how the planets in our 
solar system were thought to have originated. 
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However, the first extra-solar planet discovered orbiting a main-sequence star, 51 
Peg b, does not conform to a solar-system like formation pattern. This gas giant, having 
60% the mass of Jupiter, orbits its host star at a distance of only 0.05 AU. This puzzled 
the community and when more planets with similar properties were discovered it was 
commonly accepted that the old theory needed revision. 
It is very difficult to have a giant planet form extremely close to its star with the 
standard theory of planet formation. The reasons being: 
- it is too hot for grain condensation 
- there is not enough solid material in the vicinity to build a protoplanetary core of 
10 Me 
- there is too little gas to form a massive envelope 
The main theoretical idea put forward to resolve this problem is protoplanetary migration. 
The idea of protoplanetary migration in the gaseous disk is not a new one. It was first 
suggested back in the 1980's by Goldreich &T emaine [42]. 
Density wave torques repel material on either side of the protoplanet's orbit and 
attempt to force open a gap' in the disk. Two types of orbital migrations have been 
identified [93]. The gap formed by a protoplanet in the disk is crucial in determining the 
behaviour of the system (see figure 1.2). If a protoplanet is too small to open a gap, it 
will undergo rapid orbital decay relative to the disk, due to torque asymmetries (the net 
torque caused by the gravitational interaction between the disk and the protoplanet is not 
zero). The second type of migration assumes a protoplanet massive enough (N 1M,, ) to 
open and maintain a gap. Such protoplanets lock into the viscous evolution of the disk 
and coevolve with it [59]. Migration type I is very rapid, and may shift the protoplanetary 
core to arbitrarily close distances from the star. Type II migration in a gap is much slower 
but also potentially lethal for most planets formed in the disk. 
There are three possible fates for migrating protoplanets [87]. If a protoplanet 
migrates inwards and the migration is not stopped in time, then it loses all of its mass 
onto the central star (class I). A protoplanet might survive, having lost some (class II) or 
'The gap is defined as the region in which the surface density is less than one-half of 
what it would be if there were no planet in the disk. 
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Figure 1.2: If a planet is sufficiently massive (- 1Mj) it will open a gap in the gas and 
dust disk surrounding the star. (c. f. [93]) 
no mass at all (class III), if the migration is halted due to gravitational interactions in 
the protoplanet-disk-star system. Note that, in the last case, a protoplanet may not have 
migrated very far and will therefore reside very close to its location of formation. 
1.4 Planetary detection techniques 
In the next few sections I shall outline five techniques that may be used to detect planets 
orbiting main-sequence stars. The last two techniques, transits and microlensing. are 
discussed separately. The transit method is discussed in the next section in more detail 
as it was one of the preferred observing methods employed by our group. Microlensing, 
which makes up the main part of this thesis, is described in chapter 2. Marcy and Butler 
give a detailed review of detection techniques in a 1998 review paper [63]. 
The parameters used in this section are mass M and radius R, with subscripts * 
and p indicating the star and the planet respectively. Systems are characterised by their 
orbital period P. semi-major axis a. eccentricity e, orbital inclination with respect to the 
plane of the sky i (i. = 0° face on. i= 90° edge-on), and distance from the Solar System d. 
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1.4.1 Dynamical perturbation of the star 
The motion of a single planet in a circular orbit around a star causes the star to undergo 
a reflex circular motion about the star-planet barycenter, with orbital radius 
_ 
aMp 
a' M. + Mp (1.1) 
and period P. This results in the periodic perturbation of three observables, two of which 
have already been detected: radial velocity, angular (or astrometric) position, and time of 
arrival of a periodic reference signal. 
1.4.1.1 Radial velocity 
The majority of the known extra-solar planets around main-sequence stars have been 
discovered by this method, including the first discovery in 1995 [66]. 
The velocity semi-amplitude K. of a star of mass M due to a companion with 
mass Mp sin i with orbital period P and eccentricity e is (e. g. [28]): 
K. C2lrG11/3 
Mpsini 1 
PJ (Mp + M, )2/3 (1 - e2)1/2. 
(1.2) 
In a circular orbit the velocity variations are sinusoidal, and for Mp « M. the amplitude 
reduces to: 
K: = 28.4 
(P 1-1/3 MMin i) (M, ) -2/3 
ms-1, (1.3) 
\Yl i)o 
where P and a are related by Kepler's Third law, 
a 3/2 M* 
1/2 
p=( 
1AUI 
(Mo) 
yrs. (1.4) 
For Jupiter orbiting the Sun, the effect is K. = 12.5 ms-1 and P= 11.9 yr, while K. _ 
0.1 ms -1 for the Earth. The sin i dependence means that orbital systems seen face on 
(i = 0°) have no measurable radial velocity perturbations and that, conversely, radial 
velocity measurements can only determine Mp sin i rather than My, and hence provide 
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only a lower limit to the planet mass if the orbital inclination is unknown. It is obvious 
from the previous equation that a radial velocity search favours the detection of systems 
with massive planets, and small a (and hence small P). 
1.4.1.2 Astrometric position 
The path of a star orbiting the star-planet barycenter appears projected on the plane of 
the sky as an ellipse with angular semi-major axis a given by a= Mp/M* -a sini/d where 
a is in arcsec when a is in AU and d is in pc. This `astrometric signature' is therefore 
proportional to both the planet mass and the orbital radius, and inversely proportional to 
the distance to the star. Astrometric techniques aim to measure this transverse component 
of the photometric displacement. The astrometric accuracy needed to detect planets 
through this reflex motion is typically in the submilliarcsec range, although it would 
reach a few milliarcsec for Mp = 1Mj for nearby solar-mass objects. This technique 
is particularly sensitive to relatively long orbital periods and hence complements radial 
velocity measurements. 
One important feature is that if a is known from spectroscopic measurements, d 
from the star's parallax motion, and if M. can be estimated from its spectral type or from 
evolutionary models, then the astrometric displacement yields Mp directly rather than 
My sin i determined from radial velocity measurements. 
Astrometric detection demands very accurate positional measurements within a 
well-defined reference system at a number of epochs, and is very challenging for optical 
measurements from the ground because of the atmospheric phase fluctuations. At radio 
frequencies, milliaresec positional accuracy is possible through the use of high-precision 
very long baseline interferometry (VLBI). No candidate planets have been reported so 
far by using this technique. There are however plans to launch space missions that will 
provide very accurate astrometric measurements unhindered by the Earth's atmosphere. 
These include the Space Interferometry Mission (SIM [14]) and GAIA [68]. 
1.4.1.3 Pulsar timing 
The pulsar timing method is very accurate and is sensitive to planetary masses even 
smaller than that of the Moon. At present this kind of accuracy is inaccessible to the 
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conventional optical methods of planetary system detection. 
Pulsars are mostly old (N 109yr) rapidly rotating neutron stars that are usually 
found in binary systems. In 1992, Wolszczan and Frail [97], made precise timing measure- 
ments of pulses from the pulsar PSR1257+12 using the 305m Arecibo radio-telescope. A 
least-squares fit of a simple model to their data resulted in post-fit residuals that showed 
a quasi-periodic wandering over the entire pulsar period. Upon closer examination they 
discovered that this effect was caused by two strict periodicities of 66.6 and 98.2 days in 
the arrival times of the pulses. The new fit of the two companion model they applied was 
of very high quality and the companion masses turned out to be 2.8 M® and 3.4 M®, 
where M® is the mass of the Earth. These results suggest strongly that the millisecond 
pulsar PSR1257+12 is accompanied by a system of two planet-mass bodies. It was later 
discovered [96] that the system actually has three planets. 
1.4.2 Direct detections 
As technology evolves, direct imaging of planets around their host stars may well be possi- 
ble in the next 5 to 10 years. Several space projects, such as the Terrestrial Planet Finder 
mission by NASA and the Darwin project by ESA, have been proposed and are under 
discussion. Both involve the deployment of a multi-element infrared (IR) interferometer 
in space that would have enough resolving power to directly detect the planet by blocking 
the host star light using the principle of nulling interferometry (first proposed by Bracewell 
[19] and further explored by Hinz et al [36]). In this technique, light from two or more 
small apertures, typically 20-50 m apart, is combined out of phase, the baseline being 
adjusted such that the stellar light interferes destructively over a broad wavelength range, 
while the planet signal interferes constructively. The interferometer will operate in the 
thermal infrared where a Jupiter analogue orbiting a Sun-like star would have a brightness 
N 10-4 that of its host star, as opposed to N 10-9 in the visible. This difference is due 
to the reduced stellar flux in the IR and to the thermal radiation from the gravitational 
contraction of a giant planet [63]. 
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1.5 Planetary transits 
If the orbital plane of a planet is perpendicular to the plane of the sky, then an observer 
on Earth could infer the planet's presence by detecting a slight decrease in the brightness 
of the star as the planet transits across the stellar disk. This would be observed as a dip in 
the stellar light-curve. The fractional change in brightness is proportional to the fraction 
of the stellar surface covered by the planetary disk neglecting limb-darkening. Therefore 
photometric measurements directly yield a measure of the planet's size. The detection of 
a transit depends on three factors: 
1. The geometric probability that a transit will occur. 
2. The frequency and duration of the observations compared to the duration of the 
transit and the orbit period respectively. 
3. The sensitivity of the photometric measurements compared to the depth of the 
transit. 
We consider each in turn. 
1.5.1 Geometric probability of a transit 
A transit will only be observed by an external observer if the orbital plane of the planet 
is sufficiently inclined with respect to the sky plane. Consider a planet with radius Rp 
orbiting its host star of mass M. at an orbital radius a (assuming circular orbits). The 
inclination i must satisfy the relation (fig 1.3) 
acosi<R+Rp. (1.5) 
Then, for a number of systems with random orientations (d Q= 2irsini di = 2ird(cosi)) 
the geometric probability is defined as: 
(R. +Rv) 
_ 
fo d(cos i) 
_ 
R. + Rp pi 
fö d(cos i) a 
(1.6) 
which for Rp « R. approximates to 
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Figure 1.3: Geometry of a transit event of inclination i and orbital radius a as seen from 
the side (top) and from the observer's perspective (bottom). R. denotes the stellar radius, 
pd the projected distance. For the transit to be observed the inclination must satisfy the 
relation a cos i<R. + Rp. 
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The probability therefore is higher for planets orbiting close to large parent stars. To get 
a feel for this, we can estimate that the probability of detecting a planet the size of Jupiter 
orbiting a solar type star at 5AU is of the order of 10-3. The probability is increased by 
two orders of magnitude if the search is aiming to detect Jupiters very close to their host 
stars (Hot Jupiters). 
1.5.2 Duration of transit 
The period and duration of the transit will determine the observational strategy of an 
occultation program. The period is given by P= 47r2a3/GM.. Assuming that several 
transits for the same system are observed and are found to be due to the same planet, 
then the period P and the orbital radius a can be determined. 
The duration of the transit is defined as the fraction of the orbital period during 
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which the projected distance pd between the centres of the star and planet is less than the 
sum of their radii R. + 14. With 0 defined in fig 1.3, we have for the duration Dt: 
Dt_20P 
2ir (1.8) 
At the beginning of the transit we have pd = R. + Rp and sin 0= y/a with y= 
(pd)2 - a2 cos2 i. By substitution into the previous expression we obtain: 
i 
aresin 
(VTR*+RP)2 
-a cos (1.9) D= 
ZP 
Tr a 
For a»R. » RP, the above expression reduces to 
2 
Dt .^P 
(R* 1- 
cost i< 
PR* 
\ a* ira 
The duration depends very much on the inclination of the orbit with respect to the ob- 
server. If the inclination is too far from optimal then the event could be missed. 
1.5.3 Sensitivity of photometric measurements 
The total flux from a star is reduced by the presence of a planet when the planet transits 
the stellar disk (fig 1.4). During the transit, the depth and shape of the photometric dip 
will be determined by the fraction of the stellar light that is blocked by the planet as a 
function of time. 
If we ignore limb darkening and the observed intensity is I, the depth, n, of the 
transit is given by: 
bi 7rI*Ra z R-a 
_I_irIR+7rI, R(R)2 = 
0.01 
ýR 
/ \RE) 
(1.11) 
The shape of the dip will depend on this ratio, on the inclination angle, and on the 
degree of limb-darkening in the observational band (wavelength-dependent stellar surface 
brightness profile). In any case, the photometric precision of the light-curve must be better 
than n. It is estimated that for a1 Rj planet, the drop is 1% (eqn. 1.11). Ground based 
observations can get a precision of 0.1% at best. This is acceptable for the detection of 
giant planets but not good enough for small, rocky ones. 
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Figure 1.4: Planet transiting its parent star. A dip in the light curve is observed when 
the planet eclipses the star. Limb darkening is ignored, hence the flat-bottomed transit 
lightcurve. 
1.5.4 Discussion of the transit method 
What can we learn by observing planets transiting their parent stars? The depth of the 
photometric dip measures the ratio of the planetary to stellar radius Rp/R., while the 
event duration places a lower limit on the orbital period P and thus on the orbital radius 
a (from P=4 2a3/GM. ). Multiple transits must be observed to accurately measure the 
period P of the event and then from equation (1.10) the inclination i can be determined. 
Transit searches are more sensitive to detecting large planets in small orbits around 
their host stars. The primary challenge then reduces to actually performing the precise 
photometry required for this type of search, over a large enough sample of stars to place 
meaningful statistics on the frequency of planets at small a. Consequently, fields with high 
stellar densities (like Globular clusters or the galactic centre) are selected as targets so as 
to capture thousands of candidate stars simultaneously. It must be noted however that 
such dense fields tend to make accurate photometry more difficult. 
One of the problems of this kind of search that is frequently mentioned is that 
surface activity of late-type dwarf stars and starspots might act as sources of confusion 
when looking for transits. Starspots are cool regions on the stellar surface that remain for 
a few rotations before disappearing and might be accidentally regarded as a transit event. 
Not all is lost, however, since follow up observations can rule out this possibility. Starspot 
duration is N P/2 while transit duration is < PR. /(7ra) « P/2. Grazing eclipsing 
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Figure 1.5: HD209458 transit light curve obtained from observations with the HST. b. f. 
[20]. 
binaries are more troublesome since they can mimic planetary transits. 
Finally, assuming that a system has very well defined characteristics and the mea- 
surements taken are very precise, shifts in the timing of the planetary orbits can be used to 
infer the presence of satellites. These shifts would be caused by the slight orbital motion 
of the planet around the planet-satellite barycenter (as discussed by [83]). 
An important recent result has been the discovery of the first extra-solar planetary 
signal ever observed by this method, detected by Charbonneau et al. [26] for HD209458, a 
planet with small a, and one of the most recent radial velocity detections. More accurate 
and up-to-date observations were obtained by the same team with the Hubble Space 
Telescope (HST) [20] and their transit light curve is reproduced in figure 1.5. They 
estimate that the planet has a radius R% = 1.347 ± 0.06Rj. p, and orbital inclination 
i= 86°. 6 ± 0°. 14, while the host star has a radius of R. = 1.146 ± 0.050Ro. 
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CHAPTER 2 
Basics of Microlensing 
Gravitational lensing, first predicted by Einstein in 1936 [33], occurs when a massive 
foreground stellar object moves between an observer and a luminous background stellar 
object. The gravitational field of the foreground object (henceforth called the lens) alters 
the path of the light rays from the background object (henceforth called the source), 
bending it more severely the closer the ray passes to the lens. If the source lies directly 
behind the lens as viewed from the observer, this results in multiple images of the source 
appearing around the edge of gravitational influence of the lens, called the `Einstein ring' 
of the lens. 
In microlensing events the separation between the images is too small to be resolved 
and all that is observed is the change in the apparent brightness of the source (fig 2.1). 
This was discussed in a 1986 paper by Bohdan Paczynski [70] when he proposed that 
microlensing would be a good way to probe for compact components of the Galaxy's dark 
matter content. In a follow up paper [71] he suggested that if a star causing a microlensing 
event has a planet, the planet's gravity could also distort the source's brightness leaving 
a tell tale signature on the event light curve. Binary lens microlensing in general, and 
planetary microlensing in specific, have been investigated in detail in a number of papers 
[95,61,72,85,46,11]. Recent studies [47,10] have demonstrated that detailed monitoring 
of microlensing events can also reveal the presence of planets orbiting the source stars. 
The field has quickly matured to the point that events are now reliably detected and 
reported while they are still in progress and up to 2001 more than 400 such events have 
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Figure 2.1: Lensing star passes in front of background source at varying distances. When 
the separation is minimum, the amplification is maximum. Sources that project to a 
distance equal to the Einstein ring radius from the lens will be magnified by a factor 1.34. 
The light curves are shown on the right for each of the paths shown on the left. The 
impact parameters (defined as the smallest angular separation of the projected source 
position on the lens plane from the lens in units of the angular Einstein radius) are 
0.1,0.2,0.3,0.4,0.5,0.6 from top to bottom. 
been reported by teams such as MACHO' [9], EROS2 [35] and OGLES [90]. This capability 
has been recognized by projects such as GMAN4 [75] and the PLANET5 [34] collaboration 
which gather detailed photometric information about individual events looking for slight 
deviations in the light curves that might be attributable to planets. 
In the following sections I present a theoretical approach to microlensing, explaining 
some of its key features. Much of the theory presented here is discussed extensively in 
184.69.441 and I adout the same notation. 
1MAssive Compact Halo Object 
2Experience pour la Recherche d'Objets Sombres 
3Optical Gravitational Lensing Experiment 
4Gravitational Microlensing Anomalies Network 
5Probing Lensing Anomalies NETwork 
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2.1 The Deflection Angle 
The effective index of refraction n of a gravitational field, which describes the effect of 
spacetime curvature on light propagation, is given by 
n=1-=1+ýýý, (2.1) 
with j(DI being the Newtonian gravitational potential of the mass distribution [84]. 
As in normal geometrical optics, a value of n>1 means that light travels slower 
than in a free vacuum. The effective speed of a light ray propagating in a gravitational field 
is obtained from u= c/n. Since the presence of a gravitational field reduces the effective 
speed of light, light rays are delayed relative to their propagation in a vacuum. We can 
obtain the total time delay by integrating over the light path from source to observer: 
observer 2 
Ot =J SDI dl. (2.2) 
source 
The deflection of the light rays is calculated by taking the integral along the light path of 
the gradient of n perpendicular to the light path, which upon substitution gives: 
ä=-J ý1ndl= 2f 
1ýdl. (2.3) T2 
This deflection angle is very small in most cases of astrophysical interest. It is therefore 
possible to simplify the calculation by integrating '1n not along the deflected ray, but 
along an unperturbed light ray that has the same impact parameter. 
We may now evaluate the deflection angle for a point mass M. For the Newtonian 
potential of the lens we have: 
(2.4) (D(b, x) 
b2Mz 
1 
with b being the impact parameter of the light ray and z the distance along the unperturbed 
light ray from the point of closest approach. We may then obtain 
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y 
Olý(b, x) _ßb2 
+Mý3/2 (2.5) 
with 6 being orthogonal to the unperturbed light ray and pointing towards the point mass. 
Then from equation 2.5 we may get the deflection angle by taking the integral over dz and 
multiplying by 2/c2: 
Cl =f V1ýdz =2cbf (b2 + x1 2)3/2 
dz, (2.6) 
and by substituting z=b sinh(t), (dz =b cosh(t) dt) we get the angle to be simply: 
4GM 
a 
c2b ' 
2.1.1 Thin Screen approximation 
(2.7) 
Most of the light deflection takes place within Oz N ±b of the point of closest approach 
between the light ray and the point mass. This Az is typically much smaller than the 
observer-lens and lens-source distances. We can therefore assume that the deflection takes 
place instantaneously and is produced during the crossing of a plane which is called the 
lens plane. The mass distribution on the lens plane is characterized by its surface mass 
density 
E(4) = 
fp(z)dz, 
(2.8) 
where is a two dimensional vector on the lens plane. The deflection angle at 
position is the sum of the deflections from all individual mass elements (dmi = E( d%) 
on the plane for each of which we can apply 2.7 and is therefore given by: 
ý1 H 
4G ýý) &0 _rC- 
C12 
E( s)d2e 2.9 I 
C-Ctl 
with C; being the projection points of the masses onto the lens plane. 
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For this equation to be valid, the gravitational fields under consideration must be 
weak, hence the deflection angle must be small. In addition, the matter distribution of 
the lens must be nearly stationary, i. e. the velocity of the matter in the lens must be very 
much smaller than c. These conditions are satisfied for astrophysical situations relevant 
to gravitational lensing but cannot be used, for instance, to study light ray propagation 
in the vicinity of a black hole. 
The deflection angle ä is a two component vector generally. However, if we have a 
spherically symmetric lens, we may use the centre of symmetry as the coordinate origin 
and treat light deflection as a one dimensional problem. Then & points to the centre of 
symmetry with its modulus given by 
ä(ff) - 
4GM(ý) 
cC 
(2.10) 
where C is the distance from the centre of the lens and M(C) is the mass contained within 
a radius ý and given by: 
rf M(ý) = 27r fo E(ýý)ý=Sýt. (2.11) 
2.2 The Lens Equation 
The geometry of a typical gravitational lens system is shown in figure 2.2. We have a light 
ray which originates from a stellar source, passes by a massive lens, and is gravitationally 
ti 
deflected by an angle ä before it reaches the observer. The angle between the optical axis 
and the true source position is , 
B, and the angle between the optical axis and the image 
I is B. The distances between observer-source, lens-source and observer-lens are De, Dds 
and Dd respectively. 
We introduce the reduced deflection angle 
Dds " 
a= DsCY. (2.12) 
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Figure 2.2: The geometry of gravitational lensing. Light rays originating from the source 
are deflected near the lens and as a result the observer sees two images of the source. 
The distances from the observer to the lens, from the observer to the source and from the 
source to the lens are indicated by Dd, D Dd3 respectively. 
Then from figure 2.2 we see that ßD, = OD, - &Dds, and the positions of the source and 
the image are related by 
. 
Dds 
a- D, 
(2.13) 
This is commonly referred to as the lens equation. It is non-linear in the general case and 
hence for a given source position ,6 we can have multiple images 
0. It is a trivial equation 
to derive and requires merely the use of the Euclidean relationship that exists between 
the angle enclosed by two lines and their separation separation = angle x distance. It is 
not obvious however that this same relationship should hold for curved spacetimes. But if 
the distances D Dd3 and Dd are defined such that this relationship holds, then the lens 
equation must also be true. Distances so defined are called angular diameter distances. 
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2.2.1 The Einstein Radius 
Let us now consider a circularly symmetric lens with an arbitrary mass profile. Then the 
gravitational lens equation for this case is 
f 
ß(O) =0- 
Das 4GM(B) (2.14) 
D$Dd C20 
Because the lens system is rotationaly symmetric, a source that is located exactly on the 
optical axis (ß = 0) is imaged as a ring. By setting /3 =0 in the previous equation, we 
obtain the expression for the Einstein radius: 
OE _ 
Dds 4GM(OE) 
Y., D, c2 
The Einstein ring provides a natural angular scale to describe the lensing geometry for 
several reasons. If multiple images of the source are produced, the typical angular separa- 
tion of the images is of the order of 20E. Furthermore, sources that are closer than about 
BE to the optical axis experience strong lensing and are therefore significantly magnified. 
On the other hand, sources which are located well outside this ring receive very little 
magnification. For a point mass M the angular Einstein radius is given by 
Dd9 4 BE 
C2 
0 
(M )1/2 I1Okpc11/2 ( Dd)1/2. 
DBDd = . 
902mas 
M) Dd J 11 - D, 0 
(2.16) 
This corresponds to a physical distance at the lens plane of 
/ 
RE = OEDd - 3AU I (2.17) MO 
for D, = 10kpc and Dd = 6.5kpc, typical distances to the source and lens for microlensing 
events toward the Galactic Bulge. 
" 2.2.2 Imaging by a Point Mass Lens 
For a point mass lens we can write the lens equation as 
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Figure 2.3: The observer does not see the true source (white circles) but two fake images 
generated by gravitational microlensing (coloured ovals). The dashed circle is of radius 
RE. (c. f. B. Paczynski) 
2 
and by multiplying both sides by 0 we obtain a quadratic: 
02-0e-0E2=o, (2.19) 
with solutions 
0± =2(. 8 f ß2 + 40E2 
). 
(2.20) 
These solutions correspond to the positions of the two images of the source on the lens 
plane. They are on either side of the source, with one image being inside the Einstein 
ring and the other outside. As the source moves away from the lens, the inside image 
approaches the lens and becomes fainter, while the outside image approaches the true 
position of the source and eventually reaches a magnification of unity (see figure 2.3). 
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2.2.3 The Magnification Factor 
Light deflection in a gravitational field not only alters the direction of a ray, but also the 
cross-section of a bundle of rays. Since gravitational light deflection is not connected with 
emission or absorption, the specific intensity I is constant along a ray, if measured by 
observers with no frequency shift relative to each other. The surface brightness for an 
image is therefore identical to that of the source in the absence of the lens. The flux of an 
image of an infinitesimal source is the product of its surface brightness and the solid angle 
All it subtends on the sky. Since the former remains unchanged during light deflection, 
the ratio of the flux of a sufficiently small image to that of its corresponding source in the 
absence of the lens i. e. the magnification p, is given by: 
µ (Osl)o 
where (Osl)o denotes the undeflected quantity. 
(2.21) 
Consider an infinitesimal source at ß that subtends a solid angle (z fl)o on the 
source sphere. Let 0 be the angular position of an image with solid angle AM The 
relation between the two solid angles is determined by the area distortion of the lens 
mapping (lens equation) and given by: 
( 0ý)0 
=I det 
dý I= As Dd \ 
l2 (2.22) 
I 9/ 
where As, AI are the areas spanned by the source and image respectively. i. e. the area 
distortion caused by the deflection is given by the determinant of the Jacobian matrix of 
the lens mapping 0 -+, 8. 
Returning to equation 2.21, the magnification factor is: 
µ=I det 
dý (2.23) 
The magnification is thus the ratio of the flux of an image to the flux of the unlensed 
source. If a source is mapped into several images, the ratios of the respective magnification 
factors are equal to the flux ratios of the images. Regions on the lens plane where the 
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Jacobian determinant has opposite signs are separated by curves on which the latter 
vanishes; these curves are termed critical curves. On these curves, the magnification factor 
diverges. However this divergence does not mean that the image of a source is actually 
infinitely bright because real sources are extended. For such sources the magnification is 
the weighted mean of equation 2.23 over the source, which leads to finite magnifications. 
The critical curves of a deflection mapping are of great importance for a qualitative 
understanding of its properties. The images of the critical curves under the lens mapping 
on the source plane are termed caustics. It may be shown [84] that the number of images 
changes by two if, and only if, the source crosses a caustic. Depending on the direction of 
crossing, two images with opposite parity merge into one on the critical curve and then 
disappear, or vice versa. In the single-lens case the caustic is a point. However this is not 
the case for binary or n-body lenses, as will be discussed later, where the caustics exhibit 
extended and complex structure. 
2.2.4 Magnification for a Point Mass Lens 
For a circularly symmetric lens, the magnification factor µ is given by 
dO±Bf (2.24) 
For a point mass lens we can substitute for 8± using the lens equation and obtain the 
magnifications of the two images: 
e± 1±Q (2.25) 2 V5722-7 40E2 
If we set u =, O/OE, then equation 2.20 becomes: 
of =uf2 +4OE, (2.26) 
and the magnification is now given by: 
P± -2 2 2u u2 4' 
(2.27) 2+ 
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where u is the angular separation of the source from the point mass in units of the angular 
Einstein radius. The second part of the right hand side of this equation is > 1/2 so 
the negative component is inverted. This means that this image has its parity flipped 
with respect to the source. The total magnification is given by the sum of the individual 
magnifications. 
loo=µ++ u2 
u U2++24 
(2.28) 
When the source lies at the Einstein radius, we have ß= OE, U=1, and the total magni- 
fication becomes po = 1.34. 
2.3 Event time scales 
Perhaps the biggest problem in Paczynski's proposal [70] to probe the Galaxy's dark mat- 
ter content is that in monitoring very crowded star fields, a huge number of variable stars 
will also be detected, which will have to be distinguished from the microlensed stars. For- 
tunately, the light curves of microlensed stars possess certain unique properties. They are 
expected to be symmetric in time and the magnification is expected to be achromatic be- 
cause light deflection is wavelength independent. On the other hand, intrinsically variable 
stars typically have asymmetric light-curves and do change their colours. 
All objects in the Galaxy move and the relative proper motion is given by: 
V=d=4.22mas yr 1 
(200 
km s-1) 
(1 
Dd 
c) 
' 
(2.29) 
where vl is the relative transverse velocity between source and lens. 
The expected time scale of a microlensing event can be expressed in terms of the 
typical angular scale of the Einstein ring OE, the relative transverse velocity v1, and the 
distance to the lens. 
tE = 
DdOE 
= 0.214 TrM 
l1/2 Dd l112 (pd, l 1/2 (200 km s'1 
v1 
y Mo /\ 10 kpc )\ Ds / vl 1 
(2.30) 
Hence for Earth-mass objects acting as lenses, tE is of the order of minutes, whereas in the 
case of a Solar-mass object, the lensing event lasts for a few months. The measurement 
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of tE in an event does not directly give M, but only a combination of M, Dd, D, and vl. 
This is a known degeneracy characteristic of microlensing events. 
2.4 Optical depth to gravitational microlensing 
The optical depth to gravitational microlensing is essentially the probability of a mi- 
crolensing event occuring, i. e. the precise definition is the probability that a given star at 
a specific instant in time has an amplification caused by gravitational lensing A>1.34. 
The fraction of solid angle covered by the Einstein rings of a number of objects acting 
as gravitational lenses is called the optical depth to gravitational microlensing. The op- 
tical depth is an integral over the number density of lenses n(Dd) multiplied by the area 
enclosed by the Einstein ring of each lens: 
IrOE2 J dVn (Dd) . (2.31) 
where dV = 6QDd2dDd is the volume of an infinitesimal spherical shell with radius Dd 
covering a solid angle cW [69]. This integral gives the solid angles covered by the Einstein 
rings of all the lenses. We may then obtain the probability by dividing this quantity by 
the observed solid angle 6Q. If we substitute 9E into the previous equation and use p as 
the average mass density due to lenses, we have: 
T= 
ýDs 4rp Dd d9 dDd. (2.32) 
C2 D. 
If we let x= Dd/Ds then the above expression reduces to: 
T=4 D32 
J1 
p(x)x(1 - x)dx (2.33) 
0 
If we additionally assume that the density of matter is constant along the line of 
sight, we get: 
T=23 
ýD92. 
(2.34) 
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The distribution of mass will of course depend upon the distance and the line of sight and 
a more accurate estimate of the optical depth requires evaluation of the integral with an 
appropriate mass density function. 
Note (from eqn. 2.33) that the optical depth depends on the total mass in all lenses 
but is independent of the individual masses. 
The OGLE and MACHO microlensing teams have independently determined the 
microlensing optical depth toward the Galactic Bulge from several years of observations. 
The published values are r=3.3 ± 1.2 x 10-6 from OGLE [73] and r=3.9±12 x 10-6 
from MACHO [9]. It is interesting to note that the obtained values are greater than what 
was expected. This might indicate the presence of an inner ring in the Galaxy [86]. 
2.5 Microlensing anomalies 
Most of the microlensing cases can be adequately described by the standard point source- 
point lens model as outlined in the previous sections. However, this is not always the 
case. There may be additional factors influencing the shape of the observed light curve 
that distort its shape. Non-standard light curves are termed anomalous, and here I shall 
briefly describe some of the effects that might be responsible for these anomalies. 
2.5.1 Blending 
Since microlensing events are very rare, all current searches are done in very crowded 
fields to measure as many stars as possible in a single CCD frame. Regular blending 
refers to the case when two or more stars' point spread functions overlap to such an 
extent that the photometry code cannot identify individual stars, but rather recovers a 
single blurred photometric object. Blending introduces several problems that can affect 
microlensing surveys in serious ways and has been extensively investigated [8,98]. In 
addition to diluting the true peak magnification µo, blending also biases the measured 
durations to shorter values since blended events spend less time above a given threshold. 
This biasing of the event durations is particularly important as the optical depth estimate 
is proportional to the average duration of the events. Blending can be classified into several 
types depending on the origin of blended light [50]. 
29 
2.5.2 The Parallax effect 
So far we have assumed that the relative proper motion between a lens and a source is 
a straight line. However the trajectory can be more complicated. The parallax effect in 
ground-based microlensing observations consists of a distortion to the standard microlens 
light curve arising from the Earth's orbital motion. This can be used to partially remove 
the degeneracy among the system parameters in the event timescale, tE. In most cases, the 
resolution in current microlensing surveys is not accurate enough to observe this effect, but 
parallax could conceivably be detected with frequent follow-up observations of microlensing 
events in progress, providing the photometric errors are small enough [21]. 
The MACHO collaboration first observed this effect in 1995 [7]. This parallax effect 
allows one to compare the projected Einstein ring with the size of the Earth's orbit and 
thereby obtain an additional constraint relating ML, v, and DL, effectively removing one 
degree of degeneracy. Strictly speaking, this effect is also present in every event but is not 
expected to be observed frequently by any of the existing microlensing surveys; the light 
curves are sampled too infrequently, the photometric errors are too large, and the event 
duration is not long enough. The first confirmed parallax event published was fortuitous 
in that it was both long enough (tE N 110 days) for the light curve to be heavily sampled 
and well-situated during the MACHO observing season so that the asymmetry could be 
fitted along the entire light curve. 
2.5.3 Finite source size 
Although the standard model assumes a point source, this is not always the case. The 
finite extent of a star affects the microlensing light curve when the impact parameter of 
the single lens is comparable to or smaller than the source diameter, and particularly when 
the source crosses a caustic of a double lens. Accounting for the finite extent of a star 
complicates the light curve by adding one more adjustable parameter [62]. This effect, 
when measured, may be used to calculate the relative proper motion of the lens-source 
system. It may also be used to study the distribution of light across the stellar disk, the 
limb darkening and the starspots. 
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2.5.4 Binary source 
The case of a binary source is simple, as it generates a linear sum of two single lens light 
curves. Naturally, because the two stellar components may have different luminosities 
and colours, the resulting light curve may well be chromatic. If the two source stars are 
well separated and the lens trajectory is along the line joining the two, we may have a 
perception of two microlensing events separated by a few months or a few years, but both 
acting on apparently the same star, because images of the two binary components are 
unresolved. 
As discussed by Gaudi [39], there exist a subset of binary source events that can 
reproduce the main features of major image perturbations by planets and thus masquerade 
as planetary events. This degeneracy may be broken by dense and accurate sampling of 
the perturbation, optical/infrared photometry or spectroscopic measurements. 
By far the most interesting of all the anomalies is that due to a binary (or n-body) 
lens. Due to its significance, this subject is treated separately. 
2.6 The Binary Lens 
Let us define two point masses M1 and M2 at a distance Dd from the observer. In the lens 
(deflector) plane we define a coordinate system (x, y) where the x axis passes through the 
projection of the masses onto the lens plane and the origin is chosen to be in the middle 
of the line joining Ml and M2 (see fig. 2.4). Let D8 be the distance between the observer 
and the source. In the source plane we define another coordinate system (u, v) which is 
parallel to (x, y) and whose origin lies on the point of intersection with the optical axis. 
We know that a light ray passing by a mass M at a distance b will be deflected by 
an angle a= 4GM/c2b. Then, for all rays, the total deflection angle is the vector sum 
of the individual deflections [18,84]. Thus, in our case, the deflection angle of a light ray 
y 
which hits the lens plane at (_ (x1, yi) is given by: 
y ti ti H 
ä(ý 
- 
4GM1 - ý1 + 
4GM2 - ý2 (2.35) 
C2 12 C2 1-- 12* 
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lens plane 
source plane 
DS 
Figure 2.4: The geometry of gravitational lensing by two point masses. The two point 
masses are at positions ý1i C2. The origin on the lens plane is chosen to be the middle 
of the line joining the two masses. The distances from the observer to the lens, from 
the observer to the source and from the source to the lens are indicated by Dd, D Dds 
respectively. 
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where C1i C2 are the projection points of the masses M1, M2 on the lens plane respectively. 
The gravitational lens equation may then be written as (also see fig 2.4) 
ýI = Td - Ddsäý, (2.36) 
where the light ray originates at #(u, v) and Dd9, Dd, D8 denote the deflector-source, 
observer-deflector and observer-source distances. 
Substituting 2.35 to 2.36 and dividing by D, we obtain 
4GM1 - Cl Dde 4GM2 (- C22 Dds (2.37) 
ti 
C2 - C2 Dg Dd IC Ci 12 D8 I_ C2I Ds 
We then set -ý- = zü 
ý- = z" and 4GD = mi and the above expression becomes Dd C D, 
H ti ý1 ti 
Z- zl z- z2 (2.38) w"=z-mllz-z1l2 -Z2 
-z. 
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with W -(u, v), z (x, y). 
The lens equation describes a mapping from the lens plane (x, y) onto the source 
plane (u, v), or, in other words, gives the source point w"(u, v) at which a light ray which 
hits the lens plane at i(x, y) originates. However, we are mostly interested in knowing 
where a source, located at tg(u, v), can be seen in the lens plane. Therefore we need to 
invert the lens equation. This poses problems as the equation is of fifth degree in z and the 
inversion cannot be done analytically for arbitrary w. Complex root-finding techniques 
are required such as those described by [85] and [23]. 
2.6.1 The amplification, image locations and the Jacobian for a binary lens 
The amplification factor may now be obtained. It is determined by taking the inverse of 
the area distortion of the lens mapping. 
8w(u v) I det 
1-1. 
(2.39) 
, Mx, y) 
33 
We may also write equation 2.38 in complex notation as: 
11 (2.40) w=z-m1 _ -m2_ , z- zl 2 -z2 
where w, z are now the complex numbers w=u+ iv, z=x+ iy and 2 is the complex 
conjugate of z. This equation maps critical curves to caustics. 
We have thus obtained w as a function of z, E. To find the image locations we need to 
invert equation 2.40. The complex conjugate of equation 2.40 is f v= 2- ml z 
lzl - m2 z 
1Z2' 
By solving the expression for 2 and substituting back into equation 2.40 we get : 
x=w+ 
E 
mi w-zi-}- 
i=1,2 
-1 
E 
Mk (x - zk)-1 , 
k=1,2 
(2.41) 
which on rationalizing generates a polynomial equation in z of fifth (or n2 + 1) order for 
the binary lens (or n lensing masses) case. Calculations of the coefficients of this equation, 
which determines the images, are discussed in [23,95,94] (see also Appendix A). 
The Jacobian may then be written as: 
8u 8u aw 22 
J- as 
8x 
l- I a8zw 1. 
(2.42) 
Dix 8y 
(see also Appendix A). So the Jacobian is simply: 
\2 
j=, _( 
Ml + m2 I (2.43) (z - i-1)2 (z - z2)2 
Generalizing to n bodies we obtain 
j =1- 
[mfl(2 
- zn)-2 =1_(R)2. (2.44) 
The inverse Jacobian matrix elements are given by Tw- = 19 YfV- =-R (see also [18,78]). 
Recall that the need to calculate the Jacobian determinant arises from the fact that 
the relative brightness of an image of a lensed star is given by the ratio of the sizes of the 
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Figure 2.5: Plots of the critical curves (loop-shaped curves) and caustics (diamond-shaped 
curves) for a binary lens'with normalized masses M1 = M2 = 0.5 and a separation of 2D 
=1RE. 
images and the source star. In other words, we need to know how an infinitesimal area 
element in the lens plane is distorted under the mapping given by the lens equation. 
The total amplification is given by the sum of the absolute amplification of each 
image z: 
nn 
µo = µi = IdetJI-1 (2.45) 
2.6.2 Critical curves & caustics for the binary lens 
To obtain the critical points on the lens plane and hence, by lens mapping, the caustics on 
the source plane, we have to make the Jacobian determinant vanish. On these positions the 
magnification is theoretically infinite, but in reality, this is not the case. This is because 
real sources are extended and the magnification is a weighted mean over the source; a fact 
which leads to finite magnifications. 
As was mentioned in the previous section, binary lenses exhibit complicated caustic 
structure. The total number of images of a source changes as the source traverses a caustic. 
Outside the area enclosed by the caustic curve, the number of images is three and as the 
source crosses the caustic, two more images of opposite parity are produced [72]. Figure 
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2.5 presents the structure of the critical curves and caustics for an equal mass binary lens 
at a separation of RE. 
Figure 2.6 shows the shape of the critical curves, caustics and amplification for the 
indicated source trajectory. The lensing masses M1 and M2 are 0.9 and 0.1 (normalized 
M1 + M2 = 1) while the separation between the masses is 1RE . As can be seen from 
the distortion on the amplification pattern and the extent of the area of the caustics 
themselves, the lens is a binary. In the case of a planetary companion to the main lens, 
the extent of the caustic area is much reduced and the probability that the trajectory will 
pass close to it is very small. This is shown in figure 2.7 where the light curve does not 
deviate from the single lens model for the trajectory shown. Therefore the binary nature 
of this event remains unconfirmed. Again, the masses and separations are shown on the 
top-left of the plots. 
2.6.3 The Observables and related Degeneracies from fits to the binary lens (star- 
planet) 
The form of the observed point-lens point-source light curve can be characterized by four 
parameters: the maximum magnification Ao (or equivalently the minimum impact param- 
eter uo), the time of maximum magnification to, the baseline flux Io and the characteristic 
width of the light curve tE. If the lens is a binary, three additional parameters must be 
added when fitting the light curve: the angle a at which the source crosses the binary axis, 
the binary mass ratio q, and the projected separation of the binary in units of RE. Several 
additional parameters may also be required to account for other anomalies present in the 
light curve (see [44]). Discussions on how these parameters affect the detection probability 
can be found in [41], [46] and [48]. 
In principle, careful measurements of the anomalous structure in the light curve 
will yield an estimate of q. Assuming Solar mass lenses, this is of the order of 10-3 
for Jovian mass planets and 10-5 for terrestrial mass planets. Furthermore, the time 
difference between the primary and secondary anomalous peaks gives an indication of the 
placement of the caustic structure within the Einstein ring and thus the position of the 
planet relative to the primary lens. The amplitude of the anomaly J= (A - Ao)/Ao, where 
AO is the unperturbed amplitude, indicates the closest approach to the caustic structure 
and, together with the temporal placement of the anomaly, yields the source trajectory 
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Figure 2.6: Amplification resulting from the shown source trajectory crossing the caus- 
tic structure. The lensing masses and separation is shown on the top-left of the plot. 
Amplification reaches a formally infinite value when the source traverses a caustic. 
37 
2S 
i.: 
1. S 
W 
0-1 
04 
-o.; 
-1. OL 
-3 -2 -1 0123 
X/RE 
V- 
0 k 
a 
4- 
N1 - 0.999C 
M2 -D. 000999 
)Q 
87 
-3 -2 -1 0123 
X/RE 
Figure 2.7: Amplification patterns for a binary system consisting of a stellar primary and 
a planetary secondary mass (Sun-Jupiter case). The trajectory doesn't pass close to the 
tiny caustic structure and thus there is no apparent deviation from the single lens case. 
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angle through the magnification pattern (see also [40] and [80]). 
Determination of these parameters is hampered due to several types of degeneracies 
[45,31,30,40]. Planetary-system lensing events are subject to two different discrete 
degeneracies. The first relates to which image is being perturbed by the planet: the major 
image outside the Einstein ring or the minor image inside? For the majority of the cases, 
this degeneracy can easily be broken if there is good temporal coverage of the light curve 
since the fine-structure of the anomaly depends on the image being perturbed. The second 
ambiguity relates to whether the planet lies closer to or farther from the star than does the 
position of the image that it is perturbing. This degeneracy is more difficult to break, but 
it does not seriously affect the determination of q. In addition to the discrete degeneracies, 
there is a continuous degeneracy arising from the finite-source effects being misinterpreted 
as a larger value of q. This is because q is determined from the square of the duration of 
the planetary perturbation relative to the total event timescale. If the size of the source 
is larger than the planet's Einstein ring, then the duration of the perturbation will be the 
crossing time of the source, not of the planet Einstein ring. Dominik [31] also showed that 
there exists a new class of degeneracies, whose roots lie within the lens equation itself, 
between close and wide binary lenses (i. e. binaries with projected angular separations 
small and large compared to OE). 
One method that has been suggested as being able to break these degeneracies is 
the observation of microlensing events both photometrically and astrometrically. 
2.7 Astrometric Microlensing - (an overview) 
Up to this point, we have only discussed microlensing from a photometric point of view. 
Astrometric microlensing is yet another aspect of microlensing that is of significance since 
there are planned future missions (VERA, SIM) that would use this method to detect 
Galactic MACHOs. In astrometric microlensing observations one can measure the shift of 
the source star image centroid caused by microlensing. 
Astrometric observations of microlensing events were originally proposed to deter- 
mine the lens proper motion with which the physical parameters of lenses can be better 
constrained. An important fact is that the lens brightness can be determined with astro- 
metric observations, enabling one to know whether the event is caused by a bright star or 
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a dark lens. The additional information that can be obtained from astrometric observa- 
tions can also resolve the ambiguity of the photometric binary lens fit and thus uniquely 
determine the binary lens parameters [50]. 
As discussed in the preceding sections, when a source is microlensed, it is split into 
two images. The sizes and brightnesses of the individual images change as the lens-source 
separation changes due to their transverse motion. Therefore, microlensing events can be 
detected either by photometrically monitoring the source brightness changes or by directly 
imaging the two separated images. However, with the current instruments, direct imaging 
of the separate images is impossible due to the low precision of the instruments. As a 
result, current microlensing observations have been carried out using only the photometric 
method. In the coming years, with the launch of new generation space telescopes, it will 
be possible to observe events astrometrically using high-precision interferometry. 
We have already mentioned that the two images produced by gravitational mi- 
crolensing cannot be resolved. However we may still observe the astrometric ellipse traced 
by their centroid motion. Honma [53] makes the assumption that u»1 for his treatment 
of astrometric microlensing, with u being the impact parameter as defined before. In that 
case, the faintness of the secondary image allows the use of the primary image as the image 
centroid. This proves to be a valid assumption for most cases of astrometric microlensing. 
He introduces a coordinate system on the lens plane with the source at the origin and the 
lens moving parallel to the x-axis (see fig 2.8). The origin of the time axis, t=0, is at 
the time of closest approach between the lens and the source. The lens position is then 
described as (vjt, -ßRE), where vl is the tangential velocity of the lens, and 0 is the 
impact parameter normalized with RE. The lens-source distance can then be written as: 
R= (vjt)2 + (ßRE)2. (2.46) 
In his assumption of u»1, the position of the primary image is given by: 
1 
u+ -, u 
(2.47) 
where the first term corresponds to the lens-source separation on the lens plane and 
the second term describes the image shift due to microlensing. He obtains the angular 
positional shift of the image relative to the original position by: 
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Figure 2.8: Schematic view of the location of the lens, source and lensed image on the 
lens plane. The trajectory of an image is a circle for u»1. the dots along the trajectory 
circle indicate the image position in constant time intervals, 0.4 tq (see following page). 
(c. f. [53]) 
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9s =D lOpas, (2.48) 
ud 
where RE is the Einstein ring radius and Dd the distance from observer to lens. The 
angular position of the image on the lens plane can then be described by the following 
equation: 
(9x, 6y) = (03 cos S, 0, sin 6), (2.49) 
where the angle 8 is defined as 
tan S=- 
ORE 
t. 
(2.50) 
v1 
Using the above equations he gets for the image position: 
(OE/ß) (tl ßtE) (OEI ß) 
2.51) (exv Bll) =( (t/ßtE)2+j 2 (t/ßtE)2 +11 
where tE is the Einstein ring crossing time as defined in the previous section. The quan- 
tities Bx and 6y are related by 
22 
o2 
LE 
+ 
(oy 
20 =\ 20 / 
(2.52) 
The above equation shows that the trajectory of the image is a circle centered on (0,9E/2ß) 
with a diameter of BE/ß. This is in agreement with the more general cases explored in 
[49,32,51,15]. The reproduced figure, Fig 2.8, shows a schematic view of the image 
motion along the trajectory circle. Honma [53] notes that the image motion is faster in 
the upper half of the circle than in the lower half and vanishes at the origin where the 
source is located in the case of no microlensing. The largest image shift parallel to the 
x-axis occurs when tq = ±ßtE i. e., R= ý52ßRE. Since an image takes time tq to go 
through an upper quarter of the trajectory circle, the value of tq gives the characteristic 
timescale of an astrometric microlensing event. From observations of the trajectory circle 
one can then infer tq and OE/ß. 
Dominik and Sahu [32] proceed to show that for large angular separations between 
the lens and the source, the centroid shift, which is proportional to 1/u, falls much more 
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slowly than the photometric magnitude shift, proportional to 1/u4. Because of the de- 
pendence of the centroid shift on the angular Einstein radius, astrometric microlensing 
favours lenses close to the observer, while photometric favours lenses around halfway be- 
tween observer and source. The largest centroid shifts are therefore expected from close 
objects, which are the Sun and planets first, whose effect has to be corrected for, and then 
the disk stars. Because of the slower fall-off with the dimensionless separation u in the 
astrometric case, detectable signatures occur for much larger angular separations, so that 
the average duration of an event < tE > can become much larger (several years) than the 
observation time. 
As discussed previously, in the case of a binary lens, the number of positions and 
images of the source star differ from those of a single lens event. A direct result of this is 
that the centroid shift trajectory of the binary lens deviates. The diversity of the centroid 
shift trajectories expected from a binary-lens event is very large, similar to the photometric 
light curves. These are discussed in [81,51] and it is argued that combined observations 
of microlensing events both photometrically and astrometrically can resolve the ambiguity 
of the photometric binary lens fit and uniquely determine the binary parameters. 
2.8 Final Considerations 
2.8.1 Advantages of Microlensing to other seach methods 
Microlensing of Galactic Bulge stars is most sensitive at semi-major axes of 2-3 AU because 
this is the typical Einstein ring radius for Galactic Bulge source stars. Images are located 
close to the Einstein ring when they are bright, and the planet is more easily detectable 
if one of the bright images is passing close to it. By contrast, the astrometry technique, 
is more sensitive at large orbital radii, while the radial velocity and transit techniques are 
more sensitive at smaller radii. One difficulty with the astrometric and radial velocity 
techniques is that planets must be followed for nearly a full orbit for a secure detection. 
Therefore microlensing maintains some advantages over these methods at large orbital 
distances since it is able to make prompt discoveries of distant planets. But the main ad- 
vantage of microlensing lies in its sensitivity to lower mass planets. At 1 AU, microlensing 
is sensitive to planets with masses that are about three orders of magnitude smaller than 
the smallest masses that ground based radial velocity and astrometry searches are likely to 
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detect [12]. In addition, these low mass planets will be detected with a high signal-to-noise 
since the strength of the microlensing signal does not depend on the mass of the planet. 
Low mass planets affect a smaller region of the lens plane, so they have a lower detection 
probability and a shorter duration. On the downside of microlensing is that once an event 
has expired, there exists no possibility of repeat observations. 
2.8.2 Planetary detections and sources of confusion 
Several groups have calculated the probabilities of detecting a planetary signature in a 
well monitored microlensing lightcurve. To calculate the probabilities they defined some 
detection criteria. For example, Mao and Paczynski [61] define `detectable' as at least one 
lightcurve point inside an area around the planetary caustic. Gould and Loeb [46] require 
a point to deviate from the single lens case by more than 5% to consider it a detection. 
They proceed to calculate the detection probability for a Jupiter-mass planet at a distance 
of 5AU from its star. This turns out to be - 17%. They explain this in terms of `resonant' 
lensing which occurs when the planet is close to 1RE from its star, and so they defined the 
`lensing zone' (0.6 < a/RE < 1.6 with a being the transverse component of the planetary 
orbital radius). However, they did not include finite source effects in their calculations 
which are not negligible for smaller mass planets of mass ratios q= mp/m, < 10-4. They 
also assumed that the deviations in the lightcurve occur only when the source approaches 
the planetary caustics and ignored the central caustic. The importance of this central 
caustic in rare high-magnification events was later discussed by Griest and Safizadeh [48] 
where they calculated the probability of detecting planets of Jupiter mass or greater in 
the lensing zone to be nearly 100%. 
Bennett and Rhie [11] and Wambsganss [92] included finite source size effects in their 
simulations and continued the calculation to lower mass planets. The former suggest the 
following detection criteria: Firstly, the event must be identified by a microlensing survey 
system and then the deviation must be detected by the microlensing follow-up system. 
The follow-up system is assumed to observe each lensed star about once per hour with 
a photometric accuracy of N 1% so that moderate amplitude deviations can be detected 
and characterized. Then, they require that the light curve deviate from the single lens 
light curve by more than 4% for a period longer than tE/400 where the typical value of 
the event duration is 10-100 days. They found detection probabilities of N 2% for Earth 
44 
mass planets. 
The detection probability is proportional to Fm-p. Following [46], mp N 0.2(mp/mj)1/2 
while the typical Einstein ring radius for Galactic Bulge lenses is REN 5AU(m, /m(D )1/2 
where mp is the mass of the planet and mj the mass of Jupiter. Since deviations due to 
Jupiters last for a few days we require daily monitoring in order to detect them. How- 
ever, in order to characterize the deviation, hourly monitoring needs to be employed to 
constrain the planetary parameters. 
The best currently published limits (Jan 2002) on the abundance of Galactic planets 
are those of the PLANET [3] collaboration. They calculated that less than one third of the 
N 0.3M0 stars that typically comprise the lens population have Jupiter mass companions 
with semimajor axes in the range 1.5AU <a< 4AU. 
Let us now consider what limits the photometric precision. Of course, higher signal- 
to-noise can generally be obtained for brighter stars in less exposure time, but ultimately, 
photometric precision is limited by confusion from neighbouring sources and not so much 
by photon noise. This is because survey systems choose to observe crowded fields in order 
to monitor as many stars as possible at any given time for light curve deviations. Getting 
below the 1% limit has proved to be very difficult with current techniques. 
Assuming an anomaly is detected, it must be distinguished from other intrinsic 
effects that could be confused with a lensing planet. Stellar pulsation on daily to sub-daily 
time scales in giant and sub-giant bulge stars is unlikely, but this and any form of regular 
variability would easily be recognized as periodic (and therefore non-microlensing) with 
the dense sampling that is required in microlensing programs. Starspot activity may be 
significant in giants, but will have a time scale characteristic of their rotation periods, and 
thus much longer than typical planetary anomalies. Flare activity should not be common 
for giants and when it occurs it will always be chromatic as opposed to the microlensing 
signal which is always achromatic (unless the source is a binary or blending is involved). 
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CHAPTER 3 
Data Aquisition and Principles of Photometric analysis 
In this chapter I examine the techniques of astronomical data aquisition, pre-processing 
and photometric analysis. I shall outline the principles of operation of charged coupled 
devices (CCDs), the various sources of noise present in the data and to what extent 
these can be corrected for. Finally, I consider how we may extract optimal photometric 
information from the data. Although not of direct relevance to the research itself, it is 
important to clarify the physical meaning of specific terms used throughout this thesis. 
This information will be drawn upon in the following sections where I consider the actual 
data reduction of the 1998 and 2000 observing runs. Some information presented here was 
inspired by [74,52,29] while the introduction to CCDs and CCD images was based on 
technical information obtained from [64]. 
3.1 CCD operation 
3.1.1 Reading of the CCD 
A CCD silicon chip consists of an array of light-sensitive microelements or `pixels'. Each 
pixel from a CCD detector converts photons into electrons which are then read and con- 
verted into numerical values called ADUs (analog to digital units). The relationship 
between the units of data and the number of photons is a scale factor known as the gain, 
which is specific for each detector. 
CCD detectors possess, besides the pixel array, a line of CCD cells called the `line 
register'. It contains as many cells as one line in the array, but these cells are masked so 
as not to be sensitive to the incoming light. The CCD readout is illustrated in figure 3.1. 
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Figure 3.1: A schematic representation of a CCD pixel array (here U3 3 pixels) and the 
horizontal register. The register is masked from the light. Its role is to receive electrons and 
transport them to the readout amplifier. The electrons are first shifted from each pixel 
to the corresponding pixel directly underneath; the last line (a, b, c) is then transferred 
to the horizontal register. The electrons of the horizontal register are then transferred 
horizontally, and the last pixel (a) is transferred to the readout amplifier. 
During readout, each array line is transferred to the line directly underneath it and the 
lowest line is moved into the horizontal register. Once a pixel line has been passed to the 
horizontal register each pixel's electric charges are laterally transferred to the neighboring 
pixel and the last pixel is transferred into an output amplifier until all pixel values have 
been read. Then the process repeats for the next line until the whole chip is read out. 
3.1.2 CCD Performance 
The sensitivity of the CCD is expressed as the number of electrons produced per incident 
photon. This is the quantum efficiency, (q. e. ), of a CCD. If the CCD was a perfect detector 
it would produce one electron each time it was hit by a photon, but in practice the q. e. 
depends on the wavelength and is maximized in the red, around 600-700nm, where the 
q. e. reaches values of - 80 - 90%. Note that in comparison, the best photographic films 
have a q. e. of 4- 5%. 
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3.1.3 Pixel capacity and saturation 
The number of electrons that a pixel can store has a finite maximum value particular to 
every pixel. If the exposure is long enough then the number of electrons generated can 
exceed the pixel's capacity. Hence, it becomes saturated, and the excess electrons spill 
over into neighboring pixels of the same column. This can be a problem in very crowded 
fields such as the ones used for transit or microlensing studies and particular care must 
be directed to the exposure times used. 
3.1.4 The dark (or thermal) current 
Even when the CCD does not receive any light, electrons are still being generated in the 
pixels, due to the thermal fluctuations in the silicon, and contribute to what we call dark 
current. This dark current is also present in each image produced and can be a nuisance 
because it is impossible to distinguish the signal which has no astronomical significance 
from that generated by the stellar photons. The particular characteristics of the dark 
current allow us to limit its effects: 
- It is a reproducible phenomenon since in identical temperature conditions, a given 
pixel will produce on average the same number of electrons in unit time. 
- The generated charge is linearly proportional to the integration time. 
- The dark current depends on the CCD temperature: its intensity decreases at lower 
temperatures. Therefore, astronomical CCDs are cooled (usually with liquid Nitro- 
gen) to reduce thermal noise. 
So the astronomical images we obtain also contain thermal electrons that we want to elim- 
inate. Since the thermal phenomenon is reproducible, all that is required is the production 
of a second CCD image (usually several images are taken and from these a master image 
is produced by taking the median) with the shutter closed and with identical thermal 
and exposure time conditions. This second image is then subtracted from the original so 
that the latter contains only photon-electrons. The dark current's value is given by some 
manufacturers in terms of the number of electrons generated per pixel per second for a 
given temperature. Modern professional CCDs usually have dark counts of less than a few 
ADUs per pixel per hour, so this term can often be ignored. 
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3.1.5 The origin and influence of readout noise 
If the array and camera electronics were perfect then the number of ADUs would be exactly 
the same as the number of electrons contained in the pixel divided by the gain. It turns 
out that this is never the case and an uncertainty is associated with the count sent to the 
computer. The origins of this imprecision are partly due to the CCD itself, which can't 
give the electronics system the exact number of electrons read because of losses during 
the charge transfer and the intrinsic noise in the capacitor which holds the charge and 
converts it to data numbers. Also responsible is the analog electronic system used for the 
amplification. If the CCD is read too quickly, the ineffectiveness of the transfer, which 
is linked to the noise, increases. The electron is customarily used as the unit to describe 
readout noise. Therefore, its value can easily be compared to the signal on the CCD or to 
the maximum capacity of the pixels. 
Apart from thermal and readout noise, there is a third noise factor that is completely 
independent of the camera: photon noise. 
3.1.6 Photon noise 
The roots of photon noise lie in the detection of discrete photons from the observed light 
source. The measured sky brightness for example, is not homogeneous, and undergoes 
random fluctuations which are expressed in number of photons. The uncertainty a(N) in 
the photon counts N, assuming Gaussian noise, is equal to the square root of the mean 
number of photons detected i. e. a(N) = (N). 
All the sources of noise are independent. Therefore, for a single pixel, the variance 
of the total noise is the sum of the variances of all the elements of noise and is given by: 
a2 = ao2 + ath2 + Qsk22 (3.1) 
where the total noise variance is a2, the readout noise variance is ao2, the thermal noise 
variance ath and the sky noise variance is ask. 22 
In the case of a short exposure the readout noise dominates. For a long exposure, 
the total noise depends strongly on the value of the dark current and the photon counting 
noise from the sky's signal. Of these terms, one or the other could be decisive, after we 
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take into account the performance of the camera (above all the cooling efficiency) and the 
sky brightness (due to light pollution and the presence of the moon). 
3.2 Photometric precision 
Apart from the electronic camera noise, we can add photon noise coming from the star 
to our previous calculations. This term is important when talking about photometric 
precision. The mean value of the number of photons detected from a star is a direct 
measure of the star's brightness. This number undergoes statistical fluctuations whose 
variance is once again equal to the mean number of photons detected. 
If we include this term in our previous equation of noise, we obtain for the total 
noise: 
a2 = Np: ýao2 + Np1xath2 + Npaxo8k2 + a. 
2 (3.2) 
with the new noise term, v. 2, being the star photon noise term and Npi,, is the number of 
pixels (area) under the star. In our calculations for the purpose of data analysis presented 
in the next chapter we may ignore the dark current term, since the detectors used for 
astronomical purposes are cooled to very low temperatures, so the term becomes negligible. 
Therefore, if the number of ADUs produced per second per pixel by the sky background 
is f f, is the total ADU created by the star in one second, G is the gain factor and t is 
the exposure time, we get (also see appendix A): 
Q2 (f: i) = Q2 = Npixao2 +-1 
NpG f8+ G' 
I t. (3.3) 
Then the signal-to-noise (S/N) for a given measurement is given by: 
SIN = 
f. t (3.4) 
(Q0202 + (fs +f8 2) t/G)1/2 
where 0 is the value of the `seeing' full-width at half-maximum (FWHM) of the stellar 
profile in pixels and &2 = Npty. 
3.3 Determining the Gain of a CCD 
The gain of a CCD is the number of photo-electrons per ADU. Let X be the total number 
of ADUs recorded on a pixel and G be the CCD gain. Then, for the variance of X we 
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have: 
a2(X)=vo2+<X> G XX a( )- cT2 
(3.5) 
If the total counts are low, then the readout noise term in the equation (a02) dominates; 
if they are high, then Poisson noise is dominant (oc < -X>). One way to determine the 
gain of a CCD is by taking two flat fields, A and B, that have the same mean number of 
counts <X>. We add them and subtract them, thereby creating two new images where 
<A+B>=2<X> on one and <A-B>=0 on the other. We divide these into 
equal sub-areas and measure locally the mean value of the counts <A+B> from the 
image produced by the addition and the o2(A- B) = 2(vo2+ <X> /G) from the image 
produced by the subtraction (since all flat-field structure has been removed on that one 
and all that is left is Poisson noise). The value for oo can be obtained from the bias frame 
or the overscan region. Then the gain G is given by: 
_ 
<A+B> G 
v2 (A - B) - 2o02 
(3.6) 
3.4 Photometric correction of images 
The different contributions to the intensity measured on the coordinate pixel (x, y) of the 
raw image can be seen in figure 3.2. The preprocessing phase consists in extracting the 
i(x, y) value, which is the intensity contribution from the observed source on the specific 
pixel. There are three distinct contributions to intensity I (x, y) on the raw image which 
are defined as : 
- b(x, y): the bias value is the bias voltage on the readout amplifier converted to ADU 
by the ADC. It is ideally a constant and independent of the exposure time. 
- d(x, y, t, T): the dark value is the value of accumulated thermal loads during the 
exposure. For a fixed exposure time, the value of d(x, y, t, T) is as small as the 
temperature T is low. 
- r(x, y): the response factor of the pixel. This is determined from the flat field image. 
We can then obtain I (x, y) from these parameters as follows: 
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Figure 3.2: The different intensity contributions I (x, y) that are measured on the coor- 
dinate pixel (x, y) of the raw image which are stored in the computer's memory. b(x, y) 
represents the bias value, d(x, y, t, T) is the dark value or the accumulated thermal load 
during the exposure. r(x, y) is the response factor of the pixel determined from the flat 
field image. x, y, t, T are the x, y coordinates of the pixel, the exposure time used and the 
CCD temperature respectively. 
I (x, y) = b(x, y) + d(x, y, t, T) + i(x, y)r(x, y). (3.7) 
so for i(x, y) we have: 
(X, Y) =I 
(x, y) - [b(x, y) + d(x, y, t, T)] 
. 
(3.8) 
r(x, y) 
The values of the parameters b(x, y), d(x, y, t, T), r(x, y) are actually linked to calibration 
images. The three respective calibration images are as follows: 
- The bias frame: This is an exposure of 0 seconds with the shutter closed. It is 
the precharge response of the CCD and is normally extracted from bias strips or 
under/overscan regions outside the image area. The bias contribution is lb = b(x, y). 
A master bias is created by taking the median of a number of bias frames to minimize 
the noise contribution and eliminate cosmic ray hits. 
- The dark frame: This is an exposure taken in total darkness with the same exposure 
time t at the same temperature T as the image to be preprocessed. This exposure 
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contains the precharge. The dark frame contribution is Id = b(x, y) + d(x, y, t, T) 
- The flat field: this is an exposure of length t f, usually a few seconds, done on a 
uniformly illuminated field (a uniform brightness sky at twilight for example) using 
the same filter as for the target exposures. i(x, y) is therefore presumed constant for 
all of the array's pixels. The flat field contribution is If = b(x, y) + d(x, y, t, T) + 
r(x, y) x constant. In most cases the flat field's exposure time is sufficiently small 
(t f< 5sec) to ignore the thermal charge contribution, and then the equation becomes 
If = b(x, y) + r(x, y) x constant. 
The flat field takes into account the grain irregularities, in particular vignetting and 
the presence of dust in the light path. We must therefore produce a flat field for 
each optical assembly and at each observing session since dust content varies with 
time. To diminish the noise on the flat field it is customary to produce a normalized 
master flat by averaging several flat fields and rescaling so that the average pixel 
value is 1. Taking the median also removes any star images or cosmic rays that 
might have creeped into a single flat. 
The equation linking i (x, y) to I (x, y), previously established, therefore becomes: 
i(x, y) =I 
(X, y) - ld(x'Y) x constant (3.9) If - lb(Xi Y) 
where the constant is valued as the average of all the flat field's pixels subtracted from 
the precharge in order to keep the initial dynamic range of the raw image (i. e. 1 for the 
case described). 
In practice the preprocessing phase (figure 3.3), or photometric correction, consists 
in synthesizing a new image from the raw image, from which the dark frame has been 
subtracted, and then taking this new image and dividing by the bias subtracted flat field. 
3.5 Stellar photometry 
Once the images have been preprocessed, in the way summarized previously to remove the 
undesirable effects, we may proceed to extract photometric information from the calibrated 
frames. To do this, one additional step is required. Since telescope pointing is not 100% 
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Figure 3.3: A global view of different images that intervene during the course of a raw 
image's preprocessing stage. The image is of NGC 2793. (c. f. Martinez, P. ) 
accurate the image frames of a target field obtained during a night of observations do not 
have the same stars contributing photons on the same pixels. The same star occupying a 
certain pixel area on one frame may be found to occupy another area on a different frame. 
It is therefore necessary to register the image frames, i. e. perform the necessary rotations, 
translations and cropping of the frames so that the target stars occupy the same pixel 
areas on every frame. These sub-frames are then ready for the photometric analysis. 
3.5.1 Stellar modelling 
Stellar modelling consists of synthesizing the star's image. The model's mathematical 
function is a 2D Gaussian' in which the parameters are: the center position (r, y), the 
full-width at half-maximum (FWHM= 0), the star flux per second per pixel f, and 
the sky background's value per second per pixel f8. The mathematical adjustment of the 
Gaussians on the stars is generally obtained by the method of least squares, which consists 
of minimizing the square of the residuals obtaind from the subtraction of the model from 
2 
the star, i. e. we minimize X2 = 
f2 YZ1 
where fZ is the value of the fitted model at 
i-i 
point i, y2 is the data value at the same point and Qi is the estimated error on that point. 
2 
The general form of a Gaussian function is f(x) =e with Q2 being the variance and 
where the full width at half maximum, 41 =a 81n 2 
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For the symmetric 2D Gaussian profile we have: 
P(x, y) = 
(2 1)e 
20 (3.10) 
The divisor (27) is there to normalize f P(x, y) dx dy = 1. Since we are only using a 
discrete pixel grid for the fit, it is better to normalize to the sum over the pixels used i. e. 
EP(x, y) = 1, 
z, y 
where now 
(3.11) 
P(x, b) =e x_g +_2" 
(3.12) 
Ee 2a 
Then P(x, y) is scaled to fit the sky-subtracted star image (the model is M(x, y) =zx 
P(x, y)) with the scale factor z given by: 
Pi(F. -1 ä)i/Qi2 
z=i (3.13) 
L. ý 
Pi2ýai2 
i 
where (F  - F, )1 is the corrected number of star counts on each pixel i, and with 
2-2 xRi 3.14 
where G is the gain, and the variance : 
Var(z) =12 (3.15) 
pi 
i 
The scale factor z then gives an estimate of the total star counts (ADUs) within the chosen 
pixel grid. The star magnitude returned from the fit is calculated using: 
m, =c-2.5 log(k) (3.16) 
where c is a calibration constant to adjust the magnitude scale of the CCD to the standard 
magnitude scale and k=z represents the ADUs summed up over the stellar profile. 
There are no Gaussian functions that model stellar profiles perfectly. Usually the 
star fitting models used consist of combinations of functions. For example the photometric 
package STARMAN uses an analytical profile which combines a Lorentz type profile with 
a wide Gaussian type profile added. 
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3.6 Crowded field photometry 
Whenever we obtain an image of a stellar field, we need to note the exact time of the 
exposure and the meteorogical conditions in order to determine the air mass. Fortunately, 
the air mass, the exposure time, the filter used as well as other relevant information to the 
CCD and observations are automatically recorded on `header' text files that accompany 
each image frame. As the air mass increases, so does the seeing FWHM of the stellar profile 
on the frame. This proves to be a significant problem in crowded field photometry such 
as that required for the analysis of microlensing event observations. In transit searches, it 
can also play a significant role, as we usually choose to observe crowded fields in order to 
maximize the number of stars surveyed. As the seeing increases, the area that the stars 
occupy expands to include more pixels. If two stars are close together on the frame, their 
images may start to blend, and light spillover from star to star reduces the accuracy of 
the fits. In fact this has proven to be the most important source of noise in crowded field 
observations. To what extent this can be corrected for will be discussed next and depends 
on the method employed. 
3.6.1 Aperture photometry 
In principle aperture photometry of digitized data is a straightforward procedure. Put 
a computer generated aperture, either elliptical or circular, over the grid of data and 
calculate the total counts within the aperture. To estimate the total backgound (sky) 
contribution to the counts which we will need to subtract from the total counts, we usually 
pick a new aperture in a star-free region close to the object of study or we use a second 
aperture with a larger radius around each star and calculate the background counts in 
the area between the two apertures. The noise contribution of the background in ADUs 
is then the median of the background counts on the pixels within that area. On the one 
hand it is desirable to use large apertures to get good statistics. On the other hand, larger 
apertures mean higher probability of introducing extra contamination. This makes it clear 
that aperture photometry is not designed to perform well in crowded field conditions. 
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3.6.2 PSF fitting photometry 
This was the method employed for the analysis of all data obtained during the course of 
this project. 
Many science projects face the task of performing point spread function (PSF) 
modeling and further fitting to stellar blends in crowded fields. When one is observing 
targets such as the Galactic Bulge, Magellanic clouds or other crowded star clusters, the 
photometric accurary is usually limited by deblending systematic errors. 
Our tentative measure of the PSF of a current science exposure is empirical, usually 
derived from `isolated' stars in the same field. The algorithmic description of the PSF, as 
used by many photometric packages, is usually composed of an analytic core (a predefined 
function with N free parameters to be found from the data) plus a look-up table of 
deviations from the core. Both components require a minimum PSF sampling to be 
defined. The lack of symmetry and the presence of high-frequency spatial components in 
the PSF prevents the use of simple models, while the undermodelling problems tend to be 
better understood in well sampled images. Finally, some additional parametrization may 
be included if the PSF characteristics vary across the image field in some predictable way. 
There exist several programming packages that perform automatic psf-fitting pho- 
tometry on sets of images (STARMAN [74], DAOPHOT [29], DoPHOT [65]). Once the 
initial parameters in these programs are set up, pipeline driven operation is possible and 
the output files contain the measured instrumental magnitude values of the target stars on 
the frames. In general, the user needs to input initial values for the approximate FWHM 
of unresolved stellar objects, the value of the gain and readout noise and the maximum 
brightness level at which the detector still operates linearly. Once these conditions are 
satisfied, automatic detection of all the stellar objects above a certain detection thresh- 
old (some multiple of the background noise) is performed, rejecting in the process `dead' 
pixels, rows and columns. 
DAOPHOT [29] performs this detection by convolving a mathematical model for 
a star (usually a Gaussian) with the input image to compute the amplitude of the best 
fit model at each point in the input image. The results of this are written in a temporary 
convolved image, which is then searched for local maxima whose amplitudes are greater 
than the detection threshold. The output is a list of approximate (x, y) positions of the 
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star centers and magnitudes on the particular image. 
The user then needs to select a number (usually around 20) of bright, isolated stars 
to compute the PSF stellar profile. The generation of this profile is the most important 
step in PSF photometric data reductions. The more crowded the field, the more important 
it is to have many PSF stars, so that the increased noise caused by subtracting neighboring 
stars in successive iterations can be beaten down. If we expect the PSF to vary over the 
frame we also need to have our PSF stars as much spread out over the frame as possible. 
The selected stars are then used to derive the PSF model that best represents the data 
on the image. After the first run, the derived best-fit model is applied to the companion 
stars of the PSF stars and they get subtracted from the image. The process then repeats 
and a new PSF is calculated that is less affected by neighbouring stars. The iterations 
reach a conclusion when the X2 of the fit has been minimized. The amplitudes of the fit 
residuals should then be consistent with the noise. 
The PSF model is then scaled to fit all the stars present on the frame. The pho- 
tometric output file for each image frame contains the instrumental magnitude values of 
the stars, their x and y coordinates, the sky background value, as well as goodness of fit 
estimations like the X2 value of the fit, percentage errors on the magnitude value (Mel. ) 
and number of iterations taken to fit (Nit). It is important to double-check these output 
files manually before one can feel comfortable with the automated operation of the pro- 
grams. Occasionally, the tweaking of a parameter, or the presence of a `bad'e PSF star 
in the list, can yield unsatisfactory fits. The initial parameters depend on the true stellar 
profile on each frame and their range of possible values also depends on the quality of 
the image. Therefore, each frame may or may not require new estimations of the input 
parameters and their ranges. Giving more accurate initial guesses of the input parameters, 
when possible, and thus limiting their range of possible values, also reduces the processing 
time required for the fits. 
The errors arising from PSF fitting photometry of crowded fields are usually at- 
tributable to: 
1. Bad determination of the PSF model. This can be either because the input parame- 
2Bad PSF stars are considered those with a cosmetic blemish, a cosmic ray hit, a close 
double or underlying companion star. Most algorithms remove such stars from the PSF 
list automatically but not always effectively. 
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ters were incorrect or the PSF stars chosen were inappropriate for the generation of 
a good model. Additionally, if the PSF is variable, then the computation of a good 
model is a formidable task. 
2. Data reduction problems. There can be several effects present in the data set that 
make its quality deteriorate. For example, cosmic ray hits may displace the centre 
of the stellar fit, the sky value may vary across the frame, the field may be very 
crowded resulting in significant blending of stellar images, there may be telescope 
tracking errors and image defects. 
3.6.3 Image subtraction 
Photometry by image subtraction (or differential image analysis, DIA) is a recent idea, 
first explored by Alard and Lupton in an article published in 1998 [2]. The new method 
they proposed did not involve any profile fitting, so they made no assumptions concerning 
the PSF. Image subtraction involves the matching of the seeing variations between two 
frames and the subsequent subtraction of one from the other. In principle, all signatures of 
constant stars should have been removed after the subtraction, leaving only the variables 
present. In that sense, it is imperative that a template reference frame of good seeing is 
created, be it either a single frame obtained under good seeing conditions or a stack of good 
seeing frames to improve the signal-to-noise (S/N) ratio. Once the template is produced, 
it is convolved to the seeing of each other frame so as to match it. The convolution kernel 
can be found by calculating the least squares solution of the equation 
Ref (x, y) 0 Kernel =I (x, y) + bg(x, y) (3.17) 
where Ref is the reference image convolved with the kernel, I the image to be aligned 
and bg is the background variation. 
The improvement of the photometric accuracy compared to standard PSF fitting 
techniques is truly impressive. In a follow up paper, Alard [1] implements the DIA method 
to OGLE data and shows that the residuals to the fit of a microlensing light curve are 
improved by a factor of 2 for baseline data points and by a factor of 2.5 during magnifi- 
cation. However, for some of the frames, he found that the errors obtained by using DIA 
were comparable to PSF fitting errors which he attributed to some additional errors or 
intrinsic variability which image subtraction cannot improve. His case of increased photo- 
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metric accuracy is further supported by a series of papers submitted recently by a number 
of observing groups [99,100,16] that have used DIA to reanalyse their data from past 
observing seasons claiming a significant improvement and better constrained parameters. 
This improvement in accuracy is more apparent with faint events in crowded fields. 
For events with bright sources, such as clump events, PSF photometry can often do better 
since there isn't the additional photon noise from the template frame. The principal 
reason for the improvement in microlensing surveys in particular is the offset between the 
microlensed flux and the nearest monitored source star. In the case where a microlensing 
event falls between two or more monitored stars, PSF fitting algorithms often assign the 
flux to these stars in varying amounts depending on the separation. The amount given to 
each depends on the seeing conditions. This type of problem should not be important for 
follow up observing since a `warm start' (where the centroids are predetermined) is not 
required. 
However, improvement can also be made if the source is one of a number of blended 
stars of similar magnitude. In this case the uncertainty in the individual stellar centroids 
and inaccuracy of the PSF model can cause some of the nearby stars to sequester some of 
the lensed flux. 
The final improvement comes from the removal of faint stars which may be closely 
blended and just below the detection threshold of the PSF photometry. Such stars can 
contain a large amount of flux which is normally assigned to the source star but is implicitly 
removed during the differencing process. 
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CHAPTER 4 
The 1998 observing campaign 
In 1998 the EXPORT' team monitored microlensing event lightcurves using a CCD camera 
on the IAC 0.8m telescope on the island of Tenerife, Spain, to evaluate the prospect of 
using northern telescopes to find microlens anomalies that reveal planets orbiting the lens 
stars. The high airmass and more limited time available for observations of Galactic Bulge 
sources makes a northern site less favourable for microlensing planet searches. However, 
there are potentially a large number of northern 1m class telescopes that could devote 
a few hours per night to monitor ongoing microlensing events. Our IAC observations 
indicate that accuracies sufficient to detect planets can be achieved despite the higher 
airmass. 
4.1 A strategy for finding Jupiters 
Galactic Bulge lensing events have typical timescales tE =2= 10-100 days, where V. L 
vl - 200 km s-1 is the transverse velocity between the source and lens and tE is the 
time to cross the diameter of the Einstein ring [11]. If a planet orbits the lens star within 
the `lensing zone', 0.6 < a/RE < 1.6 (a being the transverse component of the planetary 
orbital radius), then binary lensing may produce a light-curve that deviates by a detectable 
amount from the single-lens case [46]. By correctly assessing such light-curve deviations 
(or anomalies), the presence of planetary bodies can be deduced [11,72]. The Einstein 
ring radius for a solar mass lens half-way to the galactic centre is about 4 AU. This is close 
'EXPORT is a consortium of European astronomers using the telescopes on La Palma and 
Tenerife to study extra-solar planets, as well as the formation and evolution of 
protoplanetary systems. 
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to the orbital radius of Jupiter from the Sun. The planetary event duration scales with the 
size of the planetary Einstein ring, and hence as mp. Lensing by a Jupiter-mass planet 
with q= mp/ML -3x 10-3 will therefore be some 20 times briefer than the associated 
stellar lensing event, hence typically 0.5 -5 days. 
We can crudely estimate the planet detection probability assuming that the planet 
is detected when one of the two images of the source falls inside the planet's Einstein ring. 
This turns out to be N 20% for a Jupiter and N 2% for Earths [11]. 
The fitting of theoretical models to the lightcurve yields the mass ratio and nor- 
malised projected orbital radius for the binary lens [46]. A number of collaborations 
have formed to perform yearly systematic searches for microlensing events, by repeatedly 
imaging starfields towards the Galactic Centre [6,89]. This offers both rich background 
starfields and lensing objects at intermediate distances. Microlensing events are being 
reported regularly via internet alerts issued by a number of collaborations [Massive Com- 
pact Halo Object (MACHO) - now terminated, Optical Gravitational Lensing Experiment 
(OGLE), Experience pour la Recherche d'Objects Sombres (EROS)]. 
To discover and quantify planetary anomalies in a light curve, events in progress 
must be imaged very frequently. To correctly estimate the duration and structure of the 
anomalous peak, and thus measure the planetary mass and position relative to the lens, 
we require many photometric measurements during the anomalous deviation. Ideally, a 
search for Jupiters would employ hourly imaging, which also increases the possibility of 
detecting deviations caused by Earth-mass planetary companions, whose deviations last 
only for a few hours. However, daily sampling from a northern site might already suffice 
to detect Jupiters, if not to characterize them. 
In 1998, over one hundred alerts were issued by the MACHO and OGLE teams. Let 
us assume that 15% of solar type stars have Jupiters within the lensing zone. Only 20% of 
those will produce detectable deviations [46], since most of the time the planet will not be 
near the image trajectories. We then expect that N3 of the 100 events reported in 1998 
had Jupiter deviations. The question that arises is whether and how accurately would we 
be able to detect them with observations from northern sites ? 
Let us adopt the aforementioned assumption and assume additionally that we have 
access to a lm class telescope at +30° latitude. Then we have a3 hour per day observing 
62 
window for the Bulge for a period of 4 months. If the mean exposure time is 600 s and the 
CCD readout time is 180 s, then we should be able to make 14 exposures per night, and 
thus follow a maximum of 14 events with one image per night. Since on the important 
events we would require more than 1 data point per night we can cut the number of events 
followed down to 9 events per night. 
Observations should intensify, by re-allocating the nightly imaging of different tar- 
gets, at times around the time of maximum amplification and events should be followed 
in order of importance, i. e. an event is given higher priority if it is close to maximum 
amplification. 
There were over 100 alerts issued in 1998, so the average number of microlesing 
events in the 4 months that the Bulge could be observed from the North would be N 35. If 
each event was imaged for N 30 days then these events could have been covered intensively 
enough to detect any giant planet deviations that might have occured close to the time of 
maximum amplification when such deviations are more pronounced. 
Deviations due to giant planets last for a few days [46], so with daily monitoring we 
should get one or two data points deviating from the unperturbed light-curve. Therefore 
if any of the 35 events observed had a giant planet in the lensing zone (under our previous 
assumption, one event should) it ought to be detectable. Furthermore, if a series of 
telescopes were dedicated to this task in coordinated operation, the temporal coverage of 
the events and/or the number of events observed would be increased. 
If daily sampling suffices to detect most of the short lived lensing anomalies due to 
Jupiters, more intensive monitoring is necessary if the planetary characteristics are also 
to be determined. The planet/star mass ratio is the square of the event durations and 
the shape of the anomaly identifies which image of the star is being lensed by the planet. 
Characterization requires perhaps 5-10 points/night spanning the duration of the anomaly. 
For this reason current lensing searches with Southern telescopes have aimed for hourly 
sampling of the most favourable events. Prompt automatic data reduction and internet 
alerts would be an alternative method of triggering continuous monitoring within minutes 
after an anomaly is found. This 2-level strategy would allow more events to be monitored 
for Jupiters. 
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4.2 Observations Summary 
It remains to be demonstrated whether useful photometric measurements can be achieved 
at northern sites. At +30° latitude, airmass is below 2 for only 3 hours per night. As 
atmospheric transmission and seeing are poorer at large airmasses, it is not obvious that 
sufficient accuracy to characterize the microlensing lightcurves for Galactic Bulge sources 
can be achieved from a northern site. 
We gathered data in 1998 looking at microlensing events in the Galactic Bulge. The 
IAC 0.8m telescope on Tenerife (Longitude: 16°30'35" West, Latitude: 28°18'00" North) 
in the Canary Islands was used for one hour per night for a period of 4.5 months (15 May- 
30 September). Several ongoing microlensing events were monitored with 1 or 2 being 
observed each night. 
In the observing run, the number of nights per event ranged from 3 to 15, with a 
maximum of 3 images per night taken at 10 min intervals. Exposure times were 600 s 
for each image and all were obtained in the R-band. The CCD size was 1024 x 1024, 
covering a sky area of 7.3 x 7.3 arcminutes and the typical seeing ranged between 1.5 
and 2 aresec. The microlensing events were recorded with a photometric accuracy that 
reached N1- 2% (see Fig. 4.1) for the brighter part of the light-curve (R N 16 mag) but 
no planetary deviations from the event light curves were found. This was not unexpected 
since the gaps in temporal sampling were of appreciable size. The two best sampled events 
are discussed in section 4.4. 
4.3 Performing Crowded field photometry 
We performed crowded field photometry on the CCD data using the STARMAN stellar 
photometry package [74] in a semi-automated data reduction pipeline. Further processing 
of these results and subsequent lightcurve analysis was performed by means of programs 
developed in C-shell, FORTRAN and IDL. 
The CCD frames were de-biased, flat-fielded in the manner described in chapter 3 
and the target star was identified from finder charts. A coordinate list of stars selected 
for photometry was compiled manually. This list included the target star, N 20 bright, 
unsaturated stars which were used to calibrate the point spread function (henceforth called 
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Figure 4.1: Magnitude values versus the corresponding rms values of 15 measurements of 
the magnitude values for 390 stars. The plot looks more noisy than expected which is due 
to the overcrowding of some stars. 
Figure 4.2: Progress of microlensing event 98BLG35. The box sizes are 40 x 40 pixels. 
North is right, East is down. 
the PSF stars) and a selection of stars of constant brightness comparable to that of the 
target at each stage of the lensing event (henceforth called the error stars). The latter were 
used to calculate the RMS scatter on the measured target magnitude for the full range of 
S 
its brightness variation. The list also included any close companions to the aforementioned 
stars, which might otherwise distort the PSF fitting photometry if ignored. The final list 
used for the photometry therefore included 1) the target star, 2) the PSF stars, 3) the 
close companions to the PSF stars. 
The images were registered using FIGARO (standard STARLINK software) to deter- 
mine relative pixel shifts in the x and y axes for each frame using the routines extract, 
ystract and scross. The first two collapse the images in the x and y directions respectively 
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to form 1-D arrays, while scross cross-correlates two collapsed images and reports a rela- 
tive shift in pixels between the two. The first input image was taken as the template frame 
and all remaining images were registered to match it. Automated cropping was performed 
on each image, creating a sub-frame, such that the star list was correctly aligned for each 
sub-frame. A PSF profile was then derived from fitting to the the PSF stars. This was 
done in the STARMAN environment using the profile function which determines the mean 
stellar profile in an image. This is done by estimating the parameters of an analytic profile 
with a subsidary empirical map that together give the best mean fit for the profiles of the 
PSF stars (see chapter 3 for more details on PSF fitting photometry). 
Crowded field PSF-fitting photometry was performed on the stars in the main list. 
Stars with poor PSF fits were rejected. Poor PSF fits are mainly due to cosmic ray hits, 
close companions or bad pixel areas. The magnitudes of the PSF stars were measured 
separately. These stars were used to set the zero point of the instrumental magnitudes, 
since these bright, isolated stars are less affected by photon noise or close companions. 
Differential magnitudes for the stars in each field were measured relative to the magnitude 
of the PSF stars on the template. Analytically, the magnitude offset of each frame from 
the template was calculated using, for frame j and star i: 
E(m, 
9i - mjo)wji 
x; 
wji 
i 
where z1 is the zero point value for frame i, m7= is the magnitude value of PSF star j on 
frame i, m2o is the magnitude value of star i on the template frame and wjj = 1/vji2 are 
inverse variance weights. 
Although no standard stars were observed, we have added a constant to the STAR- 
MAN instrumental magnitudes to make them match the baseline R magnitudes reported 
by the MACHO team (http: //darkstar. astro. washington. edu/) to an accuracy of 0.1 mag. 
To quantify the accuracy of our differential photometry we calculated for 390 stars 
in the field of 98BLG35 the RMS scatter about the weighted mean of 15 measured mag- 
nitudes. Fig. 4.1 shows the resulting estimate of the rms magnitude error as a func- 
tion of the star's R magnitude. STARMAN defined the uncalibrated magnitude scale as 
mag(*) = 30 - (2.5 x log(flux(*))) to which we add a constant to convert from instrumen- 
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tal to true magnitudes. The RMS scatter about the mean magnitude value <m> for each 
star is then: 
N 
RMS =N11 E(m%- <m >)2 (4.2) 
(i=l 1ý2 
where N is the number of frames used and mi is the magnitude value of the star on frame 
i. The vertical scatter of the points at a given R magnitude in Fig. 4.1 is consistent with 
the uncertainty ( 2/(N - 1) - 0.4) given that our estimate of the rms magnitude error is 
based on N= 15 measurements of each star. The achieved accuracy is some 3 times worse 
than expected based on our CCD noise model (curves in Fig. 4.1), which is dominated by 
sky noise for stars fainter than R- 16 mag. We attribute the degradation of accuracy 
to the effects of crowding, where the PSF-fit has difficulty separating contributions from 
blended star images. The theoretical curves in Fig. 4.1 were plotted after calculating the 
individual contributions of each noise source (see chapter 3). If G is the CCD gain, and 
N. is the total number of pixels under the profile volume, the noise contributors are the 
following: 
* Cph = 
(FG ) 1/2 
(4.3) 
Qrd = vo (N#)1/2 (4.4) 
G 
(4.5) Qsk = CFsN* / 
1/2 
where Qph, Urd, Oak, stand for star photon noise, readout noise and sky noise respectively. 
F. is the flux received from the star and FS the flux received from the sky. Note that 
N* = 41ra2 (4.6) 
and 
FWHM 
81n 2 
(4.7) 
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where FWHM is the full width at half maximum of the gaussian. The errors in flux are 
converted to errors in magnitude by the use of: 
Q(m) = Q(F) 
F (4.8) 
Derivations of the above can be found in appendix A. 
Fig. 4.1 indicates that our 600 s exposures have achieved an accuracy approaching 
1-3% for well-exposed images of brighter RN 16 mag stars. The achieved photometry 
degrades to 10% at R- 18 - 19. This accuracy can theoretically be improved by applying 
a linear seeing correction to the data sets. However, we found no obvious correlation of 
magnitude residuals with seeing or sky brightness. This was mainly because of the scatter 
in the data points and the low sampling of the events which resulted in dubious fits due 
to small number statisctics. 
It is probably possible to further improve the accuracy of our differential photometry 
by further refinement of the analysis techniques, for example by means of image subtraction 
methods [2] which have recently been demonstrated to get close to theoretical limits. 
However, the accuracy we have achieved is already sufficient for detection of planetary 
lensing anomalies, as we now demonstrate. 
4.4 Results 
Our light curves for MACHO 98BLG35 (Fig. 4.2 presents four frames showing the progress 
of the event) and 98BLG42 were the best-sampled events and will be discussed here. 
The observations for these events started near maximum amplification (see Fig. 4.3 and 
Fig. 4.4 with estimated event parameters: time of maximum amplification, event timescale, 
maximum amplification and baseline magnitude to, tE, Ao, Io respectively at the top left 
of the plot). The photometric analysis details are presented in table 4.1 and table 4.2 for 
events 98BLG35 and 98BLG42 respectively. 
A 2-10 Earth-mass planetary companion to the lensing star in 98BLG35 was sug- 
gested by the MPS/MOA team [77]. We are unable to confirm this since our lightcurve for 
this event covered only the decline and as a consequence the peak was not clearly defined 
in the fit. Unfortunately all of the events observed suffered from this same problem, with 
the exception of 98BLG42 where we had one point before peak magnification. For this 
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Table 4.1: 98BLG35 Observations 
HJD (245+) R Magnitude 98BLG35 Magnitude error 
0999.486 15.176 0.015 
0999.493 15.169 0.015 
0999.501 15.202 0.016 
1000.498 16.432 0.038 
1000.506 16.461 0.039 
1000.513 16.460 0.039 
1001.559 17.147 0.064 
1001.567 17.106 0.062 
1005.585 18.183 0.133 
1005.593 18.241 0.139 
1006.541 18.451 0.161 
1006.549 18.438 0.159 
1022.486 19.354 0.165 
1022.493 19.389 0.313 
1022.501 19.335 0.301 
1024.506 19.600 0.364 
1024.513 19.490 0.336 
1024.521 19.540 0.348 
1025.497 19.230 0.280 
1025.504 19.463 0.330 
1025.512 19.463 0.336 
1026.383 19.495 0.338 
1026.391 19.538 0.348 
1026.398 19.316 0.297 
1033.419 19.297 0.293 
1033.426 19.299 0.294 
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Table 4.2: 98BLG42 Observations 
HJD (245+) R Magnitude 98BLG42 Magnitude error 
1050.356 16.117 0.039 
1051.380 15.777 0.031 
1051.387 15.799 0.032 
1052.359 16.505 0.052 
1052.369 16.519 0.052 
1053.355 16.945 0.071 
1053.363 16.910 0.069 
1056.360 17.907 0.141 
1056.368 17.793 0.130 
1056.375 17.809 0.132 
1059.361 18.072 0.158 
1059.368 18.312 0.217 
1059.376 18.291 0.199 
1060.365 18.171 0.243 
1060.372 18.014 0.152 
1061.356 18.261 0.181 
1061.375 18.172 0.170 
1062.357 18.300 0.187 
1062.364 18.119 0.164 
1063.367 18.203 0.174 
1063.375 18.073 0.159 
1076.340 18.505- 0.232 
1076.347 18.501 0.215 
1077.339 18.502 0.231 
1077.347 18.381 0.198 
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Figure 4.3: Fitted lightcurve for microlensing event 98BLG35. R-Magnitude is plotted 
versus separation in units of RE. The estimated event parameters are shown on the top 
left corner of the plot. 
reason our fits to the data do not yield definite event parameters, but are nevertheless in 
agreement with the ones reported by other follow-up teams that use a number of dedicated 
telescopes for the same purpose. 
The PLANET group issued an anomaly alert for 98BLG42 claiming it to be the 
result of binary lensing with finite source effects. They report an anomalous decline 
that occurred between JD 2451050.5 and 2451051.2, close to the time of maximum am- 
plification, attributable to a caustic crossing by a resolved source. We have obtained 2 
observations at JD 2451051.3804 and JD 2451051.3879 but are unable to confirm anything 
since we do not detect any significant deviations from the unperturbed lightcurve. As far 
as we are aware, no data have as yet been published for this event. 
0X2 maps were generated using the plens program developed in FORTRAN by K. 
Horne and show the change in X2 for a fit with a planet at x, y relative to the no planet 
model. We have set a detection threshold of k= 5o. Black zones show regions where 
0X2 > k2, white zones show regions where 0X2 < -k2. The grey zones on the plots 
signify the positions where the presence of the planet does not perturb the light curve, 
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Figure 4.4: Fitted lightcurve for microlensing event 98BLG42. R-Magnitude is plotted 
versus separation in units of RE. The slight increase in brightness in the region x/REN 1 
of the plot is probably a blending effect from a star that lies almost on top of the target. 
As the target gets very faint the PSF-fitting program has difficulty distinguishing between 
the two stars. 
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Figure 4.5: 0X2 -vs- planet position for the data on 98BLG42. The black zones show 
where the presence of a planet with q= 10-3 is ruled out by our observations. 
i. e. where AX2 = 0. In the case that the lightcurve held evidence to claim detection of a 
planet, the x2 map would have a white zone close to the expected position of the planet 
which would have been interacting with either the major or the minor image. However it 
is possible to have white zones on both major and minor image positions if the light curve 
is poorly sampled. This is because we cannot tell which image the planet is perturbing. 
With better sampling a white area would appear only at the correct position of the planet. 
Fig. 4.5 shows a 0X2 map as a function of planet position with q= 10-3 for the 
event 98BLG42. Our first 4 observations of this event occur at 1 day intervals, followed 
by two 3-day gaps between the next 2 data points. This is a relatively high amplification 
event and therefore the images of the source star move quite rapidly around the Einstein 
ring. For this reason the `detection zones' set by our observations at 1-day intervals 
do not overlap. Although incomplete, we nevertheless do achieve a significant detection 
probability. 
The probability of finding a planet on position x, y on the lens plane given its orbital 
radius a (assuming a randomly oriented circular orbit) is given by: 
P(detja) =f P(det1x, y)P(x, y1 a) dxdy. (4.9) 
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The first term 
P(detjx, y) 
1 if OX2 > k2 
_ (4.10) 
10 otherwise. 
is 0 in the `grey zones' on Fig. 4.5, where a planet has no effect on the lightcurve, and 1 
in the `black zones', where the planet produces a large effect near one of the data points. 
This detection probability is appreciable only when the planet position x, y is close to one 
of the images of the source at the time of one of the data points in the lightcurve. The 
interesting shape of the black zones in which the planet can be detected is due to details 
of lensing by two point masses, which we have calculated using the techniques of Gould 
and Loeb (1992). 
The second term P(x, y1a) is obtained by randomly orienting the planet's assumed 
circular orbit of radius a, and then projecting it onto the x, y plane of the sky. This gives 
a circular distribution centred on the lens star and rising as (r/a)2 to a sharp peak at 
r=a, outside which the probability vanishes. This term may be written as: 
P(x, yja) = 
1 (4.11) 
21ra a2-x2-y2 
for r2 = x2 + y2 < a2. A slightly elliptical orbit would blur out the outer edge, and it's 
obviously possible to calculate this for any assumption about the eccentricity. 
The net detection probability P(detla) is therefore the result of summing up the 
fraction of the time that a planet in the orbit of radius a would be located inside one of 
the `black zones' of Fig. 4.5. The result is plotted in Fig. 4.6. Since the detection zones 
are near the lens star's Einstein ring, the detection probability is highest for planets with 
a- RE. 
Our observations, primarily the data points on 4 consecutive nights while the source 
was strongly amplified, yield a detection probability of about 10% for a= RE. This 
detection probability is for a planet with a Jupiter-like mass ratio, q= mp/ML = 10-3, 
and for other planet masses it scales roughly as ý, Fq. For a< RE the detection probability 
in Fig. 4.6 is lower because the planet spends more of its time inside the Einstein ring, 
away from the detection zones. Discrete steps occur as the orbit radius shrinks inside each 
of the data points. For a> RE the planet spends most of its time outside the detection 
zones and the probability drops off as (RE/a)2. 
74 
5-v Detection for q-m/M- 1.0E-03 
0 
aW 
-0 C 
}O; 
ü. 
v0 
00 
IL 
t 0 
I? 
to - 10514101 tE - 18.07 
A0-13.077 A -2.791 
b- 18.505 as - 0.0001 - 1.000 
» 
ýf(25 
eAJE. w ].. 0 536....... .... ................. 
-........ 
_..... _.................................................... »..... 
............. »... »...... w.. _........ ». 
i 
.................... ».................... .................... ............ _...... 
................... ............................................. r...................... ............... ........................ 
=0.1 1 10 1C 
Orbit Radius a/Rr. 
Figure 4.6: The probability of detecting a planet with mass ratio q=10-3 in orbit at radius 
a in units of the Einstein ring radius based on the observations for 98BLG42. The solid 
horizontal line indicates the total detection probability. The probability is maximized for 
orbital radius a/REN 1. 
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To summarize, our measurements of the lightcurve of 98BLG42 probe a substantial 
fraction of the lensing zone for the presence of Jupiters. Our detection probability, arising 
mainly from data on 4 consecutive nights of high amplification, is 10% for a planet with a 
Jupiter-like mass ratio q= 10-3 and orbit radius aN RE. The gaps between our detection 
zones indicate that denser temporal coverage would improve the result for this event by 
perhaps a factor of 3. For even denser sampling, however, the detection zones in Fig. 4.5 
would begin to overlap, diminishing the added value of each new data point toward the 
objective of detecting Jupiters. 
4.5 Simulated Detection of a Jupiter 
In this section we show explicitly how Jupiters can be detected in lightcurve data obtain- 
able from a northern site. Our goal is not to characterize the planet, but rather to show 
that we can discover that a planet deviation has occurred, based on the daily sampling 
and accuracy attainable from a northern site. 
To make a reasonably realistic assumption of our ability to detect planets, we add 
several fake data points to our observed lightcurve of 98BLG42. These points fill in a 4-day 
gap in the actual observations during the decline from peak amplification. The fake data 
points include the effect of a Jupiter mass planet located at x/RE = 1.05, y/RE = 0.39, 
which amplifies the major image on one night only. The magnitudes reported in this 
section are STARMAN instrumental magnitudes. 
The fake data points were obtained by using the lightcurve magnitude value for 
that day with an added random scatter value (Om) within the limits imposed by the 
noise model. 
The new lightcurve, including the fake data points and the best-fit point-lens lightcurve, 
are shown in Fig. 4.7. The fake data points on the night most affected by the planet pertur- 
bation lie significantly above the fitted point-lens lightcurve, and these high points pull the 
fit up so that other points fall systematically below the predicted lightcurve. As a result, 
the best fit achieved by the point-lens no-planet model has a X2/27 = 2.8 with 4 parame- 
ters fitted to 31 data points. The 4 parameters were adjusted using the downhill simplex 
algorithm to minimize X2 and were, namely, the time of maximum amplification, event 
timescale, maximum amplification and baseline magnitude (to, tE, Ao, 10 respectively). 
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The X2 improves by a factor of 8, to X2/25 = 0.37 for a star+planet lens model, as 
shown in Fig. 4.9. In this fit we adopt a planet/star mass ratio q= 10-3, and allow the 
planet to be anywhere on the plane of the sky, thus optimizing 2 additional parameters. 
This highly significant improvement in the fit is sufficient to reject the no-planet model in 
favor of the star+planet model. This can also be seen clearly on the residual patterns for 
both fits as illustrated in figures 4.8 and 4.10 for the no planet and planet fit respectively. 
The planet's presence is thus detectable in the lightcurve. 
Fig. 4.11 shows the AX2 map as a function of assumed planet position. Although 
the planet is detected, its mass and location are not well defined from the data. The 
data points that detect significant deviation from the point-lens lightcurve do not reveal 
the duration or shape of the planetary deviation. The planet could be interacting with 
either the major or minor images of the source star, and therefore could be located on 
either of several positions indicated by the white regions on Fig. 4.11. Thus while the 
planet is detected, it is certainly not characterized. Characterization obviously requires 
significantly more data points to record the shape of the planetary deviation. 
Since up to now there have been no confirmed reports of any planetary deviations by 
any microlensing follow-up network, it is our belief that nightly monitoring schemes, taking 
a couple of exposures per night for a number of events (as suggested in section 2) might 
yield the first detections. Even more so if numerous telescopes contribute observations to 
the effort and data are shared in a common database. 
4.6 Discussion 
We have used 1 hour per night on the IAC 0.8m telescope in Tenerife for CCD monitoring 
of the lightcurves of Galactic Bulge microlensing events during the 1998 season. The best 
observed event in our dataset is 98BLG42, for which we obtain accurate measurements 
on 4 consecutive nights beginning just before the peak of the event, and lower accuracy 
measurements in the tail of the event. Our data are consistent with a point lens lightcurve. 
We identify the detection zones near the Einstein ring of the lens star where our data rule 
out the presence of a planet with a Jupiter-like planet/star mass ratio q= 10-3. For such 
planets our detection probability is 10% for orbit radius a- RE, falling off for larger and 
smaller orbits. 
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Figure 4.7: Shown above is the best fit single lens model for a simulated lightcurve which 
includes a planetary deviation. The fitted parameters appear in the top left corner of the 
plot. The residuals of the fit are shown in fig 4.8. The X2 value improves by a factor of 8 
if we allow for the presence of a planet as shown in fig 4.9. 
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Figure 4.8: Fit residuals for the best single lens model fit as shown is fig 4.7. 
78 
simulated event 
ý2 
N 
0' 0 
N 
N 
-3 -2 -1 0123 
X/RE 
Figure 4.9: Best fit lens+planet model for a simulated lightcurve which includes a plan- 
etary deviation. This gives a lower X2 than figure 4.7, indicating a better fit. The fit- 
ted parameters appear in the top left corner of the plot and the planet is at position 
x/RE = 1.05, y/RE = 0.39 on the lens plane interfering with one of the major images. 
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Figure 4.10: Fit residuals for the fit including the planet in fig 4.9. 
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Figure 4.11: The dark zones on the X2 map mark where the planets with q= 10-3 
are excluded at the 5o level based on the simulated observations. White zones repre- 
sent a successful detection. The planet is successfully detected at position x/RF = 1.05, 
y/RE = 0.39 on the lens plane where it interferes with one of the major images. Note 
that white detection zones also exist close to the minor image as well. This is because 
poor sampling cannot tell us exactly which image the planet is interacting with so we get 
white spots at both possible positions. This discrepancy can be solved if the sampling is 
sufficient to resolve the structure of the planet lensing event in detail. 
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We also demonstrate explicitly, by adding a few fake data points to our actual CCD 
data, the feasibility of detecting planets by monitoring microlensing lightcurves from small 
(lm) telescopes at northern sites, despite the degradation of accuracy arising from poorer 
seeing at higher airmass. 
If such an observing scheme is to be pursued, ongoing events could be preselected 
from the alerts issued by the detection teams (OGLE, EROS) and observations could be 
directed to those of high amplification since the signal-to-noise (S/N) achieved should 
be better for those. Dense sampling should be dedicated to clearly defining the primary 
peak and probing for secondary peaks in this region. If the lensing star has a planetary 
companion, the probability of detecting it is highest if the planet has an orbital radius 
a= RE, the Einstein ring radius. In this case the planet could be perturbing either the 
minor or the major image, which are located respectively just inside or just outside the 
Einstein ring at the high amplification part. Since the detection probability is much lower 
for a» RE the event need not be monitored as densely for amplifications less than 1.34, 
where only a few data points are needed to establish the baseline level. The possibility of 
making observations from northern sites may also yield crucial data points on events that 
cannot be followed during certain times from southern sites where most teams currently 
operate. 
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CHAPTER 5 
The 2000 JKT observing campaign 
We present observations of 8 Galactic Bulge microlensing events taken with the 1.0m JKT 
on La Palma during 2000 June and July. The JKT observing schedule was optimized 
using a prioritizing algorithm to automatically update the target list. For most of these 
events we have sampled the lightcurves at times where no information was available from 
the OGLE alert team. We use a combined X2 minimization fit to both our data and 
the public domain OGLE data in order to constrain the event parameters of the fit. We 
then refit the data introducing two additional parameters using a maximum likelihood fit 
to calculate the probability of detecting Jupiters. We have seen no clear signatures of 
planetary deviations on any of the 8 events and we quantify constraints on the presence 
of planetary companions to the lensing stars. For two well observed events our detection 
probability peaks at -60% for q= 10-3 and a- RE. 
5.1 Outline of the Observations 
From 2000 June 6 to July 17 we used the im Jacobus Kapteyn Telescope (JKT) on 
La Palma (Longitude: 17°52'41" West, Latitude: 28°45'40" North), Spain, to observe 
a number of microlensing events alerted by the OGLE (Optical Gravitational Lensing 
Experiment) team. A CCD SITE2 chip was mounted on the telescope with a gain value of 
1.95 e /ADU and a readout noise of 11.7 e- in TURBO readout mode, linear to ±1.1% 
for exposures to 55k ADU. The pixel scale was 0.33 arcsec/pixel and the observations were 
taken using an I filter at 820nm where the quantum efficiency of the chip is -60%. 
Since the Galactic Bulge is a southern object, most of the observations were per- 
formed at high airmass (N 2) while our typical seeing ranged from 1 to 2 aresec. This 
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however does not prove to be as great a hindrance as one may expect since photometric 
accuracy down to N1- 2% is still possible [[88] and Fig. 5.1] for the brighter part of the 
lightcurves (I < 16 mag). Exposure times were varied depending on the target current 
predicted brightness in the I-band so as to maximize the S/N while avoiding saturation. 
Two exposures were taken on each night for the brighter targets to permit discrimination 
of cosmic ray hits. For seven of the events followed we obtained data at times when OGLE 
lacked any. In section 2 we discuss our observing strategy. Section 3 of the chapter deals 
with the photometric analysis of the data. We present the data in section 4 together with 
the OGLE information [89]. Section 5 discusses the limits on planetary companions for 
the events. We summarize our results in section 6. 
5.2 Observing Strategy 
Since our targets are only observable for about 3 hours per night from the JKT site during 
the summer, and since we were allocated only 2 hours per night for the observations, we 
had to fine tune the observations in order to maximize the number of events followed per 
night and also not to miss any events that were nearing maximum amplification. 
For this purpose, we set up a daily auto-generated webpage to drive the observing 
schedule and which the observers could consult at any time. The events available on 
each night were listed, along with their RAs and Decs, predicted current I magnitude, 
suggested exposure times, finder charts, current lightcurve fits and first estimations of the 
parameters. A (dimensionless) priority number was assigned to each event on a daily basis 
and the events available on each night were sorted and observed in order of importance. 
The priority number for each event was calculated using an empirical formula that places 
more weight on short, bright, high amplification events that are approaching their peaks: 
p- 
JD - JDL 600sec AO + At 10mag log(At) log(Ao). (5.1) 
tE teyp Ap -At 10 
where JD is the current Julian Date, JDL is the Julian Date of the last observation, AO 
and At are the maximum amplification of the event and the amplification at the time of 
observation respectively, calculated from the current best fit to the data, texp, tE, Io are 
the suggested exposure time, the event timescale and the baseline magnitude respectively. 
The above formula proved to be effective for the purposes of driving the project. However, 
it is not optimal. One of the easily identifiable problems is that when At = A0, P -+ oo. 
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Figure 5.1: Rms values versus the corresponding Magnitude values of 17 measurements for all 
the stars found on the field of 2000BUL34. The dominant source of noise for I> 17mag is from 
the sky. 
Use of a robust prioritizing algorithm to optimize the follow-up observing of mi- 
crolensing events will become more essential from 2002, when OGLE III comes online, 
since the number of microlensing events alerted is expected to rise from the current rate 
of -100 to perhaps 300-1000 events per year. 
As automatic data reduction pipelines will soon be able to detect anomalous data 
points in real time (X2 of single lens fit > X2thresh), subsequent observations can be im- 
mediately dedicated to verifying and recording the shape of the lightcurve anomaly. 
5.3 Photometric Analysis 
The photometric analysis was performed using the IRAF/DAOPHOT package [29] in a 
semi-automated pipeline. For further processing and lightcurve fitting we used separate 
programs developed in IDL (Interactive Data Language). 
Standard pre-processing, which involves subtraction of the bias level and division by 
the master flat field, is first applied to the CCD frames. Once this is complete, we register 
the frames to the nearest pixel using FIGARO so that the star positions correspond to the 
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Figure 5.2: X2 minimization fits to the combined data. The upper panels show the OGLE 
data and the lower panels the JKT data. 
same pixel areas on each frame. We then crop the frames to 300 x 300 pixels (99" x 99"), 
centered on the target, to reduce processing time since we are mainly interested in the 
target star and a certain number of nearby reference stars to determine the frame-to- 
frame magnitude corrections. The initial average sky value and its variance for each 
frame, which are needed to drive DAOPHOT, are determined by picking a star-free region 
and calculating the sky background photon statistics. The sky value is then recalculated 
within the routine. 
The next step involves identifying all the stars on a good seeing frame by using the 
DAOFIND task. A number (N 10-15) of bright, uncrowded stars are manually selected 
as point-spread function (PSF) stars which are used to create the PSF for the frame. 
The profile uses the `penny2' analytic function which comprises of a Gaussian core with 
Lorentzian wings. 
We then run ALLSTAR on our frames to measure all the stars present in the list. 
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Table 5.1: Fitted parameters for the events observed. 
EVENT NJKT NOGLE 'OGLE DI Ao tE(d) to(HJD 245+) 
BUL26 21 189 14.04 -0.151 1.59 66.01 1705.66 
BUL29 5 41 17.05 -0.654 3.82 37.36 1698.19 
BUL31 29 64 15.49 +0.165 7.55 55.87 1743.27 
BUL33 26 77 16.98 -0.534 7.00 71.26 1730.49 
BUL34 17 64 17.73 +0.279 5.15 26.98 1710.73 
BUL36 18 69 16.06 -0.143 1.13 40.69 1711.64 
BUL37 16 48 17.62 +0.713 1.63 25.72 1713.92 
BUL39 13 61 17.11 +0.701 1.32 28.01 1719.32 
Table 5.2: Reduced X2 values for the events observed 
EVENT I52 f o0(mag) 
2 
J .7 
BUL26 5.18 1.992 0.01 1.06 
BUL29 2.88 1.597 0.008 1.155 
BUL31 3.24 1.871 0.004 1.082 
BUL33 8.16 2.134 0.052 1.045 
BUL34 2.27 1.446 0.009 1.077 
BUL36 2.79 1.633 0.000 1.114 
BUL37 1.83 1.307 0.003 1.102 
BUL39 3.00 1.682 0.003 1.038 
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The magnitudes of the PSF stars are used to calculate the average magnitude offset of 
each star from its weighted average over time. The average of the offsets is the zero-point 
value z1. This frame-dependent zero-point is then applied to the magnitude values of all 
measured stars on every frame. Analytically, the weighted average value of star mj, for 
each frame i, is calculated using: 
E 
mji Wji 
< m3 >= i (5.2) 
wji 
where the weights used are inverse variance weights wj; = 1/a2ji, mj1 is the magnitude 
value of star j on frame i and the zero point for frame i is: 
(mji- < mj >) wji 
zi =2 (5.3) 
wji 
Instrumental magnitudes Iii = mj; - zi rescaled in this fashion were then plotted vs time 
t to produce the lightcurves. 
The typical accuracy obtained by our method is illustrated on figure 5.1 which 
shows, for all stars found on the frames of the field of event 2000BUL34, the RMS scatter 
about the weighted average of 17 calibrated magnitude values. 
5.4 Lightcurve fits 
To calculate the offset from instrumental to standard magnitudes we performed a com- 
bined X2 minimization fit to both our dataset and the OGLE publicly available data. The 
X2 was minimized using a downhill simplex method as described in [76]. The parameters 
we fitted were five: the time of maximum amplification to, event timescale tE, maximum 
amplification A0, baseline magnitude for the OGLE data IOGLE and instrumental base- 
line magnitude for the JKT data IJKT" From this we estimate the magnitude offset 
DI = IOGLE - IJKT between the two datasets. 
Our X2 fits to the lightcurves of the events are summarised in Table 5.1 and plots of 
the fits are presented in Figures 5.2 and 5.3. The upper panels show the OGLE data and 
the lower panels present the JKT data. Table 5.1 gives for each event the number of JKT 
and OGLE data points fitted and the 5 parameters arising from the fit. The residuals of 
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x RE 
(d) 2000BUL39 
(b) 2000BUL36 
these fits were generally consistent with the estimated error bars during the bright phases 
but were larger than expected near the baseline magnitude. This is most likely because 
of the difficulty in achieving accurate photometric measurements in crowded fields such 
as the Galactic Bulge. We therefore decided to include a crowded field error in our model 
and also allow for under/over-estimation of the error bars. We then refit the combined 
dataset by introducing these two additional parameters adjusting the error bars. 
The plots presented in figures 5.4,5.5 and 5.6 were accomplished adjusting 6 pa- 
rameters, to, tE, Ao, Io, f and ao. The first four are as defined previously. Parameter f 
respresents a scale factor for the error bars which accounts for the under/over-estimation 
of their original value a i. The co term is an additive flux error intended to account for 
crowded field effects and is most important when the source is unmagnified. So the error 
bar si on the flux assumes the form: 
Si = 
(v02 +f 20; 2)1/2 (5.4) 
where the initial estimates for ao and f are 0 and 1 respectively. By having added these 
two extra parameters to adjust the size of the error bars, we cannot use X2 minimization to 
optimize the fit since the fit can achieve X2 =0 by making the error bars infinitely large. 
Therefore we use a maximum likelihood criterion. Under the assumption of a correct 
model, a maximum likelihood fit maximizes the probability of the data by choosing the 
parameters of the model. Assuming Gaussian error distributions, a maximum likelihood 
fit maximizes 
L= exp(-0X2/2) (5.5) N 
11(21rS, 2)1/2 
i=1 
This is equivalent to minimizing 
N 
-21n(L) = X2 +2 1n(si) + 21n(2ir). (5.6) 
i=1 
We may omit the constant term, 21n(2ir), since it is unimportant. This method introduces 
a penalty in making the error bars large since that increases the value of the second term 
in the equation. 
The improvement in the achieved X2 by using the 6 parameter model can be seen in 
figure 5.7. In these plots we also allow for the presence of a blending flux by introducing 
the blend fraction bo = fb/ fe, where fb is the blend flux of unresolved light sources and f, 
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maximum amplification, event timescale, time of maximum amplification, blend fraction(, 
crowded field error, scale factor) respectively. 
the flux of the unlensed source. Then the total observed flux at time t becomes ftot(t) _ 
fs x A(t) + fb, where A(t) = (uz(t) + 2)/(u(t) u2(t) + 4). The observed magnification in 
this case is 
Aobs(t) = 
fs x A(t) + fb 
- 
A(t, ) + bo (5.7) 
(fs+fb) (1+bo) 
For 2000BUL26 we obtained data during the second half of the lightcurve. Our 
second data point taken at HJD 2451711.566 deviates significantly (2Q) from the single 
lens lightcurve while the OGLE team have obtained no data in the region. We inspected 
the frame and exclude the possibility that the deviation is caused by a cosmic ray hit and 
is more likely attributable to the inferior image quality compared to the majority of the 
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frames obtained for the particular event. We therefore believe we cannot make any claims 
regarding this deviation since one data point is not sufficient. Perhaps other groups that 
have followed this event more closely might be able to place tighter constraints. 
Because at zenith distance (ZD) >45 degrees in the west the JKT optics show 
irregular jumps that usually appear as double images on the CCD, half of the observations 
for event 2000BUL29 had to be rejected as inappropriate for photometric analysis. As a 
consequence, this event was not well sampled, and we only obtained 5 data points. The 
fit is therefore mainly constrained by the OGLE data points. 
The best sampled events were 2000BUL31, whose decline we missed because of the 
expiry of our allocated observing time, 2000BUL33 and 2000BUL34 where our data cover 
a significant portion of the amplification. The good coverage and high amplifications of 
these events allow us to place strict constraints on the fitted parameters and to exclude 
the presence of planetary conpanions in the lensing zone 0.6 < a/RE < 1.6 (a being the 
planetary orbital radius) with high levels of confidence as discussed in section 6. 
2000BUL37 was again covered in the decline and we obtained good coverage of the 
second half of the peak. The OGLE dataset lacks any points in the decline and it is the 
JKT data that help to define the shape of the lightcurve. 2000BUL36 and 2000BUL39 
were low amplification events selected by the priority algorithm mainly because they were 
close to maximum amplification while the remaining ongoing events at the time were away 
from their maximum amplification values. Clearly, the information extracted from these 
last two events is not of the highest quality as their faintness and low amplifications result 
in poorer data points and a deviation should be more pronounced to be detected. 
All data are publicly available and may be downloaded from our website: 
http: //star-www. st-and. ac. uk/-yt2/WEB_GROUP/micro2000. html 
5.5 Planet Detection Probabilities 
Following the lightcurve reduction and fitting we proceeded to calculate the net detection 
probability for each of the sampled events using the method outlined in Tsapras et al. [88] 
which is itself based on the fitting routine described in Gould & Loeb [46]. We calculated 
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the probability for two different planet/star mass ratios q= 10-3 and q= 10-4 for all 8 
events followed. The results are plotted in figure 5.4. The detection probability of finding 
a planet at the position x, y on the lens plane for an orbital radius a is calculated as 
described in chapter 4.5. 
The probability of detection reaches a highest value of - 60% for q= 10-3 and 
a/REN 1 for events 2000BUL31 and 2000BUL33. The remaining events that were fol- 
lowed have lower (1-10%) detection probabilities. The probability then drops off for larger 
separations. As a general trend the probability peaks around 1 RE as expected while for 
events with low amplifications, for the mass ratios presented, we observe a double peaked 
probability in agreement with the simulations performed by Gaudi [41] for the detection 
efficiency. The total probability from all 8 events combined is obtained by summing up 
the individual probabilities for each event and for each value of a/RE. It is dominated by 
the contributions from 2000BUL31 and 2000BUL33 and has a value of 1 for aN RE (see 
Fig. 5.4(i)). 
Figure 5.5 presents a 0X2 map as a function of planet position for events 2000BUL31 
and 2000BUL33, and for a planet/star mass ratio q= 10-3. These show how the X2 of the 
fit changes as we assume different positions for the planet on the lens plane. The grey zones 
indicate regions where the 0X2 is zero, i. e. the planet does not affect the lightcurve in 
any way. Black zones show regions of Ox2 > +25 and are the regions where the planetary 
presence can be excluded at the time of observation. The appearance of white zones on 
the plots would signify a better fit has been achieved with the assumption of a planet at 
that position interacting with one of the two images of the source star ('X2 < -25). Our 
plots show no white detection zones for any of the 8 events followed. 
5.6 Summary 
We have followed 8 microlensing events using the JKT on La Palma for 2hrs per night 
from 6 June to 17 July 2000. We present fits to the combined JKT-OGLE datasets and 
recalculate the event parameters. We have seen no indications of a planetary presence in 
the datasets. Finally we calculate the planetary detection probabilities on all the events 
for two different mass ratios of q= 10-3 and q= 10-4. For two events the detection 
probabilities peak at - 60% for q= 10-3 and aN RE. 
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CHAPTER 6 
Limits on abundance of planets from 1998-2000 OGLE obseravtions 
We analyze three years (1998-2000) of OGLE observations of microlensing events to place 
limits on the abundance of planets with a planet-to-star mass ratio q= 10-3 at distances 
-1- 3AU from their host stars, i. e. `cool Jupiters'. We fit a total of 146 events using 
a maximum likelihood fit that adjusts 6 parameters. Each data point on the lightcurve 
allows us to exclude planets close to the two images of the source appearing on opposite 
sides of the Einstein ring of the lens star. We proceed to compute detection probability 
maps for each event, using a AX2 threshold value of 25, and combine the results from all 
events to place global constraints. Our selection criteria returned 6 candidate events, 5 of 
which could be due to a planet with q= 10-3. However, the OGLE data are not sufficient 
to draw definite conclusions. If we assume that these deviations are not due to planets, 
we conclude that less than 18% of the lens stars have Jupiter mass planets orbiting them 
at an orbital radius of 1.1 <a<3 AU. The datasets presented here were obtained from 
the OGLE website. 
6.1 Analysis of OGLE lightcurves 
6.1.1 The sample of events 
For the purposes of this analysis we only considered the events for which the PSPL model 
provided adequate fits. 
Out of a total of 162 events observed by the Optical Gravitational Lensing Exper- 
iment [89] collaboration during a three year period (1998-2000) we found that for 146 of 
these the reduced X2 of the point source - point lens (henceforth PSPL) model fit, ad- 
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Figure 6.1: Maximum likelihood fits to the OGLE data for events 1998bul14 and 
2000bu131. The fits were accomplished by adjusting 6 parameters. The best fit parameters 
appear on the top left corner of the plots. 
Figure 6.2: Ok2 -vs- planet position for the data on events 1998bu114 and 2000bu131. The 
black AX2 > 25 detection zones show where the presence of a planet with a planet/star 
mass ratio q= 10-3 is ruled out by the OGLE observations. A successful detection would 
have been indicated with a white zone. 
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justing 6 parameters, approached a value of unity indicating a good fit. We discuss our 
method in the next section. 
6.1.2 Point-source point-lens fits 
To illustrate our analysis we present our fits for events 1998bul14 and 2000bul3l in fig- 
ure 6.1. These are high magnification events and the fitted event parameters are indicated 
on the top left corners of the plots. Our estimates of the parameters for the event 1998bu114 
are in agreement with those published by the PLANET collaboration [5]. 
Our initial fits were accomplished by adjusting four parameters describing the shape 
of the PSPL lightcurve; the time of maximum amplification to, event timescale tE (time 
to cross Einstein ring diameter), maximum amplification Ao and the baseline magnitude 
I. The residuals of the four parameter fits were generally consistent with the estimated 
error bars during the bright phases, but larger than expected near the baseline magnitude 
Io. This probably reflects the difficulty in obtaining accurate photometric measurements 
in crowded fields. 
To assess evidence of lightcurve deviations at a first glance, we impose a criterion of 
X2/(N-4) < 3.5, for the four parameter fit, which helps to identify the obvious non-PSPL 
lightcurves. This criterion was not met by 46 events. Upon further examination of these 
lightcurves, we concluded that for 16 of these, the effects of stellar binary lensing, lensing 
of binary sources, parallax motion and stellar variability were responsible for anomalies 
in the lightcurve. We removed these 16 events from our list since our model does not 
account for these effects. The remaining 30 events were kept for further analysis despite 
the inferior quality of the lightcurves. These were events that were either sampled only 
during one part of the amplification phase, were imaged very sparsely for the duration of 
the amplification and/or showed significant scatter in the baseline. The excluded events 
are discussed next along with brief descriptions of the causes of deviations. 
6.1.3 Excluded Events 
We give a brief description of the events excluded from the PSPL fits and briefly discuss 
the possible nature of the deviation. 
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1998BUL12: Having a baseline I magnitude of 12.932, this event shows magni- 
tude variations not consistent with the PSPL model. The magnitude starts increasing 
at JD-2450000 - 920 and reaches a maximum value of - 12.67mag at JD-2450000 N 
950. Then it drops off but not following the standard Paczynski bell-shaped curve. The 
lightcurve observed could be that of a variable star. 
1998BUL28: This event displays a double peaked structure. It could be interpreted 
as a binary lens or a binary source. The PLANET collaboration has obtained data on this 
event and they find the best binary-lens model in the range q= 10-4- 10-2 has 0X2 N 19 
[37]. 
1998BUL32: This event is sparsely monitored about the peak which slackens our 
interpretation of its likely nature. It exhibits a magnitude change of DI > 6mag and 
clearly deviates from the PSPL model. We can make no definite claims about the cause 
of this variability. 
1999BUL11: This is a binary lens event with clear signs of caustic crossings. The 
amplification increases rapidly as the source crosses the first caustic, then falls off tem- 
porarily only to increase again as the source crosses the second caustic. The magnitude 
then returns to its baseline value. 
1999BUL17: (also MACHO 99-BLG-28) The data on this event are consistent with 
binary microlensing. 
1999BUL19: A superposition of two lightcurves resulting from binary source lensing 
can explain the effects seen in this lightcurve. Binary source anomalies are discussed in 
Chapter 2. 
1999BUL23: Anomalies expected from binary microlensing events are obvious in 
this lightcurve as well. The PLANET collaboration have published a paper presenting 
their fits to this event. The source star is a G/K subgiant in the Galactic Bulge. Their 
best fit parameters are a mass ratio q=0.39 and projected separation d-2.42 [4]. 
1999BUL25: (also MACHO 99-BLG-35) Based only on the OGLE public available 
data, it remains unclear whether this event is a binary lens or a binary source. The 
deviations around the time of peak amplification are short lived and can be accounted 
for by both models. However, extra data obtained by the PLANET collaboration, but 
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unavailable to the community, strongly suggest that this event is caused by a binary lens. 
1999BUL28: A very short timescale event with tE (radius) of 5.972 days. Sparsely 
monitored about the peak, it is not obvious what the slight deviations from the PSPL 
model are due to. 
1999BUL32: There seem to be a number of effects present in this lightcurve. Since 
this is is a long timescale event with tE ^_- 155 (radius) we expect the parallax effect due 
to the Earths motion to be detectable. The event also seems to be severely blended. 
1999BUL40: A faint event with baseline magnitude I=19.780. OGLE data do not 
help distinguish what causes the observed deviation. PLANET have unpublished data on 
this event and claim this is another binary lensing event. 
1999BUL42: For 1999BUL42 the binary nature of the lens is seen in the lightcurve. 
The deviation lasts for N 21 days. No fits are available for the data. 
2000BUL28: Recently reduced PLANET data from two observing sites appear to 
suggest that this event is due to multiple lens microlensing. Two caustic crossings may 
have occured at JD-2450000=1677 and JD-2450000=1682. 
2000BUL38: This is a caustic crossing binary lens event. Dr Shude Mao has modelled 
the binary lens and finds two families of models that have somewhat different topologies. 
These are shown in figure 6.3. 
2000BUL43: A long timescale event with tE = 174 (radius) days. The event is 
observed only during the increasing amplification phase and the parallax effect due to the 
Earths orbital motion is obvious in the lightcurve. 
2000BUL46: A binary lens event. Models developed by Dr Shude Mao are shown in 
figure 6.4. 
Note also that the PLANET collaboration excludes event 1998BUL29 from their 
analysis since they find that a point-lens finite-source model fits their data better. 
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starting from the first caustic crossing separated by 10 days. The two star symbols indicate 
the lens positions and the plus symbol indicates the origin. (b. f. OGLE event database) 
15 
2 
0 
18 
-2 2-1 012 
J 
17 
18 
1650 1700 1750 1800 1650 1700 1750 1800 
J. D. -2450000 J. D. -2450000 
(a) 00bu146 fit 1 (b) 00bu146 fit 2 
Figure 6.4: The main panel for these two plots shows the light curve for 2000BUL46, while 
the left inset shows the caustic structure and source trajectory with an arrow indicating 
the direction of motion. The filled circles on the trajectory indicate the source positions 
starting from the first caustic crossing separated by 10 days. The two star symbols indicate 
the lens positions and the plus symbol indicates the origin. (b. f. OGLE event database) 
15 
2 
18 0 
L 
2-1 012 
J 
17 
18 
101 
6.1.4 Adjustment of error-bars 
Since our assessment of the evidence for lensing by planets is based on the significance of 
the residuals to the fitted PSPL lightcurve, we cannot ignore the systematic discrepancy 
between the fit residuals and the published error bars. To deal with this we decided to 
include a crowded field error in our model. The crowded field effects are most important 
when the source is unmagnified. We also allow the error bars to be under- or over-estimated 
by a factor f. Thus the error bar si on the flux assumes the form: 
Si = 
(a02 +f 2a 2)1/2, ý6.1) 
where co is the additive flux error intended to account for the crowded field effects. The 
initial estimates for ao and f are 0 and 1 respectively. With these two extra parameters 
to adjust the size of the error bars, we cannot use X2 minimization to optimize the fit 
since the fit can achieve x2 =0 by making the error bars infinitely large. Therefore we 
use a maximum likelihood criterion. Assuming Gaussian error distributions, maximizing 
the likelihood is equivalent to minimizing 
N 
X2+2E1n(si). 
i=1 
(6.2) 
This introduces an appropriate penalty for making the error bars large since that increases 
the value of the second term in the equation. 
Tables 6.1,6.2,6.3,6.4 summarise the best-fit parameters we obtained by maximiz- 
ing the likelihood of the data over 6 parameters. The last two colums of the tables give 
the reduced X2 values for four and six parameters respectively, the first being evaluated 
with the published error bars, the latter using the method outlined above to adjust them. 
The second method represents a substantial improvement with X2/(N - 6) N1 where N 
is the number of data points fitted. 
6.1.5 Blending 
An effect that we expect to be affecting all lightcurves to some extent is blending. Blending 
is common in the photometry of crowded fields such as the Galactic Bulge. Its influence 
might lead to misinterpretation of the baseline magnitude of the source and thus inaccurate 
estimation of the true maximum amplification and timescale of the lensing event. Blended 
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Figure 6.5: AO and tE dependence on the blend fraction for 10 high amplification events. 
For three events that are significantly affected by blending, the estimations of Ao and t j., 
we obtain from fits with and without accounting for a blend fraction vary dramatically. 
events may be chromatic so multiband photometry can help estimate this effect [98,91]. 
We do not model this effect for the event analysis presented in this chapter but we do allow 
for it in our fits to the Iightcurves of the best planet candidates since the significance of the 
residuals is what determines our evidence of lensing by planets. For 10 high amplification 
events, we calculate the ratio of amplifications (Ao(7)/Ao(6)) obtained by fitting the data 
with (7 parameter fit) and without (6 parameter fit) allowing for a blend fraction. The 
results are plotted in figure 6.5(a). For high blend fractions b() > 10vo the effects are 
dramatic on the values of AO and tE. We estimate that - 30% of our high amplification 
events suffer from serious blending (bo > 10%). By not modelling this effect we are 
underestimating the true values of AO and tE and thus the planet detection probability 
for the affected events. It follows that the limits we are quoting on the following sections 
for the total detection probability are lower limits. 
6.2 Planet detection zones 
Microlens event monitoring in the OGLE dataset is not consistently intensive enough to 
detect deviations due to small planets, having sampling gaps of many hours, occasionally 
days. Therefore any evidence of a planetary perturbation will be confined to very few data 
points. In the case that a candidate deviation is noted, the corresponding frame(s) must 
be thoroughly examined since cosmic ray hits affecting the CCD data might be mistaken 
for a planetary signature. In this situation, only a very significant departure from the 
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PSPL lightcurve could be accepted as evidence of a planet. 
Figure 6.2 presents a Ox2 map as a function of planet position for events 1998bu114 
and 2000bu131, and for a planet/star mass ratio q= 10-3. These show how the Xz of 
the fit changes from the PSPL fit when we add a planet at different places on the lens 
plane. The grey zones on the plots indicate regions where the 0X2 is zero, i. e. placing the 
planet here does not affect the lightcurve in any way. Black zones are negative detection 
zones which show regions of 0x2 > +25. These are the regions where the planet can be 
excluded at the time of observation since at these places the planet is close enough to one 
of the images to cause a large perturbation of the lightcurve near one of the data points. 
Note that the detection zones close to the Einstein ring of the lens are larger because the 
planet is perturbing a more highly amplified image. The detection zones also depend on 
the size of the error bars, with smaller error bars resulting in larger detection zones. 
The appearance of white zones on the plots would signify that a better fit has been 
achieved with a planet at that position interacting with one of the two images of the source 
star (0X2 < -25). The white zones are positive detection zones. If a lightcurve provides 
evidence for a planet, the Ox2 map will have a clear white spot corresponding to the 
planet's position. With a poorly sampled lightcurve we expect two white spots appearing 
at both possible image positions since we cannot tell which image the planet is interacting 
with. With good sampling, a white spot would show only at, the correct position of the 
planet at the time of observation. 
We have examined such Ox2 neaps for all 146 events and find that for the majority 
of the events there is no compelling evidence for a planet. However, each data point in each 
lightcurve rules out the presence of a planet near the major and minor image positions. 
Based on this method, we quantify our non-detection results by calculating the detection 
probability for each event for two different mass ratios. 
6.3 Analysis of residuals 
The 3-year OGLE dataset has 146 lightcurves with - 40 data points each (within the 
range -3 < a/RE < 3) for which the PSPL model provides an adequate fit. This gives 
a total of N= 5840 data points. If we consider N data points with Gaussian errors, the 
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Figure 6.6: Cumulative histogram of OX2-vs-N(> OX2) that shows the total number of events 
that have a 0X2 above any given value on the x-axis (thick line). The thinner line represents the 
expected values. 
largest residual (largest false alarm) is approximately 
SF(N) :: 2.14 loglo N (6.3) 
in units of a. 
We therefore expect the largest single point residual in the 3-year OGLE microlens- 
ing dataset to be approximately SF 4.15o. If the data point with the largest residual is 
well separated in time from its neighbours, in comparison with the duration of the planet 
lens anomaly, then it should be possible for the planet lens anomaly to fit the largest 
residual almost exactly without being held back by other nearby data points. The largest 
reduction in X2 when a planet is included in the lens model should therefore be approx- 
imately SF2 (4.15)2 = 17. The LX2 distribution we obtain from our fits to the 146 
lightcurves with star+planet models for q= 10-3 is shown in figure 6.6. The median 
0X2 value is 11.88 and the largest is 183.45. The latter is much larger than the expected 
value found above. We make a Monte-Carlo estimate for the theoretical distribution by 
generating Ndp standard gaussian errors, where Ndd is the number of data points in a light 
curve, and taking the largest outlier SF(Ndp) for each of the lightcurves. We then plot the 
values of [SF(Ndp)]2 and compare them with the observed distribution in figure 6.6. We 
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have stretched the theoretical distribution by a factor f=2.78 to match the median of the 
observed 0X2 values. This reflects an uncertainty in the true size of the error-bars. The 
tail of the observed distribution exceeds the expected values. This is most likely because 
the errors are not necessarily Gaussian as we initially assumed. 
We set our 0X2 threshold value to 20 which is where the two distributions begin to 
diverge. All events that have AX2 > 20 are then examined manually. There are 37 events 
that do not meet this criterion. These are either: (1) badly sampled events or imaged only 
during the incline or decline of the lightcurve, (2) high amplification, short duration events 
and (3) events that show short-lived anomalies in the lightcurve. Upon examination of 
the residuals of the fits we found 6 events that fall into the third category. Plots of the 
event lightcurves, residuals and AX2 maps for these events can be seen in figures 6.7,6.8 
and 6.9 respectively. We briefly discuss these next. 
6.4 Discussion of best planet candidates 
These events were re-analysed including a blend fraction parameter to assess the signifi- 
cance of the residuals. 
1998BUL38: This event has a baseline I magnitude of 14.703 and was imaged only 
during the rising amplification phase. This results in a wider space for the parameters to 
vary, thus the constraints on such events are less stringent that on events that have been 
imaged on both the incline and decline of amplification. There is a single point on this 
lightcurve that deviates by 6o at x/Re N -2. 
1999BUL08: Points around the peak of this event do not conform to a PSPL fit. 
This event could be interpreted as a planetary deviation, but lack of data and the low 
baseline magnitude of this event (I magnitude of 19.00) prohibits any such claims. The 
blend fraction for this events is - 2.6%. 
1999BUL37: Sparsely monitored about the peak, this event shows a deviation > 4a 
at x/RE N 0. Two more points, just before and after maximum amplification are also 
inconsistent with the best PSPL fit, deviating by 2o. The event is severely blended having 
a blend fraction of bo = 0.88. 
1999BUL45: Data obtained just before the peak for this event show a peak-like 
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structure that suggests that this may well be a binary source event. The blend fraction is 
significant, bo = 0.27. 
2000BUL12: This is a high amplification event where the best PSPL model unac- 
counting for blending fails to fit the wings and the peak data points of the lightcurve. We 
refit the data using our seven parameter fit which allows for a blend fraction. It is evident 
that 2000BUL12 is severely blended having a blend fraction of bo = 0.87. Having obtained 
independent data for this event, the MOA team recently claimed [17] that they derive a 
particularly high peak magnification of N 160, two times higher than what we have cal- 
culated based on the OGLE data alone, while their analysis raises interesting possibilities 
for a planetary presence. 
2000BUL41: The most interesting deviations from the PSPL model are seen in 
this event. Several data points obtained by OGLE in the period HJD 1745.68298 to HJD 
1746.73831 deviate from the fitted curve by several sigma and seem to suggest the presence 
of an anomaly in the region. There is also a single point close to the peak that deviates by 
7a. The PLANET collaboration observed this event and disregard the point close to the 
peak as spurious but they have obtained no data over the 2 day period before the peak. 
6.5 Planet detection probabilities 
6.5.1 Preliminaries 
The detection probability P(q, a, *) is the probability that the data on star * will `detect' 
a planet of mass ratio q with orbital radius x= a/RE(*). The planet distribution is like a 
probability distribution except that it is normalized to the expected number of planets per 
star. The number of planets with mass ratio between q, q+ bq and orbit radius between 
a, a+ 8a, per star is f (q, a)bg8a. Since, currently, we have no actual knowledge of this 
distribution, we can assume that f (q, x) is a delta function with area f. This assumes 
that all stars have f planets with mass ratio q and orbit radius a. After observing all N 
stars we expect to detect: 
E(4, a, f) _. f P(4, a, *) = fP(q, a). (6.4) 
From assessing the evidence of planets in the data we can place constraints on the number 
of planets present in the data, i. e. upper and lower limits on the number of detected 
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planets, 0<y< n(q, a), where y is the number of planets we `detect' and n(q, a) is the 
number of data points that produce a significant deviation in the lightcurve. By `significant 
deviation' we mean any data point that exceeds our 0X2 threshold value. Since n(q, a) 
might be a noise glitch, this value is an upper limit on the number of planets y. 
What we want is a probability distribution on f given our observational constraint 
on y. From Bayes theorem, 
P(f, J) = P(fI y) P(y) = P(yl , 
f) P(. f ), (6.5) 
so 
Pof l y) = P(yl , 
f) P(f)IP(y)" (6.6) 
Since we have no knowledge on the distribution of P(f) we shall assume it is a constant. 
The last term in the equation, 
P(y) = 
fP(YIf)P(f)df, (6.7) 
is a normalization constant to ensure that f P(f I y)d f=1. P(yI f) is a likelihood function, 
i. e. the probability that we will detect y planets given that there are f per star. The 
number of detected planets y is a Poisson random variable with expected value <y >= 
E(q, a, f) =f P(q, a) = E. Then we have that 
P(ylf) = Ey x exp(-E)/y! . (6.8) 
If the data hold no conclusive evidence of planets, i. e. y=0, then the constraint on f is 
an exponential distribution: 
PU ly= 0) = 
(y = Olf) P(f) 
_ (6.9) fo P(y = Olf)P(f)d. f 
ýexp(-. 
f P(q, a)) 
= exp(-f P(q, a)) P(q, a). (6.10) fo exp(-f P(q, a))df 
The general form of P(f l y) for y=N can easily be calculated to be: 
P(f ly= N) = 
fN P(q, a)N+l exp(-f P(q, a)) (6.11) 
For y=0 the expected value of f is: 
<f >= 
ff 
P(f I y= 0)d f= 1/P(q, a). (6.12) 
Similarly, if there are y=N deviations which we assume are due to planets, then the 
expected number of planets per star of type q, a is: 
<f >= Jf P(f (y = N)df = (N + 1)/P(q, a). (6.13) 
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6.5.2 Results 
Following the lightcurve reduction and fitting we calculate the net detection probability 
for each of the sampled events using the method outlined in Tsapras et al. [88] which is, 
itself based on the method described in Gould & Loeb [46] and assumes a Chang-Refsdal 
lens [24,25]. This approximation is valid for small mass ratios q -+ 0 and at d#1, where 
d is the angular separation between the lens objects in units of the angular Einstein radius 
BE of the more massive (primary) lens object [31]. For smaller q, d=1 can be approached 
more closely without the approximation breaking down. 
We calculated the probability for two different planet/star mass ratios q= 10-3 and 
q= 10-4 for all 146 OGLE events. Briefly, the detection probability of finding a planet 
at the position x, y on the lens plane for an orbital radius a is calculated as: 
P(detl a, q) =J P(detlx, y, a, q)P(x, y1a, q)dxdy. (6.14) 
The first term on the right side is 
P(detlx, y, a, q) 
1 if 0X2 > 25 
_ (6.15) 
0 otherwise. 
where 0x2 is the change in X2 for a planet at x, y relative to the no-planet model. The 
1xX2 >25 arises from our estimate of the detection threshold where the observed and the- 
oretical distributions begin to diverge as seen in figure 6.6. This term becomes significant 
when the planet at x, y lies close to one of the images of the source at the time of one 
of the data points in the lightcurve. The second term P(x, yea) is obtained by randomly 
orienting the planet's assumed circular orbit of radius a and then projecting it onto the 
x, y plane of the sky. This term may be written as: 
P(x, yl a) - 27ra a21 x2 - y2 
(6.16) 
for r2 = x2 + y2 < a2. 
For the majority of the events the detection limits are below 5% while well sampled, 
high amplification events are dominant in imposing the most useful constraints (examples 
are given in figure 6.10). The total probability is given for detection of planets with mass 
ratios q= 10-3 and q= 10-4. The dependence of the detection probability on AO and tE 
for a= RE is shown in figure 6.11. There is clear evidence that the detection probability is 
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Figure 6.10: Planet detection probabilities for 9 events observed by OGLE. All plots 
show the detection probability-vs- a/RE. The top curve is for a planet/star mass ratio 
q= 10-3 and a 0X2 threshold value of 25, the intermediate curve is for q= 10-3 and a 
0 threshold value of 100, and the bottom curve is for q= 10-4 and a 0X2 threshold 
value of 25. 
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Figure 6.11: Probability of detection (for q= 10-3) at a= RE dependence on AO and tE. 
highly dependent on the maximum amplification but independent of the event timescale. 
As the amplification increases, so does the area of the detection zones on the Axe iuaps. 
We would also expect the number of the detection zones centered on each data point 
to be higher for longer events, assuming a constant sampling rate for all events, which 
would increase the total area of the detection zones within a certain region of a/ Ri.; and, 
consequently, the detection probability. This is not observed in figure 6.11 b, which is most 
likely a result of the non-uniform sampling employed by the OGLE team. If the events 
are sampled densely, then overlapping detection zones are produced which do not produce 
a significant change in the detection probability. Therefore, assuming that two events 
have the same maximum amplification, unless the sampling producing non-overlapping 
detection zones is significantly better on one event than the other, the planet detection 
probability on both events is going to be similar (see Appendix B for lightcurve examples). 
Figure 6.12 sums the detection probabilities for all the events analyzed. Since each 
event gives an independent chance to detect a planet, the summed detection probability is 
the total number of planets we expect to detect in the dataset under the assumption that 
each lens has one planet and if all planets have the same a/RE. The detection probability 
curve for q= 10-3 peaks at a/RE = 0.96 with a value of P(a/RE) = 7.57. Similarly, the 
curve for q= 10-4 also peaks at a/RE -1 with a value of -1. For q= 10-3 we expect a 
maximum of 7.57 detections. Assuming that the deviations discussed in section 5 are not 
due to planets we can state that each lens has less than 0.13 planets with q= 10-3 at an 
orbit radius of a- RE. For comparison we also plot the curves for q= 10-3 and q= 10-4 
but using a different detection threshold value of 0x2 > 100. 
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We can then calculate the detection probability for a Jupiter mass planet as a 
function of a/RE by interpolating between the curves for q= 10-3 and q= 10-4. To do 
this we make certain assumptions which we describe next. 
6.6 Exclusion diagram for Galactic Jupiters 
In figure 6.12 we have presented a general description of the total detection probability 
in terms of the mass ratios and the projected separation of the companion from the lens 
in units of the Einstein ring radius. It is useful to convert these to physical units using a 
similar method to that followed by Albrow et al [3] to give a clearer indication of planetary 
constraints placed by the OGLE dataset. 
The duration of a microlensing event is a function of mass, distance, and velocity of 
the lens tE = 2RE/v1. It has been argued by Kiraga & Paczynski [54] that microlensing 
sources will preferentially be located on the far side of the Galactic bulge, thus resulting 
in a domiance by bulge-bulge lensing. Adopting the bulge mass function measured by 
Zoccali et al [101] and a gaussian velocity distribution with a dispersion of 100 km s'1, 
we assume a lens mass of (M) = 0.3M®, a lens distance of Dd -6 kpc, and a source 
distance of D, -8 kpc. Thus we are assuming that the majority of these events were 
caused by bulge-bulge lensing of background source stars by M dwarfs. This model gives 
a typical angular Einstein ring radius of (OE) - 320 pas which, at the given lens distance, 
corresponds to an orbital radius of (RE)N 1.9 AU, and hence a median time scale of 
(tE) = 45 days. This model is self-consistent since the median time scale for the OGLE 
events of (tE) = 45.66 days, and the assumed velocity dispersion yields an Einstein ring 
radius of (RE) 1.9 AU at the given lens distance. 
The value for the Einstein ring radius of (RE)N 1.9 AU was used to transform 
the orbital radii for each event to units of AU by using the characteristic time scale as a 
scaling factor: 
x(a) = 2(alRE)(RE) (tE) 
(6.17) 
This results in the combined detection probability for all OGLE events as a function of 
planetary orbital radius, as shown in figure 6.13. Returning to figure 6.12, we can see that 
both mass ratios peak at - 1RE. In particular, for q= 10-3, the average total detection 
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probability for the lensing zone (a , 0.6-1.6 RE) [38] is (P(a/RE)) = 6.07. The lensing 
zone for the given model corresponds to an orbital radius of between 1.14-3.04 AU. From 
figure 6.13, the average detection probability for this region is (P(a)) = 3.95 for q= 10-3 
and peaks at around 2 AU. 
To calculate the detection probability for Jupiter mass planets and not just for 
a fixed mass ratio q, we can interpolate between our results for ql = 10-3 and q2 = 
10-4. Under our assumptions, the mass of the lens is given by M* = 0.3(tE/(tE))1/2 
in units of the solar mass. Then for each event we have to assume a different lensing 
mass with long events corresponding to higher mass lenses. We apply this correction to 
all events and the planet masses then become mi = ql x M. and m2 = q2 x M. We 
define J= lo (m . /+nz) and then the probability for a Jupiter mass planet is given by og(mi /mz ) 
1ogP(mjup) = logP(ml)J+logP(m2)(1 - J). This probability is plotted (solid curve) in 
figures 6.12 and 6.13 versus a/RE and a(AU) respectively. Thus, for a Jupiter mass planet 
in the lensing zone, we have (P(a/RE)) = 8.67 peaking at a value of P(a/RE) = 10.76 at 
a/RE = 0.92 and (P(a)) = 5.69 peaking at a value of P(a) = 6.63 at a =2.4 AU. 
Under our assumptions and for a detection threshold value of 0X2 > 25 as justified 
in section 6.3, we can state from the results presented in figure 6.13 that the OGLE dataset 
indicates that less than 18% of the lens stars have Jupiters orbiting them at an orbital 
radius of 1.1 <a<3 AU. This is an improvement to the results presented recently by 
the PLANET [3] collaboration. After searching for planetary signatures in 43 intensively 
monitored microlensing events, they concluded that less than 33% of the - 0.3Mp stars 
that typically comprise the lens population have Jupiter mass companions with semimajor 
axes in the range of 1.5 <a<4 AU. We must note however that their detection threshold 
value was very conservatively set at 0X2 > 60. For comparison we interpolate between 
our results for AX2 = 25 and AX2 = 100, and we calculate the detection probability for 
the lensing zone (1.1 <a<3 AU) for a threshold value of &X2 = 60 to be - 28%. This is 
still better than the limit imposed by PLANET. We conclude that observing time is more 
efficiently allocated when one chooses to observe many events with sampling intervals that 
produce non-overlapping detection zones than using intensive sampling on a few events. 
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Table 6.1: Best fit parameters for the 1998 OGLE events 
Event to (245(0)+) 
(HJD) 
Io 
(mag) 
tE 
(days) 
Ao Qo 
(mag) 
f N x2/(N - 4) x2/(N - 6) 
1998bu1-01 887.317 17.181 77.699 3.281 0.036 0.462 160 2.009 1.037 
1998bu1-02 890.557 18.045 117.284 2.695 0.065 0.674 63 2.063 1.106 
1998bu1-03 901.236 17.034 91.724 1.703 0.001 1.863 86 3.579 1.056 
1998bu1-04 913.664 17.227 34.623 1.961 0.004 1.491 96 2.316 1.052 
1998bu1-05 913.996 18.337 38.519 6.309 0.015 1.589 96 2.676 1.049 
1998bu1-06 915.754 15.594 32.761 1.430 0.003 1.343 158 1.932 1.029 
1998bu1-07 917.102 17.483 52.178 3.455 0.001 2.538 71 6.804 1.088 
1998bu1-08 923.987 17.355 82.206 1.611 0.016 0.804 156 0.988 1.038 
1998bu1-09 926.615 17.259 62.674 1.599 0.000 1.299 94 1.763 1.068 
1998bu1-10 927.498 18.935 98.559 3.900 0.067 0.643 82 0.982 1.062 
1998bu1-11 930.847 17.674 20.399 2.624 0.000 1.182 96 1.460 1.067 
1998bu1-13 944.894 17.002 102.112 3.092 0.022 0.587 122 1.522 1.042 
1998bu1-14 955.999 16.501 76.548 14.518 0.002 1.935 159 3.984 1.070 
1998bu1-15 944.355 18.641 36.321 13.915 0.002 1.529 83 2.470 1.084 
1998bu1-16 934.261 17.821 31.402 2.329 0.000 1.293 130 1.727 1.049 
1998bu1-17 949.427 16.349 15.119 3.700 0.003 1.667 71 3.029 1.102 
1998bu1-18 971.044 15.464 13.914 4.093 0.011 1.182 160 2.962 1.042 
1998bu1-19 965.933 18.867 54.938 4.046 0.069 0.912 94 1.221 1.068 
1998bu1-20 967.165 16.819 18.953 1.746 0.015 0.799 93 1.387 1.071 
1998bu1-21 992.451 15.553 51.336 2.458 0.001 2.739 71 7.918 1.087 
1998bu1-22 990.463 15.972 13.885 6.468 0.003 2.427 91 6.143 1.054 
1998bu1-23 997.519 15.350 32.606 1.740 0.000 3.936 82 16.363 1.084 
1998bu1-24 995.270 15.992 27.548 1.142 0.000 1.359 96 1.925 1.064 
1998bu1-25 1041.443 17.725 65.733 2.042 0.013 1.220 125 1.713 1.060 
1998bu1-26 1039.442 16.742 42.664 1.425 0.011 1.338 182 2.211 1.033 
1998bu1-27 1048.747 14.863 46.222 1.198 0.010 0.839 167 2.784 1.023 
1998bu1-29 1042.265 19.217 29.187 7010 0.043 0.826 134 0.926 1.165 
1998bu1-30 1043.455 18.800 25.613 3.663 0.054 1.094 158 1.742 1.024 
1998bu1-31 1061.428 16.575 61.716 1.429 0.001 1.887 174 3.626 1.030 
1998bu1-33 1043.215 18.468 36.604 3.423 0.005 1.114 99 1.296 1.060 
1998bu1-34 1073.900 16.357 32.581 1.964 0.011 1.135 141 2.085 1.047 
1998bu1-35 1059.521 18.564 16.455 10.138 0.001 1.398 143 2.015 1.044 
1998bu1-36 1083.886 17.260 22.719 3.152 0.036 0.469 96 2.731 1.065 
1998bu1-37 1082.568 18.582 36.408 2.562 0.052 0.813 88 1.088 1.069 
1998bu1-38 1093.938 14.703 31.808 1.431 0.022 0.076 185 6.516 1.033 
1998bu1-39 1128.215 16.855 72.405 8.970 0.018 0.882 182 1.505 1.038 
1998bu1-40 1161.807 17.953 188.918 4.862 0.096 0.105 101 3.597 1.064 
1998bu1-41 1120.459 15.474 56.288 1.368 0.001 2.177 95 4.943 1.065 
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Table 6.2: Best fit parameters for the 1999 OGLE events 
Event to (245+) Jo tE Ao Qo fN X2/(N - 4) X2/(N - 6) 
(HJD) (mag) (days) (mag) 
1999bu1-01 1172.222 16.966 174.475 1.483 0.061 0.011 307 inf 1.020 
1999bu1-02 1257.219 15.396 46.155 2.382 0.003 1.730 263 3.163 1.027 
1999bu1-03 1251.979 17.858 169.948 12.687 0.029 1.565 172 2.692 0.947 
1999bu1-04 1260.524 17.001 48.779 1.311 0.000 1.480 223 2.218 1.021 
1999bu1-05 1275.200 18.837 97.128 30.315 0.017 0.715 42 0.620 1.251 
1999bu1-06 1274.335 15.081 29.133 1.648 0.025 0.491 201 8.531 1.032 
1999bu1-07 1316.255 15.930 68.769 2.086 0.001 1.345 168 1.840 1.027 
1999bu1-08 1287.490 19.012 47.076 8.970 0.001 1.325 200 1.783 1.026 
1999bu1-09 1287.679 18.892 29.824 83.337 0.054 0.810 157 1.132 1.028 
1999bu1-10 1294.980 17.881 34.086 2.190 0.034 0.785 220 1.383 1.026 
1999bu1-12 1301.819 14.594 43.696 2.420 0.021 0.969 195 7.901 1.033 
1999bu1-13 1318.002 15.521 36.603 1.729 0.007 0.770 155 1.182 1.022 
1999bu1-14 1321.057 17.341 40.933 1.363 0.000 2.081 245 4.399 1.024 
1999bu1-15 1309.066 19.297 31.138 5.878 0.090 0.734 229 1.033 1.028 
1999bu1-16 1334.468 17.155 49.994 1.505 0.002 2.037 195 4.232 1.027 
1999bu1-18 1319.812 18.341 53.272 1.744 0.070 0.785 155 1.591 1.041 
1999bu1-20 1317.035 15.246 4.795 1.294 0.000 2.410 266 5.904 1.023 
1999bu1-21 1318.917 18.943 21.600 3.018 0.145 0.798 256 1.907 1.023 
1999bu1-22 1323.572 17.677 14.250 3.018 0.059 1.094 167 4.003 1.035 
1999bu1-24 1335.443 18.231 17.886 1.795 0.001 1.806 156 3.356 1.041 
1999bu1-26 1344.601 16.613 12.590 1.101 0.014 0.947 205 1.705 1.030 
1999bu1-27 1366.115 17.177 51.316 1.582 0.002 1.216 254 1.513 1.024 
1999bu1-29 1364.779 18.852 55.106 4.031 0.076 1.215 251 1.844 1.025 
1999bu1-30 1358.735 18.504 25.888 1.859 0.001 1.684 154 2.915 1.041 
1999bu1-31 1358.457 18.143 11.299 167.068 0.020 1.497 157 2.450 1.039 
1999bu1-33 1434.493 16.625 107.238 2.948 0.016 0.948 223 1.977 1.032 
1999bu1-34 1369.641 16.398 12.194 2.689 0.000 1.766 273 3.167 1.022 
1999bu1-35 1391.812 18.888 57.919 28.58 1.139 1.279 209 1.672 1.031 
1999bu1-36 1392.583 17.646 56.740 15.89 0.003 1.089 150 1.240 1.044 
1999bu1-37 1398.814 16.211 45.040 1.313 0.011 1.813 166 4.157 1.040 
1999bu1-38 1407.004 18.033 81.773 1.626 0.007 1.179 170 1.499 1.037 
1999bu1-39 1437.126 17.955 98.226 2.012 0.035 1.197 116 2.373 1.055 
1999bu1-41 1397.785 15.626 11.923 4.093 0.009 1.524 262 3.116 1.023 
1999bu1-43 1405.573 18.657 26.982 2.595 0.073 1.432 167 2.886 1.036 
1999bu1-44 1460.115 14.561 64.520 1.353 0.003 1.034 146 1.279 0.999 
1999bu1-45 1420.447 17.718 56.216 1.534 0.038 0.925 277 2.044 1.017 
1999bu1-46 1539.231 16.604 108.985 76.927 0.012 1.480 161 2.845 1.039 
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Table 6.3: Best fit parameters for the 2000 OGLE events 
Event to (245+) 
(HJD) 
lo 
(mag) 
tE 
(days) 
Ao 0o 
(mag) 
f N X2/(N - 4) X2/(N - 6) 
2000bul-01 1585.649 18.492 28.578 5.149 0.103 0.671 274 2.847 1.022 
2000bul-02 1566.203 15.075 166.405 1.958 0.016 2.697 325 11.244 1.000 
2000bul-03 1581.856 17.563 126.007 1.852 0.001 1.215 307 1.503 1.022 
2000bul-04 1583.820 14.990 53.134 1.343 0.012 0.904 328 2.416 1.011 
2000bul-05 1552.955 15.215 115.797 2.758 0.007 1.177 241 2.085 1.024 
2000bul-06 1620.938 17.196 45.522 32.269 0.012 1.922 367 2.222 0.568 
2000bul-07 1615.296 16.762 50.727 1.878 0.001 1.092 452 1.211 1.013 
2000bul-08 1625.090 15.708 99.065 1.449 0.014 1.207 231 2.962 1.012 
2000bul-09 1614.773 17.864 33.116 2.089 0.000 1.710 267 2.973 1.023 
2000bul-10 1580.958 15.918 109.046 1.859 0.011 0.308 265 1.173 1.027 
2000bul-11 1616.059 17.742 16.885 3.777 0.017 0.904 304 1.255 1.019 
2000bul-12 1635.954 18.866 50.185 50.189 0.060 1.728 304 3.358 1.021 
2000bul-13 1654.177 15.345 94.439 1.198 0.011 0.734 355 1.908 1.004 
2000bul-14 1630.101 16.972 55.506 1.318 0.003 1.339 455 1.828 1.008 
2000bul-15 1630.720 15.203 10.939 2.401 0.016 2.633 271 10.755 1.023 
2000bul-16 1632.041 18.437 46.605 7.403 0.000 2.139 228 4.669 1.029 
2000bul-17 1648.934 16.666 45.825 5.361 0.000 3.366 334 11.492 1.020 
2000bul-18 1634.763 19.004 7.777 1.827 0.067 0.928 225 1.408 1.027 
2000bul-19 1652.433 18.802 84.264 2.778 0.015 1.087 242 1.246 1.025 
2000bul-20 1647.363 17.969 51.922 3.179 0.016 1.668 269 2.929 1.022 
2000bul-21 1655.597 19.167 41.616 4.325 0.072 1.170 219 1.769 1.027 
2000bul-22 1668.152 19.930 217.640 4.415 0.101 0.873 213 0.947 1.039 
2000bul-23 1665.598 18.919 17.245 3.123 0.002 1.844 293 3.445 1.021 
2000bul-24 1683.484 14.203 45.660 1.247 0.006 0.547 264 1.121 1.005 
2000bul-25 1685.691 16.449 26.785 3.330 0.003 1.124 362 1.315 0.999 
2000bul-26 1705.614 14.045 67.569 1.593 0.005 2.045 459 4.693 1.013 
2000bul-27 1681.492 18.565 29.391 3.844 0.072 1.154 426 2.113 1.014 
2000bul-29 1698.300 17.067 39.466 3.713 0.006 1.265 350 1.679 1.016 
2000bul-30 1780.783 15.572 131.397 1.637 0.002 1.582 273 2.604 1.026 
2000bul-31 1743.240 15.498 56.453 7.625 0.003 1.557 176 2.614 1.026 
2000bul-32 1726.373 16.490 111.188 1.127 0.001 1.573 231 2.549 1.038 
2000bul-33 1730.172 16.991 73.553 6.998 0.004 2.521 236 6.560 1.033 
2000bul-34 1710.796 17.761 30.497 3.688 0.005 1.805 297 3.267 1.004 
2000bul-35 1702.910 18.469 17.827 76.927 0.042 0.882 258 1.270 1.034 
2000bul-36 1712.609 16.068 47.382 1.134 0.010 1.438 285 2.957 1.025 
2000bul-37 1714.095 17.633 26.523 1.696 0.002 1.476 229 2.205 1.019 
2000bul-39 1719.666 17.099 26.559 1.311 0.014 1.373 360 2.407 1.016 
2000bul-40 1785.391 16.542 115.430 1.876 0.000 1.439 216 2.128 1.036 
121 
Table 6.4: Best fit parameters for the 2000 OGLE events (continued) 
Event to (245+) 
(HJD) 
Io 
(mag) 
is 
(days) 
Ao 010 
(mag) 
f N X2/(N - 4) X2/(N - 6) 
2000bu1-41 1767.289 13.896 52.963 1.911 0.008 1.741 409 4.507 1.014 
2000bul-42 1749.369 13.540 82.817 1.224 0.009 1.124 205 3.137 1.030 
2000bu1-44 1745.734 17.968 69.966 1.481 0.019 1.009 233 1.268 1.025 
2000bu1-45 1771.420 19.207 133.829 5.099 0.085 0.805 247 1.407 1.028 
2000bu1-47 1751.274 16.329 15.811 1.209 0.003 1.233 448 1.573 1.011 
2000buI-48 1775.739 15.764 37.724 2.971 0.008 1.002 281 1.709 1.018 
2000bu1-49 1751.483 17.770 29.481 1.533 0.003 1.696 291 2.909 1.016 
2000bul-50 1774.361 15.827 41.609 1.340 0.012 0.781 246 1.934 1.022 
2000bul-51 1762.774 17.481 37.650 1.512 0.036 0.790 454 1.604 1.013 
2000bul-52 1752.886 17.690 5.486 2.978 0.007 1.332 364 1.838 1.016 
2000bul-53 1759.253 19.080 28.359 1.848 0.000 1.118 278 1.268 1.020 
2000bul-54 1767.342 18.451 51.695 3.521 0.006 1.363 201 1.895 1.027 
2000bul-55 1783.798 18.419 59.284 27.791 0.069 1.584 284 3.450 0.976 
2000bul-56 1785.613 18.136 32.776 3.109 0.002 1.417 229 2.044 1.025 
2000bul-57 1775.602 18.893 11.343 6.635 0.073 0.690 271 1.067 1.023 
2000bul-58 1775.378 16.683 5.079 1.942 0.000 1.469 311 2.188 1.019 
2000bul-59 1779.668 19.467 29.014 12.849 0.208 0.978 247 2.787 1.024 
2000bul-60 1832.795 16.395 78.939 1.568 0.010 0.819 314 1.288 1.014 
2000bul-61 1864.827 15.938 149.842 1.306 0.003 1.419 238 2.168 1.045 
2000bul-62 1799.772 15.554 42.376 1.295 0.006 1.102 279 1.595 1.019 
2000bul-63 1808.327 17.263 35.522 1.552 0.008 1.924 258 3.847 1.024 
2000bul-64 1795.902 17.502 29.500 6.857 0.019 0.789 264 1.082 1.019 
2000bul-65 1838.560 15.212 67.518 1.493 0.005 1.342 356 2.302 1.017 
2000bul-66 1806.530 17.392 56.174 1.389 0.014 1.340 441 2.021 1.012 
2000bul-67 1808.291 16.342 21.122 1.395 0.000 2.000 361 4.055 1.016 
2000bul-68 1811.146 18.196 7.239 2.853 0.025 1.093 269 1.393 1.022 
2000bul-69 1820.988 16.201 33.320 1.188 0.006 0.875 237 1.085 1.026 
2000bul-70 1814.593 19.110 33.606 2.360 0.066 0.813 296 1.075 1.021 
2000bul-71 1844.632 16.075 127.805 1.331 0.000 4.016 234 16.433 1.027 
2000bul-72 1826.758 17.524 31.721 1.803 0.026 1.027 276 1.925 1.017 
2000bul-73 1830.085 18.330 26.063 4.108 0.018 2.004 397 4.135 1.017 
2000bul-74 1836.071 19.029 95.407 45.462 0.056 1.390 258 2.190 1.024 
2000bul-75 1862.198 18.177 94.765 3.499 0.000 1.203 314 1.448 1.007 
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6.7 Summary 
We have analyzed three years (1998-2000) of OGLE observations of microlensing events 
to place limits on the abundance of `cool Jupiters'. We fitted a total of 146 events using 
a maximum likelihood fit that adjusts 6 parameters. We computed detection probability 
maps for each event using a AX2 threshold value of 25. If we assume that all lenses are of 
the same star type and all have one Jupiter analogue at a/REN 1, then from the combined 
detection probability results we infer that a maximum of 7 planets with q= 10-3 should 
have been detected. Our selection criteria returned 6 candidate events, 5 of which could 
be due to a planet with q= 10-3. However, the OGLE data are not sufficient to draw 
definite conclusions. If we assume that these deviations are not due to planets, we conclude 
that less than 13% of the lens stars have `cool Jupiters' orbiting them at a/REN 1. We 
translate that in AU, recalculate the probability for Jupiter mass planets, and from figure 
6.13 we can state that the OGLE dataset indicates that less than 18% of the lens star 
population has Jupiters orbiting them at an orbital radius of 1.1 <a<3 AU. 
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CHAPTER 7 
Conclusions 
7.1 Summary 
This thesis was divided into two parts. Chapters 1,2,3 were the chapters that formed 
the theoretical core of the thesis. Chapters 4,5,6 were the experimental chapters where 
we analyzed microlensing data looking for short-lived planetary signatures in the event 
lightcurves. We now provide a synopsis of the points addressed in each chapter. 
7.1.1 Chapter 1 
We provided an introduction to the field of extra-solar planets giving an outline of the for- 
mation theories and the different methods, current and future, of planet searches. Transit 
searches were explained in more detail. 
7.1.2 Chapter 2 
We explained the microlensing theory as a branch of gravitational lensing. Here we derived 
some of the fundamental equations of gravitational lensing starting from the derivation 
on the deflection angle for a point mass M given the effective index of refraction of a 
gravitational field n. 
Under the small deflection angle and thin screen approximations we derived the 
lens equation which relates the positions of the source and the images. We obtained an 
expression for the angular Einstein ring radius for a circularly symmetric lens with an 
arbitrary mass profile and discussed imaging and magnification for a point mass lens. 
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The terms critical curves and caustics were introduced which define the loci of infinite 
amplification on the lens and source planes respectively. In the single lens case the caustic 
is a point but in the case of n-body lenses the caustics exhibit extended and complex 
structure. 
We explained the causes of deviations (or anomalies) from the standard PSPL 
lightcurve and proceeded to consider the binary lens case, its caustic structure and how 
these influence the shape of the lightcurve. We also considered astrometric microlensing 
as a method to resolve the ambiguity of the photometric binary lens fit and uniquely 
determine the binary lens parameters. We concluded this chapter by discussing how mi- 
crolensing differs from other planet search methods, what results it may yet yield and how 
difficult it will be to interpret them. 
7.1.3 Chapter 3 
In chapter 3 we examined the techniques of astronomical data acquisition, pre-processing of 
the images and principles of photometric analysis. We outlined the principles of operation 
of CCDs. We considered the various sources of noise affecting the data and to what 
extent these may be accounted for in the processing phases. The problem of extracting 
optimal information from observations of crowded stellar fields was discussed, followed by 
an outline of three different methods of performing the photometry. 
7.1.4 Chapter 4 
Currently all observations of Galactic Bulge microlensing events are performed from the 
southern hemisphere. This is because the high airmass and more limited time available for 
such observations makes a northern site less favourable for microlensing planet searches. 
However, there are potentially a large number of northern 1m class telescopes that could 
devote a few hours per night to monitor ongoing microlensing events. 
We addressed two questions: i) Can microlensing observations of Galactic Bulge 
targets looking for Jupiters be effective from the north ? ii) Is the observing method 
employed by the current microlensing follow-up groups optimized ? 
We obtained microlensing data from a northern site in 1998 as part of the EX- 
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PORT collaboration. We developed a novel observing strategy whereby we observe more 
targets less frequently aiming, not to characterize, but only to detect the first undisputed 
exoplanetary signal in a microlensing campaign. We performed our photometric analysis 
using the PSF fitting method and discuss our results by presenting our two best sampled 
events, 98BLG35 and 98BLG42. Our fits to the lightcurves were performed using a max- 
imum likelihood criterion which optimized 6 parameters. We calculated the probability 
of finding a planet with q= 10-3 in these events given the sampling employed in the 
observing run. The detection probability turned out to be of the order of 10% for a= RE. 
We then simulated a successful detection of a planet with q= 10-3 from the north. We 
concluded that an effective campaign looking for Jupiters from the north by the method 
of microlensing is possible by use of this alternative observing strategy. 
7.1.5 Chapter 5 
Following the pilot run of 1998, we obtained microlensing data in 2000 which we analyzed 
together with publicly available OGLE data to place useful constraints on the number of 
planets orbiting the lens stars. 
We presented observations of 8 Galactic Bulge microlensing events taken with the 
1.0m JKT on La Palma. The JKT observing schedule was optimized using a prioritizing 
algorithm to automatically update the target list. For most of these events we have 
sampled the lightcurves at times where no information was available from the OGLE team. 
We used a combined X2 minimization fit to both data sets to constrain the parameters of 
the fit. We then refitted the combined data introducing two additional parameters using 
a maximum likelihood fit to calculate the probability of detecting cool Jupiters. 
We saw no clear signatures of planetary deviations on any of the 8 events presented 
and we quantified constraints on the presence of planetary companions to the lensing 
stars. For two well observed events we obtained detection probability peaks at N 60% for 
q= 10-3 and a« RE. 
7.1.6 Chapter 6 
Finally, we obtained and processed all OGLE data spanning the three year period of their 
operation (1998-2000). We applied our model and calculated AX2 maps for all events. We 
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compared the observed 0X2 distribution to the theoretical distribution in order to select 
the events to probe for evidence of planetary signals. We also computed the detection 
probability for each event as a function of the orbital radius in units of the Einstein ring 
radius. From the combined probability plot for all the events, we inferred that we should 
have detected a maximum of 7 Jupiter analogues in the data assuming that all stars have 
one Jupiter at a- RE. Our selection criteria returned 6 candidate events, 5 of which could 
be due to a planet with q= 10-3. However, the OGLE data are not sufficient to draw 
definite conclusions. If we assume that these deviations are not due to planets, we conclude 
that less than 13% of the lens stars have `cool Jupiters' orbiting them at a/REN 1. We 
translate that in AU, recalculate the probability for Jupiter mass planets, and from figure 
6.13 we can state that the OGLE dataset indicates that less than 18% of the lens stars 
have planets with mp = m3uP orbiting them at an orbital radius of 1.1 <a<3 AU. These 
are the best limits to date on the number of Jupiters in the Galactic Bulge. 
7.2 Future work at St Andrews 
7.2.1 Improvements in the fitting code 
The fitting code we used adjusts the standard four parameters of a PSPL model, an 
additional two parameters that account for the under/over-estimate of the size of the 
error-bars, and three more that describe the extreme mass ratio binary lens. This gives 
a total of 8 parameters in the binary lens case. These parameters are: to, tE, Ao, Io, I, ao 
and xp, yp, q as defined in the previous chapters. 
This model can be improved by incorporating the effects of blending, finite source 
size (which become significant for q- 10-4) and parallax motion (for the long events). 
Blending, in particular, is expected to be present in most of the lightcurves. However, 
increasing the parameter space will also increase the processing time, while the gains of 
such a modification are not instantaneously obvious. Ideally, we will need an algorithm 
that promptly subdivides lightcurves in different categories depending on the effects that 
are most prominent and then applies individual models to each event. The noise affecting 
the majority of the lightcurves (due to crowded field effects) makes it hard to identify and 
account for these anomalies. 
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Further improvement can also be made in the binary fitting code. At the moment, 
the Gould and Loeb [46] method, which our model uses, is valid only for the extreme mass 
ratio case. It also assumes that a large deviation will only occur when the source comes 
close to one of the two planetary caustics and does not account for the high magnification 
that results from the source coming close to the small central caustic. This assumption 
most likely leads to an underestimate of the detection probability in the high magnification 
events. Instead of solving the fourth-order polynomial they propose as an approximation, 
we may choose to solve the standard fifth order polynomial to get the image positions 
and amplifications. This, again, will require more processing time but will provide more 
accurate fits, even for binary lightcurves of high mass ratios. The topology of binary lenses 
is complicated and there are often more than one solutions corresponding to the shape of 
the lightcurve. 
We are also planning to update our photometry pipeline and use image subtraction 
instead of PSF fitting methods. This alternation is expected to improve our photometric 
accuracy. 
7.2.2 ROBONET simulation 
ROBONET is a proposed network of 2m robotic telescopes situated on sites that allow 
24hr coverage of the sky. One of the key science programs of such a network would be the 
discovery of new extra-solar planets through microlensing observations of Galactic Bulge 
stars. The computer-operated network would be ideally suited for this type of observations 
since it would eliminate human-machine interaction times and possible observer mistakes. 
A prioritized list of the targets available on each night would be passed to the telescopes 
and these would be followed automatically without external intervention. A simulation of 
the operation and performance of this network is already in progress. 
7.2.3 Liverpool Telescope observations 
As a continuation of our monitoring campaign, and to compare the performance of a 
robotic telescope to the manned observing runs, we have acquired observing time on the 
recently installed Liverpool Telescope (LT) on La Palma. 
128 
7.2.4 St Andrews in the PLANET collaboration 
As a newly selected part of the PLANET collaboration we shall be involved in the analysis 
of data obtained from telescopes in South Africa and Australia, as well as on the ESO 
2.2m telescope. This, combined with the time we have on the LT, will provide us with 
24 hour coverage of the selected microlensing events. As the number of events discovered 
this year by OGLEIII is expected to rise significantly (- 300 - 1000 events/year), we shall 
have a plethora of lightcurves to investigate for planetary signals. This makes the use of 
a prioritizing algorithm even more important. 
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Appendix A 
Proof of 2.42 
aw aa au av i av au 
äz -2 äx +iay +ivý =2 
(au 
- ayý +2 
(te 
+ ayý (. 1) 
The Jacobian is defined as: 
äu äv au äv 
i_- 
öx äy äy ex 
also we have: 
(. 2) 
aw 11a a /au av i av au 
äz -2 äý - äy (u + sv) =j öx + äyý +2 
(a 
- ay) (. 3) 
then we may prove 2.42. 
OW 2 äw 21 äu äv i 8v öu 21 äu äv i äv äu 2 (Oz 
-I0 -I2 \Oxx+By)+2 
(8x-5y)I 
-I2 
(cox-8y)+2 (fix+8y)I 
(. 4) 
1 au av 2 av au 21 au av 2 av au 2 
-4 
(8x+8y) 
+(8x-8y) -4 
C8x-8y) 
+C8x+8y) 
(5) 
__ 
ý au ý av 2 au av av 2 au 2 av au 
4 
(a-) 
+ 
(ay) 
+tax ay + 
(ax) 
+ 
(ay) 
-tax ay 
ý. 6ý 
i au 22 au av av 2 ay au - 
(8x) 
+ 
(gv 
8y) - 
tax 
ay + 
(82) 
+ 
(, qU)2 
8y+2ax ay = 
(. 7) 
au äv av au 
xx au ay ax ay 
Image locations for the binary lens 
The complex notation of the lens equation in the case of a binary lens is: 
w=x-m1_ 
1 
-m21 x-z1 z-z2 
where w, z are the complex numbers to =u+ iv, z=x+ iy and x is the complex conjugate 
of Z. 
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We have thus obtained to as a function of z, x. To find the image locations we need 
to invert equation . 9. The complex conjugate of .9 is w=x- ml z 
lzl 
- m2 z -j . 
By 
substituting the expression for w back into equation .9 we get : 
z=w+ > m; w-z; + 
i=1,2 
-1 
Z 
mk(z-zk)-1 
k=1,2 
(. 10) 
which on rationalizing generates a polynomial equation in z of fifth (n2 + 1) order for the 
binary lens (n lensing masses) case. 
Writing this in the notation adopted by [23] for n masses we have: 
-1 
zi=z, +Zmj xe-zj+EMk (z; -zk)-1 
(. 11) 
jk 
For n=2 the equation determining the images (. 11) takes the form 
P(zi) _L` cmzim =0(. 12) 
m=1,5 
where the coefficients cn are [23] (and agree with [95,94]) : 
c5 = d, lds21 
c4 = mo(sao - 812) - c5(z3 + 2612), 
c3 = mo[si2(si2 - 2xo) - s: o(2z - 312)] + c5(2zss12 + 3122 + 2712), 
c2 = mo2(812 - sso) - c5[za (8122 + 2P12) + 2P12312] + mo[(2x, - 812) (xa (zo 
+312) + P12 + x0312) - dso(si22 + 2P12)], 
Cl = m02[zo(zo + 2za) - P12 - ZOS121 + mo[2P12si2 d8o - (2zs 
- Sj2)(zop12 + za(pi2 + x0312))] + c5pi2(pi2 + 2x8312), 
CO = mo2zo(P12 - Pao)+ moP12(2zapo - P1240) - c54p122" 
where mo and zo are defined by the relations: mo = ml + m2, moxo = mlxl + m2z2 
and s, d, p and their complex conjugates represent the sums, differences and products, as 
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indicated by their subscripts, of z zo, zl, z2 and their complex conjugates: sek = zj + 
zk, djk = zj - zk, pjk = zjzk. Solution of the equation P(z) = 0, to give the image 
positions corresponding to any source position z may be obtained by standard complex 
root finding techniques such as ZROOTS described in p. 265 of [76]. For sources inside 
the caustics there are five valid solutions while outside there exist only three. (Carson 
2000 - private communication) 
Proof of 3.3 
Let X=fxt be the total number of ADUs recorded on a pixel and G (e-/ADU) 
be the CCD gain. Then we have that N=XxG, where N is the number of electrons. 
The variance in N is a2(N) = N. So we have 
o2(X) = a2(N/G) = a2(N)/G2 +a2(G)(N/G)2. (. 13) 
The a2(G)(N/G)2 term in the above equation is 0, therefore 
a2(X) = o2(N)/G2 = N/G2 = X/G. (. 14) 
Proof of 4.6 
The star profile is a 2-D gaussian: 
P(x, y) = 
(2ir'or2) 
eZ. (. 15) 
then the profile volume is given by: 
P dxdy = 
/ 
(27r1a2 )2 
J 
e° dxdy = 
)fe- 
Je 
12 
dxdy. 
(. 16) 
Since we normalize f P(x, y)dxdy =1 we easily deduce from . 15 that 
fe 
I x-ý F- 21ra2 
-('/ () dxdy =2(. 17) 
which gives 
1 P2dxd 121(. 18) 47r2a4 ýrQ = 47rQ2 * . 18) 
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so the area is 4ra2 
Proof of 4.7 
FWHM of the Gaussian at x: 
(xl2 1 
e- 2 _) =2(. 19) 
solving for x, 
1/2 
x=a 
(-21n 2ý 
(. 20) 
therefore since the FWHM is 2x we have that FWHM= a V8- 
Proof of 4.8 
for y=f (x) we have that a(y) = a(x) IdI. Similarly, o(mag) = a(flux) Ir lx 
We also have that 
(f lux 
mag =c-2.51og(f (flux) =c-2.51n1n 10) =c2.3 
5 
ln(f lux) (. 21) 
where c is a calibration constant. Then d'nüx I-2.5 1 which gives: 
a(mag) = a(f lux) 
fi 1 
(. 22) 
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Appendix B 
Detection probability dependence on the event timescale tE 
Figure 6.11(b), contrary to our expectations, indicates that P(det Ia= RE) is 
independent of tE. This observation may be attributed to several effects. For example 
the non-uniform sampling used by OGLE to monitor different microlensing events and the 
different degree of crowding and/or blending (i. e. sampling accuracy). 
In the next three pages we present four examples of lightcurves with different tE and 
almost equal amplifications (Ao N 1.8). The number and size of the detection zones seen 
on the 0x2 maps (figure . 2) depend on the sampling frequency and on the amplification 
and measurement errors respectively. The detection probability (figure . 3) is then directly 
related to the number and size of theze zones. 
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Figure . 1: 
Fxa! nl)les of light curves of four events with AO 1.8. 
143 
sü3 sý 't 6U: r. ' r 
a. vc.. i. ý.. 
(a) 2000bu1-03 
Sn ýecer; o Zones ý. ýr a=rý/M- 1 OF G3 
fir, CbJ dt l. ft".:. .ý 'ý'^ý.., 
t P: a1 4 
i` ;. '. "' _ 
(b) 2000bu1-07 
48 1 "; isý 
(c) 2000bul-40 
a '. }ý. ¼t r.... ýý '... 
üc- c. .o aha[ o OaX. al. Ir 
`iay1. 
t . org.. 
ýi 
iý 
(d) 2000bul-53 
Figure 
. 2: 
OX' snaps for the lightcurves in figure . 1. These snaps are for a mass ratio of 
q= 10-: 3 and a .ý Z' threshold value of 
25. 
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3: Detection probability plots for the lightcurves in figure . 
1. The top curve is 
for a mass ratio q= 10-'3 and a Ox2 threshold value of 25 corresponding to the maps in 
figure 
. 
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