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Abstract
We introduce Fock-corrected density-functional theory (FCDFT), a semi-empirical
minimal-basis method part way between density-functional tight binding (DFTB) and
DFT. FCDFT contains DFTB-like Fock-matrix contributions calculated using simple
pairwise formulae and Slater-Koster transformations. But it also contains the full
Kohn-Sham treatment of Coulombic electrostatics. The resulting method is better
suited than either minimal-basis DFT or DFTB for modelling the low-level subsystem
in embedded mean-field theory (EMFT), improving over the former by correcting for
basis-set incompleteness, and over the latter by properly accounting for electrostatics.
EMFT calculations using DFT-in-FCDFT have much smaller errors in orbital energies,
dipole moments and reaction energies than our previous DFT-in-DFT calculations.
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Introduction
Multiscale embedding theories have made significant contributions to the understanding of
chemical processes in a wide variety of large, complex systems. In particular, the celebrated
combination of quantum mechanics (QM) and molecular mechanics (MM) in QM/MM rev-
olutionized modelling of catalysis, reactivity and binding in biomolecular systems.1–6 The
ONIOM method offers the flexibility to combine different QM methods, as well as QM and
MM.7–11 And the polarizable continuum model (PCM) provides an important framework for
modelling chemical reactions in solution.12–16
Despite the successes of these methods, each suffers from potential drawbacks and lim-
itations, arising from the nature of the interaction between system and environment, and
from the quality of the description of the environment itself. For instance, PCM methods do
not capture the structural or dynamical detail of the solvent that may be important in some
cases; and in ONIOM the high-level treatment is typically performed without polarization
by the environment. Potential problems in QM/MM calculations are numerous, but many
have been addressed through corrections and improvements, for example over-polarization
of the QM region by neighbouring MM point charges;17 lack of exchange-repulsion effects on
MM atoms;18 lack of polarizability in the MM environment;19 and issues with partitioning
across covalent bonds.20,21
In order to reduce the computational cost for QM calculations whilst avoiding some of
these complications, many researchers have made efforts to investigate quantum embedding
theories, where accurate but costly QM methods are embedded in an environment mod-
elled using low-level QM methods.22–45 Advantages of these theories have been shown by
applying them to problems in surface chemistry,46–49 electrochemistry,50,51 enzymology,52
and photochemistry.53–60
At present, however, most quantum embedding theories impose the limitation that the
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number of electrons (and spin state) in subsystems has to be fixed in advance, preventing
electron transfer between subsystems, or number or spin fluctuations. This limitation may
cause problems when considering delocalized systems, such as molecules with conjugated
double bonds; surface chemistry on metals and semiconductors; and defects.61–64 The prob-
lem becomes more serious when molecular dynamics simulations are carried out because, for
example, changing bond alternations at the boundary between subsystems can result in an
apparently reasonable a priori choice of particle number and spin state becoming invalid
during the trajectory. Attempts have been made to address this issue, for example in the
partition density-functional theory of Elliott et al.28 and the potential-functional embedding
theory of Huang and Carter.26 The issue of properly handling particle-number and spin
fluctuations in open quantum subsystems is fully addressed (at the mean-field level) in the
density-matrix embedding theory of Chan and co-workers.37,40,65
Recently we proposed embedded mean-field theory (EMFT), a quantum embedding for-
malism based on partitioning of the mean-field one-particle density-matrix.61 In EMFT a
high-level mean-field method is applied in subsystem A, and a lower-level in subsystem B;
the theory is strikingly simple, parameter-free, and has no restriction with respect to elec-
tron numbers (or spin state): subsystems A and B in EMFT are simply specified by disjoint
subsets of atomic orbitals. Since EMFT is itself a mean-field theory, properties such as to-
tal energy and gradients are obtained by small modifications of existing mean-field theory
codes. Numerical assessments show that EMFT has advantages in terms of flexibility in
setting boundary conditions and applicability to a variety of chemical systems.
For greatest efficiency it is attractive to try minimal basis sets for the description of
subsystem B. Although in many cases this works well, we encountered problems when han-
dling processes where charges are formed in subsystem A. This problem may result in part
from unphysical charge flow due to the combination of different theories, and in particular
the difference of basis sets in the two subsystems appears to play the dominant role. This
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also causes problems with the description of dipole moments and orbital energies, which are
important for predicting electrochemical and photochemical properties.
In early studies of EMFT, we attempted to couple Kohn-Sham density functional theory
(DFT)66,67 with various forms of density-functional tight binding (DFTB68 and its self-
consistent charge extension, SCC-DFTB69). This turned out not to be successful, and our
analysis suggested that the primary cause of the problem was the incompatibility of the
treatment of electrostatics in the two approaches.
In this paper, we propose a semi-empirical electronic structure theory that lies some-
where between DFTB and DFT and is more suitable for EMFT calculations: it improves
on minimal-basis DFT through use of Fock-matrix corrections to compensate for basis-set
deficiencies; and it improves on DFTB through inclusion of Coulombic electrostatics. The
key issue is not the central role of electrostatics in the physical systems studied here, but the
problems that arise from incompatible treatments of electrostatics when different methods
are juxtaposed in embedding calculations.
Another prominent attempt to start from a minimal-basis mean-field calculation and add
corrections to account for various shortcomings is the HF-3c approach of Grimme et al.70
This method achieves impressive accuracy in applications on biomolecular systems,70 organic
crystals,71 and supramolecular host-guest complexes.72 However, the energy corrections ap-
plied in HF-3c do not address the fundamental problem with juxtaposing minimal and more
complete basis sets, because the corrections to do not change the model Hamiltonian, and so
do not address inaccuracies in the electronic density that arise from incompatibility between
different levels of theory.
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Theory
Fock-corrected density functional theory
We will describe our semi-empirical electronic structure theory, FCDFT, starting out from
the sum of Kohn-Sham orbital eigenvalues
∑
i∈occ
i = Ts[ρ] + Eext[ρ] + 2J [ρ] +
∫
Vxc[ρ(r)]ρ(r)dr , (1)
where Ts, Eext and J are the non-interacting kinetic, electron-nuclear potential, and elec-
tronic Coulomb energies respectively; where Vxc is the exchange-correlation potential; and
where ρ is the electronic density. This quantity is related to the Kohn-Sham total energy
through double-counting corrections for the Coulomb and exchange-correlation contributions
as follows:
E[ρ] =
∑
i∈occ
i − J [ρ]−
∫
Vxc[ρ(r)]ρ(r)dr + Exc[ρ] + Enuc . (2)
Here Exc is the exchange-correlation energy and Enuc the internuclear repulsion.
The computational cost of evaluating Eq. 2 can be reduced by using a minimal basis set,
but at great loss of accuracy. With FCDFT we borrow two key components of DFTB to
correct for the basis-set deficiency: first, we introduce a semi-empirical correction term L,
to be defined below. Second, we approximate double-counting terms associated with this
correction by a sum of pair-wise functions of interatomic distances, Ucor. The total FCDFT
energy for a minimal-basis density ρ˜ is then written
EFCDFT[ρ˜] = EDFT[ρ˜] + L[ρ˜] + Ucor ; (3)
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or in terms of the minimal-basis one-particle density matrix D˜ as
EFCDFT[D˜] = EDFT[D˜] + tr D˜L˜ + Ucor , (4)
where L˜ is a minimal-basis semi-empirical correction matrix.
We have designed the Fock-correction matrix L˜ and energy correction term Ucor based
on standard DFTB technologies.68,69,73–75 The latter is expressed as
Ucor =
∑
I<J
UIJ(RIJ)
where I and J index a pair of atoms, RIJ is the distance between them, and UIJ is a short-
range potential represented by a fourth-order spline function specific to the pair of atom
types.73,75
The semi-empirical matrix L˜ has the same structure as the DFTB Hamiltonian,68,69 i.e.,
atom-diagonal and off-diagonal blocks given by
L˜µν =

δµνµ µ, ν ∈ I
F SKµν (RIJ) µ ∈ I, ν ∈ J, I 6= J
(5)
where RIJ is the vector between atoms I and J . The F
SK
µν (RIJ) elements are computed using
atom-atom interaction functions with Slater-Koster transformations.76 The untransformed
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atom-atom interaction functions (up to second row elements) are given by
Fssσ(R) = α exp(−βRγ) (6)
Fspσ(R) = αR exp(−βRγ) (7)
Fppσ(R) = (δR
2 − α) exp(−βRγ) (8)
Fpppi(R) = α exp(−βRγ) , (9)
with distinct values for the parameters for each pair of atoms and for each interaction type.
The polynomial prefactors reflect symmetry properties of the underlying matrix elements, so
that for example the spσ interaction exactly vanishes as the separation between atoms goes
to zero. Since these functions are simple closed-form expressions, computational cost for
constructing L˜ is completely negligible. The empirical parameters  in Eq. 5 are particular
to a specific element; whereas α, β, γ, and δ from Eqs. 6–9 are associated with element pairs.
Procedures for fitting these parameters will be discussed in the following section.
Finally, we compare FCDFT with recently proposed semi-empirical theories, i.e., DFTB
and HF-3c methods.70 The main difference between FCDFT and DFTB is handling of elec-
trostatic interactions. FCDFT calculates the Coulomb energy using the charge density ob-
tained using the minimal basis set, whereas DFTB starts from an assumption of neutral
atoms in which electrostatic interaction with a nucleus is exactly cancelled by the interaction
with its surrounding cloud of electronic charge. FCDFT and HF-3c both make corrections
to minimal-basis ab initio methods, but whereas HF-3c adds corrections only to the total
energy, FCDFT also applies a correction to the Fock matrix. Thus there is an opportunity to
improve not only energies, but also the shape of molecular orbitals, and orbital eigenvalues.
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EMFT using FCDFT as the low-level method
We derive an energy expression for EMFT which embeds DFT into an environment modelled
using FCDFT. The key idea in EMFT is the block-partitioning of the density matrix as
D =
DAA DAB
DBA DBB
 (10)
where DAA and DBB denote density-matrix blocks in subsystems A and B, respectively, and
where DAB and DBA are blocks that couple the two subsystems. The total energy expression
for EMFT is simply defined by
EEMFT = Elow[D]− Elow[DAA] + Ehigh[DAA] (11)
where Elow and Ehigh represent the total energy by low- and high-level of theories respectively.
The coupling terms are treated at the FCDFT level of theory, and typically a flexible basis
set will be used in subsystem A. Thus it is necessary to calculate an L-matrix correction with
one index drawn from a flexible basis. This can be achieved most simply by the standard
non-orthogonal projection operator
Pˆ =
∑
µν∈A∪B
|µ〉S−1µν 〈ν| (12)
where |µ〉 and |ν〉 are components of the minimal basis set that span the whole system A∪B.
Based on this projector the Fock correction for an arbitrary basis set can be written
Lαβ =
∑
µνσλ
SαµS
−1
µν L˜νσS
−1
σλSλβ (13)
where α, β index atomic orbitals for the general basis set, whereas µ, ν, σ, λ index functions
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in the minimal basis.
The total energy expression for the embedded DFT-in-FCDFT theory is given by
EDFT-in-FCDFT[D] = Elow[D] + (Ehighxc [D
AA]− Elowxc [DAA])
+ (tr DL− tr DAAL) + Ucor − UAAcor (14)
where Elowxc and E
high
xc are the exchange-correlation energies computed by the FCDFT and
DFT respectively, and UAAcor is equivalent to Ucor for atoms in subsystem A.
The Fock matrix elements are obtained by taking the derivative of Eq. 10 with respect
to the density matrix elements. Hybrid functionals can be embedded into an environment
modelled using FCDFT in exactly the same manner as for embedded DFT-in-DFT theory.61
FCDFT and embedded DFT-in-FCDFT theory have been implemented in the development
version of Molpro software package.77,78
Parameter fitting
In this paper we consider two FCDFT methods for subsystem B, namely Fock-corrected
Hartree (FCH) and Fock-corrected LDA (FCLDA). In the latter Elowxc is the LDA exchange-
correlation energy.79,80 In the former Elowxc = 0, and this is attractive as it involves no numeri-
cal quadrature at all in the environment, with the Fock correction L and potential Ucor taking
the entire role of supplying an exchange-correlation contribution. The STO-3G basis set81,82
is used for the basis functions of FCDFT. Since we use hybrid-DFT as well as pure-DFT for
the high-level of theory in EMFT, two parameter sets are created for each theory. As the
high-level of DFT theories, the PBE/6-31G* and the B3LYP/6-311G** are chosen (for the
latter geometry optimizations were performed using B3LYP/6-31G*).83–89 Here, VWN3 is
used as the LDA correlation component of B3LYP, but VWN5 is used elsewhere.80
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In this paper, we create parameters for hydrocarbons. To determine the parameters,
orbital energies, potential energy curves, atomization energies, and reaction energies are
used for fitting. Since our aim for this study is to develop low-level methods suitable for
use in EMFT, reference orbital energies and potential energy curves are obtained using
the high-level of DFT theories described above. Reference reaction energies are obtained
using CCSD(T)/6-311+G(3df,2p)90,91 and experimental atomization energies92 are used as
reference values.
We determine parameters by minimizing ∆ defined by
∆ =
a∆OE + b∆PEC + c∆AE + d∆RXN
a+ b+ c+ d
(15)
where a, b, c, and d are weight factors and ∆OE, ∆PEC, ∆AE, and ∆RXN are the root-
mean-square errors of the orbital energies, potential energy curves, atomization energies per
valence electron pair, and reaction energies, respectively. All parameters are determined
from properties of just six molecules: H2, CH4, C2H2, C2H4, C2H6, and C6H6. For ∆
OE all
valence occupied orbitals were included, and, for parameterising against PBE/6-31G*, also
the lowest unoccupied molecular orbital. To determine ∆PEC the H–H bond of H2, the C–H
bond of of CH4, and the C–C bonds of C2H2, C2H4 and C2H6 are elongated on meshes of
8 points from 1.3, 1.8, 2.0, 2.2, and 2.6 bohr, respectively, and with spacing of 0.1 bohr.
The point closest to the equilibrium value Re is replaced by three points with values Re and
Re ± 0.004 bohr; this effectively adds in a contribution from harmonic frequencies to our
objective function. The set of reactions for evaluation of ∆RXN is shown in Table 1.
When FCDFT atomization energies are calculated we add the carbon-atom spin-polarization
energy (Espin) as an extra fitting parameter since L˜ does not take account of this energy
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contribution. Thus, the FCDFT atomization energy for CnHm is obtained by
EAE = n(EC + Espin) +mEH − Emol (16)
where EC, EH, and Emol are the total energies of the carbon atom, hydrogen atom and the
target molecule. Our reference values for atomization energies were obtained by correcting
experimental values for zero-point and enthalpic contributions in the harmonic approxima-
tion using B3LYP/6-31G*; for this calculation, frequencies are scaled by 0.96.93
First parameters for the hydrogen atom and H–H bond are determined, followed by all
other parameters. The pairwise functions that define Ucor are parameterised for interatomic
distances ranging from a little shorter than the shortest chemically relevant equilibrium
bond length to a maximum value taken from a widely used DFTB parameterization.75 If
shorter range values are necessary, these functions can be connected to analytical repulsive
potentials, as proposed in Ref. 73. Weight factors for the orbital energies and poetntial-
energy curves were a = 1 and b = 10. To optimize parameters for FCH we used c = 1
and d = 0; for FCLDA we used the reverse, i.e. c = 0 and d = 1. Espin for FCLDA was
determined only after determining all the other parameters, and only by using ∆AE, whereas
that for FCH was determined simultaneously with the other parameters. The objective
functional was minimized using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm94
as implemented in the SciPy library.95 All geometries for FCDFT calculations are obtained
by the high-level of DFT theories described above using Gaussian 09.96 All parameters are
provided in the supporting information.
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Table 1: Chemical reactions used for fitting parameters, mainly drawn from Refs. 73 and
75.
chemical reactions
H2 → 2 H
C2H2 + C2H6 → 2 C2H4
C2H4 + H2 → C2H6
C2H2 + H2 → C2H4
C2H2 + 2 H2 → C2H6
3 C2H2 → C6H6
C6H6 + 6 H2 → 3 C2H6
C2H4 + 2 CH4 → 2 C2H6
C2H2 + 4 CH4 → 3 C2H6
C2H6 + H2 → 2 CH4
C2H4 + 2 H2 → 2 CH4
C2H2 + 3 H2 → 2 CH4
C6H6 + 9 H2 → 6 CH4
Results
FCDFT
We examine the performance of FCDFT by comparing basic properties with ab-initio and
semi-empirical electronic structure theories. In this section, the high-level of theory that
is used to determine the parameter set is given in parenthesis, so for example FCH(PBE)
denotes Fock-corrected Hartree with parameters based on the PBE/6-31G*.
Although a key point of the present parameterization of FCDFT is to improve on or-
bital energies to increase compatibility in EMFT calculations, we must also ensure that it
has reasonable accuracy for other properties. We first assess equilibrium geometries and
harmonic frequencies of small molecules (H2, CH4, C2H2, C2H4, and C2H6) using FCH and
FCLDA; all derivatives were computed using finite differences. Errors from the high-level
of DFT theories (PBE/6-31G* or B3LYP/6-311G**) are about the same as those by the
corresponding low-level of theories (PBE/STO-3G or B3LYP/STO-3G), i.e., mean-absolute
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errors of less than 0.01 A˚ for the equilibrium bond lengths, and average errors of approx-
imately 5–7% in the frequencies. It is particularly reassuring that the errors in geometries
are small. Detailed data are provided in the supporting information. We also tested relia-
bility on four small molecules not in the training set (propane, propene, 1,3-butadiene, and
toluene) and find similar accuracy. Since we did not include bond angles in our training set
we find slightly less good agreement for these quantities, with average errors of 1–2◦ using
FCLDA and around 4◦ using FCH.
Next, we examine error distributions in HOMO and LUMO energies for H2 and 37 closed-
shell hydrocarbons from the G2/9797 and G3/9998 test sets. Table 2 shows mean-absolute
errors (MAE) and standard deviations of errors (σ) in the HOMO and LUMO energies
relative to reference DFT results. It is clear that both FCH and FCLDA, parameterized for
either PBE/6-31G* or B3LYP/6-311G**, improve considerably over results obtained with
either functional in a minimal basis. It can further be seen that the improvement in FCLDA
surpasses that of FCH, leading to almost an order-of-magnitude reduction in errors in the
HOMO energy.
The MAEs for the LUMO energies, for both uncorrected and corrected minimal-basis
methods, are 2–3 times larger than those of the HOMO energies. Both FCDFT correc-
tion schemes reduce the LUMO error very significantly compared to PBE/STO-3G for the
PBE parameterization, but the improvement is less pronounced when trying to approximate
B3LYP/6-311G**.
We examine the performance of FCDFT for calculating atomization energies EAE, reac-
tion energies ERXN, and dipole moments µ, by comparing them with a variety of electronic
structure methods. Mean absolute errors (MAE) and maximum errors (MAX) for those
properties are summarized in Table 3.
We first look at the errors in the atomization energies (EAE). For DFT calculations,
both MAE and MAX are very strongly dependent on the basis set, with enormous errors
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Table 2: Comparison of errors in orbital energies for H2 and hydrocarbons from the G2/97
and G3/99 test sets. All errors using PBE are relative to PBE/6-31G*, and using B3LYP are
relative to B3LYP/6-311G**. MAE and σ represent the mean absolute error and standard
deviation respectively.
HOMO/eV LUMO/eV
method MAE σ MAE σ
PBE/STO-3G 1.33 0.29 4.25 2.10
FCH(PBE)/STO-3G 0.58 0.29 1.23 0.78
FCLDA(PBE)/STO-3G 0.19 0.16 0.60 0.41
B3LYP/STO-3G 1.44 0.33 5.40 2.81
FCH(B3LYP)/STO-3G 0.62 0.36 2.54 0.91
FCLDA(B3LYP)/STO-3G 0.16 0.22 1.19 1.24
when the minimal STO-3G set is used. The errors can be reduced significantly by the use
of double-zeta basis sets with polarization functions. For the chosen test set, the B3LYP/6-
311G** gives two times larger values than the B3LYP/6-31G* for both MAE and MAX,
indicating some cancellation of error in the latter case. Of the two tight-binding methods we
tested, DFTB269 with the MIO69 parameter set gives accuracy between DFT in a minimal
basis set and in more flexible basis sets, but DFTB374 with the 3OB75 parameter set gives
the best results in this list. FCH gives similar errors regardless of parameter sets and the
accuracy of this theory is comparable to DFT in double-zeta plus polarization functions,
and the best FCDFT results have similar accuracy to DFTB3/3OB. It is worth noting that
the errors in atomization energies from FCDFT methods are considerably lower than from
the corresponding reference DFT methods used to parameterize them; this is because of the
high-accuracy data used in computing the ∆AE and ∆RXN terms in Eq. 15.
The clear conclusion is that minimal-basis DFT with Fock-matrix corrections produces
atomization energies that are as accurate as (or better than) DFT in a flexible basis set, and
at far lower computational cost.
Next, we compare errors in the reaction energies (ERXN). DFT results show the similar
trend as for EAE, i.e., DFT in the STO-3G basis set gives the largest errors in the table, and
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the errors are unsurprisingly reduced drastically by the use of 6-31G*. B3LYP/6-311G**
gives the best results, in contrast to the results of EAE. Both DFTB methods perform
well in predicting ERXN, and the accuracy approaches that of B3LYP/6-311G**. The Fock-
corrected methods FCH(PBE), FCH(B3LYP), and FCLDA(B3LYP) give similar accuracy
to PBE/6-31G*, whereas FCLDA(PBE) gives excellent accuracy.
Finally, we compare errors in the dipole moment vectors (µ). In this property, DFT
methods give better results than semi-empirical theories regardless of basis. The accuracies of
DFTB2/MIO and DFTB3/3OB are almost the same and MAX values are around two times
larger than DFT in the minimal basis set. Unfortunately, the FCH errors are much larger
than those of the other methods. However, the addition of the LDA exchange-correlation
potential reduces the errors significantly: the errors of FCLDA are comparable to minimal-
basis DFT and DFTB results.
Table 3: Comparison of errors in atomization energies EAE (kcal/mol), reaction energies
ERXN (kcal/mol), and dipole moment vectors µ (debye). Errors in EAE are evaluated rel-
ative to experiment92 (with harmonic corrections — see text); errors in ERXN are relative
to G3B3 theory;93 errors in µ are relative to B3LYP/6-311+G(3df,2p) results. All DFT
calculations are carried out using Gaussian 0996 and all DFTB calculations are performed
using DFTB+.99,100 Detailed data are provided in the supporting information.
EAE ERXN µ
Method MAE MAX MAE MAX MAE MAX
B3LYP/6-311G** 9.8 −22.7 2.3 10.4 0.01 0.09
B3LYP/6-31G* 4.4 −13.4 4.5 19.2 0.03 0.16
PBE/6-31G* 28.6 85.2 6.5 31.5 0.02 0.11
B3LYP/STO-3G 218.0 496.1 19.8 61.5 0.04 0.27
PBE/STO-3G 265.8 570.6 20.0 73.9 0.03 0.24
DFTB2/MIO 56.6 118.8 5.9 15.4 0.04 0.40
DFTB3/3OB 3.3 −11.7 3.8 11.8 0.04 0.38
FCH(PBE)/STO-3G 13.8 −42.9 7.1 20.8 0.15 1.06
FCH(B3LYP)/STO-3G 14.7 −49.9 7.3 22.2 0.21 1.49
FCLDA(PBE)/STO-3G 2.6 −15.2 2.6 8.5 0.03 0.24
FCLDA(B3LYP)/STO-3G 7.4 −49.0 4.5 24.7 0.08 0.58
15
EMFT using FCDFT as the low-level method
We examine the performance of FCDFT as the low-level of theory in EMFT, using hydro-
carbon test systems. We investigate the subsystem-size dependence of errors in reaction
energies, HOMO and LUMO energies, and dipole moments. For comparison, DFT-in-DFT
calculations with EMFT61 and ONIOM48 are also performed. The chemical reactions stud-
ied are terminal hydrogenation of decapentaene, Diels-Alder reaction between an 18-carbon
polyene and butadiene, and terminal hydrogenation of pentacene. In each case the conju-
gated electronic structure provides a stringent test on the sensitivity of embedding theories
to boundary effects. Geometries of reactants and products are shown in Fig. 1.
In this section, PBE/6-31G* and B3LYP/6-311G** are used in subsystem A, while
LDA/STO-3G and FCDFT are used subsystem B. For EMFT calculations, density fitting
is used to evaluate the Coulomb101,102 and exact exchange103 energies. We use Ahlrichs’
density-fitting basis set104,105 for PBE calculations, and cc-pVTZ/JKFIT103 for B3LYP cal-
culations. In subsystem A these full basis sets are used, but in subsystem B only s-type
functions are used; the effectiveness of this treatment is discussed in Ref. 61. The EX0 im-
plementation is used to evaluate the exact exchange contribution in EMFT calculations.61
This approach can be viewed as computing the exchange contribution only including four-
index integrals with all four indices subsystem A (although in practice density fitting is used).
In some regards EX0 resembles the auxiliary density-matrix method approach ADMM3, in
which an auxiliary density matrix used for computation of exact-exchange contributions is
approximated in block-diagonal form over fragments of the system.106
We begin by introducing the notation used in this section, which follows that employed
in our previous work.61 Low- and high-level of methods in embedding calculations are de-
scribed in parenthesis and are separated using a colon (:). For example, EMFT(PBE:LDA,
6-31G*:STO-3G, DF:DF(s)) indicates an EMFT calculation using PBE/6-31G*/DF and
LDA/STO-3G/DF(s) as the high- and low-level of theories respectively. Similarly, EMFT
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(PBE:FCH, 6-31G*:STO-3G, DF:DF(s)) represents an EMFT calculation using PBE/6-
31G*/DF and FCH/STO-3G/DF(s), and FCH parameters set fitted to PBE/6-31G*. Fi-
nally ONIOM(B3LYP:LDA, 6-311G**:STO-3G) represents an ONIOM calculation using
B3LYP/6-311G** and LDA/STO-3G as the high- and low-level of theories, respectively.
Here, DF represents the use of the density fitting technique and DF(s) represents the use
of the subset of the density-fitting basis set which consists of only s-type functions for sub-
system B. For ONIOM calculations, we use default values for link-atom bond lengths in
Gaussian 09.96
Throughout this section, unless otherwise noted, subsystem A is described by the number
of carbon atoms in the region, and associated hydrogen atoms are also included. Zero carbon
atoms indicates the result at the low-level of theory. All EMFT calculations were carried out
using the development version of Molpro software package and ONIOM calculations were
performed by Gaussian 09.
Terminal hydrogenation of decapentaene
Embedding calculations are performed for hydrogenation of the terminal double bond of
decapentaene, and subsystem A is extended from the reaction center along the polyene
chain. Fig. 2 shows results of embedding calculations using the PBE/6-31G* as the high-
level of theory in subsystem A. In panel (a), we compare errors in the reaction energy. For
ONIOM calculations, an oxygen atom is used as the link atom when a double bond crosses
a boundary between two subsystems, whereas a hydrogen atom is used to terminate a single
bond. It is worth reiterating that EMFT does not require such choices to be made, because
the partitioning is made strictly at the level of subsets of the atomic-orbital basis.
Low-level calculations over the whole system (corresponding to zero carbon atoms in
subsystem A) show that both parameterisations of FCDFT predict the reaction energy with
good accuracy (errors less than 2 kcal/mol) while the LDA/STO-3G gives a significantly
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Figure 1: Geometries of reactants and products used in EMFT tests: (a) terminal hydro-
genation of decapentaene; (b) Diels-Alder reaction of butadiene and an 18-carbon polyene;
(c) terminal hydrogenation of pentacene. Geometries were optimized using the 6-31G* basis
set with the corresponding reference DFT approximation, using Gaussian 09.96
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larger error of −24 kcal/mol. All embedding theories show rapid convergence with respect to
the size of subsystem A. Interestingly, ONIOM provides accurate reaction energies even when
a double bond crosses the boundary, provided that an appropriate link atom is chosen. Only
EMFT calculations using FCDFT as the low-level theory produce errors below 1 kcal/mol,
even when subsystem A contains just the two reacting carbon atoms.
Panels (b) and (c) of Fig. 2 compare errors in the HOMO and LUMO energies of EMFT
calculations. Embedding in low-level DFT (LDA/STO-3G) gives errors in the HOMO and
LUMO energy of up to 2 eV, but the errors using FCDFT in subsystem B are much
smaller. Although the errors decrease monotonically with the size of subsystem A regardless
of method, the combination EMFT(PBE:FCLDA, 6-31G*:STO-3G, DF:DF(s)) shows the
smallest error at each point.
Panel (d) compares errors in dipole moments. Although the low-level of DFT theory
(LDA/STO-3G) itself predicts reasonable dipole moments for both the reactant and product,
EMFT calculations using this theory in subsystem B yield large errors of 2–4 debye for any
partitioning choice. FCH is less accurate than LDA in estimating the dipole moment of the
product, but errors in EMFT calculations using FCH for subsystem B are greatly reduced.
EMFT using FCLDA in subsystem B gives the smallest errors at any point, typically around
half of the size of errors using FCH, and an order of magnitude smaller than using LDA/STO-
3G.
Embedding calculations using the B3LYP/6-311G** in subsystem A show similar trends
to those using PBE/6-31G* for reaction energies and HOMO energies, as shown in Fig. 3.
All embedding methods show rapid convergence of the reaction energy, errors in the HOMO
energy decrease monotonically with respect to the size of subsystem A. More importantly,
EMFT calculations using FCDFT give the smallest errors for both properties. Dipole mo-
ments (panel (d)) are improved through use of FCDFT, but to a lesser extent than when
PBE/6-31G* is used in subsystem A. The LUMO energies are changed significantly by use of
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FCDFT, but the correction is overestimated. Embedding in FCH produces errors of similar
magnitude to embedding in LDA/STO-3G, but opposite sign; and FCLDA produces errors
of around half the size.
Diels-Alder reaction between an 18-carbon polyene and butadiene
In this example a Diels-Alder reaction takes place across the central pair of carbon atoms
in the polyene (see Fig. 1b). For the embedding calculations subsystem A is symmetrically
extended from this reaction center.
Fig. 4 summarizes the results of embedding calculations using the PBE/6-31G* as the
high-level of theory. Panel (a) shows the errors in the reaction energies. In the first set of
ONIOM calculations (red diamonds) hydrogen atoms were used as link atoms; the second
set (black squares) only involved partitions across double bonds, and oxygen was used as
the link atom. ONIOM calculations using hydrogen link atoms show significant errors when
the boundaries cross the double bonds, although use of oxygen atoms reduces this error
dramatically. A fundamental issue for ONIOM is that in a dynamical process the conjugation
pattern is not always known a priori, and this choice of link atoms cannot always be made
in advance.
LDA/STO-3G (for the whole system) gives a huge error of −55 kcal/mol in the reaction
energy, but FCDFT methods reduce this error to around 2 kcal/mol. For small numbers of
carbon atoms in subsystem A, EMFT using LDA/STO-3G in subsystem B performs well,
but convergence for larger subsystems is somewhat improved overall through use of FCDFT.
The trends of errors in HOMO energy, LUMO energy and dipole moment (panels (b)–(d) of
Fig. 4) are similar to those found for decapentaene hydrogenation, with dramatic reduction
of errors on moving from minimal-basis DFT to FCDFT in subsystem B.
The behaviour of EMFT with B3LYP/6-311G** in subsystem A and the various low-
level models for subsystem B is shown in Fig. 5. Here again, the broad conclusion is that
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Figure 2: Errors in embedding calculations using PBE/6-31G* in subsystem A for terminal
hydrogenation of decapentaene, relative to PBE/6-31G* on the whole system. The panels
show errors in: (a) reaction energy, (b) HOMO energy, (c) LUMO energy and (d) dipole
moment along the z-axis. Solid and dashed lines in panels (b)–(d) indicate reactant and
product respectively. Geometries, and the orientation of the z-axis, are shown in Fig. 1.
Reference values (computed with PBE/6-31G*) for each panel are: (a) −32.8 kcal mol−1;
(b) −4.53 eV (reactant), −4.53 eV (product); (c) −2.51 eV (reactant), −2.16 eV (product);
(d) 0.00 D (reactant), −1.01 D (product).
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Figure 3: Errors in embedding calculations using B3LYP/6-311G** in subsystem A for
terminal hydrogenation of decapentaene, relative to B3LYP/6-311G** on the whole system.
The panels show errors in: (a) reaction energy, (b) HOMO energy, (c) LUMO energy and (d)
dipole moment along the z-axis. Solid and dashed lines in panels (b)–(d) indicate reactant
and product respectively. Geometries, and the orientation of the z-axis, are shown in Fig. 1.
Reference values (computed with B3LYP/6-311G**) for each panel are: (a) −29.4 kcal
mol−1; (b) −5.41 eV (reactant), −5.45 eV (product); (c) −2.11 eV (reactant), −1.73 eV
(product); (d) 0.00 D (reactant), −0.93 D (product).
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embedding in FCDFT improves over embedding in minimal-basis DFT, producing stable
convergence of the reaction energy and greatly improved accuracy in the HOMO energy.
Again the improvements in the LUMO energy and dipole moment are significant but not as
great as when subsystem A is treated with PBE/6-31G*.
Hydrogenation of a pentacene
Finally we examine hydrogenation of a terminal C–C bond in pentacene. Geometries for the
reactant and product are shown in panel (c) of Fig. 1, and the results using PBE/6-31G*
and B3LYP/6-311G** as the high-level methods are shown in Figs. 6 and 7 respectively.
Although these calculations reveal patterns similar to the first two examples, there are some
notable differences. First, it can be seen that the need to partition across a strongly delocal-
ized conjugated system presents great difficulties for ONIOM, but not for EMFT. Second,
it can be seen that EMFT with FCH in subsystem B does not perform particularly well,
although FCLDA offers a clear improvement over minimal-basis DFT. As before, EMFT
HOMO energies are greatly improved by Fock corrections; and LUMO energies and dipole
moments are more significantly improved when the subsystem A method is PBE/6-31G*
than when it is B3LYP/6-311G**.
Conclusions
A semi-empirical minimal-basis electronic structure method called FCDFT has been pro-
posed. Semi-empirical parameters for FCDFT are determined to reproduce a given reference
DFT approximation using a small number of molecules as a training set. Numerical assess-
ments show that FCDFT methods give HOMO and LUMO energies closer to those of the
reference DFT calculations than uncorrected minimal-basis DFT. Also, FCDFT predicts at-
omization energies and reaction energies of hydrocarbons with accuracy comparable to that
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Figure 4: Errors in embedding calculations using PBE/6-31G* in subsystem A for a Diels-
Alder reaction of an 18-carbon polyene chain and a butadiene, relative to PBE/6-31G* on the
whole system. Horizontal axes correspond to the number of carbon atoms in the 18-carbon
polyene chain. The panels show errors in: (a) reaction energy, (b) HOMO energy, (c) LUMO
energy and (d) dipole moment along the z-axis. Solid and dashed lines in panels (b)–(d)
indicate reactant and product respectively. Geometries, and the orientation of the z-axis,
are shown in Fig. 1. Reference values (computed with PBE/6-31G*) for each panel are: (a)
−27.0 kcal mol−1; (b) −4.16 eV (reactant), −4.47 eV (product); (c) −2.92 eV (reactant),
−2.32 eV (product); (d) 0.00 D (reactant), −0.76 D (product).
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Figure 5: Errors in embedding calculations using B3LYP/6-311G** in subsystem A for a
Diels-Alder reaction of an 18-carbon polyene chain and a butadiene, relative to B3LYP/6-
311G** on the whole system. Horizontal axes correspond to the number of carbon atoms
in the 18-carbon polyene chain. The panels show errors in: (a) reaction energy, (b) HOMO
energy, (c) LUMO energy and (d) dipole moment along the z-axis. Solid and dashed lines in
panels (b)–(d) indicate reactant and product respectively. Geometries, and the orientation
of the z-axis, are shown in Fig. 1. Reference values (computed with B3LYP/6-311G**) for
each panel are: (a) −16.9 kcal mol−1; (b) −4.94 eV (reactant), −5.39 eV (product); (c)
−2.59 eV (reactant), −1.88 eV (product); (d) 0.00 D (reactant), −0.68 D (product).
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Figure 6: Errors in embedding calculations using PBE/6-31G* in subsystem A for a pen-
tacene hydrogenation, relative to PBE/6-31G* on the whole system. The panels show errors
in: (a) reaction energy, (b) HOMO energy, (c) LUMO energy and (d) dipole moment along
the z-axis. Solid and dashed lines in panels (b)–(d) indicate reactant and product respec-
tively. Geometries, and the orientation of the z-axis, are shown in Fig. 1. Reference values
(computed with PBE/6-31G*) for each panel are: (a) −21.6 kcal mol−1; (b) −4.12 eV
(reactant), −3.51 eV (product); (c) −2.96 eV (reactant), −3.30 eV (product); (d) 0.00 D
(reactant), −1.10 D (product).
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Figure 7: Errors in embedding calculations using B3LYP/6-311G** in subsystem A for a
pentacene hydrogenation, relative to B3LYP/6-311G** on the whole system. The panels
show errors in: (a) reaction energy, (b) HOMO energy, (c) LUMO energy and (d) dipole
moment along the z-axis. Solid and dashed lines in panels (b)–(d) indicate reactant and
product respectively. Geometries, and the orientation of the z-axis, are shown in Fig. 1.
Reference values (computed with B3LYP/6-311G**) for each panel are: (a) −28.1 kcal
mol−1; (b) −4.86 eV (reactant), −4.22 eV (product); (c) −2.67 eV (reactant), −3.06 eV
(product); (d) 0.00 D (reactant), −1.00 D (product).
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of PBE/6-31G*. FCLDA consistently outperforms FCH, in which all exchange-correlation
effects are handled by the semi-empirical Fock-matrix correction, and this is particularly so
for dipole moments.
EMFT calculations that use FCDFT for the low-level subsystem show better convergence
in reaction energies for our three test reactions than corresponding calculations that use un-
corrected minimal-basis DFT. Use of FCDFT greatly alleviates errors in the dipole moments
and HOMO energies, as well as improving LUMO energies.
While our two FCDFT variants perform well in capturing the differences between DFT/STO-
3G and PBE/6-31G*, the performance is not always as good in describing the correction
to B3LYP/6-311G**. This could have contributions from the increased size of the basis in
the reference calculation, but, we think, is more strongly associated with the difficulty of
capturing the effect of the non-local exchange contribution using the simple parameterization
of the L matrix. This is supported by the fact that it is more difficult to find Fock-matrix
corrections that reproduce the HOMO-LUMO gap of hybrid functionals rather than those
of GGAs. This is unlikely to limit EMFT applications, where the whole motivation for a
multiscale approach is reduced sensitivity to accuracy in the environment.
In this paper, we only showed calculations for hydrocarbons. However, the results suggest
that DFT-in-FCDFT embedding in the EMFT framework can overcome many of the leading
sources of error in previously reported EMFT calculations.61 FCDFT can be seen as a low-
cost intermediate point between minimal-basis DFT and SCC-DFTB, greatly improving over
the accuracy of the former, and providing a treatment of electrostatics that makes it more
suitable than the latter for use in EMFT calculations.
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