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As redes sociais sa˜o plataformas em larga escala onde pessoas de todo o mundo se podem
conhecer, partilhar imagens e v´ıdeos ou trocar opinio˜es. Saber as opinio˜es dos utilizado-
res que podem afetar a reputac¸a˜o de um produto ou servic¸o e´ uma das vantagens que
as empresas podem retirar deste tipo de plataformas. O objetivo deste trabalho e´ apre-
sentar um sistema com a capacidade de determinar, atrave´s de te´cnicas de aprendizagem
automa´tica, o sentimento de uma frase e respetivo impacto na afetac¸a˜o da reputac¸a˜o da
entidade mencionada, classificando-o como positivo, negativo ou neutro. Este sistema foi
desenvolvido na linguagem Python e utiliza recursos da ferramenta NLTK, como o reco-
nhecimento de entidades (NE Chunk), o classificador gramatical (pos tag) e os algoritmos
para o classificador da polaridade de sentimentos (Naive Bayes, Decision Trees e SVM).
i

Online Reputation Sensor: machine learning techniques
for detection and classification of opinions in Web textual
sources
Abstract
The social networks are large scale platforms where people around the world meet, share
photos and videos and share opinions. Knowing people’s opinions about a product or
service is one of the advantages that companies can benefit from these type of plataforms.
The purpose of this work is to present a system with the ability to predict, through machine
learning techniques, the sense of a sentence and the respective reputation impact on the
target entity, classifying it as negative, positive or neutral. This system was developed in
Python and uses resources from NLTK framework, such as entity recognition (NE Chunk),
the grammar classifier (pos tag) and the algorithms used in system development (Naive
Bayes, Decision Trees, and SVM).
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Enquadramento e motivac¸a˜o
O sucesso das redes sociais juntamente com as novas ferramentas e utilizac¸o˜es da Web 2.0
causaram algumas alterac¸o˜es na forma como as pessoas comunicam e partilham informac¸a˜o
entre si. Atualmente, existem diversas plataformas online que permitem a partilha de todo
o tipo de informac¸a˜o entre utilizadores de todo o mundo, como os blogs, micro-blogs, redes
sociais, servic¸os de ana´lises a produtos e servic¸os, entre outros. Para ale´m disso, com o
surgimento de novas e mais desenvolvidas soluc¸o˜es de dispositivos mo´veis, muito se tem
vindo a alterar no que respeita a` forma e necessidade de as pessoas estarem constantemente
ligadas a` rede global. Num estudo feito pela empresa Nielsen1, concluiu-se que entre 2011
e 2012 houve um aumento de 37% no tempo total anual despendido na utilizac¸a˜o de redes
sociais. Este aumento traduz-se em 121 bilio˜es de minutos para utilizadores Americanos.
A utilizac¸a˜o de dispositivos mo´veis para aceder a este tipo de plataformas esta´ a ganhar
cada vez mais adeptos, havendo um aumento no acesso via smartphones, tablets e ate´
televiso˜es.
A maior parte das pessoas que utilizam um ou outro destes diferentes servic¸os fazem-
no apenas de uma forma lu´dica. No entanto, existem plataformas sociais em que a sua
utilizac¸a˜o e´ feita com um objetivo estritamente profissional. No in´ıcio, um sistema de
rede social era maioritariamente utilizado para a comunicac¸a˜o entre amigos, partilha de
fotos e pouco mais. Com o aumento de funcionalidades e utilizadores, as empresas viram
as imensas potencialidades destas plataformas e seguiram tambe´m a tendeˆncia, passando
a estarem tambe´m presentes e adoptando estrate´gias de divulgac¸a˜o dos seus produtos e
servic¸os. Para ale´m de poderem chegar a uma quantidade elevada de pu´blico-alvo, as
1Mais informac¸o˜es em: http://blog.nielsen.com/nielsenwire/social/2012/
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empresas teˆm ao seu dispor um canal de publicidade que lhe pode gerar uma grande
rendibilidade de uma forma mais ra´pida, eficaz e de menor custo.
A informac¸a˜o presente neste tipo de redes pode variar entre informac¸a˜o pessoal atrave´s
de texto, v´ıdeos e imagens em conversas casuais entre amigos ou ter um aspecto mais
formal como omitir opinio˜es, cr´ıticas e sugesto˜es a um produto ou servic¸o prestado por
uma empresa ou pessoa. A forma como os utilizadores emitem essas opinio˜es pode ser
bastante diversificada e uma ana´lise mais cuidada a essa informac¸a˜o pode indicar, muitas
vezes, sentimentos diversos como o medo, a angu´stia, a insatisfac¸a˜o ou contentamento.
Cada comenta´rio introduzido neste tipo de plataformas pode ter milhares de visualizac¸o˜es
num curto espac¸o de tempo e dependendo do seu conteu´do, pode afectar positivamente
ou negativamente a opinia˜o de va´rias pessoas quanto a um determinado assunto e afetar
a reputac¸a˜o de um determinado servic¸o ou empresa.
Com a quantidade e diversidade deste tipo de conteu´do, podem-se desenvolver ana´lises
diversificadas acerca da opinia˜o de utilizadores, sobre va´rios domı´nios, como pol´ıtico,
econo´mico ou social. As ana´lises retiradas a partir dessa informac¸a˜o podem ter bastante
utilidade, quer para delinear pol´ıticas de mudanc¸a numa empresa, esclarecer consumidores
insatisfeitos ou analisar o sucesso de eventos, produtos ou ate´ de personalidades pol´ıticas
em alturas de eleic¸o˜es.
1.2 Objetivos e contribuic¸o˜es
O objetivo deste trabalho e´ apresentar um inovador sistema de reputac¸a˜o de entidades,
baseado em te´cnicas de aprendizagem automa´tica. A partir de um conjunto de mensagens,
obtidas na rede social Twitter2, este sistema analisa a estrutura morfolo´gica das frases e
determina o sentimento geral que as mesmas demonstram. Outra das funcionalidades e´
determinar se na mensagem analisada se encontra algum tipo de entidade, seja marca, pro-
duto ou nome de personalidade conhecida, e determinar se o sentimento afeta a reputac¸a˜o
da entidade mencionada. O sistema e´ desenvolvido em Python3 e utiliza ferramentas de
tratamento e ana´lise de texto do pacote NLTK4.
1.3 Organizac¸a˜o da dissertac¸a˜o
A estrutura deste trabalho esta´ disposta da maneira a seguir indicada. No cap´ıtulo 2 va˜o
ser apresentados exemplos de trabalhos efetuados que refletem o estado da arte em relac¸a˜o
a` minerac¸a˜o de dados em contexto de ana´lise de sentimentos. A maioria dos trabalhos ate´




1.3. ORGANIZAC¸A˜O DA DISSERTAC¸A˜O 3
grandes bases de texto presentes em redes sociais como Twitter e Facebook5 ou pa´ginas
de ana´lises de produtos ou servic¸os como TripAdvisor6 e Amazon7.
Em 3, sa˜o apresentadas as ferramentas utilizadas no desenvolvimento do sistema.
No cap´ıtulo 4, e´ feita a descric¸a˜o de todo o sistema final bem como de todas as suas fases
interme´dias. Neste cap´ıtulo tambe´m sera´ descrito o conjunto de dados utilizado bem como
os passos de pre´-processamento a que foi sujeito.
No cap´ıtulo 5, va˜o ser apresentados os resultados que foram obtidos pelo sistema na sua
versa˜o final com dados de teste. Sera´ tambe´m apresentado o resultado do sistema atrave´s
de um teste com um diferente conjunto de dados.
Finalmente, no cap´ıtulo 6, e´ apresentada a conclusa˜o e abordadas sugesto˜es de trabalho







A a´rea de ana´lise de sentimentos, inserida no domı´nio de processamento de linguagem
natural (PLN), e´ uma a´rea cada vez mais estudada tem vindo, cada vez mais, a ganhar
a sua importaˆncia, na˜o so´ a n´ıvel acade´mico mas tambe´m social. Um dos objetivos deste
cap´ıtulo e´ dar a conhecer o porqueˆ deste elevado interesse e apresentar o contexto da
a´rea da ana´lise de sentimentos. Sa˜o abordados os primeiros passos dados e o processo
evolutivo ate´ se chegar a`s metodologias e te´cnicas mais utilizadas hoje em dia. Muitas
dessas metodologias, te´cnicas e ferramentas apresentadas neste cap´ıtulo, foram utilizadas
no desenvolvimento do sistema desenvolvido no aˆmbito deste trabalho.
2.1 O que e´ a ana´lise de sentimentos?
Este e´ um tema cada vez mais em voga que em muito deve ao sucesso das redes sociais
e de pa´ginas de ana´lises de produtos. As pessoas utilizam esses espac¸os na˜o so´ para co-
municarem entre si mas tambe´m para emitirem opinio˜es e sentimentos acerca de va´rios
domı´nios tais como produtos ou filmes. A universalidade e a acessibilidade a essa in-
formac¸a˜o tornam-na numa mate´ria que cada vez mais e´ objeto de ana´lise de forma a ser
poss´ıvel compreender, de uma forma automa´tica, aquilo que as pessoas pensam. Ao longo
dos u´ltimos anos, o domı´nio referente ao processamento de linguagem natural sofre um
grande avanc¸o.
Antes do ano 2000 haviam poucos estudos nesta a´rea, sobretudo devido ao fraco acesso
ao conteu´do. Do ano 2000 ate´ aos dias de hoje, foram enormes os desenvolvimentos
nesta a´rea e a granularidade da ana´lise sobre a informac¸a˜o passou de documentos inteiros
para se basear detalhadamente em frases ou palavras presentes num documento. No
5
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in´ıcio, comec¸ou-se a classificar documentos ou comenta´rios num todo[31][19], por exemplo,
atribuindo um sentimento geral a um documento ou a um bloco de texto, constitu´ıdo por
mu´ltiplas frases ou palavras, consoante a soma das polaridades (negativas ou positivas)
das palavras que o constitu´ıam. A evoluc¸a˜o foi seguir para a classificac¸a˜o por frase[12][1],
uma forma mais espec´ıfica, e por isso, mais dif´ıcil de analisar.
A extracc¸a˜o de sentimento, normalmente, tem como objectivo retornar a orientac¸a˜o geral
de um bloco de texto baseando-se nos termos que o compo˜em. No entanto, em determina-
dos contextos, seria vantajosa a obtenc¸a˜o de mais informac¸a˜o, nomeadamente a satisfac¸a˜o
do utilizador face a`s diferentes caracter´ısticas do produto. Por exemplo, a satisfac¸a˜o do
utilizador face a um determinado telemo´vel na˜o espelha a satisfac¸a˜o em relac¸a˜o a`s diversas
caracter´ısticas do mesmo. Actualmente, alguns dos trabalhos desenvolvidos na˜o se focam
apenas no ca´lculo da polaridade global mas tambe´m tentar identificar os diferentes alvos
e diferentes polaridades referidas nessas mesmas opinio˜es. Assim, a apreciac¸a˜o global de-
monstrada por um telemo´vel pode ser positiva apesar de se ter apontado cr´ıticas a´ sua
bateria ou vice-versa. Atendendo a este facto, va´rios trabalhos, como [11], propo˜em a
abordagem a` ana´lise de sentimentos baseados em caracter´ısticas.
2.2 Ana´lise de sentimentos e sensor de reputac¸a˜o
Tecnicamente, as operac¸o˜es sobre a informac¸a˜o que foram referidas no cap´ıtulo 2.1, sa˜o as
mesmas que va˜o ser utilizadas neste sistema. No entanto, um sensor de reputac¸a˜o deve
ter um alvo, ou seja, uma entidade. A entidade pode ser uma marca, um produto ou uma
pessoa e, na maior parte das vezes, uma frase que demonstra qualquer tipo de sentimento
tem como alvo uma dessas entidades presente no texto.
A partir do referido anteriormente, um sensor de reputac¸a˜o deve ter duas funcionalidades
principais: a ana´lise de sentimento e a detec¸a˜o da entidade. A ana´lise de sentimento tem
como objetivo a detec¸a˜o da polaridade global da frase. A detec¸a˜o da entidade refere-se ao
alvo ao qual essa frase e respetivo sentimento dizem respeito. Para um sensor de reputac¸a˜o
de entidades essas duas funcionalidades devem estar implementadas, caso contra´rio, na˜o
e´ retornada a informac¸a˜o completa.
Algumas das carater´ısticas e abordagens implementadas no sistema apresentado teˆm como
base ideias e sugesto˜es presentes nos RepLab1 2012 e 2013. A sigla RepLab, diz respeito
a uma tarefa incorporada no “Conference and Labs of the Evaluation Forum” que e´ um
fo´rum realizado anualmente onde sa˜o apresentadas e discutidas novas te´cnicas e aborda-
gens no estudo de ana´lise da informac¸a˜o. A RepLab faz parte do fo´rum e diz respeito a`
apresentac¸a˜o de sistemas com o objetivo de gerir a reputac¸a˜o de entidades com base na
ana´lise de mensagens em redes sociais.
Esta tarefa tem um cariz de competic¸a˜o na medida em que va´rios sistemas apresentados
1http://www.limosine-project.eu/events/replab2013
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Figura 2.1: Caracterizac¸a˜o semaˆntica de palavras em PAPEL [24].
por va´rias equipas de diferentes pa´ıses sa˜o postos a` prova e comparados os resultados do
sistema na tarefa de ana´lise de sentimentos e na detec¸a˜o de mensagens relevantes (que
referem alguma entidade em particular). O RepLab 2013 focou-se na monitorizac¸a˜o da
reputac¸a˜o de entidades em mensagens do Twitter. Essas entidades poderiam ser com-
panhias, organizac¸o˜es ou celebridades e o sistema deveria ser capaz de identificar nas
mensagens essas refereˆncias, cataloga´-las de acordo com o seu to´pico e retornar uma or-
denac¸a˜o baseada na importaˆncia que cada uma das mensagens poderia implicar para uma
entidade e sua reputac¸a˜o.
2.3 Classificac¸a˜o de palavras
A maioria dos trabalhos que utilizam o me´todo sem supervisa˜o, utilizam a classificac¸a˜o
de palavras atrave´s de diciona´rios sinta´ticos do tipo WordNet2 ou PAPEL3, em Portugueˆs
que tem sido utilizado tambe´m em diversos trabalhos[24]. Estes diciona´rios teˆm como
objectivo classificar cada palavra quanto a` sua categoria ou Part-Of-Speech (POS), como
adjectivos, nomes ou verbos. Outro uso destes diciona´rios e´ encontrar sino´nimos para as
palavras de forma a ser menos complexa a ana´lise e classificac¸a˜o das mesmas e encontrar
as ra´ızes de palavras, muito u´til quando estas se apresentam, por exemplo, sob a forma de
diminutivos.
Estes diciona´rios podem ser complementados entre si. De forma a alargar a abrangeˆncia da
lista de sino´nimos de palavras presentes no PAPEL em Silva et al[28], foram adicionados
tambe´m os diciona´rios TeP4 e DicSin5 que sa˜o diciona´rios de Portugueˆs do Brasil. O
conjunto destes 3 diciona´rios totalizaram 87.327 lemmas distribu´ıdos em 136.913 pares de
sino´nimos dos quais 36.326 sa˜o adjectivos.
O PAPEL devolve as relac¸o˜es semaˆnticas das palavras representadas em “triplos”, atrave´s
da estrutura exemplificada na figura 2.1.
Os “triplos” devolvem o tipo de relac¸a˜o semaˆntica entre duas palavras, denominadas
por arg1 e arg2. Essa relac¸a˜o pode variar entre sinon´ımia6 ou hipon´ımia7, identificando
tambe´m a categoria da palavra, ou POS dos argumentos. No caso da figura, o POS de
“divertimento” e´ “N” de nome. O PAPEL tem vindo a ser constantemente actualizado e
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190 mil relac¸o˜es contabilizando cerca de 95 mil palavras diferentes.
2.3.1 Polaridade de palavras
Um dos objectivos dos trabalhos feitos nesta a´rea, foca-se em classificar a polaridade dos
textos de opinia˜o dos utilizadores como positivos ou negativos. Como vai ser descrito, este
seria um problema bastante fa´cil de resolver caso palavras como “ruim” e “na˜o” tivessem
sempre uma polaridade negativa e palavras como “bom”, “excelente” ou “gostei” fossem
sempre palavras que demonstrassem um sentimento positivo. No entanto, na˜o e´ assim ta˜o
fa´cil. As palavras nem sempre teˆm o mesmo significado e dependendo do contexto uma
palavra positiva pode estar integrada num contexto negativo e vice-versa. Na frase, “ver
este filme na˜o e´ perder tempo” existem duas palavras que podem significar um contexto
negativo, as palavras “na˜o” e “perder”. Analisando superficialmente podia-se dizer que o
sentimento da frase e´ negativo dado que conte´m duas palavras com polaridade negativa e
nenhuma positiva, no entanto atrave´s da percepc¸a˜o humana entende-se perfeitamente que
o sentido da frase e´ positivo e demonstra uma cr´ıtica positiva a um filme.
Para ale´m do contexto, tambe´m o to´pico da opinia˜o influencia o sentido da frase. Por
exemplo a frase[18], “deverias ler o livro”, teria certamente uma conotac¸a˜o positiva se
se tratasse de uma opinia˜o referente a um livro mas teria uma conotac¸a˜o negativa caso
se trate de uma opinia˜o a um filme baseado num livro. Estes sa˜o pontos que refletem a
dificuldade que se enfrenta quanto a` classificac¸a˜o de textos e conve´m analisar na˜o so´ as
palavras que o constituem mas tambe´m outros factores como o contexto e o to´pico onde
o mesmo se insere.
Pang et al[19] analisou qual seria o resultado com a classificac¸a˜o manual de algumas
das palavras mais utilizadas dentro do contexto da opinia˜o. O tema em estudo era a
ana´lise a filmes e foram dadas a duas pessoas as tarefas de apresentar algumas palavras
chave com conotac¸a˜o negativa e positiva que usariam nessa ana´lise, para descrever o filme
num comenta´rio que eventualmente tivessem de fazer. Os volunta´rios utilizaram palavras
como “brilhante”, “excelente” e “mau”, “ruim” para descrever conotac¸o˜es positivas e
negativas respectivamente. Apo´s um teste com estas palavras introduzidas manualmente
pelos volunta´rios foram obtidas as taxas de acerto de 58% e 64% para cada um. Em
seguida, foi feita uma ana´lise automa´tica ao corpus e dele foram identificadas e extra´ıdas
as palavras mais utilizadas em comenta´rios positivos e negativos. Dessa ana´lise, resultaram
palavras como “lindo” ou “amor” para identificar palavras com sentimentos positivos e
palavras como “mau” ou “estu´pido” mas tambe´m sinais de pontuac¸a˜o como “?” e “!”,
que estavam frequentemente em textos com sentimentos negativos. Normalmente, nada
levaria a pensar aos volunta´rios que sinais de pontuac¸a˜o poderiam ser marcas frequentes
em comenta´rios com sentimentos negativos. Com o mesmo nu´mero de palavras-chave
que foram utilizadas pelos volunta´rios, a taxa de acerto atingida pela classificac¸a˜o de
polaridade automa´tica foi de 69%, um valor mais alto que em ambos os manuais.
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Classificadores semaˆnticos de polaridade
A classificac¸a˜o de polaridade de palavras e´ algo que tem o seu pro´prio diciona´rio. Os
classificadores mais utilizados sa˜o o SentiWordNet 8, utilizado em [33], o diciona´rio AFINN
9 ou SentiSense 10 para conteu´do em ingleˆs ou o SentiLex 11 para l´ıngua portuguesa. O
SentiLex e´ utilizado em alguns trabalhos. No entanto, devido a` sua escassa abrangeˆncia de
palavras na sua primeira versa˜o (era composto unicamente por adjectivos) os resultados
obtidos rondaram os 66% de precisa˜o[24]. A versa˜o 2.0 contempla cerca de 7000 palavras
e ja´ contempla tambe´m verbos, nomes e expresso˜es idioma´ticas. Um estudo recente[29]
decidiu testar a efica´cia de dois diciona´rios de sentimentos em portugueˆs: o SentiLex (ja´
referido) e o OpLexicon 12. Ao u´ltimo foi reconhecida uma precisa˜o superior. No entanto,
importa referir que a versa˜o utilizada do SentiLex foi a primeira que apenas continha
adjectivos e o Oplexicon foi complementado com adjectivos do SentiLex. Baseados nestes
pontos, acreditamos que na˜o e´ justo atribuir melhor efica´cia a qualquer um dos dois.
Melhor resultado poderia trazer a junc¸a˜o dos dois diciona´rios nas suas u´ltimas verso˜es.
Esta soluc¸a˜o suscita alguma curiosidade pois e´ algo que, ate´ a` data, pensa-se que na˜o
tenha sido objecto de ana´lise.
Estes classificadores podem ser utilizados para a globalidade dos domı´nios. Pore´m, a sua
efica´cia pode ser inferior em relac¸a˜o a classificadores elaborados automaticamente para um
determinado domı´nio. Por exemplo, a palavra “grande” pode ter uma polaridade positiva
se o domı´nio for opinio˜es a quartos de hotel ou polaridade negativa se o domı´nio se tratar
de ma´quinas fotogra´ficas compactas.
O DAL13 (diciona´rio de emoc¸o˜es em linguagem) e´ um diciona´rio em ingleˆs tambe´m bas-
tante utilizado para classificac¸a˜o de polaridade de palavras. Apesar de bastante abran-
gente, muitos autores encontraram problemas para classificar muitas das palavras. A
soluc¸a˜o encontrada foi utilizar o WordNet para encontrar sino´nimos de palavras que esti-
vessem no corpus e que na˜o estavam presentes no DAL, a essas palavras eram atribu´ıdas
as polaridades encontradas para o seu sino´nimo[1]. Este diciona´rio ainda tem outra parti-
cularidade que e´ de classificar as palavras de acordo com a sua suavidade (pleasantness), a
forc¸a (arousal) e a capacidade da palavra lembrar uma imagem (imagery), numa escala da
1 a 3. Assim, a palavra “afecto” tera´ um valor alto em pleasantness, a palavra “energia”
em arousal e a palavra “flor” em imagery. Estas caracter´ısticas na˜o esta˜o relacionadas e




11http://dmir.inesc-id.pt/project/SentiLex-PT 02 in English
12http://ontolp.inf.pucrs.br/Recursos/downloads-OpLexicon.php
13ftp://ftp.perceptmx.com/wdalman.pdf
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Classificadores semaˆnticos automa´ticos
Silva et al[28], propo˜e a criac¸a˜o de um diciona´rio de sentimentos cujas polaridades sa˜o cal-
culadas atrave´s de grafos de sino´nimos. Esta soluc¸a˜o e´ apresentada como uma alternativa
a`s anteriores dado que pode ser adaptada a um qualquer domı´nio. O estudo apresentado
teve uma precisa˜o de 87%, sobre o corpus WPT05[3].
2.4 Detec¸a˜o de entidades
Um dos objetivos do sistema de reputac¸a˜o e´ detetar a entidade alvo do sentimento que a
mensagem transmite. Essa e´ tambe´m uma das tarefas dos sistemas presentes no Replab.
No RepLab do ano 2012, uma das abordagens que se revelaram mais eficazes foi a do
sistema Daedalus[32]. Este sistema extra´ıa uma lista de palavras-chave e refereˆncias que
estivessem presentes na pa´gina Wikipe´dia14 da entidade, na pa´gina oficial, os enderec¸os
de email e hashtags. Quando as mensagens continham algumas dessas palavras-chave e
refereˆncias as mesmas eram considerados como relevantes. Este sistema utiliza o que a
maioria faz, utilizac¸a˜o de listas de stopwords, negac¸o˜es e intensificadores de polaridade,
no entanto, quanto a`s stopwords, foram acrescentadas a` lista, conjuntos de termos que
poderiam conter o nome da entidade mas que na˜o estivessem diretamente ligados com a
entidade em si. Uma das atividades mais comuns das entidades e´ o patroc´ınio ao desporto,
por exemplo “Liga Zon Sagres”. No exemplo anterior, sa˜o indicadas duas palavras que
poderiam ser identificadas como entidades (Zon e Sagres), no entanto esta expressa˜o esta´
a indicar especificamente o nome de uma atividade desportiva, mas neste caso e´ o nome
de uma liga profissional portuguesa de clubes de futebol. Uma mensagem que tivesse esse
termo na˜o estaria diretamente ligada a nenhuma das entidades referidas.
2.5 Te´cnicas utilizadas em texto
Existem alguns mecanismos de forma a afinar o detalhe do texto que e´ analisado. Um dos
mecanismos mais utilizados e´ a remoc¸a˜o de palavras stop (stopwords). Estas palavras sa˜o
muito importantes na construc¸a˜o de uma frase e a sua frequeˆncia pode ser elevada num
determinado comenta´rio. No entanto, para a ana´lise, sa˜o palavras que na˜o acrescentam
valor. Por exemplo, os artigos ou preposic¸o˜es “o”, “ele”, “para” ou “um” sa˜o palavras
stop e para ana´lise de texto sa˜o palavras menos importantes do que verbos, adjectivos ou
substantivos. Pore´m, a remoc¸a˜o deste tipo de palavras deve ser efectuado com cuidado.
Em [5] foram encontrados alguns problemas quando se removeram todas as palavras stop,
adoptando posteriormente a te´cnica de so´ as remover se se encontrarem duas palavras stop
no mesmo bigram (conjunto de duas palavras). Podem ser encontradas listas de palavras
14http://www.wikipedia.org/
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stop ja´ criadas manualmente tanto em Portugueˆs15 como em Ingleˆs16.
Uma das te´cnicas mais utilizadas no pre´ processamento e ana´lise das mensagens e´ a detec¸a˜o
das negac¸o˜es, como utilizado no sistema UIOWA[33]. As negac¸o˜es sa˜o palavras como
“na˜o” (not), “sem” (without) e a presenc¸a de uma palavra deste tipo em uma mensagem
pode ser responsa´vel por inverter totalmente o sentimento geral da mesma. Analisando
as mensagens e respeitando sintaticamente a sua disposic¸a˜o, o sentido geral da mesma
pode ser o oposto em relac¸a˜o a quando se analisa palavra a palavra unicamente. Por
exemplo, atendendo a` palavra “gosto”, esta e´ uma palavra que a` primeira vista, inserida
num comenta´rio, tera´ sempre uma orientac¸a˜o positiva. Contudo, antes de um verbo pode
existir uma palavra que denote uma negac¸a˜o como a palavra “na˜o”, tal como um adjectivo
que teria uma conotac¸a˜o positiva tera´ de passar a ter um sentido negativo pois passara´
a “na˜o gosto”. Pang et al[19] e adiciona a todas as palavras a seguir a uma negac¸a˜o a
etiqueta “NOT ”. Desta forma, as palavras a seguir a uma negac¸a˜o estara˜o identificadas
e passara˜o a ter outro significado.
Outra das te´cnicas e´ a verificac¸a˜o de intensificadores de polaridade. As palavras que podem
intensificar a polaridade sa˜o palavras como “mais” ou “muito”. A presenc¸a de uma palavra
destas tem o objetivo de reforc¸ar ainda mais uma palavra com um grau de polaridade a`
posterior. Por exemplo, o conjunto de palavras “mais eficaz” tem um maior grau de
positividade em relac¸a˜o a apenas a` palavra “eficaz”. Este me´todo tambe´m e´ utilizado em
muitos dos artigos relacionados como em [33]. O sistema OPTAH[2] acrescenta a isso a
detec¸a˜o de pontuac¸a˜o repetida, por exemplo “!!!” ou letras repetidas, “Na˜oooooo”, para
reforc¸ar uma polaridade.
2.6 Diferentes me´todos de ana´lise
A resoluc¸a˜o de trabalhos nesta mate´ria utilizam maioritariamente dois me´todos para
ana´lise do texto: o me´todo baseado na ana´lise sinta´tica das palavras (me´todos sem super-
visa˜o) ou atrave´s de te´cnicas de aprendizagem automa´tica (me´todos supervisionados).
2.6.1 Me´todo baseado em regras
O me´todo baseado na ana´lise sinta´tica calcula a orientac¸a˜o do texto baseado na soma das
polaridades das palavras que dele fazem parte. As polaridades das palavras normalmente
sa˜o obtidas atrave´s de um diciona´rio de sentimentos, como o ja´ referido SentiLex ou o
SentiWordnet. Os diciona´rios podem ser manualmente criados ou expandidos atrave´s de
palavras sementes, como em [31][12]17, para se aproximarem mais do contexto dos textos a
serem tratados. Este e´ um me´todo que na˜o precisa de tempo de aprendizagem. Contudo,
15http://snowball.tartarus.org/algorithms/portuguese/stop.txt
16http://snowball.tartarus.org/algorithms/english/stop.txt
17Conjunto de palavras base que teˆm como func¸a˜o auxiliar na procura de novas palavras para o contexto.
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Figura 2.2: Formula de [5] para calcular a orientac¸a˜o semaˆntica de uma frase.
a sua efica´cia pode ser comprometida porque o contexto de uma palavra pode variar
consoante o domı´nio onde a mesma e´ inserida.
Chaovalit et al[5] faz uso da pesquisa por termos no Google18 para definir a orientac¸a˜o
semaˆntica de um comenta´rio. Depois de uma ana´lise cuidada com o classificador Minipar
19, baseado em POS, sa˜o selecionados do comenta´rio todos os fragmentos (ou frases) de
duas palavras cada, em que, pelo menos uma, seja um adjectivo ou adve´rbio. A esses
fragmentos sa˜o calculadas as orientac¸o˜es semaˆnticas de cada um atrave´s da fo´rmula da
Figura 2.2 que relaciona os hits (nu´mero de ocorreˆncias de pa´ginas numa pesquisa no
Google) da frase relacionada, juntamente com as palavras “excellent” e “poor”. Caso uma
palavra esteja mais relacionada com a palavra “excellent” ser-lhe-a` dada uma orientac¸a˜o
positiva, caso esteja mais relacionada com a palavra “poor” a frase tera´ uma orientac¸a˜o
negativa. A orientac¸a˜o de todo o comenta´rio sera´ a me´dia das orientac¸o˜es de todas as
frases que a compo˜em.
Taboada et al[30] atrave´s do sistema SO-CAL, foi conseguida uma me´dia de taxa de
acerto de cerca de 79%, entre corpus de va´rios domı´nios. Este sistema na˜o so´ determinava
a polaridade de uma frase como tambe´m o seu grau de aceitac¸a˜o ou negac¸a˜o.
No RepLab 2012, o sistema UIOWA [33], a polaridade de cada mensagem e´ determinada
apenas atrave´s da soma dos termos positivos e negativos que tivessem a ma´xima polari-
dade ao inve´s da soma de todas as polaridades como acontece na maior parte dos sistemas.
A melhor precisa˜o foi conseguida atrave´s da utilizac¸a˜o do diciona´rio de sentimentos Sen-
tiWordNet com uma precisa˜o de 45%, abrangeˆncia 34% e medida F de 34%.
2.6.2 Me´todo de aprendizagem automa´tica
O me´todo supervisionado utiliza mecanismos de aprendizagem automa´tica. As te´cnicas
de aprendizagem automa´tica teˆm como objectivo estabelecer um modelo de classificac¸a˜o
atrave´s de um conjunto de dados que represente a informac¸a˜o a ser alvo de ana´lise. Esse
conjunto de dados e´ denominado corpus e normalmente, o conjunto de informac¸a˜o utilizado
para a aprendizagem e´ do mesmo modelo da informac¸a˜o que servira´ para os testes. E´ uma
boa pra´tica na˜o utilizar o mesmo conjunto de dados para as duas tarefas sob pena de
influenciar tendencialmente o resultado final. Este tipo de abordagem pode ser mais
eficaz porque e´ aperfeic¸oado ao tipo dos dados que sera˜o objecto de ana´lise e domı´nio
18http://www.google.com
19http://webdocs.cs.ualberta.ca/ lindek/minipar.htm
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em causa. No entanto, a qualidade da aprendizagem depende da quantidade de dados
de treino. Uma quantidade elevada de dados de treino pode significar uma melhoria na
efica´cia mas necessitar de um elevado tempo para a aprendizagem do modelo[5].
Em Pang et al[19] sa˜o analisados treˆs dos me´todos mais utilizados em aprendizagem
automa´tica: Naive Bayes, Support Vector Machines e MaxEnt (ma´xima entropia). As
definic¸o˜es utilizadas foram baseadas em unigram (conjuntos u´nicos de palavras), adici-
onando a`s palavras que estejam pro´ximas a uma palavra negativa, a etiqueta “NOT ”.
Desta forma, o sentido da palavra e´ o inverso. Este me´todo verificou uma maior taxa de
acerto a n´ıvel geral. Em Naive Bayes a melhor taxa de acerto registada foi de 81.5% e foi
obtida utilizando unigrams adicionando a etiqueta POS a`s palavras, de facto este me´todo
foi o u´nico que registou uma melhoria com a utilizac¸a˜o de etiquetagem das palavras. Em
MaxEnt o melhor resultado foi com recurso a unigrams, registando cerca 81% de taxa de
acerto. No entanto, o treino deste me´todo utilizando apenas unigrams e´ muito pesado e
decidiu-se limitar a um conjunto de 2633 amostras. No coˆmputo geral, tanto para uni-
grams, bigrams, ou unigrams+POS o me´todo utilizando SVM registou quase sempre a
melhor taxa de acerto e atrave´s de unigrams, obtendo cerca de 83% de classificac¸o˜es acer-
tadas, o que se pode considerar um resultado bastante satisfato´rio. De facto, os me´todos
que retornam melhores resultados sa˜o normalmente com a utilizac¸a˜o de unigrams [19][23].
Em Chauvalit et al [5] sa˜o comparados os desempenhos dos dois tipos de abordagem:
o modelo baseado em regras e o modelo de aprendizagem automa´tica. Os resultados
mostraram uma melhor taxa de acerto utilizando te´cnicas de aprendizagem automa´tica,
com 85% , contra 77%, obtido com me´todos de classificac¸a˜o atrave´s de modelos baseados
em regras. O corpus utilizado foi baseado em cr´ıticas a filmes, cujas instaˆncias estavam
catalogadas em duas classes: positivas e negativas. Turney [31], utilizando me´todos de
aprendizagem automa´tica, conseguiu cerca de 66% de precisa˜o do sistema para o mesmo
tipo de corpus.
Um dos melhores sistemas presentes no RepLab 2012 foi o sistema Uned [6] em que o
melhor classificador teve uma precisa˜o de 49%, abrangeˆncia de 33% e medida F de 31%,
com recurso a a´rvores de decisa˜o (Random Forest). Na˜o havia um classificador de apren-
dizagem automa´tica que demonstrasse uma efica´cia superior em todos os sistemas. As
melhores efica´cias foram atingidas atrave´s dos classificadores mais utilizados: SVM, redes
bayesianas ou a´rvores de decisa˜o.
2.7 Sistemas presentes no RepLab2013
Algumas das ideias e abordagens utilizadas no desenvolvimento deste sistema, teˆm por
base as contribuic¸o˜es dos sistemas presentes no RepLab 2013 20. Desta forma, considerou-
se importante a elaborac¸a˜o de uma secc¸a˜o dedicada a apresentar algumas ideias e conceitos
apresentados em sistemas nesta confereˆncia.
20http://www.limosine-project.eu/events/replab2013
14 CAPI´TULO 2. TRABALHO RELACIONADO
O objetivo do RepLab 2013, tal como na versa˜o anterior, focava-se na monitorizac¸a˜o da
reputac¸a˜o de entidades a partir de mensagens obtidas na rede social Twitter. O desafio
principal estava dividido em 4 sub-tarefas:
• Filtragem - O sistema deveria ser capaz de identificar se uma mensagem estava, ou
na˜o, relacionada com uma entidade;
• Polaridade - Detetar o sentimento (positivo, negativo ou neutro) de uma mensagem
e as suas implicac¸o˜es para a entidade;
• To´picos - Agrupar as mensagens de acordo com o seu assunto ou evento;
• Prioridade - Atribuir uma importaˆncia a` mensagem em virtude da sua afetac¸a˜o a`
entidade.
No conjunto de dados estavam referenciadas 61 entidades de 4 domı´nios: indu´stria au-
tomo´vel, bancos, universidades e artistas de mu´sica.
No geral 5 grupos participaram na tarefa de detec¸a˜o de to´picos, 11 na tarefa de classi-
ficac¸a˜o de polaridade, 14 na tarefa de filtragem e 4 na tarefa de prioridade. Os sistemas
apresentados em seguida dizem respeito a` tarefa de polaridade.
O sistema SZTE [10], na sua versa˜o nu´mero 8, foi aquele que obteve melhor precisa˜o com
69%, 48% de cobertura , 34% de abrangeˆncia e 38% de Medida F. No pre´-processamento
eram aplicados alguns dos processos e te´cnicas de processamento mais utilizadas. Por
exemplo, a reduc¸a˜o das palavras a` sua ra´ız (lematizac¸a˜o), a detec¸a˜o e atribuic¸a˜o de va-
lores de polaridade em emoticons, remoc¸a˜o de carateres estranhos, remoc¸a˜o de carateres
repetidos, por exemplo “hellooo” passaria a “hello” e a normalizac¸a˜o de nu´meros, de URL,
de usertags e de sinais de pontuac¸a˜o. Era tambe´m aplicada a detec¸a˜o de termos utiliza-
dos em redes sociais e substitu´ıdos pela sua forma extensa, por exemplo, o termo “LOL”
passa a “laughing out loud”. Estes termos, muitas vezes, exprimem um sentimento e em
diciona´rios comuns os mesmos na˜o sa˜o referenciados. Por isso, a substituic¸a˜o era efetuada
com recurso a um diciona´rio espec´ıfico com uma lista deste tipo de termos mais conheci-
dos. Assim, ja´ seria poss´ıvel, atrave´s de um diciona´rio de sentimentos comum, detectar
um valor de sentimento a atribuir.
O classificador de aprendizagem automa´tica utilizado foi o Maximum Entropy e foram
utilizadas carater´ısticas, como, o valor de polaridade com utilizac¸a˜o do diciona´rio de sen-
timentos SentiWordNet, a identificac¸a˜o da presenc¸a de carateres repetidos, a presenc¸a de
palavras com letras maiu´sculas e quantidade de palavras que exprimem uma negac¸a˜o. No
melhor sistema foram integradas a detec¸a˜o de entidades e a distaˆncia entre estas e as
palavras que exprimem sentimentos.
O sistema diue [22], desenvolvido pelo Departamento de Informa´tica da Universidade de
E´vora foi um dos representantes portugueses a participar na tarefa de classificac¸a˜o de
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polaridade. Muitas das suas ideias serviram como base para a elaborac¸a˜o do sistema
desenvolvido no aˆmbito deste trabalho.
Tal como neste trabalho, para o processamento e ana´lise da informac¸a˜o, foi utilizado o
pacote de ferramentas NLTK para Python. O processamento da informac¸a˜o comec¸a por
separar as palavras atrave´s de pontuac¸a˜o ou de espac¸os em branco. Em seguida aplica-se
a lematizac¸a˜o atrave´s de WordNet. Para a determinac¸a˜o de sentimento o diue utilizou 3
le´xicos de sentimento: AFINN, SentiWordNet e um le´xico utilizado em [15], treinado a
partir de um corpus contendo cr´ıticas a produtos.
O sistema submetido foi treinado e classificado com recursos ao algoritmo de aprendizagem
automa´tica baseado em a´rvores de decisa˜o presente no NLTK.
O modelo de dados era composto por 18 carater´ısticas. As mais relevantes relacionavam
a posic¸a˜o da entidade com as palavras que demonstravam sentimento, como por exemplo,
as presenc¸as de negac¸a˜o e de termos polarizados, antes e apo´s a entidade. O resultado do
sistema submetido foi de 55% de precisa˜o com 25% de Medida F.
O outro sistema portugueˆs, POPSTAR [9], veio por interme´dio do INESC-ID (Instituto
de Engenharia de Sistemas e Computadores: Investigac¸a˜o e Desenvolvimento em Lis-
boa)21. Como os anteriores sistemas, recorre tambe´m a uma abordagem de aprendizagem
automa´tica com recurso a regressa˜o log´ıstica.
O modelo de dados que serviu para treino e testes englobava a presenc¸a de palavras
(bag-of-words) com pesos atribu´ıdos atrave´s da abordagem Delta-TF.IDF. Esta e´ uma
abordagem desenvolvida em [17] e neste sistema foram relatados melhores resultados em
relac¸a˜o a outros me´todos de pesos testados. As palavras com maior valor de entropia
eram exclu´ıdas pois na˜o forneciam um valor discriminato´rio entre as classes. Para ale´m
disso foram utilizadas outras carater´ısticas, como o valor geral de polaridade, nu´mero
de palavras negativas e positivas, nu´mero de sinais de pontuac¸a˜o, emoticons ou palavras
constitu´ıdas por maiu´sculas. Uma carater´ıstica que melhorou os resultados foi a adic¸a˜o
do t´ıtulo da pa´gina a` mensagem sempre que no texto estivesse presente um URL. Desta
forma, a polaridade era tambe´m calculada, com base no t´ıtulo da ligac¸a˜o presente na
mensagem. O POPSTAR obteve 64% de precisa˜o e 37% de Medida F.
2.8 Outras aplicac¸o˜es na vida real
A maior parte dos trabalhos referenciados teˆm por base a ana´lise a` informac¸a˜o referente
ao contexto de produtos, servic¸os ou cr´ıticas a filmes. Um dos temas mais preferidos mas
que causa mais desafios devido a` sua complexidade sa˜o os dados de ana´lises a filmes [5]
[19] [23]. Esta dificuldade surge porque na˜o existe um modelo espec´ıfico de comenta´rios
para um determinado filme. Grande parte das vezes, informac¸o˜es factuais sobre o filme
aparecem misturadas com as cr´ıticas propriamente ditas e, dessa forma, torna-se compli-
21http://www.inesc-id.pt/
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cado distinguir o que e´ uma informac¸a˜o factual que surge no filme de uma ana´lise. Outro
problema surge no elevado recurso a` ironia. Quando este estilo e´ muito utilizado torna-se
dif´ıcil atrave´s de te´cnicas normais de ana´lise, determinar a polaridade de um comenta´rio.
Como resultado, os desempenhos obtidos quando se analisaram comenta´rios a filmes na˜o
foram ta˜o animadoras quanto a outros tipos de domı´nios.
A ana´lise a texto proveniente de redes sociais e´ um dos temas cada vez mais a abordar
devido a` crescente popularidade das mesmas[29] e essa informac¸a˜o pode ser muito u´til
para fazer ana´lises em contextos sociais, pol´ıticos e econo´micos.
Em Bollen et al[4] dados provenientes da rede social Twitter foram utilizados para a
previsa˜o do mercado de acc¸o˜es.
Em Ratkiewicz et al [21] foram comparados dados da rede social Twitter para determinar
o abuso de organizac¸o˜es ou pessoas com mu´ltiplas contas no servic¸o com o objectivo de
criar a ilusa˜o de um apoio massivo em relac¸a˜o a um candidato pol´ıtico numa altura de
eleic¸o˜es.
Em Duan et al [7] foi criado um sistema que detetam os vendedores ou compradores de um
sistema e-commerce que manipulam ou adoptam maneiras estrate´gicas ilegais de forma a
ganharem pontos de reputac¸a˜o.
2.9 S´ıntese
A ana´lise de sentimentos em bases de texto e´ uma das a´reas que tem vindo a ganhar
maior interesse ano apo´s ano. Uma das causas e´ a grande utilizac¸a˜o de sistemas de
partilha de mensagens entre utilizadores. Entre estes sistemas esta˜o as redes sociais,
sistemas de comenta´rios a filmes, produtos ou servic¸os. Estas ofertas podem ser de grande
utilidade para as empresas para obterem “feedback” relativamente a produtos ou servic¸os
que fornecem.
Neste cap´ıtulo sa˜o apresentados os diferentes tipos de abordagem de classificac¸a˜o das men-
sagens. Os resultados divergem consoante as te´cnicas utilizadas nos sistemas. Regra geral
sa˜o utilizados diciona´rios de sentimentos, como por exemplo o SentiWordnet ou o AFINN.
A abordagem que na maior parte das vezes retorna melhor taxa de acerto, comparativa-
mente com o apresentado, e´ com recurso a me´todo de aprendizagem automa´tica. Estas
sera˜o algumas das abordagens a desenvolver e testar no sistema desenvolvido no aˆmbito
deste trabalho.
Os trabalhos desenvolvidos e apresentados na confereˆncia RepLab 2013 utilizam as te´cnicas
mais recentes e com melhores resultados nas a´reas de ana´lise de sentimentos e reputac¸a˜o
da entidade. Estes trabalhos focam-se sobretudo na identificac¸a˜o de entidades e respetiva
afetac¸a˜o de sentimentos que sa˜o duas funcionalidades a implementar. Desta forma o
desenvolvimento e finalidade do sistema apresentado sera´ baseado em algumas das ideias
e abordagens utilizadas nestes sistemas.
Cap´ıtulo 3
Ferramentas utilizadas
Neste cap´ıtulo va˜o ser descritas algumas das ferramentas utilizadas na elaborac¸a˜o do
sistema.
3.1 Natural Language Toolkit - NLTK
O NLTK e´ uma ferramenta para Python desenvolvida com o objetivo de facilitar e tornar
o trabalho com linguagem natural mais eficaz. O seu pacote e´ composto por variados
recursos lexicais e bibliotecas processamento de texto que permitem classificar e identificar
as principais carater´ısticas em textos. Algumas destas ferramentas foram utilizadas neste
trabalho, como as seguintes referidas.
3.1.1 Categorizac¸a˜o gramatical
A abordagem utilizada para a classificac¸a˜o de palavras e´ o mo´dulo pos_tag do NLTK. Este
e´ um classificador treinado atrave´s do algoritmo Maximum Entropy com recurso ao corpus
Treebank 1. Este classificador esta´ treinado para textos em Ingleˆs. Na Tabela 3.12 esta˜o
referenciadas algumas das categorias gramaticais poss´ıveis pelo sistema de categorizac¸a˜o
de palavras.
1http://www.cis.upenn.edu/˜treebank/
2http://www.ling.upenn.edu/courses/Fall 2003/ling001/penn treebank pos.html
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VB Verbo, forma normal
VBD Verbo, prete´rito perfeito
VBG Verbo, geru´ndio
VBN Verbo, partic´ıpio passado
VBP Verbo, presente singular
VBZ Verbo, 3a pessoa presente singular
Tabela 3.1: Lista de categorias de palavras (POS) mais frequentes e importantes neste
sistema.
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Figura 3.1: Detec¸a˜o de entidades em uma mensagem.
3.1.2 Detetor de entidades
O me´todo de detec¸a˜o de entidades utilizado e´ o me´todo NE_Chunk do NLTK, treinado com
o algoritmo de aprendizagem automa´tica Maximum Entropy atrave´s do corpus Automatic
Content Extraction (ACE) 3 desenvolvido pelo Linguistic Data Consortium4.
Esta te´cnica de detec¸a˜o de entidades funciona atrave´s de va´rios passos. O primeiro passo,
muito importante, e´ a correta categorizac¸a˜o POS de todas as palavras presentes na mensa-
gem. Apo´s a definic¸a˜o da categoria POS sa˜o feitos conjuntos de palavras que congreguem
va´rios elementos da frase, como nomes, verbos ou determinantes. Para a extrac¸a˜o de en-
tidades o sistema analisa os va´rios conjuntos feitos na a´rvore sinta´tica que representa a
frase.
A Figura 3.1 apresenta o resultado do detetor de entidades a partir de uma mensagem
presente no conjunto de dados utilizado neste sistema. Neste exemplo foi encontrada uma
entidade “Harvard” que e´ identificada com o no´ NE. O tipo desta entidade e´ identificado,
corretamente, como um nome pro´prio e esta´ integrada num bloco de nomes com a identi-
ficac¸a˜o NNP. Estes blocos podem agrupar um ou mais nomes pro´prios e va´rias entidades.
A entidade pode ser constitu´ıda atrave´s de uma ou va´rias palavras.
3.1.3 Diciona´rios de sentimentos
Os diciona´rios de sentimentos sa˜o conjuntos de palavras manualmente editadas com as suas
respetivas polaridades representadas. A polaridade de cada palavra e´, normalmente, repre-
sentada por valores nume´ricos e indicam se a palavra tem conotac¸a˜o positiva, negativa ou
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POS ID ValorPos ValorNeg Termos Glossa´rio
a 00024996 0 0.125 new#11 unfamiliar; “new experiences”
n 14208438 0.125 0.5 neuropathy#1 any pathology of the peripheral nerves
Tabela 3.2: Exemplos de termos no diciona´rios de sentimentos SentiWordNet.
SentiWordNet
O SentiWordNet5 e´ um dos diciona´rios mais utilizados e com maior abrangeˆncia grama-
tical. E´ composto por cerca de 38000 palavras derivadas do le´xico WordNet e as suas
palavras esta˜o categorizadas conforme a sua grama´tica. Desta forma os valores de polari-
dade podem adquirir diferentes valores conforme a categoria gramatical de cada uma das
palavras.
As palavras adquirem treˆs me´tricas: positividade, negatividade e objetividade; e os valores
variam entre 0 e 1. O valor de objetividade de uma palavra e´ calculado atrave´s da formula:
Obj = 1 - (Valor Positividade + Valor Negatividade).
Com uma complexidade maior, em relac¸a˜o a outros testados, este diciona´rio oferece um
conjunto de informac¸a˜o que u´til ao sistema e que a sua aprofundada e correta imple-
mentac¸a˜o podera´ trazer benef´ıcios para o sistema.
Na Tabela 3.2 esta˜o apresentados dois exemplos de termos caraterizados no diciona´rio de
sentimentos SentiWordNet. O diciona´rio oferece va´rios tipos de informac¸a˜o:
• POS - Categoria gramatical;
• ID - Nu´mero de identificac¸a˜o (u´nico);
• ValorPos - Valor de positividade;
• ValorNeg - Valor de negatividade;
• Termos - O termo a analisar, com a identificac¸a˜o relativamente ao conjunto de
sino´nimos onde se insere;
• Glossa´rio - Conjunto de termos que ajudam a definir o domı´nio onde o termo a
analisar se insere.
AFINN
O diciona´rio AFINN6 e´ composto por 2477 palavras manualmente anotadas de -5 a 5
conforme o seu valor de negatividade ou positividade respetivamente. Este e´ um diciona´rio
5http://sentiwordnet.isti.cnr.it/
6http://neuro.imm.dtu.dk/wiki/AFINN






Tabela 3.3: Exemplos de palavras presentes no diciona´rio de sentimentos AFINN.
com termos gerais e que na˜o traz mais informac¸a˜o para ale´m dos valores de polaridade.
Desta forma e´ bastante fa´cil e ra´pida a sua implementac¸a˜o no sistema.
A Tabela 3.3 apresenta alguns exemplos de palavras e o seu respetivo valor de polaridade




4.1 Sensor de reputac¸a˜o
O objetivo deste sistema na˜o passa apenas por detetar o sentimento geral de uma mensa-
gem com base na polaridade das palavras que a compo˜em. Sa˜o desenvolvidas um conjunto
de te´cnicas e abordagens em seguida apresentadas que na˜o so´ integram a tarefa de detec¸a˜o
de sentimento mas tambe´m a sua relac¸a˜o com a entidade que esta´ mencionada.
Quando se analisa uma frase deve-se ter em conta o sentimento demonstrado pelas pa-
lavras que a compo˜em mas tambe´m de que maneira essas palavras e sentimentos esta˜o
relacionados com a entidade. Desta forma, o sistema deve ser capaz de realizar treˆs tare-
fas complementares. A primeira prende-se com a capacidade de detetar a entidade. No
caso do corpus RepLab, sera˜o apresentadas as entidades a identificar, na Secc¸a˜o 4.2. A
detec¸a˜o do sentimento geral atrave´s da polaridade das palavras e a determinac¸a˜o de que
forma esse sentimento afeta a reputac¸a˜o da entidade detetada sa˜o outras tarefas a realizar.
Tendo a capacidade de as realizar, o sistema torna-se um sensor de reputac¸a˜o de entidades.
4.2 Conjunto de dados
O corpus do RepLab 2013 consiste num conjunto de mensagens retiradas da rede social
Twitter. O conteu´do destas mensagens podera´ ser objetivo quando o seu teor na˜o repre-
senta uma opinia˜o, ou subjetivo, quando o conteu´do da mensagem indica um estado de
esp´ırito, que pode refletir uma opinia˜o sobre um determinado produto ou entidade. Neste
corpus esta˜o representadas 61 entidades, desde empresas da industria automo´vel, entidades
banca´rias, escolas ou artistas. O conteu´do das mensagens na˜o foi alterado mantendo-se,
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Tabela 4.1: Nu´mero de mensagens por cada classe e o seu total.
por isso, a estrutura original das mesmas e as suas carater´ısticas principais, como os tags,
siglas, abreviaturas, ligac¸o˜es ou emoticons. O comprimento me´dio das mensagens presen-
tes no corpus e´ de 100,82 caracteres.
Apo´s uma ana´lise ao conteu´do do corpus foi detetado que havia algum ru´ıdo e que poderia
distorcer o resultado do sistema. Posto isto, foram filtradas as mensagens que:
• Entradas em branco - mensagens que tinham sido apagadas pelos seus utilizadores;
• Mensagens repetidas - na˜o seria eficiente estar a analisar duas vezes o mesmo conteu´do;
• Mensagens em diferentes l´ınguas - apenas foram contabilizadas as mensagens escritas
em ingleˆs.
Depois de feita uma filtragem das mensagens, a contabilizac¸a˜o do conjunto de dados
utilizado esta´ descrito na Tabela 4.1. A partir da ana´lise da tabela pode-se conferir
que a quantidade de mensagens com conotac¸a˜o positiva e´ significativamente superior e as
mensagens de classe negativa esta˜o muito pouco representadas. Para efeitos de treino e
desenvolvimento deste sistema foi dividido o conjunto de dados com uma quantidade de
instaˆncias iguais para treino e teste. Os resultados obtidos no decorrer dos va´rios testes
interme´dios esta˜o representados na seguinte secc¸a˜o.
4.3 Te´cnicas utilizadas
Nesta secc¸a˜o va˜o ser apresentados alguns resultados interme´dios decorrentes do desen-
volvimento do sistema. Estes resultados utilizam me´tricas definidas detalhadamente na
secc¸a˜o 5.1.
4.3.1 Pre´-processamento do texto
As mensagens por interme´dio das redes sociais sa˜o muito descritas como dif´ıceis de analisar
na˜o so´ pelo seu tamanho reduzido mas tambe´m pelo uso frequente de acro´nimos, palavro˜es,
emoticons, Uniform Resource Locator (URL), hashtag, etc. As hashtags sa˜o palavras
muito utilizadas em mensagens nas redes sociais e sa˜o precedidas pelo s´ımbolo “ # ” .
Servem para “catalogar” e agrupar mensagens dentro do to´pico especificado nesse hashtag.
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Algumas das carater´ısticas podem ate´ trazer alguma informac¸a˜o importante no que a`
ana´lise diz respeito mas outras podem ser consideradas como ru´ıdo na medida em que na˜o
apresentam qualquer tipo de informac¸a˜o e como tal devem ser feitas algumas alterac¸o˜es
a`s mensagens originais. As mensagens originais foram alteradas de forma a que seja feita
uma ana´lise mais eficaz atrave´s dos seguintes me´todos:
• Substituic¸a˜o de emoticons - Foi utilizado um diciona´rio de emoticons de forma a que
fossem substitu´ıdos por “happy” ou “sad” cada vez que fosse encontrado numa men-
sagem. Os emoticons foram categorizados por positivos ou negativos, por exemplo:
“:)” seria substitu´ıdo por “happy” e “:(” por “sad”. Desta forma ja´ seria poss´ıvel
atribuir um sentimento.
• Remoc¸a˜o de URL - Foram identificados e removidos os enderec¸os para pa´ginas. Para
efeitos de ana´lise do texto esta informac¸a˜o na˜o e´ relevante e poderia causar ru´ıdo.
• Tratamento de hashtags - Estas sa˜o umas das carater´ısticas mais comuns em men-
sagens via Twitter. Foi verificado durante este trabalho que frequentemente estas
refereˆncias poderiam expressar um sentimento. Desta forma, foi retirado o carater #
presente no in´ıcio de cada uma e a hashtag tratada como se de uma palavra normal
se tratasse.
• Remoc¸a˜o de Usertags - As Usertags sa˜o refereˆncias a outros utilizadores da rede
social e por isso na˜o acrescentam valor relevante ao conteu´do.
• Alterac¸a˜o de siglas e termos comuns da Web - Termos como “LOL” ou “BRB” sa˜o
siglas ja´ bastante conhecidas e utilizadas em qualquer mensagem via Web. Tendo
como base uma ideia em [10] foi utilizado um diciona´rio de siglas e termos mais
utilizados. Por exemplo, os termos como “LOL” (Laughing out loud) ou “BRB” (Be
right back) sa˜o substitu´ıdos pelos seus correspondentes significados por extenso. A
lista foi retirada de chatslang.com 1.
• Remoc¸a˜o de caracteres estranhos - Caracteres como $, %, & ou * sa˜o removidos do
texto por na˜o oferecerem nenhum tipo de informac¸a˜o relevante.
• Divisa˜o de palavras pelas maiu´sculas - E´ bastante comum em mensagens curtas
se encontrarem palavras com algumas letras maiu´sculas pelo meio. Essas palavras
utilizam-se muito quando sa˜o referenciadas hashtags ou enta˜o apenas para poupar
espac¸o. O sistema procura essas palavras e divide-as por interme´dio dos seus ca-
racteres maiu´sculos, por exemplo, a palavra “GreatService” vai passar a ser duas
palavras, “Great Service”.
1http://www.chatslang.com/terms/common
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Precisa˜o Cobertura Medida F Taxa de acerto
Positivo 0.617 0.462 0.528 -
Negativo 0.194 0.350 0.249 -
Neutro 0.288 0.327 0.306 -
Total - - - 0.304
Tabela 4.2: Resultados da primeira abordagem, sem supervisa˜o e atrave´s da polaridade
dos termos no SentiWordNet.
4.3.2 Classificac¸a˜o da polaridade do sentimento baseada em regras
A primeira experieˆncia para o proto´tipo inicial teve como base os diciona´rios de senti-
mentos AFINN 3.1.3 e SentiWordNet 3.1.3. O primeiro objetivo era testar qual a efica´cia
de cada um e analisar a abrangeˆncia e resultados da junc¸a˜o entre os dois na ana´lise de
sentimentos em mensagens.
No caso da junc¸a˜o dos dois diciona´rios, como as me´tricas eram diferentes teve de se
adotar um me´todo para uniformizar os valores. Sendo assim, optou-se por adaptar o
SentiWordNet aos valores do AFINN, juntando todas as palavras com polaridade que na˜o
estivessem neste u´ltimo. Para os valores de polaridade presentes no SentiWordNet maiores
de 0.65 o novo valor de polaridade seria de 4, entre 0.50 e 0.625 o novo valor seria 3, entre
0.20 e 0.49 seria de 2 e entre 0 e 0.19 seria de 1. Esta mesma regra tambe´m foi adotada
para valores negativos ganhando valores inversos. A u´nica raza˜o para estes valores foi
encontrar uma semelhanc¸a entre os limites em cada um dos diciona´rios, em que valores
maiores no SentiWordNet teriam de obter valores mais elevados de acordo com o AFINN
e vice-versa.
A primeira versa˜o consistia apenas em determinar o sentimento geral de uma mensagem
com base na polaridade dos termos que a compunham. O valor final era resultado da
soma das polaridades de todos os termos encontrados. Os melhores resultados, em ter-
mos de acerto global na classificac¸a˜o de polaridade, foram conseguidos considerando uma
mensagem como positiva caso a soma das polaridades dos seus termos fosse maior do que
0, negativa caso fosse menor que -2 ou neutra caso o valor obtido estivesse compreendido
entre esses dois valores. O u´nico pre´-processamento que se efetuou a`s mensagens foi subs-
tituir os emoticons por texto que representasse sentimentos semelhantes, por exemplo,
“:)” seria substitu´ıdo por “happy”.
Os resultados obtidos na ana´lise das mensagens utilizando os diciona´rios SentiWordNet,
AFINN e a junc¸a˜o dos mesmos, esta˜o representadas nas Tabelas 4.2, 4.3 e 4.4 respeti-
vamente.
Como verificado pelas tabelas referidas, a melhor abordagem e´ utilizando os dois di-
ciona´rios de sentimentos em conjunto. Tendo isso em considerac¸a˜o, esta abordagem e
estes valores va˜o servir como base para futuros desenvolvimentos com o objetivo de me-
lhorar a efica´cia geral do sistema de classificac¸a˜o.
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Precisa˜o Cobertura Medida F Taxa de acerto
Positivo 0.669 0.415 0.512 -
Negativo 0.398 0.186 0.253 -
Neutro 0.298 0.620 0.402 -
Total - - - 0.327
Tabela 4.3: Resultados da primeira abordagem, sem supervisa˜o e atrave´s da polaridade
dos termos no AFINN.
Precisa˜o Cobertura Medida F Taxa de acerto
Positivo 0.637 0.542 0.586 -
Negativo 0.304 0.236 0.265 -
Neutro 0.291 0.416 0.342 -
Total - - - 0.346
Tabela 4.4: Resultados da primeira abordagem, sem supervisa˜o e atrave´s da polaridade
dos termos no conjunto dos diciona´rios AFINN e SentiWordNet.
A experieˆncia seguinte foi a lematizac¸a˜o de palavras, seguindo a metodologia do trabalho
[32]. Para isso, foi utilizado o recurso WordNet. Os valores esta˜o apresentados na Tabela
4.5 e, tal como demonstrado em outros trabalhos recentes, como em [32], pode-se verificar
um ligeiro aumento na taxa de acerto. Este aumento foi conseguido com a melhoria da
cobertura e medida F na categoria dos positivos.
A detec¸a˜o da negac¸a˜o, foi a seguinte alterac¸a˜o a implementar. Com um conjunto de
palavras como “not”, “never” ou “neither” numa mensagem a polaridade de uma palavra
conseguinte ja´ na˜o tera´ o mesmo valor. Na maioria das vezes, a presenc¸a de uma palavra
deste tipo na˜o significa que a polaridade da expressa˜o seguinte seja totalmente invertida,
como demonstrado em [30]. Ao inve´s disso, o me´todo adotado foi retirar menos valor a
expresso˜es com maior polaridade quer negativa quer positiva. Apenas uma expressa˜o com
um baixo valor de negatividade ou positividade podera´ reverter a polaridade. A palavra
“excellent” com um grau de positividade no valor de 4 confrontado com uma negac¸a˜o
antes, do tipo “not excellent” na˜o indica uma insatisfac¸a˜o mas sim um decre´scimo na
satisfac¸a˜o logo em vez de 4, o valor de positividade ficara´ apenas em 2. O me´todo adotado
foi retirar ou adicionar 2 valores sempre que o sentimento de a palavra a seguir a` negac¸a˜o
fosse maior do que 2 ou menor que -2 e inverter caso fosse compreendida entre -2 a 2. A
taxa de acerto obtida com a introduc¸a˜o deste me´todo aumentou para 35,4%.
Precisa˜o Cobertura Medida F Taxa de acerto
Positivo 0.636 0.564 0.598 -
Negativo 0.298 0.228 0.259 -
Neutro 0.295 0.402 0.341 -
Total - - - 0.352
Tabela 4.5: Resultados da atribuic¸a˜o de polaridade com o conjunto de diciona´rios apli-
cando a lematizac¸a˜o.
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Apo´s remoc¸a˜o de hashtags verificou-se uma reduc¸a˜o na efica´cia do sistema, de onde se
conclui que certos hashtags sa˜o utilizados para representar emoc¸o˜es ou opinio˜es.
Afetac¸a˜o a` entidade alvo
Com base nas metodologias de detec¸a˜o de entidades e a`rvores sinta´ticas, foi testado o
desempenho de uma nova abordagem baseada em regras. Esta abordagem segue a seguinte
estrutura de funcionamento:
1. Sa˜o classificadas as categorias gramaticais (POS) de cada palavra presente na men-
sagem;
2. Feita a selec¸a˜o de blocos com conjuntos de categorias de palavras;
3. Detetadas as entidades;
4. Afetac¸a˜o de entidades com outros blocos de palavras poss´ıveis de trasmitirem senti-
mentos (verbos, adve´rbios e adjetivos);
5. Ca´lculo de polaridade do sentimento em relac¸a˜o a` entidade;
6. Atribuic¸a˜o da classe da mensagem, definida a partir do valor de polaridade calculado
(Positivo, Negativo ou Neutro).
Como referido em 4.3.3, apenas as palavras que forem catalogadas como verbos, adjeti-
vos ou adve´rbios sa˜o consideradas como poss´ıveis fontes de sentimento ou opinia˜o sobre
a reputac¸a˜o de uma entidade. Como tal sera˜o apenas essas as contabilizadas para esta
tarefa. Para a afetac¸a˜o do sentimento e reputac¸a˜o respeitante a`s entidades presentes na
frase, procedeu-se a` ana´lise sinta´tica da frase para determinar poss´ıveis diviso˜es atrave´s da
pontuac¸a˜o presente. Por exemplo, “,”, “.” ou “!” sa˜o os sinais de pontuac¸a˜o que serviriam
para “dividir” a frase em diferentes blocos. No caso de haver apenas uma entidade dete-
tada, todas as palavras que podem transmitir sentimento ou afetar a reputac¸a˜o, de acordo
com o considerado neste trabalho, foram afetas a essa entidade, independentemente da sua
disposic¸a˜o nos va´rios blocos da frase. Caso estejam presentes va´rias entidades e no meio
da frase existir algum sinal de pontuac¸a˜o, a relac¸a˜o entre as palavras com sentimento e as
entidades seria por proximidade e disposic¸a˜o nesses conjuntos de frases. Na frase “ O meu
telemo´vel da marca XPTO e´ bastante ra´pido, ja´ o meu antigo da marca ABC era muito
lento.”. Tal como mencionado, nesta frase encontram-se duas entidades e dois adjetivos.
Enta˜o, a afetac¸a˜o faz-se consoante a teo´rica “divisa˜o” da frase em duas e desta forma o
adjetivo presente em cada uma das partes afeta a entidade adjacente. Se as entidades
estivessem presentes na mesma parte apo´s a divisa˜o por pontuac¸a˜o, as duas entidades
eram afetadas pelas palavras poss´ıveis de transmitir sentimento ou afetar a reputac¸a˜o que
estivessem contidas no mesmo bloco.
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Precisa˜o Cobertura Medida F Taxa de acerto
Positivo 0.681 0.208 0.318 -
Negativo 0.366 0.196 0.256 -
Neutro 0.285 0.775 0.416 -
Total - - - 0.362
Tabela 4.6: Resultados da classificac¸a˜o de polaridade e detec¸a˜o de entidade alvo.
As regras de classificac¸a˜o sa˜o efetuadas atrave´s da soma da polaridade das palavras afetas
a` entidade. Caso o valor seja maior do que 0 a classe sera´ definida como Positivo, se for
menos do que 0 sera´ Negativo e se for igual a 0 a classe sera´ Neutro. Para testar esta
abordagem, uma forma de comparar os resultados foi de apenas contabilizar as entidades
previstas para cada uma das frases atrave´s das anotac¸o˜es do corpus RepLab. Foram
tambe´m contabilizadas as entidades detetadas que fossem compostas por va´rias palavras
em que uma delas fosse a prevista, como por exemplo, “Ford Focus” para a entidade
“Focus”. Todas as outras entidades que foram identificadas para ale´m destas na˜o foram
consideradas.
Os resultados obtidos por esta abordagem sa˜o apresentados na Tabela 4.6. A taxa de
acerto na˜o e´ muito elevada comparativamente a resultados ja´ apresentados. No entanto,
esse valor deve-se tambe´m a` efica´cia da detec¸a˜o de entidades que e´ uma tarefa de grande
complexidade dentro deste tipo de dados. O resultado final desta abordagem esta´ depen-
dente de dois fatores importantes; efica´cia do sistema de detec¸a˜o de entidades e tambe´m
do classificador de categorias gramaticais das palavras (POS). O resultado final obtido
vai ser sempre condicionado pelo desempenho dessas mesmas tarefas. Embora, como ja´
referido, o resultado na˜o seja ta˜o elevado, esta abordagem tem margem para melhorar
quer atrave´s de testes com outra abordagem na detec¸a˜o de entidades com outro sistema
de categorizac¸a˜o de categorias gramaticais, quer atrave´s de um outro conjunto de regras
de afetac¸a˜o de sentimentos a entidades.
4.3.3 Aprendizagem Automa´tica Supervisionada
Para os me´todos baseados em Aprendizagem Automa´tica, aplicaram-se as mesmas regras
de pre´-processamento que foram utilizadas nos me´todos anteriores. Estes me´todos fo-
ram exclusivamente treinados e testados atrave´s da ferramenta NLTK para Python. Os
diferentes classificadores de aprendizagem automa´tica testados foram:
• Naive Bayes
• A´rvores de Decisa˜o
• SVM
Todos os classificadores utilizados, tanto na fase de treino como na fase de testes, foram
executados com os seus paraˆmetros normais.
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Precisa˜o Cobertura Medida F Taxa de acerto
Positivo 0.719 0.782 0.7492 -
Negativo 0.5126 0.4592 0.4844 -
Neutro 0.525 0.4546 0.4873 -
Total - - - 0.647
Tabela 4.7: Resultados de BoW com 600 carater´ısticas atrave´s do classificador Naive
Bayes.
Modelo Bag-of-Words
Com o objetivo de comparar diferentes conjuntos e quantidades de carater´ısticas2 utiliza-
das na aprendizagem automa´tica dos diferentes modelos, foram testadas va´rias abordagens:
• Bag-of-words
• Lematizac¸a˜o de palavras
• Exclu´ındo stopwords
• Valor da polaridade (NB, DT, SVM)
• Etiqueta POS + Polaridade (NB, DT, SVM)
• Bigramas + Polaridade (NB, DT, SVM)
Pretendeu-se comparar de que forma as alterac¸o˜es no tipo e na quantidade de carater´ısticas
utilizadas no sistema poderiam influenciar os resultados obtidos. Sendo assim, as ava-
liac¸o˜es de desempenho foram efetuadas utilizando as carater´ısticas mais ocorrentes de
300, 600, 1000 e 1200 palavras apenas ou em complemento com outras carater´ısticas.
A primeira abordagem, utilizando um dos me´todos mais simplista e muito utilizado em
diversos trabalhos, e´ o chamado Bag-of-Words (BoW). Este modelo consiste em utilizar
apenas as palavras encontradas no conjunto de mensagens como carater´ısticas. No vetor
que representa cada frase esta´ apenas indicada a presenc¸a de cada um dos termos, atrave´s
de um valor bina´rio. Este e´ um me´todo que ja´ se provou, por exemplo em [19], ser mais
eficaz em relac¸a˜o a` quantificac¸a˜o da ocorreˆncia dos termos.
Na Tabela 4.7 esta˜o apresentados os resultados do sistema obtidos atrave´s do modelo
BoW, com o classificar Naive Bayes. Para uma primeira abordagem, o resultado obtido
pode-se dizer que e´ satisfato´rio tendo em conta a efica´cia geral do sistema que se situou
em 64.7%.
O passo seguinte foi usar o BoW, mas tendo como alterac¸a˜o as palavras ja´ lematizadas. O
processo e´ reduzir cada palavra a` sua ra´ız, o que se traduz numa diminuic¸a˜o de palavras
2Carater´ıstica, ou feature, e´ um paraˆmetro a observar pelo algoritmo de aprendizagem.
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300 600 1000 1200
Naive Bayes 0.6492 0.6597 0.6675 0.6716
A´rvores de Decisa˜o 0.613 0.615 - -
SVM 0.6663 0.6697 - -
Tabela 4.8: Taxas de acerto globais do sistema utilizando diferentes quantidades de cara-
ter´ısticas juntamente com valor de polaridade.
diferentes mas com significados iguais, como por exemplo, verbos em diferentes modo.
Esta tambe´m e´ uma forma de corrigir alguns erros gramaticais. Outra forma de reduzir o
conjunto de carater´ısticas foi atrave´s da remoc¸a˜o de stopwords. As stopwords sa˜o palavras
como “the”, “if” ou “and” que na˜o apresentam valor nenhum quanto ao significado de cada
frase e permitem reduzir substancialmente o nu´mero de carater´ısticas e por consequeˆncia
o tempo de processamento do sistema. Aplicando o me´todo de lematizac¸a˜o a efica´cia do
classificar aumentou para 65.2% e aplicando tambe´m a remoc¸a˜o de stopwords a efica´cia
conseguida foi de 65.6%, isto para 600 carater´ısticas e classificador Naive Bayes. Aplicando
estas alterac¸o˜es conseguiu-se um ganho de 0.9% em relac¸a˜o a` abordagem inicial.
O passo seguinte foi juntar o modelo BoW com as alterac¸o˜es atra´s testadas com a aborda-
gem feita no me´todo inicial baseado em regras, apresentado no cap´ıtulo, 4.3.2. Ao modelo
BoW e´ adicionada uma carater´ıstica com o valor da polaridade global da frase. Ate´ este
ponto, o me´todo que demonstrou melhor efica´cia foi atrave´s da adic¸a˜o de uma carater´ıstica
utilizando em conjunto as ferramentas de le´xico de sentimentos, SentiWordNet e AFINN.
Na Tabela 4.8 esta˜o apresentadas as taxas de acerto globais do sistema obtidas atrave´s
deste me´todo. O classificador SVM foi o mais eficaz mesmo em pequenas quantidades de
carater´ısticas. No entanto, na˜o foi poss´ıvel testar com maiores quantidades por falta de
recursos computacionais. Em relac¸a˜o ao me´todo anterior, atrave´s do classificador Naive
Bayes com 600 palavras, esta nova abordagem veio conseguir uma melhoria de 0.3% na
taxa de acerto. Com o mesmo classificador mas com 1200 carater´ısticas a taxa de acerto
foi de 67.16%, a melhor que se conseguiu ate´ a este ponto. No entanto, o classificador
SVM conseguiu 66.97% com metade das carater´ısticas.
Foram testados mais dois me´todos mas que se revelaram com menor efica´cia em relac¸a˜o ao
anterior. Utilizando a ferramenta WordNet foi catalogada cada palavra com base na sua
etiqueta POS. Por exemplo, a palavra “car” ficaria “car NN” e as carater´ısticas ficariam
assim especificadas. Com este me´todo, pretendia-se diferenciar os variados sentidos que a
mesma palavra poderia tomar com base no seu contexto. Outra abordagem foi o teste a
bigramas (sequeˆncia de duas palavras) com a carater´ıstica da soma de polaridade da frase.
Estas abordagens conduziram a taxas de acerto inferiores ao obtido anteriormente com
recurso a unigramas mais o valor da polaridade da frase, como apresentadas na Tabela 4.8.
Com a versa˜o utilizando POS e polaridade, a taxa de acerto global do sistema utilizando
o classificador Naive Bayes foi de 64.8%, 64.9%, 62.8% e 60.84% para 1200, 1000, 600 e
300 palavras respetivamente, ou seja, cerca de menos 3% no resultado global. Utilizando o
classificador de a´rvores de decisa˜o, o resultado foi de 60% para 600 carater´ısticas e 58.6%
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para 300. Para SVM, o resultado obtido foi de cerca de 61.20% para 300 palavras, um
resultado muito atra´s dos 66.6% verificados na versa˜o anterior com recurso ao modelo
simples de BoW com a carater´ıstica do valor da polaridade.
Carater´ısticas do modelo de dados
Apo´s a normalizac¸a˜o das mensagens procedeu-se a um conjunto de te´cnicas de forma a ser
poss´ıvel retirar informac¸a˜o atrave´s da sua estrutura sinta´tica, tal como a sua polaridade
e carater´ısticas principais.
O modelo de dados e´ composto por 24 carater´ısticas que representam as diferenc¸as nas
mensagens presentes no conjunto de dados.
• Percentagem de palavras neutras
• Percentagem de palavras com polaridade positiva
• Percentagem de palavras com polaridade negativa
• Valor ma´ximo de polaridade negativa
• Valor ma´ximo de polaridade positiva
• Presenc¸a de palavra com polaridade positiva
• Presenc¸a de palavra com polaridade negativa
• Quantidade de palavras com polaridade positiva
• Quantidade de palavras com polaridade negativa
• Quantidade de palavras neutro
• Soma das polaridades de todas as palavras
• Presenc¸a de intensificadores positivos
• Presenc¸a de intensificadores negativos
• Quantidade de pontuac¸a˜o na frase
• Presenc¸a de ponto de exclamac¸a˜o
• Presenc¸a de ponto de interrogac¸a˜o
• Presenc¸a de negac¸a˜o
• Presenc¸a de entidades
• Presenc¸a de palavras com caracteres maiu´sculos
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• Presenc¸a de URL
• Polaridade do t´ıtulo do URL
• Valor entropia de palavras com sentimento positivo
• Valor entropia de palavras com sentimento negativo
• Valor entropia de palavras com sentimento neutro
Para o ca´lculo da polaridade (positiva, negativa ou neutra) de uma mensagem e´ utili-
zado o diciona´rio de palavras com polaridade AFINN 3.1.3. Atrave´s deste diciona´rio sa˜o
calculados os valores das carater´ısticas que esta˜o relacionadas com a polaridade.
Os intensificadores sa˜o palavras que podem significar um reforc¸o a uma palavra com
sentimento, quer positivo ou negativo. Exemplo dessas palavras sa˜o “mais” ou “pouco”.
A presenc¸a destas palavras esta´ relacionada com frases com teor subjetivo.
As carater´ısticas que identificam as pontuac¸o˜es esta˜o implementadas para identificar va-
riadas situac¸o˜es. A carater´ıstica quantidade de pontuac¸a˜o adquire um valor nume´rico que
representa a quantidade de sinais de pontuac¸a˜o, por exemplo:
!"#\$%&’()*+,-./:;<=>?@[\]^_‘{\}~.
Palavras como “na˜o” ou “nunca” sa˜o palavras que demonstram uma negac¸a˜o e que podem
inverter tanto a polaridade de um adjetivo ou verbo com sentimento conseguinte ou ate´
o sentimento geral de uma frase. Foi utilizada uma base de dados com palavras como
“not”, “never” ou “neither” e a presenc¸a de uma destas palavras e´ identificada. O me´todo
adotado foi retirar ou adicionar 2 valores sempre que o sentimento da palavra a seguir a`
negac¸a˜o fosse maior do que 2 ou menor que -2 e inverter caso fosse compreendida entre -2
a 2 [30].
Na maior parte das vezes, a presenc¸a de uma palavra deste tipo na˜o significa que a pola-
ridade da expressa˜o seguinte seja totalmente invertida, como demonstrado em [30]. Ao
inve´s disso, o me´todo adotado foi retirar menos valor a expresso˜es com maior polaridade
quer negativa, quer positiva. Por exemplo, a palavra “gosto” tem sentimento positivo, as
palavras “na˜o gosto” ja´ teˆm sentimento negativo.
O me´todo de detec¸a˜o de entidades utilizado e´ o me´todo NE_Chunk do NLTK, treinado
com o algoritmo de aprendizagem automa´tica Maximum Entropy atrave´s do corpus Au-
tomatic Content Extraction (ACE) 3 desenvolvido pelo Linguistic Data Consortium4. A
detec¸a˜o de uma entidade na mensagem pode significar a subjetividade da mesma.
As mensagens teˆm a particularidade de conter ligac¸o˜es URL para outras pa´ginas. Estas
ligac¸o˜es tambe´m podem fornecer informac¸a˜o dado que o conteu´do das mesmas esta´ rela-
3http://catalog.ldc.upenn.edu/LDC2005T09
4https://www.ldc.upenn.edu/
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cionado com o conteu´do da pro´pria mensagem. A abordagem seguida neste sistema foi
calcular o valor da polaridade do t´ıtulo dessas mesmas pa´ginas, como em [9].
O conceito de entropia pode ter va´rios significados consoante as suas utilizac¸o˜es. Neste
sistema, a entropia e´ utilizada para medir a distribuic¸a˜o de cada palavra em relac¸a˜o a`s
va´rias classes de sentimentos. Por exemplo, a palavra “happy” tem menor entropia do que
a palavra “the” pois a sua utilizac¸a˜o, normalmente, e´ feita em frases onde o sentimento
global e´ positivo, ao contra´rio da u´ltima em que pode aparecer diversas vezes em frases
nas diferentes classes.
A utilizac¸a˜o da entropia neste sistema teve como base o trabalho desenvolvido em [9] e
foi calculado utilizando a definic¸a˜o feita por Shannon em 1948 [27].




p(xi) log2 p(xi) [27]
O X e´ a palavra objeto de ca´lculo; n representa as 3 classes onde a palavra pode estar
presente (positiva, negativa e neutra); e p(xi) a probabilidade de a palavra surgir num
determinado texto dentro da classe.
O primeiro passo foi realizar a soma de ocorreˆncias de cada palavra em textos para cada
uma das classes e em seguida, para cada uma das classes, foi calculada a entropia de cada
uma das diferentes palavras do corpus. A entropia foi calculada com base nas instaˆncias
da classe que incluem a palavra a dividir pelo nu´mero total de instaˆncias dessa classe. A
entropia global da palavra foi calculada somando o resultado da entropia nas 3 classes.
O resultado da entropia na˜o e´ indicativo do grau de sentimento de uma palavra, apenas e´
dada uma indicac¸a˜o da distribuic¸a˜o da sua ocorreˆncia ao n´ıvel das diferentes classes. Dando
como exemplo os valores H(one) = 0.114 e H(nicely) = 0.0007. Atrave´s dos valores na˜o se
consegue distinguir qual das palavras representa melhor uma das classes ou um sentimento.
No entanto conclui-se que a palavra “one” esta´ mais uniformemente distribu´ıda pelas
classes e, por isso, menos relevante em termos de informac¸a˜o que a palavra “nicely”.
As carater´ısticas implementadas com recurso a` entropia foram incorporadas atrave´s do
ca´lculo das palavras positivas, negativas e neutras de uma frase. Considerou-se a entropia
apenas de palavras com valor de entropia menor que 0.004. Este valor foi escolhido apo´s
uma ana´lise do valores de palavras mais frequentes. Com este limite tem-se a certeza que
as palavras que aparecem com maior frequeˆncia sa˜o exclu´ıdas.
Para cada uma das palavras que esta˜o presentes na mensagem o sistema vai calcular os
valores das carater´ısticas respeitantes a` entropia. Se o valor de entropia da palavra for
menor que 0.004, e´ feita uma pesquisa no conjunto de palavras que ocorrem em mensagens
das classes Positivo, Negativo ou Neutro, por esta ordem. Caso ela esteja presente numa
frase da classe Positivo e´ adicionado o respetivo valor de entropia a` carater´ıstica “posi-
tive entropy value” e o sistema passa automaticamente para a pro´xima palavra da frase.
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Figura 4.1: Lista de carater´ısticas utilizadas.
Precisa˜o Cobertura Medida F Taxa de Acerto
Positivo 0.8139 0.8605 0.8366 -
Negativo 0.4975 0.6609 0.5677 -
Neutro 0.8342 0.5929 0.6931 -
Total - - - 0.7607
Tabela 4.9: Resultados com todas as carater´ısticas e valores de entropia com o classificador
Naive Bayes.
Se na˜o estiver presente nas palavras que aparecem na classe das frases com polaridade
positiva, e´ feita uma pesquisa do valor de entropia nas palavras de classe Negativo e, em
u´ltimo caso, na classe Neutro.
A Figura 4.1 apresenta todas as carater´ısticas utilizadas para ale´m dos valores de entropia.
Como apresentado na Tabela 4.9, o resultado da taxa de acerto para esta abordagem foi de
76.07% utilizando o classificador Naive Bayes. Os valores obtidos de precisa˜o e cobertura
para as 3 classes foram bastante positivos, acima de qualquer abordagem anteriormente
apresentada.
Selec¸a˜o de carater´ısticas
Nem sempre reunir uma grande quantidade de carater´ısticas significa ter um conjunto
que abranja todos os resultados poss´ıveis e que garanta uma boa efica´cia na classificac¸a˜o
do modelo de dados. Na verdade, quantas mais houverem, maior ru´ıdo podera´ haver na
construc¸a˜o de um modelo de dados para a classificac¸a˜o.
O objetivo principal da selec¸a˜o de carater´ısticas mais relevantes consiste em encontrar
um subconjunto o´ptimo de carater´ısticas que melhorem, ou pelo menos na˜o piorem, a
efica´cia do sistema, ao mesmo tempo que reduzem a complexidade do modelo e melho-
ram a eficieˆncia. Desta forma, o modelo de dados torna-se mais simplificado e menos
extenso o que reduzira´ o tempo e o custo computacional necessa´rio para o seu treino e
classificac¸a˜o. Estes objetivos sa˜o conseguidos atrave´s das remoc¸o˜es de atributos redun-
dantes (carater´ısticas bastante semelhantes em relac¸a˜o a outras presentes) e irrelevantes
(que na˜o acrescentam informac¸a˜o importante) para o conjunto de carater´ısticas presentes.
As diferenc¸as entre estes dois tipos de carater´ısticas sa˜o bastante exemplificadas em [13].
A abordagem utilizada neste sistema para a selec¸a˜o de atributos foi com recurso a Wrapper.
Este e´ um me´todo muito utilizado e bastante referenciado e e´ considerada uma ferramenta
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poderosa na escolha dos melhores atributos, em [13]. O sistema comec¸a como uma caixa
black-box, quer isto dizer que na˜o existe conhecimento do algoritmo de classificac¸a˜o utili-
zado. Na pra´tica o melhor conjunto de atributos e´ encontrado atrave´s de va´rias iterac¸o˜es
com todos os conjuntos poss´ıveis de atributos. Para cada conjunto de carater´ısticas e´
calculada a sua efica´cia obtida atrave´s do classificador de aprendizagem automa´tica e o
conjunto final escolhido sera´ aquele que melhor efica´cia retornar.
O sistema de procura para encontrar o melhor conjunto de atributos e´ baseado na te´cnica
best-first. Este e´ um me´todo que retornou bons resultados em [13].
Para a selec¸a˜o de carater´ısticas foi utilizado o software Weka5. O Weka e´ uma ferramenta,
desenvolvida em Java, com va´rios algoritmos de classificac¸a˜o automa´tica para tarefas de
minerac¸a˜o de dados. A versa˜o utilizada e´ a 3.7.7.
Foram efetuados va´rios testes aos algoritmos de aprendizagem automa´tica ja´ anteriormente
testados (Naive Bayes, a´rvores de decisa˜o e SVM). No Weka os algoritmos utilizados foram
Naive Bayes, J48 e LibLinear.
A primeira parte consistiu em carregar o conjunto de dados com todas as carater´ısticas
descritas na Figura 4.1 para o software. No passo seguinte e´ corrido, para cada um
dos classificadores, o me´todo de selec¸a˜o de carater´ısticas atrave´s do pacote de selec¸a˜o de
atributos “ClassifierSubsetEval” com o me´todo de pesquisa “best-first”. Para cada clas-
sificador, as carater´ısticas devolvidas foram diferentes em nu´mero e em tipo. O u´ltimo
passo foi correr o sistema com o mesmo modelo de dados mas apenas com as carater´ısticas
selecionadas como relevantes pelo Weka, para cada um dos classificadores. O objetivo foi
comparar a efica´cia do modelo original com todas as carater´ısticas em relac¸a˜o ao modelo
com apenas as carater´ısticas relevantes e verificar se, de facto, os resultados seriam melho-
rados. Os valores que se seguem sa˜o originados atrave´s do sistema desenvolvido. O Weka
apenas e´ utilizado para encontrar o conjunto de carater´ısticas mais importantes para cada
algoritmo de classificac¸a˜o automa´tica.
Resultados Naive Bayes A primeira abordagem, com 25 atributos e referenciada na
tabela 4.9, retornou uma taxa de acerto ja´ bastante satisfato´ria (76%). A expetativa era
grande para verificar se realmente ainda poderia aumentar o seu resultado positivo. As ca-
rater´ısticas identificadas pelo Weka, como as mais relevantes, foram apenas 3: has positive,
neutral entropy value e negative entropy value. Um nu´mero bastante reduzido em relac¸a˜o
a` quantidade original. Neste caso, podera´ indicar que existem muitas carater´ısticas irre-
levantes e/ou redundantes.
Para comparar os resultados foi corrido novamente o sistema com as 3 carater´ısticas re-
tornadas pelo Weka. O resultado obtido esta´ apresentado na Tabela 4.10. A efica´cia foi
melhorada em 6% ficando nos 82.08%. De uma maneira geral todos os valores subiram,
apenas a precisa˜o na classe Positivo e a cobertura na classe Negativo tiveram valores um
pouco abaixo dos verificados inicialmente na Tabela 4.9. Todos os outros valores foram
5http://www.cs.waikato.ac.nz/ml/weka/
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Precisa˜o Cobertura Medida F Taxa de Acerto
Positivo 0.7835 0.9871 0.8736 -
Negativo 0.9279 0.5584 0.6972 -
Neutro 0.9311 0.591 0.7231 -
Total - - - 0.8208
Tabela 4.10: Resultados apo´s selec¸a˜o de carater´ısticas com o classificador Naive Bayes.
Precisa˜o Cobertura Medida F Taxa de Acerto
Positivo 0.6386 0.9326 0.7581 -
Negativo 0.5643 0.1876 0.2816 -
Neutro 0.5897 0.1982 0.2967 -
Total - - - 0.6307
Tabela 4.11: Resultados obtidos pelo sistema com todas as carater´ısticas atrave´s do clas-
sificador de a´rvores de decisa˜o.
melhorados ou mantidos.
Resultados a´rvores de decisa˜o
O pro´ximo passo foi testar a efica´cia da selec¸a˜o de atributos para o classificador baseado
em a´rvores de decisa˜o. Os resultados obtidos, com todo o conjunto de atributos, esta˜o
apresentados na Tabela 4.11. A taxa de acerto, embora seja inferior a` verificada atrave´s
do classificador Naive Bayes, e´ positiva. No entanto, existem me´tricas com valores baixos
como e´ o caso da cobertura para as classes Negativo e Neutro. O objectivo da selec¸a˜o de
atributos passara´ por na˜o so´ melhorar a taxa de acerto geral mas tambe´m por melhorar
essas duas me´tricas.
Neste caso as carater´ısticas selecionadas foram em maior quantidade do que em relac¸a˜o ao
anterior algoritmo. Foram devolvidas 16 carater´ısticas, nomeadamente: polarity maxnegative,
has posIntensifier, has negation, polarity maxpositive, perc negatives, polarity value, has qtdPunctuation,
has excl, polarity qtdneutral, neutral entropy value, positive entropy value, has uppercase,
has negIntensifier, has questionmark, perc positives e negative entropy value.
Os resultados obtidos no sistema, apo´s a escolha das carater´ısticas relevantes, esta˜o apre-
sentados na Tabela 4.12. Em relac¸a˜o a` taxa de acerto global, o resultado melhorou cerca
de 0.1%, o que se traduz numa taxa de acerto de 63.18%. A n´ıvel geral, os valores melho-
raram, da mesma forma, apenas residualmente e os baixos valores ao n´ıvel da cobertura
ficaram iguais.
Resultados SVM
O u´ltimo classificador a ser testado foi o algoritmo SVM. A Tabela 4.13 apresenta os
resultados iniciais com todas as carater´ısticas presentes. Dos 3 referenciados, este clas-
sificador e´ aquele que tem menor resultado em termos de taxa de acerto. A cobertura
das classes Negativo e Neutro e´ bastante reduzida e pretende-se aumentar o valor desta
medida atrave´s da selec¸a˜o de atributos de forma a ser mais via´vel a classificac¸a˜o de dados
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Precisa˜o Cobertura Medida F Taxa de Acerto
Positivo 0.6381 0.9363 0.759 -
Negativo 0.5774 0.193 0.2893 -
Neutro 0.5981 0.191 0.2895 -
Total - - - 0.6318
Tabela 4.12: Resultados apo´s selec¸a˜o de carater´ısticas com o classificador baseado em
a´rvores de decisa˜o.
Precisa˜o Cobertura Medida F Taxa de Acerto
Positivo 0.609 0.9771 0.7503 -
Negativo 0.4253 0.1210 0.1884 -
Neutro 0.3824 0.0174 0.0333 -
Total - - - 0.5991
Tabela 4.13: Resultados obtidos pelo sistema com todas as carater´ısticas atrave´s do clas-
sificador SVM.
destas duas classes.
Com este algoritmo foram retornadas 8 carater´ısticas relevantes, nomeadamente: has posIntensifier,
has negation, perc negatives, has positive, polarity value, polarity qtdnegative, has questionmark
e negative entropy value.
Os valores resultantes do sistema utilizando o classificador SVM com as carater´ısticas
relevantes selecionadas pelo Weka esta˜o apresentados na Tabela 4.14. Em todas as
me´tricas de avaliac¸a˜o houve uma pequena melhoria, mas a baixa cobertura nas classes
Negativo e Neutro manteve-se. Desta forma, a classificac¸a˜o de um conjunto de dados,
nestas 2 classes, tera´ uma abrangeˆncia e efica´cia bastante limitada.
Apo´s a ana´lise dos resultados gerados para os 3 classificadores pode-se concluir que o
classificador Naive Bayes com a selec¸a˜o de carater´ısticas relevantes e´ o que retorna melhores
resultados. Uma taxa de acerto de 82%, bem como o conjunto de resultados obtidos na
precisa˜o e cobertura para as 3 classes, sa˜o resultados bastante bons e que comprovam que
o sistema desenvolvido garante uma boa fiabilidade na classificac¸a˜o dos dados em estudo.
Nos 3 classificadores testados foi verificado um aumento geral da taxa de acerto apo´s
a selec¸a˜o das carater´ısticas relevantes que foram retornadas pelo software Weka. Desta
forma, pode-se concluir que a utilizac¸a˜o desta ferramenta trouxe uma mais valia no que
Precisa˜o Cobertura Medida F Taxa de Acerto
Positivo 0.6112 0.9774 0.7521 -
Negativo 0.4368 0.1222 0.191 -
Neutro 0.3913 0.024 0.0452 -
Total - - - 0.601
Tabela 4.14: Resultados apo´s selec¸a˜o de carater´ısticas com o classificador baseado em
SVM.
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respeita a` fiabilidade, efica´cia e eficieˆncia de todo o sistema.
Categorias gramaticais
As categorias gramaticais, tambe´m conhecidas e doravante denominadas como Part-Of-
Speech (POS), servem para identificar a categoria de cada palavra com base na sua de-
finic¸a˜o e contexto dentro de uma frase. A relac¸a˜o de cada palavra com as adjacentes sa˜o
determinantes para atribuir corretamente a categoria a cada uma das palavras. Um dos
grandes problemas encontrados em processamento de linguagem natural e´ a ambiguidade
das palavras. Por exemplo, “rio” e “sa˜o” sa˜o palavras que podem ter dois significados e
carater´ısticas diferentes (nomes ou verbos) dependendo do contexto onde esta˜o inseridas.
Palavras como as anteriores referidas sa˜o denominadas como homo´nimas. As palavras
homo´nimas sa˜o aquelas que se escrevem e leˆem da mesma forma mas que teˆm significados
diferentes. Assim, o me´todo a utilizar na˜o pode ser simplesmente atribuir a categoria a
uma palavra tendo em conta apenas um diciona´rio com palavras catalogadas. Este e´ um
processo bastante importante no correto funcionamento dos passos implementados no sis-
tema, a seguir referenciados. Foi utilizado o mo´dulo pos_tag do NLTK, mais informac¸a˜o
em 3.1.1.
Detec¸a˜o de entidades
Um dos objetivos do sistema e´ determinar o sentimento atribu´ıdo a uma ou va´rias entidades
referidas nas mensagens. Assim, e´ importante dotar o sistema de um mecanismo que
consiga identificar os diferentes tipos de entidades que podem surgir num bloco de texto
como pessoas, empresas, lugares ou organizac¸o˜es.
Esta e´ uma das tarefas mais estudadas na a´rea de processamento de linguagem natural.
Como referido em [26], esta nova abordagem surgiu nos anos de 1990 nas jornadas das
Message Understanding Conferences (MUC) que decorrem nos Estados Unidos. Ao in´ıcio
o objectivo principal era identificar atividades empresariais ou atividades de defesa atrave´s
de informac¸a˜o retirada de artigos jornal´ısticos. Com a evoluc¸a˜o, aumento da abrangeˆncia
dos sistemas e novas necessidades, a identificac¸a˜o das entidades tem vindo a ser alargada
para temas como organizac¸o˜es, lugares, pessoas ou ate´ expresso˜es temporais e nume´ricas.
Nos dias de hoje, e´ muito dif´ıcil uma u´nica te´cnica ser transversal e garanta bons resultados
nos mais variados domı´nios. Uma das causas para esse facto e´ a complexidade semaˆntica
das palavras. Por exemplo, a palavra “Apple” pode querer fazer refereˆncia a` empresa
ou ao fruto. A u´nica diferenc¸a entre as duas palavras e´ a maiu´scula na letra inicial. No
entanto, esta na˜o pode ser considerada uma regra de ouro que garanta de uma forma eficaz
a distinc¸a˜o entre entidades e na˜o entidades, especialmente em informac¸a˜o proveniente de
redes sociais como e´ o caso.
O me´todo de detec¸a˜o de entidades utilizado e´ o me´todo NE_Chunk presente no NLTK, mais
informac¸a˜o em 3.1.2.
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Precisa˜o Cobertura Medida F Taxa de Acerto
Relacionados 0.743 0.833 0.785 -
Na˜o relacionados 0.256 0.167 0.202 -
Total - - - 0.662
Tabela 4.15: Resultados do identificador de entidades mencionadas em frases.
O me´todo de identificac¸a˜o de entidades em frases baseia-se sobretudo na correta identi-
ficac¸a˜o do POS de cada palavra. A partir desta abordagem, tentou-se implementar um
me´todo manual de verificac¸a˜o das entidades. A ideia foi determinar cada nome pro´prio,
com a categoria gramatical “NNP” como sendo uma entidade. A taxa de acerto desta
abordagem foi de 77%, uma taxa de acerto superior ao me´todo utilizado e referenciado
em seguida. No entanto, a cobertura das mensagens que na˜o tinham qualquer entidade foi
de apenas 5%. Isto significa que esta abordagem identificou muitas palavras como enti-
dade onde na realidade na˜o eram. Uma das razo˜es verificadas e´ que as mensagens obtidas
em redes sociais, neste caso via Twitter, teˆm variadas especificidades como a primeira
letra de cada palavra comec¸ar com maiu´scula ou vice-versa, quando verdadeiras entidades
referenciadas na˜o respeitam esse princ´ıpio.
A Tabela 4.15 apresenta os resultados da identificac¸a˜o de entidades. A coluna “Relaciona-
das” diz respeito a`s frases que continham entidades e por isso sa˜o consideradas relevantes.
A coluna “Na˜o relacionadas” representa as frases que na˜o continham nenhuma entidade
e, por isso, o seu conteu´do na˜o estaria relacionado com nenhuma entidade. Este e´ um
me´todo que pode ser utilizado em qualquer domı´nio e a sua efica´cia e´ positiva com este
tipo de dados. No entanto, o tipo de informac¸a˜o utilizada para treinar o classificador de
entidades e o utilizado no sistema (mensagens de redes sociais) e´ bastante diferente e essa
pode ser a causa para na˜o haver uma melhor efica´cia neste aspeto.
A´rvore sinta´tica
As primeiras abordagens na a´rea da ana´lise de sentimentos centravam-se no ca´lculo da
polaridade de uma frase com base na soma das polaridades de todas as palavras que a
constitu´ıam. Os novos me´todos utilizados va˜o mais ale´m e utilizam a ana´lise sinta´tica e
morfolo´gica de uma frase para analisar de uma forma mais profunda a forma e relac¸a˜o do
sentimento demonstrado na frase com a entidade alvo.
Esta nova abordagem tenta solucionar um dos problemas mais comuns na ana´lise de
sentimentos que e´ a relac¸a˜o com a entidade. Atrave´s de um exemplo muito simples e´
poss´ıvel verificar pormenorizadamente este problema: “I like brand X, brand Y is causing
problems”. Neste exemplo, esta˜o identificadas duas entidades (X e Y) e esta˜o demonstrados
dois sentimentos distintos, um para cada entidade referenciada. Se a ana´lise da frase
for feita de uma forma superficial, ou seja, atrave´s da polaridade geral, o resultado na˜o
traz grande informac¸a˜o para as entidades. Atrave´s da ana´lise sinta´tica e morfolo´gica da
frase, o objetivo e´ relacionar o sentimento com cada entidade mencionada. Desta forma,
4.3. TE´CNICAS UTILIZADAS 41
o sistema conseguira´ detetar as entidades que forem referenciadas, atrave´s do me´todo
anteriormente apresentado na secc¸a˜o 4.3.3, relacionando-as com o sentimento que deriva
delas, retornando uma polaridade positiva para a entidade X e menos positiva para Y.
Em [16] e´ feita uma ana´lise sinta´tica preservando as relac¸o˜es e a ordem das palavras na
frase. O me´todo envolve a construc¸a˜o de uma sequeˆncia de palavras e a criac¸a˜o de uma
a´rvore de dependeˆncias com a representac¸a˜o estruturada da frase. A partir dessas a´rvores
de dependeˆncias sa˜o extra´ıdos os padro˜es mais frequentes que representam as relac¸o˜es
entre palavras. Os testes apresentados demonstraram grande efica´cia e apresentaram
melhoramentos comparativamente a abordagens anteriores e, por isso, e´ uma te´cnica que
deve ser tida em conta em sistemas de ana´lise de informac¸a˜o.
Em [8] e´ descrito o me´todo Linguistic Tree Transformation que serviu como inspirac¸a˜o
para a metodologia seguida neste sistema. Este me´todo consistiu essencialmente em re-
duzir a estrutura das a´rvores anal´ıticas removendo arestas (palavras) que na˜o fossem ca-
talogadas como nomes, verbos ou adjetivos. Desta forma, a informac¸a˜o mais importante
era mantida ao mesmo tempo que se tornava mais eficiente a leitura de cada a´rvore e
reduzia o ru´ıdo. Depois disso, foram criados bigramas contendo as relac¸o˜es nome-verbo,
nome-adjetivo e verbo-adjetivo que estivessem contidos no mesmo n´ıvel hiera´rquico da
a´rvore.
O me´todo utilizado neste sistema utiliza uma representac¸a˜o da frase como uma a´rvore
horizontal, ou seja, com as folhas de cada a´rvore ao mesmo n´ıvel. A ana´lise sinta´tica da
frase e´ efetuada utilizando uma abordagem desenvolvida em [8]. O conceito da a´rvore
horizontal e´ criar uma representac¸a˜o da frase atrave´s de blocos de palavras. Nestes blocos
esta˜o contidas as palavras mais importantes, que podem representar um sentimento como
verbos ou adjetivos, entidades ou nomes pro´prios. Cada bloco pode conter va´rios tipos de
categorias e cada frase pode conter va´rios blocos de frases.
A Figura 4.2 representa os blocos de categorias de palavras poss´ıveis que sera˜o origina-
dos em cada frase. As siglas PNT, CONJP, ADJ, NP, VP representam os blocos com
pontuac¸a˜o, conjunc¸o˜es, adjetivos, nomes ou verbos, respetivamente. As duas primeiras
classes de blocos servem para identificar poss´ıveis diviso˜es ou relac¸o˜es de dependeˆncia en-
tre as palavras da orac¸a˜o. Os blocos ADJ e VP dizem respeito a`s palavras que podem ser
importantes para determinar o sentimento do bloco. Finalmente o bloco NP diz respeito
aos blocos com nomes e entidades. Em cada um deles podera˜o estar integradas algumas
palavras de outras categorias como verbos ou adjetivos. Isto pretende representar que as
mesmas esta˜o separadas por poucas palavras e que a sua relac¸a˜o e´ muito pro´xima.
Atrave´s da Figura 4.3 que representa uma frase em que uma entidade e sentimento sa˜o
descritos, e´ abordado um exemplo da representac¸a˜o gra´fica com base em blocos de palavras
e sua a´rvore anal´ıtica. Neste exemplo, a entidade e a palavra com sentimento na˜o esta˜o
contidos no mesmo bloco, mas e´ fia´vel assumir que o sentimento demonstrado pelo adjetivo
“great” e´ atribu´ıdo a` entidade pro´xima (“XCars”) quer pela proximidade, quer por existir
apenas uma entidade na frase.
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Figura 4.2: Co´digo utilizado para criar os no´s da a´rvore anal´ıtica com base em categorias
gramaticais de palavras.
Figura 4.3: A´rvore anal´ıtica originada a partir de uma frase.
Os blocos representados sa˜o aqueles que se consideram os mais importantes para a ana´lise
de sentimento, na maior parte das vezes sa˜o os verbos e adjetivos que sa˜o representativos
do sentimento demonstrado. As palavras que na˜o sejam catalogadas dentro destas 3
categorias (verbos, adjetivos e adverbos) e fora dos blocos gerados sera˜o descartadas, uma
vez que, muitas vezes na˜o apresentam informac¸a˜o quanto ao sentimento. Para ale´m de
na˜o fornecerem informac¸a˜o relevante, a sua integrac¸a˜o no modelo de dados pode constituir
ru´ıdo e retirar efica´cia na leitura e classificac¸a˜o do modelo de dados. A sua eliminac¸a˜o
tambe´m torna o sistema mais eficaz e eficiente.
Tomando como exemplo estas duas frases [19]:
• “This is a love story!”
• “I love this story.”
Apesar das duas conterem quase o mesmo tipo de informac¸a˜o elas sa˜o diferentes no que
respeita a` demonstrac¸a˜o de sentimentos. A segunda frase demonstra um sentimento em
relac¸a˜o a um nome ou entidade, a palavra “love” e´ na sua forma gramatical, um verbo. A
primeira frase e´ neutra em relac¸a˜o a sentimentos, pois neste caso a palavra “love” e´ um
nome e na˜o esta´ a exprimir nenhum sentimento ou opinia˜o sobre determinada mate´ria.
Neste exemplo, e´ representada a importaˆncia que representa a correta categorizac¸a˜o de
palavras no que respeita a` ana´lise de sentimentos.
A Tabela 4.16 apresenta os resultados obtidos atrave´s da nova abordagem. Estes valores
dizem respeito a` classificac¸a˜o por interme´dio do algoritmo Naive Bayes com todas as
carater´ısticas. Analisando a taxa de acerto houve uma melhoria de cerca de 3% em relac¸a˜o
a` anterior melhor abordagem com carater´ısticas semelhantes, referida na Tabela 4.9. A
u´nica diferenc¸a sa˜o as categorias das palavras objeto de ana´lise de sentimento.
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Precisa˜o Cobertura Medida F Taxa de Acerto
Positivo 0.802 0.917 0.856 -
Negativo 0.625 0.615 0.62 -
Neutro 0.875 0.612 0.720 -
Total - - - 0.792
Tabela 4.16: Resultado do sistema com selec¸a˜o de polaridade com base em verbos, adje-
tivos e adve´rbios.
Tempo
Total de mensagens 43m48s
Me´dia por mensagem 00,06 seg.
Tabela 4.17: Tempo de execuc¸a˜o do sistema.
Com estes resultados conclui-se que, de facto, as categorias gramaticais das palavras devem
ser tidas em conta na classificac¸a˜o de sentimentos.
Estes valores sa˜o bastante satisfato´rios. Uma taxa de acerto elevada em conjunto com
os valores altos de precisa˜o, cobertura e Medida F. A classe Positivo, regra geral, foi a
que teve melhores resultados nas 3 medidas de desempenho, esse resultado pode estar
relacionado com o facto de haverem mais amostras para essa classe. A classe Neutro teve
o melhor resultado de todos em termos de precisa˜o dos resultados. A taxa de acerto de
79,2% confere a esta abordagem uma maior confianc¸a em relac¸a˜o a` anterior metodologia
utilizada.
4.4 Tempo de execuc¸a˜o do sistema
Os tempos presentes na Tabela 4.17 dizem respeito ao tempo total despendido pelo pro-
grama para classificar o conjunto total das 46511 mensagens de teste. A estes tempos
compreendem as tarefas de processamento das mensagens, extrac¸a˜o de carater´ısticas e
classificac¸a˜o das mesmas. O resultado obtido revela um sistema eficiente com cerca de
44 minutos para o conjunto total de mensagens e cerca de 6 cente´simas de segundo para
analisar uma mensagem. O comprimento me´dio das mensagens presentes no corpus e´ de
100,82 caracteres.
Todo o desenvolvimento, bem como os testes, de onde resultam as anteriores medic¸o˜es,
foram feitas num sistema com as seguintes carater´ısticas:
• Processador - Intel Core i3 (2.13 Ghz)
• RAM - 4 GB (DDR3)
• Sistema Operativo - Microsoft Windows 7 Ultimate (64 bits)
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4.5 Utilizac¸a˜o do sistema em outras l´ınguas
Este sistema foi desenvolvido e treinado para tratar informac¸a˜o em l´ıngua inglesa, mais
especificamente sobre mensagens obtidas atrave´s da rede social Twitter e como tal na˜o
esta´ preparado para tratar eficazmente mensagens escritas em Portugueˆs.
Para que esta funcionalidade seja implementada neste sistema teriam de ser feitas algumas
alterac¸o˜es a va´rios n´ıveis:
• Diciona´rios de sentimentos - O diciona´rio de sentimentos utilizado (AFINN) apenas
contem palavras em Ingleˆs. Para determinar a polaridade de palavras tera´ de ser
implementado um diciona´rio que determine a polaridade em palavras de origem
portuguesa como o SentiLex ou o OpLexicon, ja´ referidos;
• Listas de intensificadores e negac¸a˜o - Estas sa˜o listas manualmente criadas e no
sistema atual apenas foram introduzidas palavras em ingleˆs. Para ser poss´ıvel a
utilizac¸a˜o com corpus em Portugueˆs tera˜o de ser criadas novamente estas listas;
• Lematizac¸a˜o - Teria de ser implementada um sistema de lematizac¸ao que fosse adap-
tada para a l´ıngua portuguesa, por exemplo o sistema Snowball6 (implementado no
NLTK) ou PTStemmer7;
• Detec¸a˜o de entidades - Para esta tarefa o sistema atual pode ser mantido, no entanto
tera´ de ser previamente treinado com um corpus em Portugueˆs. O sistema NLTK
dispoˆe de um conjunto de ferramentas que permitem a fa´cil integrac¸a˜o do sistema
em diferentes l´ınguas;
• Categorias POS - Tal como a anterior, esta ferramenta do NLTK pode ser facilmente
integra´vel com outras l´ınguas (neste caso o Portugueˆs) depois de ser previamente
treinado para o efeito.
4.6 S´ıntese
Como ja´ referido, o conjunto de dados utilizado tem diversas carater´ısticas que podem
dificultar a sua interpretac¸a˜o e ana´lise. Como tal, foram implementadas diversas te´cnicas
de normalizac¸a˜o, apresentadas no cap´ıtulo 4.3.1 do texto com vista a` aproximac¸a˜o da
sua estrutura com a estrutura de textos em linguagem natural de forma a ser mais fa´cil
e eficiente a sua ana´lise por parte do sistema desenvolvido. Apesar de ter sido apenas
testado em mensagens provenientes da rede social Twitter, estas mensagens sa˜o geralmente
dif´ıceis de analisar dada a sua complexidade. A pouca extensa˜o, a diversidade de carateres
especiais e refereˆncias URL, hashtags, entre outras, exigem que seja feito um conjunto de




adquiriu uma maior versatilidade, prevendo-se que seja capaz de garantir bons resultados
a partir de um outro tipo de conjunto de mensagens.
Comparando os resultados pode-se determinar que a abordagem com recurso a aprendi-
zagem automa´tica consegue melhor efica´cia que a baseada em regras. O classificador de
aprendizagem automa´tica, Naive Bayes, foi o classificador que melhor efica´cia e eficieˆncia
demonstrou ao longo dos testes efetuados. Este classificador foi o menos exigente em ter-
mos de recursos computacionais. Para ale´m de ter conseguido analisar um maior conjunto
de dados do que os outros classificadores testados, a precisa˜o obtida foi gradualmente au-
mentada acompanhando a quantidade de carater´ısticas utilizada para a classificac¸a˜o da
informac¸a˜o.
Um melhor detetor de entidades podera´ significar tambe´m uma melhoria na efica´cia do
sistema, contudo, o resultado obtido atrave´s das carater´ısticas utilizadas garantem uma
boa fiabilidade em detetar o sentimento afeto a` entidade encontrada. Dentro das cara-
ter´ısticas extra´ıdas para a classificac¸a˜o das mensagens destacam-se as que apresentam os
valores de entropia das palavras na mensagem. Estas carater´ısticas sa˜o selecionadas na
Secc¸a˜o 4.3.3 , fator que comprova a importaˆncia desta abordagem na correta classificac¸a˜o
do sentimento e reputac¸a˜o da entidade.
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Cap´ıtulo 5
Resultados
5.1 Me´tricas de avaliac¸a˜o
A precisa˜o e a cobertura sa˜o duas das me´tricas mais utilizadas na avaliac¸a˜o de um sistema
deste tipo. Tendo como base um sistema de pesquisa de documentos em que alguns sa˜o
relevantes e outros na˜o relevantes para a pesquisa, a precisa˜o e´ a percentagem de documen-
tos relevantes dentro dos que foram retornados. Por sua vez, a cobertura e´ a percentagem
de documentos que foram retornados dentro de todos os relevantes no conjunto total dos
documentos.
A matriz de confusa˜o e´ uma tabela utilizada na representac¸a˜o de resultados de aprendiza-
gem automa´tica e tem, como objetivo, a visualizac¸a˜o de uma maneira facilitada do desem-
penho geral de um sistema. Em cada ce´lula da tabela esta˜o contabilizadas as instaˆncias
que foram corretamente e incorretamente classificadas.
A Tabela 5.1 mostra o exemplo de uma matriz. Cada linha da matriz representa a classe
real e cada coluna representa a classe prevista da informac¸a˜o. Assim, para saber o total
de instaˆncias que fazem parte da classe Positivo, tera˜o de ser somados os valores previstos
que foram corretamente identificados (VP) com os que foram incorretamente classificados
mas que pertencem a` classe dos positivos (FN).





Tabela 5.1: Matriz de confusa˜o
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As refereˆncias nas ce´lulas teˆm os seguinte significados:
• Verdadeiros positivos (VP) - Dizem respeito aos documentos que foram corretamente
classificados na classe Positivo;
• Falsos positivos (FP) - Os documentos que foram incorretamente classificados como
Positivo;
• Verdadeiros negativos (VN) - Os documentos que foram corretamente classificados
como Negativo;
• Falsos negativos (FN) - Os documentos que forma incorretamente classificados como
Negativo.
Estas me´tricas servem de refereˆncia para os ca´lculos da precisa˜o e cobertura, apresentadas
nas secc¸o˜es posteriores.
5.1.1 Precisa˜o
A precisa˜o do resultado de uma classe e´ obtida atrave´s do nu´mero de instaˆncias que foram
corretamente assinaladas nessa classe (VP) sobre todas as instaˆncia retornadas, corretas
e incorretas (VP+FP).
P = V PV P+FP
Esta me´trica, por si so´, na˜o e´ capaz de retornar grande informac¸a˜o quanto a` fiabilidade de
um sistema. Uma precisa˜o de 100% indica que todas as instaˆncias retornadas pertenciam,
efetivamente, a` classe, mas na˜o indica as instaˆncias que pertencem a` classe e na˜o foram
identificadas.
5.1.2 Cobertura
A cobertura e´ calculada atrave´s das instaˆncias corretamente classificadas(VP) sobre todas
as instaˆncias da classe, encontradas ou na˜o (VP+FN).
C = V PV P+FN
Tal como na me´trica anterior, esta medida na˜o pode ser utilizada isoladamente para de-
terminar a efica´cia de um sistema. Por exemplo, se forem retornadas todas as instaˆncias




A Medida F e´ uma me´trica que combina a precisa˜o e a cobertura. O objetivo e´ avaliar o
resultado de um sistema atrave´s das outras me´tricas referenciadas e combater os problemas
ja´ identificados.
Neste trabalho, o resultado obtido e´ a chamada me´dia harmo´nica [25] entre a precisa˜o e
cobertura. O valor e´ assim definido na medida em que as duas me´tricas tera˜o o mesmo
peso no ca´lculo da Medida F.
Medida F = 2∗P∗CP+C
5.2 Avaliac¸a˜o
Para avaliar o desempenho do sistema bem como a sua versatilidade na utilizac¸a˜o de
diferentes conjuntos de dados foram feitos dois testes. O primeiro incidiu sobre um con-
junto de dados semelhante ao anteriormente utilizado no desenvolvimento mas que estava
unicamente reservado para os testes finais, ou seja, o sistema na˜o foi treinado com esta
nova informac¸a˜o. O segundo teste passou por um diferente tipo de mensagens que foram
obtidas atrave´s de um sistema de comenta´rios a filmes.
5.2.1 Resultados do sistema com dados de teste
Para o teste e avaliac¸a˜o do sistema foi utilizado um conjunto de 46511 mensagens. Mais
uma vez, foram exclu´ıdas as mensagens repetidas, em branco e que na˜o fossem escritas
em Ingleˆs. Estas fazem parte do corpus RepLab e estavam dedicadas exclusivamente para
o teste do sistema, pelo qual nunca foram utilizadas para testar ou treinar o sistema
previamente. Foram mantidos os mesmos dados de treino utilizados anteriormente no
desenvolvimento do sistema.
As mensagens de teste esta˜o classificadas da seguinte forma:
• Positivo - 27844;
• Negativo - 5925;
• Neutro - 12742.
A Tabela 5.2 representa os resultados obtidos com o corpus de teste atrave´s do mesmo
sistema que melhor efica´cia retornou previamente, como referido na Secc¸a˜o 4.3.3. Estes
valores dizem respeito a` classificac¸a˜o por interme´dio do algoritmo Naive Bayes. Os valores
de entropia de cada uma das palavras sa˜o os mesmos e os dados para treino sa˜o alargados
a todo o conjunto que dantes era dividido para fazer as duas tarefas. Desta vez, os dados
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Precisa˜o Cobertura Medida F Taxa de Acerto
Positivo 0.64 0.792 0.708 -
Negativo 0.299 0.247 0.271 -
Neutro 0.359 0.202 0.258 -
Total - - - 0.561
Tabela 5.2: Resultados do sistema com dados de teste utilizando a melhor abordagem com
recurso a` entropia.
Precisa˜o Cobertura Medida F Taxa de acerto
Positivo 0.638 0.798 0.709 -
Negativo 0.292 0.23 0.258 -
Neutro 0.362 0.199 0.257 -
Total - - - 0.562
Tabela 5.3: Resultados do sistema com dados de teste com polaridade afeta a` entidade
alvo, com recurso ao algoritmo Naive Bayes.
reservados para testes e que nunca foram utilizados para o desenvolvimento do sistema
foram utilizados para testar a efica´cia da melhor abordagem conseguida com recurso a
te´cnicas de aprendizagem automa´tica e com todas as carater´ısticas.
A Tabela 5.3 representa o resultado de outra versa˜o do sistema que e´ semelhante a` anterior
mas desta vez os valores de polaridade sa˜o calculados como apresentado em 4.3.2. Em
vez do valor da polaridade ser calculado com base em todas as palavras poss´ıveis de
transmitirem sentimento ou afetarem a reputac¸a˜o de uma entidade, desta vez a polaridade
so´ vai ser calculada com base nas palavras que afetam diretamente a entidade pretendida
presente na mensagem. Caso na˜o seja detetada a entidade espec´ıfica procede-se ao ca´lculo
geral da polaridade. A anterior abordagem, exclusivamente baseada em regras 4.3.2 e com
os dados de treino, tem os seus valores apresentados na Tabela 4.6.
Esta abordagem obteve resultados melhores em relac¸a˜o a` abordagem semelhante, exclu-
sivamente baseada em regras de afetac¸a˜o de sentimentos e reputac¸a˜o a entidades, de-
monstrados na Tabela 4.6. A diferenc¸a pode ser explicada pela melhor efica´cia que e´
normalmente conseguida atrave´s de me´todos de aprendizagem automa´tica e pelo recurso
a` utilizac¸a˜o de valores de entropia no conjunto das carater´ısticas utilizadas para o treino
e classificac¸a˜o do algoritmo utilizado. Relativamente a` abordagem anterior, na˜o houve di-
ferenc¸a vis´ıvel na efica´cia obtida. A raza˜o para isto pode estar no facto das carater´ısticas
relativas a` entropia terem uma importaˆncia maior comparativamente com as relacionadas
com a polaridade das palavras.
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Precisa˜o Cobertura Medida F Taxa de acerto
Positivo 0.854 0.72 0.781 -
Negativo 0.75 0.872 0.806 -
Total - - - 0.795
Tabela 5.4: Resultados da classificac¸a˜o de mensagens de cr´ıticas a filmes com valores de
entropia, por interme´dio do algoritmo Naive Bayes.
5.2.2 Resultados do sistema com diferente corpus
Para testar a efica´cia do sistema utilizando diferentes conjuntos de dados fez-se uma ex-
perieˆncia com mensagens de cr´ıticas a filmes. O corpus1 e´ constitu´ıdo apenas por men-
sagens com polaridades Positivo ou Negativo. Desta forma, foram retirados os valores
de entropia para palavras neutras bem como a carater´ıstica respeitante no conjunto de
atributos utilizado na classificac¸a˜o com recurso a aprendizagem automa´tica. Este corpus
e´ constitu´ıdo por 10662 mensagens, com um nu´mero igual de mensagens de classe Positivo
e Negativo (5331).
O sistema foi treinado e classificado com um subconjunto de dados de quantidade igual,
semelhante a` abordagem anterior. Como foi tratado um conjunto diferente de dados novos,
valores de entropia foram calculados para cada uma das palavras presente no corpus. Esta
versa˜o teve como base a melhor abordagem obtida com recurso ao corpus RepLab atrave´s
de todas as carater´ısticas do modelo de dados e valores de entropia indicados na Tabela 4.9.
Foi tambe´m mantido o valor de entropia ma´ximo de cada palavra (0,004).
O resultado apresentado na Tabela 5.4 e´ muito satisfato´rio pois todos os valores obtidos
sa˜o considerados como bastante fia´veis. Tanto a precisa˜o como a cobertura de cada uma
das classes apresentam valores perto ou acima dos 80%. Perante estes valores pode-se
afirmar que este sistema, atrave´s da abordagem desenvolvida e apo´s o devido treino, e´
eficaz na tarefa de classificar diferentes tipos de texto.
5.3 S´ıntese
Com um conjunto diferente de dados para teste, a efica´cia retornada foi diferente da obtida
em 4.16 com a mesma abordagem. Apesar de ser um valor mais baixo, trata-se de um
resultado positivo que comprova que esta abordagem pode ser utilizada mesmo sem um
conjunto de carater´ısticas, como valores de entropia das palavras, previamente calculadas
a partir do mesmo conjunto de dados que vai ser utilizado para os testes.
Os testes efetuados com um corpus diferente revelaram que esta abordagem tambe´m pode
ser utilizada com um corpus com diferente estrutura. Os corpus compostos por mensagens
constituindo cr´ıticas a filmes sa˜o frequentemente utilizados na a´rea de sistemas de ana´lise
de sentimentos. Os valores obtidos pelo sistema utilizando este corpus demonstram um
1http://www.cs.cornell.edu/people/pabo/movie-review-data
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sistema bastante eficaz na ana´lise do sentimento geral da mensagem. Este corpus pode ser
considerado mais fa´cil de analisar dado que na˜o e´ necessa´rio considerar a entidade e tratar
o sentimento geral da mesma. O valor obtido por este corpus esta´ ao n´ıvel ou ate´ melhor
em comparac¸a˜o com alguns dos sistemas apresentados no estado da arte que utilizam o
mesmo tipo de conjunto de dados.
Cap´ıtulo 6
Concluso˜es
As redes sociais desempenham um papel importante na sociedade moderna. A facilidade
de acesso, auseˆncia de custos e abrangeˆncia da comunicac¸a˜o, fizeram e continuam a fazer
com que as redes sociais se expandam e que ganhem novos adeptos a cada dia que passa.
Esta e´ uma ferramenta na˜o so´ utilizada para fins lu´dicos mas, cada vez mais, tambe´m com
interesses comerciais.
As marcas, aproveitando-se das potencialidades desta nova forma de comunicac¸a˜o global,
esta˜o a adoptar estrate´gias que as permite estarem em constante promoc¸a˜o da sua marca
com os seus clientes. No entanto, com um universo ta˜o grande, tanto de plataformas
de redes sociais como de utilizadores, as mensagens geradas diariamente adquirem uma
dimensa˜o ta˜o elevada que e´ imposs´ıvel retirar algum tipo de informac¸a˜o de uma forma
manual.
O objetivo principal deste trabalho foi o desenvolvimento de um sistema de reputac¸a˜o de
entidades com base em ana´lise de sentimentos em frases retiradas do micro-blog Twitter.
Este cap´ıtulo aborda as considerac¸o˜es finais onde sa˜o apresentadas as principais contri-
buic¸o˜es e inovac¸o˜es que este trabalho apresentou, o seu resultado pra´tico e algumas ideias
de trabalho a implementar numa pro´xima versa˜o, com vista a melhorar a efica´cia do
sistema.
6.1 Balanc¸o final
Na fase inicial desta dissertac¸a˜o e´ descrito e analisado o estado da arte em relac¸a˜o a sis-
temas da a´rea de ana´lise de sentimentos. E´ ainda feita uma pequena introduc¸a˜o sobre em
que consiste este to´pico e as abordagens iniciais que deram origem aos avanc¸os e metodo-
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logias mais utilizadas nos dias de hoje. Os trabalhos presentes nos RepLab 2012 e 2013
sa˜o frequentemente citados e, como ja´ referido, teˆm grande influeˆncia no desenvolvimento
deste sistema devido a serem sistemas que teˆm objetivos e conjuntos de dados semelhantes.
Foram efetuados va´rios testes a diferentes abordagens do sistema, nomeadamente a di-
ferentes te´cnicas de pre´-processamento e normalizac¸a˜o da informac¸a˜o e classificac¸a˜o das
classes das mensagens com recurso a me´todos baseados em regras e algoritmos de apren-
dizagem automa´tica.
Apesar de este trabalho se centrar no desenvolvimento de te´cnicas de classificac¸a˜o de
sentimento em textos atrave´s de mecanismos de aprendizagem automa´tica, foram feitos
alguns testes utilizando apenas um conjunto de regras. Os resultados desta abordagem
esta˜o apresentados na secc¸a˜o 4.3.2 e foram obtidos unicamente atrave´s de um conjunto de
te´cnicas de normalizac¸a˜o e processamento do texto aplicando posteriormente a classificac¸a˜o
do sentimento atrave´s de um le´xico de sentimentos. Estes resultados sa˜o mais baixos em
relac¸a˜o aos resultados respeitantes a` utilizac¸a˜o de te´cnicas de aprendizagem automa´tica.
A raza˜o de serem obtidos resultados mais baixos na˜o quer dizer que esta abordagem seja
pior ou melhor, mas que, o sucesso desta abordagem requer um maior tempo para ana´lise
da informac¸a˜o e para o desenvolvimento de um conjunto de regras que retornem resultados
eficazes. A te´cnica da lematizac¸a˜o de palavras, com 35,2% de taxa de acerto, originou um
ganho de efica´cia, pelo que se decidiu optar pela sua integrac¸a˜o na abordagem a te´cnicas
de aprendizagem automa´tica.
No cap´ıtulo 4.3.3 sa˜o apresentados os resultados com recurso a te´cnicas de aprendizagem
automa´tica. A classificac¸a˜o com recurso ao valor de entropia das palavras, com os resul-
tados apresentados na Tabela 4.9, demonstrou ser uma carater´ıstica bastante eficaz. O
me´todo descrito em 4.3.3, que restringe a classificac¸a˜o do sentimento apenas a alguns
tipos de categorias de palavras, provou ser uma abordagem eficiente, na medida em que
melhorou a precisa˜o do resultado.
A detec¸a˜o de entidades era uma funcionalidade tida como um dos objetivos para o sistema.
Apesar de a sua efica´cia ser um dos pontos menos positivos deste sistema, a sua limitac¸a˜o
prende-se com o facto de este tipo de dados ter uma certa complexidade e o detetor de
dados utilizado estar treinado para entidades presentes em informac¸a˜o mais estruturada,
como por exemplo, as palavras referentes a entidades iniciando em maiu´sculas, coisa que
na˜o acontece muitas vezes no conjunto de dados utilizado.
O teste final ao sistema devolveu um resultado de cerca de 56% de taxa de acerto. Este
e´ um resultado muito satisfato´rio tendo em conta que e´ um sistema que tem duas tarefas
complexas inerentes: a detec¸a˜o de entidades e a afetac¸a˜o da respetiva reputac¸a˜o. Anali-
sando os resultados obtidos no RepLab 2013, que sa˜o sistemas que utilizam o mesmo tipo
de dados, o resultado obtido coloca este sistema no meio da tabela dos sistemas presentes
na tarefa de polaridade. Posto isto, sa˜o indicadores que garantem ao autor uma motivac¸a˜o
para continuar a aperfeic¸oar o sistema atrave´s da pesquisa e/ou desenvolvimento de novos
me´todos e te´cnicas que garantam melhores resultados.
6.2. TRABALHO FUTURO 55
Atrave´s dos resultados obtidos, pode-se concluir que esta abordagem e te´cnicas utilizadas
garantem uma boa fiabilidade em detetar o sentimento geral de uma frase nas 3 clas-
ses distintas. O ca´lculo do valor de entropia de uma palavra relativamente a` sua classe
demonstra ser uma carater´ıstica com bons resultados na distinc¸a˜o entre as va´rias classes.
De uma forma geral, pode-se dizer que o objetivo geral deste trabalho foi cumprido. A
identificac¸a˜o de sentimentos e sua afetac¸a˜o da reputac¸a˜o sa˜o duas tarefas que sa˜o concreti-
zadas pelo sistema com uma efica´cia satisfato´ria. Um dos objetivos era implementar uma
funcionalidade que trouxesse alguma inovac¸a˜o comparativamente a sistemas relacionados
e creio que a entropia foi uma inovac¸a˜o implementada neste sistema com bons resultados.
6.2 Trabalho futuro
Este e´ um sistema que ainda na˜o esta´ totalmente finalizado e que podera´ ser melhorado
com a introduc¸a˜o de treinos e testes a partir de um diferente conjunto de dados. Um
dos aspetos com mais margem para melhorar e´ a detec¸a˜o de entidades. Neste sistema
optou-se por utilizar um sistema geral sem nenhum tipo de treino para este conjunto de
dados nem para o tipo de entidades tratadas. Este facto gerou uma efica´cia mais baixa que
pode ser melhorada com um outro tipo de abordagem mais aprofundado tendo por base
as abordagens utilizadas em sistemas presentes no RepLab. Algumas das soluc¸o˜es podem
passar por utilizar abordagens efetuadas em [20] como a utilizac¸a˜o de recursos externos
com poss´ıvel informac¸a˜o relevante sobre a entidade e palavras-chave relacionadas, como a
Wikipedia1 ou Freebase2 utilizando te´cnicas de ca´lculo de similaridade entre a informac¸a˜o
obtida e a mensagem alvo de ana´lise.
O diciona´rio de sentimentos SentiWordNet, apesar de na˜o ter sido utilizado nas verso˜es
finais do sistema, e´ um recurso bastante utilizado, como por exemplo em [10]. Numa
futura versa˜o, esta parte tambe´m deveria ser mais explorada com a utilizac¸a˜o de apenas
este diciona´rio ou feita uma integrac¸a˜o mais aprofundada no sentido de integrar os dois
diciona´rios em conjunto. Os valores de positividade, negatividade e objetividade que o
SentiWordNet atribui a`s palavras podem ser u´teis para a adic¸a˜o de novas carater´ısticas
importantes para o modelo de dados para a classificac¸a˜o atrave´s de aprendizagem au-
toma´tica.
A adaptac¸a˜o para outras l´ınguas e´ um dos aspetos ja´ referidos em 4.5. Para ale´m da
vantagem o´bvia que e´ ser abrangente, o sistema poderia ganhar em termos de eficieˆncia
em ser treinado atrave´s de novas grafias resultantes de textos escritos em diferentes l´ınguas.
Outra das implementac¸o˜es podera´ ser a correc¸a˜o automa´tica das palavras com o algoritmo
da distaˆncia de Leveshtein [14], uma das formas utilizadas em motores de busca que existem
para eliminar os erros de ortografia. O objetivo sera´ conseguir aproximar as carater´ısticas
especiais de uma mensagem obtida num micro-blog, como o Twitter, com uma mensagem
1https://www.wikipedia.org/
2http://www.freebase.com/
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normal.
Como referido, as carater´ısticas que envolveram os valores de entropia das palavras tiveram
bastante importaˆncia no modelo de dados utilizado na classificac¸a˜o de novas instaˆncias.
Essa importaˆncia poderia ser mais explorada, por exemplo, atrave´s da implementac¸a˜o
de um conjunto de carater´ısticas, ou ate´, um classificador a` parte do existente, baseado
em BoW. Esse classificador incidiria sobre o conjunto de palavras com maior capacidade
discriminato´ria entre classes, ou seja, com menor entropia.
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