We prove some results, which are used in [1], about weakly geometric rough paths that are well-known in finite dimensions, but need proof in the infinite dimensional setting.
Introduction
Lyons' rough path theory [9] investigates the meaning of the controlled differential equation dy t = V (y t ) dx t (1.1) when x does not have a derivative. There are two natural classes of paths x for which the equation (1.1) is defined and the operation of integration satisfies the chain rule of classical calculus: the geometric rough paths and the weakly geometric rough paths. Let p ≥ 1. The p-geometric rough paths (respectively p-weakly geometric rough paths) are the geometric rough paths (respectively weakly geometric rough paths) that have finite p-variation (see Definition 1.1 below). The signature of a rough path x on the interval [0, T ], defined formally as S (x) = 1 +ˆT 0 dx t1 +ˆT (see Definition 1.2 for precise definition) which arises naturally in rough path theory. In finite dimensions, a p-weakly geometric rough path is a p ′ -geometric rough path for all p ′ > p (see [7] ). As the map x → S (x) is continuous in the p-variation topology for all p, most results known for the signatures of bounded variation path will automatically extend to p-geometric rough paths for all p, and hence will also hold for p ′ -weakly geometric rough paths for all p ′ . This tool for proving properties of signatures of weakly geometric rough paths break down in infinite dimensions. It is not known whether, in infinite dimensions, there exists weakly geometric rough paths that are not p-geometric rough paths for any p. As a result, to complete the proofs for the main result in [1] , it becomes necessary to check that the certain properties of signatures of weakly geometric rough paths still holds in infinite dimensions. In the time between writing the first draft of this article and posting this article, the article [2] has appeared which came up with the idea of using a Lemma similar to Lemma 1.7 to extend algebraic identity in finite dimension to infinite dimensions. For the convenience of the reader, we will leave the proof of Lemma 1.7 and its application in this paper.
Notations and main results
For vector spaces A and B, we shall use A ⊗ a B to denote the algebraic tensor product of A and B, namely,
Let V be a Banach space. We assume that each V ⊗ak is equipped with a norm · V ⊗a k so that:
for a ∈ V ⊗am and b ∈ V ⊗an . 2. Let n ∈ N. For any permutation σ on {1, . . . , n} and v 1 , . . . , v n ∈ V ,
It follows that
where ⋍ denotes the isomorphism as Banach spaces. LetT (n) (V ) denote the truncated formal series of tensors whose scalar component is 1, that is
LetT ((V )) be the space of formal series of tensors, which are sequences (a j ) ∞ j=0 with a 0 = 1 and a j ∈ V ⊗j equipped with the addition and multiplication
We will use π (n) and π n to denote the projection maps from the formal series of tensorsT ((V )) onto the truncated tensorsT (n) (V ) and V ⊗n respectively. We will define the space L n a (V ) of Lie polynomials over V of degree n inductively so that if
We will let
The exponential map onT (n) (V ) is defined by
with the convention that l ⊗0 := 1. Define a function · :
Let p ≥ 1. We say a path x : [0, T ] →T (⌊p⌋) (V ) is a p-weakly geometric rough path if x t ∈ G (⌊p⌋) and x has finite p-variation.
We are mainly interested in the following special transform of weakly geometric rough paths. [0, T ] →T (n) (V ) such that S n (x) 0,0 = 1, S n has finite p-variation and
T for all n is called the signature of the path x.
Weakly geometric rough path in Banach space
The results we will prove in this section are:
in the sense that for all g ∈ G (n) , 
Lemma 1.4. Let x be a weakly geometric rough path. Then
LetT i.r.c. ((V )) (i.r.c. for infinite radius of convergence) be the set of elements inT ((V )) such that
Subsequently, when there is no confusion, we will use the shorthand ab to denote a ⊗ b.
Symmetric norm
The following Lemma useful as finite dimensional projection type of result and has first appeared in [2] .
Define log :
There exists a finite set
In particular, X lies inT
Proof of Lemma 1.1. As the map g → g −1 is continuous with respect to the · T (n) (V ) , it suffices to prove the Lemma for elements in exp L n a (V ). Letg ∈ exp L n a (V ). By Lemma 1.7, there exists a finite dimensional subspace
It follows from Theorem 3.3.3 in [10] that
Therefore, in particular, we have that · T (n) (V ) is symmetric.
Transformation on rough paths
Signature of signature A key property of iterated integrals not just for our purpose but also for rough path theory in general, is that the iterated integrals of iterated integrals can be rewritten as a linear combination of iterated integrals. We will now make this precise in the infinite dimensional setting.
It follows that
We define the tensor norm · W ⊗n on W ⊗an by
where ξ = (ξ i1,··· ,in ) 1≤i1,··· ,in≤N . Note that by the admissibility of (
By taking completion, W ⊗n coincides with
. By admissibility (1.2) of the tensor norm
ous. This implies that the functions exp and log are both continuous. Hence
Proof of Lemma 1.2. Define for w ∈ V ⊗j and v ∈ V ⊗k ,
Define for a permutation π on {1, . . . , n}, the operator π on V ⊗n by
We define for X, Y ∈ T (nN ) (V ),
, we use the notation Z k to denote π k (Z) and OS (j 1 , . . . , j n ) to denote the set of ordered shuffles (see p72 [11] ). We define J (x) so that
As each j 1 , . . . , j N in the sum in (1.6) are at least 1, S (J (x)) has finite pvariation for x ∈ W GΩ p (V ). It remains to show that S (J (x)) is multiplicative and takes value in the space of group-like elements. In the finite dimension case, we have proved these properties of S (J (x)) as lemma 4.4 in [1] . We will now use Lemma 1.7 to carry out a finite dimensional approximation. Let
r → ∞. By Lemma 1.7, there exists finite dimensional spaces V r such that x r , y r , z r ∈ exp L nN a (V r ). By the Chow-Rashevskii's theorem ( [12, 5] or see for example Theorem 7.28 in [8] ), there exist bounded variation paths a,b,c in V r such that S nN (a) 0,s = x r , S nN (b) s,u = y r and S nN (c) u,t = z r . Let ξ denote the path a ⋆ b ⋆ c, where ⋆ denotes the concatenation of paths. Then for
and the same holds when s, x r and y r z r are replaced, respectively by u, x r y r and z r . By the computation leading to (4.4) in [1] , for i 1 + . . .
The same holds when (s, u) is replaced by (u, t). As the iterated integrals of the bounded variation path s → S nN (ξ) 0,s has the multiplicative property, we also have
Moreover, as the signature of a bounded variation path ξ is a group-like element, for all t,
By taking limit as r → ∞ and using the continuity of the map H, the map H satisfies the multiplicative property
and lies in the space of group-like elements
This holds for all s, u and t and hence Z is a weakly geometric rough path.
Linear map on rough paths
Proof of Lemma 1.3. For any linear map Φ : W → R d , we may continuously extend Φ to a linear operator on T (N ) (W ) such that for w 1 , . . . , w N ∈ W ,
Let x ∈ W GΩ p (W ). As Φ is a bounded linear operator and the norm on T (N ) (W ) is admissible, Φ (x) has finite p-variation. As Φ is a homomorphism with respect to ⊗, for all t ≥ 0, Φ (x t ) lies in the ⌊p⌋-step free nilpotent Lie group over x) ). Moreover, again by the homomorphism property of Φ and admissibility of the norm on T (N ) (W ), we have
which implies property 2. in the Lemma.
Signature of the reversed path
Let x be a weakly geometric rough path on an interval [0, T ]. We recall that the reversal of x, denoted as ← − x , is defined so that
We will now prove Lemma 1.4 that
Proof of Lemma 1.4. We will prove a stronger fact that for all s ≤ t and all n,
by induction on n, where S n (x) = π (n) (S (x)) and S (x) s,t = S x| [s,t] . The base induction case of n = ⌊p⌋ is obvious since S ⌊p⌋ ( ← − x ) T −t,T −s is by definition
We will use the notation X i and ← − X i to denote, respectively, π i (S (x)) and π i (S ( ← − x )). By (2.2.9) in [9] ,
whereX s,t and← − X s,t denote respectively elements S n (x) s,t , 0 and S n ( ← − x ) s,t , 0 in T (n+1) (V ), s = u 0 < u 1 < . . . < u l = t and T − t = s 0 < s 1 < . . . < s k = T − s. In particular, we have
where the tensor product ⊗ is taken in T (n+1) (V ). We claim that for all t 0 < . . . < t l ,X t0,t1 ⊗ . . .
by induction on l. For the base induction step, note that by the induction hypothesis over n,
and
For the induction step, we have by induction hypothesis that
To conclude the proof for the claim, it suffices to observe that
We now observe, using the claim, that
tj ,tj+1 by induction hypothesis. By (1.5) in the proof of Lemma 1.1,
Therefore, by (1.7),
Invariance of signature under reparametrisation
Proof of Lemma 1.5. We shall prove it by induction on n that
We will prove the stronger fact that
where the second line follows from the induction hypothesis. Let (s j ) be a sequence defined by s 0 = s and
Then as by definition X m u,u = 0 for any m and any u,
Note that as σ is non-decreasing, the set (σ (s j ) :
Moreover, since for all j, there exists m such that (s j , s j+1 ) = (σ (t m ) , σ (t m+1 )) and σ is uniformly continuous, we have that
σ(s),σ(t) .
Uniform convergence + Bounded in p-variation =⇒ Subsequential convergence of Signatures
The following proof is simply a matter of checking that the proof in [8] applies in the infinite dimensional setting.
Proof of Lemma 1.6. By Theorem 2.2.2 in [9] , it suffices to show that there exists p ′ and a control ω (see Definition 1.9 in [11] ) such that for all 1 ≤ i ≤ ⌊p⌋ and s ≤ t,
and a sequence a (n k ) → 0 such that
By Theorem 3.3.3 in [9] , it suffices to show that for some p ′ ≥ 1,
Note that
If y = x (n) and x (n) → x uniformly, then since we have for g = 1, g 1 , . . . , g ⌊p⌋ ,
and the tensor product is continuous,
By (1.12), sup s≤t x s,t − x (n) s,t → 0 as n → ∞ and by (1.10), d p ′ −var (x (n) , x) → 0 as n → ∞.
Partially ordered sets as R-trees
Finally, we prove the following lemma which characterise partially ordered sets that can be realised as R-trees.
Lemma 1.8. Let (P, ) be a partially ordered set such that:
1. P has a least element v.
2. For all τ 1 ∈ P, the set {τ 2 ∈ P : τ 2 τ 1 } is totally ordered. 3. For any τ 1 , τ 2 ∈ P, the set {τ 3 ∈ P : τ 3 τ 1 , τ 3 τ 2 } has a unique maximal element, which will be denoted as τ 1 ∧ τ 2 .
4. There exists a function α : P → [0, ∞) such that α (v) = 0 and the restriction of α on the set {τ 3 ∈ P : τ 3 τ 1 } is strictly increasing for any τ 1 ∈ P. then (i) for all τ 1 , τ 2 , τ 3 ∈ P, α (τ 1 ∧ τ 2 ) ≥ min (α (τ 1 ∧ τ 3 ) , α (τ 2 ∧ τ 3 )) ; (1.13)
(ii)if we define
then (P, d) is a metric space that is 0-hyperbolic with respect to v in the sense of [4] (p11.).
(iii) (P, d) is a R-tree.
Remark 1.1. This Lemma is essentially Proposition 3.10 in [6] . Here we provide an alternative proof.
Proof. (i) As {τ 4 : τ 4 τ 3 } is totally ordered, we may assume without loss of generality that τ 1 ∧ τ 3 τ 2 ∧ τ 3 .
This implies in particular that τ 1 ∧ τ 3 τ 2 . However, by the definition of ∧, we also have τ 1 ∧ τ 3 τ 1 . Therefore, τ 1 ∧ τ 3 τ 1 ∧ τ 2 . The inequality (1.13) now follows from the assumption 4. in the Lemma.
(ii) The only thing that needs proving is the triangle inequality for the metric d and the property of 0-hyperbolic. Both of which are equivalent to (1.13).
(iii) By Lemma 4.13 in [4] , a metric space is an R-tree if and only if it is connected and 0-hyperbolic. The metric space (P, d) is path-connected by Condition 4., and is 0-hyperbolic by (ii), and hence (P, d) is a R-tree.
