Dipole moments are a simple, global measure of the accuracy of the electron density of a polar molecule. Dipole moments also affect the interactions of a molecule with other molecules as well as electric fields. To directly assess the accuracy of modern density functionals for calculating dipole moments, we have developed a database of 200 benchmark dipole moments, using coupled cluster theory through triple excitations, extrapolated to the complete basis set limit. This new database is used to assess the performance of 88 popular or recently developed density functionals. The results suggest that double hybrid functionals perform the best, yielding dipole moments within about 3.6-4.5% regularized RMS error versus the reference values-which is not very different from the 4% regularized RMS error produced by coupled cluster singles and doubles.
Introduction
Density functional theory (DFT) is currently the most popular approach for calculating the electronic structure of molecules and extended materials.
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Although DFT is formally exact, 4 the true functional that maps electron density to electronic energy remains unknown.
Most practical calculations thus employ various density functional approximations (DFAs) within the Kohn-Sham
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DFT framework. Hundreds of DFAs have consequently been proposed over the last few decades, with development strategies focusing on empirical fitting to large benchmark datasets, [6] [7] [8] satisfaction of various exact physical constraints [9] [10] [11] or intermediate routes combining aspects of both approaches.
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With rare exceptions, [14] [15] [16] [17] fitting based approaches have historically favored recovering accurate energies over accurate densities, in the hope that DFAs predicting improved energies were better approximations to the exact functional, and would thus automatically yield more accurate electron densities. This approach has recently been questioned by studies that compared coupled cluster singles and doubles (CCSD) electron densities of a few atomic 18 and diatomic 19 species to those predicted by various DFAs. These studies appear to suggest that many modern functionals (that are excellent for energetics) are unable to predict very good densities, deviating from an earlier trend of DFAs simultaneously improving energies and densities.
This has led to suggestions that DFT has strayed from the path to the exact functional, 18 causing lively discussions in the scientific community.
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Discussions about "true paths" aside, accurate electronic densities are necessary not only for intellectual completeness, but also to quantitatively predict the response of the electronic energy to external potentials (such as ones in spectroscopic experiments, or intermolecular interactions or at an electrode). It is therefore desirable to develop functionals that would simultaneously predict the energy and density to high levels of accuracy, perhaps by incorporating density information as part of functional development.
Molecular multipole moments describe spatial moments of the electron density, and the accuracy with which they can be calculated is an integrated measure of the quality of the corresponding density. The simplest possible multipole is the dipole µ = rρ( r)d r (where ρ( r) is charge density), which is the sum of the first spatial moment of the electron density and a nuclear charge contribution. µ is not a perfect stand-in for the density (not least because it can vanish due to symmetry) and it is certainly possible for an incorrect density to accidentally yield a correct value of µ. However, µ is perhaps the simplest observable that captures errors in the underlying density. µ also determines the response of the energy to a constant electric field and is relevant to long-range electrostatics in force field parametrization, [31] [32] [33] making it a relevant density derived quantity to examine for DFA testing and development. While we do not consider them here, higher moments like the quadrupole and higher response properties like polarizability are also relevant to the performance of DFAs.
Although there have been previous studies examining the accuracy of DFT in estimating vibrationally averaged experimental dipole moments, 26, 34 there does not appear to be any large dataset of benchmark equilibrium µ. The distinction between experimental and equilibrium dipoles is important as they are known to differ by 3% or more in many cases like NH 3 .
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The accuracy of electronic structure approximations (in the absence of vibrational corrections) in directly reproducing experimental dipole moments thus may not be indicative of the quality of the approximation. This led us to develop a dataset of 200 coupled cluster dipole moments for the purpose of assessing and developing density functionals. The main constituent of our dataset is an estimate of the unrestricted CCSD(T) 36 dipole moment at the complete basis set (CBS) limit for 95 normal valent systems (88 molecules and 7 non-covalent complexes, containing up to 3 non-hydrogen atoms and with all atoms at normal valence) and 57
incomplete valence and open-shell systems (50 molecules and 7 non-covalent complexes where not all atoms were at normal valence) at their equilibrium geometries (given in the Supporting Information). For simplicity, we only report magnitudes µ = | µ| for most species, but we do supply the direction for certain cases like CO, where different DFAs predict different polarities. The remaining data-points are µ along the potential energy surfaces (PES) of FH and FCl, enabling exploration of some non-equilibrium configurations. We also assessed the performance of 88 popular or recent density functionals [6] [7] [8] [9] [10] [11] [12] [13] [14] 16, in predicting µ of the 152 dataset species at equilibrium geometry, in order to gauge the relative accuracy of these functionals in predicting densities over a substantially larger dataset than those employed by previous studies.
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Computational Methods
All the calculations were done using a development version of Q-Chem 4.
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The equilibrium geometries employed to estimate µ for each of the 152 species considered were obtained from a variety of sources and no geometry re-optimization was done for individual methods. ) were employed whenever possible for the molecular species. Molecular geometries were optimized at the MP2/cc-pVTZ level of theory when experimental geometries were unavailable, as MP2 equilibrium geometries in general are known to be sufficiently accurate
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. The geometries of the non-covalently bounded complexes were taken from the NCCE31
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(for closed-shell species) and TA13
102
(for open-shell species) databases. All the molecular geometries employed in the present study are provided in the Supporting Information .
Hartree-Fock (HF) µ were obtained from spin unrestricted calculations with the aug-cc-pCV5Z [103] [104] [105] [106] basis, which appeared to have essentially converged to the CBS limit as they only showed a 0.04% RMS deviation versus the equivalent aug-cc-pCVQZ numbers. Stability analysis was performed at the aug-cc-pCVQZ level to ensure all solutions were at a minima. Spin unrestricted DFT calculations were done with the aug-pc-4
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basis for functionals spanning Rungs 1-4 in Jacob's Ladder and it was assumed that such 5ζ basis results ought to be essentially at CBS as well (though this may not strictly be true for a few ill-behaved functionals, as discussed in the results section). Local xc integrals were calculated over a radial grid with 99 points and an angular Lebedev grid with 590 points for all atoms, while non-local VV10 correlation was calculated over an SG-1
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grid (which consists of a subset of points employed in a grid with 50 radial and 194 angular points). Stability analysis was done at the aug-pc-2 level to determine which SCF solutions were potentially unstable, and the problematic aug-pc-4 cases were reoptimized to ensure that they were at a minima.
Dipole moments for correlated wave function methods (MP2/CCSD/CCSD(T)) were obtained from two point central finite differences (using an electric field strength of 10
a.u.). The CBS limit was obtained by extrapolating the correlation component of µ from aug-cc-pCV5Z and aug-cc-pCVQZ results for the smaller species; and from the aug-cc-pCVQZ and aug-cc-pCVTZ results for the remainder of the dataset. The extrapolation was done via the two point formula µ corr
used in Ref [113] , which was found to be accurate to ≈ 0.2% in predicting aug-cc-pCV5Z dipoles of some of the smaller species from aug-cc-pCVQZ and aug-cc-pCVTZ results, indicating that it was reasonably accurate. All the calculations were done using unrestricted orbitals (unless specified otherwise) and no orbitals were held frozen.
All calculations with double hybrid functionals for species at equilibrium geometry were done with restricted orbitals on account of N-representability violations in unrestricted MP2.
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Dipole moments were calculated using the same finite difference approach as correlated wave function methods. The non-MP2 component of µ was assumed to have essentially converged to CBS at the aug-cc-pCV5Z level, while the MP2 correlation component was extrapolated to CBS from aug-cc-pCVQZ and aug-cc-pCVTZ results, using the same formula as above. 
Results for equilibrium geometries
We divided the 152 species in our dataset into two groups: 81 where the stable HF solution did not have spin-polarization, and 71 where the stable HF solution was spin-polarized.
The former subset is henceforth referred to as NSP (not spin-polarized, or in other words, spin-restricted) and the latter as SP (spin-polarized, or unrestricted). Conventional electronic structure methods like CCSD, MP2 or the various DFAs are unlikely to experience catastrophic failure over the NSP subset, but the SP species have the potential to be more challenging. The regularized relative error metric defined in the preceding section was used to evaluate the performance of HF, MP2, CCSD and 76 DFAs against the CCSD(T) benchmark. The errors for a selection of popular and new DFAs are given in Table 1, while Table 2 with the CCSD(T) benchmark. These two consistency checks thus collectively suggest that CCSD(T) is likely to be accurate to ≈ 1% even in the worst of cases, and is probably much more accurate for better behaved species, allowing it to serve as a benchmark for our purposes.
The surprisingly poor performance of MP2 is a consequence of N-representability violation in unrestricted MP2,
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which leads to some very poor numbers for some even-electron singlet systems (like HPO) where spin symmetry is broken, as well as for radicals like ClO 2 .
The species in the spin-unpolarized NSP subset do not cause much trouble for MP2, and the resulting regularized RMSE of 3.96% is very close to the CCSD RMSE of 3.01% over this subset. On the other hand, the massive 54.63% RMSE over the more challenging spin-polarized SP subset indicates that unrestricted MP2 is a poor choice for estimating µ for such species. Restricted MP2 (RMP2) however performs quite well, giving a much better RMSE of of 9.84% over the SP subset, despite operating on a restricted reference that is higher in energy than the symmetry broken solution. RMP2 consequently has an overall RMS error of 7.3% over the whole dataset, which, as we shall see, is not too bad relative to the best hybrid DFAs.
Not unexpectedly, HF theory performs least well out of all the WFT methods, giving a regularized RMS error of 18.61%. Using purely restricted HF does not however lead to a significant deterioration in quality, as it only adds ≈ 1.5% to the regularized RMS error. It is well known that neglect of correlation in HF theory typically leads to systematic overestimation of dipole moments. Qualitatively, this can be viewed as arising from the fact that antibonding orbitals, which are partly occupied due to correlation, but are empty at the HF level, have polarization opposite to bonding orbitals.
Performance of DFT
There are a number of general features that emerge from inspection of Table 1 that are likely to be transferable beyond our specific dataset. First, it is striking that the total RMSE for the best DFA in each class decreases as one ascends Jacob's ladder. This is a nice validation of the fact that there is additional physical content at each level of the ladder. If that additional physical content is used effectively, it can contribute to higher levels of accuracy in the dipole moments, and by inference, the electron density. By contrast, it is also striking that the worst GGA, mGGA and hybrid functionals actually have larger cumulative RMSE than the LSDA. From this we can infer that the additional physical content contained at each higher level of the ladder also leads to greater flexibility in the design of the functional, which, indeed, can degrade the accuracy of the dipole moments relative to LSDA which is a simple parameter-free model. This is consistent with the general conclusions in Refs [18, 19] , which also found that the best performing hybrid functionals yielded superior density predictions than the best local functionals, while several modern functionals (both hybrid and local) gave performance comparable to or worse than LSDA. The overall relative performance of functionals in predicting dipole moments was thus not too dissimilar to the performance in predicting density, 18, 19 despite the differences in methodology.
The best functionals for dipole moment prediction are double hybrids, led by PWPB95-D3
(3.61% regularized RMSE) and DSD-PBEPBE-D3
121 not too far behind (3.76% regularized RMSE). B2PLYP is the only double hybrid functional tested to have a regularized RMSE in excess of 5%, and seven out of the remaining eight yield regularized RMSE around 4.5% or less. This indicates that most double hybrid functionals tested have performance comparable to CCSD for predicting dipole moments, and the top two appear to be better overall for our dataset. This high level of accuracy is somewhat surprising as all the double hybrid calculations at equilibrium geometry were done using restricted orbitals, and thus poor performance appeared nearly inevitable for spin-polarized systems. The errors over the SP subset are indeed substantially larger than the errors over the NSP subset (being nearly twice as large for quite a few functionals), but are still either less than or comparable to corresponding errors for hybrid functionals using unrestricted orbitals (and are significantly less than the corresponding RMP2 errors), resulting in better performance overall. Many of the double hybrids also have very low RMSE over the NSP subset (2-3%, often substantially better than CCSD), which helps drive down the cumulative error significantly as well.
Overall, double hybrid functionals give across the board good performance despite being constrained to use restricted orbitals, and should always be employed to estimate dipole moments of spin unpolarized systems where computationally feasible. They are also very likely to give quite good predictions for spin polarized systems when restricted orbitals are employed to prevent N-representability violations, though there exist a few cases like singlet CH 2 where this approach does not yield satisfactory results.
Hybrid functionals also perform quite well in predicting dipole moments relative to the benchmark, with SOGGA11-X 55 being the best performer (4.84% RMSE), and no fewer than 22 functionals with less than 6% RMSE. Such functionals are thus quite competitive with CCSD (3.95% RMSE) and double hybrids. This close relative performance of many functionals at hybrid and double hybrid levels indicates that good performance for dipole moments is possible from many functionals. It is interesting that the best hybrid meta-GGAs (hmGGAs) do not substantially outperform the best hybrid GGAs (hGGAs). This suggests that the additional flexibility in current hmGGAs has not necessarily resulted in substantial improvements in densities, which is perhaps not all that surprising in light of the vastness of the meta-GGA functional space.
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Recently developed hybrid meta-GGAs such as ωB97M-V and SCAN0 are in the top cohort, though they are not statistically the best. Furthermore, most of the best-performing hybrids exhibit RMSEs that are between 30% and 100% larger for the SP cases than the NSP cases. Indeed apart from the top two, the next 10 best-performing functionals would reorder considerably if one considered only the NSP cases. such as B97M-V and MN15-L perform more poorly for dipole moments, so this provides some evidence that fitting to relative energies can lead to loss of accuracy in other properties. For the NSP subset, the best GGA (N12) outperforms the best mGGA (mBEEF), but this result reverses for the more challenging SP subset, as well as the total statistics. As in hybrids, the gap in performance between the SP and NSP subsets for the best functionals is generally smaller than for the wave function-based MP2 method, and is more comparable to CCSD.
The statistics for the SP subset (both for locals and hybrids) are quite heavily influenced by outliers, such as those discussed below.
A list of the 11 most challenging species overall is given in Table 3 . Somewhat unsurprisingly,
8 of the 11 are from the SP subset, which is a consequence of the best functionals being double hybrids that we have constrained to operate on restricted references alone. Perhaps the most challenging species is NaLi. WFT methods all agree that the polarity is Na The three challenging NSP species are BF and triple bond containing HCCF and HCCCl.
There are some striking systematics in functional performance in these challenging spin unpolarized cases. 86 out of 88 functionals overestimate µ(BF), 82 of 88 underestimate Table 3 : The 11 most difficult species in the dataset. These were selected on the basis of the first quartile of absolute DFA errors for each species, with the selected species giving ≥ 5.5% first quartile error. This corresponded to a break in the distribution. Coincidentally, this is also close to the first quartile of RMSEs for functionals considered (5.64%).
µ(HCCF) and 84 of 88 underestimate µ(HCCCl). These systematics suggest that a hitherto unrecognized delocalization error may be at play here, potentially connected to the C≡C−X moiety. Other spin unpolarized boron containing species like CH 3 BH 2 and BH 2 F are problematic for functionals from the first four rungs of Jacob's ladder (having first quartile errors > 5.5% when double hybrids are excluded), which also hint at potential delocalization errors involving bonds to boron. Surprisingly, the strongly correlated O 3 molecule gives relatively little trouble, although most functionals are forced to break spin-symmetry.
The performance for open-shell and incomplete valence species is generally not significantly poorer than for closed shell species for most functionals from Rungs 1-4 of Jacob's ladder, although some radical species are challenging for all functionals, notably the complexes of incorrectly obtain the reverse polarity.
Basis Set Convergence
HF dipole moments converge quite rapidly with increasing basis set size, with the regularized RMS deviation between aug-cc-pCVQZ and aug-cc-pCV5Z values being 0.04% (with a maximum regularized deviation of 0.19%). Even aug-cc-pCVTZ µ have a regularized RMS deviation of only 0.4% relative to aug-cc-pCV5Z numbers (with a maximum regularized deviation of 1%) indicating that the aug-cc-pCV5Z values are essentially at the CBS limit.
Most of the DFAs from Rungs 1-4 of Jacob's ladder exhibit similarly rapid convergence, with a regularized RMS difference of ≤ 0.1% between aug-pc-4 and aug-pc-3, and ≈ 1% or so between aug-pc-4 and aug-pc-2 (a full list of regularized RMS differences is provided in the Supporting Information). Expensive aug-pc-4 calculations of dipole moments are thus unnecessary for practical purposes, as aug-pc-3 and even aug-pc-2 numbers are likely to be sufficiently close for most functionals (especially considering that these functionals typically deviate from benchmark by > 5 − 6%). Table 4 : Percentage regularized differences between aug-pc-4 basis µ and aug-pc-3/aug-pc-2 µ for DFT Functionals with > 1% regularized RMS difference between aug-pc-4 and aug-pc-3 values. A full table with deviations for all functionals is supplied in the Supporting Information.
Functional RMSE ME MAX aug-pc-3 aug-pc-2 aug-pc-3 aug-pc-2 aug-pc-3 aug-pc-2 M08-HX A few functionals from Rungs 1-4 are however exceptional in having a 1% or larger difference between aug-pc-3 and aug-pc-4 values, suggesting that their density has potentially not yet fully converged even at the quintuple ζ aug-pc-4 level. A full list of these potentially problematic functionals is given in Table 4 , along with the mean and maximum deviations by magnitude. The poor basis set convergence of intermolecular interaction energies for several of the listed functionals has been noted in the past.
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It highlights the need to exercise caution when these functionals are being used to estimate molecular properties, due to the lack of an easily approachable convergence limit. SOGGA11 in particular has an inaccessible CBS limit, with 99 species out of 152 having a regularized difference of > 5%
between aug-pc-3 and aug-pc-4 µ, resulting in a very high 11% regularized RMS difference between the two basis sets that is not outlier driven (unlike, say the case of MN12-L-where only 6 species have a > 5% deviation). It thus appears that the electronic density for SOGGA has likely not converged sufficiently even when the very large aug-pc-4 basis is employed.
Double hybrid functionals exhibit relatively slower basis set convergence compared to other DFAs on account of their dependence on virtual orbitals. The SCF component of µ for all the tested double hybrids however converge at a rate similar to HF and most other functionals (0.05 − 0.25% regularized RMS deviation between aug-cc-pCV5Z and aug-cc-pCVQZ, and < 0.5% regularized RMS difference between aug-cc-pCV5Z and aug-cc-pCVTZ), and aug-cc-pCV5Z numbers are thus expected to be very close to the CBS limit. The 
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We therefore recommend that the CBS MP2 component be estimated via extrapolation from aug-cc-pCVQZ and aug-cc-pCVTZ numbers, and be combined with the SCF component at aug-cc-pCVQZ level to obtain a practically useful estimate for µ that does not require any expensive aug-cc-pCV5Z calculations.
Dipole moments at non-equilibrium configurations
Exploration of non-equilibrium behavior by examining µ along the PES of FH and FCl reveals serious qualitative issues with many of the methods discussed so far. Just as the energy This led us to investigate CCSD (2) 119 as an alternative benchmark in such situations, due to its renormalization of the one-body terms. Hybrid functionals on the other hand, are universally able to eliminate this self-interaction issue, allowing µ to go to the correct asymptotic limit of zero. The overall decay rate however is typically slower than that of the CCSD(2) benchmark (except for functionals with 100% exact exchange like HFLYP,
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which tend to decay too fast like HF), indicating that the asymptotic tail of the µ curve is problematic for modern DFAs. Hybrids also tend to overestimate the maximum µ considerably (as can be seen in Figure 2 ). These difficulties relate to strong electron correlation effects, and represent challenges for future functional development. Nonetheless, it is encouraging the functionals that are most accurate for chemistry, such as ωB97M-V,
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are amongst the most accurate relative to the CCSD (2) benchmark.
Double hybrid functionals however do not fare as well in the stretched bond regime.
These functionals inherit N-representability violations present in unrestricted MP2, and consequently may exhibit an unphysical spike in the value of µ around the Coulson-Fischer point (as can be seen in Fig 2) . Using restricted orbitals (as in the equilibrium case) however yielded asymptotically divergent µ in the bond dissociation limit, as these orbitals artificially enhance the ionic character in stretched bonds. Consequently, µ calculated from unrestricted orbitals is the better (albeit flawed) choice for highly stretched bonds, as it correctly decays to 0 as r → ∞. The decay rate however appears to be too large relative to the reference values, which is likely a consequence of the larger amount of exact exchange typically employed by double hybrids. As shown in Fig. 3 
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None of the double hybrids here displayed a sharp spike in µ, indicating that N-representability was likely not violated in this case despite use of unrestricted orbitals. 
Conclusion
In summary, we find that density functionals are quite good at predicting µ, with the best DFAs having an RMS error of 3.5-4.5%, which is not particularly different from the CCSD RMS error of 3.95%, at a significantly lower computational cost. Most of this success is on account of excellent performance by double hybrid functionals, which yield performance similar to or even slightly superior than CCSD for most species. Hybrid functionals also perform quite well, with 22 functionals having RMS error < 6%, which is only about 50%
worse than CCSD at an even lower computational cost. This success story however hides the fact that many of the best performing hybrid functionals like PBE0 and B97-2 are quite old, and newer functionals like SOGGA11-X 55 and ωB97X-V 60 are only comparable in accuracy.
Furthermore, hybrid mGGAs give no improvement in performance compared to the best hybrid GGAs, despite their more sophisticated form. This may reflect the vastness of the mGGA functional space and the previous emphasis on improving energetics (where the best hybrid mGGAs are superior to the best hybrid GGAs).
Assuming that errors in µ are an acceptable proxy for errors in electron density, we conclude that aside from the relatively recent class of double hybrid functionals, there has not been a great deal of progress in improving electron densities in recent years, which is consistent with other recent studies.
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While the best performing GGA (N12) and mGGA (mBEEF) are relatively recent and are considerably superior to classics like PBE or TPSS, there also exist a number of recently developed functionals that perform comparable to or worse than LSDA, indicating very uneven progress along the axis of improving densities.
On the other hand, one encouraging note is the fact that the mBEEF mGGA is in fact the best semi-local functional tested (with SCAN not being very far behind, despite not being fitted to bonded systems), so there are grounds for optimism that future hybrid mGGAs can also do better for predicting µ than the best present hybrids. The ability of some mGGAs to eliminate spurious partial charges during dissociation of FH and FCl is another hopeful feature. Thus future DFA development, particularly involving mGGAs and hybrid mGGAs, could likely benefit from fitting to, or testing on µ in order to seek further improvements, and avoid major failures (e.g. the case of MN12-L 72 for NaLi). We hope that our dataset of computed benchmark dipole moments will assist in development and/or testing of future functionals that improve energetics and also predict highly accurate but the presence of nuclear quantum effects necessitates the development of a database of benchmark equilibrium polarizabilities, which so far does not appear to exist.
Supporting Information
Geometries, benchmark dipole moments, table of errors and basis set convergence.
