We study a subspace of bivariate trigonometric polynomials for interpolating functions on the sphere. We give an explicit construction for a system of interpolation nodes, and the corresponding basis for this space, that allows a (discrete) fast Fourier transform-type formula for the interpolant. We prove that the uniform norm of our interpolation operator is of the order (log M ) 2 , where M is the number of interpolation points. We also construct a minimal quadrature rule for our space (with number of points equal to the dimension of the space), and describe an associated interpolation operator.
Introduction
Approximation of differentiable functions on the sphere, and analysis of the error in the uniform norm are important ingredients for solving partial differential equations on spherical geometries [4, 5, 6] . Advances in approximation theory on the sphere are required, for example, to measure earth's atmospheric flow and gravitational potential, to simulate sound waves scattered by spherical geometries, to identify the shape of the scattering objects, and for image reconstructions in cosmology.
One popular strategy for approximation of functions is interpolation. Construction of an interpolatory approximation to an unknown function f defined on a set Ω consists of (i) designing a set of nodes x j ∈ Ω and a class of functions φ j defined on Ω, j = 1, · · · , M that forms a basis for a space V ; and (ii) computing an approximant I M f = M j=1 a j (f )φ j ∈ V such that I M f (x j ) = f (x j ), j = 1, · · · , M. The matrix A := [φ k (x j )] j,k=1,···,M is called the interpolation matrix. We say that {x 1 , · · · , x M } is a set of uniqueness for V if A is invertible, or equivalently, for v ∈ V , the fact that v(x j ) = 0 for j = 0, · · · , M implies that v ≡ 0. It is clear that the vector a of coefficients in I M f satisfies the matrix equation
T .
(1.1)
Thus, some of the important problems in this theory are: an efficient evaluation of the coefficient vector a and an estimation of the Lebesgue constant (uniform norm) of the operator I M , defined to be the infimum of all Λ M for which
A classical example is the interpolation on the unit circle, {e ix : x ∈ [0, 2π)}. We define the nodes x j , and the basis φ j by
In this case (using a well-known identity for complex exponentials, see (4.1)), the inverse of the resulting interpolation matrix A trig is A We note that each a j (f ) is the discrete Fourier transform (DFT), and hence, for a fixed x, the O(N 2 ) summations in I 2N +1 f (x) can be computed with O(N log N ) operations, using the Fast Fourier Transform (FFT). The Lebesgue constant in this case is O(log N ).
Formulas similar to (1.2) hold also in the case of interpolation at the zeros of an arbitrary orthogonal polynomial system on a real interval [3, Section I.4] . This fact is a simple consequence of the Gauss-Jacobi quadrature formula, which, although based on the zeros of a polynomial of degree n, is exact for integrating polynoomials of degree 2n − 1. In Proposition 2.1 below, we will use the same arguments as in [3, Section I.4] and [10, Lemma 3] to observe that the existence of suitable quadrature formulas imply the existence of interpolation formulas similar to (1.2). One common feature in all these examples is that one does not need to solve a matrix equation to solve the interpolation problem. We say that the interpolation is matrix-free when a system of interpolation nodes and basis functions is given explicitly, so that a formula analogous to the FFT-type representation (1.2) defines an interpolation operator.
If Ω is the unit sphere S 2 := {(x, y, z) ∈ R 3 : x 2 + y 2 + z 2 = 1}, one may think of a simple strategy for interpolation by considering the coordinate transformation
We may then think of a function on S 2 as a periodic function of θ and φ, and use bivariate trigonometric interpolation to fit the data. One problem with this straightforward approach is that not all the bivariate trigonometric polynomials are continuous functions of points on S 2 . Several authors have considered approximation by special classes of bivariate trigonometric polynomials and special bases for the same. We refer to [2, Sections 18.26, 18 .27] and references therein for an interesting account.
In [5] , a subspace of bivariate trigonometric polynomials was introduced for facilitating interpolation of functions on the sphere. However, a matrix-free interpolant construction was not discussed in [5] . In this paper, we introduce a different subspace spanned by a basis of the form Q m n (cos θ) exp(imφ), where Q m n is the associated Chebyshev or Legendre functions of degree n and order at most 2. These two bases lead to FFT-type matrix-free interpolation, corresponding to two systems of points on the sphere. This fact will be proved using a suitable quadrature formula as a consequence of Proposition 2.1.
We prove that the uniform norm of the interpolation operator, based on one of the systems of points is O(log 2 N ). The other system of points allows us to construct quadrature formulas that are exact for integration of elements of a higher order space with respect to the area measure on S 2 . We demonstrate numerically that the two interpolation operators provide the same degree of approximation for the ten benchmark functions studied in [11] and references therein.
It might be interesting to compare interpolation from our spaces with that from the classical spherical polynomials. First, we observe that our space X N defined after Theorem 2.1 below consists of all bivariate trigonometric polynomials of coordinatewise degree at most N that are functions on the sphere, except for only a few of these polynomials. In particular, if P n denotes the class of all spherical polynomials of degree at most n (i.e., the class of the restrictions to S 2 of all trivariate algebraic polynomials of total degree at most n), then P N −1 ⊂ X N . Moreover, the dimension of X N is approximately twice that of P N −1 .
The case of spherical polynomial interpolation is very different from our constructions. Sloan [10] has proved that it is not possible to construct a matrix-free interpolation operator onto P N , for N ≥ 3, using a quadrature formula that is exact on P 2N ([10, Lemma 3] ). Several authors including Südermann [13] , Golitschek and Light [7] , Xu [17, 18] and Laín Fernández [8] have constructed point systems with various symmetry properties for which a spherical polynomial interpolation matrix is guaranteed to be invertible. To the best of our knowledge, the norm of the resulting spherical polynomial interpolation operator, as well as the computationally important condition number of the interpolation matrix have not been investigated.
The problem of finding points on the sphere for which a polynomial interpolation matrix is invertible and well conditioned has been studied computationally by Sloan and Womersley [11, 12] , by imposing such additional constraints as to minimize the Lebesgue constant of the resulting operator or to maximize the determinant of the interpolatory matrix. It is conjectured that the Lebesgue constant of the best quality interpolation operator constructed in [11, 12] is O(N ). In view of the smoothing properties of the surface integral operators arising in applications in elasticity theory, potential theory, and scattering of sound waves from three dimensional smooth spherical geometries, it is important for the projection operators to have Lebesgue constants that are O(N α ), for some α < 1 [4, 5, 6] .
In the next section, we discuss the construction of the space, and discuss the degree of approximation, interpolation, and quadrature in this space. Numerical experiments are presented in Section 3, and the proofs of the results in Section 2 are given in Section 4. We would like to thank the referees for their careful reading and many suggestions for an improvement of the first draft of this paper.
Main results
In this paper, let C * denote the class of all continuous functions on R 2 that are 2π-periodic in each of their variables, equipped with the uniform norm • * ∞ . The space of all continuous functions on S 2 , equipped with the uniform norm • ∞ , will be denoted
It is clear that f ∈ C(S 2 ) if and only if f * ∈ C * , and f * satisfies the following symmetry conditions:
We will denote by C • the subspace of C * comprising of functions satisfying the above two conditions. If g ∈ C
• , there exists a unique f ∈ C(S 2 ) such that g = f * . We will write f = g
• . For integer N ≥ 2, the space H N denotes the class of all bivariate trigonometric polynomials of order at most N ; i.e., the span of {e i θ e imφ } | |,|m|≤N . The space of all univariate algebraic polynomials of degree at most N will be denoted by Π N .
Our first objective is to obtain a detailed description of
In this paper, we are interested in the spaces
• for which the terms corresponding to sin Nθ are absent from the expansion of T . It is easy to see from (2.5) and (2.4) that the dimension of X N is given by
, which is slightly less than half the dimension of X N . This is partly because X N consists of polynomials with coordinatewise degree at most N , rather than total degree at most N , but clearly, X N contains many elements which are not spherical polynomials of any degree.
Next, we describe the construction of a matrix free interpolation scheme for the space X N . Before launching into the details of these constructions, we formulate in an abstract setting a proposition that shows a close connection between minimal quadrature formulas and interpolation. If Ω is a nonempty set, and V is a vector space of functions on Ω, we recall that a subset C ⊆ Ω is a set of uniqueness for V if P ∈ V and P (x) = 0 for all x ∈ C imply that P ≡ 0. The following proposition summarizes standard constructions in the theory of interpolation at the zeros of orthogonal polynomials on a real interval [ 
We now describe our matrix free constructions for interpolation from the space X N . In the sequel, we will assume that N ≥ 2, and write
First, we describe an orthonormal basis for X N . In the remainder of this section, let P n denote the Legendre polynomial of degree n, normalized so that P n (1) = 1. The associated Legendre function of degree n and order m is defined by
We recall that the classical spherical harmonics are defined by
where the Condon-Shortley phase α m n is given by
The polynomials {Y 
Using (2.5) and (2.3), it is not difficult to check that {G m n : n = 0, · · · , N m , |m| ≤ N } is an orthonormal basis for X N : 14) where d(p(θ, φ)) is the area element of S 2 , given by sin θdθdφ. They satisfy the following differential equations on S 2 and in the unit ball in R 3 , where ∆ * denotes the LaplaceBeltrami operator, and ∆ denotes the Laplacian in three variables.
In accordance with Proposition 2.1, we obtain a quadrature formula based on d N points that is exact for integration of elements of X 2N −1 , and describe an interpolation operator for these nodes. This construction is based on the "Gauss-Lobatto quadrature rule", given by the zeros of P
We note that C q N contains exactly d N elements. We define the corresponding discrete inner product by The following theorem summarizes some facts regarding our constructions so far.
We believe that our proof of (2.31) below can be adapted to show that the Lebesgue constant of G N is O( √ N ), but hope to report on this in near future, along with similar constructions for spheres embedded in Euclidean spaces of dimensions higher than 3. On the other hand, we remark that a direct application of the representation (2.23) leads only an estimate O(N ), using standard techniques as in [14] .
Next, we describe another construction for the nodes that leads to a matrix free interpolation operator with uniform norm O ((log N ) 2 ). Let
and φ m be defined by (2.17) . For the points of interpolation, we choose the set
wheren,ŝ are the north and south poles respectively. To describe a basis for X N , we recall that the formula T n (cos θ) = cos nθ defines a unique polynomial T n of degree n, called the Chebyshev polynomial (of first kind). Analogous to the associated Legendre functions, we define the associated Chebyshev functions by
(2.25)
These functions are not orthogonal with respect to the standard L 2 inner product on S 2 . However, we observe that an application of Proposition 2.1 requires only the orthogonality of the functions with respect to a discrete inner product based at the points in question. Accordingly, we define 
27) we will show in the proof of Theorem 2.3 below that the functions { √ z m n Z m n } is an orthonormal basis for X N with respect to this inner product. The interpolation operator can now be described using the kernel
(2.28)
, and
In the next theorem, we discuss the approximation properties of the operator
with a similar definition for dist (f, V ) when f ∈ C(S 2 ) and V ⊂ C(S 2 ). Throughout this paper, c denotes a generic constant, independent of N . Its value may be different at different occurrences, even within a single formula.
Theorem 2.4 For integer N ≥ 2 and f ∈ C(S
2 ), we have
31)
and
The connection between the smoothness of f * and the superalgebraic convergence of dist (f * , H N −1 ) to zero has been investigated in detail in classical approximation theory [16] . We note that since the space P * N −1 corresponding to spherical polynomials of degree at most N − 1 is contained in
Numerical experiments
We demonstrate the quality of our interpolatory operators by computing estimates of the uniform norm errors I N f i − f i ∞ and G N f i − f i ∞ , i = 1, · · · 10, where f 1 , · · · , f 10 are the benchmark functions on the sphere (see [11] and references therein), defined for
10 , and f 10 (x) = cos not continuously differentiable, and the locally supported cosine cap function f 10 is once (but not twice) continuously differentiable function on S 2 . We computed approximations of these functions in X N , using the interpolation operators I N and G N . For each i = 1, · · · , 10, the uniform norm errors f i − I N f i ∞ and f i − G N f i ∞ were estimated by taking the maximum of errors over 12, 000 points on the sphere.
The results in Tables (2) - (5) show that both I N f i and G N f i provide a similar quality of approximation of f i , i = 1, · · · 10. The tables clearly demonstrate also that our operators yield a better reconstruction of these functions with their various smoothness properties than the (matrix-dependent) interpolatory and non-interpolatory polynomial approximations of the same functions discussed in [11, p. 222-223] . (The functions denoteed here by f 5 and f 6 are denoted in [11, p. 222-223] by f 6 and f 5 respectively.) We note again that the construction of the interpolatory operators I N f i , G N f i , i = 1, · · · 10, does not require a numerical solution of any linear system of equations. Moreover, Theorem 2.4 shows that the Lebesgue constant of I N is O ((log N ) 2 ).
1. 
Proofs
Proof of Theorem 2.1. It is clear that any expression of the form on the right hand side of (2.4) is in
Then, recalling that for integers k ≥ 0, cos kθ and sin kθ/ sin θ are polynomials in cos θ of degree k and k − 1 respectively, we obtain
Since T (0, φ) and T (π, φ) are independent of φ, we have S (±1) = 0 if = 0. Therefore, L = 0 for | | ≤ N , even, and = 0. 2
Proof of Proposition 2.1. Let A = [a j,k ] be the collocation matrix defined by a j,k = Φ k (x j ). Since C is a set of uniqueness, A is invertible. Also, the orthonormality Table 4 : Error in approximation of f i by I N f i , i = 6, · · · , 10. 
of {Φ k } is equivalent to the statement that A T DA = I, where
This leads to A T D = A −1 , and
This completes the proof. 2
The next lemma describes some sets of uniqueness for X N . Proof. Let T ∈ X * N , and for | | ≤ N , Q , R ∈ Π N −2 , Q 0 ∈ Π N be found so that
is a trigonometric polynomial of degree at most N . Since this polynomial has 2N + 1 distinct zeros, {φ m } |m|≤N , it must be identically zero. This yields Q 0 (cos θ n ) = 0 for n = 0, · · · , N, and Q (cos θ n ) = R (cos θ n ) = 0, n = 0, · · · , N − 2, = 0. Since Q 0 ∈ Π N and Q , R ∈ Π N −2 for = 0, this implies that each of these polynomials is identically equal to zero. Thus, T ≡ 0, and hence, T
We are now in a position to prove Theorem 2.2 and Theorem 2.3. We observe that for any integer M ≥ 1, and integer k,
In particular,
Proof of Theorem 2.2. It is well known [1, (25.4.32), p. 888] that for P ∈ Π 2N −1 , we have In this proof only, we adopt the notation P 0 n for the Legendre polynomial P n , and write Thus, we have shown that 6) for all n, m, l, j in question, except for the case when m is even, and n = l = N m . Next, let m = 0, and n = l = N . Using (4.5), (2.9) and (4.4), we have
Finally, let m be even, m = 0, and l = n = N m = N − 2. In view of (4.4) and (2.12), we see that The proof of Theorem 2.3 is very similar to that of Theorem 2.2, although the details are somewhat different. First, we obtain an analogue of (4.3).
Lemma 4.2 Let
Proof. We observe that for
This implies (4.9) when P (cos θ) = cos kθ, k = 0, · · · , 2N − 1.
2
In the remainder of this section, we will write
The following lemma summarizes certain properties of the associated Chebyshev functions that we will need.
Proof. In this proof only, we introduce the polynomials
We note that
Further, the polynomials U n and V n are the ultraspherical polynomials denoted in [15, p. 80] by P
(1) n and P (2) n respectively. Therefore, using a straightforward computation in the case of C 0 n and C 1 n , and the orthogonality of {P (2) n } in the case of C 
(4.14)
The quadrature formula (4.9) now shows that C 
The last equation in (4.11) is now easy to obtain from the definitions. 2
Proof of Theorem 2.3. In this proof only, let ,
where
We note that Proof. In this proof only, we denote the right hand side of (4.18) by T (θ, φ) . Clearly, each of the summands on the right hand side of (4.18), and hence T , is in H Using [9, (3.4) , (3.6)], we estimate the discrete sums above by the integral norms of the Dirichlet kernels. Well known bounds on Dirichlet kernels (see for example [5, 19] The estimate (2.31) is now clear from (4.18). If T ∈ X N , then I N (T ) = T . Therefore, using (2.31), we obtain that for any T ∈ X N ,
This implies (2.32). 2
