The Wasp System: An open source environment for managing and analyzing genomic data  by McLellan, Andrew S. et al.
Genomics 100 (2012) 345–351
Contents lists available at SciVerse ScienceDirect
Genomics
j ourna l homepage: www.e lsev ie r .com/ locate /ygenoThe Wasp System: An open source environment for managing and analyzing
genomic data
Andrew S. McLellan, Robert A. Dubin, Qiang Jing, Pilib Ó Broin, David Moskowitz, Masako Suzuki,
R. Brent Calder, Joseph Hargitai, Aaron Golden ⁎, John M. Greally ⁎
Center for Epigenomics and Division of Computational Genetics, Department of Genetics, Albert Einstein College of Medicine, 1301 Morris Park Avenue, Bronx, NY 10461, USA⁎ Corresponding authors.
E-mail addresses: andrew.mclellan@einstein.yu.edu
robert.dubin@einstein.yu.edu (R.A. Dubin), qiang.jing@e
pilib.obroin@einstein.yu.edu (P.Ó. Broin), david.moskow
(D. Moskowitz), masako.suzuki@einstein.yu.edu (M. Su
brent.calder@einstein.yu.edu (R.B. Calder), joseph.hargi
(J. Hargitai), aaron.golden@einstein.yu.edu (A. Golden),
(J.M. Greally).
0888-7543/$ – see front matter © 2012 Elsevier Inc. All
http://dx.doi.org/10.1016/j.ygeno.2012.08.005a b s t r a c ta r t i c l e i n f oArticle history:
Received 17 March 2012
Accepted 20 August 2012
Available online 27 August 2012
Keywords:
Massively-parallel sequencing
Open source
LIMS
Workﬂow
Database
DistributedThe challenges associated with the management, analysis and interpretation of assays based on massively-
parallel sequencing (MPS) are both individually complex and numerous. We describe what we believe to
be the appropriate solution, one that represents a departure from traditional computational biology ap-
proaches. The Wasp System is an open source, distributed package written in Spring/J2EE that creates a foun-
dation for development of an end-to-end solution for MPS-based experiments or clinical tests. Recognizing
that one group will be unable to solve these challenges in isolation, we describe a nurtured open source de-
velopment model that will allow the software to be collectively used, shared and developed. The ultimate
goal is to emulate resources such as the Virtual Observatory of the astrophysics community, enabling
computationally-inexpert scientists and clinicians to explore and interpret their MPS data. Here we describe
the current implementation and development of the Wasp System and the roadmap for its community
development.
© 2012 Elsevier Inc. All rights reserved.1. Introduction
1.1. Deﬁning an ideal system for analysis of genomic data
In a 2011 publication, the Gerstein group analyzed the results of
an NHGRI survey to deﬁne the biggest challenges associated with
new massively-parallel (“next-generation”) sequencing (MPS) tech-
nologies. Possibly counter-intuitively, the major challenges currently
and projected for the next decade have almost nothing to do with
the sequencing process itself, but instead mostly reside in the down-
stream analysis needed to make sense of the data [1].
To get a sense of the magnitude of the challenge, it is necessary to
broaden the perspective to consider what an ideal global analytical
system would look like. It would have to accommodate the growing
number of sequencing platforms commercially available, and the nu-
merous assay types that can be performed with these sequencers, as
DNA sequence is now only one of many types of information that
can be generated by MPS, other information having to do with chro-
matin components and organization, nucleic acid modiﬁcations, and(A.S. McLellan),
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rights reserved.transcriptional proﬁles of various RNA types, to list major exam-
ples. Sample and experimental metadata need to be collected at the
outset to allow downstream analyses, and the challenge of managing,
moving, storing and analyzing increasingly large data sets has to be
addressed. The primary analysis of data (to generate biological infor-
mation) needs to proceed subsequently to an interpretative stage in-
volving integration with metadata and other genomic information,
ideally proceeding to a ﬁnal output using visually-intuitive represen-
tations to allow even computationally inexpert scientists and clini-
cians to explore and interpret the integrated data.
Such an encompassing global analytical system, represented in
Fig. 1, does not currently exist. Furthermore, it is extremely doubtful
that this kind of system can be developed by a single group or institu-
tion, however accomplished they are, as the magnitude of the chal-
lenge is always likely to be beyond what a single group can tackle
or even to understand fully. We propose that the most likely means
of achieving a successful solution is by a collective response by the
scientiﬁc community, distributing the challenge using an open source
software development model. This paradigm has been most success-
fully adopted by members of the astronomical community, who
working together have developed Virtual Observatory, an equivalent
informatics solution for diverse and complex, in this case astrophysi-
cal, data resources.
In this report,we describe howwehave begun a process that has the
ultimate goal of creating an open source project that can host and
nurture the development of all of the components of the ideal global
system. We focus on the foundational component that co-ordinates
Fig. 1. A representation of an ideal system for management and analysis of complex, digital molecular data, represented in terms of patient samples but equally applicable to model
systems, in vitro cultured cells or other experimental systems tested using molecular assays that generate substantial and complex data sets. At each stage it is necessary to collect
as much potentially informative metadata as possible to allow downstream analyses to understand sources of variability. The sizes of the data sets frommassively-parallel sequenc-
ing (MPS) prior to primary data analysis are extremely large, but can be reduced substantially when converted by this analysis to biological information. Examples of this conversion
would be sequence reads processed to gene expression levels (RNA-seq), chromatin component mapping (ChIP-seq), or DNA polymorphism or mutation mapping (exome-seq or
whole genome sequencing). As more data end up in the public domain annotating genomes in terms of these kinds of studies, the ability to explore a new data set by integrating
these sources of information improves substantially but at the cost of increased amounts of data to manage. The ultimate goal for the ﬁeld should be to create a means for the com-
putationally inexpert scientist or clinician to apply informed intuition to the interpretation of these data. This ideal system does not currently exist.
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(LIMS) and automatedworkﬂows to transform raw sequence data to bi-
ological information, and is currently in operation at the Center for
Epigenomics at the Albert Einstein College of Medicine (hereafter re-
ferred to as Einstein). Originally known asWASP (Wiki-based Automat-
ed Sequence Processor), this integrated software solution in addition
provides both a platform for subsequent API development as well as a
de factomiddleware system, applicable to local or Grid/cloud compute
resources. We describe the ongoing development of this Wasp System
using what we refer to as a nurtured open source model, and the next
steps for the initiative to allow it to encompass the necessary down-
stream steps in secondary and ultimately integrative analysis.
1.2. Current initiatives and paradigms
There are numerous excellent tools that are now published that ad-
dress at least components of the challenge described above.While there
are now many commercial LIMS options available, non-commercial
LIMS forMPS applications are sparse, currently exempliﬁed byGNomEx
[2], and a sample tracking function within Galaxy [3]. To automate the
processing of raw sequence data to some sort of biological information,
there are several published examples of workﬂow engines that are fo-
cused on genomics applications. These include Conveyor [4], Biowep
[5], Ergatis [6],Wildﬁre [7], the BioExtract Server [8], KNIME [9], Mobyle
[10] and Taverna [11].
The challenge of performing integrative analysis involves assem-
bling the output from the kind of workﬂow engine described above
with genomic annotation data sets, using suites of programming tools
that integrate events by genomic position or object identiﬁer. For exam-
ple, a gene expression study using RNA-seq will convert DNA sequence
reads to normalized expression values for each annotated gene in the
genome, in turn allowing differentially-expressed genes to be identiﬁed
that can then be linked to the functional properties of the gene's protein
product. A visual representation of the resulting data can be a very
useful aid for the interpretation of the analysis. Toward this goal, the de-
velopment of geWorkbench [12] was ahead of its time, as it combined a
visual interface with sophisticated tools for analysis of genome-wide
data, although limited to microarrays and studies of gene expres-
sion. The Galaxy resource [3] offers a greater range of capabilities
including accommodating MPS-derived data. Visualization of data rep-
resentations primarily involves genome browser resources such as the
widely-used UCSC [13], ENSEMBL [14], and IGV [15] browsers andintriguing newcomers like GenPlay [16]. Galaxy has default tools and
the capability to embed additional tools that generate visual represen-
tations of data, integrated strongly with the UCSC Genome Browser re-
source and providing valuable integrative analytical capabilities. More
focused on the integrative analysis of epigenomic data is EpiExplorer
(Halachev K, Bast H, Albrecht F, Lengauer T, Bock C (2012). http://
epiexplorer.mpi-inf.mpg.de/).
While this is not a comprehensive list of available resources, these
individually represent components of the ideal global solution (Fig. 2).
It is noteworthy that there is no end-to-end solution yet described, nor
any open source project with such a solution as its goal. There remain
to some extent disconnects between the storage, management and
processing of primary sequence data products, their full integration
into aworkﬂow scheduler/LIMS system, and their subsequent integra-
tive analyses. This becomes all themore pertinent when one considers
the scaling of future genomics projects. The diminishing cost of se-
quencing combined with the more widespread and diverse use of
these technologies, particularly in the clinical setting, will only exacer-
bate the divide between the growing ecosystem of workﬂow solutions
on the one hand, the limited LIMS designed to support such work, and
the capabilities of current integrative platforms.
As regards paradigms for an encompassing solution for analysis
of large, varied and complex data sets, in the ﬁnancial world the
Bloomberg terminal was designed with a similar goal [17]. The astro-
physics community has been dealing for many years with massive
data sets of images from different types of sources, not just visual
spectrum but also X-ray, infrared and other wavelengths. By co-
ordinating geographically distributed data and analytical software
resources, and standardizing metadata and workﬂows for data pro-
cessing, the astrophysics community was able to create web-based re-
sources to generate an environment for exploration of these data in an
integrative manner, akin to a genome browser for the skies, through
the Virtual Observatory [18]. The end-to-end nature of the data man-
agement and processing is key to the success of this kind of venture,
and suggests that a similar process will need to occur in the genomics
ﬁeld to create a comparable research environment.
For this reason, while individual components of the global system
as described above are being developed, the integration of multiple
components to allow a complete system from sample metadata cap-
ture through intuitive visualization and exploration tools needs to re-
main the overriding goal. This will need a modular, integrated system
and should ideally be developed by the community as a whole rather
Fig. 2. In terms of the ideal system described in Fig. 1, there are now numerous components that have been developed (cited in the main text) addressing individual challenges.
While these could contribute to an encompassing system, there is no single solution at present that addresses all of these issues. The current implementation of the Wasp System
allows metadata capture, LIMS (Laboratory Information Management System) capability and automated workﬂows for primary data analyses. With the move to community devel-
opment using our nurtured open source development model, we anticipate being able to progress to the downstream components of integrative tool development and data visu-
alization, moving us closer to the goal of an ideal system, potentially including the components shown that solve individual problems.
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the foundation of the initial WASP, incorporating sample submission,
LIMS and automated workﬂows, but with the potential for open
source development incorporating tools such as those described
above to create the global analytical system.2. Results
2.1. Design and implementation of the original WASP
As we have based the Wasp System on our original Wiki-based
Automated Sequence Processor (WASP), we describe WASP in detail
in the accompanying supplement and overview its major features here,
demonstrating how this software works to allow multiple components
to plug in as modules, with WASP hosting these components to create
an environment for analysis. WASP combines several components:
a web-based sample submission system, a ﬁnancial administrative in-
terface, a LIMS, and the hosting of automated workﬂows, using a wiki
interface to allow the researcher to interact with the resource. The
WASP software framework is primarily written in Perl, with Python,
AWK, R, and C++ also used for dedicated scripting and processing
tasks. The intelligent dynamic HTML forms for sample submission
are implemented in PHP with Ajax and the forms for the LIMS are
implemented in PHP.
To gain access to the system, account applications are validated,
following which password-protected access is allowed. Researchers
are linked by principal investigator and lab members, who can see
each other's data but cannot edit anything but their own page. When
individuals from different laboratories collaborate, read-only access
can be granted on a case by case basis to allow data to be explored.Ajax-based forms were designed to minimize errors in job re-
quests, requiring initial choices to be made before populating the
next, contingent choices, so that for example we could get informa-
tion about the desired assay being that of miRNA-seq before deﬁning
the choices for the type of sequencing, allowing us to constrain the
choice in this instance to 50 bp single end sequencing as opposed to
something inappropriate like 100 bp paired end sequencing. When
all sample and job information are completely captured, WASP gener-
ates an email to the requestor and (if different) the principal investi-
gator describing the job request, issuing a cost estimate, and requiring
the principal investigator to approve the request before the job is
allowed to proceed.
Once approved, the next step of review is for a ﬁnancial adminis-
trator to checkwhether the funding source deﬁned for the job has suf-
ﬁcient resources to cover the anticipated experimental costs. When
this is reviewed and approved in WASP, the core facility is then noti-
ﬁed and invites the researcher to bring their samples for processing.
Within the core facility, sample processing is tracked through a
LIMS, registering information visible through WASP so that the re-
searcher can see what progress is being made. In general, it is possible
to see samples moving through quality assessment, library prepara-
tion and progress on the MPS machine (developed speciﬁcally for in-
stitutional Illumina HiSeq 2000 and MiSeq machines).
When the sequencing commences, and ﬁles start to be written to a
folder within the MySQL database, a ‘watcher’ script detects this new
activity and determines from theﬁle identiﬁer how to link to the sample
metadata originally entered. By assembling information about (a) the
type of assay requested, (b) the species fromwhich the sample was de-
rived, and (c) any links between samples that need to be deﬁned (for
example, immunoprecipitated and input DNA for chromatin immuno-
precipitation (ChIP) assays),WASP can invoke the appropriatemodular,
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unsupported assay is performed, analysis is limited to sequence align-
ments, but otherwise the pipelines transform the raw alignment data
to some sort of biological information. On completion, the relevant in-
formation, including the directory path to the sequencer output, is en-
tered into the WASP database by execution of a custom batch script
on the sequencer control computer. The raw data are transferred to
NFS storage which is also accessible by the WASP server and the
ROCKS-SGE cluster. All data manipulation and analysis tasks are sub-
mitted to the cluster through the SGE to take advantage of its high per-
formance computing, scheduling and parallelization capabilities.
When creating these analytical pipelines, the consistent approach
has been to get local consensus regarding what the best practices in
the community are for the type of analysis being performed, requiring
decisions whether to useMACS [19] or PeakSeq [20] for ChIP-seq peak
identiﬁcation, for example. The goal is to use accepted approaches that
are defensible when investigators use the data in publications or other
presentations. As analytical approaches change over time, the modu-
lar nature of WASP allows us to replace components of the pipelines
to allow their updating, maintaining consistency of analytical ap-
proaches within the context of each project.
The generation of data describing sequencing quality has also
been a major focus of WASP. We use Google Chart Tools when neces-
sary to create visually intuitive representations of these sequencing
quality metrics, and have built over time a number of useful tools
that include alignment statistics to a range of genomes, allowing
events like Mycoplasma contamination of cultured cells to be identi-
ﬁed as a cause for low alignment rates to the reference genome.
Once the sequencing is completed and the automated analyses have
been performed, the researcher and the principal investigator are
emailed to let them know that they should log into WASP to see their
results, providing an embedded hypertext link to facilitate this. The re-
sults are presented using visual representations of quality data, click-
able links to raw data or alignment ﬁles, and to the processed data in
tabular format or as representations in a genome browser (UCSC,
IGV). These visualization tools allow the investigator to perform a pre-
liminary exploration of their results.
Assays for whichWASP has embedded analytical pipelines include
ChIP-seq, RNA-seq, HELP-tagging [21], miRNA-seq and resequencing
(exome-seq). These assays encompass the vast majority performed
in our institutional core facility, illustrating how a relatively focused
approach using a resource like WASP can be extremely useful.
WASP has been functional for almost 3 years, giving us an unusual
depth of experience with the requirements for success of this kind
of entity.
WASP at Einstein processes 4–6 TB of data per week and since its
production cycle commenced it has processed ~1 PB of data overall
and has revolutionized user interactivity with these new genomic
technologies, who remain unaware of the data storage, management
and most importantly processing services they request. The abstrac-
tion of such computational complexity for the user in effect makes
WASP an ideal middleware solution for the genomic sciences.
2.2. Evolution as the Wasp System
We recognized thatWASP was useful but that it was not going to be
suitable for institutions other than our own, having been designed only
with Einstein inmind.We also started to appreciate the value of sharing
this kind of resource so that it could be developed by a larger communi-
ty of people, allowing it to servemore sequencing platforms,more assay
types and to incorporate more quality assessment measures. Further-
more, we wanted to allow the investigator greater control over the an-
alytical modules, allowing them to be modiﬁed or replaced at will as
opposed to the ﬁxed approach within WASP. Finally, we began to
appreciate how the WASP paradigm would be suitable for middleware
implementation on national cyberinfrastructure resources.We decided to refactor completely the software using the Spring
Java/J2EE application framework, allowing the development of discrete
software components deployed as services on the Eclipse Virgo OSGi
application server platform. This allows the webmodel view controller,
database, domain, security, scheduler and data analysis pipeline com-
ponents to be developed as individual Spring application bundles
within Virgo, in turn allowing individual software components to be
updated or restarted without interfering with independently-running
components. In this way we can enforce modularity of design in addi-
tion to yielding amore robust operating solution. Instead of our original
Ajax-based forms fromWASP,we nowuse forms developed in JSP using
Spring Web Flow (SWF), building forms dynamically using XML ﬂow
deﬁnition ﬁles.
Spring Batch is another Spring feature that we exploit, managing
the life cycles of our analytical workﬂows, performing progress track-
ing, and allowing the use of web-based job tracking and management
tools. This represents a much more ﬂexible and powerful approach
for the development and management of automated analytical pipe-
lines than allowed using WASP. In addition, Spring's ability to lever-
age both cloud and grid computing resources by the Cloud Tools
and Crux Toolkit development tools enables middleware functionali-
ty for the new system.
The new software comprises core pipeline components including
some plug-in component bundles already included for immediate use
‘out of the box’, with provision for rapid custom plug-in development.
Third party plug-in development requires creation of bespoke OSGi
bundles and, where necessary, accompanied by domain-speciﬁc data-
base/domain architecture and data access objects (DAOs). Third party
assay plug-ins also include SWF deﬁnitions, JSP forms and Spring
Batch context deﬁnition XML ﬁles. As these are widely used technolo-
gies, third party developers are easily able to learn how to develop
plug-ins, and the framework we developed handles most of the com-
plexity, thus expediting plug-in development. Application development
with Spring encourages programming to interfaces, so plug-in devel-
opers are able to derive their tools by existing functionality.
The resulting Wasp System now has all of the functionalities of
WASP, but since the software is no longer Wiki-based the original ac-
ronym has lost its meaning. It has become reasonably well-known by
its current name, so we have decided to refer to the new, Spring-based
software as “The Wasp System” to acknowledge its foundation but to
distinguish this as a new entity, and as a system that accommodates
more than just the original capabilities, as we will outline below.
2.3. The Wasp Swarm
The main value of the Wasp System at this point is no longer the
sample submission, LIMS and automated workﬂow functions, but its
portability and extensibility, allowing it to serve as a resource for in-
stitutions other than Einstein. This was of critical importance from the
outset as it provides the foundation for adoption and distributed de-
velopment of the system in geographically-separate institutions.
The rollout of the Wasp System to partner institutions is ongoing,
a project referred to as the ‘Wasp Swarm’. The ﬁrst phase of distribu-
tion has been to three test partner institutions (Memorial Sloan–
Kettering Cancer Center, New York University and the University of
California San Diego) to allow further requirements to be deﬁned
and thus to make the software more generally useful than it would
be when developed for a single institution. Critically, the distribution
also expands the developer base as part of our nurtured open source
model of development (described below), providing we believe a
level of innovation and productivity difﬁcult to replicate in isolation.
Implementation in a new institution occurs in phases. The installa-
tion phase involves identiﬁcation of local hardware resources to
house the software, and of computational personnel who will modify
the settings and forms to make them suitable for local needs, and
bioinformaticians who will learn about how to develop plug-ins for
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This is followed by the “bake in” phase, during which the software is
tested on the local hardware, and it is established how to provide
local links to data being generated by sequencing machines, whether
local personnel have appropriate access, and local LIMS requirements
are deﬁned and developed.
The next phase is implementation testing, during which the system
is put online to serve as a LIMS and to automate analysis using em-
bedded workﬂows, but without allowing general access until ﬁnal is-
sues are identiﬁed and addressed. Finally, the system moves to the
active phase, serving local researchers and creating an environment
for development and testing of new plug-in modules for data analysis
and visualization.
Components of Spring make it especially suitable for adoption by
institutions with varying needs. The use of Spring Web Flow (SWF)
makes it straightforward to build a form dynamically based on user
interactions, facilitating third party institutions during creation of
their own forms.
Once theWasp System has been successfully tested and developed
in our three ﬁrst test partner institutions, we can then expand its
availability to other institutions, with current interest from not only
the USA but also Europe, Australia and Asia, and ongoing communica-
tion by other potential partners through online forum resources at
http://forum.waspsystem.org/. Prompted by the potential of interna-
tional adoption of the system, we have designed the software to
allow internationalization, the translation of the web interface into
other languages by the use of XML ﬁles containing the text within
the web site that can be selected depending on the user's native lan-
guage. This is another feature that is facilitated by the use of Spring
and broadens the potential user base of the software resource.
2.4. A nurtured open source development model
The goal of distributed development is to deal with the conﬂicting
pressures of maintaining a stable system while allowing the ﬂexibility
to develop innovative capabilities. The distributed Wasp System con-
sists of two major components. One is the core system and the other
the plug in components that it hosts. To maintain stability while
allowing innovation, we will further develop our Integrated Team Soft-
ware Development Environment (ITSDE) currently hosted on servers at
Einstein. We will provide access to our existing software revision con-
trol system (GIT, http://git-scm.com/), codebase browsing (FishEye,
Atlassian), continuous integration server (Bamboo, Atlassian) and inte-
grated bug and issue tracker (Jira, Atlassian), all working in coordina-
tion with the Eclipse integrated development environment (http://
www.eclipse.org/). Whereas the core system will be developed by
only a central group of programmers, the community as a whole, work-
ing internationally, will have access to this environment for develop-
ment of plug-ins that we will help to make compatible with the
current version of the system. The project management tools of the
ITSDEwill help with storyboarding ideas, planning releases, monitoring
development tasks, managing builds and controlling integration test-
ing. Using Jira it is possible to track bugs/improvement requests (issues)
from submission through resolution, integration testing and release. Is-
sues may be identiﬁed by developers and submitted directly to Jira, or
by users through a form provided in the Wasp System, or even by the
software installations themselves after detection of abhorrent behavior.
Core software components and plug-ins developed by the ‘core’
team will be maintained under the core Wasp System project and
will not be directly modiﬁable from outside the core team to ensure
overall system stability. Third Party Plug-in Developers (TPPDs) will
develop their software based on the Eclipse OSGi plug-in model,
using Einstein-developed software templates that conform to the
WASP development architecture. They shall be encouraged to present
their products for distribution with WASP either as integrated or
optionally-installed plug-ins. In situations where TTPDs have providedplug-ins which have been accepted for inclusion within WASP, they
will be provided with resources within the ITSDE for further develop-
ing and testing their plug-in with pre-release versions of the WASP
core software. Before any new WASP release, a feature development
freeze on the core will allow time for TPPDs to test compatibility of
their plug-ins. A subsequent freeze on plug-in development will enable
the core team to complete ﬁnal integration building and testing with
Bamboo prior to release. TPPDs will be responsible for handling any
Jira issues relating to their contribution and will retain their copyright
and intellectual property of their innovation and code.
Testing will involve the use of a test harness integrated within the
Bamboo continuous integration and build server to run regular unit
and integration tests whenever code is updated and for individual de-
veloper mediated testing of modiﬁed code. Unit tests exercise individ-
ual software modules (classes) and ensure correct behavior given
both normal and abnormal use cases and corner cases. Integration
tests exercise the system as a whole and simulate complete analysis
of real sequencing experiments. The Bamboo server will provision
the system into a functional environment to provide frequent snap-
shots of the working system as a whole for distribution. Finally, a
manual testing step by the WASP core team will ensure proper de-
ployment and upgrades of the system as well as completeness of
code distribution and documentation (reference and API).
Any plug in module developed for the Wasp System will remain
the intellectual property of its developer(s), but we will facilitate
their deﬁning copyright using an open source standard like the GNU
Public License. Full documentation of software contributed to the
Wasp System will be a prerequisite for its inclusion. Our testing for
forward compatibility of plug ins with the Wasp System will be con-
ditional upon the developer(s) releasing the software to the broader
community, which should provide a powerful incentive for sharing
of these tools and a rapid expansion of the repertoire of plug ins avail-
able to the community.
Our goal in this process of distributed development is to harness the
collective strength of the community in developing a shared and dis-
tributed resource, something that will address signiﬁcant analytical
challenges that would otherwise be very difﬁcult for a single group or
institution to tackle alone. By combining careful supervision of develop-
ment with freedom to develop components, we are creating a nurtured
model for open source development of software that we believe has
more potential for success than a completely unsupervised approach.3. Discussion
3.1. Next steps
While there are many potential areas into which theWasp System
could move, we are focused on three. The ﬁrst will be the initiative in
the latter part of 2012 to broaden the base of users beyond the four
collaborating test institutions. We are encouraging contact from po-
tential adopters of the system to contact us through our web page
(http://forum.waspsystem.org/) so that we canmake plans to provide
them also with this software resource. At present we have between
10 and 20 other institutions, academic and commercial, who are in-
terested in exploring the more developed system, but this number
is expected to grow.
The second goal is to build upon the foundation of the Wasp Sys-
tem to develop integrative tools for MPS data. This project is in its
early stages and is referred to as the Integrative Molecular Biology
Analysis System, or IMBAS. This will be initially based on adopting
paradigms established by geWorkbench [12] but expanding these
substantially further to allow intuitive exploration of data through a
web interface, and in particular examining how members of the as-
tronomical community managed to overcome similar problems in
data retrieval, representation and processing as part of the Virtual
350 A.S. McLellan et al. / Genomics 100 (2012) 345–351Observatory project. This will be a critical step in making complex ge-
nomics data explorable by non-expert users.
The third goal recognizes that not everybody is going to have ad-
equate hardware resources available to them for analysis of very
large data sets, especially if the trend continues toward increased
availability of powerful sequencing systems affordable to individual
investigators. We are therefore interested in making the Wasp Sys-
tem available as a resource on publicly-available hardware resources,
with the Open Science Grid (OSG http://www.opensciencegrid.org/)
through the Extreme Science and Engineering Discovery Environ-
ment (XSEDE https://www.xsede.org/) our initial approach, although
cloud-based approaches can also be explored.
Fig. 3 represents the planned expanded and assembled system. It
should also be noted that the idea of web-based sample submission,
LIMS and workﬂows is sufﬁciently generic that it does not have to
be restricted to MPS-based data. As proteomic, metabolomic, imaging
and other data could also be complementary in understanding a
living system or a disease, any system designed for MPS data should
be designed to allow these other types of data to be accommodated
for integrative purposes.
4. Conclusions
While there are numerous useful and sophisticated tools being de-
scribed to address the challenges of data from MPS assays, a goal for
the ﬁeld should be to assemble the best of these tools into an integrat-
ed system. The nature of genomics and epigenomics research is that
no single approach will be suitable on all occasions, requiring a
breadth of approaches that would normally overwhelm the softwareFig. 3. The complexities of the planned Wasp System are summarized in this diagram. The c
increasingly complex functional elements represented progressively toward the center. Wha
is a necessary administrative space and the middleware space represents the components
(high-performance computing), cloud or grid resources, the XSEDE reference being the Extdevelopment process. The dissemination of the Wasp System is still
ongoing, but it has been designed to allow unrestricted community
development of plug in modules while maintaining rigorous stan-
dards for its core system, a balance of stability and innovation that
we believe to be essential. The goal is to create a foundation for an
ideal global system that will allow exploration and interpretation of
data, and new insights into genomic phenomena, by those lacking
computational expertise, following paradigms from ﬁelds as remote
as astrophysics.5. Materials and methods
The prototypical WASP software is developed with a three tier ar-
chitecture, the presentation layer using MediaWiki running on
Apache 2, MySQL to host the MediaWiki and LIMS data, the informa-
tion layer using a NFS disk array, and the logical layer using a Debian
GNU/Linux 5.0 server. The programming language used predomi-
nantly is Perl, but with additional Python, AWK, R, and C++ for cer-
tain tasks. Dynamic HTML forms are implemented in PHP with Ajax. A
more complete description of this WASP prototype is provided in the
Supplement.
The newWasp System for distributed development is described in
the main text, and is completely rewritten to use the Spring Java/J2EE
application framework. This allows components of the Wasp System
software to be developed as individual Spring application bundles
within the Eclipse Virgo OSGi application server platform. Forms are
developed in JSP using Spring Web Flow (SWF) and XML ﬂow deﬁni-
tion ﬁles. Spring Batch manages the workﬂows built into the system.omponents are broken down into three ‘spaces’ represented on the periphery, with the
t will be visible to the user through a web interface is described in the user space, there
necessary to make the system work on some sort of hardware resource, whether HPC
reme Science and Engineering Discovery Environment.
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Appendix A. Supplementary data
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