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a b s t r a c t
We consider the nonlinear Sturm–Liouville boundary value problem
(Lu)(t) = λa(t)f (u(t)), 0 < t < 1,
R1(u) = α1u(0)+ β1u′(0) = 0, R2(u) = α2u(1)+ β2u′(1) = 0,
where L is the linear Sturm–Liouville operator (Lu)(t) = −(p(t)u′(t))′ + q(t)u(t). We
obtain a global bifurcation result for a related bifurcation problem. We then use this to
obtain multiple (at least eight) solutions of the Sturm–Liouville problem having specified
nodal properties.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider the nonlinear Sturm–Liouville boundary value problem
(Lu)(t) = λa(t)f (u(t)), 0 < t < 1,
R1(u) = α1u(0)+ β1u′(0) = 0, R2(u) = α2u(1)+ β2u′(1) = 0, (1.1)
where (i) L is the linear Sturm–Liouville operator (Lu)(t) = −(p(t)u′(t))′+q(t)u(t), (ii) the function f : R → R is continuous
and there exist f0, f∞ ∈ (0,∞) such that
f0 = lim|x|→0
f (x)
x
, (1.2)
f∞ = lim|x|→∞
f (x)
x
. (1.3)
If condition (1.2) holds then (λ, 0) is a solution of Eq. (1.1) for any λ ∈ R and we can consider bifurcation from u = 0, i.e.,
bifurcation of nontrivial solutions from the set of trivial solutions R× {0} (a solution (λ, u) of (1.1), is said to be nontrivial if
u ≠ 0). This problems have been considered before in, for example, [1]. These papers prove the existence of global continua
of nontrivial solutions in R × C1[0, 1] emanating from ‘‘bifurcation points’’ (i.e., the eigenvalues) of the linear problem
obtained from (1.1).
If condition (1.3) holds then we can consider bifurcation from ‘‘u = ∞’’. i.e., the existence of solutions of (1.1) having
arbitrarily large u. The existence of solutions (λ, u) of (1.1) with large u ‘‘bifurcating from infinity’’ is discussed in the
paper [2]. The approach used in [2] is to transform the bifurcation from an infinity problem into a problem involving
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bifurcation from zero at eigenvalues of the linearization of (1.1), and then apply the standard global bifurcation theory
from [1].
The general results on bifurcation from infinity do not require any assumptions on the behaviour of the function f at
u = 0. However, if (1.2) holds, in addition to (1.3), then these general results can be improved. Also, continua of solutions
bifurcate from both u = 0 and u = ∞ in this case. Thus we can obtain additional information on the location of the
bifurcating sets of solutions.
In the special case p ≡ 1, q ≡ 0, with Dirichlet boundary conditions, Ma [3,4] investigated the existence of two
nontrivial solutions by using a global bifurcation technique. But it required a onerous condition, sf (s) > 0 for s ≠ 0. In this
paper, we put off this condition and consider the general Sturm–Liouville boundary value problem (1.1). Using Rabinowitz’s
bifurcation theorems from both the trivial solution and infinity, we obtain a global bifurcation result for a related bifurcation
problem.We then use this to obtainmultiple (at least eight) solutions of the Sturm–Liouville problemhaving specified nodal
properties. For results related to the existence of nodal solutions, see [5,6,3,4,7–10].
The paper is organized as follows. Section 2 gives some preliminaries. Section 3 is devoted to global bifurcation result for
a related bifurcation problem and the existence of multiple solutions for BVP (1.1). In Section 4, we give two examples as
the application.
2. Preliminaries
In this paper we suppose that
(H1)
p ∈ C1[0, 1], p(t) > 0, q ∈ C[0, 1], a ∈ C[0, 1], a(t) > 0,
α1 ≥ 0, β1 ≤ 0, α2 ≥ 0, β2 ≥ 0, α21 + β21 ≠ 0, α22 + β22 ≠ 0,
and the homogenous equation with respect to (1.1)
(Lu)(t) = 0, 0 < t < 1,
R1(u) = R2(u) = 0 (2.1)
has only the trivial solution.
As is well known, the linear Sturm–Liouville problem
(Lu)(t) = λa(t)u(t), 0 < t < 1,
R1(u) = R2(u) = 0 (2.2)
possesses an increasing sequence of simple eigenvalues λk, with λk →∞ as k →∞. Any eigenfunction uk corresponding
to λk has exactly k− 1 simple zeros in (0, 1) (see [11]).
Let k(t, s) be the Green’s function for system (2.2), i.e.
k(t, s) =

1
ρ
w(t)v(s), 0 ≤ t ≤ s ≤ 1,
1
ρ
w(s)v(t), 0 ≤ s ≤ t ≤ 1.
(2.3)
Lemma 2.1 ([12,11]). Suppose that (H1) is satisfied. Then the Green’s function k(t, s) possesses the following properties:
(i) k(t, s) is continuous and symmetrical over [0, 1] × [0, 1];
(ii) w ∈ C2[0, 1], (Lw)(t) ≡ 0, w(0) = −β1, w′(0) = α1;
(iii) v ∈ C2[0, 1], (Lv)(t) ≡ 0, v(1) = β2, v′(1) = −α2;
(iv) ρ = p(t)(wv′ − w′v) is a constant and ≠ 0.
Concerning the nonlinearity f (u), we assume that it satisfies the following conditions.
(H2) f ∈ C(R, R), λ1 > 0, and there exist f0, f∞ ∈ (0,∞) such that
f0 = lim|x|→0
f (x)
x
, f∞ = lim|x|→∞
f (x)
x
.
(H3) q(t) ≥ 0, and there exists r > 0 such that f (r) < 0 and f (−r) > 0.
(H4) There exists a constant r1 > 0 such that
|f (u)| < r1
M1
, ∀ 0 < |u| ≤ r1,
where M1 = maxt∈[0,1]
 1
0 |k(t, s)|a(s)ds.
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By a solution of (1.1)wewillmean a pair (µ, ν)whereµ is a real number, ν is a twice continuously differentiable function
on I = [0, 1], and (1.1) holds with λ = µ, u = ν. The problem (1.1) with λ held will be denoted by (1.1)λ. Solutions of (1.1)λ
are a twice continuously differentiable function. The set of eigenvalues of (2.2) will be denoted by σ(L).
Let X = C[0, 1]with the norm
‖u‖∞ = max
t∈[0,1]
|u(t)|.
Let E = {u ∈ C1[0, 1] : R1(u) = R2(u) = 0}with the norm
‖u‖ = max
t∈[0,1]
|u(t)| + max
t∈[0,1]
|u′(t)| = ‖u‖∞ + ‖u′‖∞.
In what follows, we use the terminology of Rabinowitz [1,2]. Let E1 = R× X under the product topology. Let S+k denote
the set of functions in E which have exactly k − 1 interior nodal (i.e. nondegenerate) zeros in (0, 1) and is positive near
t = 0, and set S−k = −S+k , and Sk = S+k ∪ S−k . They are disjoint and open in E. Finally, letΦ±k = R× S±k andΦk = R× Sk.
Next we convert BVP (1.1) into another form. It is well known that the solution of (1.1) in C2[0, 1] is equivalent to the
solution of the following integral equation in C[0, 1]:
u(t) = λ
∫ 1
0
k(t, s)a(s)f (u(s))ds , λAu(t), t ∈ [0, 1], (2.4)
where k(t, s) is as in (2.3).
Let ζ , ξ ∈ C(R, R) be such that
f (u) = f0u+ ζ (u), f (u) = f∞u+ ξ(u). (2.5)
Clearly, if (1.2) and (1.3) hold, we have
lim|u|→0
ζ (u)
u
= 0, lim|u|→∞
ξ(u)
u
= 0.
LetΓ denote the closure of the set of nontrivial solutions of (2.4) in R×E. A component ofΓ is amaximal closed connected
subset.
Lemma 2.2. Suppose that (H1) is satisfied, and if
f0 = lim|x|→0
f (x)
x
> 0,
then for each integer k ≥ 1, v ∈ {+,−}, there exists an unbounded component Cvk of solution of (2.4) joining

λk
f0
, θ

to infinity
inΦvk , moreover C
v
k

λk
f0
, θ

⊂ Φvk .
Proof. Let us consider u = λAu as a bifurcation problem from the trivial solution u = θ . Since f (u) = f0u+ ζ (u), we have
u = λAu = λf0Tu+ λH(u),
where
Tu =
∫ 1
0
k(t, s)a(s)u(s)ds, H(u) =
∫ 1
0
k(t, s)a(s)ζ (u(s))ds. (2.6)
Clearly, T ,H: E → E are completely continuous operators. Note that λkf0 is the kth eigenvalue of the operator equation
u = λf0Tu. Further note that ‖H(u)‖ = ◦(‖u‖) for u near θ in E, since
‖H(u)‖ = max
t∈[0,1]
∫ 1
0
k(t, s)a(s)ζ (u(s))ds
+ maxt∈[0,1]
∫ 1
0
kt(t, s)a(s)ζ (u(s))ds

≤ C · max
s∈[0,1]
|a(s)| ‖ζ (u)‖∞.
This means that A is Fréchet differentiable at θ , and A′(θ) = f0T . So applying Rabinowitz’s bifurcation theorem [1], we
complete the proof. 
Lemma 2.3. Suppose that (H2) is satisfied. Then the operator A given in (2.4) is Fréchet differentiable at ∞, and A′(∞) = f∞T ,
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Proof. For each ε > 0, by (2.5), there exists R1 > 0 such that
|ξ(x)| = |f (x)− f∞x| ≤ ε|x|, for |x| > R1.
LetM = max|x|≤R1 |f (x)− f∞x|. Then we have
|ξ(x)| ≤ ε|x| +M, ∀ x ∈ R. (2.7)
For any u ∈ E, by Lemma 2.1 and (2.7), we get
‖Au− f∞Tu‖ ≤
∫ 1
0
k(t, s)a(s)ξ(u(s))ds
∞ +
∫ 1
0
kt(t, s)a(s)ξ(u(s))ds
∞
≤ C1ε‖u‖ + C2, ∀ u ∈ E.
Consequently,
lim‖u‖→∞
‖Au− f∞Tu‖
‖u‖ = 0.
This means that A is Fréchet differentiable at∞. The proof is completed. 
Lemma 2.4. Suppose that (H1) and (H2) are satisfied. Then for each integer k ≥ 1, v ∈ {+,−}, there exists a component Dvk of
Γ inΦvk ∪

λk
f∞ ,∞

coming from

λk
f∞ ,∞

, which meets

λk
f0
, θ

or has an unbounded projection on R.
Proof. By Lemma 2.3, (2.4) can be rewritten as
u = λAu = λf∞Tu+ H(λ, u), (2.8)
where H(λ, u) = λAu− λf∞Tu = ◦(‖u‖) for u near∞ uniformly on bounded λ.
Consider (2.8) as a bifurcation problem from infinity. Notice that λkf∞ is simple for each integer k > 0, by Theorem 2.4,
Corollary 2.14, and Corollary 2.19 in [2] and Γ contains a componentDk which meets  λkf∞ ,∞. Moreover if Λ ⊂ R is an
interval such that Λ ∩

λi
f∞
∞
i=1
= λkf∞ and µ is a neighborhood of

λk
f∞ ,∞

whose projection on R lies in Λ and whose
projection on E is bounded away from θ , then either
(i) Dk − µ is bounded in R× E in which case meets (λ, θ) or
(ii) Dk − µ is unbounded.
MoreoverDk can be decomposed into two subcontinuaDvk and there exists a neighborhood ϑ ⊂ µ of  λkf∞ ,∞ such that
Dvk ∩ ϑ ⊂ Φvk ∪  λkf∞ ,∞

.
Let Dvk denote the maximal subcontinuum ofDvk lying in Φvk ∪  λkf∞ ,∞. First suppose Dvk − ϑ is bounded. Then there
exists (λ, u) ∈ ∂Dk with u ∈ ∂Svk . Hence u has a double zero (i.e. a point at which u and u′ vanish) and the condition (H2)
implies u ≡ 0. But the point at which Dvk meets {(λ, θ) : λ ∈ R} corresponds to an eigenvalue of f0T . So the only point
λj
f0
, θ

which can be the limit of elements (λ, u)with u ∈ Svk is

λk
f0
, θ

.
Next suppose Dvk − ϑ is unbounded. In this case we show that Dvk − ϑ has an unbounded projection on R. Suppose,
on the contrary, that Dvk − ϑ has a bounded projection on R. Then by Theorem 2.4 in [2], Dvk − ϑ meets (λ,∞) where
λk
f∞ ≠ λ ∈  λif∞ ∞i=1. But the point at which Dvk meets {(λ,∞) : λ ∈ R} corresponds to an eigenvalue of f∞T . So the only
point

λj
f∞ ,∞

which can be the limit of elements (λ, u)with u ∈ S±k is

λk
f∞ ,∞

. This is a contradiction. Thus Dvk − ϑ has
an unbounded projection on R. The proof is completed. 
Let Γ1 denote the closure of the set of nontrivial solutions of (2.4) in R× X . Obviously, from the point of view of the set,
Γ1 = Γ , hence, in the sense of the set, we denote Γ1 and Γ by Γ1.
Lemma 2.5. Let M be a subset of Γ1. Then
(1) M is a closed set in R× X iff M is a closed set in R× E,
(2) M is a connected component set of Γ1 in R× X iff M is a connected component set of Γ2 in R× E,
(3) M is a unbounded set in R× X iff M is a unbounded set in R× E.
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Proof. To prove (1) clearly necessity is evident. Inwhat follows,we prove only sufficiency. Let (λn, un) ∈ M, λn → λ0, un →
u0, then
f (un(t))
C[0,1]−→ f (u0(t)). (2.9)
Since (λn, un), (λ0, u0) are solutions of (2.4), we have
un(t) = λn
∫ 1
0
k(t, s)a(s)f (un(s))ds,
u0(t) = λ0
∫ 1
0
k(t, s)a(s)f (u0(s))ds,
u′n(t) = λn
∫ 1
0
kt(t, s)a(s)f (un(s))ds,
and
u′0(t) = λ0
∫ 1
0
kt(t, s)a(s)f (u0(s))ds.
This together with Lemma 2.1, (2.9) yield
‖un − u0‖ = ‖un − u0‖∞ + ‖u′n − u′0‖∞
=
λn ∫ 1
0
k(t, s)a(s)f (un(s))ds− λ0
∫ 1
0
k(t, s)a(s)f (u0(s))ds
∞
+
λn ∫ 1
0
kt(t, s)a(s)f (un(s))ds− λ0
∫ 1
0
kt(t, s)a(s)f (u0(s))ds
∞
≤ C(‖f (un(s))− f (u0(s))‖ + |λn − λ0|)→ 0, n →∞,
which implies un
C1[0,1]−→ u0. SinceM is a closed set in R× X , we have (λ0, u0) ∈ M . Thus (1) is true. By (1) and the definition
of a connected set, it is easy to know that (2) holds. Similar to the proof of (1), (3) is also true. 
Corollary 2.1. Under the assumption of Lemmas 2.2 and 2.4, the results of Lemmas 2.2 and 2.4 hold in R× X.
Proof. This result is a direct consequence of Lemmas 2.2, 2.4 and 2.5. 
3. Main results
Now we are ready to give our main results.
Theorem 3.1. Suppose that (H1)–(H3) hold, then for each integer k ≥ 1, v ∈ {+,−}, there exist two disjoint unbounded
components Cvk ,D
v
k ⊆ Φvk of the solution of (2.4), where Cvk ,Dvk are given by Lemmas 2.2 and 2.4 respectively.
Proof. Let Cvk ⊆ Φvk be the unbounded component of solution of (2.4) joining

λk
f0
, θ

in R1 × X,Dvk be the unbounded
connected component of the solution of (2.4) joining

λk
f∞ ,∞

in R1×X . In order to get results, by Lemma 2.4, we only need
to prove that
λAu ≠ u, ∀ λ > 0, u ∈ ∂Br , (3.1)
where Br = {x ∈ X | ‖u‖∞ < r}.
If otherwise, there exist λ > 0 and u ∈ ∂Br , such that λAu = u. Since ‖u‖∞ = r , there exists t0 ∈ (0, 1) such that
u(t0) = r . (The proof for u(t0) = −r is similar and we omitted it.) And since u(t) is maximal at t0, u′(t0) = 0, u′′(t0) ≤ 0.
Hence
Lu|t=t0 = −p′(t0)u′(t0)− p(t0)u′′(t0)+ q(t0)u(t0) ≥ 0. (3.2)
On the other hand, since f (r) < 0,
Lu|t=t0 = λa(t0)f (r) < 0.
This contradicts with (3.2). Thus (3.1) holds. 
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Theorem 3.2. Suppose (H1), (H2) and (H4) hold. Suppose there exist two integers i0 and j0 such that λi0 < f0 and λj0 < f∞.
Then there exists a ε > 0 such that
Cvk ∩ ({λ} × Br1) ≠ ∅, λ ∈

λi0
f0
, 1+ ε
]
, k = 1, 2, . . . , i0, v ∈ {+,−},
Dvj ∩ ({λ} × X \ Br1) ≠ ∅, λ ∈

λj0
f∞
, 1+ ε
]
, j = 1, 2, . . . , j0, v ∈ {+,−}.
Proof. First note that if λ = 0. Then u ≡ 0, thus Cvk ∩ ({0} × X) = ∅ and Dvk ∩ ({0} × X) = ∅.
It follows from (H2) and (H4) that there exists ε > 0 such that
(1+ ε)|f (u)| < r1
M1
, ∀ 0 < |u| ≤ r1. (3.3)
Let (λ, u) be a solution of (2.4) such that 0 ≤ λ < 1+ ε and ‖u‖ ≤ r1, then by (3.3), we have
‖u‖∞ ≤ λ
∫ 1
0
k(t, s)a(s)f (u(s))ds
∞
<
r1
M1
max
t∈[0,1]
∫ 1
0
|k(t, s)|a(s)ds = r1, (3.4)
which implies
Γ ∩ ([0, 1+ ε] × ∂Br1) = ∅ (3.5)
where ∂Br1 = {x ∈ X | ‖u‖∞ = r1}. This together with (3.4) and Lemma 2.2 implies
Cvk ∩ ({λ} × Br1) ≠ ∅, λ ∈

λi0
f0
, 1+ ε
]
, k = 1, 2, . . . , i0, v ∈ {+,−}.
On the other hand, by (3.5) and Lemma 2.4 one can obtain
Dvj ∩ ({λ} × X \ Br1) ≠ ∅, λ ∈

λj0
f∞
, 1+ ε
]
, j = 1, 2, . . . , j0, v ∈ {+,−}.
We now return to Sturm–Liouville boundary value problem (1.1)1. Notice that any solution of (2.4) of the form (1, u)
yields a solution u of (1.1)1. In the following, we will give some sufficient conditions on f to show that the continuum Cvk
or/and Dvk crosses the hyperplane {1} × X in R1 × X and hence yields multiple solutions of (1.1)1. 
Theorem 3.3. Let (H1) and (H2) hold. In addition assume that for some k ∈ N, either
λk
f∞
< 1 <
λk
f0
,
or
λk
f0
< 1 <
λk
f∞
.
Then (1.1)1 has two solutions u
+
k and u
−
k such that u
+
k has exactly k− 1 zero in (0, 1) and is positive near 0, and u−k has exactly
k− 1 zero in (0, 1) and is negative near 0.
Proof. Case 1. f0 < λk < f∞.
Case 1.1. Dvk comes from

λk
f∞ ,∞

, meets

λk
f0
, θ

in R × X . In this case, by Lemma 2.4, we have Cvk = Dvk . From the
connectedness of Dvk and
λk
f∞ < 1 <
λk
f0
, it is easy to see that
Cvk ∩ ({1} × X) ≠ ∅.
Case 1.2. Dvk has an unbounded projection on R. Let P : R× X → R be the natural projection. Since P is continuous, P(Dvk)
is a connected subset of R. Since λkf∞ < 1, it is easy to see that 1 ∈

λk
f∞ ,+∞

⊂ P(Dvk), therefore Dvk crosses the hyperplane
{1} × X . Hence, the problem (1.1)1 has at least one solution in Svk .
Case 2. f∞ < λk < f0.
Case 2.1. Dvk comes from

λk
f∞ ,∞

, meets

λk
f0
, θ

in R× X . In this case, the proof is same as that of Case 1.1
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Case 2.2. Dvk has an unbounded projection on R. In this case, C
v
k ∩ Dvk = ∅ and Cvk is unbounded, by Lemma 2.4, Cvk has a
unbounded projection on R, thus,
Cvk ∩ ({1} × X) ≠ ∅. 
Theorem 3.4. Let (H1) and (H2) hold. Suppose that there exist two integers k > 0 and j ≥ 0 such that either
(i) f0 < λk < λk+1 < · · · < λk+j < f∞, or
(ii) f∞ < λk < λk+1 < · · · < λk+j < f0
holds. Then (1.1)1 has 2(j+ 1) solutions u+k+i and u−k+i (i = 0, 1, 2, . . . , j) such that u+k+i has exactly k+ i− 1 zero in (0, 1) and
is positive near 0, and u−k+i has exactly k+ i− 1 zero in (0, 1) and is negative near 0.
Proof. Repeating the arguments used in the proof of Theorem 3.3, we see that for each ν ∈ {+,−} and each i =
{0, 1, 2, . . . , j}
(Cvk+i ∪ Dvk+i) ∩ ({1} × X) ≠ ∅. 
Similarly, we have the following two corollaries of Theorems 3.1 and 3.2.
Corollary 3.1. Let (H1) and (H2) hold. Assume that either (H3) or (H4) holds for some k ∈ N with λk < f0 or λk < f∞. Then
(1.1)1 has one positive solution u
+
1 and one negative solution u
−
1 , 2(k − 1) (if k ≥ 2) solutions u+j and u−j (j = 2, . . . , k) such
that u+j ∈ S+j , and u−j ∈ S−j .
Corollary 3.2. Let (H1) and (H2) hold. Assume that either (H3) or (H4) holds with two integers i0 and j0 such that λi0 < f0 and
λj0 < f∞. Then (1.1)1 has 2(i0 + j0) solutions u+i , u−i , (i = 1, 2, . . . , i0) and u+j , u−j , (j = 1, 2, . . . , j0) such that u+k (k = i or
j) has exactly k− 1 zero in (0, 1) and is positive near 0, and u−k (k = i or j) has exactly k− 1 zero in (0, 1) and is negative near 0.
Remark 3.1. Our main results extend the main results of [3,4] in three aspects:
(1) The general Sturm–Liouville problem is considered;
(2) f may be negative for some values of u ∈ (0,+∞) andmay be positive for some values of u ∈ (−∞, 0), while sf (s) > 0,
for s ≠ 0 is required in [16,5];
(3) The case that λk < f0 and λk < f∞ is studied.
4. Examples
In most works, f , which appears in the right-hand side of the equation, is required to be nonnegative to obtain the
existence of positive solutions by using fixed point theorems on a cone(see [14–16,13,17] and references therein). The
nonnegativity of f makes it possible that A generated by f is a conemapping. In this paper, f may be a sign-changing function,
and consequently, A is not necessary to be a cone mapping, thus the theory of fixed point index on a cone becomes invalid,
and in order to obtain the existence of a nontrivial solution we make use of the bifurcation theorem of Rabinowitz. Some
examples, in which f (u) is sign-changing for u ≥ 0, given below show that the results cannot be obtained by the method of
cone theory.
Example 4.1. Consider the following second order BVP−u′′(t)+
π2
8
u = f (u), 0 < t < 1,
u(0) = u′(1) = 0,
(4.1)
where
f (u) = 125 sin u+ 3u arctan(u2 + u). (4.2)
It is not difficult to see that f here satisfies (H1) and (H2)with f0 = 125, f∞ = 32π and λk = (2k−1)
2
4 π
2 + π28 . From (4.2),
we know that f
 3π
2

< 0 and f
− 3π2  > 0, which implies the condition (H3) is satisfied.
By calculation, we know that
λ1 < f∞, λ3 < f0.
Therefore, Corollary 3.2 guarantees that BVP (4.1) has at least 8 solutions.
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Example 4.2. Consider the following second order BVP−u′′(t)−
π2
4
u = f (u), 0 < t < 1,
u(0) = u(1) = 0,
(4.3)
where
f (u) =

100u, 0 ≤ |u| ≤ 0.05,
5sgnu, 0.05 ≤ |u| ≤ 1,
sgnu(195|u| − 190), 1 ≤ |u| ≤ 2,
100u, |u| ≥ 2.
Obviously, the Green’s function for the linear boundary value problem
−u′′(t)− π
2
4
u = 0, u(0) = u(1) = 0,
is explicitly given by
G(t, s) = 2
π

sin
π
2
t sin
π
2
(1− s), 0 ≤ t ≤ s ≤ 1,
sin
π
2
(1− t) sin π
2
s, 0 ≤ s ≤ t ≤ 1.
Since
f0 = f∞ = 100, λk = k2π2 − π
2
4
,
thus, the conditions (H1), (H2) hold. Furthermore, M1 = maxt∈[0,1]
 1
0 |k(t, s)|ds = 4(
√
2−1)
π2
, taking r1 = 1, then when
|u| ≤ r1, we get |f (u)| ≤ 5 < π2(
√
2+1)
4 = r1M1 , which implies the condition (H4) is satisfied.
By simple computation, we know that
λ3 < f0 = f∞.
Therefore, by Corollary 3.2, the BVP (4.3) has at least 12 solutions.
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