Abstract. When the number of labeled training samples is very small, the sample information people can use would be very little and the recognition rates of traditional image recognition methods are not satisfactory. However, there is often some related information contained in other databases that is helpful to feature extraction. Thus, it is considered to take full advantage of the data information in other databases by transfer learning. In this paper, the idea of transferring the samples is employed and further we propose a feature extraction approach based on sample set reconstruction. We realize the approach by reconstructing the training sample set using the difference information among the samples of other databases. Experimental results on three widely used face databases AR, FERET, CAS-PEAL are presented to demonstrate the efficacy of the proposed approach in classification performance.
Introduction
Feature extraction is one of the fundamental tasks in image recognition. Also, subspace learning is an effective feature extraction and classification technique, which usually includes supervised, unsupervised and semi-supervised methods.
Linear Discriminant Analysis (LDA) [1] [2] is the most representative supervised subspace learning method, the objective is to find a projection space W that maximizes the between-class scatter and minimizes the within-class scatter simultaneously. However, it is very difficult and expensive to obtain the abundant labels. For this "small samples" problem, LDA algorithm encounters several difficulties.
Transfer [3] [4] is the ability to extend what one has learned to new domains. Some concepts of transfer learning [5] were discussed in a NIPS-95 workshop on "Learning to learn," which focused on the need for lifelong machine learning methods that retain and reuse previously learned knowledge. Researches on transfer learning have attached great attention since 1995. Up to now, according to the transfer levels, we can divide transfer learning into the following four aspects: (1) transfer learning based on samples [6] , (2) transfer learning based on feature levels [7] [8] , (3) transfer learning based on parameter, (4) transfer learning based on related knowledge.
In this paper, we employ the idea of transferring the samples and present a feature extraction algorithm based on sample set reconstruction. The recognition performance is improved by increasing the number of training samples with the assistance of transfer learning.
The rest of the paper is organized as follows: In section 2, our proposed approach, feature extraction algorithm based on sample set reconstruction is presented. Experiments are described in section 3 and section 4 concludes the whole paper.
Feature Extraction Algorithm Based on Sample Set Reconstruction
Generally, images in a face database may include different facial expressions or poses, under different illumination conditions, with various occlusions, and be taken in different period. In other words, the differences of face images in a database mainly reflect in the light intensity, shooting angle, pose, facial expressions and facial details etc. Inspired by the phenomenon, assuming the number of training samples is very small, we may reconstruct more samples with the difference information to help us get an optimal projection space and improve the performance of classification and recognition.
A. Sample Reconstruction
Firstly, two images of one subject are randomly selected from the AR face database and are illustrated in Figure 1 :
Two images of one subject from the AR face database
Then, several samples of one subject are chosen from the FERET database. Some difference matrices will be obtained by subtraction between each two samples in the FERET database. Then add the difference matrix to the matrices of two samples shown in Figure 1 to construct new samples shown in Figure 2 . New samples in the AR database reconstructed by the difference information in the FERET database
Comparing Figure 2 with Figure 1 , it is notable that the difference between the original training samples in AR database and the new samples reconstructed by the information in FERET database is very small. Therefore, it is obvious to consider these new samples as training samples of the AR database to help the classification performance on the AR database.
B. feature extraction algorithm based on sample set reconstruction
Given three face datasets A, B and C, the sample number of each dataset is very small. The goal is to reconstruct training samples in one database by using the samples in other databases and achieve good performance in recognition rate. As mentioned above, we may construct the projection space of dataset A with the difference information from dataset B and C in the processing of classifying and recognizing samples on the dataset A. This section mainly focus on how to construct more correct and appropriate projections with the information of dataset B and C in order to improve the recognition performance of A.
When conducting recognition experiments on dataset A, it is considered to use the difference information of the same category in dataset B and dataset C. The procedure of the experiments on dataset B or dataset C is similar.
In order to explain the approach explicitly, the procedure is shown step-by-step:
Step 1: Select several samples belong to the same category in dataset B and dataset C respectively and get the difference data set B X and C X by subtracting one sample matrix from all the other matrices orderly. Samples which have the regular difference among each other are utilized in our approach. It is significant to make the most use of known category information and sample information to select samples in choosing samples from dataset B and dataset C. For example, subtracting one sample with shelter from one sample without shelter to get difference matrix has more significance.
Step 2: Reconstruct new training samples Btrans X and Ctrans X by using the training samples in dataset A add up or subtract the difference matrix in difference data set Bdiff X and Cdiff X . The number of new constructed training samples can be neither too small nor too big. On one hand, when the number is too small, it fails to construct probable projection space. On the other hand, a huge number of redundant information will influence the accuracy of the projection space.
Step 
where i S is the covariance of class i data; i x and x are the mean vectors of class i data and all data, respectively.
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The projection space W is computed by maximizing the following object function:
Then the training samples and the test samples are projected to W to get the new training and test samples. Finally the nearest neighbor classifier is adopted for classification.
Step 4: Similar to the previous steps, B or C also can conduct the sample transferring to get more training samples.
Experiments
In this section, three benchmark face databases, AR, FERET and CAS-PEAL are used to evaluate the effectiveness of our proposed method in face recognition accuracy.
Taking the current conventional computer processing power into account, we cropped every face image of these three databases to the size of 60×48.
The AR face database [9] contains over 4000 images of 126 people (70 men and 56 women), including frontal views of faces with different facial expressions, under different lighting conditions and with various occlusions. Most of the pictures were taken in two sessions (separated by two weeks). Each session yielded 13 color images, with 119 individuals (65men and 54 women) participating in each session. We selected images from 119 individuals for use in our experiment for a total number of 3094 (=119 × 26) samples. All color images are transformed into gray images with 256 gray levels. Figure. Figure 3 . Demo images of one subject from the AR face database.
The FERET face database [10] is a result of the FERET program, which was sponsored by the US Department of Defense through the DARPA Program. The images were captured under various illuminations and display a variety of facial expressions and poses. Since many images in this database include the background and the body chest region, we automatically cropped every image sample. That is, we crop the image and preserve the rows from the 40th to the 340th in the original image, producing an image with size of 300×256. We scaled the intercepted images to 60×48. In our experiment, the database contains 2200 face images belonging to 200 persons, and there are 11 images corresponding to each person. The CAS-PEAL face database [11] we employed contains 1060 images of 106 individuals (10 images each person) with varying lighting. A frontal image of each subject was captured under variable illumination. Figure 5 shows a part of face images of the first person of the CAS-PEAL face database. Figure 5 . Demo images of one subject from the CAS-PEAL face database.
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As we know, the difference between the samples of the same category in the AR database is mainly caused by expression change, illumination change and with or without shelter. The difference between the samples of the same category in the FERET database is mainly caused by angle change, expression change and illumination change. The difference between the samples of the same category in the CAS-PEAL is mainly caused by illumination change.
Taking the experiment on the AR database as an example, the expression and illumination difference information between the samples of the same category in the FERET database and the illumination difference information between the samples of the same category in the CAS-PEAL database are used to reconstruct new samples in the AR database. Thus, the number of the training samples in the AR database is increased. Similarly, the main difference information we mentioned in the previous paragraph is utilized to reconstruct the samples in the experiments on the FERET database or the CAS-PEAL database.
TABLE I shows the recognition rates of LDA on three databases of training samples changes from 2 to 6. TABLE II shows the recognition rates of feature extraction algorithm based on sample set reconstruction on three databases of training samples changes from 2 to 6. Figure 6 , Figure 7 and Figure 8 intuitively show the comparison results between our feature extraction algorithm based on sample set reconstruction and LDA algorithm on the AR, FERET and CAS-PEAL databases respectively. The red line represents for the recognition of our feature extraction algorithm based on sample set reconstruction; the green line represents for the recognition of LDA algorithm. Comparison results between our method and LDA algotithm on AR database Figure 7 .
Comparison results between our method and LDA algotithm on FERET database Comparison results between our method and LDA algotithm on CAS-PEAL database
Conclusion
Feature extraction method based on sample set reconstruction employs the idea of transferring the samples and constructs the training sample set by taking full advantage of the difference information in other databases. The results of the experiments on AR, FERET and CAS-PEAL databases demonstrate our feature extraction algorithm based on sample set reconstruction improves the recognition rate relative to LDA, and their performance is relatively stable.
While, there still exist some problems, such as the choice of the source domain database and the number of the reconstruction samples. We are temporarily unable to provide an optimal principle to these problems, and we hope that these problems can be solved in a follow-up work.
