This paper is concerned with the accurate and robust estimation of the fundamental matrix. We show that, given a certain conditions, a basic linear algorithm can yield excellent accuracy, in cases two orders of magnitude better than sophisticated algorithms. The key element of the success is the accuracy and the statistical distribution of the errors of displacement estimates used as input. We propose a low{ level, gradient{based (as opposed to feature{based) algorithm based on the Hough Transform to extract the low{level measurements. We show that it is much more e cient, both in terms of computational expense and accuracy of the nal estimate, to remove the errors in the intermediate representation (optic{ ow) than to attempt to improve the nal estimate by complicated non{linear algorithms. Experimental results are also included.
Introduction
The correspondence analysis of the images of two views of a scene is a problem which arises in a number of applications in computer vision and image communication. It involves two di erent aspects. The rst is concerned with the task of establishing which point in the second frame is physically identical to a point in the rst frame. By physical identity we mean that the pair of points, each taken from a di erent frame, correspond to the same point in the scene. The second aspect is concerned with the measurement of the relative position of the corresponding points in the two frames.
Among the tasks for which the correspondence analysis constitutes an essential prerequisites are depth from stereo, camera calibration, structure from motion, egomotion and image coding. The complexity of the correspondence analysis problem depends greatly on both the scene content and the two views (the relationship of the camera to the scene and the camera transformation between the two views). For instance, the analysis of two stereo frames obtained with similarly oriented cameras having a small base line separation will constrain the corresponding points to lie within a narrow horizontal band in the two images. By the same token, in the case of two images obtained with the same camera within a short period of time, the corresponding point in the second frame will be constrained to lie within a small neighbourhood of the pixel position of its physical equivalent in the rst frame, as the motion due to either the dynamics of the scene or the camera will result in a limited relative displacement of corresponding objects in the two views. The di culty of the correspondence analysis problem increases dramatically when the two views are very di erent, or even obtained with two di erent cameras with widely di ering extrinsic parameters, or when the two frames are obtained at two instances of time the separation of which is signi cant in relation to the scene and/or camera dynamics.
Once the correspondence is established, the position of the corresponding points is used for the estimation of the relevant parameters. Depending on the application these may be the stereo camera parameters, depth from stereo or motion, camera parameters from motion, the transformation matrix between the two frames, etc. Invariably, the parameters being estimated encapsulate the 3D nature of the world captured in the two frames. As their estimation is based on 2D image measurements, the parameters can be over-sensitive to the accuracy of the 2D measurements 5].
The e ect of inaccuracies in measurements is more subtle in the case of the frame to frame mapping and fundamental matrix estimation. In order to combat their undesirable in uence, sophisticated nonlinear estimation procedures have been proposed 6, 10, 8, 9] .
However, this widely{used approach is computationally very intensive and does not always guarantee that a correct solution to the estimation problem will be found. Moreover, non{linear algorithms are iterative and therefore they cannot be guaranteed to be implemented in real time. As an alternative, Hartley 7] recently demonstrated that the e ect of measurement errors can be contained to some degree by means of a suitable normalisation after which the fundamental matrix can be estimated using a linear algorithm. However, the normalisation process does not attempt to remove the errors in measurement. It only conditions the problem in such a way that their e ect on the accuracy of the nal estimate is reduced. In situations when the images are very noisy the normalisation may not be su cient.
In this paper we argue that, rather than focusing the attention on the development of very sophisticated estimation procedures, more emphasis should be placed on improving the quality of data used for estimation. Of course, the need to use as accurate image data as possible has been recognised for some time now. Accordingly, a series of enhancements has been suggested in the literature to ameliorate the inaccuracy of measurements extracted from the image. These include the use of increased image resolution, but this normally can be achieved only at the expense of narrowing the eld of view and the consequential loss of the global understanding of the scene structure. The conventional reliance on feature detectors such as corner detectors to de ne points of interest in the two frames 11] has recently been abandoned in favour of a correlation function which makes a better use of the local grey{level information. This, therefore, overcomes the poor localisation properties of corner detectors 4]. An additional advantage of a correlation{based matcher is that it o ers a subpixel precision of the feature position measurement. However, it should be noted that an improved precision does not necessarily guarantee a better accuracy! If the measurement is inherently biased, any measurement error will eventually be dominated by the bias, and improvements in the measurement precision will not be re ected in more reliable parameter estimates. Unfortunately, correlation matching is notorious for being biased in the case of: a potential mismatch between the actual local transformation from a point of interest in one frame to the corresponding point in the other frame and its assumed model, a change in illumination, the presence of outliers (due to partial occlusion, for instance) In order to overcome these problems we propose a novel method of correspondence matching which can be used to extract the relative displacement of the corresponding points to a much better accuracy. The method is based on a robust Hough transform with a smooth kernel voting which guards against outliers and contamination, while guaranteeing high statistical e ciency. The method has been developed by adapting the successful motion estimation method presented in 1]. The proposed method employs an a ne feature-to-feature transformation model and it is invariant to illumination changes, in addition to being statistically robust. In this way all the major causes of bias have been eliminated to obtain accurate image-to-image measurements. Moreover, the method incorporates a scale estimator which facilitates adaptation to changing noise conditions. In principle the method can provide dense estimates of correspondence which makes the recovery of structure from motion considerably easier. A crucial advantage of the method is its internal measure of reliability for the hypothesised match which can be used as a measure of con dence in the acquired relative feature displacement measurement.
The paper is organised as follows. In section 2 we describe the low{level process of establishing correspondence and the construction of the estimate con dence measures. Experimental results investigating the accuracy and robustness of the proposed algorithm are presented in section 3. We nally conclude in section 4.
Robust low-level motion estimation
Let us consider the problem of a robust and accurate estimation of the correspondences between images. For the problem at hand, only a small number of correct matchings is required, say in the order of several hundred! Consequently, we are at liberty to select locations that are well suited for estimation. It seems intuitively that feature points, such as edges or corners are the best choice. Many authors use the following strategy. Firstly, feature points corresponding to high curvature are extracted from each image and then correlation is used to establish matching pairs between images. The major problem with such an approach stems from the fact that feature detectors su er from poor localisation properties.
One of the theses argued in this paper is that a much more accurate estimate of displacement, as compared to the one based on feature correspondences, may be extracted from well{textured regions in an image. There are however two problems with using regions for motion estimation: there may be multiple motions present within a region, and the motion of large regions cannot always be approximated by a pure translational model. We have previously developed a technique for simultaneous motion estimation and segmentation based on the Hough transform and robust statistics (RHT) 3]. The technique can cope with complex motions by supporting several parametric motion models: translational, four{parameter one (quasi-a ne) and a ne. In addition it provides parallel motion segmentation, so that large regions can be used for estimation. We have shown the RHT be extremely robust to noise and illumination changes; it was therefore a good candidate for the low-level displacement estimation.
For the purpose of this paper, we have constructed a new con dence measure based on properties of the region and the value of support. The following subsections describe the principle behind the RHT technique and the construction of con dence measure. 
Robust Hough technique
In the cases of the four parameter motion model (eq. 3) and the a ne motion model (eq. 4) displacement is a function of the position of pixel in the image. In the Robust Hough Transform the support h from any pixel p for a motion vectorã is de ned by a kernel function ( ):
Eq. (6) expresses the total amount of support H (<;ã) received by the motion vectorã from the region <. The estimate of the block motion(s) is recovered from the position of the maximum of function H de ned in the multidimensional motion parameter space. Since it is convenient to de ne the problem as minimisation, we rede ne the support function (for example by multiplying by factor ?1) so that strong support corresponds to small values of H . The Hough Space may have up to six dimensions (for the a ne motion model) and therefore the exhaustive search for a minimum has to be ruled out as being too computationally costly. However the support function (Hough space) H is well-behaved in the vicinity of the minimum and, consequently, one of the gradient based methods may be applied. We use the steepest descent search on a multiresolution discrete grid (in Hough space) 2, 3].
Con dence measures
A well{behaved con dence measure should re ect the quality of the local motion estimate. Firstly, it should reject grossly erroneous estimates which could strongly bias the nal estimate. Secondly, if we assume that the random errors have unimodal distribution, the con dence measure should re ect the spread of such distribution. Finally, we would like to have a warning about the motion model failure. To achieve the above objectives, the nal con dence measure is based on several factors.
The rst con dence factor C t re ects how much grey-level texture the region exhibits. It is computed before the estimation process, based on a region of interest in the reference frame. This con dence factor is based on the assumption that the accuracy of the estimate depends on how sharp and high the peak of the support function is. In practice, for n-dimensional motion model, the con dence measure C x is an n n dimensional matrix with the elements c ij de ned as: In order to save computational time, we only proceed with the estimation for the top 10% of regions.
The second con dence factor C t is used to reject gross errors. The total support for the region of interest H min ROI is compared to the average support for all regions in the imageĤ min . Note, that for region with no texture, there would be a high level of support (low minimum values of H ) for all motion parameters.
Finally, we examine the proportion of outliers in the region, to detect cases where the region overlaps the motion boundary (there could be some moving objects in the scene) or depth discontinuity (which would result in motion boundary in 2D optic ow eld). Information about outliers is provided by the RHT module.
Adaptation of the RHT method for Fundamental Matrix estimation
We have selected the four parameter motion model, with the Tukey biweight kernel 3]. It seems that the four parameters motion model o ers a good trade-o between complexity and performance. We noticed that using more complex motion models (a ne) does not improve the accuracy of the nal estimate and makes 
Experimental Results
For the purpose of establishing the accuracy of the estimated fundamental matrix, we calculated the average point{epipolar line distance in pixels as also used by Hartley 7 ]. The average error over 100 runs for 10 points randomly selected out of the total matched points was used for comparisons.
Several video sequences were used, two of them presented here: the car sequence (512 512) and the foreman (176 144) sequence used in the video{coding community as a testbed for coding algorithms.
The objective of the rst experiment was to establish the accuracy of the estimate of the fundamental matrices and compare it to results obtained by a typical feature-based approach. We use the implementation of the Zhang technique 11], which uses correlation and relaxation to obtain matches. The binaries can be obtained form from INRIA ftp server 1 . The selection of this technique as a benchmark was based on the fact that it represents a classical approach to the low-level feature extraction. It should be noted that, at this stage, we have only used the feature extraction/matching front end of the completed system. The values of the error for each approach are presented in Tables 1 and 2 for the car and foreman sequences respectively. It can be clearly seen that the errors for the proposed algorithm are consistently one to two orders of magnitude better that of the feature-based approach. Indeed, this was the case in all the sequences tested.
We have found that matches selected by the feature-based technique ( Figure  1a , 1b) are placed in locations that do not correspond to high con dence levels, as found by the RHT technique (white regions in Figure 3 ). This is not however the only reason for the poor performance of the feature{based technique -it is felt that the poor localisation of the features might play a more important role here. In the next experiment, the e ects of the normalisation of the image coordinate system, as proposed by Hartley 7] is investigated. The graph in Figure 4 shows the error as a function of the number of points used for the estimation of the fundamental matrix. In both cases we used the data and con dence extracted by the RHT technique -the only di erence was that in one case the data was normalised. Five di erent pairs of graphs were plotted for various con dence levels (normalised -solid line and original -dotted line). The rst observation is that the error obtained by using high-con dence un-normalised data is smaller than the one calculated with low-con dence normalised data. This proves that selecting high con dence data makes non{linear iterative algorithms redundant and a simple linear algorithm is adequate. Also, when high con dence data is used, the improvement achieved by normalisation is very limited, simply because the normalisation reduces sensitivity to measurement errors. Naturally, in practice high con dence normalised data should be used. One of the arguments often quoted for the use of feature{based algorithms is their robustness to noise. We tested this hypothesis, by adding gaussian noise to the frames in the car sequence and looking at the changes in the errors (Table 1) . Even under severe noise (standard-deviation equal 10 grey-levels), the proposed algorithm was consistently better than the feature-based one.
Conclusions
In this paper we have shown how robust and accurate estimation of the fundamental matrix can be achieved if a low{level, gradient{based (as opposed to feature{ based) algorithm is used to extract the correspondences in a pair of images. The selection of reliable estimates based on a well-de ned con dence measure in conjunction with the simple and fast 8-point linear algorithm can provide excellent accuracy even without normalisation. Moreover, such solution is more amenable to real{time applications, since the execution time of the linear algorithm is short and constant.
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