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Lifting of Quantum Linear Spaces and
Pointed Hopf Algebras of order p3
Nicola´s Andruskiewitsch and Hans-Ju¨rgen Schneider
Abstract. We propose the following principle to study pointed Hopf algebras, or
more generally, Hopf algebras whose coradical is a Hopf subalgebra. Given such a
Hopf algebra A, consider its coradical filtration and the associated graded coalgebra
grA. Then grA is a graded Hopf algebra, since the coradical A0 of A is a Hopf
subalgebra. In addition, there is a projection pi : grA→ A0; let R be the algebra of
coinvariants of pi. Then, by a result of Radford and Majid, R is a braided Hopf algebra
and grA is the bosonization (or biproduct) of R and A0: grA ≃ R#A0. The principle
we propose to study A is first to study R, then to transfer the information to grA via
bosonization, and finally to lift to A. In this article, we apply this principle to the
situation when R is the simplest braided Hopf algebra: a quantum linear space. As
consequences of our technique, we obtain the classification of pointed Hopf algebras
of order p3 (p an odd prime) over an algebraically closed field of characteristic zero;
with the same hypothesis, the characterization of the pointed Hopf algebras whose
coradical is abelian and has index p or p2; and an infinite family of pointed, non-
isomorphic, Hopf algebras of the same dimension. This last result gives a negative
answer to a conjecture of I. Kaplansky.
§0. Introduction. We assume for simplicity of the exposition that our ground-
field k is algebraically closed of characteristic 0; many results below are valid under
weaker hypotheses. Let A be a non-cosemisimple Hopf algebra whose coradical A0
is a Hopf subalgebra; for instance, A is pointed, that is all simple subcoalgebras are
one dimensional. Let
A0 ⊆ A1 ⊆ · · · ⊆ A
be the coradical filtration of A, see [M, Chapter 5]. This is a coalgebra filtration
and we consider the associated graded coalgebra grA = ⊕n≥0 grA(n), grA(n) =
An/An−1, where A−1 = 0. Since A0 is a Hopf subalgebra, grA is a graded Hopf
algebra and the zero term of its own coradical filtration is grA(0) = A0, which is a
Hopf subalgebra of grA. Let us denote B = grA, H = grA(0). Let γ : H → B be
the inclusion and let π : B → H be the projection with kernel ⊕n≥1 grA(n). Then
π is a Hopf algebra retraction of γ. We can describe the situation in the following
way:
(0.1) R →֒ B
π
⇄
γ
H,
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where R = BcoH = {a ∈ B : (id⊗π)∆(a) = a ⊗ 1}. The setting (0.1) was
first considered by Radford [R3]; Majid presented it in categorical terms [Mj]. It
turns out that R is a Hopf algebra in the braided category HHYD of Yetter-Drinfeld
modules over H; we shall say ”braided Hopf algebra”, for short. Moreover, B can
be recovered as the biproduct (or bosonization, in Majid’s terminology) of R and
H.
Definition. Let A be a Hopf algebra whose coradical A0 is a Hopf subalgebra.
The braided Hopf algebra R described above shall be called the diagram of A.
The general principle we propose is as follows: first we analyze the diagram R of
A, then we transfer the information to grA by bosonization, finally we lift it from
grA to A via the filtration.
R is a graded braided Hopf algebra and its coradical is trivial: R0 = R(0) = k1.
We denote by P (R) the space of primitive elements of R. We see, considering the
coradical filtration, that P (R) 6= 0, because dimR > 1; this last condition just
means that A is not cosemisimple. In other words, the Hopf algebras R we need to
study are of a very special kind.
The first natural examples of such braided Hopf algebras are the well-known
quantum linear spaces. We give a characterization of finite dimensional quantum
linear spaces in Section 3; see Proposition 3.5.
If Γ is a finite abelian group, a quantum linear space over Γ is given by elements
g1, . . . , gθ ∈ Γ, and characters χ1, . . . , χθ ∈ Γ̂ satisfying
qi := χi(gi) 6= 1, for all i,
χj(gi)χi(gj) = 1, for all i 6= j.
The quantum linear space R = R(g1, . . . , gθ;χ1, . . . , χθ) is then the braided
Hopf algebra over kΓ generated as an algebra by primitive elements x1, . . . , xθ,
with relations
xN11 = 0, . . . , x
Nθ
θ = 0,
xixj = χj(gi)xjxi, if i 6= j.
The elements xi are gi-graded and the action of Γ on xi is via the character χi.
To each such quantum linear space we define a compatible datum D consisting of
scalars µi ∈ {0, 1} for each i, 1 ≤ i ≤ θ, and λij ∈ k for each i, j, 1 ≤ i < j ≤ θ
satisfying conditions (5.1) and (5.2). We define for each such datum a pointed Hopf
algebra A (Γ,R,D) in section 5. Then we prove our main result
Lifting Theorem 5.5. Let R = R(g1, . . . , gθ;χ1, . . . , χθ) be a quantum linear
space over the finite abelian group Γ. Then pointed Hopf algebras A with coradical
k(Γ) and diagram R are exactly of the form A (Γ,R,D) for some compatible datum
D.
Let p be an odd prime number and let Gp denote the group of p-th roots of 1 in
k.
As an application of the Lifting Theorem, we classify pointed Hopf algebras of
dimension p3.
A Hopf algebra of dimension p is isomorphic to a group algebra by Zhu’s theorem
[Z].
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The only pointed non-cosemisimple Hopf algebras of dimension p2 are the Taft
algebras Tk(q) = T (q), q ∈ Gp − 1; see Section 1.
In dimension p3, we have the following list of pointed non-cosemisimple Hopf
algebras over k, for each q ∈ Gp − 1:
(a) The product Hopf algebra T (q)⊗ k(Z/(p)).
(b) The Hopf algebra T˜ (q) := k〈g, x| gxg−1 = q1/px, gp2 = 1, xp = 0〉. Here
q1/p is a p-th root of q. Its comultiplication is determined by ∆(x) =
x⊗ gp + 1⊗ x, ∆(g) = g ⊗ g.
(c) The Hopf algebra T̂ (q) := k〈g, x| gxg−1 = qx, gp2 = 1, xp = 0〉. Its
comultiplication is determined by ∆(x) = x⊗ g + 1⊗ x, ∆(g) = g ⊗ g.
(d) The Hopf algebra r(q) := k〈g, x| gxg−1 = qx, gp2 = 1, xp = 1 − gp〉. Its
comultiplication is determined by ∆(x) = x⊗ g + 1⊗ x, ∆(g) = g ⊗ g.
(e) The Frobenius-Lusztig kernel u(q) := k〈g, x, y| gxg−1 = q2x, gyg−1 =
q−2y, gp = 1, xp = 0, yp = 0, xy − yx = g − g−1〉. Its comultiplication is
determined by ∆(x) = x⊗ g+1⊗ x, ∆(y) = y⊗ 1+ g−1⊗ y, ∆(g) = g⊗ g.
(f) For eachm ∈ Z/(p)−0, the book Hopf algebra h(q,m) := k〈g, x, y| gxg−1 =
qx, gyg−1 = qmy, gp = 1, xp = 0, yp = 0, xy − yx = 0〉. Its comultipli-
cation is determined by ∆(x) = x ⊗ g + 1 ⊗ x, ∆(y) = y ⊗ 1 + gm ⊗ y,
∆(g) = g ⊗ g.
We prove
Theorem 0.1. Any non-cosemisimple pointed Hopf algebra of order p3 is isomor-
phic to one in the list above.
We shall see that there are no isomorphisms between different Hopf algebras in
the list, except for book algebras, where h(q,m) is isomorphic to h(q−m
2
, m−1); cf.
Section 1.
Let us define the index of a Hopf subalgebra H of a finite Hopf algebra A as the
ratio dimA/ dimH; it is an integer because of the Theorem of Nichols-Zoeller [NZ].
Theorem 0.1 is a consequence of Theorem 0.2:
Theorem 0.2. Let H = k(Γ), where Γ is a finite non-trivial abelian group; say
Γ = 〈y1〉 ⊕ . . . 〈yσ〉, yℓ 6= 0. Let Mℓ denote the order of yℓ, 1 ≤ ℓ ≤ σ. Let A be a
pointed Hopf algebra with coradical H.
(A). Assume that the index of H in A is p. Then there exist g ∈ Γ and a
character χ ∈ Γ̂ such that q := χ(g) has order p and A can be represented by
generators hℓ, 1 ≤ ℓ ≤ σ, a, and relations
(0.2) hℓht = hthℓ, h
Mℓ
ℓ = 1 for all 1 ≤ ℓ, t ≤ σ
(0.3) ap = µ(1− gp), with µ either 0 or 1;
(0.4) hℓah
−1
ℓ = χ(yℓ)a, for all 1 ≤ ℓ ≤ σ.
4 NICOLA´S ANDRUSKIEWITSCH AND HANS-JU¨RGEN SCHNEIDER
The Hopf algebra structure of A is determined by
∆(hℓ) = hℓ ⊗ hℓ, ∆(a) = a⊗ 1 + g ⊗ a, 1 ≤ ℓ ≤ σ.
Assume that the index of H in A is p2. Then there are two possibilities:
(B1). There exist g ∈ Γ and a character χ ∈ Γ̂ such that q := χ(g) has order p2
and A can be presented by generators hℓ, a, 1 ≤ ℓ ≤ σ, and relations (0.2),
(0.5) ap
2
= µ(1− gp2), with µ either 0 or 1;
(0.6) hℓah
−1
ℓ = χ(yℓ)a, 1 ≤ ℓ ≤ σ.
The Hopf algebra structure of A is determined by
∆(hℓ) = hℓ ⊗ hℓ, ∆(a) = a⊗ 1 + g ⊗ a, 1 ≤ ℓ ≤ σ
.
(B2). There exist g1, g2 ∈ Γ and characters χ1, χ2 ∈ Γ̂ such that q1 := χ1(g1) and
q2 = χ2(g2) have order p, χ1(g2)χ2(g1) = 1 and A can be presented by generators
hℓ, ai, 1 ≤ ℓ ≤ σ, i = 1, 2, and relations (0.2),
(0.7) api = µi(1− gpi ), with µi either 0 or 1, i = 1, 2;
(0.8) hℓaih
−1
ℓ = χi(yℓ)ai, 1 ≤ ℓ ≤ σ, i = 1, 2;
(0.9) a1a2 − χ2(a1)a2a1 = λ(1− g1g2), with λ either 0 or 1.
If λ 6= 0, then χ1χ2 = 1. The Hopf algebra structure of A is determined by
∆(hℓ) = hℓ ⊗ hℓ, ∆(ai) = ai ⊗ 1 + gi ⊗ ai, i = 1, 2, 1 ≤ ℓ ≤ σ.
The proof of Theorem 0.2 follows from the above principle: we show, via the
mentioned characterization, that a braided Hopf algebra of our special type and
of dimension p or p2 is necessarily a quantum linear space (Lemma 5.6). We then
deduce Theorem 0.2 from the Lifting Theorem (5.5).
We shall give more applications of this principle in a separate article. We shall
generalize the basic Theorem of Taft and Wilson ([TW], [M, Thm. 5.4.1]) to the
case of Hopf algebras whose coradical is a Hopf subalgebra. This Theorem is the
key point in the proof of the following result (see e. g. [N, p. 1545], [AS2, Prop.
3.1]): If A is a pointed non-cosemisimple finite dimensional Hopf algebra, with
coradical k(Γ) where Γ is abelian, then there exist g ∈ Γ, a k-character χ of Γ such
that χ(g) 6= 1, and x ∈ A, x /∈ k(Γ) such that
hxh−1 = χ(h)x ∀h ∈ Γ, ∆(x) = x⊗ g + 1⊗ x.
The preceding statement is the initial point in existing attempts of classifications
of various kinds of pointed Hopf algebras.
The Lifting Theorem 5.5 has an extra bonus. In 1975, Kaplansky formulated a
series of conjectures on Hopf algebras. Under the hypothesis that the characteristic
of the ground field does not divide the positive integer n, one of these conjectures
states that there are only a finite number (up to isomorphism) of Hopf algebras of
dimension n. In this direction the following result was proved by Stefan: The set of
types of semisimple and cosemisimple Hopf algebras of a given dimension is finite
(in any characteristic). See [St]; a more direct proof (showing at the same time
finiteness of the number of automorphism and right coideal subalgebras) is given
in [S].
Our Lifting Theorem easily produces counterexamples to Kaplansky’s conjecture.
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Theorem 0.3. There exist an infinite family of non-isomorphic pointed Hopf al-
gebras of order p4.
Let us say that a Hopf algebra is very simple if
(i) it has no non-trivial normal Hopf subalgebra, and
(ii) it can not be constructed by bosonization in a non-trivial way.
Usually, a Hopf algebra is called simple if it satisfies only (i); see for instance
[A]. However, Taft algebras and book algebras are simple in this sense- this follows
from the criteria in [AS1]; but they are analogues of solvable algebraic groups and
it is hard to accept their simplicity. On the other hand, bosonization is also a mean
to build Hopf algebras from smaller ones- though one of them is a braided Hopf
algebra. Also, Taft and book algebras can be build by bosonization. For these
reasons, we propose this new definition.
Theorem 0. 1 has the following consequence:
Corollary 0.4. The only pointed Hopf algebras of order p3 which are very simple,
are the Frobenius-Lusztig kernels u(q) of type A1.
The Corollary follows from the considerations in Section 1. So far, the only
known very simple Hopf algebras of order p3 are the Frobenius-Lusztig kernels u(q)
and their duals; see 1.7.
Let us briefly indicate the contents of the paper. In Section 1, we give some
information about the Hopf algebras mentioned above. Section 2 is devoted to
basic facts supporting the principle. In Section 3 we discuss finite dimensional
quantum linear spaces. In Section 4, we discuss possible quantum linear spaces
over abelian groups. Theorem 0.2, respectively Theorem 0.3, Theorem 0.1, are
proved in Section 5, respectively Section 6, Section 7.
Theorem 0.1 of this paper was announced at the Colloque ”K-theory, cyclic
homology and group representations”, CIRM, Luminy, (july 1997); and at the
”XLVI Reunio´n de Comunicaciones Cientıficas de la Unio´n Matema´tica Argentina”,
Co´rdoba, (september 1997), where also a counterexample to Kapklansky’s conjec-
ture was described. The list appears already in the preprint version of [AS2],
Trabajos de Matema´tica 42/96, FaMAF.
Just before submitting this paper we learned that Theorem 0.1 resp. Theorem
0.3 also appears in recent unpublished work of S. Caenenepeel, S. Dascalescu resp.
M. Beattie, S. Dascalescu L. Gru¨nenfelder, and also S. Gelaki. The methods of
these authors seem to be quite different from ours.1
Conventions. If C is a coalgebra, we denote by G(C) the set of group-like ele-
ments of C. If g, h ∈ G(C), then we denote Pg,h(C) = Pg,h = {x ∈ C : ∆(x) =
x ⊗ h + g ⊗ x}; the elements of Pg,h are called skew-primitives. When B is a
bialgebra, P1,1(B) is just the space P (B) of primitive elements.
If A is an algebra, Alg(A, k) denotes the set of all algebra maps from A to k.
If Γ is a group, we denote by Γ̂ the group of characters (one-dimensional repre-
sentations over k) of Γ.
§1. About the Hopf algebras in the list.
1This paper was submitted on November 1997.
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1.0. Let ξ ∈ k be a root of 1 of order N ≥ 2. The Taft algebra Tk(ξ) = T (ξ)
is the algebra k〈g, x| gxg−1 = ξx, gN = 1, xN = 0〉. Its Hopf algebra structure is
given by
∆(g) = g ⊗ g, S(g) = g−1, ε(g) = 1,
∆(x) = x⊗ g + 1⊗ x, S(x) = −xg−1, ε(x) = 0.
The dimension of T (ξ) is N2. It is known that T (ξ) ≃ T (ξ)∗ as Hopf algebras, and
that T (ξ) ≃ T (ξ˜) only if ξ = ξ˜.
A proper Hopf subalgebra A of T (ξ) is contained in k[g]: this follows easily
looking at the coradical filtration of A. Therefore, if A is a proper Hopf subalgebra
or quotient of T (ξ), then the order of A divides N .
Semisimple Hopf algebras of order p2 are group algebras [Ma]. The only pointed
non-cosemisimple Hopf algebras of order p2 are the Taft algebras; a more precise
characterization of Taft algebras is given in [AS2]. In fact, Taft algebras and group
algebras are the only known Hopf algebras of order p2.
1.1. The pointedness of the Hopf algebras in the list is a consequence of the
criteria [M, Lemma 5.5.1]. As in the proof of [M, Lemma 5.5.5], we conclude that
a Hopf algebra in the list has coradical k(Γ), where Γ is:
(1) Z/(p)× Z/(p), in case (a);
(2) Z/(p2), in cases (b), (c), (d);
(3) Z/(p), in cases (e), (f).
In particular, this is a first step towards deciding the non-existence of isomorphisms
between the different cases.
It is not difficult to see that all the Hopf algebras in the list have dimension p3;
e.g., using the Diamond Lemma. Alternatively, say in case (b), let A be a vector
space with a basis gixj , 0 ≤ i ≤ p2 − 1, 0 ≤ j ≤ p − 1. It is possible to write
down explicitly a multiplication table for A such that the defining relations hold;
A is then an associative algebra. Hence there is an epimorphism T˜k(q) → A. But
it is easy to see that T˜k(q) has dimension at least p
3; therefore the dimension is p3.
This idea applies to the other cases as well.
1.2. The Hopf algebra T˜k(q) does not depend, modulo isomorphisms, upon the
choice of the p-th root of q. Indeed, let T˜j := k〈h, y| hyh−1 = q1/p+jy, hp2 =
1, yp = 0〉, with comultiplication ∆(h) = h ⊗ h, ∆(y) = y ⊗ hp + 1⊗ y. Then one
has an isomorphism of Hopf algebras T˜k(q)→ T˜j determined by x 7→ y, g 7→ h1−pj .
Notice that T˜k(q) is a cocentral extension of k(Z/p) by a Taft algebra:
1 −→ Tk(q) −→ T˜k(q) −→ k(Z/p) −→ 1.
1.3. The Hopf algebra T̂k(q) is dual to T˜k(q). It is a central extension of a Taft
algebra:
1 −→ k(Z/p) −→ T̂k(q) −→ Tk(q) −→ 1;
where the central Hopf algebra is generated by gp. It is clear that no group-like
element of T˜k(q) is central; hence T˜k(q) and T̂k(q′) can not be isomorphic for any
q, q′.
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1.4. The Hopf algebra r(q) is also a central extension of a Taft algebra:
1 −→ k(Z/p) −→ r(q) −→ Tk(q) −→ 1;
again, the central Hopf algebra is generated by gp. This Hopf algebra was first
considered by Radford [R1]. The dual Hopf algebra r(q)∗ is not pointed– see loc.
cit.; hence cases (b), (c) and (d) have no intersection.
In all three cases, the Hopf algebras are not isomorphic for different values of q.
This can be shown via the first term of the coradical filtration. Indeed, it is enough
to consider T̂k(q), since T˜k(q) ≃
(
T̂k(q)
)∗
and gr r(q) ≃ T̂k(q).
1.5. The Frobenius-Lusztig kernel u(q) is the simplest example of the finite
dimensional Hopf algebras introduced in [L1], [L2]. It is easy to see that it has no
non-trivial representation of dimension 1. Looking at its coradical filtration [T], we
conclude that u(q) and u(q′) are not isomorphic unless q = q′. It is not difficult to
see that u(q) has no non-trivial quotient Hopf algebra [T]; hence it is very simple.
See also [AS1].
1.6. Information about book Hopf algebras can be found in [AS2, §6]; h(q, p−1)
was already considered in [R2, p. 352]- without assuming that the order of q
is prime. h(q,m) and h(q˜, m˜) are isomorphic if, and only if, (q˜, m˜) = (q,m) or
(q−m
2
, m−1) [AS2, Prop. 6.5]. The dual Hopf algebra (h(q,m))∗ is isomorphic to
h(q,−m) [AS2, Prop. 6.7]; in particular, h(q,m) has p different representations of
dimension 1 and hence types (e) and (f) have no intersection.
Book algebras can be obtained by bosonization [AS2]; see also Section 3. By the
criteria in [AS1], a book algebra is simple.
1.7. Semisimple Hopf algebras of order p3 were classified by Masuoka [Ma]: there
are p + 8 isomorphism types, namely three group algebras of abelian groups; two
group algebras of non-abelian groups and their duals; p+1 non-commutative, non-
cocommutative Hopf algebras constructed by extension.
In addition to the already mentioned Hopf algebras of order p3 there are also the
dual Hopf algebras (u(q))∗ and (R(q))∗. Among all these Hopf algebras of order
p3, only the Frobenius-Lusztig kernels and their duals are very simple in the sense
of the Introduction.
§2. The coradical filtration and the associated graded Hopf algebra.
2.0. Let B, H and R be as in (0.1). Then R is a braided Hopf algebra in the
category HHYD of Yetter-Drinfeld modules over H. See [R3], [Mj]. We recall the
explicit form of this structure; we follow the conventions of [AS2].
The action of H on R is given by the adjoint representation composed with γ.
The coaction is (π⊗ id)∆. These two structures are related by the Yetter-Drinfeld
condition:
δR(h.r) = h(1)r(−1) S(h(3))⊗ h(2).r(0).
Hence, R is an object of HHYD.
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Moreover, R is a subalgebra of B and a coalgebra with comultiplication
∆R(r) = r(1)γπ S(r(2))⊗ r(3);
the counit is the restriction of the counit of B. To avoid confusions, we denote here
the comultiplication of R in the following way:
∆R(r) =
∑
r(1) ⊗ r(2),
or even we omit sometimes the summation sign.
The multiplication m and the comultiplication ∆ of R satisfy
∆m = (m⊗m)(id⊗c⊗ id)(∆⊗∆).
Here c is the commutativity constraint of HHYD; explicitly
cM,N (m⊗ n) = m(−1).n⊗m(0),
for M,N ∈ HHYD, m ∈M , n ∈ N .
The map SR : R→ R given by
SR(r) = γπ(r(1))SB r(2)
(where SB is the antipode of B) is the antipode of R, i. e. the inverse of the
identity in EndR for the convolution product. Hence R is a braided Hopf algebra
in HHYD.
Conversely, givenH and a Hopf algebraR in HHYD, the tensor product B = R⊗H
bears a Hopf algebra structure, denoted R#H, via the smash product and smash
coproduct:
(2.1)
(r#h)(s#f) = r(h(1).s)#h(2)f, ∆(r#h) = r
(1)#(r(2))(−1)h(1)⊗ (r(2))(0)#h(2).
Let π : R#H → H and γ : H → R#H be the maps
π(r#h) = ε(r)h, γ(h) = 1#h.
Then γ is a section of π and we are in the setting (0.1). We term B = R#H,
following Majid, the bosonization of R.
2.1. We recall that a graded Hopf algebra is a Hopf algebra G together with
a grading G = ⊕n≥0G(n) which is simultaneously an algebra and a coalgebra
grading [Sw, Section 11.2]. In particular, ε(G(n)) = 0 for n > 0 and the antipode
is a homogeneous map of degree 0.
It turns out that G(0) is a Hopf subalgebra of G and that the inclusion γ :
G(0) →֒ G is a section of the projection π : G→ G(0) with kernel ⊕n≥1G(n). Let
R = {a ∈ G : (id⊗π)∆(a) = a⊗ 1}.
We know that R is a braided Hopf algebra in
G(0)
G(0)YD and G is the bosonization of
R.
We shall say that a braided Hopf algebra with a grading of Yetter-Drinfeld
modules is graded if the grading is simultaneously an algebra and coalgebra and
grading.
LIFTING OF QUANTUM LINEAR SPACES 9
Lemma 2.1. Keep the notation above.
(i) R is a graded subalgebra of G: R = ⊕n≥0R(n), where R(n) = R ∩G(n).
(ii) With respect to this grading, it is a braided graded Hopf algebra.
(iii) G(n) = R(n)#G(0) and R0 = R(0) = k1.
Proof. Let r ∈ R and let us decompose r =∑j rj , with rj ∈ G(j). Then we write
∆G(rj) =
∑
h
rj,h ⊗ rhj ,
where rj,h ∈ G(h), rhj ∈ G(j − h). Clearly, π(rhj ) = 0 unless h = 0. Hence
(id⊗π)∆(rj) ∈ G(j)⊗G(0). By definition of R,∑
j
rj ⊗ 1 =
∑
j
(id⊗π)∆(rj);
taking homogeneous components, we see that rj ⊗ 1 = (id⊗π)∆(rj), i.e. that
rj ∈ R. This proves (i).
It follows from the definition of the action and coaction that each R(n) is a
submodule and subcomodule. That is, R = ⊕n≥0R(n) is a grading in G(0)G(0)YD.
It is not difficult that R is a graded coalgebra. Indeed, if r ∈ R(j) then we write
(∆G ⊗ id)∆G(r) =
∑
h,t
ah ⊗ bt ⊗ cj−t−h,
where ah ∈ G(h), bt ∈ G(t), cj−t−h ∈ G(j − t− h). Hence
∆R(r) =
∑
h,t
ahπ S(bt)⊗ cj−t−h =
∑
h
ahπ S(b0)⊗ cj−h ∈ ⊕hR(h)⊗R(j − h).
Now we prove (iii). The first claim is evident, since G(n) ⊇ R(n)#G(0) and
G = ⊕n≥0G(n) = ⊕n≥0R(n) ⊗ G(0). As for the second, we know that R0 ⊆ R(0)
and R(0) = k1. Indeed, the contention follows since the coradical is contained in
the zero part of any coalgebra filtration [M, 5.3.4]; the equality follows by definition.
These two facts imply that R0 = R(0) = k1. 
2.2. Let A be a Hopf algebra and assume that its coradical A0 is a Hopf subal-
gebra (for instance, A is pointed). Then the coradical filtration is in fact a Hopf
algebra filtration and the associated graded algebra
grA = ⊕n≥0 grA(n) = ⊕n≥0An/An−1
(with A−1 = 0) is a graded Hopf algebra. See [M, 5.2.8]. If A has finite dimension
N , then grA also has dimension N .
Lemma 2.2. If grA is generated as an algebra by grA(0) ⊕ grA(1) then A is
generated as an algebra by A0 + A1.
Proof. This can be checked directly, or via the following argument: A1, grA(1) are
A0-bimodules, and the projection A→ grA(1) is a bimodule homomorphism. Since
A0 is semisimple by [LR], A1 ≃ A0⊕grA(1) as A0-bimodules. We can consider the
tensor algebra TA0(grA1) and the corresponding map π : TA0(grA1) → A- see [N,
Prop. 1.4.1]. This map is compatible with filtrations and the corresponding graded
map is bijective. Then π is bijective [B, §2, no. 8]. 
2.3. Let A be a Hopf algebra whose coradical A0 is a Hopf subalgebra.
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Lemma 2.3. The coradical filtration of grA is given by
(2.2) (grA)m = ⊕n≤m grA(n).
Definition [CM]. A graded coalgebra satisfying (2.2) is called coradically graded.
Proof. We check this for m = 0, 1; the general case is similar or else can be deduced
from these two cases by [CM, 2.2].
First, A0 = grA(0) ⊆ (grA)0 because it is cosemisimple. Conversely, the fil-
tration grA(0) ⊂ grA(0) ⊕ grA(1) ⊂ · · · ⊂ ⊕n≤m grA(n) ⊂ . . . is a coalgebra
filtration hence grA(0) ⊇ (grA)0 [Sw, 11.1.1].
Now we consider m = 1. Again, A0⊕A1/A0 ⊆ (grA)1 is easy. Let y ∈ grA and
write
y = y0 + y1 + · · ·+ ym, yj ∈ Aj/Aj−1, ym 6= 0.
Hence
∆(y) =
m∑
j=0
∆(yj) ∈ ym +⊕r+s<m grA(r)⊗ grA(s),
and ∆(ym) = z1 + z2 + z3, with z1 ∈ grA(m) ⊗ grA(0), z2 ∈ grA(0) ⊗ grA(m),
z3 ∈ ⊕r+s=m,r,s>0 grA(r)⊗ grA(s).
Now assume that m > 1. If z3 = 0, ym = 0; and if z3 6= 0, y /∈ (grA)1. So m
should be 1 and A0 ⊕ A1/A0 ⊇ (grA)1. 
2.4. Let G = ⊕n≥0G(n) be a coradically graded Hopf algebra. Let R be the
associated braided graded Hopf algebra, see 2.1.
Lemma 2.4.
(i) R0 = k1 = R(0) and P (R) = R(1).
(ii) R is a coradically graded coalgebra.
(iii) G1 = G(0)⊕ [P (R)#G(0)].
Proof. (i). We know that R0 = R(0) = k1 from Lemma 2.1.
Let r ∈ R(1). Then ∆R(r) = r1 ⊗ 1 + 1⊗ r2, for some r1, r2 ∈ R(1). Applying
id⊗ε and ε⊗ id to both sides of this equality, we conclude that r1 = r2 = r. That
is, P (R) ⊇ R(1).
Let now r ∈ P (R). If δ(r) = r(−1) ⊗ r(0) ∈ G(0)⊗R, then
∆G(r) = r ⊗ 1 + r(−1) ⊗ r(0).
As G0 = G(0), we deduce that r ∈ G1. But by hypothesis, G1 = G(0) ⊕ G(1).
We can assume that r is homogeneous; since r ∈ R(0) is not possible, we see that
r ∈ G(1). That is, P (R) ⊆ R(1).
(ii). By [CM, 2.2], it is enough to consider the cases m = 0, 1. The case m = 0
is covered by (i). For m = 1, we have, again by (i),
R1 = k1⊕ P (R) = R(0)⊕R(1).
(iii). This follows from Lemma 2.1 and (ii). 
2.5. Let H be a cosemisimple Hopf algebra. Let R be a braided graded Hopf
algebra in the category HHYD. Let G = R#H; it is easy to see that G is a graded
Hopf algebra.
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Lemma 2.5. If R0 = k1 = R(0) and P (R) = R(1), then G is a coradically graded
Hopf algebra.
§3. Quantum linear spaces.
As mentioned in the Introduction, we are interested in braided Hopf algebras R
in the category HHYD of Yetter-Drinfeld modules over a Hopf algebra H. We use in
this section the notation of [AS2, Section 4].
A version of the following result appears in [N, p. 1538].
Lemma 3.1. Let H be a finite dimensional Hopf algebra.
(i). Let x ∈ H such that ∆(x) = x ⊗ 1 + g ⊗ x, gx = xg, for some g ∈ G(H).
Then x is a scalar multiple of g − 1.
(ii). Let R be a finite dimensional braided Hopf algebra in HHYD. Let x ∈ P (R)
be a non-zero primitive element such that δ(x) = g ⊗ x, h.x = χ(h)x, for some
g ∈ G(H), χ ∈ Alg(H, k) and for all h ∈ H. Then q := χ(g) 6= 1.
Proof. Let S be the subalgebra of H generated by g and x; by hypothesis, it is a
commutative Hopf subalgebra and hence it is cosemisimple by the Cartier-Kostant
theorem. Looking at the expression of x in terms of the decomposition of S in
simple subcoalgebras, one concludes that x = λ(g− 1), for some λ ∈ k. This shows
(i).
For (ii), we apply (i) to the element x#1 of A = R#H; by (2.1), ∆(x) =
x ⊗ 1 + g ⊗ x and gx = qxg. If q = 1 then x = λ(g − 1), for some λ ∈ k. This
implies x = 0, a contradiction. 
Let K be an arbitrary Hopf algebra. Let g ∈ G(K), χ ∈ Alg(K, k) such that
χ(h)g = h(1)χ(h(2))g S(h(3)), for all h ∈ K. Let N be the order of q := χ(g); we
assume N is finite.
Let R = k[y]/(yN). Then R is a braided Hopf algebra in KKYD with K-module
and K-comodule structures given by
h.yt = χt(h)yt, δR(y
t) = gt ⊗ yt,
and comultiplication uniquely determined by ∆R(y) = y ⊗ 1 + 1⊗ y. This braided
Hopf algebra will be denoted R(g, χ). The braided Hopf algebras R(g, χ) and
R(g˜, χ˜) are isomorphic only if g = g˜ and χ = χ˜. See [AS2, Lemma 8.1].
Theorem 3.2. Let H be a finite dimensional semisimple Hopf algebra. Let R be
a finite dimensional braided Hopf algebra in HHYD. Assume that
(1) R0 = k1, where R0 is the coradical of R.
(2) dimP (R) = 1.
Then there exist g ∈ G(H), and χ ∈ Alg(H, k) such that R ≃ R(g, χ).
Proof. By (1), P (R) 6= 0. As P (R) is a Yetter-Drinfeld submodule of R, condition
(2) implies the existence of g ∈ G(H) and a character χ ∈ H∗ such that
δ(x) = g ⊗ x, h.x = χ(h)x ∀h ∈ G(H), x ∈ P (R).
Let N be the order of q = χ(g). Fix x ∈ P (R), x 6= 0. By the quantum binomial
formula, dim k[x] = N and xN = 0. In fact, k[x] ≃ R(g, χ). Hence we only need to
prove that R = k[x].
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Consider the algebra R∗. It has a unique maximal ideal, namely M := R⊥0 .
M, and a fortiori M2 and M/M2, are Yetter-Drinfeld modules. Observe that
M/M2 ≃ (P (R))∗ as H-modules. But, since H is semisimple, the projection
M → M/M2 has an H-linear section. Whence there exists T ∈ M −M2 such
that
δ(T ) = g−1 ⊗ T, h.T = χ−1(h)T ∀h ∈ H.
It is not difficult to show that R∗ = k[T ]. Hence 1, T, T 2, . . . , T d−1 is a basis of
R∗, where d = dimR, and we can consider its dual basis t0, t1, . . . , tN , . . . in R.
Note that δ(T j) = g−j ⊗ T j , h.T j = χ−j(h)T j , ∀h ∈ H; hence δ(tj) = gj ⊗ tj ,
h.tj = χ
j(h)tj , ∀h ∈ H.
On the other hand, consider the coradical filtration of R:
R0 = k1 ⊆ R1 = k1⊕ P (R) ⊆ . . . ⊆ Rj ⊆ . . .
If j ≤ N − 1, 1, x, . . . , xj belong to Rj. As (Rj)∗ ≃ R∗/Mj+1, we conclude that
1, x, . . . , xj form a basis of Rj . Hence there exist λj ∈ k such that
λjtj = x
j , j ≤ N − 1.
Now assume d > N and let z = tN . Then
∆(z) = ∆(tN ) =
∑
0≤i≤N
ti ⊗ tN−i = z ⊗ 1 + 1⊗ z +
∑
1≤i≤N−1
λiλN−ix
i ⊗ xN−i.
Therefore the subalgebra k〈x, z〉 is a Hopf subalgebra of R. Now let us compute
∆(xz) = (x⊗ 1 + 1⊗ x)
z ⊗ 1 + 1⊗ z + ∑
1≤i≤N−1
λiλN−ix
i ⊗ xN−i

= xz ⊗ 1 + x⊗ z +
∑
1≤i≤N−1
λiλN−ix
i+1 ⊗ xN−i
+ z ⊗ x+ 1⊗ zx+
∑
1≤i≤N−1
λiλN−iq
ixi ⊗ xN+1−i.
Hence xz ∈ RN+1; similarly, also zx ∈ RN+1. We conclude, looking at the decom-
position in H-submodules, that
xz = atN+1 + bx, zx = ctN+1 + dx,
for some a, b, c, d ∈ k. It follows from this that k[x] is a normal Hopf subalgebra
of k〈x, z〉, and we can form the quotient Hopf algebra. The image of z in this
finite dimensional braided Hopf algebra is invariant and primitive, hence 0. Then
k[x] = k〈x, z〉, a contradiction. 
Let K be an arbitrary Hopf algebra.
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Definition. We shall say that a braided Hopf algebraR in KKYD satisfies hypothesis
(A) if there exist a basis x1, . . . , xθ of P (R), and g1, . . . , gθ ∈ G(K), χ1, . . . , χθ ∈
Alg(K, k) such that for all j, 1 ≤ j ≤ θ,
δ(xj) = gj ⊗ xj , h.xj = χj(h)xj , for all h ∈ K, and
the order Nj of qj := χj(gj) is finite.
If K = k(Γ) is the group algebra of a finite abelian group Γ, hypothesis (A)
always holds.
If q ∈ k and 0 ≤ i ≤ n < ord q, we set (0)q! = 1,(
n
i
)
q
=
(n)q!
(i)q!(n− i)q! , where (n)q! =
∏
1≤i≤n
(i)q, (n)q =
qn − 1
q − 1 .
By the quantum binomial formula, if 1 ≤ nj < Nj , then
∆(x
nj
j ) =
∑
0≤ij≤nj
(
nj
ij
)
qj
x
ij
j ⊗ xnj−ijj .
We use the following notation:
n = (n1, . . . , nj, . . . , nθ), x
n = xn11 . . . x
nj
j . . . x
nθ
θ , |n| = n1 + · · ·+nj + · · ·+nθ;
accordingly, N = (N1, . . . , Nθ), 1 = (1, . . . , 1). Also, we set
i ≤ n if ij ≤ nj , j = 1, . . . , θ.
Then, for n ≤ N− 1, we deduce from the quantum binomial formula that
∆(xn) = xn ⊗ 1 + 1⊗ xn +
∑
0≤i≤n
0 6=i6=n
cn,ix
i ⊗ xn−i,
where cn,i 6= 0 for all i. We shall need
(3.1)
∆(xjxi) = (xj ⊗ 1 + 1⊗ xj)(xi ⊗ 1 + 1⊗ xi)
= xjxi ⊗ 1 + xj ⊗ xi + χi(gj)xi ⊗ xj + 1⊗ xjxi,
for 1 ≤ j, i ≤ θ.
Lemma 3.3. Let R be a braided Hopf algebra in KKYD satisfying hypothesis (A).
Then {xn : n ≤ N − 1} is linearly independent. Hence, dimR ≥ N1 . . .Nθ. In
particular if any element of G(K) has order p, then dimR ≥ pθ.
Proof. We shall prove by induction on r that the set
{xn : |n| ≤ r, n ≤ N− 1}
is linearly independent.
Let r = 1 and let a0 +
∑θ
i=1 aixi = 0, wuth aj ∈ k, 0 ≤ j ≤ θ. Applying ε, we
see that a0 = 0; by hypothesis we conclude that the other aj ’s are also 0.
Now let r > 1 and suppose that z =
∑
n:|n|≤r anx
n = 0. Then
0 = ∆(z) = z⊗1+1⊗z+
∑
1<|n|≤r
an
∑
0≤i≤n
0 6=i6=n
cn,ix
i⊗xn−i =
∑
1<|n|≤r
∑
0≤i≤n
0 6=i6=n
ancn,ix
i⊗xn−i.
Now, if |n| ≤ r, 0 ≤ i ≤ n, and 0 6= i 6= n, then |i| < r and |n− i| < r. By inductive
hypothesis, the elements xi ⊗ xn−i are linearly independent. Hence ancn,i = 0 and
an = 0 for all n, |n| > 1. By the step r = 1, an = 0 for all n. 
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Let now θ ∈ N and g1, . . . , gθ ∈ G(K), χ1, . . . , χθ ∈ Alg(A, k). We assume that
(3.2) the order Nj of qj := χj(gj) is finite. To avoid degenerate cases we also
assume Nj > 1; cf. Lemma 3.1.
(3.3) gigj = gjgi, χiχj = χjχi, for all i, j.
(3.4) χi(h)gi = h(1)χi(h(2))gi S(h(3)), for all h ∈ K, 1 ≤ i ≤ θ.
(3.5) χj(gi)χi(gj) = 1, for all i 6= j.
For K = k(Γ) with Γ finite abelian, the following Lemma was essentially proved
in [N, p. 1539].
Let R be the algebra generated by x1, . . . , xθ, with relations
(3.6) xN11 = 0, . . . , x
Nθ
θ = 0,
(3.7) xixj = χj(gi)xjxi, if i 6= j.
Lemma 3.4. R has a unique braided Hopf algebra structure in KKYD such that the
action and coaction are determined by
δ(xj) = gj ⊗ xj, h.xj = χj(h)xj ∀h ∈ Γ, 1 ≤ j ≤ θ,
and the xi’s are primitive. The dimension of R is N1 . . .Nθ. The coradical of R is
k1 and the space P (R) of primitive elements is the span of the x′is. R is a coradically
graded Hopf algebra, with respect to the grading where the xi’s are homogeneous of
degree 1.
We denote this braided Hopf algebra by R(g1, . . . , gθ;χ1, . . . , χθ); it will be called
a quantum linear space over K.
Proof. We first observe that R is a K-module algebra and a K-comodule algebra
because of conditions (3.3). Indeed, we can extend the preceding action and coac-
tion of K to the free algebra on generators x1, . . . , xθ; then we have to see that
the ideal generated by the relations (3.6) and (3.7) is stable by the action and
coaction. This is clear for (3.6); for (3.7), it follows from (3.3). In addition, the
Yetter-Drinfeld condition on R holds because of, and indeed is equivalent to, (3.4).
We verify next that the elements 1 ⊗ xi + xi ⊗ 1 ∈ R ⊗ R satisfy relations
(3.6) and (3.7). The first follow from the quantum binomial formula; the second,
by direct computation using (3.5). The counit is determined by ε(xi) = 0. The
existence of the antipode follows from a Lemma of Takeuchi, see [M, 5.2.10]: it
is enough to check that the the restriction of the identity to the coradical of R is
invertible. But is not difficult to see that R0 = k1. Indeed R is a graded coalgebra
whose homogeneous part of degree 0 is k1; then use [Sw, 11.1.1]. Thus R is a
braided Hopf algebra. By Lemma 3.3, dimR ≥ N1 . . .Nθ. But (3.5) guarantees
that the monomials {xn : n ≤ N − 1} generate R as vector space; whence
dimR = N1 . . .Nθ.
Finally, it is clear that R = ⊕n≥0R(n) is a graded Hopf algebra, where R(n) is
generated by the monomials xn such that |n| = n. Let z ∈ P (R); we can assume
that z is homogeneous. By the same argument as in the proof of Lemma 3.3, n = 1.
That is, R1 = P (R). The last assertion follows from [CM, 2.2]. 
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Quantum linear spaces are characterized by the following Proposition.
Proposition 3.5. Let R be a braided Hopf algebra in KKYD satisfying hypothesis
(A). Assume that
dimR = N1 . . .Nθ.
Then:
(i) χj(gi)χi(gj) = 1, for all i 6= j; and
(ii) R is a quantum linear space.
Proof. Relations (3.6) hold by Lemma 3.1. By Lemma 3.3, {xn : n ≤ N − 1} is a
basis of R, which is then generated as an algebra by x1, . . . , xθ. If i > j, xixj can
be expressed in the following way:
xixj =
∑
n
cnx
n,
for some cn ∈ k. Applying ∆, we see that cn = 0 unless xn = xjxi; so xixj = cxjxi,
for some c ∈ k. By (3.1), we have
xixj ⊗ 1 + xi ⊗ xj + χj(gi)xj ⊗ xi + 1⊗ xixj
= cxjxi ⊗ 1 + cxj ⊗ xi + cχi(gj)xi ⊗ xj + 1⊗ cxjxi.
By Lemma 3.3 again, c = χj(gi) and cχi(gj) = 1. Hence (i) and relations (3.7)
hold. Applying the action and coaction to both sides of the equality (3.7), the
conditions (3.3) follow.
We can define now a surjective algebra homomorphism
R(g1, . . . , gθ;χ1, . . . , χθ) −→ R,
which is also a morphism of Yetter-Drinfeld modules. It is easy to conclude that it
is a homomorphism of braided Hopf algebras. By a dimension argument, this map
is an isomorphism. 
§4. Quantum linear spaces over abelian groups.
Let Γ be a finite non-trivial abelian group and let H = k(Γ). We discuss in this
Section the existence of quantum linear spaces over H.
Let θ ∈ N. A datum for a quantum linear space consists of elements g1, . . . , gθ ∈
Γ, χ1, . . . , χθ ∈ Γ̂ such that conditions (3.2), . . . , (3.5) hold. Explicitly, and because
Γ is abelian, we are then requiring the following conditions:
(4.1) qj := χj(gj) 6= 1.
(4.2) χj(gi)χi(gj) = 1, for all i 6= j.
We shall say that the datum, or its associated quantum linear space, has rank θ.
Given θ, we are interested in describing all the data of rank θ. This description
could be very cumbersome. Let θ(Γ) be the greatest integer θ such that a datum
of rank θ exists.
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Lemma 4.1. Let Γ = K × H, where K and H are finite abelian groups. Then
θ(Γ) ≥ θ(K) + θ(H). If the orders of K and H are coprime, then θ(Γ) = θ(K) +
θ(H).
Proof. We identify H, K with subgroups of Γ, and Ĥ, K̂ with subgroups of Γ̂. Let
h1, . . . , hµ, η1, . . . , ηµ be a datum for H and let k1, . . . , kν, ζ1, . . . , ζν be a datum
for H. Then
h1, . . . , hµ, k1, . . . , kν in Γ, η1, . . . , ηµ, ζ1, . . . , ζν in Γ̂,
is clearly a datum for Γ. Hence θ(Γ) ≥ θ(K) + θ(H).
Conversely, asume that the orders ofH and K are coprime and let g1, . . . , gθ ∈ Γ,
χ1, . . . , χθ ∈ Γ̂ be a datum for Γ. Let us decompose
gi = hiki, where hi ∈ H, ki ∈ K, and χi = ηiζi, where ηi ∈ Ĥ, ζi ∈ K̂, 1 ≤ i ≤ θ.
We claim that hi, ηi, i ∈ I, where I := {i : ηi(hi) 6= 1} is a datum for H, and,
similarly, that ki, ζi, i ∈ J , where J := {i : /, ζi(ki) 6= 1} is a datum for K. Clearly,
χi(gi) 6= 1 implies ηi(hi) 6= 1 or ζi(ki) 6= 1;
that is, the claim implies θ(Γ) ≤ θ(K)+θ(H). We check then the claim. Condition
(4.1) is forced by the choice of the index sets. For (4.2), observe that
1 = χj(gi)χi(gj) = ηj(hi)ηi(hj)ζj(ki)ζi(kj)
implies 1 = ηj(hi)ηi(hj) = ζj(ki)ζi(kj), because the orders of ηj(hi)ηi(hj) and
ζj(ki)ζi(kj) are coprime. 
By the preceding Lemma, we are reduced to investigate the behaviour of θ(Γ)
when Γ is an abelian p-group, p a prime.
Lemma 4.2. Let Γ be a cyclic p-group, where p is an odd prime. Then θ(Γ) = 2.
Proof. We first prove that θ(Γ) ≤ 2. It is enough to show that no datum of rank
3 exists. Let us assume, on the contrary, that g1, g2, g3 ∈ Γ, χ1, χ2, χ3 ∈ Γ̂, satisfy
(4.1), (4.2). Let g be a generator of the subgroup 〈g1, g2, g3〉 and let ps be the order
of g, where s is a positive integer. Let ζ be a primitive s-th root of 1. Let a1, a2, a3,
b1, b2, b3 be integers such that
gi = g
bi , χi(g) = ζ
ai , 1 ≤ i ≤ 3.
Then condition (4.1) means that aibi 6≡ 0 mod ps and (4.2) that
a1b2 + a2b1 ≡ 0 mod ps(4.3)
a1b3 + a3b1 ≡ 0 mod ps(4.4)
a2b3 + a3b2 ≡ 0 mod ps.(4.5)
On the other hand, there exist integers r1, r2, r3 such that
(4.6) b1r1 + b2r2 + b3r3 ≡ 1 mod ps.
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Now, we multiply (4.3) by b3, (4.4) by b2, (4.5) by b1 and conclude (since p is odd)
that
a1b2b3 ≡ 0 mod ps, a2b1b3 ≡ 0 mod ps, a3b1b2 ≡ 0 mod ps.
Let us write
a1 = p
ta˜1, where t ≥ 0, p 6 |a˜1.
Then ps−t|b2b3 and hence there exist positive integers h, j such that ph|b2, pj |b3
and h+ j = s− t. From (4.3), (4.4) we deduce that pt+h|a2b1 and pt+j |a3b1. Now
assume that p 6 |b1. Then
pt+h|a2 =⇒ pt+2h|a2b2 =⇒ t+ 2h < s,
and similarly, t + 2j < s. But then h <
s− t
2
, j <
s− t
2
and therefore h + j < s,
which is not possible. Hence p|b1. By symmetry, p|b2, p|b3. This contradicts (4.6)
and finishes the proof of θ(Γ) ≤ 2.
Let g denote now a generator of Γ and let again ps be the order of g and ζ a
primitive s-th root of 1. Then g1 = g, g2 = g
a, χ1 given by χ1(g) = ζ and χ2 given
by χ2(g) = ζ
−a is a datum of rank 2 whenever a2 6≡ 0 mod ps. 
§5. Pointed Hopf algebras whose diagrams are quantum linear spaces.
Let Γ be a finite abelian group. We fix a decomposition Γ = 〈y1〉 ⊕ · · · ⊕ 〈yσ〉
and we denote by Mℓ the order of yℓ, 1 ≤ ℓ ≤ σ.
Let g1, . . . , gθ ∈ Γ, χ1, . . . , χθ ∈ Γ̂ be a datum for quantum linear space; i. e.,
(4.1), (4.2) hold. We set qi = χi(gi), Ni the order of qi. We abbreviate R :=
R(g1, . . . , gθ;χ1, . . . , χθ) for the quantum linear space defined in Section 3.
A compatible datum D for Γ and R consists of
(5.1) a scalar µi ∈ {0, 1} for each i, 1 ≤ i ≤ θ; it is arbitrary if gNii 6= 1 and
χNii = 1, but 0 otherwise;
(5.2) a scalar λij ∈ k for each i, j, 1 ≤ i < j ≤ θ; it is is arbitrary if gigj 6= 1 and
χiχj = 1, but 0 otherwise.
Remark. If λij 6= 0 and λih 6= 0, then χiχj = 1 and χiχh = 1; hence χj = χh. If
in addition the order Ni of qi := χi(gi) is odd, then j = h. Indeed, suppose j 6= h.
Then
1 = χj(gh)χh(gj) = χi(gh)
−1χi(gj)
−1 = χi(gi)
−2.
Here, the first equality is by (4.2); the second, because χj = χh = χ
−1
i ; the third,
because χi(gi)
−1 = χj(gi) = χi(gj)
−1 and similar with h instead of j. Now Ni odd
forces 1 = χi(gi), which is excluded by (3.2).
Let η be the injective map from Γ to the free algebra k〈h1, . . . , hσ, a1, . . . , aθ〉
given by
η(yn11 , . . . , y
nσ
σ ) = h
n1
1 . . . h
nσ
σ , 0 ≤ nℓ ≤Mℓ − 1, 1 ≤ ℓ ≤ σ.
We shall identify elements of Γ with elements of the free algebra k〈h1, . . . , hσ, a1, . . . , aθ〉
via η without further notice.
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Definition. Let Γ be a finite abelian group, R a quantum linear space and D
a compatible datum. Keep the notation above. Let A (Γ,R,D) be the algebra
presented by generators hℓ, 1 ≤ ℓ ≤ σ, and ai, 1 ≤ i ≤ θ with defining relations
(5.3) hMℓℓ = 1, 1 ≤ ℓ ≤ σ;
(5.4) hℓht = hthℓ, 1 ≤ t < ℓ ≤ σ;
(5.5) aihℓ = χ
−1
i (yℓ)hℓai, 1 ≤ ℓ ≤ σ, 1 ≤ i ≤ θ;
(5.6) aNii = µi
(
1− gNii
)
, 1 ≤ i ≤ θ;
(5.7) ajai = χi(gj)aiaj + λij (1− gigj), 1 ≤ i < j ≤ θ.
We shall denote in what follows by the same letters the generators of the free
algebra k〈h1, . . . , hσ, a1, . . . , aθ〉 and their classes in A (Γ,R,D); no trouble should
arise.
Lemma 5.1. There exists a unique Hopf algebra structure on A (Γ,R,D) such that
(5.8) ∆(hℓ) = hℓ ⊗ hℓ, ∆(ai) = ai ⊗ 1 + gi ⊗ ai, 1 ≤ ℓ ≤ σ, 1 ≤ i ≤ θ.
Proof. Let also ∆ : k〈h1, . . . , hσ, a1, . . . , aθ〉 → A (Γ,R,D)⊗A (Γ,R,D) denote the
algebra map defined by (5.8). Clearly, ∆(h) = h⊗ h whenever h is a monomial in
the hℓ’s. We have to verify that the elements Hℓ = hℓ ⊗ hℓ, Ai = ai ⊗ 1 + gi ⊗ ai
satisfy the defining relations. This is not difficult for (5.3), (5.4), (5.5). For relations
(5.6), (5.7), the reason is the same: both sides of each equality are skew-primitive
elements related to the same group-likes. For instance, we have
∆(ai)
Ni = aNii ⊗1+gNii ⊗aNii = µi(1−gNii )⊗1+gNii ⊗µi(1−gNii ) = ∆µi(1−gNii ).
Here the first equality follows from (5.4) and the definition of ∆ via the quantum
binomial formula, since the order of qi is Ni; the second, from (5.6); the third is
clear. This proves that Hℓ, Ai satisfy (5.6). For (5.7), the computation is also
direct. It is clear that ∆ is coassociative.
The algebra map ε : A (Γ,R,D)→ k uniquely determined by ε(hℓ) = 1, ε(ai) =
0, for all ℓ and i, is the counit of A (Γ,R,D). We claim that there is a unique
algebra map S : A (Γ,R,D)→ A (Γ,R,D)op such that for all ℓ and i,
S(hℓ) = h−1ℓ , S(ai) = −g−1i ai.
The verification of relations (5.3), (5.4), (5.5), (5.7) is straightforward. For (5.6),
we first check by induction that
S(ai)n = (−1)nqn(n−1)/2i g−ni ani .
As qi is a primitive Ni-th root of 1, (−1)NiqNi(Ni−1)/2i = −1. Hence
S(ai)Ni = −g−Nii aNii = µi(1− g−Nii ) = µi(1− S(gi)Ni).
The map S is clearly an antipode and the Lemma follows. 
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Proposition 5.2. Let Γ be a finite abelian group, R a quantum linear space and
D a compatible datum. Keep the notation above. The set of monomials
hr11 . . . h
rσ
σ a
s1
1 . . . a
rθ
θ , 0 ≤ rℓ < Mℓ, 0 ≤ si < Ni, 1 ≤ ℓ ≤ σ, 1 ≤ i ≤ θ
is a basis of A (Γ,R,D). In particular,
(5.9) dimA (Γ,R,D) =
∏
1≤ℓ≤σ
Mℓ
∏
1≤i≤θ
Ni = |Γ| dimR.
Proof. Let us assume that the scalars µi, λij are arbitrary. It is not difficult to
conclude from relations (5.4), (5.5) and (5.7) that these monomials generate the
vector space A (Γ,R,D). By the Diamond Lemma [Be], it is then enough to verify
that the following overlaps can be reduced to the same normal form:
(5.10) (aihℓ)h
Mℓ−1
ℓ = ai
(
hℓh
Mℓ−1
ℓ
)
;
(5.11) (aihℓ)ht = ai (hℓht), t < ℓ;
(5.12)
(
aNi−1i ai
)
hℓ = a
Ni−1
i (aihℓ);
(5.13)
(
a
Nj−1
j aj
)
ai = a
Nj−1
j (ajai), i < j;
(5.14) (ajai) a
Ni−1
i = aj
(
aia
Ni−1
i
)
, i < j;
(5.15) (ajai)hℓ = aj (aihℓ), i < j.
Here we order the monomials in the following way. If z1 < z2 < · · · < zm are
indeterminates, we define the standard ordering on monomials A,B in z1, . . . , zm
in the usual way: A < B if length(A) < length(B), or A and B have the same
length and A is lexicographically smaller than B. If A is a monomial in h1, . . . , aθ,
let φ(A) be its a-part, that is the image under the monoid homomorphism φ with
φ(hℓ) = 1, φ(ai) = ai for all ℓ, i. We order the monomials in h1, . . . , aθ as follows:
h1 < · · · < hσ < a1 < · · · < aθ; A < B if φ(A) < φ(B) in the standard ordering
of the monomials in a1, . . . , aθ, or φ(A) = φ(B) and A is smaller than B in the
standard ordering of h1, . . . , aθ.
The verification of (5.10), (5.11) is easy and gives no condition. The verification
of (5.12) amounts to
µi
(
1− gNii
)
hℓ = µiχ
−1
i (yℓ)
Nihℓ
(
1− gNii
)
.
This imposes the condition
(5.16) If gNii 6= 1 and χNii 6= 1 then µi = 0.
The verification of (5.13) turns to
µj
(
1− gNjj
)
ai
= µjχi(gj)
Njai−µjgNjj ai+λij
(
1 + χi(gj) + χi(gj)
2 + · · ·+ χi(gj)Nj−1
)
a
Nj−1
j ;
and so we need the conditions
λij
(
1 + χi(gj) + χi(gj)
2 + · · ·+ χi(gj)Nj−1
)
= 0.(5.17)
If g
Nj
j 6= 1 and χi(gj)Nj 6= 1 then µi = 0.(5.18)
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In the same vein, for (5.14) and (5.15) it is necessary that
λij
(
1 + χi(gj) + χi(gj)
2 + · · ·+ χi(gj)Ni−1
)
= 0.(5.19)
If gNii 6= 1 and χi(gj)Ni 6= 1 then µi = 0.(5.20)
If gigj 6= 1 and χiχj 6= 1 then λij = 0.(5.21)
Now it is harmless to assume that
µi = 0 if g
Ni
i = 1, λij = 0 if gigj = 1.
The combination of this last assumption and (5.16) is exactly the constraint in
(5.1); in turn, the constraint in (5.2) is equivalent to the assumption together with
(5.21). Also, condition (5.16) implies (5.18) and (5.20). It remains to show that
(5.17) and (5.19) are consequences of (5.21).
Indeed, assume that λij 6= 0; by (5.21), this is only possible if gigj 6= 1 and
χiχj = 1. But then χi(gi) = χj(gj)
−1, thanks to (4.2). Thus Ni = Nj . Moreover,
χi(gj)
Njχj(gj)
Nj = 1 and hence χi(gj)
Nj = 1. Therefore (5.17) and (5.19) hold. 
Corollary 5.3. The Hopf algebra A (Γ,R,D) is pointed and its coradical filtration
is given by
(5.22)
A (Γ,R,D)n =
〈
hr11 . . . h
rσ
σ a
s1
1 . . . a
sθ
θ , 0 ≤ rℓ < Mℓ, 0 ≤ si < Ni, ∀ℓ, i,
∑
i
si ≤ n
〉
.
In particular,
(5.23)
Pgi,1(A (Γ,R,D)) =
(⊕j:gj=gik(1− gj))⊕ (⊕j:gj=gikaj) , 1 ≤ i ≤ θ,
Pg,1(A (Γ,R,D)) = k(1− g) if g 6= gi.
Proof. The subalgebra k[h1, . . . , hσ] of A (Γ,R,D) coincides with its coradical. In-
deed, k[h1, . . . , hσ] ⊃ A (Γ,R,D)0 by [M, 5.5.1] and the other inclusion is evident.
Hence, A (Γ,R,D) is pointed and A (Γ,R,D)0 is isomorphic to the group algebra
of Γ.
Now we consider the graded Hopf algebra grA (Γ,R,D) associated to the corad-
ical filtration, and the diagram of A (Γ,R,D). It follows from Proposition 5.2 that
the diagram is isomorphic to R. By Lemma 3.4, we know the coradical filtration of
R. By Lemmas 2.3 and 2.4, we know then the coradical filtration of grA (Γ,R,D).
We conclude, by a recursive argument that the coradical filtration of A (Γ,R,D) is
given by (5.22). In particular,
A (Γ,R,D)1 = A (Γ,R,D)0⊕A (Γ,R,D)0 a1⊕A (Γ,R,D)0 a2 · · ·⊕A (Γ,R,D)0 aθ.
The claim (5.23) follows by a direct computation. 
Let now A be a finite dimensional pointed Hopf algebra such that the group
G(A) of its group-like elements is isomorphic to Γ. We denote H = k(Γ). By the
Theorem of Taft and Wilson [M, Thm. 5.4.1], A1 = k(Γ) + (⊕g,h∈ΓPg,h).
If M is an H-module (respectively, comodule) then Mχ (resp., Mg) denotes the
isotypic component of type χ ∈ Γ̂ (resp., of type g ∈ Γ). If M is an object in HHYD
then Mχg :=Mg ∩Mχ. Any finite dimensional M ∈ HHYD decomposes as
M = ⊕g∈Γ,χ∈Γ̂Mχg .
The adjoint action of Γ on A leaves stable each space Pg,h; hence, we can further
decompose Pg,h = ⊕χ∈Γ̂Pχg,h.
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Lemma 5.4. Let grA be the graded Hopf algebra associated to the coradical filtra-
tion and let R be the diagram of A.
(i). The first term of the coradical filtration of A is given by
A1 = k(Γ)⊕ (⊕ g,h∈Γ
χ∈Γ̂,χ 6=ǫ
Pχg,h).
Thus the second summand is isomorphic to grA(1).
(ii). If P (R) = ⊕1≤j≤MP (R)gi with P (R)gi 6= 0, then Pg,h(A) contains properly
Pg,h(A) ∩ k(Γ) = k(g − h) if and only if (g, h) = (gis, s), for some s ∈ Γ.
Proof. If ǫ is the trivial character of Γ, then P ǫg,h ⊂ k(Γ) by Lemma 3.1. Since Γ
is abelian, P ǫg,h = Pg,h ∩ k(Γ). This shows part (i). Part (ii) follows at once from
part (i) and formulas (2.1). 
Lifting Theorem 5.5. Let A be a pointed finite dimensional Hopf algebra with
coradical H = k(Γ), where Γ is an abelian group as above. Let grA be the graded
Hopf algebra associated to the coradical filtration. Let R be the diagram of A. We
assume that R is a quantum linear space.
Then there exists a compatible datum D such that A is isomorphic to A (Γ,R,D)
as Hopf algebras.
Proof. Let x1, . . . , xθ be the generators of R satisfying the relations (3.6), (3.7).
We identify xj , resp. h ∈ Γ, with xj#1, resp. 1#h, in R#k(Γ) ≃ grA. By (2.1),
we see that grA can be presented by generators hℓ, 1 ≤ ℓ ≤ σ, xi, 1 ≤ i ≤ θ and
relations (5.3), (5.4),
(5.24) xNii = 0,
(5.25) hℓxi = χi(hℓ)xihℓ,
(5.26) xixj − χj(gi)xjxi = 0,
for all 1 ≤ ℓ ≤ σ, 1 ≤ i 6= j ≤ θ. The Hopf algebra structure of grA is determined
by
∆(h) = h⊗ h, ∆(xi) = xi ⊗ 1 + gi ⊗ xi,
1 ≤ i ≤ θ, h ∈ Γ. Hence xi ∈ Pgi,1(grA)χi . According to Lemma 5.4, we can
choose ai ∈ Pgi,1(A)χi such that ai = xi in grA(1) = A1/A0. By Lemma 2.2, A
is generated by hℓ, 1 ≤ ℓ ≤ σ ai, 1 ≤ i ≤ θ. It is clear that relations (5.3) and
(5.4) also hold in A. We verify now that relations (5.5), (5.6), (5.7) hold for some
collection of scalars µi, λij , and at the same time, that this choice must fulfill the
constraints in (5.1) and (5.2). For (5.5), this follows from the choice of the ai’s. We
check (5.6). By the quantum binomial formula,
aNii ∈ PgNi
i
,1
(A)χ
Ni
i .
We know that
gia
Ni
i g
−1
i = χ
Ni
i (gi)a
Ni
i = q
Ni
i a
Ni
i = a
Ni
i ;
by Lemma 3.1, aNii ∈ k(gNii − 1). Dividing out ai by an appropiate scalar, we see
that relations (5.6) hold, for µi either 0 or 1. If g
Ni
i 6= 1 we can assume without
trouble that µi = 0. So let us suppose that g
Ni
i = 1. If µi = 1 then
hℓa
Ni
i h
−1
ℓ = χ
Ni
i (hℓ)a
Ni
i = a
Ni
i ;
hence χNii is forced to be 1.
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We prove now (5.7). By (4.2) and the choice of the ai’s, it follows that
aiaj − χj(gi)ajai ∈ P1,gigj (A)χiχj .
By Lemma 5.4, if aiaj − χj(gi)ajai /∈ k(Γ), then for some h 6= i, j, χiχj = χh. But
then gigj = gh. By (4.2) again,
1 = χh(gi)χi(gh) = χi(gi)χj(gi)χi(gi)χi(gj) = χi(gi)
2
and hence χi(gi) = −1. Similarly, χj(gj) = −1. So
χh(gh) = χi(gi)χj(gi)χi(gj)χj(gj) = 1,
a contradiction. Therefore aiaj −χj(gi)ajai ∈ k(Γ) and by Lemma 3.1, there exist
scalars λij such that aiaj − χj(gi)ajai = λij (1− gigj); i.e. (5.7) holds. If gigj = 1
we assume without harm that λij = 0. If gigj 6= 1 and λij 6= 0 then, arguing as for
the µi’s, we see that χiχj = 1. Hence the collection λij satisfies the constraints of
(5.2).
Then the datum D = (µi, λij) is compatible and we have a Hopf algebra surjec-
tion A (Γ,R,D) → A. As A (Γ,R,D) and A have the same dimension, they are
isomorphic. 
We deduce now Theorem 0.2 from Theorem 5.5. We need the following Lemma.
Lemma 5.6. Let Γ be a finite non-trivial abelian group and let H = k(Γ). Let R
be a braided Hopf algebra in HHYD, with trivial coradical: R0 = R(0) = k1.
(a) If dimR = p then dimP (R) = 1 and R is a quantum line.
(b) If dimR = p2 then dimP (R) = 1 or 2, and R is respectively a quantum line
or a quantum plane.
Proof. Let R be a finite dimensional braided Hopf algebra in HHYD, with trivial
coradical. Since R0 = k1 and R ) R0, P (R) 6= 0. On the other hand, P (R) is a
Yetter-Drinfeld submodule of R, hence P (R) = ⊕g∈Γ,χ∈Γ̂P (R)χg .
Let x ∈ P (R)χg , x 6= 0, for some g ∈ Γ, χ ∈ Γ̂. Let q = χ(g) and let N be
the order of q; q 6= 1 by Lemma 3.1; that is, N > 1. It is not difficult to see that
the subalgebra k[x] of R is a braided Hopf subalgebra of dimension N . It follows
from the Nichols-Zoeller Theorem that N divides the dimension of R, see [AS2,
Proposition 4.9].
Let x1, . . . , xθ be a basis of P (R) such that xj ∈ P (R)χjgj , for some gj ∈ Γ,
χj ∈ Γ̂, for all j. Let Nj be the order of χj(gj).
If the dimension of R is p, the considerations above show that R = k[x1]. This
proves part (a).
We now assume that the dimension of R is p2. If N1 = p
2, then θ = 1 and R
is a quantum line. So we can further suppose that Nj = p for all j. By Lemma
3.3, θ ≤ 2. If θ = 1, then Theorem 3.2 forces dimR = p. This is a contradiction
and therefore θ = 2. We conclude then, by Proposition 3.5, that R is a quantum
plane. 
Proof of Theorem 0.2. Let grA be the graded Hopf algebra associated to the corad-
ical filtration and let R be the braided Hopf algebra in HHYD such that grA ≃ R#H
as in 2.2. If the index of H in A is p or p2, then R is a quantum line or plane,
according to Lemma 5.6. The description follows now from Theorem 5.5. 
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§6. Families of Hopf algebras of the same dimension. We shall specialize
Proposition 5.2 to the simplest possible Γ and R and suitable D.
Let us assume that Γ is a cyclic group of order MN , where M > 1 and N > 2.
Let us fix a generator y of Γ. Let q be a primitive N -th root of 1. We consider the
following datum of quantum linear plane:
g1 = g2 = y ∈ Γ, χ1, χ2 ∈ Γ̂, χ1(y) = q, χ2(y) = q−1.
We consider the compatible datum
D = (µ1 = 1, µ2 = 1, λij = λ) ,
where λ ∈ k is arbitrary.
As above, given a positive integer n, Gn denotes the group of n-th roots of 1 in
k.
Theorem 6.1. Let B (M,N, q, λ) be the algebra presented by generators h, a1, a2
with defining relations
(6.1) hNM = 1;
(6.2) ha1 = qa1h, ha2 = q
−1a2h;
(6.3) aN1 = 1− hN , aN2 = 1− hN ;
(6.4) a2a1 − qa1a2 = λ
(
1− h2).
Then B (M,N, q, λ) has dimension MN3 and carries a Hopf algebra structure given
by
∆(h) = h⊗ h, ∆(ai) = ai ⊗ 1 + h⊗ ai, 1 ≤ i ≤ 2.
It is pointed and its coradical filtration is given by
(6.5) B (M,N, q, λ)n = 〈hiaj11 aj22 : 0 ≤ i ≤ NM, 0 ≤ j1, 0 ≤ j2, j1 + j2 ≤ n〉.
In particular,
(6.6)
Ph,1(B (M,N, q, λ)) = k(1− h) ⊕ ka1 ⊕ ka2
Pg,1(B (M,N, q, λ)) = k(1− g) if g ∈ Γ, g 6= h.
The Hopf algebras B (M,N, q, λ) and B
(
M,N, q, λ˜
)
are isomorphic if and only
if λ˜ = uλ for some u ∈ GN .
Proof. The Hopf algebra structure and the dimension statements follow from Lemma
5.1 and Proposition 5.2. The description of the coradical follows from Corollary
5.3.
We prove now the isomorphism statement. We denote by h˜, a˜i, the generators
of B
(
M,N, q, λ˜
)
. We assume first that B (M,N, q, λ) and B
(
M,N, q, λ˜
)
are iso-
morphic; let φ : B (M,N, q, λ) → B
(
M,N, q, λ˜
)
be a Hopf algebra isomorphism.
Then φ induces a linear isomorphism
Ph,1(B (M,N, q, λ)) ∼−→ Pφ(h),1(B
(
M,N, q, λ˜
)
).
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By (6.6), dimPh,1(B (M,N, q, λ)) = 3; hence dimPφ(h),1(B
(
M,N, q, λ˜
)
) = 3 and
by (6.6) again, we have φ(h) = h˜.
Let us write φ(a1) = α1(1− h˜) + α2a˜1 + α3a˜2, for some αi ∈ k.
By (6.2), we have φ(h)φ(a1)φ(h)
−1 = qφ(a1). Hence α1 = 0 = α3 and φ(a1) =
α2a˜1, with α2 6= 0. By a similar reason, φ(a2) = β3a˜2, with β3 6= 0. Now, by (6.3),
1− h˜N = φ(1− hN ) = φ(aN1 ) = αN2 a˜1N = αN2
(
1− h˜N
)
.
Hence αN2 = 1, and similarly β
N
3 = 1. Notice finally that (6.4) implies
α2β3λ˜ = λ.
Conversely suppose that λ˜ = uλ for some u ∈ GN . Then there is a Hopf algebra
isomorphism φ : B (M,N, q, λ)→ B
(
M,N, q, λ˜
)
uniquely determined by
φ(h) = h˜, φ(a1) = a˜1, φ(a2) = ua˜2. 
The following result is a consequence of the argument of the proof of the Theorem
and answers a question of A. Masuoka.
Corollary 6.2. The group of Hopf algebra automorphisms of B (M,N, q, λ) is fi-
nite.
Proof. Indeed, any automorphism T has the following form, for some j ∈ Z/N :
T (h) = h, T (a1) = q
ja1, T (a2) = q
−ja2. 
Remark. The Hopf algebra B (M,N, q, λ) arises as a central extension:
1 −→ k[hN ] −→ B (M,N, q, λ) π−→ A
(
Γ̂, R̂, D̂
)
−→ 1,
but π has no Hopf algebra section. As M and N could be coprime, this shows that
Zassenhaus theorem does not generalize to Hopf algebras.
Proof of Theorem 0.3. It is an immediate consequence of Theorem 6.1, letting
M = N = p. 
Remark. There are also easy examples with Γ = Z/NM1 ⊕ Z/NM2 of families
of pointed non-isomorphic Hopf algebras of dimension N4M1M2, in particular of
dimension p6. The construction and proof are very similar.
§7. Pointed Hopf algebras of order p3.
Let A be a non-cosemisimple pointed Hopf algebra of order p3, and let Γ be the
group of its group-like elements. By Nichols-Zoeller Theorem [NZ], we have the
following possibilities:
(i) Γ = Z/(p)× Z/(p), (ii) Γ = Z/(p2), (iii) Γ = Z/(p).
We shall discuss the cases separately and deduce from Theorem 0.2 that in case (i)
A should be of type (a), in case (ii) A should be of type (b), (c) or (d) and in case
(iii) A should be of type (e) or (f).
Case (i). Here k(Γ) has index p in A and Theorem 0.2 (ii) applies. Relation (0.3)
turns to ap = 0, because any element in Γ has order p. It is easy to see that
A ≃ k(kerχ)⊗k〈g, a〉, and that the second factor is isomorphic to a Taft algebra. 
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Case (ii). Again, k(Γ) has index p in A and Theorem 0.2 (ii) applies. Let g, χ, q, a
be as in Theorem 0.2 (ii); the order of q is p.
We assume first that the order of g is also p. Then the relation (0.3) implies
ap = 0. On the other hand, let h ∈ Γ be the generator such that hp = g. Clearly,
ξ := χ(h) has order p2. We claim that there is an isomorphism of Hopf algebras
A ≃ k〈h, x| hxh−1 = ξx, hp2 = 1, xp = 0〉,
where the comultiplication in the right hand side is as in type (b). Indeed the
existence of a surjective homomorphism from the right hand side to the left follows
from the considerations above; by a dimension argument it is an isomorphism. So,
we are in type (b).
We assume next that the order of g is p2. Hence, ap = λ(1− gp) for some λ ∈ k.
If λ = 0, A is of type (c); otherwise we replace a by (p
√
λ)−1a and conclude that
A is of type (d). 
Case (iii). Now k(Γ) has index p2 in A and Theorem 0.2 (iii) applies. We observe
that possibility (a) is excluded, since every element of Γ has order p. Let gi, χi, qi, ai
be as in Theorem 0.2 (iii). We set g = g1 and q = χ(g) ∈ Gp. There are integers
m,n such that g2 = g
m and χ2(g) = q
n. But χ1(g2)χ2(g1) = 1 forces n = −m.
Relations (0.7) turn to api = 0. If λ = 0 in (0.9), then A is isomorphic to a book
algebra and is of type (f). If λ 6= 0, then χ1χ2 = 1 implies m = −1. It is now clear
that A is isomorphic to the Frobenius-Lusztig kernel; that is, it is of type (e). 
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