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В работе рассматривается метод робастного оценивания 
параметров нейросетевых моделей. 
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The paper deals with the robust method of estimating the 
parameters of neural network models. 
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Рассматривается задача аппроксимации векторной функции 
векторной переменной с целью построения робастной 
формальной математической модели системы или процесса в 
форме обучаемой искусственной нейронной сети (ИНС) [1, 2]. 
Входными данными для аппроксимации данных с помощью 
ИНС являются: входные параметры и управляющие переменные 
опытных образцов  (0)phY ; выходные параметры  pid . 
Простейшая ИНС с одним скрытым слоем (K=1) 
изображена на рисунке. Здесь  (0)phY  – множество входных 
данных,  (k)iY  – множество выходных данных k–ого слоя; k – 
номер слоя, k = 1…(K+1), K – число скрытых слоев; p=1…P, P – 
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число аналогов;  (k)ijw  – множество параметров k  ого слоя; i – 
элемент k – ого слоя; j – элемент (k – 1) – ого слоя. 
Введены следующие обозначения: 0H  – количество входов 
сети; 1H  – количество нейронов скрытого слоя; 2H  – 
количество выходов сети. 
В качестве скалярной свертки функций выбора при поиске 
решения задачи аппроксимации с помощью ИНС 
использовалась функция вида [1]: 
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  , 

ii ff
 ,  - средние квадратические отклонения 
(индекс * - желаемые значения); 
   dCdf fit  exp1 , 0C , d  - аргумент функции 
приспособденности ( 0d ); 
,   – параметры регуляризации. 
 







Рисунок. Структура ИНС 
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  – находилось методом стохастической 
аппроксимации на основе овражного метода сопряженных 
градиентов [2]:  
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ijw  – «аддитивный шум».  
Применение предлагаемых разработок позволяет получать 
стабильные (робастные) оценки параметров нейросетевых 
моделей в условиях неопределенности входных данных, что 
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