Abstract. We consider the Liénard analytic differential systemsẋ = y,ẏ = −cx − f (x)y, with c ∈ R and f : R → R an analytic function. Then for such systems we characterize the existence of local analytic first integrals in a neighborhood of the singular point located at the origin.
Introduction and statement of the main results
One of the more classical problems in the qualitative theory of planar analytic differential systems in R 2 is to characterize the existence of analytic first integrals in a neighborhood of an isolated singular point.
One of the best and oldest results in this direction is the analytic nondegenerate center theorem. In order to be more precise we recall some definitions. A singular point is a nondegenerate center if it is a center with eigenvalues purely imaginary. If a real planar analytic system has a nondegenerate center, then after an affine change of variables and a rescaling of the independent variable t, it can be written in the form (1)ẋ = y + X(x, y), y = −x + Y (x, y), where X(x, y) and Y (x, y) are real analytic functions without constant and linear terms defined in a neighborhood of the origin. The dot will always denote derivative with respect to the independent variable t.
Let U be an open subset of R 2 , H : U → R be a nonconstant analytic function and X be an analytic vector field defined on U . Then H is an analytic first integral of X in U if H is constant on the solutions of
The next result is due to Poincaré [7] , [8] and Liapunov [5] ; see also Moussu [6] .
Theorem 1 (Analytic nondegenerate center theorem). The analytic differential system (1) has a nondegenerate center at the origin if and only if there exists an analytic first integral defined in a neighborhood of the origin.
One of the more studied differential equations is the so-called generalized Liénard equation
Such dynamical systems appear very often in several branches of the sciences, such as biology, chemistry, mechanics, electronics, etc. Here we will restrict our studies to the case g(x) = cx.
The differential equation (2) of second order with g(x) = cx can be written as the equivalent 2-dimensional Liénard differential system of first order
For c = 1 the Liénard differential systems (3) are called the classical Liénard systems. The main objective of this paper is to study the analytical integrability of the Liénard systems (3) depending on the analytic function f (x) and on c ∈ R. We assume that f (x) ≡ 0; otherwise system (3) becomes a differential linear system. If c = 0, then the Liénard differential system (3) becomes a differential equation in separable variables and its integration is easy, so we do not consider this case here. Moreover we will see in Section 2 that after a rescaling of the variables x, y, t we always go over the cases c = ±1. In the rest of the paper we consider only these two possibilities.
As is well known, the function
will be useful in the study of the Liénard differential systems (3). The main result of this paper is the following. 
The paper has been structured as follows: Sections 2, 3 and 4 are dedicated to preliminary results. Using all of them in Section 5 we prove Theorem 2.
Preliminary results
Under the assumption that c = 0 we shall show that we can reduce the study of the Liénard differential systems (3) to the cases c = ±1. In the rest of this section we shall introduce three results that will be used throughout the paper. The first two results are also true for complex analytic vector fields, but since here we only work with real analytic vector fields, we state them only for this last class of vector fields.
The following result is due to Poincaré and its proof can be found in [8] ; see also [3] . Theorem 4. Let X = X (x, y) be a real analytic vector field defined in a neighborhood of the origin such that X (0, 0) = 0. Assume that the eigenvalues λ 1 = 0 and λ 2 = 0 at the origin of X do not satisfy any resonance condition of the form
Then X has no local analytic first integrals in a neighborhood of the origin.
We must mention that the singular points appearing in the statements of Theorem 4 can be real or complex, independently of the fact that we are working with real vector fields.
We have the following nice characterization of the centers at the origin for the Liénard systems (3) with c = 1; see for instance [1] . In this section we consider system (3) with f (0) = 0. We studied the analytic integrability of it in the next four propositions.
As is usual, Z + will denote the set of nonnegative integers, Z − will denote the set of negative integers, Q + will denote the set of nonnegative rationals, and Q − will denote the set of negative rationals. Proof. We note that system (3) has the singular point (0, 0). If X =(y, −cx+f (x)y), then the eigenvalues of DX (0, 0) are
Suppose that there exist positive integers k 1 and k 2 such that k 1 λ 1 + k 2 λ 2 = 0. Then λ 1 = −αλ 2 with α a positive rational. The two equalities of (4) become
Note that α = 1 because f (0) = 0, and α = 0 because c = 0. Therefore, since by assumptions f (0) 2 /c / ∈ Q − , we cannot have k 1 λ 1 + k 2 λ 2 = 0. Then the proposition follows using Theorem 4. where we have written again (x, y, t) instead of (X, Y, T ), and where h.o.t. means terms of higher order. We assume that H = H(x, y) is a local analytic first integral in a neighborhood of the origin. We write it as H = k≥1 H k (x, y), where H k are homogeneous polynomials of degree k. We will show by induction that
Then clearly from (5) we will obtain that system (3) has no local analytic first integrals, and the proof of the proposition will be done. Since H is a first integral, it must satisfy
Now we will prove (5) using induction with respect to k. The terms of degree one in (6) must satisfy
Clearly, since α = 0 we have that ∂H 1 /∂y = 0. Then we also obtain ∂H 1 /∂x = 0 and thus H 1 = 0, which proves (5) for k = 1. Now we assume that (5) is true for k = 1, . . . , j − 1 with j ≥ 2 and we will prove it for k = j. By the induction hypothesis, the terms of order j in (6) must satisfy
Therefore, either H j = 0 or H j is a first integral of the linear differential systeṁ
Computing a first integral of this system we obtain that it must be a function h(G) of G with
The unique possibility in order that h(G) be a polynomial is that
Then we have that
in contradiction with the assumptions on α. Note that we can assume n 3 > n 1 . Furthermore, n 1 and n 3 are coprime, since otherwise, setting n 1 = g.c.d.{n 1 , n 3 }n 1 and n 3 = g.c.d.{n 1 , n 3 }n 3 , we get
Since all first integrals are functions of G it is clear that H j cannot be a homogeneous polynomial of degree j. Hence H j = 0 and the induction process has ended.
2 for some coprime p, q ∈ Z + and p > q. Then system (3) with c = −1 has the global analytic first integral
Proof. Under the assumptions of the proposition, system (3) becomes Proof. Under the assumptions of the proposition, system (3) becomes
Making the change of variables
Renaming y = X and x = Y , system (9) becomes
Now equation (13) becomes
(15)
where the prime denotes derivative with respect to the variable u. After simplifying by T (n−1)/p equation (15), we restrict it to T = 0 obtaining
ThereforeH n (u) = 0. This proves (14) for j = n. In short the proposition is proved.
In this section we prove the following proposition. where denotes the derivative with respect to τ andã 2j = (−1) j a 2j . Note that u is real and that v and τ are pure imaginary. Note that on the plane R × iR we have that system (18) is a center because it has a focus or a center at the origin and it is invariant under the symmetry (u, v, τ ) → (u, −v, −τ ). Therefore it has a local
