In this section, we include further details of the emulator models fitted to the System for Atmospheric Modelling cloud-resolving model (Khairoutdinov and Randall, 2003; Feingold et al., 2016) as detailed in Section 6 of the article. After building an emulator based on 105 training points, we found that having two distinct regions was most likely. In particular, there was a large region associated with high values for the output proportion and a much smaller region associated with low output proportions. The MAP estimates for the parameters of the Gaussian process models in each region are given in Table 1 .
Region
Diagonal of roughness matrix, Bβσ 2 Large region 2.38986 0.66088 2.94809 2.07238 4.19353 31.77767 0.83469 0.05940 Small region 1.21890 0.50040 0.85465 1.08899 1.61007 20.84341 0.32239 0.00469 Table 1: MAP parameters for the two regions To test the predictive ability of our initial model, we created 35 additional validation points using a Latin hypercube design as recommended in Bastos and O'Hagan (2009) . The complete input configurations for the 35 validation points are given in Table 2 . Given the size of the larger region, 33 of the 35 points fell within its boundaries (with respect to the MAP-estimate partition). Figure 1 shows the performance of the emulator at the 35 points. Generally speaking, the level of uncertainty and agreement with the true simulator output is acceptable for the 33 points with relatively high output proportions. For the two points that correspond to lower proportions of cloud cover in the model, the performance of the emulator is much worse: in one of the cases, the point is in an uncertain region of the input space where it is not known which region the point belongs and, in the other case, the point is misclassified as being in the region corresponding to larger proportions. Despite the poor fit for the lower proportions, our method performed better at predicting these validation points (MSE = 0.016) than the Treed GP (MSE = 0.032) and a standard Gaussian process model with no partitioning (MSE = 0.025). However, the issues with poor prediction for the location of one region motivated the use of a sampling regime to better locate the boundaries of the regions (as is detailed in Section 4 of the paper).
The second model fit as described in Section 6 of the paper gives much more certainty to the location of the partition between the two output regimes. This is achieved by targeting the location using the design algorithm in Section 4 of the paper. The resulting validation of the model show a clearer distinction between the two regimes and less uncertainty with regards to the low output proportion region because many more input configurations now fall within that region and the emulator is more confident in matching the model behaviour there. Index We also apply our method to data on recorded ammonia (NH 4 ) levels at locations across the USA, obtained from obtained from the National Atmospheric Deposition Program (National Atmospheric Deposition Program, 2007) , which can be seen in Figure 2 . The NH 4 was measured at 250 locations in the USA, with the two points in the bottom right corresponding to the United States Virgin Islands and Puerto Rico. On plotting the data in Figure 2 , we have found that there is a drastic change in the output for certain areas of the USA. In other locations, however, the output does not change as drastically, suggesting that we may have heterogeneity. As this is real observed data, which is observed with error as opposed to a deterministic computer output as in Section 6 of the main paper, the error term σ 2 is included in our model. The integrated surface that we obtain for this example, via application of our modelling approach, is shown in Figure 2 . This surface suggests that the north-central region of the USA has higher levels of ammonia compared to the rest of the country. We also notice that the north western region of the USA has much lower levels than the rest of the country. Figure 3 shows our posterior distribution for the number of regions of different behaviour in NH 4 over the USA. We see that we have a bell shaped distribution that peaks at eight regions with an elongated tail towards the larger values, showing that there are most likely 8 different regimes over the spatial area. As with the previous examples in the paper, we test our method against the TGP and the standard Gaussian process modelling approaches. To do this here we use cross validation in which we randomly omit 50 training points (20% of the total data), and then use these as validation points on a model trained using only the remaining training points. Here, we again found that our method has a lower MSE (MSE = 0.0057) than both the standard Gaussian process (MSE = 0.0084) and the treed Gaussian process (MSE = 0.0059). 
