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Abstract
We give a short proof of a recent result of Drury on the positivity of a 3× 3
matrix of the form (‖R∗iRj‖tr )1≤i,j≤3 for any rectangular complex (or real)
matrices R1, R2, R3 so that the multiplication R
∗
iRj is compatible for all i, j,
where ‖ · ‖tr denotes the trace norm. We then give a complete analysis of the
problem when the trace norm is replaced by other unitarily invariant norms.
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1 Introduction
Let A = (Aij)1≤i,j≤m be a partitioned positive semi-definite matrix. We are
interested in the question when
(
‖Aij‖
)
1≤i,j≤m
is also positive semi-definite,
where ‖ · ‖ is a unitarily invariant norm; see [5, 7] and the references therein.
Let R1, R2, R3 be rectangular complex matrices so that the multiplication
R∗jRk is compatible for all (j, k) pairs. Drury [1] recently showed that the 3× 3
matrix M = (mjk) is positive semi-definite if
mjk = tr (|R
∗
jRk|) = ‖R
∗
jRk‖tr ,
where for a (rectangular) matrix X , X∗ denotes its conjugate transpose, |X | =
(X∗X)1/2 denotes its polar factor, and ‖X‖tr = tr |X | denotes its trace norm,
∗E-mails: ckli@math.wm.edu
†E-mails: zhang@nova.edu
1
i.e. the sum of all singular values sj(X) of X . We will denote by Mn the set of
n× n complex matrices.
Drury’s theorem is a generalization of a result of Marcus and Watkins (see
[5, p.238]) asserting that if A = (aij) ∈Mp is positive semi-definite, 1 ≤ p ≤ 3,
then so is (|aij |) (by taking absolute value of each entry). It is known that for
p ≥ 4, (|aij |) need not be positive semi-definite in general. In this note, we
present a short proof of Drury’s result. We then give a complete analysis of the
problem when the trace norm is replaced by other unitarily invariant norms.
2 Results and proofs
Theorem 1 Suppose that A = (Aij)1≤i,j≤3 is a partitioned positive semi-definite
matrix, where each Aii is a square matrix, i = 1, 2, 3. Then (tr |Aij |) ∈ M3 is
also positive semi-definite.
Proof. We may assume that all Aij are of size n × n by adding zero rows (at
the bottom) and zero columns (on the right). Let A12 have polar decomposi-
tion P12U . We may replace A by (In ⊕ U ⊕ In)A(In ⊕ U
∗ ⊕ In) and assume
that A11, A22, A33, A12 = A21 are positive semi-definite. Next, in the modified
matrix, assume that A23 has polar decomposition P23V . We may replace A by
(In ⊕ In ⊕ V )A(In ⊕ In ⊕ V
∗) and assume that A11, A22, A33, A12 = A21, A23 =
A32 are all positive semi-definite. Now, in the resulting matrix, suppose that
A13 has polar decomposition P13W . Let W = X
∗DX , D = diag(µ1, . . . , µn)
for some unitary X and complex units µ1, . . . , µn. Then for X˜ = X ⊕X ⊕X ,
we have
X˜AX˜∗ = (A˜ij) =


P˜11 P˜12 P˜13D
P˜12 P˜22 P˜23
D∗P˜13 P˜23 P˜33

 ,
where P˜ij = XPijX
∗. If we remove all the off-diagonal entries of P˜ij to get a
diagonal matrix Qij , then
tr Qij = tr P˜ij = tr |A˜ij | = tr |Aij |, 1 ≤ i, j ≤ 3.
We claim that the matrix (Qij)1≤i,j≤3 is positive semi-definite. It will then
follow that (tr |Aij |) = (tr Qij) is positive semi-definite; see, e.g. [4, 7].
To prove our claim, note that if we take the (r, r) entries of A˜ij to form a
matrix Q˜r ∈M3, then Q˜r is a principal submatrix of (A˜ij) and is positive semi-
definite for each r = 1, . . . , n. By the result of 3 × 3 matrices, we can change
the (1, 3), (3, 1) entries to their absolute values to get a positive semi-definite
Qr ∈M3. Because (Qij)1≤i,j≤3 is permutationally similar to Q1⊕ · · ·⊕Qn and
thus is positive semi-definite, we get the desired conclusion.
The conclusion of Theorem 1 may not hold if we replace the trace norm by
other norms on matrices (that can be defined on Aij for all 1 ≤ i, j ≤ n). For
example, suppose ‖ · ‖p is the Schatten p-norm defined by ‖X‖p = (tr |X |
p)1/p
for p ∈ [1,∞], where ‖X‖∞ is the operator norm of X and ‖X‖1 is the trace
norm. Take the 4× 4 positive semi-definite matrix A =
(
I2
I2
I2
I2
)
and partition it
into (Aij)1≤i,j≤3 with A11 = A22 = (1) and A33 = I2. Then
(‖Aij‖p) =


1 0 1
0 1 1
1 1 21/p


is not positive semi-definite if p > 1. So, it is interesting to determine the types
of norms ‖ · ‖ on matrices such that Theorem 1 is valid. In the following, we
give a complete answer of the problem for unitarily invariant norms, i.e. norms
‖ · ‖ on matrices such that ‖UAV ‖ = ‖A‖ for any matrix A and any unitary
matrices U and V of appropriate sizes. One may see [2] and its references for
some general background of unitarily invariant norms.
Suppose that A = (Aij)1≤i,j≤m is positive semi-definite. Through block
permutation, we may assume that the diagonal blocks A11, . . . , Amm have sizes
in ascending order. Let m′×m′ be the size of Amm. Suppose ‖ · ‖ is a unitarily
invariant norm on Mm′ . Extend the definition of ‖ · ‖ to other blocks by setting
‖Aij‖ = ‖A˜ij‖, where A˜ij ∈Mm′ is obtained by adding zero rows and columns
to Aij . We can then consider (‖Aij‖) for any A = (Aij).
Ifm = 2, then (‖Aij‖) is positive semi-definite; see [3]. Ifm ≥ 4, then we can
choose a positive semi-definite matrix B = (bij) ∈Mm such that the matrix B0
obtained by taking the absolute values of the entries of B is not positive semi-
definite; see the example of Thompson in [5]. Let A = (Aij) such that Aij has
(1, 1) entry equal to bij and all other entries equal to zero. Then (‖Aij‖) = γB0
is not positive semi-definite, where γ = ‖E11‖ and {E11, E12, . . . , Enn} is the
standard basis for Mn. For m = 3, we have the following.
Theorem 2 Consider the set M(n1, n2, n) of block matrices in the form A =
(Aij)1≤i,j≤3, where A11 ∈ Mn1 , A22 ∈ Mn2 , and A33 ∈ Mn with n1 ≤ n2 ≤ n.
Let ‖ · ‖ be a unitarily invariant norm on Mn and k = min{n1 + n2, n}. The
following conditions are equivalent.
(a) The matrix (‖Aij‖) is positive semi-definite whenever (Aij) ∈M(n1, n2, n)
is positive semi-definite.
(b) ‖E11 + · · ·+ Ekk‖ = ‖E11‖+ · · ·+ ‖Ekk‖ = k‖E11‖.
Proof. We may normalize ‖ · ‖ so that ‖E11‖ = 1. By the result in [6] (see also
[2]), there is a compact set S of real vectors v = (v1, . . . , vn) with v1 ≥ · · · ≥
3
vn ≥ 0 such that for every matrix B ∈Mn,
‖B‖ = max{‖B‖v : v ∈ S} with ‖B‖v =
n∑
j=1
vjsj(B),
where s1(B) ≥ · · · ≥ sn(B) are the singular values of B. Because ‖E11‖ = 1,
we see that
1 = max{v1 : (v1, . . . , vn) ∈ S}.
Suppose (b) holds. Then S contains a vector vˆ whose first k components are
equal to 1 so that
‖E11 + · · ·+ Ekk‖ = ‖E11 + · · ·+ Ekk‖vˆ = k.
Hence, for any matrix B ∈Mn with rank not larger than k, we have
k∑
j=1
sj(B) = ‖B‖vˆ ≤ ‖B‖ ≤
k∑
j=1
‖sj(B)Ejj‖ =
k∑
j=1
sj(B).
That is, if rank (B) ≤ k, then ‖B‖tr = ‖B‖. For B with rank larger than k,
k∑
j=1
sj(B) ≤ ‖B‖vˆ ≤ ‖B‖.
Let A = (Aij)1≤i,j≤3 ∈ M(n1, n2, n) be positive semi-definite. If k = n, then
Aij has rank at most k and ‖Aij‖ = ‖Aij‖tr for all 1 ≤ i, j ≤ 3. By Theorem 1,
(‖Aij‖) is positive semi-definite. Suppose n1+n2 ≤ k < n. Then rank
(
A13
A23
)
≤
k, and there is a unitary V ∈Mn such that the last n− k columns of
(
A13
A23
)
V
are zero. We may replace A by A˜ = U∗AU without changing (‖Aij‖), where
U = In1+n2 ⊕ V , and assume that the last n− k columns of
(
A13
A23
)
V are zero.
Suppose Aˆ = (Aˆij) is obtained by deleting the last n−k rows and columns of A.
Then rank (Aˆij) ≤ k for every Aˆij . Because Aˆ33 ∈Mk is a principal submatrix
of A33, from the above discussion on B, we have
tr |Aˆ33| ≤
k∑
j=1
sj(A33) ≤ ‖A33‖.
For (i, j) 6= (3, 3), we have
tr |Aˆij | = ‖Aˆij‖ = ‖Aij‖.
Thus,
(‖Aij‖) = (tr |Aˆij |) + diag(0, 0, ε),
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where ε = ‖A33‖ − tr |Aˆ33| ≥ 0. By Theorem 1, (tr |Aˆij |) is positive semi-
definite. It follows that (‖Aij‖) is positive semi-definite.
Suppose (b) does not hold. Let s be the largest integer such that ‖E11 +
· · · + Ess‖ = s‖E11‖. Then s < k. Choose n˜1 ≤ n1, n˜2 ≤ n2 such that
n˜1 + n˜2 = s + 1 = n˜ ≤ n. Thus, n˜1, n˜2 ≤ s. By the choice of s, ‖In˜1‖ = n˜1,
‖In˜2‖ = n˜2, and s ≤ ‖In˜‖ < s + 1. Let ‖In˜‖ = s + δ for some δ ∈ [0, 1).
Construct the block matrix
A˜ = (A˜ij)1≤i,j≤3 ∈Mn˜1+n˜2+n˜
in which
A˜11 = In˜1 A˜22 = In˜2 , A˜33 = In˜, A˜
t
21 = A˜12 = On˜1×n˜2 ,
A˜t31 = A˜13 =
(
In˜1 On˜1×n˜2
)
, A˜t32 = A˜23 =
(
On˜2×n˜1 In˜2
)
.
Then A˜ is positive semi-definite and
Aˆ = (‖Aij‖) =


n˜1 0 n˜1
0 n˜2 n˜2
n˜1 n˜2 s+ δ

 .
Observe that
det(Aˆ) = n˜1n˜2(n˜1 + n˜2 − 1 + δ)− n˜1n˜
2
2 − n˜
2
1n˜2 = n˜1n˜2(δ − 1) < 0.
Hence, Aˆ is not positive semi-definite. If needed, we can add zero rows and
columns to A˜ to get a matrix (Aij) with A11 ∈ Mn1 , A22 ∈ Mn2 , A33 ∈ Mn.
The matrix (Aij) is positive semi-definite while Aˆ remains the same.
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