Grammatical evolution (GE), which is a kind of evolutionary algorithm, can find an executable program or program fragment that will achieve a good fitness value for the given objective function to be minimized. The search algorithm of GE is very similar to the genetic algorithm (GA) except for the translation rules from genotype (bit-string) to phenotype (function or program).
or program) are defined according to the Backus-Naur form (BNF). Except for the use of translation rules, the algorithm is very similar to traditional GA. In the GA, a population of abstract representations (chromosomes or genotype) of potential solutions (individuals, creatures, or phenotypes) to an optimization problem evolves toward better solutions by using the genetic operators such as crossover, selection, mutation, and so on. Traditionally, solutions in GA are represented in binary as strings of 0s and 1s. The GE translates the strings of GA potential solutions to functions and programs according to the BNF syntax.
In this study, after introduction of the original GE, three improved algorithms are presented. An original GE has two difficulties. One is related to the rule selection scheme and another is to the selection probability of candidate symbols. In the original GE, the rules are selected by the remainder. The scheme 1 adopts the special roulette selection, instead of the remainder selection. In the scheme 2 and 3, the biased selection probability is adopted to the recursive and terminal rules. In the numerical example, the GE is applied for finding the constitutive relationship between stress and strain in the plain strain state.
The remaining part of this paper is organized as follows. In section 2, the original GE algorithm and its simple example is explained. In section 3, the improved algorithms are explained. The numerical examples are shown in section 4 and the results are summarized again in section 5. In the genetic programming (GP), the programs rapidly grow in size over time. This difficult is called as "bloat". For overcoming the difficulty, the maximum size of the programs is restricted in advance. The similar idea is applied to the GE. The maximum size of the programs is restricted to L max .
Application of Original GE to Function Identification Problem
The function identification problem is very popular problem for GP and GE. GE and GP are applied for the function identification problem in order to confirm their features.
The objective of the function identification problem is to find an approximate functionf when discrete data {(
where the parameter n denotes the total number of the discrete data sets. When an exact function f is given, the discrete data are referred to as y i = f (x i ). We will consider that the exact function f is given as
The discrete data are generated by estimating equation (1) 
The fitness is estimated from f andf as follows:
where f andf denote the exact function and the function predicted in GE, respectively.
The fitness values are estimated as the value averaged over 50 runs. Table 3 : GP Parameters A GE syntax in BNF is shown in Table 1 . The start symbol is <expr>. The use of the rule (A) replaces the symbol <expr> with the candidate symbol (A0) <expr><expr><op> or (A1) <x>. The use of the rule (B) replaces the symbol <op> with the candidate symbols (B0) +, (B1) -, (B2) * , or (B3) /. The use of the rule (C) replaces directly the symbol <x> with x.
The parameters of GE and GP simulations are shown in Table 2 and 3, respectively. Tournament selection, one-elitist strategy and one-point crossover are employed for both GE and GP. The mutation operator is applied for GE alone.
The convergence history of the best fitness value is shown in Fig.1 . The abscissa and the ordinate denote the number of generation and fitness value, respectively. The convergence speed of GE is slower than that of GP. Finally, GE can find a better solution than GP.
Improved Grammatical Evolution

Difficulties of Original GE
The algorithm of the original GE can be improved mainly from the following points. One is the rule selection algorithm and the other is the selection probability of the rules and the candidate symbols. 
Rule Selection
A leftmost decimal number, a leftmost recursive (non-terminal) symbol, and the number of candidate symbols for α are referred to as β, α, and n α , respectively. Since a symbol is selected by the remainder γ = β%n α , the symbol selection is very sensitive to the variation of the decimal number β. Even when the value of β alters by only one, the selected symbol is changed. This may disturb the development of the better scheme included in the bit-strings. The scheme 1 is designed for overcoming this difficulty.
Selection Probability of Symbols
The original GE selects symbols according to the remainder and therefore, the selection probability for all candidate symbols is identical. For example, in Table 1 , the rule <expr> is translated to (A0) <expr><expr><op> or (A1) <x>. The selection probabilities of the symbol (A0) and the symbol (A1) are identical; 50% for each symbol. A biased selection probability for symbols may be better in some problems for improving the convergence speed.
The rules are classified into the recursive (non-terminal) and terminal rules. For example, in Table 1 , the symbol (A) is recursive rule and the others are terminal rules. The iterative use of recursive rule makes the phenotype (function or program) longer and more complicated. On the other hand, the terminal rule terminates the development of the phenotype. Since the recursive and the terminal rules have different functions for the algorithm, it is appropriate that the different selection probability is taken for each rule. The following scheme 2 and 3 are designed to control the selection probability of the recursive and the terminal rules, respectively.
Improvement of Original GE
Scheme 1
In the original GE, the symbols are selected according to the remainder of the decimal number with the respect to the total number of candidate symbols. The scheme 1 adopts the special roulette selection, instead of the remainder selection. The roulette selection is popular selection algorithm in GA. In the scheme 1, the roulette selection probabilities for all candidates symbols are identical. The objective of the scheme 1 is to encourage the development of the better schemata.
We will consider a leftmost decimal as β, a leftmost nonterminal symbol as α, and the number of candidate symbols for α as n α . The algorithm is as follows.
1. Calculate the parameter s α = β/n α .
Generate a uniform random number p (0 < p ≤ β).
3. If (k − 1)s α ≤ p < ks α , select k-th symbol from the candidate symbols for α (1 ≤ k ≤ n).
Scheme 2
In scheme 2, the selection probability of the recursive rule is controlled according to the depth of the tree structure. The maximum length of the programs is specified in advance. If the length of the programs is shorter than the maximum depth L max , the selection probability is increased. If not so, the probability is decreased. The selection probability of the recursive rule i is calculated as
where L and L max denote the depth and the maximum depth of the programs.
Scheme 3
In scheme 3, the selection probabilities of the candidate symbols in the terminal rules are controlled according to the total number of the candidate symbols included in all individuals in the population. The total numbers of the candidate symbols in the terminal rules in all individuals are counted first. It is assumed that a terminal rule has N N candidate symbols and that i-th candidate symbol occurs N i times in all individuals. The selection probability P N i of the i-th candidate symbol is calculated as 
Plane Strain Problem
In the plane strain state, the strain components with respect to z-axis are negligible. The stress and strain vectors at an arbitrary point in the object domain, { σ} and { ε} are defined as
where the subscripts denote the x, y and z-axes. The constitutive relationship, i.e., Hooke's law is defined as
where the stiffness matrix [D] is given as
Problem Setting
The use of the GE determines the stiffness matrix [D] in equation (7) from the pairs of the stress vector { σ} and the strain vector { ε}. The pairs of the stress and the strain vectors are estimated in the one-dimensional tensile problem of the plate with a hole (Fig.2) . The pairs of the stress and the strain Figure 3 : Finite element discretization vectors for GE simulation are calculated by using the finite element method [5] . Triangle finite element discretization of the quarter part of the object domain is shown in Fig.3 . Total numbers of the elements and the nodes are 34 and 27, respectively.
The stiffness matrix determined by GE is defined as
Since the stress and the strain components in the z-axis direction are independent of the other components, the components D 11 , D 12 , D 21 and D 22 in equation (9) is determined by GE. BNF syntax is listed in Table 4 . The simulation parameters are shown in Table 5 . The fitness is defined by the least square errors as
Fifty simulations are performed and the average values are estimated.
Result
The stiffness matrix determined by Original GE is as follows.
[D] = E ν + 1
The stiffness matrices in equations (8) and (11) are very similar. The convergence histories of the fitness of the best individuals are shown in Fig.4 . The figure is plotted with the generation as the horizontal axis and the fitness as the vertical axis, respectively.
The convergence properties of the original GE and the scheme 1 and 1+3 are similar. The results by the use of scheme 1+2 and 1+2+3 show the faster convergence (A) property than them by the others. Therefore, the scheme 2 is very effective for this problem and the combinational use of the scheme 2 and 3 is the most promising among them.
Conclusion
Grammatical evolution (GE) is one of the evolutionary computations, which can represent tree structures such as functions and programs by the binary number. The use of the BNF syntax transforms binary numbers to functions or programs. After the original GE algorithm was described, three improved algorithms were explained for improving the convergence property of the original GE. The improved algorithms were named as scheme 1, scheme 2, and scheme 3, respectively. GEs were applied for determining the constitutive equation between stress and strain components in the plane strain state. GE could find the similar stiffness equation as Hooke's law, which is determined from the experiments. Comparing the convergence properties of the schemes showed that the scheme 1+2+3 is the fastest and the scheme 1+2 is the second-fastest. Therefore, we can conclude that the scheme 3 is effective for this problem.
