A generalized multivariate kurtosis ordering and its applications  by Wang, Jin & Zhou, Weihua
Journal of Multivariate Analysis 107 (2012) 169–180
Contents lists available at SciVerse ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
A generalized multivariate kurtosis ordering and its applications
Jin Wang a,∗, Weihua Zhou b
a Department of Mathematics and Statistics, Northern Arizona University, Flagstaff, AZ 86011-5717, USA
b Department of Mathematics and Statistics, University of North Carolina at Charlotte, Charlotte, NC 28223, USA
a r t i c l e i n f o
Article history:
Received 1 January 2011
Available online 10 January 2012
AMS 2000 subject classifications:
primary 62G05
secondary 62H05
Keywords:
Kurtosis
Ordering
Depth function
Spread functional
Multivariate quantile function
a b s t r a c t
It has been commonly admitted that the meaning of a descriptive feature of distributions
is given by an ordering and that the measures for this feature are meaningful only if they
preserve the ordering. However, while many multivariate kurtosis measures have been
introduced, multivariate kurtosis orderings have received relatively little investigation.
In this paper, we propose and study a generalized multivariate kurtosis ordering. Under
some conditions, this ordering is affine invariant and determines elliptically symmetric
distributions within affine equivalence. Some special cases of the generalized ordering
provide the kurtosis orderings for various existing multivariate kurtosis measures. Those
kurtosis orderings are applied to explore the relationships of the multivariate kurtosis
measures. Some other applications of the generalized multivariate kurtosis ordering are
also given.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Unlike location, spread and skewness, the meaning of kurtosis is a topic of considerable debate. Even with regard to the
basic question of what kurtosis measures, there is no universal agreement up to now. Thus various multivariate kurtosis
measures have been proposed.
The classical notion of univariate kurtosis is moment-based and given by the standardized fourth central moment
β1(F) = E(X − µ)4/σ 4, where F is the distribution function of X . As a measure of a key descriptive feature of univariate
distributions, β1(F) has broad applications, for example, test for univariate normality, detection of univariate outliers, risk
analysis (kurtosis risk), image sharpness, and so on. A natural multivariate extension of β1(F) was given by Mardia [9] as
the fourth moment of the Mahalanobis distance of a random vector X in Rd from its mean µ, i.e.,
βd(F) = E[(X − µ)′Σ−1(X − µ)]2.
Srivastava [14] generalized β1(F) to β∗d (F), defined as the average of kurtosis values of the principal components for the
multivariate case. Since principal components are related to direction, β∗d (F) is not affine invariant. Utilizing simplicial
volume, Oja [10] proposed another multivariate extension of β1(F). Besides those moment-based multivariate kurtosis
measures, various nonparametric multivariate kurtosis measures have also been proposed.
Treating kurtosis and tailweight as the same notion, Liu et al. [6] introduced a depth-basedmultivariate kurtosismeasure,
a ‘‘fan plot’’, exhibiting several curves of
bF (t|p0) = VF (tp0)VF (p0) , 0 ≤ t ≤ 1,
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for selected choices of p0, where VF (p) denotes the depth-based volume functional (see Section 2 for details). They also
introduced other forms of depth-basedmultivariate kurtosis measures, i.e., a Lorenz curve, and a ‘‘shrinkage plot’’. A general
depth-based Lorenz curve was discussed by Serfling [11]. Extending the Groeneveld and Meeden [4] kurtosis measure for
univariate symmetric distributions, Wang and Serfling [18] introduced a nonparametric multivariate kurtosis functional:
kF (p) = VF
 1
2 + p2
+ VF  12 − p2 − 2VF  12 
VF
 1
2 + p2
− VF  12 − p2  , 0 < p < 1.
Other multivariate kurtosis measures can be found in Malkovich and Afifi [8], Averous and Meste [1], and Serfling [12].
It can be seen that the above multivariate kurtosis measures are quite different and, of course, for a distribution F in Rd
they give quite different kurtosis values in general. Here the questions of interest are the following.
(1) Is there any relationship among those multivariate kurtosis measures? Especially are they consistent (that is, for two
distributions F and G in Rd, if the kurtosis of G is higher than the one of F according to a kurtosis measure, does the same
kurtosis relationship hold according to another kurtosis measure)?
(2) For the ‘‘fan plot’’, is it necessary to use different choices of p0?
(3) For the nonparametric multivariate kurtosis functional kF (p), can we use the value of kF (p) at a single point p instead of
the whole curve?
Such questions motivate this work. To answer those questions, we study multivariate kurtosis by the ordering approach. A
generalizedmultivariate kurtosis ordering is proposed and studied in Section 2. Section 3 focuses on some special cases of the
ordering, which provide the kurtosis orderings for various existingmultivariate kurtosis measures. Those kurtosis orderings
are applied to explore the relationships of various multivariate kurtosis measures in Section 4. Section 5 is devoted to some
other applications of the generalized multivariate kurtosis ordering.
Throughout this paper, we confine attention to continuous distributions.We use uppercase letters to denote distribution
functions and their lowercase counterparts to denote density functions. For example, we denote by FX and fX the cdf and
density of a random vector X in Rd. When X is a random variable, the quantile function of X is denoted by F−1X . Without
confusion, we will omit the subscript.
2. A generalized multivariate kurtosis ordering
Extending the van Zwet [16] kurtosis ordering for univariate symmetric distributions, Balanda and MacGillivray [2]
proposed a univariate kurtosis ordering, which involves the case of univariate asymmetric distributions: F 6s G if and only
if (iff) SG(S−1F (r)) is convex for r ≥ 0, equivalently, SF (p)≤c SG(p), where ≤c is the van Zwet [16] skewness ordering for
univariate distributions, SF (p) and SG(p) are the spread functions of F and G, respectively, i.e.,
SF (p) = F−1

1
2
+ p
2

− F−1

1
2
− p
2

, SG(p) = G−1

1
2
+ p
2

− G−1

1
2
− p
2

.
Here comes out a general approach to develop a multivariate kurtosis ordering. Given a spread functional of distributions
in Rd, a univariate skewness ordering on the spread functions will yield a kurtosis ordering for the underlying distributions.
See Averous andMeste [1] andWang [17] for detailed discussion. In this section, we will develop a generalized multivariate
kurtosis ordering by a generalized depth-based spread functional.
2.1. Definition
In recent years, statistical depth functions are playing an increasingly important role in nonparametric multivariate
analysis. Generally, a depth function DF (x) is a nonnegative real-valued mapping which provides a distribution-based
center-outward ordering of points x in Rd. Given a depth function, the center of the distribution is defined as the point of
maximal depth, amultidimensionalmedian, and in typical cases it agreeswith the center as defined by a notion of symmetry.
Desirable properties for a depth function are: (1) affine invariance (DFAX+b(Ax+b) = DFX (x) for any nonsingular d×dmatrix
A and d-vector b); (2) maximality at ‘‘center’’; (3) monotonicity relative to the deepest point; (4) vanishing at infinity. The
following are some widely used depth functions.
The Mahalanobis depth. The Mahalanobis depth is defined by the Mahalanobis [7] distance as
MDF (x) =

1+ (x− µF )′Σ−1F (x− µF )
−1
, x ∈ Rd,
where µF andΣF are the mean vector and covariance matrix of F , respectively.
The halfspace depth. Tukey [15] introduced the halfspace depth,
HDF (x) = inf {P(H) : x ∈ H ∈ H} , x ∈ Rd,
whereH = {all closed halfspaces}.
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The simplicial depth. Liu [5] proposed the simplicial depth,
SDF (x) = P(x ∈ S[X1, . . . ,Xd+1]), x ∈ Rd,
where {X1, . . . ,Xd+1} is a random sample from F and S[X1, . . . ,Xd+1] is the d-dimensional simplex with vertices
X1, . . . ,Xd+1.
General discussion on depth functions and their applications can be found in Liu et al. [6], Zuo and Serfling [19] and
Serfling [13]. With the α(≥0) depth inner region given by I(α,DF ) = {x ∈ Rd : DF (x) ≥ α}, the pth central region CF (p) is
the smallestα depth inner region having probabilityweight at least p. Denote by FD and F−1D the cdf and the quantile function
of the random depth DF (X). If FD is continuous, which is assumed throughout this paper, then CF (p) = I(F−1D (1 − p),DF ).
For any measurem(·) in Rd, define
λF (p) = m(CF (p)), 0 ≤ p < 1.
As an increasing function of p, λF (p) characterizes the spread of F in some sense and thus can be regarded as a generalized
spread function of F . Whenm(·) is the standard Lebesgue measure in Rd, λF (p) becomes the depth-based volume functional,
denoted by VF (p), i.e., VF (p) = volume(CF (p)), 0 ≤ p < 1, which is the scale curve introduced by Liu et al. [6]. If m(·) is
absolutely continuous with respect to the Lebesgue measure, then by the Radon–Nikodym Theorem, there exists a density
ϕ(x) ofm(·) such that λF (p) =

CF (p)
ϕ(x)dx. For simplicity, we will confine attention to those measures.
Remark 2.1. Since CF (p) = {x ∈ Rd : DF (x) ≥ F−1D (1 − p)}, λF (p) is a positive decreasing function of F−1D (1 − p), which
depends on F in general. If this function is denoted by φF (·), λF (p) = φF (F−1D (1 − p)). Then λ−1F (r) = 1 − FD(φ−1F (r)) =
FφF (D)(r), the cdf of φF (D). So essentially λF (p) is the quantile function of φF (D).
Then a generalized multivariate kurtosis ordering can be defined as follows.
Definition 2.1. Let F and G be two distributions inRd. We say that F is less than or equal to G in kurtosis, denoted by F ≤k G,
if λG(λ−1F (r)) is convex for r ≥ 0, and F is less than G in kurtosis, denoted by F <k G, if λG(λ−1F (r)) is strictly convex for r ≥ 0.
We say that F is equal to G in kurtosis, denoted by F =k G, if F ≤k G and G≤k F .
Remark 2.2. Like the univariate case (see, e.g., Balanda and MacGillivray [2]), various weaker kurtosis orderings can be
defined by weakening the convexity condition for≤k. For example,
F ≤kstar G iff λG(λ−1F (r)) is star-shaped.
Remark 2.3. Several versions of the definition for convex functions have appeared in the literature. Generally a real-valued
function f defined on an interval I is called convex, if for any two points x1 and x2 in its domain and any λ ∈ (0, 1),
f (λx1 + (1− λ)x2) ≤ λf (x1)+ (1− λ)f (x2).
If the inequality above is strict for all x1 and x2, then f (x) is called strictly convex. An equivalent definition is that f (x) is
convex if 1 1 1x1 x2 x3f (x1) f (x2) f (x3)
 ≥ 0 for all x1, x2, x3 ∈ I with x1 ≤ x2 ≤ x3.
When the first derivative f ′(x) of f (x) exists in its domain, then f (x) is convex iff f ′(x) is increasing. When the second
derivative f ′′(x) of f (x) exists in its domain, then f (x) is convex iff f ′′(x) ≥ 0 for all x. Different versions of the definition will
be used in the following discussion depending on situations.
2.2. General properties
First it can be seen that the relation≤k is symmetric, reflexive, and transitive. Thus it is a partial ordering. Some further
important properties of the k-ordering are established in the following results.
Theorem 2.1. Suppose that λFAX+b(p) = ξ(|A|)λFX (p) for any random vector X inRd, nonsingular d × d matrix A and d-vector
b, where ξ(·) is a positive real-valued function and |A| is the determinant of A. Then FX ≤k GY iff FA1X+b1 ≤k GA2Y+b2 for any
nonsingular d× d matrices A1,A2 and vectors b1, b2 in Rd, that is, the k-ordering is affine invariant.
Proof. Under the condition,
λFA1X+b1 (p) = ξ(|A1|)λFX (p) and λGA2Y+b2 (p) = ξ(|A2|)λGY (p).
Then
λGA2Y+b2 (λ
−1
FA1X+b1
(r)) = ξ(|A2|)λGY (λ−1FX (r/ξ(|A1|))),
which has the same convexity as λGY (λ
−1
FX
(r)). Thus the result holds. 
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If the depth function DFX (x) is affine invariant, a typical case for the condition λFAX+b(p) = ξ(|A|)λFX (p) to be satisfied is
that the measure m(·) has a density of the form ϕ(x) = ϕ1(DFX (x))[fX (x)]β , where ϕ1(·) is a positive real-valued function,
fX (x) is the density of X , and β ∈ R. In fact, for this case
λFAX+b(p) =

CFAX+b (p)
ϕ(y)dy
=

ACFX (p)+b
ϕ1(DFAX+b(y))[fAX+b(y)]βdy
=

CFX (p)
ϕ1(DFAX+b(Ax+ b))[fAX+b(Ax+ b)]βd(Ax+ b)
=

CFX (p)
ϕ1(DFX (x))[fX (x)abs(|A|)]βabs(|A|)dx
= [abs(|A|)]β+1 λFX (p).
It is very common to consider kurtosis as a component of distribution shape. In this sense, it is important for a kurtosis
ordering and measure to be affine invariant. Otherwise they will entangle with location or spread and thus, for example,
different normal distributions in Rd may have different kurtosis values.
Our next result establishes the sufficient and necessary condition for F =k G.
Theorem 2.2. F =k G iff λG(λ−1F (r))= cr, equivalently λG(p) = cλF (p) for some positive constant c.
Proof. F =k G iff λG(λ−1F (r))= cr + a. Since λG(λ−1F (0)) = 0 and λG(λ−1F (r)) ≥ 0, a = 0 and c > 0. 
From the above results, it can be seen that under the condition of Theorem 2.1, if Y = AX + b for some nonsingular
d × d matrix A and some vector b in Rd, then GY =k FX . Is the converse true? For the answer to this question, we focus on
elliptically symmetric distributions. A continuous distribution F inRd is called elliptically symmetric, denoted by Ed(h;µ,Σ),
if it has a density of the form
f (x) = C |Σ|−1/2h((x− µ)′Σ−1(x− µ)), x ∈ Rd,
for a nonnegative function h(·)with ∞0 rd/2−1h(r)dr <∞ and a positive definite matrixΣ. If the first moment of F exists,
µ is the mean vector. If the second moment of F exists, the covariance matrix of F is kΣ for some positive constant k.
f (x) is unimodal if h(·) is decreasing, uniform if h(·) is constant, and bowl-shaped if h(·) is increasing. Broad discussion
about elliptically symmetric distributions can be found in Fang et al. [3]. If X ∼ F = Ed(h;µX ,ΣX ), the depth function
is affine invariant and attains its maximum at center, then CF (p) = {x ∈ Rd : (x − µX )′ΣX (x − µX ) ≤ F−1R2X (p)},
where RX = [(X − µX )Σ−1X (X − µX )]1/2. (See Wang and Serfling [18] for details.) Thus λF (p) is a positive increasing
function of F−1
R2X
(p), which depends on F in general. If this function is denoted by ψF (·), then λF (p) = ψF (F−1R2X (p)) and
λ−1F (r) = FR2X (ψ
−1
F (r)) = FψF (R2X )(r).
Theorem 2.3. Suppose that (C1)X ∼ F = Ed(h1;µX ,ΣX ) and Y ∼ G = Ed(h2;µY ,ΣY ), (C2) the depth function is affine
invariant and attains its maximumat center, and (C3) themeasurem(·) has a density of the formϕ(x) = τ [(x−µ)′Σ−1(x−µ)]β
for any elliptically symmetric distribution Ed(h;µ,Σ), where τ is a nonzero constant and β ∈ R. Then F =k G iff Y = AX + b in
distribution for some nonsingular d× d matrix A and some vector b in Rd.
Proof. Under condition (C2),
CF (p) = {x ∈ Rd : (x− µX )′Σ−1X (x− µX ) ≤ F−1R2X (p)},
CG(p) = {y ∈ Rd : (y − µY )′Σ−1Y (y − µY ) ≤ G−1R2Y (p)}.
Sufficiency. If Y = AX + b, then
λG(p) =

CG(p)
τ [(y − µY )′Σ−1Y (y − µY )]βdy
=

CF (p)
τ [(x− µX )′Σ−1X (x− µX )]βabs(|A|)dx
= abs(|A|)λF (p).
By Theorem 2.2, F =k G.
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Necessity. If F =k G, then by Theorem 2.2, λG(p) = cλF (p). Here
λF (p) =

CF (p)
τ

(x− µX )′Σ−1X (x− µX )
β
dx = τπ
d/2|ΣX |1/2
Γ (d/2)(β + d/2)

F−1
R2X
(p)
β+d/2
,
λG(p) =

CG(p)
τ

(y − µY )′Σ−1Y (y − µY )
β
dy = τπ
d/2||ΣY |1/2
Γ (d/2)(β + d/2)

G−1
R2Y
(p)
β+d/2
.
Thus
τπd/2|ΣY |1/2
Γ (d/2)(β + d/2)

G−1
R2Y
(p)
β+d/2 = c τπd/2|ΣX |1/2
Γ (d/2)(β + d/2)

F−1
R2X
(p)
β+d/2
,
equivalently,
G−1
R2Y
(p) =

c
|ΣX |1/2
|ΣY |1/2
1/(β+d/2)
F−1
R2X
(p),
which yields
GR2Y (r) = FR2X

1
c ′
r

= Fc′R2X (r),
where c ′ =

c |ΣX |
1/2
|ΣY |1/2
1/(β+d/2)
.
This leads to
ΣY
−1/2(Y − µY ) d=(c ′)1/2Σ−1/2X (X − µX ),
i.e.,
Y d= (c ′)1/2Σ1/2Y Σ−1/2X X + [µY − (c ′)1/2Σ1/2Y Σ−1/2X µX ].
This completes the proof. 
Here the striking aspect is that condition (C3) is also necessary, which can be seen from the proof of the theorem.
3. Kurtosis orderings for various existing multivariate kurtosis measures
In this section, we will focus on some special cases of the k-ordering, which provide the kurtosis orderings for various
existing multivariate kurtosis measures.
3.1. The kurtosis orderings for some moment-based multivariate kurtosis measures
When the Mahalanobis depth is used, F−1MD(1 − p) = [1 + F−1R2X (p)]
−1 and CF (p) = {x ∈ Rd : (x − µX )′Σ−1X (x − µX ) ≤
F−1
R2X
(p)}. If ϕ(x) = αΓ (d/2)
πd/2|ΣX |1/2 [
1
MDF (x)
− 1](α−d)/2 for α > 0, λF (p) = [F−1R2X (p)]
α/2 = F−1RαX (p). Thus the k-ordering becomes the
kα-ordering of Wang [17]:
FX ≤kα GY iff G−1RαY (FRαX (r)) is convex for r ≥ 0.
The kα-ordering is affine invariant and determines elliptically symmetric distributionswithin affine equivalence. In addition,
it is shown that for the family {kα-ordering: 0 < α <∞ } of multivariate kurtosis orderings,
(1) if 0 < α1 < α2, then the kα1-ordering implies the kα2-ordering,
(2) the classical multivariate kurtosis measure βd(F) preserves the kα-orderings for 0 < α ≤ 2.
See Wang [17] for details.
When F is a spherically symmetric distribution with mean vector µF and covariance matrix σ 2F I, the Srivastava [14]
multivariate kurtosis measure β∗d (F) = E(X1 − µX1)4/σ 4X1 , where X1 is the first component of X and σ 2X1 = σ 2F , and the
Malkovich and Afifi [8] multivariate kurtosis measure (β∗2 )2 = maxC ′C=1

E[C ′X−C ′E(X)]4
[Var(C ′X)]2 − 3
2 = β∗d (F)− 32. For this
case, it can be shown that β∗d (F) also preserves the kα-orderings for 0 < α ≤ 2.
3.2. The kurtosis ordering for the ‘‘fan plot’’ and the nonparametric multivariate kurtosis functional
When h(·) ≡ 1, λF (p) =

CF (p)
1dx = VF (p). Then the k-ordering becomes the kV -ordering:
F ≤kV G iff VG(V−1F (r)) is convex for r ≥ 0,
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which reduces in the univariate case to the Balanda andMacGillivray [2] kurtosis ordering. The kV -ordering is affine invariant
if the depth function is. Further, if the depth function attains its maximum at center, the conditions of Theorem 2.3 are
satisfied and thus the ordering determines elliptically symmetric distributions within affine equivalence. The kV -ordering is
preserved by the nonparametric multivariate kurtosis functional kF (p) of Wang and Serfling [18] and is inversely preserved
by the ‘‘fan plot’’ bF (t|p0) of Liu et al. [6].
Theorem 3.1. If F ≤kV G, then
(1) kF (p) ≤ kG(p) for 0 < p < 1,
(2) bF (t|p0) ≥ bG(t|p0) for 0 ≤ t ≤ 1 and any p0 > 0.
Proof. If F ≤kV G,
1 1 1
r1 r2 r3
VG(V−1F (r1)) VG(V
−1
F (r2)) VG(V
−1
F (r3))
 ≥ 0 for all 0 ≤ r1 ≤ r2 ≤ r3.
(1) When r1 = VF ( 12 − p2 ), r2 = VF ( 12 ), r3 = VF ( 12 + p2 ), we have
1 1 1
VF

1
2
− p
2

VF

1
2

VF

1
2
+ p
2

VG

1
2
− p
2

VG

1
2

VG

1
2
+ p
2


≥ 0 for all 0 < p < 1.
Equivalently,
VF
 1
2 + p2
+ VF  12 − p2 − 2VF  12 
VF
 1
2 + p2
− VF  12 − p2  ≤
VG
 1
2 + p2
+ VG  12 − p2 − 2VG  12 
VG
 1
2 + p2
− VG  12 − p2  ,
i.e.,
kF (p) ≤ kG(p).
(2) When r1 = 0, r2 = VF (tp0), and r3 = VF (p0), we have1 1 10 VF (tp0) VF (p0)0 VG(tp0) VG(p0)
 ≥ 0 for 0 ≤ t ≤ 1 and any p0 > 0.
Equivalently,
VF (tp)
VF (p0)
≥ VG(tp0)
VG(p0)
,
i.e.,
bF (t|p0) ≥ bG(t|p0).
This completes the proof. 
From the above results, we see that to compare two distributions in terms of kurtosis it is enough to use the value of
kF (p) at any p ∈ (0, 1) instead of the whole curve, and it is enough to use the plot of bF (t|p0) for any p0 ∈ (0, 1) and further
the value of bF (t|p0) at any p0, t ∈ (0,1) instead of several curves.
Wang [17] established the ordering results for various elliptically symmetric distributions in terms of the kα-ordering.
Similar results can be established in terms of the kV -ordering. For example, we have the following result.
Theorem 3.2. If the depth function is affine invariant and attains its maximum at center, then for any elliptically symmetric
distributions in Rd,
Bowl-shaped ≤kV Uniform ≤kV Unimodal.
Proof. Suppose that X and Y have elliptically symmetric distributions F and G, respectively, with the density functions
fX (x) = C1|ΣX |−1/2h1((x− µX )′Σ−1X (x− µX )),
gY (y) = C2|ΣY |−1/2h2((y − µY )′Σ−1Y (y − µY )).
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Then the density functions of RdX = [(X − µX )′Σ−1X (X − µX )]d/2 and RdY = [(Y − µY )′Σ−1Y (Y − µY )]d/2 are
fRdX (r) =
2C1πd/2
dΓ (d/2)
h1(r2/d),
gRdY (r) =
2C2πd/2
dΓ (d/2)
h2(r2/d).
If the depth function is affine invariant and attains its maximum at center, then CF (p) = {x ∈ Rd : (x − µX )′Σ−1X (x −
µX ) ≤ F−1R2X (p)} and thus
VF (p) =
πd/2

F−1
R2X
(p)
d/2 |ΣX |1/2
Γ (d/2+ 1) =
πd/2|ΣX |1/2
Γ (d/2+ 1) F
−1
RdX
(p).
In the same way, we have VG(p) = πd/2|ΣY |1/2Γ (d/2+1) G−1RdY (p). Therefore,
VG(V−1F (r)) =
πd/2|ΣY |1/2
Γ (d/2+ 1)G
−1
RdY

FRdX

Γ (d/2+ 1)
πd/2|ΣX |1/2 r

.
When G is uniform, h2(·) ≡ c. Then
GRdY (r) =
 r
0
gRdY (t)dt =
2C2πd/2c
dΓ (d/2)
r,
VG(V−1F (r)) =
|ΣY |1/2
C2c
FRdX

Γ (d/2+ 1)
πd/2|ΣX |1/2 r

.
Thus,
d
dr
[VG(V−1F (r))] =
C1|ΣY |1/2
C2c|ΣX |1/2 h1

Γ (d/2+ 1)
πd/2|ΣX |1/2 r
2/d
.
When fX (x) is bowl-shaped, h1(·) is increasing, which implies that VG(V−1F (r)) is convex. When fX (x) is unimodal, h1(·) is
decreasing, which implies that VG(V−1F (r)) is concave. This completes the proof. 
3.3. The kurtosis orderings for the depth-based Lorenz curves
To characterize multivariate kurtosis, Liu et al. [6] introduced a depth-based Lorenz curve of the Mahalanobis distance
of a random vector X from the deepest point µX determined by a depth function, which is defined as
LF (p) = 1
E((X − µX )′Σ−1X (X − µX ))

CF (p)
(x− µX )′Σ−1X (x− µX )fX (x)dx, 0 ≤ p ≤ 1,
where fX (x) is the density function of X . When µX is the mean vector and ΣX is the classical covariance matrix, E((X −
µX )
′Σ−1X (X − µX )) = d and LF (p) = 1d

CF (p)
(x− µX )′Σ−1X (x− µX )fX (x)dx. A measure of multivariate kurtosis can be
AF =
 1
0
[p− LF (p)]dp,
i.e., the area between LF (p) and the diagonal line. Liu et al. [6] also introduced a Lorenz curvewith density function aswealth.
Interpreting a depth function as wealth, Serfling [11] discussed a general depth-based Lorenz curve,
L∗F ,D(p) =
1
E(DF (X))

CF (1−p)
DF (x)f (x)dx, 0 ≤ p ≤ 1,
where C F (1− p) is the complement of CF (1− p). Similarly a measure of multivariate kurtosis can be
A∗F =
 1
0

p− L∗F ,D(p)

dp.
Remark 3.1. For a univariate continuous distribution F , the halfspace depthHDF (x) = min{F(x), 1−F(x)} and the simplicial
depth SDF (x) = 2F(x)[1− F(x)]. Thus L∗F ,HD(p) = p2 and L∗F ,SD(p) = 12 (3p2 − p3). Neither L∗F ,HD(p) nor L∗F ,SD(p) provides any
information about the underlying distribution F . So it is inappropriate to use them to characterize univariate kurtosis.
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Let UF (p) =

CF (p)
(x−µX )′Σ−1X (x−µX )fX (x)dx andWF (p) =

CF (p)
DF (x)fX (x)dx, which are special cases of λF (p). Then
LF (p) = UF (p)UF (1) and L∗F ,D(p) = 1 −
WF (1−p)
WF (1)
. UF (p) and WF (p) lead to the kurtosis orderings for LF (p) and L∗F ,D(p), denoted by
≤kLand≤kL∗ , respectively:
F ≤kL G iff UG(U−1F (r)) is convex for r ≥ 0.
F ≤kL∗ G iff WG(W−1F (r)) is convex for r ≥ 0.
When the depth function is affine invariant, the condition in Theorem 2.1 is satisfied and thus both orderings are affine
invariant. However, neither of them can determine elliptically symmetric distributions within affine equivalence since
condition (C3) in Theorem 2.3 is not met.
Theorem 3.3. (1) If F ≤kL G, then LF (p) ≥ LG(p) for 0 ≤ p ≤ 1, which implies AF ≤ AG.
(2) If F ≤kL∗ G, then L∗F ,D(p) ≤ L∗G,D(p) for 0 ≤ p ≤ 1, which implies A∗F ≥ A∗G.
Proof. (1) If F ≤kL G,
1 1 1
r1 r2 r3
UG(U−1F (r1)) UG(U
−1
F (r2)) UG(U
−1
F (r3))
 ≥ 0 for all 0 ≤ r1 ≤ r2 ≤ r3.
When r1 = 0, r2 = UF (p), and r3 = UF (1), we have1 1 10 UF (p) UF (1)0 UG(p) UG(1)
 ≥ 0.
Equivalently,
UF (p)
UF (1)
≥ UG(p)
UG(1)
,
i.e.,
LF (p) ≥ LG(p),
which implies
AF ≤ AG.
(2) If F ≤kL∗ G, similarly we have
WF (1− p)
WF (1)
≥ WG(1− p)
WG(1)
.
This yields
1− WF (1− p)
WF (1)
≤ 1− WG(1− p)
WG(1)
,
i.e.,
L∗F ,D(p) ≤ L∗G,D(p),
which implies
A∗F ≥ A∗G. 
Remark 3.2. Except for the kα-ordering, all themultivariate kurtosis orderings in this section are proposed for the first time.
4. Relationships of various existing multivariate kurtosis measures
In last section, we developed the kurtosis orderings for various existing multivariate kurtosis measures, which give the
meaning of each measure. With clear meaning, the relationships of those kurtosis measures can be explored. Let
Fk2 =

all distributions in Rd comparable in terms of the k2-ordering

,
FkV =

all distributions in Rd comparable in terms of the kV -ordering

,
FkL =

all distributions in Rd comparable in terms of the kL-ordering

, and
FkL∗ =

all distributions in Rd comparable in terms of the kL∗-ordering

.
J. Wang, W. Zhou / Journal of Multivariate Analysis 107 (2012) 169–180 177
First, it is seen from Theorem 3.1 that the kV -ordering is preserved by the multivariate kurtosis functional kF (p) and is
inversely preserved by the ‘‘fan plot’’ bF (t|p0). Thus for two distributions F and G in FkV ,
kF (p) ≤ kG(p) iff bF (t|p0) ≥ bG(t|p0).
Second, according to the results in Section 3.1, for spherically symmetric distributions F and G in Fk2 ,
βd(F) ≤ βd(G) iff β∗d (F) ≤ β∗d (G).
For the relationships of the other multivariate kurtosis measures, we have the following results.
Theorem 4.1. Suppose that the Mahalanobis depth MDF (x) is used.
(1)When F ,G ∈ Fk2 ∩ FkV , then kF (p) ≤ kG(p) iff βd(F) ≤ βd(G).
(2)When F ,G ∈ Fk2 ∩ FkL , then βd(F) ≤ βd(G) iff LF (p) ≥ LG(p), which implies AF ≤ AG.
(3)When F ,G ∈ Fk2 ∩ FkL∗ , then βd(F) ≤ βd(G) iff L∗F ,MD(p) ≥ L∗G,MD(p), which implies A∗F ≤ A∗G.
Proof. (1) Suppose that X ∼ F and Y ∼ G. When the Mahalanobis depthMDF (x) is used,
CF (p) =

x ∈ Rd : (x− µX )′Σ−1X (x− µX ) ≤ F−1R2X (p)

.
Then VF (p) =
πd/2[F−1
R2X
(p)]d/2|ΣX |1/2
Γ (d/2+1) = π
d/2|ΣX |1/2
Γ (d/2+1) F
−1
RdX
(p).
In the same way, we have VG(p) = πd/2|ΣY |1/2Γ (d/2+1) G−1RdY (p). Thus
VG(V−1F (r)) =
πd/2|ΣY |1/2
Γ (d/2+ 1)G
−1
RdY

FRdX

Γ (d/2+ 1)
πd/2|ΣX |1/2 r

,
which has the same convexity as G−1
RdY
(FRdX (r)).
Since the convexity of G−1
R
α1
Y
(FRα1X
(r)) implies the convexity of G−1
R
α2
Y
(FRα2X
(r)) for 0 < α1 < α2, when F ,G ∈ Fk2 ∩ FkV ,
kF (p) ≤ kG(p)⇐⇒ VG(V−1F (r)) is convex⇐⇒ G−1R2Y (FR2X (r)) is convex⇐⇒ βd(F) ≤ βd(G).
(2) UF (p) =

CF (p)
(x− µX )′Σ−1X (x− µX )fX (x)dx =
 F−1R2X (p)
0 zfR2X (z)dz.
Let δF (·) be the primary function of zfR2X (z). Then UF (p) = δF (F
−1
R2X
(p)).
In the same way, we have UG(p) = δG(G−1R2Y (p)). Thus
UG(U−1F (r)) = δG

G−1
R2Y
(FR2X (δ
−1
F (r)))

,
d
dr

UG(U−1F (r))
 = G−1R2Y (FR2X (δ−1F (r)))
δ−1F (r)
.
Since δ−1F (r) is an increasing function,
βd(F) ≤ βd(G)⇐⇒ G−1R2Y (FR2X (r)) is convex⇐⇒ UG(U
−1
F (r)) is convex⇐⇒ LF (p) ≥ LG(p).
(3) When F ,G ∈ Fk2 ∩ FkL∗ , G−1R2Y (FR2X (r)) is convex or concave, and so isWG(W
−1
F (r)). Checking the second derivative of
WG(W−1F (r)), we see that
G−1
R2Y
(FR2X (r)) is convex ⇐⇒ WG(W
−1
F (r)) is concave.
The result follows. 
What if the other depth functions are used?
Theorem 4.2. Suppose that F and G are elliptically symmetric distributions in Fk2 ∩ FkV ∩ FkL , and the depth function is affine
invariant and attains its maximum at center. Then
kF (p) ≤ kG(p) iff βd(F) ≤ βd(G) iff LF (p) ≥ LG(p), which implies AF ≤ AG.
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Proof. Under the conditions, we also have
VG(V−1F (r)) =
πd/2|ΣY |1/2
Γ (d/2+ 1)G
−1
RdY

FRdX

Γ (d/2+ 1)
πd/2|ΣX |1/2 r

, and
UG(U−1F (r)) = δG

G−1
R2Y

FR2X (δ
−1
F (r))

.
Then the same arguments as in the proof of Theorem 4.1, (1), (2) lead to the results. 
We see that if we confine attention to elliptically symmetric distributions, we have the same conclusions as Theorem 4.1
(1), (2) as long as the depth function is affine invariant and attains its maximum at center. However, the conclusion about
the general Lorenz curve L∗F ,D(p) is much more complicated and depends on the depth function used in general.
5. Applications
In Section 4, the k-ordering is applied to study the relationships of various existing multivariate kurtosis measures. This
section is devoted to some other applications.
As discussed in Section 2, essentially λF (p) is a quantile function. Thus the graph of λG(λ−1F (r)) is a multivariate
quantile–quantile plot. This two-dimensional plot in the first quadrant provides an effective visual device to compare
multivariate distributions in any dimension with respect to spread and kurtosis, which is summarized as follows.
(1) If λG(λ−1F (r)) ≥ (≤) r (equivalently λG(p) ≥ (≤) λF (p)), that is, the graph of z = λG(λ−1F (r)) is above (below) the line
z = r , then G is more (less) scattered than F .
(2) If λG(λ−1F (r)) is convex (concave), then G has higher (lower) kurtosis than F .
(3) If λG(λ−1F (r)) = cr , that is, the graph of λG(λ−1F (r)) is a straight line through the origin, then F and G have the same
kurtosis property.
(4) Further, suppose that the conditions in Theorem 2.3 are satisfied. Then λGY (λ
−1
FX
(r)) = cr iff X and Y are affinely
equivalent in distribution: Y d=AX + b for some nonsingular d× dmatrix A and some vector b in Rd.
Remark 5.1. Similarly two data sets {X1, . . . ,Xn} and {Y1, . . . , Ym} in Rd can be compared via λGm(λ−1Fn (r)), the sample
version of λG(λ−1F (r)), where Fn and Gm are the empirical distribution functions of {X1, . . . ,Xn} and {Y1, . . . , Ym},
respectively.
Remark 5.2. It deserves to be emphasized that under the conditions of Theorem 2.3, λG(λ−1Nd(0,I)(r)) = cr iff G is a normal
distribution in Rd. This has been applied to design a new and intuitively appealing test for multivariate normality. A broad
comparison of the new test with various existing tests by Monte Carlo simulation is planned.
In the following example, we will compare some elliptically symmetric distributions F = Ed(h1;µF ,ΣF ) and G =
Ed(h2;µG,ΣG) by the plot of z = VG(V−1F (r)). The following notations will be used with µ and Σ being the vector and
matrix in the notation Ed(h;µ,Σ) for an elliptically symmetric distribution respectively.
MUd(µ,Σ)—A d-dimensional uniform distribution on {x ∈ Rd : (x− µ)′Σ−1(x− µ) ≤ 1}.
Nd(µ,Σ)—A d-dimensional normal distribution with µ andΣ.
Mtd(v,µ,Σ)—A d-dimensional t distribution with v degrees of freedom, µ andΣ.
MCd(µ,Σ)—A d-dimensional Cauchy distribution with µ andΣ.
It is assumed that the depth function is affine invariant and attains its maximum at center. Since VG(V−1F (r)) does not
depend onµF andµG, without loss of generality, we setµF = µG = 0. In addition, VG(V−1F (r)) depends on the matricesΣF
andΣG only through their determinants.
Example 5.1. Comparison of some elliptically symmetric distributions F and G in R4 by the plot of z = VG(V−1F (r)).
(1) Fig. 1(a) shows the plot of z = VG(V−1F (r)) for G = MU4(0,ΣG) with |ΣG| = 400 and F = N4(0,ΣF ) with |ΣF | = 1.
Since the plot is strictly concave, G<kV F , that is, G has lower kurtosis than F . The striking aspect here is that, even if |ΣG| is
significantly higher than |ΣF |, we cannot conclude that G is more spread than F .
(2) From Fig. 1(b), we see that Mt4(6, 0,ΣF ) with |ΣF | = 1 has higher kurtosis and is more spread than N4(0,ΣG) with|ΣG| = 1/2.
(3) It is seen from Fig. 1(c) thatMC4(0,ΣG)with |ΣG| = 1/2 has higher kurtosis thanMt4(6, 0,ΣF )with |ΣF | = 1.
(4) It is shown in Fig. 1(d) that the plot of z = VG(V−1F (r)) is linear when F and G are both normal distributions in R4.
Since the kV -ordering is affine invariant, combining the above conclusions, we have
MU4(µ1,Σ1)<kV N4(µ2,Σ2)<kV Mt4(6,µ3,Σ3)<kV MC4(µ4,Σ4).
This is consistent with the classical kurtosis coefficients of those types of distributions, which are given in the following
table (see Table 1).
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Fig. 1. The plot of z = VG(V−1F (r)). (a) G = MU4(0,ΣG) with |ΣG| = 400 and F = N4(0,ΣF ) with |ΣF | = 1. (b) G = N4(0,ΣG) with |ΣG| = 1/2 and
F = Mt4(6, 0,ΣF ) with |ΣF | = 1. (c) G = MC4(0,ΣG) with |ΣG| = 1/2 and F = Mt4(6, 0,ΣF ) with |ΣF | = 1. (d) G = N4(0,ΣG) with |ΣG| = 2 and
F = N4(0,ΣF )with |ΣF | = 1.
Table 1
The classical kurtosis coefficients of the four types of distributions.
Distribution F MU4(µ1,Σ1) N4(µ2,Σ2) Mt4 (6,µ3,Σ3) MC4(µ4,Σ4)
Kurtosis coefficient βd(F) 0.5 24 108 ∞
In addition, if the depth function is moment-free, then VG(V−1F (r)) is also moment-free and thus the plot of VG(V
−1
F (r))
can be used to compare two multivariate distributions whose classical kurtosis coefficients do not exist, for example, a
multivariate Cauchy distribution and a multivariate t distribution with 2 degrees of freedom in Rd.
Remark 5.3. Although the plot of VG(V−1F (r))was used in Example 5.1, multivariate distributions can also be compared by
the plot of G−1RαY (FR
α
X
(r)), or UG(U−1F (r)), or WG(W
−1
F (r)). Meanwhile, the following differences should be noted in practical
applications.
(1) Both VG(V−1F (r)) and WG(W
−1
F (r)) are moment-free if the depth function is. However, G
−1
RαY
(FRαX (r)) and UG(U
−1
F (r)) are
not moment-free unless some moment-free location measure and dispersion matrix are used in the Mahalanobis distance.
(2) Unlike the plots of G−1RαY (FR
α
X
(r)) and VG(V−1F (r)), the plots of UG(U
−1
F (r)) and WG(W
−1
F (r)) cannot be used to judge
whether two elliptically symmetric distributions are affinely equivalent since neither the kL-ordering nor the kL∗-ordering
can determine elliptically symmetric distributions within affine equivalence.
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