We consider in a Hilbert space a self-adjoint operator H and a family Φ ≡ (Φ1, . . . , Φ d ) of mutually commuting self-adjoint operators. Under some regularity properties of H with respect to Φ, we propose two new formulae for a time operator for H and prove their equality. One of the expressions is based on the time evolution of an abstract localisation operator defined in terms of Φ while the other one corresponds to a stationary formula. Under the same assumptions, we also conduct the spectral analysis of H by using the method of the conjugate operator.
Introduction and main results
Let H be a self-adjoint operator in a Hilbert space H and let T be a linear operator in H. Generally speaking, the operator T is called a time operator for H if it satisfies the canonical commutation relation 1) or, alternatively, the relation T e −itH = e −itH (T + t).
(1.2)
Obviously, these two equations are very formal and not equivalent. So many authors have proposed various sets of conditions in order to give a precise meaning to them. For instance, one has introduced the concept of infinitesimal Weyl relation in the weak or in the strong sense [18] , the T -weak Weyl relation [19] or various generalised versions of the Weyl relation (see e.g. [6, 17] ). However, in most of these publications the pair {H, T } is a priori given and the authors are mainly interested in the properties of H and T that can be deduced from a relation like (1.2). In particular, the self-adjointness of T , the spectral nature of H and T , the connection with the survival probability, the form of T in the spectral representation of H, the relation with the theory of irreversibility and many other properties have been extensively discussed in the literature (see [23, Sec. 8] , [24, Sec. 3] , [5, 12, 14, 16, 39] and references therein).
Our approach is radically different. Starting from a self-adjoint operator H, one wonders if there exists a linear operator T such that (1.1) holds in a suitable sense. And can we find a universal procedure to construct such an operator ? This paper is a first attempt to answer these questions.
Our interest in these questions has been recently aroused by a formula put into evidence in [37] . Along the proof of the existence of time delay for hypoelliptic pseudodifferential operators H := h(P ) in L 2 (R d ), the author derives an integral formula linking the time evolution of localisation operators to the derivative with respect to the spectral parameter of H. The formula reads as follows: if Q stands for the family of position operators in L 2 (R d A review of the methods used in [37] suggested to us that Equation (1.3) could be extended to the case of an abstract pair of operator H and position operators Φ acting in a Hilbert space H, as soon as H and Φ satisfy two appropriate commutation relations. Namely, suppose that you are given a self-adjoint operator H and a family Φ ≡ (Φ 1 , . . . , Φ d ) of mutually commuting self-adjoint operators in H. Then, roughly speaking, the first condition requires that for some ω ∈ C \ R the map
is 3-times strongly differentiable (see Assumption 2.2 for a precise statement). The second condition, Assumption 2.3, requires that for each x ∈ R d , the operators e −ix·Φ H e ix·Φ mutually commute. Given this, our main result reads as follows (see Theorem 5.5 for a precise statement): 
where
is some explicit function (see Section 4 and Proposition 5.2). In summary, once a family of mutually commuting self-adjoint operators (Φ 1 , . . . , Φ d ) satisfying Assumptions 2.2 and 2.3 has been given, then a time operator can be defined either in terms of the l.h.s. of (1.4) or in terms of (1.5) . When suitably defined, both expressions lead to the same operator. We also mention that the equality (1.4), with r.h.s. defined by (1.5), provides a crucial preliminary step for the proof of the existence of quantum time delay and Eisenbud-Wigner Formula for abstract scattering pairs {H, H + V }. In addition, Theorem 1.1 establishes a new relation between time dependent scattering theory (l.h.s.) and stationary scattering theory (r.h.s.) for a general class of operators. We refer to the discussion in Section 6 for more information on these issues.
Let us now describe more precisely the content of this paper. In Section 2 we recall the necessary definitions from the theory of the conjugate operator and define a critical set κ(H) for the operator H. In the more usual setup where H = h(P ) is a function of the momentum vector operator P and Φ is the position vector operator Q in L 2 (R d ), it is known that the critical values of h κ h := λ ∈ R | ∃ x ∈ R d such that h(x) = λ and h ′ (x) = 0 plays an important role (see e.g. [1, Sec. 7] ). Typically, the operator h(P ) has bad spectral properties and bad propagation properties on κ h . For instance, one cannot obtain a simple Mourre estimate at these values. Such phenomena also occur in the abstract setup. Since the operator H is a priori not a function of an auxiliary operator as h(P ), the derivative appearing in the definition of κ h does not have a direct counterpart. However, the identities (∂ j h)(P ) = i[h(P ), Q j ] suggest to define the set of critical values κ(H) in terms of the vector operator
. This is the content of Definition 2.5. In Lemma 2.6 and Theorem 3.6, we show that κ(H) is closed, contains the set of eigenvalues of H, and that the spectrum of H in σ(H) \ κ(H) is purely absolutely continuous. The proof of the latter result relies on the construction, described in Section 3, of an appropriate conjugate operator for H.
In Section 4, we recall some definitions in relation with the function f that appear in Theorem 1.1. The function R f is introduced and some of its properties are presented. Section 5 is the core of the paper and its most technical part. It contains the definition of T f and the proof of the precise version of Theorem 1.1. Suitable subspaces of H on which the operators are well-defined and on which the equalities hold are introduced.
An interpretation of our results is proposed in Section 6. The relation with the theory of time operators is explained, and various cases are presented. The importance of Theorem 5.5 for the proof of the existence of the quantum time delay and Eisenbud-Wigner Formula is also sketched.
In Section 7, we show that our results apply to many operators H appearing in physics and mathematics literature. Among other examples, we treat Friedrichs Hamiltonians, Stark Hamiltonians, some Jacobi operators, the Dirac operator, convolution operators on locally compact groups, pseudodifferential operators, adjacency operators on graphs and direct integral operators. In each case, we are able to exhibit a natural family of position operators Φ satisfying our assumptions. The diversity of the examples covered by our theory make us strongly believe that Formula (1.4) is of natural character. Moreover it also suggests that the existence of time delay is a very common feature of quantum scattering theory. We also point out that one by-product of our study is an efficient algorithm for the choice of a conjugate operator for a given self-adjoint operator H (see Section 3). This allows us to obtain (or reobtain) non trivial spectral results for various important classes of self-adjoint operators H.
As a final comment, we would like to emphasize that one of the main interest of our study comes from the fact that we do not restrict ourselves to the standard position operators Q and to operators H which are functions of P . Due to this generality, we cannot rely on the usual canonical commutation relation of Q and P and on the subjacent Fourier analysis. This explains the constant use of abstract commutators methods throughout the paper.
Critical values
In this section, we recall some standard notions on the conjugate operator theory and introduce our general framework. The set of critical values is defined and some of its properties are outlined. This subset of the spectrum of the operator under investigation plays an essential role in the sequel.
We first recall some facts principally borrowed from [1] . Let H and A be two self-adjoint operators in a Hilbert space H. Their respective domain are denoted by D(H) and D(A), and for suitable ω ∈ C we write R ω for (H − ω) −1 . The operator H is of class C 1 (A) if there exists ω ∈ C \ σ(H) such that the map
is strongly differentiable. In that case, the quadratic form
extends continuously to a bounded operator denoted by [A, R ω ] ∈ B(H). It also follows from the We now extend this framework in two directions: in the number of conjugate operators and in the degree of regularity with respect to these operators. So, let us consider a family Φ ≡ (Φ 1 , . . . , Φ d ) of mutually commuting self-adjoint operators in H (throughout the paper, we use the term "commute" for operators commuting in the sense of [26, Sec. VIII.5] ). Then we know from [7, Sec. 6.5] 
In particular, the operator e ix·Φ , with
Note also that the conjugation
defines an automorphism of B(H).
Within this framework, the operator H is said to be of class C m (Φ) for m = 1, 2, . . . if there exists ω ∈ C \ σ(H) such that the map
is strongly of class C m in H. One easily observes that if H is of class C m (Φ), then the operator H is of class C m (Φ j ) for each j (the class C m (Φ j ) being defined similarly).
Remark 2.1.
A bounded operator S ∈ B(H) belongs to C 1 (A) if the map (2.1), with R ω replaced by S, is strongly differentiable. Similarly, S ∈ B(H) belongs to C m (Φ) if the map (2.3), with R ω replaced by S, is strongly C m .
In the sequel, we assume that H is regular with respect to unitary group {e ix·Φ } x∈R d in the following sense.
Assumption 2.2.
The operator H is of class C 3 (Φ). Furthermore, for each j ∈ {1, . . . , d}, the quadratic form i[H, Φ j ] on D(H) defines an essentially self-adjoint operator whose self-adjoint extension is denoted by H ′ j . Similarly, for each k, ℓ ∈ {1, . . . , d}, the quadratic form 
In fact, one easily obtains that e itΦj D(H) = D(H), and since this property holds for each j one also has e ix·Φ D(H) = D(H) for all x ∈ R d . As a consequence, we obtain in particular that each self-adjoint operator Proof. Let ω ∈ C \ R, x, y, z ∈ R d , j, k, ℓ, m ∈ {1, . . . , d}, and set R(
. By assumption, one has the equality
for each ε ∈ R \ {0}. Taking the strong limit as ε → 0, and using (2.2) and Assumption 2.3, one obtains
Since the resolvent R(0) on the left is injective, this implies that 
Details are left to the reader. 
A number λ ∈ R that is not a regular value of H is called a critical value of H. We denote by κ(H) the set of critical values of H.
From now on, we shall use the shorter notation E H (λ; δ) for E H (λ − δ, λ + δ) . In the next lemma we put into evidence some useful properties of the set κ(H). 
Proof. (a) Let λ 0 be a regular value for H, i.e. there exists δ 0 > 0 such that (2.5) holds with δ replaced by δ 0 . Let λ ∈ (λ 0 − δ 0 , λ 0 + δ 0 ) and let δ > 0 such that
Locally smooth operators and absolute continuity
In this section we exhibit a large class of locally H-smooth operators. We also show that the operator H is purely absolutely continuous in σ(H) \ κ(H). These results are obtained by using commutators methods as presented in [1] . In order to motivate our choice of conjugate operator for H, we present first a formal calculation. Let A η be given by
where η is some real function with a sufficiently rapid decrease to 0 at infinity. Then A η satisfies with H the commutation relation
which provides (in a sense to be specified) a Mourre estimate. So, in the sequel, one only has to justify these formal manipulations and to determinate an appropriate function η. First of all, one observes that for each j ∈ {1, . . . , d} and each ω ∈ C \ σ(H) the operator
2. In the following lemmas, Assumptions 2.3 and 2.2 are tacitly assumed, and we set
Proof. Due to Assumption 2.2 one has for each ϕ ∈ D(Φ k )
This implies that there exists C < ∞ such that
for each ϕ ∈ D(Φ k ), and thus the first statement follows from [1, Lem. 6.2.9]. For the second statement, since
is clearly bounded and self-adjoint. Furthermore, by observing that
is the product of three operators belonging to C 1 (Φ k ), and thus belongs to C 1 (Φ k ) due to [1, Prop. 5.1.5]. For the last statement, one gets by taking Lemma 2.4 into account
The first term is a product of operators which belong to C 1 (Φ ℓ ), and thus it belongs to C 1 (Φ ℓ ). For the second term, a calculation similar to the one presented for the statement (a) using Assumption 2.2 shows that this term also belongs to C 1 (Φ ℓ ), and so the claim is proved.
We can now give a precise definition of the conjugate operator A we will use, and prove its self-adjointness. For that purpose, we consider the family
of mutually commuting bounded self-adjoint operators, and we write Π := (Π 1 , . . . , Π d ) for the associated vector operator. Due to Lemma 3.1.(b), each operator Π j belongs to C 1 (Φ k ). Therefore the operator
For the next lemma, we note that this set contains the domain
Proof. We use the criterion of essential self-adjointness [27, Thm. X.37].
Given a > 1, we define the self-adjoint operator
and observe that in the form sense on D(N ) one has
. Now, the following inequality holds
Thus there exists c > 0 such that R ≥ −dΦ 2 − c. Altogether, we have shown that in the form sense on D(N )
where the r.h.s. is a sum of positive terms for a large enough. In particular, one has for ϕ ∈ D(N )
It remains to estimate the commutator [A, N ]. In the form sense on D(N ), one has
The last four terms are bounded. For the other terms, Lemma 3.1.(c), together with the bound
Lemma 3.3. The operator H is of class C 2 (A) and the sesquilinear form i[H, A] on D(H) extends to the bounded positive operator
Proof. One has for each ϕ ∈ D(Φ 2 ) and each ω ∈ C \ σ(H)
Since all operators in the last equality are bounded and since D(Φ 2 ) is a core for A, this implies that H is of class
. Now observe that the following equalities hold on H
Therefore the sesquilinear form i[H, A] on D(H) extends to the bounded positive operator H
Finally, the operator i[R ω , A] can be written as a product of factors in
for each ℓ, and thus a calculation similar to the one of (3.1) shows that
The set of A-regular values corresponds to the Mourre set with respect to
In the framework of Mourre theory, this means that the operator A is strictly conjugate to H at the point λ [1, Sec. 7.2.2].
Lemma 3.5. The sets κ(H) and κ
A (H) are equal.
Proof. Let λ be a A-regular value of H. Then there exist a, δ > 0 such that
and we obtain for ε > 0:
which implies, by taking the limit lim εց0 , that λ is a regular value. Now, let λ be a regular value of H. Then there exists δ > 0 such that
where the number a ≥ 0 is the infimum of the spectrum of (H ′ ) 2 E H (λ; δ), considered as an operator in H λ,δ . Therefore, Formula (3.2) entails the bound a −1 ≤ Const., which implies that a > 0. In consequence, the
with a > 0. This implies that λ is a A-regular value of H, and κ(H) is equal to κ A (H).
We shall now state our main result on the nature of the spectrum of H, and exhibit a class of locally Hsmooth operators. The space D(A), H 1/2,1 , defined by real interpolation [1, Sec. 3.4.1], is denoted by K . Since for each j ∈ {1, . . . , d} the operator Π j belongs to 
The symbol C ± stands for the half-plane
Theorem 3.6. Let H satisfy Assumptions 2.2 and 2.3. Then, (a) the spectrum of H in σ(H) \ κ(H) is purely absolutely continuous,
Proof. 
, which is holomorphic on the halfplane C ± , extends to a weak * -continuous function on C ± ∪ {R \ κ(H)}. Now, consider T ∈ B(K * , H). Then one has T * ∈ B(H, K ), and it follows from the above continuity that for each compact subset J ⊂ R \ κ(H) there exists a constant C ≥ 0 such that for all ω ∈ C with Re(ω) ∈ J and Im(ω) ∈ (0, 1) one has
A fortiori, one also has sup ω T (R ω − Rω)T * ≤ C, where the supremum is taken over the same set of complex numbers. This last property is equivalent to the local H-smoothness of T on R \ κ(H). The claim is then obtained by using the last embedding of (3.3).
Averaged localisation functions
In this section we recall some properties of a class of averaged localisation functions which appears naturally when dealing with quantum scattering theory. These functions, which are denoted R f , are constructed in terms of functions f ∈ L ∞ (R d ) of localisation around the origin 0 of R d . They were already used, in one form or another, in [15] , [36] , and [37] .
satisfies the following conditions:
(ii) f = 1 on a neighbourhood of 0.
It is clear that s-lim r→∞ f (Φ/r) = 1 if f satisfies Assumption 4.1. Furthermore, one has for each
is well-defined. If R * + := (0, ∞), endowed with the multiplication, is seen as a Lie group with Haar measure dµ µ , then R f is the renormalised average of f with respect to the (dilation) action of R * + on R d . In the next lemma we recall some differentiability and homogeneity properties of R f . We also give the explicit form of R f when f is a radial function. The reader is referred to [37 (a) Assume that (∂ j f )(x) exists for all j ∈ {1, . . . , d} and x ∈ R d , and suppose that there exists some ρ > 0
, and its derivative is given by
Then one has for each x ∈ R d \ {0} and t > 0 the homogeneity properties
Obviously, one can show as in Lemma 4.
is not a necessary condition. In some cases (as in Lemma 4.2.(c)), the function R f is very regular outside the point 0 even if f is not continuous.
Integral formula
In this section we prove our main result on the relation between the evolution of the localisation operators f (Φ/r) and the time operator T f defined below. We begin with a technical lemma that will be used subsequently.
Since this result could also be useful in other situations, we present here a general version of it. The symbol F stands for the Fourier transformation, and the measure dx on R n is chosen so that F extends to a unitary operator in L 2 (R n ). 
, and suppose that the functions g and 
where C kj ≥ 0 is independent of y and x j . This implies that
and the claim is proved.
In Lemma 2.6.(a) we have shown that the set κ(H) is closed. So we can define for each t ≥ 0 the set
The set D t is included in the subspace H ac (H) of absolute continuity of H, due to Theorem 3.6, and D t1 ⊂ D t2 if t 1 ≥ t 2 . We refer the reader to Section 6 for an account on density properties of the sets D t .
In the sequel we consider the set of operators H ′′ jk as the components of a d-dimensional (Hessian) matrix which we denote by H ′′ . Furthermore we shall sometimes write C −1 for an operator C a priori not invertible. In such a case, the operator C −1 will always be restricted to a set where it is well-defined. Namely, if D is a set on which C is invertible, then we shall simply write "C −1 acting on D" instead of using the notation 
Remark 5.3. Formula (5.1) is a priori rather complicated and one could be tempted to replace it by the simpler formula
Unfortunately, a precise meaning of this expression is not available in general, and its full derivation can only be justified in concrete examples. 
Thus (∂ j R f )(H ′ )ϕ ≤ Const. ϕ , and we have
which implies the first part of the claim. For the second part of the claim, it is sufficient to show that 
Now, by using Assumption 2.2 and Lemma 2.4 one obtains that
It follows that
and thus
Suppose for a while that f is radial. Then one has (∂ j R f )(x) = −x −2 x j due to Lemma 4.2.(c), and Formula (5.1) holds by Remark 5.4. This implies that T f is equal to
The next theorem is our main result; it relates the evolution of localisation operators f (Φ/r) to the operator T f . In its proof, we freely use the notations of [1] for some regularity classes with respect to the unitary group generated by Φ. For us, a function f : 
Note that the integral on the l.h.s. of (5.3) is finite for each r > 0 since f (Φ/r) can be factorized as
with |f (Φ/r)| 1/2 locally H-smooth on R \ κ(H) by Theorem 3.6. Furthermore, since Remark 5.4 applies, the r.h.s. can also be written as the expectation value ϕ, T f ϕ .
Since f is even, F f is also even, and
Thus Formula (5.4), Lemma 2.4, and the change of variables µ := t/r, ν := 1/r, give (ii) To prove the statement, we shall show that one may interchange the limit and the integrals in (5.5), by invoking Lebesgue's dominated convergence theorem. This will be done in (iii) below. Here we pursue the calculations assuming that these interchanges are justified.
We know from Assumption 2.2 that H is of class C 2 (Φ j ) (and thus of class C 1,1 (Φ j )) for each j ∈ {1, . . . , d}. Since the domain of H is invariant under the group generated by Φ j , it follows then from [1,
, where G denotes the space D(H) endowed with the graph topology. In particular, H belongs to C 1 u (Φ j , G, G * ); namely, the map R ∋ ν → H(νe j ) ∈ B(G, G * ) is continuously differentiable in the uniform topology. Therefore the map
extends to a continuous map defined on R and taking value H ′ j at ν = 0. Now, the exponential map B → e iB is continuous from B(G, G * ) to B(G, G * ). So, the composed map
is also continuous, and takes value e It follows that for any ϕ, ψ ∈ G, one has
In fact, since the operators H, H(νx) and H ′ j are self-adjoint this equality even holds for ϕ, ψ ∈ H, but we do not need such an extension. This identity, together with the symmetry of f , Lemma 4.
2.(a), and Proposition 5.2, implies that for
(iii) To interchange the limit ν ց 0 and the integration over µ in (5.5), one has to bound R d dx K(ν, µ, x) uniformly in ν by a function in L 1 (0, ∞), dµ . We begin with the first term of R d dx K(ν, µ, x):
Observe that for each multi-index α ∈ N d with |α| ≤ 2 one has 6) where the derivatives are taken in the strong topology and where the constant is independent of ν ∈ (−1, 1).
and thus K 1 (ν, µ) is bounded uniformly in ν by a function in L 1 (0, 1], dµ . For the case µ > 1 we first remark that there exists a compact set J ⊂ R \ κ(H) such that ϕ = E H (J)ϕ.
.(d). It then follows that
Moreover, from Assumption 2.3, we also get that
So, K 1 (ν, µ) can be rewritten as
Furthermore, the bounded operator
satisfies for each integer k ≥ 1 the bound
due to Assumption 2.2, Lemma 2.4, Equation (5.6) and the rapid decay of F f . Thus K 1 (ν, µ) can be written as
Moreover, direct calculations using Equation (5.6) and Proposition 5.1 show that the map R d ∋ x → A j,ν (x) ∈ B(H) is twice strongly differentiable and satisfies
for any integer k ≥ 1. Therefore one can perform two successive integrations by parts (with vanishing boundary contributions) and obtain
This together with Formula (5.8) implies for each ν < 1 and each µ > 1 that
The combination of the bounds (5.7) and (5.9) shows that K 1 (ν, µ) is bounded uniformly for ν < 1 by a function in L 1 (0, ∞), dµ . Since similar arguments shows that the same holds for the second term of R d dx K(ν, µ, x), one can interchange the limit ν ց 0 and the integration over µ in (5.5).
The interchange of the limit ν ց 0 and the integration over x in (5.5) is justified by the bound
which follows from Formula (5.6).
When the localisation function f is radial, the operator T f is equal to the operator T , which is independent of f . The next result, which depicts this situation of particular interest, is a direct consequence of Lemma 4. 
Interpretation of the integral formula
This section is devoted to the interpretation of Formula (5.3) and to the description of the sets D t . We begin by stressing some properties of the subspace K := ker (H ′ ) 2 of H, which plays an important role in the sequel.
Lemma 6.1. (a) The eigenvectors of H belong to K, (b) If ϕ ∈ K, then the spectral support of ϕ with respect to H is contained in κ(H), (c) For each t ≥ 0, the set K is orthogonal to D t , (d) For each t ≥ 0, the set D t is dense in H only if K is trivial.
Proof. As observed in the proof of Lemma 2.6, if λ is an eigenvalue of H then one has E H ({λ})H
Thus, all eigenvectors of H belong to the kernel of H ′ j , and a fortiori to the kernels of (H ′ j ) 2 and (H ′ ) 2 . Now, let ϕ ∈ K and let J be the minimal closed subset of R such that E H (J)ϕ = ϕ. It follows then from Definition 2.5 that J ⊂ κ(H). This implies that ϕ⊥D t , and thus K⊥D t . The last statement is a straightforward consequence of point (c).
Let us now proceed to the interpretation of Formula (5.3). We consider first the term t f (ϕ) on the r.h.s., and recall that f is an even element of S (R d ) with f = 1 in a neighbourhood of 0. We also assume that f is real.
Due to Remark 5.4 with ϕ ∈ D 1 , the term t f (ϕ) reduces to the expectation value ϕ, T f ϕ , with T f given by (5.1). Now, a direct calculation using Formulas (4.1), (4.2), and (5.1) shows that the operators T f and H satisfy in the form sense on D 1 the canonical commutation relation
Therefore, since the group {e −itH } t∈R leaves D 1 invariant, the following equalities hold in the form sense on D 1 :
In other terms, one has ψ, T f e −itH ϕ = ψ, e −itH T f + t ϕ (6.2)
for each ψ, ϕ ∈ D 1 , and the operator T f satisfies on D 1 the so-called infinitesimal Weyl relation in the weak sense [18, Sec. 3] . Note that we have not supposed that D 1 is dense. However, if D 1 is dense in H, then the infinitesimal Weyl relation in the strong sense holds:
This relation, also known as T f -weak Weyl relation [19, Def. 1.1], has deep implications on the spectral nature of H and on the form of T f in the spectral representation of H. Formally, it suggests that T f = i d dH , and thus −iT f can be seen as the operator of differentiation with respect to the Hamiltonian H. Moreover, being a weak version of the usual Weyl relation, Relation (6.3) also suggests that the spectrum of H may not differ too much from a purely absolutely continuous spectrum. These properties are now discussed more rigorously in particular situations. In the first two cases, the density of D 1 in H is assumed, and so the point spectrum of H is empty by Lemma 6.1.
Case 1 (T f essentially self-adjoint): If the set D 1 is dense in H, and T f is essentially self-adjoint on D 1 , then it has been shown in [18, Lemma 4] is the operator of multiplication by e isλ . In terms of the generator H, this means that U HU * = λ, where "λ" stands for the multiplication operator by λ in L 2 (R; C N , dλ). Therefore the spectrum of H is purely absolutely continuous and covers the whole real line. Moreover, we have for each ψ ∈ H and ϕ ∈ D 1 .3) once more implies that the spectrum of H is purely absolutely continuous [19, Thm. 4.4] , but it may not cover the whole real line. We expect that the operator T f is still equal to i d dλ (on a suitable subspace) in the spectral representation of H, but we have not been able to prove it in this generality. However, this property holds in most of the examples presented below. If T f and H satisfy more assumptions, then more can be said (see for instance [33] ).
Case 3 (T f not densely defined): If D 1 is not dense in H, then we are not aware of general works using a relation like (6.2) to deduce results on the spectral nature of H or on the form of T f in the spectral representation of H. In such a case, we only know from Theorem 3.6 that the spectrum of H is purely absolutely continuous in σ(H) \ κ(H), but we have no general information on the form of T f in the spectral representation of H. However, with a suitable additional assumption the analysis can be continued. Indeed, consider the orthogonal decomposition H := K ⊕ G, with K ≡ ker (H ′ ) 2 . Then the operators H, H ′ j , and H ′′ kℓ are all reduced by this decomposition, due to the commutation assumption 2.3. If we assume additionally that T f D 1 ⊂ G, then the analysis can be performed in the subspace G.
Since D 1 ⊂ G by Lemma 6.1, the additional hypothesis allows us to consider the restriction of T f to G, which we denote by T f . Let also H, H ′ j , and H ′′ kℓ denote the restrictions of the corresponding operators in G. We then set
, and observe that the equality (6.1) holds in the form sense on D 1 . In other words, (6.1) can be considered in the reduced Hilbert space G instead of H. The interest of the above decomposition comes from the following fact: If D 1 is dense in G (which is certainly more likely than in H), then T f is symmetric and the situation reduces to the case 2 with the operators H and T f . If in addition T f is essentially self-adjoint on D 1 , the situation even reduces to the case 1 with the operators H and T f . In both situations, the spectrum of H is purely absolutely continuous. In Section 7, we shall present 2 examples corresponding to these situations. 
, and one can prove similarly that
It follows that T f ϕ ∈ G by taking the explicit form (5.1) of T f into account.
Let us now concentrate on the other term in Formula (5.3). If we consider the operators Φ j as the components of an abstract position operator Φ, then the l.h.s. of Formula (5.3) has the following meaning: For r fixed, it can be interpreted as the difference of times spent by the evolving state e −itH ϕ in the past (first term) and in the future (second term) within the region defined by the localisation operator f (Φ/r). Thus, Formula (5.3) shows that this difference of times tends as r → ∞ to the expectation value in ϕ of the operator T f .
On the other hand, let us consider a quantum scattering pair {H, H + V }, with V an appropriate perturbation of H. Let us also assume that the corresponding scattering operator S is unitary, and recall that S commute with H. In this framework, the global time delay τ (ϕ) for the state ϕ defined in terms of the localisation operators f (Φ/r) can usually be reexpressed as follows: it is equal to the l.h.s. of (5.3) minus the same quantity with ϕ replaced by Sϕ. Therefore, if ϕ and Sϕ are elements of D 2 , then the time delay for the scattering pair {H, H + V } should satisfy the equation
In addition, if T f acts in the spectral representation of H as a differential operator i d dH , then τ (ϕ) would verify, in our complete abstract setting, the Eisenbud-Wigner formula
Summing up, as soon as the position operator Φ and the operator H satisfy Assumptions 2.2 and 2.3, then our study establishes a preliminary relation between time operators T f given by (5.1) and the theory of quantum time delay. Many concrete examples discussed in the literature [2, 3, 4, 15, 20, 35, 37] turn out to fit in the present framework, and several old or new examples are presented in the following section. Further investigations in relation with the abstract Formula (6.4) will be considered elsewhere. Now, most of the above discussion depends on the size of D 1 in H, and implicitly on the size of κ(H) in σ(H). We collect some information about these sets. It has been proved in Lemma 2.6.(d) that κ(H) is closed and corresponds to the complement in σ(H) of the Mourre set (see the comment after Definition 3.4). It always contains the eigenvalues of H. Furthermore, since the spectrum of H is absolutely continuous on σ(H) \ κ(H), the support of the singularly continuous spectrum, if any, is contained in κ(H). In particular, if κ(H) is discrete, then H has no singularly continuous spectrum. Thus, the determination of the size of κ(H) is an important issue for the spectral analysis of H. More will be said in the concrete examples of the next section.
Let us now turn to the density properties of the sets D t . For this, we recall that a subset K ⊂ R is said to be uniformly discrete if inf{|x − y| | x, y ∈ K and x = y} > 0.
Proof. (a) Let ϕ ∈ H ac (H) and ε > 0. Then there exists a finite interval
Since κ(H) is uniformly discrete, the set κ(H)∩(a, b) contains only a finite number N of points x 1 < x 2 < · · · < x N . Let us set x 0 := a and x N +1 := b. Since ϕ ∈ H ac , there exists δ > 0 such that x j + δ < x j+1 − δ for each j ∈ {0, . . . , N }, and E H (L δ )ϕ ≤ ε/2, where
Thus ϕ − ψ ≤ ε for ψ ∈ D 0 , and the claim is proved.
(b) If σ p (H) = ∅, then it follows from the above discussion that H ac (H) = H. In view of what precedes, it is enough to show that the vector ψ ≡ η(H)ϕ of point (a) belongs to D( Φ t ): The operator η(H) belongs to
. So, we obtain from [1, Prop. 5.3.1] that Φ t η(H) Φ −t is bounded on H, which implies the claim.
Examples
In this section we show that Assumptions 2.2 and 2.3 are satisfied in various general situations. In these situations all the results of the preceding sections such as Theorem 3.6 or Formula (5.3) hold. However, it is usually impossible to determine explicitly the set κ(H) when the framework is too general. Therefore, we also illustrate our approach with some concrete examples for which everything can be computed explicitly. When possible, we also relate these examples with the different cases presented in Section 6. For that purpose, we shall always assume that f is a real and even function in S (R d ) with f = 1 on a neighbourhood of 0. The configuration space of the system under consideration will sometimes be R n , and the corresponding Hilbert space L 2 (R n ). In that case, the notations Q ≡ (Q 1 , . . . , Q n ) and P ≡ (P 1 , . . . , P n ) refer to the families of position operators and momentum operators. More precisely, for suitable ϕ ∈ L 2 (R n ) and each j ∈ {1, . . . , n}, we have (Q j ϕ)(x) = x j ϕ(x) and (P j ϕ)(x) = −i(∂ j ϕ)(x) for each x ∈ R n .
H ′ constant
Suppose that H is of class C 1 (Φ), and assume that there exists
2 is directly verified, and one has on D(H)
This implies Assumption 2.3. Furthemore κ(H) = ∅, and σ(H) = σ ac (H) due to Theorem 3.6. So, the set D t is dense in H for each t ≥ 0, due to Lemma 6.3.(b). The operator R ′ f (H ′ ) reduces to the constant vector R ′ f (v). Therefore, we have the equality
, and it is easily shown that T f is essentially self-adjoint on D 1 . It follows from the case 1 of Section 6 that the spectrum of H covers the whole real line, and there exists a unitary operator U :
Typical examples of operators H and Φ fitting into this construction are Friedrichs-type Hamiltonians and position operators. For illustration, we mention the case H : [37, Sec. 5] for informations on quantum time delay in a similar case).
Stark Hamiltonians and momentum operators also fit into the construction, i.e.
, and Φ := P . We refer to [25, 29, 30] for previous accounts on the theory of time operators and quantum time delay in similar situations.
Note that these first two examples are interesting since the operators H contain not only a kinetic part, but also a potential perturbation.
Another example is provided by the Jacobi operator related to the family of Hermite polynomials (see [32, Appendix A] for details). In the Hilbert space H := ℓ 2 (N), consider the Jacobi operator given for ϕ ∈ H by (Hϕ)(n) :
with the convention that ϕ(0) = 0. The operator H is essentially self-adjoint on ℓ 2 0 , the subspace of sequences in H with only finitely many non-zero components. As operator Φ (with one component), take
which is also essentially self-adjoint on ℓ 
H ′ = H
Suppose that Φ has only one component, and assume that H is Φ-homogeneous of degree 1, i.e. H(x) ≡ e −ixΦ H e ixΦ = e x H for all x ∈ R. This implies that H is of class C ∞ (Φ) and that H ′ = H. So, Assumptions 2.2 and 2.3 are readily verified. Moreover, since κ(H) = {0}, Theorem 3.6 implies that H is purely absolutely continuous except at the origin, where it may have the eigenvalue 0.
Now, let us show that the formal formula of Remark 5.3 holds in this case. For any ϕ ∈ D 1 one has by Remark 5.
On another hand, we have
In consequence, the operator
is well-defined on D 1 . In particular, if 0 is not an eigenvalue of H, then T f is a symmetric operator and the discussion of the case 2 of Section 6 is relevant (if T f is essentially self-adjoint, the case 1 is relevant). We now give two examples of pairs {H, Φ} satisfying the preceding assumptions. Other examples are presented in [8, Sec. 10] . Suppose that H := P 2 is the free Schrödinger operator in H := L 2 (R n ) and Φ := 1 4 (Q · P + P · Q) is the generator of dilations in H. Then the relation e −ixΦ H e ixΦ = e x H is satisfied, σ(H) = σ ac (H) = [0, ∞). Furthermore, for ψ ∈ H and ϕ ∈ F C ∞ c R n \ {0} ⊂ D 1 a direct calculation using Formula (4.1) shows that
is the spectral transformation for P 2 . This example corresponds to the case 2 of Section 6.
Another example of Φ-homogeneous operator is provided by the Jacobi operator related to the family of Laguerre polynomials (see [32, Appendix A] for details). In the Hilbert space H := ℓ 2 (N), consider the Jacobi operator given for ϕ ∈ H by (Hϕ)(n) := (n − 1)ϕ(n − 1) + (2n − 1)ϕ(n) + nϕ(n + 1), with the convention that ϕ(0) = 0. The operator H is essentially self-adjoint on ℓ 
Dirac operator
In the Hilbert space H := L 2 (R 3 ; C 4 ) we consider the Dirac operator for a spin- . Then a direct calculation shows that
for each x ∈ R 3 , and thus Assumptions 2.2 and 2.3 are clearly satisfied. Furthermore, since
Clearly, ker (H ′ ) 2 = {0} and one infers from Definition 2.5 that κ(H) = {±m}, and from Lemma 6.3.(b) that the sets
So the discussion of the case 2 of Section 6 is relevant.
We now show that the formal formula of Remark 5.3 holds if f is radial. Indeed, each ϕ ∈ D 1 satisfies ϕ = η(H)U −1 FW ψ for some η ∈ C ∞ c R \ {±m} and some ψ ∈ D( Q ). So, we have
and the operator T of (5.2) is symmetric and can be written on D 1 in the simpler form
, and a direct calculation shows that
is equal to the operator 2i d dλ of differentiation with respect to the spectral parameter λ of h(P ) (see [37, Lemma 3.6 ] for a precise statement). Combining the preceding transformations we obtain for each ψ ∈ H and ϕ ∈ D 1 that ψ, T ϕ =
is the spectral transformation for the free Dirac operator H.
Convolution operators on locally compact groups
This example is partially inspired from [22] , where the spectral nature of convolution operators on locally compact groups is studied. Let G be a locally compact group with identity e and a left Haar measure ρ. In the Hilbert space H := L 2 (G, dρ) we consider the operator H µ of convolution by µ ∈ M(G), where M(G) is the set of complex bounded Radon measures on G. Namely, for ϕ ∈ H one sets
where the notation a.e. stands for "almost everywhere" and refers to the Haar measure ρ. The operator H µ is bounded with norm H µ ≤ |µ|(G), and it is self-adjoint if µ is symmetric, i.e. µ(E) = µ(E −1 ) for each Borel subset E of G. For simplicity, we also assume that µ is central and with compact support, where central means that µ(h −1 Eh) = µ(E) for each h ∈ G and each Borel subset E of G. We recall that given two measures µ, ν ∈ M(G), their convolution µ * ν ∈ M(G) is defined by the relation [11, Eq. 2.34]
where C 0 (G) denotes the C * -algebra of continuous complex functions on G vanishing at infinity. If µ ∈ M(G) has compact support and ζ : G → C is continuous, then the linear functional
is bounded, and there exists a unique measure with compact support associated with it, due to the Riesz-Markov representation theorem. We write ζµ for this measure.
A natural choice for the family of operators Φ ≡ (Φ 1 , . . . , Φ d ) are, if they exist, real characters Φ j ∈ Hom(G; R), i.e. continuous group morphisms from G to R. With this choice, one obtains that
for each x ∈ R d , ϕ ∈ H, and a.e. g ∈ G. Namely, H µ (x) is equal to the operator of convolution by the measure e −ix·Φ µ, i.e. H µ (x) = H e −ix·Φ µ . Since µ has compact support and each Φ j is continuous, this implies that H µ is of class C ∞ (Φ). So Assumption 2.2 is satisfied. Furthermore, the commutativity of central measures with respect to the convolution product implies that µ * e −ix·Φ µ = e −ix·Φ µ * µ or equivalently that HH(x) = H(x)H. So Assumption 2.3 is satisfied. Finally, the equality H µ (x) = H e −ix·Φ µ readily implies that (H
Since both Assumptions 2.2 and 2.3 are satisfied, the general results of the previous sections apply. However, it is very complicated to describe the set κ(H µ ) in the present generality. Therefore, we shall now assume that the group G is abelian in order to use the Fourier transformation to determine some properties of κ(H µ ). So let us assume that G is a locally compact abelian group. Then any measure on G is automatically central, and thus we only need to suppose that µ is symmetric and with compact support. For a suitably normalised Haar measure ρ ∧ on the dual group G, the Fourier transformation F defines a unitary isomorphism from H onto L 2 ( G, dρ ∧ ). It maps unitarily H µ on the operator M m of multiplication with the bounded continuous real
where the overlines denote the closure in R. Let us recall that there is an almost canonical identification of Hom(G, R) with the vector space Hom(R, G) of all continuous one-parameter subgroups of G. Given the real character Φ j , we denote by Υ j ∈ Hom(R, G) the unique element satisfying g, Υ j (t) = e itΦj (g) for all t ∈ R and g ∈ G,
where ·, · : G × G → C is the duality between G and G. We refer to [28] for more details on differential calculus on locally compact groups. Here we only note that (since µ has compact support) the function m = F (µ) is differentiable at any point ξ along the one-parameter subgroup Υ j , and −iF (Φ j µ) = d j m [28, p. 68] . This implies that the operator (H ′ µ ) j is mapped unitarily by F on the multiplication operator M dj m , and thus (H ′ µ )
2 is unitarily equivalent to the operator of multiplication by the function j (d j m) 2 . It follows that
This property of κ(H µ ) suggests a way to justify the formal formula of Remark 5.3 and to write nice formulas for the operator T given by (5.2). Indeed, since F Φ j F −1 acts as the differential operator id j in
, it follows that Φ j leaves invariant the complement of the support of the functions on which it acts. Therefore, the set
Thus the formula (5.2) takes the form
2 Φ j on D 1 , or alternatively the form
on F D 1 (note that the last expression is well-defined on F D 1 , since m = F (µ) is of class C 2 in the sense of Definition 7.1).
In simple situations, everything can be calculated explicitly. For instance, when G = Z d , the Haar measure ρ is the counting measure, and the most natural real characters Φ j are the position operators given by
where g j is the j-th component of g ∈ Z d . The operators H µ and (H ′ µ ) 2 are unitarily equivalent to multiplication
Since the measures µ and Φ j µ have compact (and thus finite) support, these operators are just multiplication operators by polynomials of finite degree in the variables e −iξ1 , . . . , e −iξ d , with ξ j ∈ (−π, π]. So, the set κ(H µ ) is finite, and the characterisation (7.1) of the point spectrum of H µ implies that σ p (H µ ) = ∅ if supp(µ) = {e}. By taking into account Lemma 6.3.(b) and Theorem 3.6, we infer that the sets D t are dense in H for each t ≥ 0, and thus the case 2 of Section 6 applies. Finally, we mention as a corollary the following spectral result:
is purely absolutely continuous.
H = h(P )
Consider in H := L 2 (R d ) the dispersive operator H := h(P ), where h ∈ C 3 (R d ; R) satisfies the following condition: For each multi-indices α, β ∈ N d with α > β, |α| = |β| + 1, and |α| ≤ 3, we have
Note that this class of operators h(P ) contains all the usual elliptic free Hamiltonians appearing in physics. Take for the family Φ ≡ (Φ 1 , . . . , Φ d ) the position operators Q ≡ (Q 1 , . . . , Q d ). Then we have for each
and H ′ = h ′ (P ). So Assumption 2.3 is directly verified and Assumption 2.2 follows from (7.3). Therefore all the results of the previous sections are valid. We do not give more details since many aspects of this example, including the existence of time delay, have already been extensively discussed in [37] . We only add some comments in relation with the case 3 of Section 6.
Assume that there exist λ ∈ R and a maximal subset Ω ⊂ R d of strictly positive Lebesgue measure such that h(x) = λ for all x ∈ Ω. Then any ϕ in H Ω := {ψ ∈ H | supp(F ψ) ⊂ Ω} is an eigenvector of h(P ) with eigenvalue λ. Furthermore, one has F −1 H Ω ⊂ K ≡ ker h ′ (P ) 2 , and for simplicity we assume that the first inclusion is an equality. Then, an application of the Fourier transformation shows that Q j D 1 ⊂ G for each j, where G is the orthocomplement of K in H. Thus Remark 6.2 applies, and one can consider the restrictions of H and T f to the subspace G, as described in the case 3 of Section 6. In favorable situations, we expect that the restriction of T f to G acts as i d dλ in the spectral representation of the restriction of H to G.
Adjacency operators on admissible graphs
Let (X, ∼) be a graph X with no multiple edges or loops. We write g ∼ h whenever the vertices g and h of X are connected. In the Hilbert space H := ℓ 2 (X) we consider the adjacency operator (Hϕ)(g) := h∼g ϕ(h), ϕ ∈ H, g ∈ X.
We denote by deg(g) := #{h ∈ X | h ∼ g} the degree of the vertex g. Under the assumption that deg(X) := sup g∈X deg(g) is finite, H is a bounded self-adjoint operator in H. The spectral analysis of the adjacency operator on some general graphs has been performed in [21] . Here we consider only a subclass of such graphs called admissible graphs.
A directed graph (X, ∼, <) is a graph (X, ∼) and a relation < on the graph such that, for any g, h ∈ X, g ∼ h is equivalent to g < h or h < g, and one cannot have both h < g and g < h. We also write h > g for g < h. For a fixed g, we denote by N − (g) ≡ {h ∈ X | g < h} the set of fathers of g and by N + (g) ≡ {h ∈ X | h < g} the set of sons of g. The set {h ∈ X | g ∼ h} of neighbours of g is denoted by N (g) ≡ N − (g)∪N + (g). When using drawings, one has to choose a direction (an arrow) for any edge. By convention, we set g ← h if g < h, i.e. any arrow goes from a son to a father. When directions have been fixed, we use the simpler notation (X, <) for the directed graph (X, ∼, <). for each x ∈ R, ϕ ∈ H, and g ∈ X. Therefore, the commutativity of H and H(x) is equivalent to the condition for each g, ℓ ∈ X. By taking into account the growth property of Φ and Hypothesis (b) of Definition 7.3, one obtains that the parts h ∈ N − (g) ∩ N − (ℓ) and h ∈ N + (g) ∩ N + (ℓ) of the sum are of opposite sign, and that the parts h ∈ N − (g) ∩ N + (ℓ) and h ∈ N + (g) ∩ N − (ℓ) are null. So Assumption 2.3 is satisfied. One also verifies by using Formula (7.4) that H belongs to C ∞ (Φ), and that Assumption 2.2 holds. It follows that the general results presented before apply. Now, the operator H ′ acts as (H ′ ϕ)(g) = i h>g ϕ(h) − h<g ϕ(h) , and it is proved in [21, Sec. 5] that H p (H) = ker(H) = ker(H ′ ) = ϕ ∈ H | h>g ϕ(h) = 0 = h<g ϕ(h) for each g ∈ X .
(7.5) It is also proved that H is purely absolutely continuous, except at the origin where it may have an eigenvalue with eigenspace given by (7.5) . The proof of these statements is based on the method of the weakly conjugate operator [9] . However, in the present generality, it is hardly possible to obtain a simple description of the set κ(H) or the operator T f . We refer then to [21, Sec. 6] for explicit examples of admissible graphs with adjacency operators whose kernels are either trivial or non trivial, and develop one example for which more explicit computations can be performed. This example furnishes an illustration of the discussion in the case 3 of Section 6. We consider the admissible graph of Figure 1 , and endow it with the function Φ : X → Z as shown on the picture. The vertices of the graph are denoted by z − and z + when Φ takes an odd value, and by z when Φ takes an even value. More precisely, Φ(z) = z for z even, and Φ(z − ) = Φ(z + ) = z for z odd. By using (7.5), it is easily observed that K ≡ ker (H ′ ) 2 is equal to Finally, assume that the operators H(ξ) and H(ξ, x) commute for each x ∈ R d and a.e. ξ ∈ Ω, so that H and H(x) commute. Then Assumption 2.3 holds, and the general theory developed in the preceding sections applies. Moreover, it is easily observed that the fibered structure of the map x → H(x) implies that the operators H ′ j are also decomposable. Therefore, there exists for each j ∈ {1, . . . , d} a family of self-adjoint operators H ′ j (ξ) such that H ′ j = ⊕ Ω dξ H ′ j (ξ). In consequence λ ∈ R is a regular value of H if there exists δ > 0 and C < ∞ such that lim εց0 H ′ (ξ) 2 + ε −1 E H(ξ) (λ; δ) H ξ < C (7.6) for a.e. ξ ∈ Ω. We also recall that ker (H ′ ) 2 = {0} if and only if there exists a measurable subset Ω 0 ⊂ Ω with positive measure such that ker H ′ (ξ) 2 = {0} for each ξ ∈ Ω 0 . We now give an example of quantum waveguide-type fitting into this setting (see [35] for more details). Clearly, H(ξ) and H(ξ, x) commute, and so do H and H(x). Furthermore, the operator H is of class C ∞ (Φ), and H ′ is the fibered operator given by H ′ (ξ) = 2ξ. It follows that both Assumptions 2.2 and 2.3 hold, and thus the general theory applies. Now a simple calculation using (7.6) 
and T f is equal to i d dλ in the spectral representation of −∆ D . In [35] it is even shown that the quantum time delay exists and is given by Formula (6.4) for appropriate scattering pairs {−∆ D , −∆ D + V }.
