Abstract As Memetic Algorithms (MA) are a crossbreed between local searchers and Evolutionary Algorithms (EA) spreading of computational resources between evolutionary and local search is a key issue for a good performance, if not for success at all. This paper summarises and continues previous work on a general cost-benefit-based adaptation scheme for the choice of local searchers (memes), the frequency of their usage, and their search depth. This scheme eliminates the MA strategy parameters controlling meme usage, but raises new ones for steering the adaptation itself. Their impact is analysed and it will be shown that in the end the number of strategy parameters is decreased significantly as well as their range of meaningful values. In addition to this the number of fitness evaluations is reduced drastically. Both are necessary prerequisites for many practical applications as well as for the acceptance of the method by practitioners.
Introduction
From the beginning of the application of EAs to real-world problems hybridisations with some sort of local searchers (LS) or heuristics were used frequently, see e.g. the recommendations of Davis published in 1991 [12] . One important aim of these hybridisations is the reduction of fitness evaluations. This is of great relevance particularly to applications with runtime-intensive fitness calculations frequently based on simulations. Up to now, this issue has not been affected by the increase of hardware performance, as the demand for more complex simulations is constantly growing with faster computers. In most cases, the merging of local searchers into the framework of EAs is done in the form of Memetic Algorithms, which integrate local search in the offspring production part of an EA. Another reasonable way, which can be combined with MAs, is the application of LS to a fraction of the initial population, see e.g. [22] .
The benefit of LS within an MA can be summarised as follows: firstly, the already mentioned reduction of fitness evaluations required to achieve a certain quality and secondly, the possibility to include domain-specific knowledge into the search process. Additionally, offspring of poor performance, which are located in a region of attraction of a (local) optimum, are likely to be ignored in standard EAs, but can survive, if locally improved and support subsequent search. Furthermore, local search can work as a repair mechanism, if the genetic operators produce infeasible solutions in constraint optimisation and these solutions are penalised by reducing their fitness. The drawback consists in the following design questions, the last two of which mainly control the balance between global and local search or between exploration and exploitation:
1. Which local searcher should be used?
2. Should the LS result be used to update the genotype (Lamarckian evolution)
or not (Baldwinian evolution)?
3. How are offspring selected to undergo local search?
4. How often should local improvement be applied or to which fraction of the generated offspring per generation? This is often referred to as local search frequency.
How long should the local search be run? This results in local search
intensity.
These questions can be answered in the design phase of an MA resulting in hardwired solutions. Alternatively, they are left open as new strategy parameters, which then must be adjusted properly. The relevance of local search frequency and intensity has already been described by Hart in 1994 [18] and later by Land [32] , who extended the work to the combinatorial optimisation domain. They showed that the answer is problem-dependent. This also holds for the choice of a suited meme, which can be of crucial importance to success, see e.g. Hart [18] ,
Krasnogor [29] , Ong and Keane [42] , or our own results [22, 23] . The second question -whether to update the chromosome or not -is discussed controversially in literature, see e.g. [14, 55, 44] . When introducing the basic algorithms used for the experimental study, our answer to this question will be given.
In this paper we present a cost-benefit-based adaptation scheme, which controls the parameters resulting from the remaining four of the above five questions. The beneficial effect of the adaptation scheme was reported about in [24, 25] , where also the new strategy parameters resulting from the scheme were introduced and discussed. In this work, the adaptation scheme is extended and the effect of the new strategy parameters is investigated empirically in more detail. The main goal is to find out their relevance. In other words, what is their impact on the performance of the algorithm and does it justify manual tuning? Or can a constant value be assigned to at least some, if not all of them? This would significantly ease the burden of cumbersome tuning of strategy parameters and make Memetic
Algorithms much more practical to use even for the less experienced engineer.
After discussing related work in Sect. 2, the cost-benefit-based adaptation scheme is described in detail in Sect. 3. Section 4 is devoted to the basic EA used and the two local searchers, which are integrated in the EA to form two simple MAs and an Adaptive Multimeme Algorithm (AMmA). An MA with one meme and without any adaptivity is called simple MA (SMA). Section 5 contains the experimental results, which are based on a real world-problem and six benchmark functions covering different properties. Half of them are applied on two levels of dimensionality to check whether this has in impact or not. Although we do not intend to compete with EAs designed and tuned for optimising continuous functions on a very high level of precision, our AMmA is checked with twelve functions of the CEC'05 benchmark set [51] to give the reader a comparative overview.
Related work
In 2004, Hart, Krasnogor, and Smith summarised the situation as follows [19] :
"The question of when to apply local improvement heuristics, to which individuals in EAs population and how much computational effort to devote to them remains unanswered, and more research effort is required to gain the understanding and insights that may lead to guidelines for the design of efficient and effective algorithms." Five years later, this still is an open question and theoretical analysis is in an early stage, as Sudholt pointed out in his analysis of a ) ( λ µ + MA [50] .
He showed that even small changes in local search frequency and intensity might have a tremendous impact on the overall performance of the MA.
Smith found is that the best meme varies during the course of evolution [49] , which supports the idea of dynamically adapting the meme choice during an EA run.
Despite successful applications of self-adaptation there is the drawback that no external measure like fitness diversity or costs can be taken into account. Selfadaptation has proved its suitability when used to control "cost-free" properties like for example the mutation step size of an Evolution Strategy. The choice of different LSs or different search intensities, however, implies different numbers of evaluations (costs) and these costs should be taken into account. An external control mechanism, such as the cost-benefit-based adaptation introduced in this paper, is an appropriate answer. Krasnogor et al. [28] state: "The rationale is to propagate local searchers (i.e. memes) that are associated with fit individuals, as those individuals were probably improved by their respective memes." Another option is that they were improved by recent evolution. This cannot be judged from the fitness value alone, because the fitness after meme application sums up the fitness coming from evolution and that originating from local search. We think that these are arguments in favour of the investigation of the cost-benefit-based approach or of other dynamic adaptive strategies.
The cost-benefit-based adaptation scheme used by Ong and Keane [42] is close to that used here and it was obviously developed in parallel (cf. [23] ). However, Ong and Keane use it for meme selection only and the number of allowed evaluations per LS run is fixed to 100, a comparably low number for some of the nine local searchers involved. Ong's and Keane's research on meme selection in the continuous optimisation domain was continued in [43] . As the work presented here focuses more on the intensity and frequency of LS usage, both complement each other.
The approach by Zitzler et al. [57] is based on a fixed time budget. They work in the field of combinatorial optimisation tasks and use parameterised local searchers, where the amount of iterations and, thus, local search intensity can be controlled. They increase the intensity starting with low values according to a given schedule comparable to simulated annealing. The approach was continued and enhanced by Bambha et al. [5] , who kept the fixed time frame, but replaced the constant by dynamic schedules, which take the observed increase of solution uality produced by the LS into account. Their detailed investigation demonstrates the superiority of adapting the local search intensity over SMAs (simple MAs based on one meme and without adaptivity). We share the idea of adaptively increasing the precision of local search in the course of evolution. The main difference is the fixed time budget, upon which their algorithm is constructed.
Especially for new problems, only rough estimates of the time required for an at least feasible solution can be made. Despite the fact that there are applications where adhering to a limited time is essential, we think that a more general approach which attempts to yield the best result within the shortest possible time, also has its significance.
The state of the art of adaptive memetic computing is very well summarised by Meuth et al. [34] , where the viewpoint is enlarged to high-order meme-based learning. From a more general perspective (adaptive) memetic algorithms are related with meta-and hyper-heuristics. While meta-heuristics focus on the combination of heuristics complementing each other, hyper-heuristics are aimed at intelligently choosing the right heuristic in a given situation. A good overview is given by Burke et al [10] . As an example of an application of the more basic approach of meta-heuristics motivated by real-world problems the work of Takahara et al. [53] can be mentioned. They tackle the task of waste-minimal allocation of non-convex polygons to a sheet, which arises in industrial fields like textile or sheet metal industry. The broad range of the hyper-heuristic approach is underlined by for example, the work of Bader-El-Den et al. [3] , who developed a grammar-based Genetic Programming heuristic framework to evolve constructive heuristics for the timetabling problem.
Another way of introducing adaptivity into evolutionary algorithms is the mutation only genetic algorithm (MOGA) from Szeto and Zhang [52] , where the mutation probability is a function of time, fitness, and locus. The approach was extended by re-including the crossover operator based on a hamming distance [31] and was applied successfully to the one-dimensional Ising spin glass problem.
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Cost-benefit-based adaptation
The basic idea is to steer the adaptation by the costs and the benefit of an LS run.
The costs are measured by counting the fitness evaluations required until the LS terminates. To steer search intensity, suited LS must have an external controllable termination parameter like an iteration limit or, even better, a convergence-based termination threshold. Possible additional costs resulting from calculations required by the LS can be neglected, because for real-world problems fitness evaluations, in the majority of cases, consume most of the time of the optimisation procedure. The benefit is measured by the fitness gain as described in the next section.
In the following sections, we will describe how to adaptively control meme selection, local search intensity, and frequency and discuss how offspring are selected for local improvement. 
Relative fitness gain measurement
As a certain amount of fitness improvement is much easier to achieve in the beginning of a search than in the end, the fitness gain must be measured relatively to the quality already accomplished. For this purpose, a normalised fitness function in the range of 0 and f max , which turns every task into a maximisation problem, is used. f max can be regarded an upper estimation of the fitness 1 . The relative fitness gain rfg is defined as the ratio between the observed fitness improvement and the maximum possible one, as Eq. (1) shows.
f LS is the fitness obtained by the LS and f evo the fitness of the offspring as produced by the last evolutionary step and before it is locally improved. For some LS like those following the logics of simulated annealing, impairments are possible. In this case, rfg is set to zero.
3.2
Adaptation of the meme selection probability
To control n local searchers LS 1 , ..., LS n , an initially equal selection probability is 
The sums are reset to zero after the adjustment. If the probability for a meme is less than p min for three consecutive alterations, it is ignored from then on. To avoid premature deactivation, the probability is set to p min when it first drops below p min .
Despite this precaution, however, erroneous deactivations of a meme were observed. Consequently, a variant of this simple meme adaptation was introduced.
The extended meme adaptation refers to the old distribution by calculating the resulting one as the sum of one third of the old probabilities and two thirds of the 1 For all EA applications we have done so far in the last 20 years, usage of an upper estimation of the fitness never was a problem. We use this estimation, because all our real-world applications are multi-criteria optimisations, where we used an extended version of the weighted sum. They are from such different areas like collision-free robot path planning, sequence planning, design optimisation, and job shop scheduling with different types of secondary conditions. They comprise continuous, mixed integer, pure integer, and combinatorial optimisation as well as mixtures thereof. Thus, we do not expect that this procedure will limit practical applications.
newly calculated ones according to Eq. (2). Thus, two kinds of meme selection will be compared in the experiments, the simple and the extended one.
Adaptation of the local search intensity
As already mentioned, the search intensity can be controlled by an iteration limit and, if available, by a termination threshold. To do this, different values must be specified like for example the values of 100, 200, 350, 500, 750, 1000, and so on for the maximum allowed iterations. The definition of these values denoted by v depends on the local searcher in hand and on the experience available. Of the values v, a suited one must be selected before the meme, to which this strategy parameter belongs, is applied. For this purpose, each v has a probability p associated with it, which determines the chance of the associated v to be selected.
These pairs of v and p are called levels of a strategy parameter P n . Each P n has its own set of levels consisting of an appropriate number of pairs. Three consecutive levels are always active 2 , i.e. have a probability p greater than zero, and of them, a value v is selected according to the probabilities. They are initialised to meet this requirement as described later. The upper row of Fig. 2 shows an example where the levels with the values 350, 500, and 750 are active. The probabilities of the levels are adjusted in a similar way to the probabilities of the memes. If a level of a strategy parameter P n is selected to parameterise an LS run, the required evaluations eval are counted and the obtained rfg is calculated and summed up. New probabilities are calculated, if either all three active levels of that P n have been used usage L,max in total since the last adjustment or each of them was used at minimum usage L,min times. The new relation among the active levels L1, L2, and L3 of parameter P n is calculated as shown in Eq. (3). 2, where higher levels have a larger probability, so that a tendency to larger values v can be assumed. To increase the range of active values v, the three active levels must slide to the right and to decrease it, they must be shifted to the left. This movement of active levels is done as follows: if the probability of the lowest or highest active level exceeds a threshold value of 0.5, the next lower or higher level, respectively, is added. To retain the number of three active levels, the level at the opposite end is dropped and its likeliness is added to its neighbour. The new level receives a low likeliness (here 0.2) and the probabilities of the other two levels are rescaled correspondingly. This causes a move of the three consecutive levels along the scale of possible ones according to their performance determined by the achieved fitness gain and the required evaluations. To ensure mobility in both directions, none of the three active levels may have a probability below a minimum, which we choose to be 0.1. If a lower value is calculated, the likeliness is set to 0.1 and the other probabilities are lowered accordingly. This preserves the chance of being selected for every level and thus, the possibility of yielding better results than before. Note that every level movement must be accompanied by a relative fitness gain, which is proportional to the increased effort to survive the subsequent level adjustment at least. In the above example, a greater amount of allowed iterations must be compensated by an increase in relative fitness gain, which is at least proportional to the enlarged effort. Otherwise, it is too costly and will be reduced in the subsequent adaptations.
If the maximum or minimum of levels is reached, no further movement, and by that no better adaptation, is possible. In this case, a warning is given to the user indicating that the expectations about the meaningful range of values for that strategy parameter are wrong and that the range should be changed accordingly.
Thus, it is wise to allow a somewhat larger range of values than those assumed meaningful. As the range of used levels is given together with the probabilities p of the final levels at the end of each run, the user receives feedback about his estimations. Fig. 4 shows how adaptation of meme selection and search intensity fits into the pseudocode of the SMA given in Fig. 1 . The line "improve … offspring by local search" is replaced in Fig. 4 by the code marked with a dark grey background. In the first line, the meme and its strategy parameters are chosen according to the actual probabilities. Next, just the best child is locally improved which means that the local search frequency here is simply set to the improvement of the best offspring per mating. We will come back to this in the next section. The subsequent code is for recording the effort and benefit and the adjustment of the meme and level probabilities as described. As in most cases, local search can start coarsely and become more precise during the course of evolution. Consequently, level probabilities may start with a comparably high value for the lowest level and with decreasing ones for the next two higher levels. For example, good initial values for the level probabilities of the iteration limit of an LS can be 0.5 for the first, 0.3 for the second, and 0.2 for the third level. If a convergence-based threshold is available in addition, it must be borne in mind that both parameters depend on each other. As it is harder and therefore takes longer to adapt two dependent parameters more or less synchronously, it may be wise to use the described initial distribution for one of them only and assign equal initial probabilities to the other.
Adaptation of the local search frequency
For EAs that create more than one offspring per mating, such as the one used here, a choice can be made between locally optimising the best offspring only (called best-improvement) or a fraction of up to all offspring of a mating (called adaptive all-improvement). In the latter case, the magnitude of the fraction is controlled adaptively in the following way: the best offspring always undergoes LS improvement and for its siblings the chance of being treated by the meme is determined by the new strategy parameter p all (p_all in Fig. 5 ). p all is adjusted using level adaptation as described in the last section, but with the following peculiarities. After having processed all selected offspring, f LS is the fitness of the best locally improved child and f evo that of the best offspring from pure evolution as before. The effort is, of course, the sum of the evaluations required by all meme runs done for all selected offspring of the mating. Fig. 5 shows the pseudocode of the resulting AMmA, which adaptively controls meme selection, search intensity, and frequency. The code for adjusting meme probabilities or levels, which is displayed in Fig. 3 in detail in the then-parts of the if-clauses starting with "IF enough …", is summarised here as "perform … adjustments … if necessary" for better readability. Note that for adaptive all-improvement, all offspring of a mating are treated by the same meme, but with individually selected intensity. The meme must remain the same, because each meme has its own parameter p all , so that the LS frequency is adapted separately for each LS. For EAs with one child per mating, a slightly modified version of the adaptive allimprovement is suggested. In this case, the individuals to be locally improved are selected from the set of offspring of an entire generation. As this is usually a much greater group than the offspring resulting from a single mating, it is meaningful to decide about the meme for each selected individual separately. Thus, the LS frequency, which is controlled by p all , cannot be associated to the memes any longer. The meme-independent p all will be readjusted now after every generation according to the overall effort and benefit. It might also be meaningful to substitute the random selection of the siblings of the best offspring by a ranked selection to give better offspring a greater chance of being selected for local improvement.
Basic algorithms
For the experiments we used the Evolutionary Algorithm GLEAM (General Learning Evolutionary Algorithm and Method) [6, 8] and two local searchers that will be described briefly in the next sections.
Evolutionary Algorithm GLEAM
GLEAM is an EA of its own, which combines attributes from Evolution Strategy (ES) and Genetic Algorithms (GA) with the concept of abstract data types for the easy formulation of application-oriented genes and chromosomes [6, 8] . The coding is based on chromosomes consisting of problem-configurable gene types.
The definition of a gene type constitutes its set of real, integer or Boolean parameters together with their ranges of values. For the test functions, the genes are simply real values and the chromosomes are comparable to those from a realcoded GA. In case of the real-world problem serving as a test case for the experiments the coding is described in Sect. 5.1.
GLEAM uses ranking-based mate selection and elitist offspring acceptance, which is outlined in the next section. In ES notation, it is a ) ( λ µ + strategy, where λ is usually about 5 to 8 times larger than µ . acceptance also is based on the quality of the deme members only: an offspring must have a better fitness than the weakest deme member to replace its parent, provided its parent is not the local best. If it is, the offspring must be better than its parent to ensure the elitist nature of this acceptance rule. The diffusion model is the reason why we found Lamarckian evolution superior to Baldwinian [22, 23] and therefore the chromosomes are updated in our AMmA.
Thus, the two if-clauses at the end of the given pseudocodes for the SMA (Fig. 1) and AMmA (Fig. 4 and 5) can be summarised to "IF best offspring is accepted AND was locally improved". The common argument against Lamarckian evolution is the observed tendency to premature convergence especially when panmictic populations are used [14, 55, 44] . As the diffusion model averts this danger, Lamarckian evolution can be used to preserve the results found by the memes within the individual.
Local search procedures
In many real-world applications, local searchers incorporate some sort of domain knowledge or heuristics. As this turns the generally applicable EA into a domainspecific MA, we decided to use two problem-independent procedures for the experiments. To preserve the general applicability of the resulting MA, they are derivative-free and able to handle restrictions. Due to the lack of space and as
Schwefel [47] gives a detailed description of the two selected local procedures together with experimental results, they are explained here briefly only.
Rosenbrock algorithm
Rosenbrock [46] modified the well-known coordinate strategy by rotating the coordinate system so that it points in the direction that appears to be most favourable. For this purpose, the experience of failures and successes is gathered in the course of the iterations. The remaining directions are fixed to be normal to the first one and mutually orthogonal. A direct search is done parallel to the axes of the rotated coordinate system. The procedure stops when the rate of changes of the main search direction decreases below a certain value and when the distances covered become too small. These two quantities are summarised such that the algorithm can be controlled by one convergence-based strategy parameter, called th R . The implementation on hand uses normalised object parameters in the range between zero and one, thus allowing for the definition of problem-independent threshold values for the termination in addition to the iteration limit.
Complex procedure
The Complex method of Box [9] is based on the SIMPLEX strategy of Nelder and Mead [35] , which was improved to handle constraints (COnstrained siMPLEX).
The idea is to use a polyhedron of n+1 to 2n vertices (n is the number of dimensions), the worst vertex of which is reflected at the midpoint of the remaining vertices. The resulting line is lengthened by a factor of 1 > α , thus expanding the polyhedron. If this leads to an improvement, the worst vertex is replaced by the new one. Otherwise, the polyhedron is contracted. The algorithm stops when no improvement is achieved in five consecutive iterations. As the stopping criterion of this procedure is left fixed in the implementation used, there is only one strategy parameter: the amount of allowed iterations. Schwefel [47] reports about Box's investigations of the effect of the number of vertices and the value of α . He found that they have a no significant effect on the efficiency of his procedure and recommended to set α to 1.3 and to use a low number of vertices,
The Complex procedure is abbreviated by C and the Rosenbrock algorithm by R in the following sections.
Strategy parameters
The AMmA introduced controls the selection of the two memes and five strategy parameters, which affect the intensity of local search (th R , limit R , and limit C ) and the frequency of meme application (p all,R and p all,C ), as shown in Table 1 . The number of levels and the specific values for th R , limit R , and limit C are based on experience gained from the use of these procedures. As the scheduling task works with integer parameters (cf. Sect. 5. For the two p all probabilities, earlier experiments showed that six levels are sufficient. They allow for a minimum probability of 0.06 for a sibling to be improved and of 0.94 at the maximum (level probabilities of 0.8, 0.1, and 0.1 for the three lowest levels or 0.1, 0.1, and 0.8 for the highest). Both are close to the improvement of the best offspring only or of all, so that the complete range is nearly covered. As all strategy parameters are adapted independently, all combinations thereof are covered. for fast, medium, and slow adaptation as shown in Table 2 . For the experiments, the lower limit for the probability of a meme p min is set to 0.1.
The experiments reported in [24] gave rise to separate adaptations for different fitness ranges, i.e. different phases of the evolution. Analysis of these experiments showed that the amount of these ranges is of minor influence. Consequently, the effects of common and separate adaptation using three fitness ranges (0-40%, 40-70%, and 70-100% of f max ) are compared in the experiments reported here.
Together with the strategy parameters already introduced in sections 3.2 and 3.4, four new strategy parameters result, as shown in Table 3 . For the SMA, the effect of improving all or just the best offspring was investigated earlier [23, 24, 25] and the results are summarised here. We use the term static all-improvement to distinguish it from its adaptive counterpart. 
Experimental results
After an introduction of the test cases, the results of the basic algorithms and the two SMAs are presented, as they serve as a basis of the subsequent comparisons.
Thereafter, the impact of the strategy parameters of the adaptation is investigated, resulting in a recommendation for their setting or further treatment. Based on this, the general effect of the adaptation scheme proposed is studied by comparing the best jobs of SMA, best AMmA and the two recommended AMmA variants.
Finally, our AMmA is assessed with a subset of the CEC'05 benchmark set.
Test cases
Appropriate test cases must be representative of real-world applications, their calculation must be comparatively fast for statistical investigations, and the exact or an acceptable solution must be known. Table 4 shows characteristic properties of six commonly used test functions taken from the GENEsYs collection [4] . Their definitions are included in the appendix.
Although Shekel's foxholes and the Rastrigin function are known to be hard for ES and local searchers, rotated versions are employed to avoid regularities in parallel to the coordinate axes. This makes them harder, so that there is more room for improvements by added local search, see [23] . The fractal function with its unknown optimum is really hard, while the Griewank function was added due to its epistatic properties. The test function of Fletcher & Powel is of considerable complexity. Apart from these multi-modal functions, the sphere function was added to check the approach for the case of unimodality, although most applications are of multimodal nature. The sphere function is known to be easy for ES, but hard for traditional GAs. Three of the five multi-modal functions were used at two different dimensionalities to see, whether and how more dimensions slow down the search efficiency. This was not done for Shekel's Foxholes, as it is defined two-dimensionally, and for the fractal function to limit the effort. Yang and Kao reported that the Griewank function becomes easier when it has more than 15 dimensions [56] . Following that, we used this value for the higher dimension instead of 20 as with the others. The target values and, in case of the sphere function, the range as well were chosen such that the basic EA GLEAM could just solve them. The motivation was to have a large scale for improvements by the different MAs. Scheduling [7] 87 i multi yes
The common differentiation between uni-and multi-modal is of little help in so far, as it makes no difference between a few suboptima and a large quantity of them. Thus, we added "very" to some multi-modal functions in Table 4 , although this is not based on a precise definition.
Scheduling and resource optimisation task
The scheduling and resource optimisation task is taken from chemical industry [7] and deals with 87 batches with varying numbers of workers being required during the different phases of each batch. Figure 7 shows a diagram of varying manpower demand in the white chart. The batch starts with four workers, which are reduced to two and then to one and so on. The objective of scheduling these batches means the best reduction of the overall production time (makespan) as well as the maximum number of workers per shift (human resource). Restrictions like due dates of batches, necessary pre-products from other batches, and the availability of shared equipment also must be observed. Figure 7 shows an example of the summed up work force demand of two batches.
The figure underlines that appropriate starting times of the batches can significantly reduce or increase the peak of workers required within a shift. Thus, it is not sufficient to generate an appropriate sequence of processing the batches.
Instead of this common solution to scheduling, suitable starting times must be determined and the relevance of the sequence of genes representing the batches is reduced, as it is used for solving allocation conflicts only. Therefore, a gene consists of its batch identifier and the starting time coded as an integer.
Evolutionary search mainly concerns these times and the combinatorial aspect is limited. The optimum is unknown in this case. For the experiments, a reduction from 12 to 9 workers per shift and to 70% of the original production time of 1680 hours for 87 batches given in a manual schedule was regarded sufficient. This is close to the best solution reported in [8] .
Results for the basic algorithms and the two SMAs
A basic algorithm or a hybridisation together with a setting of its strategy parameters is called a job. Jobs run until they either reach the target values given in Table 4 Table 4 or the solution quality given in section 5.1.2 in case of the real-world problem. Table 6 gives the results for the two SMAs 3 . An important outcome is that the wide range of best population sizes from 20 to 11,200 is narrowed down to 5 to 200 by the best SMAs. Furthermore, the choices between the memes, best-and static all-improvement, and of a feasible value for th R are problem-dependent. 3 The results presented here differ from those reported in [19] [20] [21] in three cases. To better show the effects of adaptation, the sphere function is parameterised differently, as described in Sect. 5.1.1.
Secondly, a different GLEAM job is used for Shekel's foxholes as a reference, because it has a much better confidence interval and is nearly as good as the job used so far. And thirdly, all MA and AMmA runs for the scheduling task were repeated, because an error was found which affected the memetic part of this application. In all cases, the best SMA achieved an improvement by several factors compared to the basic EA GLEAM. Table 7 compares the best jobs from GLEAM to the better of the two SMAs. It also shows the associated strategy parameters, including the iteration limit, which was omitted in Table 6 due to the lack of space. It must be stressed that these mostly impressive improvements could be achieved only by cumbersome and time-consuming manual tuning of the strategy parameters! Table 7 Improvements of the best SMA jobs compared to the best GLEAM jobs together with all associated strategy parameters. Abbreviations not contained in 
Impact of the strategy parameters of the adaptation
Next, we consider the effect of the strategy parameters controlling the adaptation as listed in Table 3 This yields, for each strategy parameter, the maximum effect of a "false decision"
for every parameterisation of the other parameters. The resulting values (eight for the adaptation speed and twelve for every other parameter) are averaged per strategy parameter and test case. These averages are displayed in Fig. 8 . As an example, the column of about 200% for best-/all-improvement and the sphere function can be interpreted such that the weakest decision will be 200% worse than the best one on the average. Thus, the choice between best-and adaptive all-improvement must be considered as problem-dependent. The next step is an attempt to find a common parameterisation for the remaining three strategy parameters shown in Fig. 9 . For a decision on simple and extended meme adaptation, the fact that a false deactivation of a meme cannot be reversed must be considered. Consequently, a more detailed analysis as it can be presented here shows that with simple meme adaptation more unsuccessful runs due to this deactivation occur than with extended meme adaptation. Thus, we decide in favour of the extended variant. As the differences between common or separate adaptation are fairly small, it does not justify the additional implementation effort. Therefore, common adaptation is the next choice. and test case, it is checked whether it is included in the reference set. This procedure yields fast and common adaptation in conjunction with extended meme adaptation as the best parameter setting for the test cases investigated here. All, but one test case are within the reference set and only two belong to the set of second best or similar ones. The exception is the scheduling task, where the recommended parameterisation yields a result, which is worse than the best one, but the impairment amounts to 31% only. As the test cases investigated cover a wide range of continuous and integer optimisation problems, the recommendation is a good parameterisation to start with in case of a new optimisation task from this domain.
Comparison of basic EA, SMA, and AMmA
What can be expected from adaptation: on the one hand, improvement because of better tuned strategy parameters and on the other hand, impairment, because adaptation means learning and learning causes some additional expense. And in fact, both effects can be observed. Table 8 contains the results for the best jobs of the two recommended variants of the AMmA. The range of good population sizes remains the same as with the best SMA jobs, cf. Table 7 . As the number of evaluations shows a great spread, it cannot serve for a graphical comparison. Instead, the alteration is calculated and included in the columns "alt."
in Table 8 . For a better presentation, impairments are calculated as alteration 1 − , such that both improvement and impairment have the same magnitude and hence, columns of the same size in Fig. 9 . The difference is given by the sign. The columns "imp." of Table 8 contain these values. The resulting diagram is shown in Fig. 9 , which also shows the results for the best AMmA. and adaptive all-improvement can be crucial, while in other cases it is of less importance. As this is unknown in advance, both cases should be tested for a new optimisation problem.
To explain the observed impairments, the th R values of the best Rosenbrock-SMA jobs given in Table 6 are examined. The improved test cases all use th R values that are within the scope of the initial levels, see Table 1 and Sect. 4.4, while the worsened cases require lower th R values (higher levels). As the adaptation starts with values of 0.1 to 0.001, a longer phase of adaptation is required to decrease th R and to increase limit R , which is needed to benefit from lower th R thresholds.
This explanation of the impairments observed is checked for the most drastic case, the sphere function, by starting with medium levels for both strategy parameters.
As a result, the impairment factor was reduced to 3.3.
As pointed out before the proposed adaptation scheme can be applied to any set of memes and EA. The only precondition is that the memes provide a parameter for controlling the search intensity. The strategy parameters to be manually tuned are the population size and the choice between best-and adaptive all-improvement.
As Tables 5 and 8 show, good population sizes are comparatively small with respect to the experiences from the basic EA. Their tuning remains crucial in so far, as too small sizes may hinder success (i.e. reaching the required quality) and too large ones are waste of computing power. Table 9 shows the smallest successful and the best population size for both kinds of improvement and test cases investigated here. 
Comparison with some CEC'05 functions
As pointed out in [6, 8] , GLEAM can perform optimisations of real, integer, and mixed-integer parameters, but it was not especially designed for this application domain. As the AMmA presented here is aimed at continuous optimisation due to the nature of the local searchers used, a comparison with a subset 4 of the benchmark functions defined for the CEC'05 conference [51] will be given.
However, it must be stressed that our AMmA is neither tuned nor designed for solving continuous optimisation tasks on a very high level of precision. The original goal was just to assess the cost-benefit adaptation algorithm introduced.
In [21] eleven different EAs are evaluated, of which three are selected to compare our results with. These are the very well-performing "restart CMA ES" (G-CMA-ES) [2] , the "local restart CMA ES" (L-CMA-ES) [1] , which also yields good results, and an "ES with mutation step co-evolution" (CoEVO) [45] . To limit the effort, we use twelve of the set of 25 test functions at 30 dimensions with the given maximum of function evaluations Max_FES
The comparison is based on the achieved function error value (FEV), which is the difference between the optimum and the best result of a run. A run is stopped whenever this value drops below 10 -8 or MaxFES is reached. Table 10 shows the results in a reduced scheme compared to that given in [51] and summarises the results in the rightmost column. The best-performing algorithm clearly is the restart CMA ES which performs (almost) best with six functions (f2, f5, f6, f7, f10, f11). As our AMmA shows (almost) best results with three functions (f1, f9, f15) and good ones with two functions (f4, f12), it does not compete too badly. As the proposed adaptation method can be applied to any EA other than the one used here for assessment, we hope that it will support the practitioner in applying his favourite EA to new tasks.
Further investigations will take into account more test cases, preferably more realworld applications, and aim at the extension of the method to combinatorial tasks.
Namely, job scheduling and resource allocation in the context of grid computing is a subject we are currently working on and for which new memes are required [26] .
Appendix
The benchmark functions used are defined as follows (cf. [4] , function numbers in brackets). 
