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Abstract
In this work, we study the problem of learning partially observed linear dynamical systems
from a single sample trajectory. A major practical challenge in the existing system identi-
fication methods is the undesirable dependency of their required sample size on the system
dimension: roughly speaking, they presume and rely on sample sizes that scale linearly with
respect to the system dimension. Evidently, in high-dimensional regime where the system
dimension is large, it may be costly, if not impossible, to collect as many samples from the
unknown system. In this paper, we will remedy this undesirable dependency on the system
dimension by introducing an `1-regularized estimation method that can accurately estimate the
Markov parameters of the system, provided that the number of samples scale logarithmically
with the system dimension. Our result significantly improves the sample complexity of learn-
ing partially observed linear dynamical systems: it shows that the Markov parameters of the
system can be learned in the high-dimensional setting, where the number of samples is signif-
icantly smaller than the system dimension. Traditionally, the `1-regularized estimators have
been used to promote sparsity in the estimated parameters. By resorting to the notion of “weak
sparsity”, we show that, irrespective of the true sparsity of the system, a similar regularized
estimator can be used to reduce the sample complexity of learning partially observed linear
systems, provided that the true system is inherently stable.
1 Introduction
Most of today’s real-world systems are characterized by being large-scale, complex, and safety-
critical. For instance, the nation-wide power grid is comprised of millions of active devices that in-
teract according to uncertain dynamics and complex laws of physics [1, 2, 3]. As another example,
the contemporary transportation systems are moving towards a spatially distributed, autonomous,
and intelligent infrastructure with thousands of heterogeneous and dynamic components [4, 5].
Other examples include aerospace systems [6], decentralized wireless networks [7], and multi-
agent robot networks [8]. A common feature of these systems is that they are comprised of a
massive network of interconnected subsystems with complex and uncertain dynamics.
The unknown structure of the dynamics on the one hand, and the emergence of machine learn-
ing and reinforcement learning (RL) as powerful tools for solving sequential decision making
problems [9, 10, 11] on the other hand, strongly motivate the use of data-driven methods in the
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operation of unknown safety-critical systems. However, the applications of machine learning tech-
niques in the safety-critical systems remain mostly limited due to several fundamental challenges.
First, to alleviate the so-called “curse of dimensionality” in these systems, any practical learning
and control method must be data-, time-, and memory-efficient. Second, rather than being treated
as “black-box” models, these systems must be governed via models that are interpretable by prac-
titioners, and are amenable to well-established robust/optimal control methods.
With the goal of addressing the aforementioned challenges, this paper studies the efficient
learning of partially observed linear systems from a single trajectory of input-output measure-
ments. Despite a mature body of literature on the statistical learning and control of linear dy-
namical systems, their practicality remains limited for large-scale and safety-critical systems. A
key challenge lies in the required sample sizes of these methods and their dependency on the sys-
tem dimensions: for a system with dimension n, the best existing system identification techniques
require sample sizes in the order ofO(n) toO(n4) to provide certifiable guarantees on their perfor-
mance [12, 13, 14, 15, 16]. Such dependency may inevitably lead to exceedingly long interactions
with the safety-critical system, where it is extremely costly or even impossible to collect nearly
as many samples without jeopardizing its safety—consider sampling from a geographically dis-
tributed power grid with tens of millions of parameters, and this increasing difficulty becomes
apparent.
Contributions: In this work, we show that the Markov parameters defining the input-output be-
havior of partially observed linear dynamical systems can be learned with logarithmic sample
complexity, i.e., from a single sample trajectory whose length scales poly-logarithmically with the
output dimension. Our result relies on the key assumption that the system is inherently stable, or
alternatively, it is equipped with an initial stabilizing controller. We show that the inherent stability
of the system is analogous to the notion of weak sparsity in the corresponding Markov parameters.
We then show that this “prior knowledge” on the weak sparsity of the Markov parameters can be
systematically captured and exploited via an `1-regularized estimation method. Our results imply
that the Markov parameters of a partially observed linear system can be learned with certifiable
bounds in the high-dimensional settings, where the system dimension is significantly larger than
the number of available samples, thereby paving the way towards the efficient learning of massive-
scale safety-critical systems. Within the realm of statistics, the `1-regularized estimators have been
traditionally used to promote (exact) sparsity in the unknown parameters. In this work, we show
that a similar `1-regularized method can be used to estimate the Markov parameters of the system,
irrespective of the true sparsity of the unknown system.
Paper organization: In Section 2, we provide a literature review on different system identification
techniques, and explain their connection to our work. The problem is formally defined in Section 3,
and the main results are presented in Section 4. We provide an empirical study of our method on
synthetically generated systems in Section 5, and end with conclusions and future directions in
Section 6. To streamline the presentation, the proofs are deferred to the appendix.
Notation: Upper- and lower-case letters are used to denote matrices and vectors, respectively. For
a matrix M ∈ Rm×n the symbols M:j and Mj: indicate the j th column and row of M , respectively.
Given a vector v and an index set S, the notation vS refers to a subvector of v whose indices
are restricted to the set S . For a vector v, ‖v‖p corresponds to its `p-norm. For a matrix M ,
the notation ‖M‖p,q is equivalent to ‖
[‖M1:‖p ‖M2:‖p . . . Mm:] ‖q. Moreover, ‖M‖q refers
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to the induced q-norm of the matrix M . The notation ‖M‖F is used to denote the Frobenius
norm, defined as ‖M‖2,2. Furthermore, ρ(M) correspond to the spectral radius of M . Given the
sequences f(n) and g(n) indexed by n, the notation f(n) = O(g(n)) or f(n) . g(n) implies that
there exists a universal constant C <∞, independent of n, that satisfies f(n) ≤ Cg(n). Moreover,
f(n) = O˜(g(n)) is used to denote f(n) = O(g(n)), modulo logarithmic factors. Similarly, the
notation f(n)  g(n) implies that there exist constants C1 > 0 and C2 < ∞, independent of n,
that satisfy C1g(n) ≤ f(n) ≤ C2g(n). Given two scalars a and b, the notation a ∨ b denotes their
maximum. We use x ∼ N (µ,Σ) to show that x is a multivariate random variable drawn from
a Gaussian distribution with mean µ and covariance Σ. For two random variables x and y, the
notation x ∼ y implies that they have the same distribution. E[x] denotes the expected value of the
random variable x. For an event X , the notation P(X ) refers to its probability of occurrence. The
scalar c denotes a universal constant throughout the paper.
2 Related Works
System identification: Estimating system models from input/output experiments has a well-
developed theory dating back to the 1960s, particularly in the case of linear and time-invariant
systems. Standard reference textbooks on the topic include [17, 18, 19, 20], all focusing on es-
tablishing asymptotic consistency of the proposed estimators. On the other hand, contemporary
results in statistical learning as applied to system identification seek to characterize finite time and
finite data rates. For fully observed systems, [21] shows that a simple least-squares estimator can
correctly recover the system matrices with multiple trajectories whose length scale linearly with
the system dimension. This result was later generalized to the single sample trajectory setting for
stable [22], and unstable [23, 14, 24] systems, with sample complexities depending polynomially
on the system dimension. These results were later extended to stable [12, 16, 25, 15], and unsta-
ble [26] partially observed systems, where it is shown that the system matrices (or their associated
Markov parameters) can be learned with similar sample complexities.
Regularized estimation: To further reduce the sample complexity of the system identification,
a recent line of works has focused on learning dynamical systems with prior information. The
works [27, 28, 29, 30] employ `1- and `1/`∞-regularized estimators to learn fully observed sparse
systems with sample complexities that scale polynomially in the number nonzero entries in dif-
ferent rows and columns of the system matrices, but only logarithmically in the dimension of the
system. However, these methods are not applicable to partially observed systems with hidden
states. Another line of works [31, 32, 33] introduces a different regularization technique, where
the nuclear norm of the Hankel matrix is minimized to improve the sample complexity of learn-
ing inherently low-order systems. In particular, [31] shows that for multiple-input-single-output
(MISO) systems with order R n, the sample complexity of estimating both Markov parameters
and Hankel matrix can be reduced to O(R2).
Learning-based control: Complementary to the aforementioned results, a large body of works
study adaptive [22, 34, 35, 36], robust [14, 37, 38], or distributed [39, 40] control of unknown
linear systems. These works, culminated under the umbrella of model-based RL, indicate that if
a learned model is to be integrated into a safety-critical control loop, then it is essential that the
uncertainty associated with the learned model be explicitly quantified. This way, the learned model
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and the uncertainty bounds can be integrated with a reach body of tools from robust and adaptive
control to provide strong end-to-end guarantees on the system performance and stability.
3 Problem Statement
Consider the following linear time-invariant (LTI) dynamical system:
xt+1 = Axt +But + wt (1)
yt = Cxt +Dut + vt (2)
where xt ∈ Rn, ut ∈ Rp, and yt ∈ Rm are the state, input, and output of the system at time t.
Moreover, the vectors wt ∈ Rn and vt ∈ Rm are the process (or disturbance) and measurement
noises, respectively. Throughout the paper, we assume that both vt and wt have element-wise in-
dependent sub-Gaussian distributions with parameters σw and σv, respectively. Moreover, without
loss of generality, we assume that x0 = 01. The parameters A ∈ Rn×n, B ∈ Rn×p, C ∈ Rm×n, and
D ∈ Rm×p are the unknown system matrices, to be estimated from a single input-output sample
trajectory {(ut, yt)}N¯t=0. Much of the progress on the system identification is devoted to learning
different variants of fully observed systems, where C = I and vt = 0. While being theoretically
important, the practicality of these results are limited, since realistic dynamical systems are not
directly observable, or corrupted with measurement noise.
On the other hand, the lack of “intermediate” states xt in partially observed systems gives rise
to a mapping from uk to yk that is highly nonlinear in terms of the system parameters:
yt = Dut +
T−1∑
τ=1
CAτ−1But−τ︸ ︷︷ ︸
Effect of the last T inputs
+
T−1∑
τ=1
CAτ−1wt−τ + vt︸ ︷︷ ︸
Effect of noise
+ CAT−1Bxt−T+1︸ ︷︷ ︸
Effect of the state at time t− T + 1
(3)
where t ≥ T − 1. The first term in (3) captures the effect of the past T inputs on yt, while the
second term corresponds to the effect of the unknown disturbance and measurement noises on yt.
Finally, the third term controls the contribution of the unknown state xt−T+1 on yt, whose effect
diminishes exponentially fast with T , provided that A is stable. A closer look at the first term
reveals that the relationship between yt and {ut, ut−1, . . . , ut−T+1} becomes linear in terms of the
Markov matrix
G =
[
D G0 G1 . . . GT−2
]
=
[
D CB CAB . . . CAT−2B
] ∈ Rm×Tp, (4)
whose components are commonly known as Markov parameters of the system. One of the main
goals of this paper is to obtain an accurate estimate ofG given a single input-output trajectory. The
Markov parameters can be used to directly estimate the outputs of the system from the past input.
Moreover, as will be shown later, a good estimation of the Markov parameters can be translated
into an accurate estimate of the Hankel matrix, which in turn can be used in the model reduction
and H∞ methods in control theory [42, 43]. Finally, given the estimated Markov matrix G, one
can recover estimates of the system matrices. Note that it is only possible to extract the system
1Our results can be readily extended to scenarios where x0 is randomly drawn from a sub-Gaussian distribution.
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parameters up to a nonsingular transformation: given any nonsingular matrix T , the system matri-
ces (A,B,C,D) and (T−1AT, TB,CT−1, D) correspond to the same Markov matrix. Therefore,
a common approach for recovering the system matrices is to first construct the associated Han-
kel matrix, and then extract a realization of the system parameters from the Hankel matrix, e.g.
via the Ho-Kalman method [41, 18]. In fact, it has been recently shown in [12, 16] that the Ho-
Kalman method can robustly obtain a balanced realization of the system matrices, provided that
the estimated Markov matrix enjoys a small estimation error.
Proposition 1 (Oymak and Ozay [12], informal). Suppose that the true system is controllable
and observable. Given an estimate Ĝ of G, the Ho-Kalman method outputs system matrices
(Â, B̂, Ĉ, D̂) that satisfy
‖B − UB̂‖F .
√
T‖G− Ĝ‖F (5)
‖C − ĈU>‖F .
√
T‖G− Ĝ‖F (6)
‖A− UÂU>‖F . T‖G‖2‖G− Ĝ‖F (7)
for some unitary matrix U , provided that Ĝ is sufficiently close to G.
Therefore, without loss of generality, our focus will be devoted to obtaining accurate estimates
of the Markov and Hankel matrices. To streamline the presentation, the concatenated input and
process noise vectors are defined as:
u¯t =
[
u>t u
>
t−1 . . . u
>
t−T+1
]> ∈ RTp, (8)
w¯t =
[
w>t w
>
t−1 . . . w
>
t−T+1
]> ∈ RTn, (9)
Moreover, the following concatenated matrix will be used throughout the paper:
F =
[
0 C CA . . . CAT−2
] ∈ Rm×Tn (10)
Based on the above definitions, the input-output relation (3) can be written compactly as
yt = Gu¯t + Fw¯t + et + vt (11)
where et = CAT−1xt−T+1. To estimate the Markov matrixG, the work [12] proposes the following
least-squares estimator:
G˜ = arg min
X
N+T−2∑
t=T−1
‖yt −Xu¯t‖22 (12)
Define q = p+ n+m as the system dimension, and σ2e as the effective variance of et, as in
σe = Φ(A)‖CAT−1‖
√
T‖Γ∞‖
1− ρ(A)2T (13)
where
Φ(A) = sup
τ≥0
‖Aτ‖
ρ(A)τ
, Γ∞ =
∞∑
i=0
σ2wA
i(A>)i + σ2uA
iBB>(A>)i (14)
The work [12] characterizes the non-asymptotic behavior of the least-squares estimate G˜.
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Theorem 1 (Oymak and Ozay [12]). Suppose that ut ∼ N (0, σ2uI) for every t = 0, . . . , T +N−2,
and N & Tq log2(Tq) log2(Nq). Then, with overwhelming probability, the following inequalities
hold:
‖G˜−G‖2 . σv + σe + σw‖F‖2
σu
√
Tq log2(Tq) log2(Nq)
N
, (15)
‖G˜−G‖F . (σv + σe)
√
m+ σw‖F‖2
σu
√
Tq log2(Tq) log2(Nq)
N
(16)
where σ2u, σ
2
v , σ
2
w are the variances of the random input, disturbance noise, and the measurement
noise, respectively.
The above theorem shows that the spectral norm of the estimation error for the Markov pa-
rameters via least-squares method is in the order of O˜
(√
T (n+m+ p)/N
)
, provided that N =
O˜(T (n+m+ p)). Moreover, [12] shows that the number of samples N can be reduced to O˜(Tp)
(without improving the spectral norm error). Such dependency on the system dimension is un-
avoidable if one does not exploit any prior information on the structure ofG: roughly speaking, the
Markov parameter G has Tmp unknown parameters, and one needs to collect at least Tp outputs
(each with size m) to obtain a well-defined least-squares estimator. Evidently, such dependency
on the system dimension may be prohibitive for large-scale and safety-critical systems, where it
is expensive to collect as many output samples. Motivated by this shortcoming of the existing
methods, we aim to address the following open question:
Question: Can partially observed linear systems be learned in a logarithmic sample complexity?
4 Main Results
In this section, we provide an affirmative answer to the aforementioned question. At a high-level,
we will use the fact that, due to the stability of A, the Markov parameters decay exponentially
fast, which in turn implies that the rows of the extended matrix G exhibit a bounded `1-norm
(also known as weak sparsity [44]). This observation strongly motivates the use of the following
regularized estimator:
Ĝ = arg min
X
(
1
2N
N+T−2∑
t=T−1
‖yt −Xu¯t‖22
)
+ λ‖X‖1,1 (17)
Due to the stability ofA, there exist scalars Csys ≥ 1 and ρ < 1 such that ‖Aτ‖1 ≤ Csysρτ . Without
loss of generality and to simplify the notation, we assume that max{‖B‖1, ‖C‖1, ‖D‖1} ≤ Csys.
Finally, define the effective variance of the disturbance noise as σ¯w =
(
C2sys
1−ρ
)
σw. The main result
of the paper is the following theorem:
Theorem 2. Suppose that ut ∼ N (0, σ2uI) for every t = 0, . . . , T + N − 2. Moreover, suppose
that N and T satisfy the following inequalities:
N & log2(Tp), T & T0 =
log log(Nn+ Tp) + log
(
Csys
1−ρ
)
+ log(σw + σv) + log
(
1

)
1− ρ (18)
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for an arbitrary  > 0. Finally, assume that λ is chosen such that
λ  σu (σ¯w + σv)
√
log(Tpn)
N
+  (19)
Then, with overwhelming probability, the following inequalities hold:
‖G− Ĝ‖2,∞ . E1 ∨ E2 (20)
‖G− Ĝ‖F .
√
m(E1 ∨ E2) (21)
where
E1 =
√
C3sys
1− ρ
(√
σ¯w + σv
σ3u
(
log(Tpn)
N
)1/4
+

σ2u
)
E2 =
C3sys
1− ρ
(
log(Tp)
N
)1/4
(22)
The above theorem can be used to provide estimation error bounds on the higher order Markov
parameters and Hankel matrices (which can be used to recover a realization of the system param-
eters {A,B,C,D}, as delineated in Proposition 1). Similar to [12], define the true and estimated
K th order (where K ≥ T ) Markov parameters as
G(K) =
[
D CB CAB . . . CAK−2B
] ∈ Rm×Kp, (23)
Ĝ(K) =
[
Ĝ 0m×(K−T )p
]
∈ Rm×Kp (24)
Moreover, define the true and estimated K th order Hankel matrices as
H(K) =

D CB . . . CAK−2B
CB CAB . . . CAK−1B
...
CAK−2B CAK−1B . . . CA2K−3B
 ∈ RKm×Kp, (25)
Ĥ(K) =

D̂ Ĝ0 . . . ĜT−3 ĜT−2 0m×n . . . 0m×n
Ĝ0 Ĝ1 . . . ĜT−2 0m×n 0m×n . . . 0m×n
...
ĜT−2 0m×n . . . 0m×n 0m×n 0m×n . . . 0m×n
0m×n 0m×n . . . 0m×n 0m×n 0m×n . . . 0m×n
...
0m×n 0m×n . . . 0m×n 0m×n 0m×n . . . 0m×n

∈ RKm×Kp (26)
Our next corollary follows from Theorem 2.
Corollary 1. Suppose that ut ∼ N (0, σ2uI) for every t = 0, . . . , T+N−2, andN and λ satisfy (18)
and (19), respectively. Moreover, assume that T & T0 ∨ (log(‖C‖∞) + log (1/˜)) /(1− ρ) for an
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arbitrary ˜ > 0. Then, for any K ≥ T (including K = ∞), the following inequalities hold with
overwhelming probability:
‖G(K) − Ĝ(K)‖2,∞ . E1 ∨ E2 + ˜, (27)
‖G(K) − Ĝ(K)‖F .
√
m(E1 ∨ E2 + ˜) (28)
‖H(K) − Ĥ(K)‖2,∞ . E1 ∨ E2 + ˜, (29)
‖H(K) − Ĥ(K)‖F .
√
Tm(E1 ∨ E2 + ˜) (30)
Next, we will explain the implications of Theorem 2 and Corollary 1.
Sample complexity: According to Theorem 2 and Corollary 1, the required number of samples N
for estimating the Markov parameters and the Hankel matrix scales poly-logarithmically with the
system dimension, making it particularly well-suited to massive-scale dynamical systems, where
the system dimension surpasses the number of available input-output samples. In contrast, the
existing methods for learning partially observed linear systems do not provide any guarantee on
their estimation errors under such “high-dimension/low-sampling” regime. Moreover, the imposed
lower bound on T scales double-logarithmically with respect to the system dimension2, which can
be treated as a constant number for all practical purposes.3
Estimation error: The estimation error bounds in Theorem 2 and Corollary 1 are in terms of
the row-wise `2 and Frobenius norms. In contrast, most of the existing methods provide upper
bounds on the spectral norm of the estimation error. An important benefit of the provided row-
wise bound is that it provides a finer control over the element-wise estimation error, which in turn
can be used in the recovery of the special sparsity patterns in the Hankel matrices [45]. We note
that although the provided bound on the Frobenius norm of the estimation error readily applies to
its spectral norm, we believe that it can be strengthened. Moreover, the provided estimation error
bound reduces at the rate N−1/4, which is slower than the rate N−1/2 for the simple least-squares
estimator (see Theorem 1). However, a more careful scrutiny of (21) and (16) reveals that our
proposed estimator outperforms the least-squares in the regime where
N
T 2
. q
2 log4(Tq) log4(Nq)
log(Tpn)
= O˜
(
(n+m+ p)2
)
(31)
In fact, a stronger statement can be made on the ratio between the Frobenius norms of the estima-
tion errors:
Corollary 2. Denote the right hand sides of (16) and (21) as ELSF and E `1F , respectively. Suppose
that σu ∨ σw ∨ σv ∨ Csys1−ρ ∨ Φ(A) ∨ ‖B‖2 ∨ ‖C‖2 = O(1), and T & T0 + log(n + m + p). Then,
we have
lim
n,m,p→∞
E `1F
ELSF
= 0 (32)
provided that T and N satisfy
lim
n,m,p→∞
N log(Tpn)
T 2(n+m+ p)2
= 0 (33)
2The imposed lower bound on T is to simplify the derived bounds, and hence, can be relaxed at the expense of less
intuitive estimation bounds.
3It is easy to verify that log log(s) ≤ 5 for any s ≤ 1050!
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Method Sample Complexity Error Bound (‖ · ‖F ) Additional Notes
proposed method O(log2(Tp)) O
(√
m
(
log(Tnp)
N
)1/4)
Single trajectory
Oymak and Ozay [12] O˜(Tq) O˜
(√
m
(
Tq
N
)1/2)
Single trajectory
Sarkar et. al. [16] O˜(n2) O˜
(√
m
(
pn2
N
)1/2) Single trajectory,
Suitable for systems with
unknown order
Zheng and Li [26] O˜(mT + q) O˜
(√
m
(
T 3q
N
)1/2) Multiple trajectories,
Stable and unstable systems
Sun et. al. [31] O˜(pR) O˜
((
Rnp
N
)1/2) Multiple trajectories,
MISO (m = 1)
Tu et. al. [46] O˜(r) O˜
((
r
T
)1/2) Multiple trajectories,
SISO (p = m = 1)
Table 1: Sample complexity and error bounds on the estimated Markov parameters for different methods. The
parameters R ≤ n and r are respectively the order of the system and the length of the FIR impulse response; see [31]
and [46] for more information. The error bounds are measured with respect to the Frobenius norm.
The above proposition implies that in the regime where N is not significantly larger than the
system dimension, the derived upper bound on the estimation error of the regularized estimator
becomes arbitrarily smaller than that of the simple least-squares method. Our numerical analysis
in Section 5 also reveals the superior performance of the proposed estimator, even when N  Tp.
Finally, we point out that similar error bounds have been derived for linear regression problems
with weakly sparse structures. In particular, the work [47] considers a “simpler” linear model
where the samples/outputs are assumed to be independent, and shows that a `1-regularized esti-
mator achieves an error bound in the order of O ((log(d)/N)1/4), where d is the dimension of the
unknown regression vector. Theorem 2 reveals that the same non-asymptotic rates can be achieved
in the context of system identification with a single (and correlated) input-output trajectory. Table 1
compares the performance of the proposed estimator with other state-of-the-art methods.
Role of signal-to-noise ratio: Intuitively, the estimation error should improve with an increas-
ing signal-to-noise (SNR) ratio (in our problem, the SNR ratio is defined as σ3u/(σw + σv)); this
behavior is also observed in the related works [12, 31, 46]. In contrast, our provided bound is
the maximum of two terms, one of which is independent of the SNR ratio. In other words, an
increasing SNR ratio can only shrink the estimation error down to a certain positive threshold.
The reason behind this seemingly unintuitive behavior lies in the statistical behavior of the random
input matrix U . For two different vectors ζ and ζ˜ , the quantity U(ζ − ζ˜) measures how distin-
guishable these vectors are under the considered linear model. For the cases where N & Tp, it is
easy to see that these two vectors are easily distinguishable, since ‖U(ζ − ζ˜)‖22 ≥ κσ2u‖ζ − ζ˜‖22
holds with high probability, for some strictly positive κ (see, e.g., [12, 16]). However, in the high-
dimensional setting, where N  Tp, the matrix U will inevitably have zero singular values, and
hence, ‖U(ζ − ζ˜)‖22 ≥ κσ2u‖ζ − ζ˜‖22 does not hold for specific choices of ζ and ζ˜ . Under such
circumstances, we will show that the relaxed inequality ‖U(ζ− ζ˜)‖22 ≥ κσ2u‖ζ− ζ˜‖22−σ2uf(ζ− ζ˜)
holds for any ζ and ζ˜ , where f(·) is a function to be defined later. Upon replacing ζ − ζ˜ with
Gi: − Ĝi: for an arbitrary row index i, it is easy to see that the derived lower bound becomes non-
trivial only if ‖Gi: − Ĝi:‖22 > f(Gi: − Ĝi:)/κ, which is independent of the SNR ratio. We will
formalize this intuition later in the proof of Theorem 2. In particular, we will show that: (1) the
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threshold f(Gi: − Ĝi:)/κ is small, i.e., it is upper bounded by E22 ; (2) whenever ‖Gi: − Ĝi:‖22 is
larger than E22 , it can be upper bounded by E21 .
N
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Figure 1: The estimation error of the Markov parameters for LASSO (denoted as ĜLASSO) and
LS (denoted as ĜLS) with respect to the sample size, with σ2w = σ
2
v = 0.1 and varying T . When
N < Tp, LASSO achieves small estimation error, while LS is not well-defined. Moreover, LASSO
significantly outperforms LSwhenN ≥ Tp. The y-axis in all figures are clipped to better illustrate
the differences in the curves.
5 Simulations
In this section, we showcase the performance of the proposed regularized estimator. In particular,
we will provide an empirical comparison between our method and the least-squares approach of
Oymak and Ozay [12].4 In all of our simulations, we set n = 200, m = p = 50, and D = 0. The
system matrices are generated according to the following rules:
- A is chosen as a banded matrix, with the bandwidth equal to 5. This implies that the rows
and columns of A have at least 6 and at most 11 elements. Moreover, each nonzero entry of
A is selected uniformly from [−0.5, 0.5]. To ensure the stability of the system, A is further
normalized to ensure that ρ(A) = 0.8. The special structure of A entails that ‖A‖1 remains
small.
- The (i, j)th entry of B is set to 1 if i = 4j, and it is set to 0 otherwise, for every (i, j) ∈
{1, . . . , n} × {1, . . . , p}.
4It has been recently verified in [31] that the method proposed by Oymak and Ozay [12] outperforms that of Sarkar
et. al. [16]. Therefore, without loss of generality, we will focus on the former.
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- C is chosen as a Gaussian matrix, with entries selected from N (0, 1/m).
Note that, despite the sparse nature of A and B, the Markov parameters of the system are fully
dense, due to the dense nature of C. Throughout our simulations, σu is set of 1, and the values
of σw and σv are changed to examine the effect of SNR ratio on the quality of our estimates.
Moreover, in all of our simulations, we set the regularization parameter to
λ = 0.2(σw + σv)
√
log(Tpn)
N
+ 0.02× 0.8T (34)
Note that the above choice of the regularization parameter does not require any further fine-tuning,
and it is in line with Theorem 2, after replacing  with 0.02 × 0.8T in (19). The exponential
decay in  correctly captures the diminishing effect of the unknown initial state xt−T+1 on the
output yt with T (see equation (3)). We point out that a better choice of λ may be possible via
cross-validation [48]. Figure 1 shows the estimation error of the proposed method compared to the
least-squares estimator (referred to as LASSO and LS, respectively) for σ2w = σ
2
v = 0.1 (averaged
over 10 independent trials). It can be seen that LASSO significantly outperforms LS for all values
of N and T . In the high-dimensional setting, where N < Tp, LS is not well-defined, while
LASSO results in small estimation errors. Moreover, when N ≥ Tp, the incurred estimation error
of LASSO is 1.2 to 1077 times smaller than that of LS. Although the main strength of LASSO is in
the high-dimensional regime, it still outperforms LS when N  Tp. Furthermore, Figure 2 shows
the superior performance of LASSO compared to LS in the estimated Hankel matrices.
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Figure 2: The estimation error of the Hankel matrices for LASSO and LSwith respect to the sample
size N , with σ2w = σ
2
v = 0.1 and varying T . Similar to Figure 1, LASSO outperforms LS for all
values of N and T . The y-axis in all figures are clipped to better illustrate the differences in the
curves.
Next, we fix N = 200, reduce the variance of the disturbance and measurement noises to
σ2w = σ
2
v = 0.02, and report the estimation error for different values of T in Figure 3 (left). To
explain the non-monotonic behavior of ‖G − Ĝ‖F , first note that incurred estimation error stems
from two sources: (i) the measurement and disturbance noises; and (ii) the unknown initial state.
For small values of T , the number of unknown parameters in G is small, and it can be well-
estimated with sufficiently large N . However, the effect of the unknown initial state is significant
11
due to the small “mixing time”, thereby giving rise to a large estimation error. As T grows, the
effect of the unknown initial state diminishes exponentially fast, while the size of G (and the
number of unknown parameters) increases. Therefore, the estimation error has a non-monotonic
dependency on T for any fixed N ; such behavior is also reflected in Theorem 2, after setting
 = ρT . Finally, Figure 3 (right) depicts the estimation error of LASSO and LS for different noise
variances. It can be seen that the estimation accuracy of LASSO is less sensitive to noise, i.e., it
deteriorates at a slower rate with the increasing noise levels.
 2w +  
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Figure 3: (Left) The estimation error of the Markov parameters for LASSO with respect to T ,
with N = 2000, and σ2v = σ
2
u = 0.02. The estimation error has a non-monotonic behavior with
respect to T . (Right) The estimation error of the Markov parameters for different noise levels, with
N = 2000, and T = 20. It can be seen that LASSO is less sensitive to the increasing noise levels.
6 Conclusions and Future Directions
In this paper, we propose a method for learning partially observed linear systems from a single
sample trajectory in high-dimensional settings, i.e., when the number of samples is less than the
system dimension. Most of the existing inference methods presume and rely on the availabil-
ity of prohibitively large number of samples collected from the unknown system. In this work,
we address this issue by reducing the sample complexity of estimating the Markov parameters of
partially observed systems via an `1-regularized estimator. We show that, when the system is in-
herently stable, the required number of samples for a reliable estimation of the Markov parameters
scales poly-logarithmically with the dimension of the system.
As a promising direction for future research, we will study the sparse recovery of the system
matrices from the estimated Markov parameters. Indeed, most of the real-world systems consist of
many subsystems with local interactions, thereby giving rise to sparse system matrices. However,
it is easy to see that sparsity in the system parameters does translate into sparsity in the Markov
parameters. On the other hand, the classical system identification methods, such as Ho-Kalman
method, often extracts a dense realization of the system parameters, and therefore, cannot incor-
porate prior information, such as sparsity. As a future direction, we aim to remedy this challenge
in a principled manner. Given a sparse realization of the system matrices, our next goal is to de-
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sign a robust distributed controller for the true system, taking into account the uncertainty in the
estimated model.
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Appendix
A Proof of the Main Results
In this section, we present the proofs of Theorem 2 and Corollaries 1 and 2. For simplicity, define
the error matrix ∆ = G− Ĝ, and the following concatenated matrices:
Y =
[
yT−1 yT . . . yT+N−2
]> ∈ RN×m (35)
U =
[
u¯T−1 u¯T . . . u¯T+N−2
]> ∈ RN×Tp (36)
W =
[
w¯T−1 w¯T . . . w¯T+N−2
]> ∈ RN×Tn (37)
E =
[
eT−1 eT . . . eT+N−2
]> ∈ RN×m (38)
V =
[
vT−1 vT . . . vT+N−2
]> ∈ RN×m (39)
With these definitions, one can re-write (3) as
Y = UG> +WF> + E + V (40)
Moreover, the the `1-regularized estimator (17) reduces to
Ĝ = arg min
X
1
2N
∥∥Y − UX>∥∥2
F
+ λ‖X‖1,1 (41)
Note that (41) is decomposable over different rows of X . Therefore, one can write:
Ĝi: = arg min
X
1
2N
∥∥Y:i − U(Xi:)>∥∥2F + λ‖Xi:‖1,1, for every i = 1, 2, . . . ,m (42)
At the core of our result is the following fundamental lemma, which deterministically bounds the
row-wise error of Ĝ.
Proposition 2 (Deterministic Guarantee). Fix a row index i, and assume that the following condi-
tions hold:
1. (`1-boundedness) We have ‖Gi:‖1 ≤ R, for some R > 0.
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2. (Restricted singular value) There exists a function f(·) such that
1
N
‖U∆i:‖22 ≥ κ‖∆i:‖22 − f(∆i:) (43)
for some κ ≤ 1.
3. (Bound on λ) We have
λ ≥ 2
N
(‖U>WF>i: ‖∞ + ‖U>E:i‖∞ + ‖U>V:i‖∞) (44)
Then, the following inequality holds:
‖∆i:‖22 ≤ max
{
2
κ
f(∆i:),
88R
κ2
λ
}
(45)
Proof. See Appendix B.1.
Before presenting the implications of this proposition, let us briefly explain the intuition behind
the imposed assumptions. It can be easily seen that the first assumption holds for a choice of R
that only depends on Csys and ρ (see Proposition 3). On the other hand, the second assumption
implies that the concatenated input matrix U has a nonzero singular value in the subspace spanned
by the vector ∆i:, which is offset by a “slack” term f(∆i:). We consider two scenarios to explain
the inclusion of the slack term. First, in the low-dimensional regime, where Tp & N (modulo
logarithmic factors), the standard concentration bounds on the random circulant matrices [49, 16]
entail that (43) holds for some uniform constant κ > 0, and with the choice of f(∆i:) = 0.
However, in the high-dimensional settings where Tp < N , one has to choose nonzero values for
f(∆i:), since the matrix U will have zero singular values. While the naive choice of f(∆i:) =
κ‖∆i:‖22 is always feasible, one of the key contributions of this paper is to provide a sharper choice
for f(∆i:) that is particularly well-suited in the context of high-dimensional system identification.
In particular, we will show that, for ∆i: with bounded `1-norm, the inequality (43) holds with
high probability, for the choices κ = σ2u/4 and f(∆i:) . σ2uR2
√
log(Tp)/N (see Proposition 4).
Finally, the third assumption provides a lower bound on the regularization coefficient, which will
be shown to hold with overwhelming probability when λ is chosen as (σuσ¯w+σuσv)
√
log(Tpn)/N
(see Proposition 5).
Proposition 3 (`1-boundedness). The following inequality holds for every i = 1, . . . ,m:
‖Gi:‖1 ≤
2C3sys
1− ρ (46)
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Proof. One can write
‖Gi:‖1 = ‖D‖1 +
T−2∑
τ=0
‖Gτ‖1 ≤ Csys +
T−2∑
τ=0
‖Ci:AτB‖1
≤ Csys +
∞∑
τ=0
‖C‖1‖Aτ‖1‖B‖1
≤ Csys +
∞∑
τ=0
C3sysρ
τ
≤ 2C
3
sys
1− ρ
which completes the proof.
Our next goal is to construct a sharp expression for f(∆i:). As mentioned before, the matrix
U will have zero singular values when N < Tp. Therefore, the standard techniques for showing
the concentration of the singular values of circulant matrices around an strictly positive number
cannot be established. To circumvent this challenge, we prove the following key lemma which
plays a pivotal role in our subsequent analysis.
Lemma 1. Suppose that ut is a zero-mean Gaussian vector with covariance σ2uI for every t =
1, . . . T +N − 2. Moreover, assume that N ≥ 4η log2(Tp) for an arbitrary η > 0. Then, we have
1
N
‖Uθ‖22 ≥
σ2u
2
‖θ‖22 − σ2u
√
η log(Tp)
N
‖θ‖21 (47)
for θ ∈ RTp, with probability of at least 1− (Tp)−cη.
Proof. See Appendix B.2.
Equipped with this lemma, we are now ready to present the appropriate choices of κ and f in
Proposition 2.
Proposition 4 (Restricted singular value). Assume that N ≥ 4η log2(Tp) for an arbitrary η > 0.
Then, for any fixed row index i, the following inequality holds:
1
N
‖U∆i:‖22 ≥
σ2u
4
‖∆i:‖22 − 128σ2u
(
C3sys
1− ρ
)2√
η log(Tp)
N
(48)
with probability of at least 1− (Tp)−cη.
Proof. See Appendix B.3.
According to the above proposition, it is possible to choose f(∆i:) such that it diminishes at
the rate of O(
√
log(Tp)/N) while κ remains constant.
Finally, we will provide a lower bound on λ in terms of the system parameters, T , p, and N , to
ensure that the third assumption of Proposition 2 holds with high probability.
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Proposition 5 (Bound on λ). Suppose that T satisfies:
T ≥ log log(Np+ Tp+Nn) + 4 log(
Csys
1−ρ ) + 4 log(σw + σu) + 2 log(2)
1− ρ + 2 (49)
Then, for an arbitrary η > 0, the following inequality holds
2
N
(‖U>WF>i: ‖∞ + ‖U>E:i‖∞ + ‖U>V:i‖∞) ≤
4
√
2σuσw
(
C2sys
1− ρ
)√
(1 + η)
log(Tpn)
N
+ 4σuσv
√
(1 + η)
log(Tp)
N
+ 2ρT/2(1 + η) (50)
with the probability of at least 1− 2(Nn)−η − 2(Np+ Tp)−η − 2(Tp)−η.
Proof. See Appendix B.4.
Proof of Theorem 2. We provide the proof in four steps:
1. According to Proposition 3, C
3
sys
1−ρ is a valid choice for R to satisfy the first assumption of
Proposition 2.
2. Proposition 4 implies that the second assumption of Proposition 2 holds with high probabil-
ity, with κ = σ
2
u
4
and f(∆i:)  σ2u
(
C3sys
1−ρ
)2√
log(Tp)
N
.
3. Proposition 5 shows that the third assumption of Proposition 2 holds with high probability
with the choice of
λ  (σuσ¯w + σuσv)
√
log(Tpn)
N
+  (51)
for an arbitrary  > 0, provided that
T &
log log(Np+ Tp+Nn) + log(Csys
1−ρ ) + log(σu + σw) + log(
1

)
1− ρ (52)
4. Finally, it is easy to verify that the following inequalities hold for every row index i:
2
κ
f(∆i:) .
(
C3sys
1− ρ
)2√
log(Tp)
N
, (53)
88R
κ2
λ .
(
C3sys
1− ρ
)((
σ¯w + σv
σ3u
)√
log(Tpn)
N
+
1
σ4u

)
(54)
These inequalities, combined with (45) and a simple union bound on different rows of G proves
the validity of (20). Moreover, (21) follows from ‖G− Ĝ‖F ≤
√
m‖G− Ĝ‖2,∞. 
Next, we will present the proof of Corollary 1.
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Proof of Corollary 1. It is easy to see that
‖Ĝ(K) −G(K)‖2,∞ ≤ ‖Ĝ−G‖2,∞ +
K−2∑
τ=T−1
‖CAτB‖2,∞ (55)
On the other hand, a simple application of the Ho¨lder’s inequality leads to
K−2∑
τ=T−1
‖CAτB‖2,∞ ≤
√
‖C‖∞Csys
K−2∑
τ=T−1
ρτ/2 ≤
√
‖C‖∞
(
Csys
1− ρ
)
ρ
T−1
2 (56)
The above expression is upper bounded by ˜, provided that
T ≥
log(‖C‖∞) + 2 log
(
Csys
1−ρ
)
+ 2 log
(
1
˜
)
1− ρ + 1 (57)
Combined with Theorem 2, this certifies the validity of (27). The inequality (28) follows from
‖Ĝ(K) − G(K)‖F ≤
√
m‖Ĝ(K) − G(K)‖2,∞. Moreover, the correctness of (29) can verified by
noting that the rows of H(K) − Ĥ(K) are subvectors of the rows of G(2K−1) − Ĝ(2K−1). Finally, to
show the correctness of (30), note that
‖H(K) − Ĥ(K)‖2F =‖D − D̂‖2F +
T−2∑
k=0
(k + 2)‖Gk − Ĝk‖2F +
K−2∑
k=T−1
(k + 2)‖CAkB‖2F
+
2K−3∑
k=K−1
(2K − 2− k)‖CAkB‖2F
≤T‖G− Ĝ‖2F +m‖C‖∞C2sys
(
K−2∑
k=T−1
(k + 2)ρk +
2K−3∑
k=K−1
(2K − 2− k)ρk
)
≤T‖G− Ĝ‖2F +m‖C‖∞C2sys
(
TρT−1
1− ρ +
ρT−1
(1− ρ)2
)
≤Tm
(
‖G− Ĝ‖22,∞ + 2‖C‖∞
(
Csys
1− ρ
)2
ρT−1
)
(58)
Therefore
‖H(K) − Ĥ(K)‖F ≤
√
Tm
(
‖G− Ĝ‖2,∞ +
√
2‖C‖∞
(
Csys
1− ρ
)
ρ
T−1
2
)
≤
√
Tm
(
‖G− Ĝ‖2,∞ +
√
2˜
)
(59)
where the second inequality follows from (57). the above inequality combined with Theorem 2
completes the proof. 
Finally, we will provide the proof for Corollary 2.
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Proof of Corollary 2. One can write
E `1F
ELSF
.
(
N log(Tpn)
T 2(n+m+ p)
)1/4
︸ ︷︷ ︸
(a)
+
(
N2
T (n+m+ p)
)1/2
︸ ︷︷ ︸
(b)
(60)
It is easy to see that (a) approaches zero with (n,m, p) → ∞, due to the assumption (33). More-
over, due to Proposition 5, we have 2 . ρT . Therefore, T & log(T/N) + log(n + m + p)
ensures that (b) approaches zero with (n,m, p) → ∞. The proof is completed by noting that
log(T/N) ≤ T/2 for every T,N ≥ 1. 
B Proof of the Auxiliary Results
B.1 Proof of Proposition 2
For the sake of simplicity, we suppress the row index i and denote Y:i, X>i: , G
>
i: , and Ĝ
>
i: as y, g,
g∗, and gˆ, respectively. Therefore, (42) can be written as
gˆ = arg min
g∈RTp
1
2N
‖y − Ug‖22 + λ‖g‖1 (61)
Furthermore, we treat the combined term w = [WF>]:i + E:i + V:i as the additive noise. Finally,
the estimation error is denoted as δ = gˆ− g∗. Note that gˆ is an optimal solution of (61). Therefore,
one can write
1
2N
‖y − Ugˆ‖22 + λ‖gˆ‖1 ≤
1
2N
‖y − Ug∗‖22 + λ‖g∗‖1
=⇒ 1
2N
‖w − Uδ‖22 + λ‖gˆ‖1 ≤
1
2N
‖w‖22 + λ‖g∗‖1
=⇒ 1
2N
‖Uδ‖22 ≤
1
N
w>Uδ + λ(‖g∗‖1 − ‖gˆ‖1) (62)
On the other hand, given an arbitrary index set S ∈ {1, . . . , Tp} with |S| = s, one can write
‖g∗‖1 − ‖gˆ‖1 ≤‖g∗S‖1 + ‖g∗Sc‖1 − ‖g∗S + δS‖1 − ‖g∗Sc + δSc‖1
≤‖δS‖1 − ‖δSc‖1 + 2‖g∗Sc‖1 (63)
where the second line is implied by triangle inequality. Substituting this inequality in (62) leads to
1
2N
‖Uδ‖22 ≤
1
N
‖w>U‖∞‖δ‖1 + λ(‖δS‖1 − ‖δSc‖1 + 2‖g∗Sc‖1) (64)
On the other hand, since λ ≥ 2‖w>U‖∞/N , one can write
1
N
‖Uδ‖22 ≤λ(‖δ‖1 + 2‖δS‖1 − 2‖δSc‖1 + 4‖g∗Sc‖1)
≤λ(3‖δS‖1 − ‖δSc‖1 + 4‖g∗Sc‖1)
≤λ(3√s‖δ‖2 + 4‖g∗Sc‖1) (65)
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where the last inequality is due to ‖δS‖1 ≤
√
s‖δS‖2 ≤
√
s‖δ‖2. Now, we consider two cases. If
we have ‖δ‖22 ≤ 2κf(δ), then the bound (45) trivially holds. Therefore, suppose ‖δ‖22 > 2κf(δ).
Combining this inequality with Assumption 2 and (65) leads to
κ‖δ‖22 − f(δ) ≤ λ(3
√
s‖δ‖2 + 4‖g∗Sc‖1)
=⇒ ‖δ‖22 ≤
2λ
κ
(3
√
s‖δ‖2 + 4‖g∗Sc‖1) (66)
Notice that this is a quadratic inequality in terms of ‖δ‖2. Bounding the roots of this quadratic
inequality leads to
‖δ‖22 ≤
72λ2
κ2
s+
16λ
κ
‖gSc‖1 (67)
Therefore, the following inequality holds for all the values of ‖δ‖22:
‖δ‖22 ≤ max
{
2
κ
f(δ),
72λ2
κ2
s+
16λ
κ
‖gSc‖1
}
(68)
Now, it remains to show that the set S can be chosen such that 72λ2
κ2
s+ 16λ
κ
‖gSc‖1 ≤ 88Rκ2 λ. To show
this, define S = {i : |g∗i | ≥ λ}. Note that
R ≥
Tp∑
i=1
|g∗i | ≥
∑
i∈S
|g∗i | ≥ sλ (69)
Therefore, we have s ≤ R
λ
. Furthermore, one can write
‖g∗Sc‖1 ≤ R (70)
This implies that
72λ2
κ2
s+
16λ
κ
‖gSc‖1 ≤ 72R
κ2
λ+
16R
κ
λ ≤ 88R
κ2
λ (71)
which completes the proof. 
B.2 Proof of Lemma 1
To prove Lemma 1, we need the following well-known result on the quadratic forms of sub-
Gaussian random vectors.
Theorem 3 (Hanson-Wright Inequality). Let w ∈ Rd be a random vector with independent zero-
mean sub-Gaussian elements with variance 1. Given a square and symmetric matrix M , we have
w>Mw ≥ E{w>Mw} − t with probability of at least 1− exp
(
−cmin
{
t2
‖M‖2F
, t‖M‖2
})
The main idea behind the proof of this lemma is as follows:
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1. We reformulate ‖Uθ‖22 as a quadratic form w>P (θ)w, where P (θ) ∈ RN×N is only a func-
tion of θ, and w ∈ RN is a random vector with independent zero-mean sub-Gaussian ele-
ments.
2. We provide upper bounds on ‖P (θ)‖2F and ‖P (θ)‖22 in terms of ‖θ‖22 and ‖θ‖21.
3. Finally, we apply Hanson-Wright inequality to obtain the desired concentration bound.
Lemma 2. The following statements hold:
- 1
σ2u
‖Uθ‖22 ∼ wTP (θ)w, where w ∈ RN is a random vector with independent zero-mean
Gaussian elements, and P (θ) ∈ RN×N is a symmetric matrix defined as
Pij(θ) = R(|i− j|),∀i, j ∈ {1, . . . , N}2, and R(τ) =
(T−τ)p∑
k=1
θkθk+τp (72)
- 1
σ2u
E{‖Uθ‖22} = N‖θ‖22.
Proof. Upon defining ζ = Uθ, one can verify that ζ has a zero-mean Gaussian distribution. More-
over, it is easy to see that
E{ζiζj} = E
{(
u¯>T+(i−1)θ
) (
u¯>T+(j−1)θ
)}
=
(T−|i−j|)p∑
k=1
θkθk+p|i−j| = R(|i− j|) (73)
where in the second equality, we used the following facts:
- E{ut(s)2} = 1 for every t ∈ {1, . . . , T +N − 2} and s ∈ {1, . . . , p}.
- E{ut(s1)ut(s2)} = 0 for every t ∈ {1, . . . , T + N − 2} and s1, s2 ∈ {1, . . . , p} such that
s1 6= s2.
- E{ut1(s1)ut2(s2)} = 0 for every t1, t2 ∈ {1, . . . , T + N − 2} such that t1 6= t2 and s1, s2 ∈
{1, . . . , p}.
This implies that E{ζiζj} = σ2uPij(θ), and hence, 1σuUθ ∼ N (0, P (θ)). Therefore, 1σ2u‖Uθ‖
2
2
has the same distribution as w>P (θ)w, thereby completing the proof of the first statement. The
second statement directly follows from the definition of P (θ) and the fact that w has independent
elements.
Our next lemma provides an upper bound on the values of ‖P (θ)‖2F and ‖P (θ)‖22.
Lemma 3. The following inequalities hold:
- ‖P (θ)‖2 ≤ ‖θ‖22 + ‖θ‖21
- ‖P (θ)‖2F ≤ N(‖θ‖22 + ‖θ‖21)2
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Proof. Due to the Gershgorin circle theorem, one can write |‖P (θ)‖2 − ‖θ‖22| ≤
∑N−1
τ=1 |R(τ)|.
This implies that ‖P (θ)‖2 ≤ ‖θ‖22 +
∑N−1
τ=1 |R(τ)|. Define θ˜i = θTp+1−i and R˜ as the convolution
of θ and θ˜, i.e., R˜(τ) =
∑τ−1
k=1 θkθ˜τ−k for every τ . One can write
R(τ) =
(T−τ)p∑
k=1
θkθk+τp =
(T−τ)p∑
k=1
θkθ˜(T−τ)p+1−k = R˜((T − τ)p+ 1) (74)
Therefore, we have
N−1∑
τ=1
|R(τ)| =
N−1∑
τ=1
|R˜((T − τ)p+ 1)| ≤ ‖R˜‖1 = ‖θ ∗ θ˜‖1 ≤ ‖θ‖1‖θ˜‖1 = ‖θ‖21 (75)
where the last inequality is due to Young’s convolution rule. This concludes the proof of the first
statement. The second statement follows from (75) and ‖P (θ)‖2F ≤ N‖P (θ)‖22.
Proof of Lemma 1. Lemmas 2 and 3, together with Theorem 3 imply that
1
σ2uN
‖Uθ‖22 ≥ ‖θ‖22 − t
for any t > 0, with probability of at least
1− exp
(
−cmin
{
Nt2
(‖θ‖22 + ‖θ‖21)2
,
Nt
‖θ‖22 + ‖θ‖21
})
(76)
Upon choosing t =
√
η log(Tp)
N
(‖θ‖22 + ‖θ‖21) and N ≥ 4η log(Tp) for some η > 0, we have
1
N
‖Uθ‖22 ≥ σ2u
(
1−
√
η log(Tp)
N
)
‖θ‖22 − σ2u
√
η log(Tp)
N
‖θ‖21
≥ σ
2
u
2
‖θ‖22 − σ2u
√
η log(Tp)
N
‖θ‖21 (77)
with probability of at least 1− (Tp)−cη. This completes the proof. 
B.3 Proof of Proposition 4
For simplicity, we will borrow the notations g∗, gˆ, and δ from the proof of Proposition 2. First note
that, according to (65), δ = g∗ − gˆ satisfies the following property
‖δSc‖1 ≤ 3‖δS‖1 + 4‖θ∗Sc‖1 (78)
for any choice of S ∈ {1, 2, . . . Tp} with |S| = s. Define S = {i : |g∗i | ≥ γ} for a value of γ to be
defined later. Assuming that ‖g∗‖1 ≤ R, the inequality (78) implies that
‖δ‖1 ≤ 4‖δS‖1 + 4‖θ∗Sc‖1 ≤ 4
√
s‖δ‖2 + 4‖θ∗Sc‖1 ≤ 4
√
R
γ
‖δ‖2 + 4R (79)
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where the last inequality follows from s ≤ R/γ and ‖θ∗Sc‖1 ≤ R. This leads to
‖δ‖21 ≤
32R
γ
‖δ‖22 + 32R2 (80)
Combining the above inequality with Lemma 1 implies that the following inequalities holds with
probability of at least 1− (Tp)−cη:
1
N
‖Uδ‖22 ≥ σ2u
(
1
2
− 32R
γ
√
η log(Tp)
N
)
‖δ‖22 − 32σ2uR2
√
η log(Tp)
N
(81)
Now, upon choosing γ = 128R
(
η log(Tp)
N
)
, we get 32R
γ
√
η log(Tp)
N
= 1/4, which results in
1
N
‖Uδ‖22 ≥
σ2u
4
‖δ‖22 − 32σ2uR2
√
η log(Tp)
N
(82)
Finally, Proposition 3 can be invoked to show that R ≤ 2C3sys
1−ρ . This completes the proof. 
B.4 Proof of Proposition 5
To prove this proposition, we divide the lower bound in three different terms:
λ ≥ 2‖U
>WF>i: ‖∞
N︸ ︷︷ ︸
(I)
+
2‖U>E:i‖∞
N︸ ︷︷ ︸
(II)
+
2‖U>V:i‖∞
N︸ ︷︷ ︸
(III)
(83)
Next, we will provide concentration bounds on every term of the above inequality.
Lemma 4 (Bounding (I)). The following inequality holds:
2‖U>WF>i: ‖∞
N
≤ 4
√
2σuσw
(
C2sys
1− ρ
)√
(1 + η)
log(Tpn)
N
(84)
with probability of at least 1− 2(Tpn)−2η, for an arbitrary η > 0
Proof. One can write ‖U>WF>i: ‖∞ ≤ ‖U>W‖∞,∞‖Fi:‖1. We will bound each term on the right
hand side separately. First, note that
‖Fi:‖1 =
Tp∑
j=1
|Fij| =
T−2∑
τ=0
‖Ci:‖1‖Aτ‖1 ≤
∞∑
τ=0
C2sysρ
τ ≤ C
2
sys
1− ρ (85)
Now, let us focus on ‖U>W‖∞,∞. We have ‖U>W‖∞,∞ = maxi,j{|U>:iW:j|}. Note that the
vectors U:i and W:j are independent random vectors, each with sub-Gaussian elements. Therefore,
U>kiWkj is sub-exponential with (
√
2σuσw,
√
2σuσw) [44] for every k. A standard concentration
bound on sub-exponential random variables entails that
P(|U>:iW:j| ≤
√
2σuσwt) ≥ 1− 2 exp
(
−1
2
min
{
t,
t2
N
})
(86)
22
A simple union bound implies that
P
(
1
N
‖U>W‖∞,∞ ≤
√
2σuσwt
)
≥ 1− 2T 2pn exp
(
−N
2
min
{
t, t2
})
(87)
Now, define t = c
√
log(Tpn)
N
for a constant c to be defined later, and assume that N ≥ c2 log(Tpn).
This implies that t2 ≤ t, which leads to
P
(
1
N
‖U>W‖∞,∞ ≤
√
2cσuσw
√
log(Tpn)
N
)
≥ 1− 2 exp
(
2 log(Tpn)− c
2
2
log(Tpn)
)
(88)
Now, upon defining c = 2
√
1 + η for an arbitrary η > 0, we have
1
N
‖U>W‖∞,∞ ≤ 2
√
2σuσw
√
(1 + η)
log(Tpn)
N
(89)
with probability of at least 1 − 2(Tpn)−2η. Combining this inequality with (85) completes the
proof.
Lemma 5 (Bounding (II)). Assume that
T ≥ log log(Np+ Tp+Nn) + 4 log(
Csys
1−ρ ) + 4 log(σw + σu) + 2 log(2)
1− ρ + 2 (90)
Then, the following inequality holds
2‖U>E:i‖∞
N
≤ 2ρT/2(1 + η) (91)
with probability of at least 1− 2(Nn)−η − 2(Np+ Tp)−η, for an arbitrary η > 0.
Proof. One can write ‖U>E:i‖∞ ≤ ‖U‖∞,∞‖E:i‖1. On the other hand, note that E =[
eT−1 eT . . . eT+N−2
]>, where et = CAT−1xt−T+1. This implies that
‖E:i‖1 =
T+N−2∑
t=T−1
|(et)i| =
N∑
t=1
|(CAT−1)i:xt| ≤ ‖(CAT−1)i:‖1
N∑
t=1
‖xt‖∞
≤ N‖(CAT−1)i:‖1‖X‖∞,∞ (92)
where X =
[
x1 x2 . . . xN
]
. Similar to the previous case, we bound each term on the right
hand side separately. First note that
‖(CAT−1)i:‖1 ≤ ‖Ci:‖1‖AT−1‖1 ≤ C2sysρT−1 (93)
Our next goal is to provide an upper bound on ‖X‖∞,∞. It is easy to see that, for every t, the vector
xt is a zero-mean Gaussian variable with covariance
Σt =
t−1∑
i=0
σ2wA
i(A>)i + σ2uA
iBB>(A>)i (94)
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This implies that each element Xij is Gaussian with variance σ2ij satisfying
σ2ij ≤ σ2w
∞∑
i=0
C2sysρ
2i + σ2u
∞∑
i=0
C4sysρ
2i
≤ (σ2w + σ2u)
C4sys
1− ρ2 (95)
which implies that σij ≤ (σw + σu)C
2
sys
1−ρ . This together with the standard concentration bounds on
the Gaussian distributions implies that
P
(
‖X‖∞,∞ ≤
(
(σw + σu)
C2sys
1− ρ
)
t
)
≥ 1− 2Nn exp
(
−t
2
2
)
(96)
Upon choosing t =
√
2(1 + η) log(Nn), we have
‖X‖∞,∞ ≤
√
2(σw + σu)
(
C2sys
1− ρ
)√
(1 + η) log(Nn) (97)
with probability of at least 1− 2(Nn)−η. Combining this inequality with (92) and (93) leads to
‖E:i‖1 ≤ NC2sysρT−1(σw + σu)
(
C2sys
1− ρ
)√
2(1 + η) log(Nn)
= N(σw + σu)
(
C4sys
1− ρ
)
ρT−1
√
2(1 + η) log(Nn) (98)
with probability of at least 1− 2(Nn)−η. Similarly, one can write
P (‖U‖∞,∞ ≤ σut) ≥ 1− 2(N + T )p exp
(
−t
2
2
)
(99)
Upon choosing t =
√
2(1 + η) log(Np+ Tp), we have
‖U‖∞,∞ ≤ σu
√
2(1 + η) log(Np+ Tp) (100)
with probability of at least 1− 2(Np+Tp)−η, for some η > 0. Combining all the derived bounds,
one can write
1
N
‖U>E:i‖∞ ≤ 2(σw + σu)σu
(
C4sys
1− ρ
)
(1 + η) log(Np+ Tp+Nn)ρT−1 (101)
Now, if choose
T ≥ 4 log(
Csys
1−ρ ) + 4 log(σw + σu) + 2 log(2) + 2 log log(Np+ Tp+Nn)
1− ρ + 2 (102)
then, we have
ρ−(T/2−1) ≥ 2(σw + σu)σu
(
C4sys
1− ρ
)
log(Np+ Tp+Nn) (103)
24
Combining the above inequality with (101) leads to
1
N
‖U>E:i‖∞ ≤ ρT/2(1 + η) (104)
which holds with probability of at least 1− 2(Nn)−η − 2(Np+ Tp)−η. This completes the proof.
Lemma 6 (Bounding (III)). The following inequality holds:
2‖U>V:i‖∞
N
≤ 4σuσv
√
(1 + η)
log(Tp)
N
(105)
with probability of at least 1− 2(Tp)−η, for an arbitrary η > 0.
Proof. The proof is a simpler version of the proof of Lemma 4, and the details are omitted for
brevity.
Proof of Proposition 5. The proof follows by combining the bounds obtained in Lemmas 4, 5, 6.
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