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In this dissertation, we propose an online machine learning technique – named Artificial Continu-
ous Prediction Market (ACPM) – to predict the value of a continuous variable by (i) integrating
a set of data streams from heterogeneous sources with time varying compositions such as chang-
ing the quality of data streams, (ii) integrating the results of several analysis models for each
data source when the most suitable model for a given data source is not known a priori, (iii) dy-
namically weighting the prediction of each analysis model and data source to form the system
prediction.
We adapt the concept of prediction market, motivated by their success in forecasting accu-
rately the outcome of many events [Nikolova and Sami, 2007]. Our proposed model instantiates
a sequence of prediction markets in which artificial agents play the role of market participants.
Agents participate in the markets with the objective of increasing their own utility and hence
indirectly cause the markets to aggregate their knowledge. Each market is run in a number of
rounds in which agents have the opportunity to send their prediction and bet to the market.
At the end of each round, the aggregated prediction of the crowd is announced to all agents,
which provides a signal to agents about the private information of other agents so they can
adjust their beliefs accordingly. Once the true value of the record is known, agents are rewarded
according to accuracy of their prediction. Using this information, agents update their models
and knowledge, with the aim of improving their performance in future markets.
This thesis proposes two trading strategies to be utilised by agents when participating in a
market. While the first one is a naive constant strategy, the second one is an adaptive strategy
based on Q-Learning technique [Watkins, 1989].
We evaluate the performance of our model in different situations using real-world and syn-
thetic data sets. Our results suggest that ACPM: i) is either better or very close to the best
performing agents, ii) is resilient to the addition of agents with low performance, iii) outper-
forms many well-known machine learning models, iv) is resilient to quality drop-out in the best
performing agents, v) adapts to changes in quality of agents predictions.
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Machine learning, a core subarea of artificial intelligence, has become an indispensable part of
many application areas, ranging from politics to engineering. Prediction is a key task in machine
learning such as predicting political events, best selling books, tomorrow’s temperature, customer
loyalty, and etc. To make a prediction, a machine learning model can learn either in oﬄine mode
(i.e batch mode) or online mode. In oﬄine mode, the model is first presented with a number
of training examples to learn from and make a hypothesis which maps the input data to their
corresponding outcomes, then the model is presented with test examples (examples without
the outcome) to predict their outcomes. This type of learning is suitable when the quality of
data does not change over time. However, in the online mode of learning, examples arrive in
sequence and after the model makes the prediction, the true outcome of the example is revealed,
and the model re-trains accordingly. Machine learning tasks are divided into classification and
regression. When the subject of prediction is discrete, it is a ‘classification’ task. On the other
hand, ‘regression’ refers to when the subject of prediction is continuous. In this dissertation, we
are interested in making predictions for regression task in the online mode of learning.
1.1 Problem Statement and Thesis Motivation
New machine learning models are frequently added to the literature. Choosing which model to
use is very arbitrary and is dependent on the diversity of models the data analyser is familiar
and convenient with. Ferna´ndez-Delgado et al. [2014] state that there are a large number of
machine learning models and it is not practical to examine all models to find the best model to
suit a specific application domain problem. Therefore, they experimented with 179 classifiers
on 121 data sets and concluded that the random forest [Breiman, 2001] achieve the highest
performance on average and can be used by a data analyser as the first choice. Although their
conclusion provides a fast track, random forest cannot achieve the highest performance in each
domain. According to the No-Free-Lunch theorem [Wolpert, 1996], the best classifier will not
be the same for all the data sets.
A second complicating factor is that, in some cases a data analyser may resort to several
data sources to predict an event. One example of such a situation is predicting the influenza rate
in the process of detecting an outbreak. Various data sources such as medical absentee rates at
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schools, over-the-counter pharmacy sales, Internet queries and open source information can be
used to predict influenza rate. In such situations, the process of prediction is even harder since
different models may better suit each data source and the data analyser needs to find the most
effective model for each data source and then combine their results in a way which maximises
the accuracy of the prediction. In sum, given that the most suitable algorithm for a given data
source is not known a priori, a reasonable mechanism is to analyse each data source with a
variety of algorithms and integrate their results.
Furthermore, data source quality may change over time and hence the suitability of models
may vary accordingly. In addition to losing or gaining quality, data source availability can also
change, in that a particular data source might become available or unavailable for whatever
circumstances. Hence, a data analyser is required to repeat the process of model selection
regularly to adapt to environmental variations.
Against this background, the motivation of this thesis is automating the process of identifying
the most effective models and data sets from a candidate set and aggregating their results while
adapting to environmental variations. In particular, this thesis suggests a technique which
not only identifies the best models from a candidate set for each data source and aggregates
their predictions, but also dynamically adapts to environmental variations such as data sources’
availability and quality changes.
In this thesis, we apply our model to the application domain of predicting influenza rate.
Annual influenza epidemics cause approximately 3 to 5 million cases of severe illness, and up
to 500,000 deaths worldwide [World Health Organization, 2014]. In this context, the event to
predict is the disease activity level of influenza-like illnesses on a specific date and place. We
evaluate the performance of our model by predicting influenza rates in the USA using publicly
available data sources. We then compare the performance of ACPM with the two benchmarks
of Google Flu Trend1 (GFT) and a model proposed by Lampos et al. [2015], which is built upon
Google Flu Trend and improves GFT performance. Our results show that our model outperforms
GFT and GP in most cases. Our model is inspired by features of real world prediction markets,
which we briefly review in the next section.
1.2 Prediction Markets
Prediction markets utilise the aggregated wisdom of the crowd in order to predict the outcome
of a future event [Ray, 2006]. They have been used to forecast accurately the outcome of various
events [Snowberg et al., 2012]. In these markets, trader behaviour reveals private information and
beliefs about possible outcomes, and can be used to forecast an event accurately [Nikolova and
Sami, 2007]. Prediction markets are increasingly being considered as approaches for collecting,
summarising and aggregating dispersed information by governments and corporations [Hanson
et al., 2006].
In prediction markets, participants purchase and sell assets whose payoffs are tied to the
realisation of future events [Bray et al., 2008]. In other words, traders bet their money on the
1http:// www.google.com/flutrends/ (Retrieved April 14, 2015)
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outcome of future events by trading securities. A security is a financial instrument like a financial
stock whose profit payments are based on the outcome of the event. Each event outcome has
a security associated with it. Before the market is closed, traders can trade in each day of the
market according to the current security prices. To illustrate, a prediction market can be used
to predict “ whether candidate ‘X’ will win the election” by offering two securities: ‘Yes’ and
‘No’. Assuming the market finally ends by candidate ‘X’ wining in the election, all traders will
receive $1 payoff for each ‘Yes’ security they hold and $0 for their ‘No’ security, which means
they lose the money they spent on buying ‘No’ securities.
A prediction market is usually run by a market maker who is the company or individual
that interacts with traders and determines the market prices using a market trading protocol.
The aggregated monetary bets made by market traders can be used to dynamically determine
the price of each security. The market price of a security not only represents the price at which
the security can be bought or sold, but also shows the probability of the occurrence of its
corresponding outcome by fusing all trader beliefs. Arguably, the price that a trader would pay
to buy a security indicates how confident she is in the outcome of the event.
The Iowa Electronic Marketplace (IEM), one of the best known online prediction markets,
has precisely predicted the winner of every presidential election since its inception and it has
predicted the percentages of votes acquired by presidential candidates more accurately than other
forecasting techniques including expert opinion and exit polls [Ray, 2006]. A number of other
prediction markets such as TradeSports.com, Newsfutures and the Hollywood Stock Exchange
emerged following the success of IEM. Likewise, a number of corporations including Hewlett
Packard, Google and Yahoo exploit prediction markets as an alternative mechanism to polls,
staff surveying, committee and work group in order to aggregate decision-relevant information,
which is often widely dispersed across company staff [Bray et al., 2008].
The so-called ‘wisdom of the crowd’, in prediction markets, comes from aggregated informa-
tion such as security prices. These provide signals to traders about the private information of
other traders, so they can adjust their beliefs accordingly [Dimitrov and Sami, 2008]. Ideally,
this process should result in a situation in which all traders reach a consensus belief that reflects
all available information. The successful aggregation of information in prediction markets relies
“critically on traders adjusting their beliefs in response to other traders’ trades” [Dimitrov and
Sami, 2008]. In prediction markets, more accurate forecasters obtain more capital over time with
which to participate in the subsequent prediction markets. On the other hand, less accurate
forecasters will lack the funds to have a large influence on the consensus probabilities [Powell
et al., 2013].
Artificial prediction markets are developed upon the basic idea of real prediction markets,
however, humans are replaced with computer programs (i.e participants are machine learning
models). These markets have been advocated as powerful machine learning techniques [Chen
and Vaughan, 2010]. They can be used to automate the process of building an ensemble from
(in)homogeneous models.
Relatively little research on artificial prediction markets as a machine learning technique
exists [Chen and Vaughan, 2010, Lay and Barbu, 2010, Barbu and Lay, 2012, Storkey, 2011,
Storkey et al., 2012, Hu and Storkey, 2014], which we discuss them in Chapter 2 (page 19).
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While these existing artificial prediction markets have many advantages, they suffer from some
deficiencies. Specifically:
• The current artificial prediction markets only address the integration of various machine
learning models and hence propose artificial prediction markets as an ensemble. None uses
artificial prediction markets to combine a variety of data sources of different and varying
quality.
• These models are oﬄine techniques and none of these works investigates how an artificial
prediction market can be used as an online technique. The participants in these models
are classifiers that are trained oﬄine and never retrain their hypothesis once they join the
markets.
• Participants are assumed to use fixed strategies, such as constant betting functions [Barbu
and Lay, 2012], utility functions [Storkey, 2011, Storkey et al., 2012] or static risk mea-
sures [Hu and Storkey, 2014], unlike human traders in real prediction markets. Therefore,
they cannot learn from their past experience to improve their trading performance for sub-
sequent markets. According to [Jian and Sami, 2012], trader strategies are an important
factor in prediction markets, as market efficiency depends on appropriate behaviour by
traders.
• In real prediction markets, aggregated information such as security prices provide signals
to traders about the private information of other traders so they can adjust their beliefs
accordingly. While the successful aggregation of information in these markets critically
relies on traders adjusting their beliefs in response to other traders actions [Dimitrov and
Sami, 2008], such a mechanism is not explicitly modelled in the existing artificial prediction
markets. In other words, the participants in these models do not revise their beliefs and
predictions once trading starts. In particular, they ignore wisdom of the surrounding crowd
to improve their prediction and maximise their rewards.
1.3 Thesis Objectives and Contributions
Our goal in this dissertation is to develop an artificial prediction market which:
1) Is consist of a market mechanism and autonomous participants, where market and all par-
ticipants perform as a unified entity with the global objective of predicting the outcome of
an event accurately.
2) Integrates multiple data sources each analysed by multiple analysis models by instantiating
an artificial participant –called an agent– for each combination of datasource and analysis
model.
3) Works as an online technique, i.e. a prediction market is created every time a new prediction
needs to be made and agents update their analysis models and trading strategies once the
correct outcome is revealed.
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4) Its participants have an adaptive trading strategy to mimic the behaviour of human traders
in real world prediction markets in the sense that they learn from past experiences in order
to improve their performance in future markets.
5) Its participants use wisdom of the crowd to revise their predictions in response to other
traders’ trades, during a market.
6) Shifts focus in response to changes in quality and availability of each individual agent (combi-
nation of a data source and analysis model) prediction. In other words, the technique adapts
to dynamic environments, where the availability and quality of data sources and suitability
of a model for each data set may change over time.
7) Is resilient to different proportions of low-and high-performing participants.
8) Its overall performance is close to or better than the best agent performance.
9) Is independent of each agent. Therefore, temporary or permanent deletion of an agent, for
whatever circumstance, does not affect system performance significantly.
To achieve our objective, we put forward a technique, called the Artificial Continuous Predic-
tion Market (ACPM). The model comprises of market participants and a market maker. Market
participants are autonomous agents that have a budget, a trading strategy, a data source and an
analysis model2 to analyse their data and derive a prediction. The market maker runs the mar-
ket, deals with agent transactions and determines the market prediction. Each market includes
a number of rounds, where each agent sends its prediction and a bet on its prediction to the
market maker. Subsequently, the market maker calculates the market prediction by combining
all the individual predictions weighted by their corresponding bets. Once the true value of the
record is known and the market is over, agents are informed of the correct outcome (the true
value of the record). Then, the market maker rewards participants based on their prediction
accuracy and their invested amount. Consequently, agents are incentivised to submit accurate
prediction, and invest according to their estimate on quality of their prediction. Each agent
learns from each market, based on the revenue they receive and the losses they make, in addi-
tion to finding out the correct answer. Consequently, they can update their trading strategy
and analysis model for future markets.
We propose two trading strategies to be utilised by agents when participating in a market.
The first one is the Constant Strategy which suggests agents simply dedicate a fixed ratio of their
budget to invest in each round. The second one is the Q-Learning based strategy [Watkins, 1989].
This strategy advises the agent to what extent to rely on the market prediction, i.e wisdom of
the crowd, as another source of information in order to improve its prediction in the subsequent
rounds of a market. In other words, high performing participants may learn to rely on their
own prediction more than market predictions but low performing participants learn to change
their prediction based on market prediction. Hence, the amount of noise which is typically sent
to the market maker by low performing participants is minimised.
2Analysis model and (machine) learning model terms are interchangeably used through this thesis.
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Using a number of experiments, we empirically evaluate the performance of our model using
various data sets from real-world syndromic surveillance domain and the widely-used repository
of the University of California at Irvine (UCI). We also artificially generated some data sets to
simulate the edge cases which are not presented in our real-world data sets. The experiments
are designed and performed to answer the following questions:
• Can agents use the market prediction, the aggregated prediction of all market participants,
as another source of information to improve their prediction in subsequent rounds of a
market?
• Can ACPM shift focus in response to changes in quality of individual participants?
• Is ACPM performance resilient to different proportions of low- and high-performing par-
ticipants?
• How does ACPM perform compared to other well known alternatives in the literature?
• How does ACPM perform in different application domains?
• How much time does ACPM require for each additional participant?
• How does ACPM perform in relation to its best performing agent in different situations?
• How many markets does ACPM require to recover in situations where the best performing
agent suddenly exhibit a drop in quality or become unavailable?
1.4 Thesis Outline
This thesis is structured as follows:
Chapter 1: this chapter provides thesis motivation. In particular, it highlights the necessity of a
meta model which can automate the process of aggregating different data sources and combining
various analysis models, especially in this era in which we witness the increasing discovery of
data sources and model innovations.
Chapter 2: related literature to this work are surveyed in this chapter. First, the chapter
explains machine learning including ensembles, online learning and popular methods in these
fields. Next, we cover reinforcement learning which is one of the branches of machine learning
in which an agent learns by receiving feedback from interaction with the environment. In this
thesis, we use reinforcement learning to propose a trade strategy for our agents. Afterwards,
prediction markets and various works in this field are mentioned to elucidate the backbone of
our proposed model. The chapter continues by discussing artificial prediction markets, which
are similar to our proposed model, and utilise the concept of prediction market to propose a
new machine learning technique. Finally, the chapter concludes by discussing the differences
between our model and related works.
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Chapter 3: we cover the detailed mechanism of our prosed model including its key components.
In particular:
(1) Agents: which play the role of prediction market participants. They predict the outcome by
using their data source and analysis model and then participate in the market using their
adaptive trading strategy.
(2) Market maker: which runs the prediction markets and interacts with agents.
(3) Integration function: which is the mechanism used by the market maker to aggregate the
prediction of market participants in each market.
(4) Reward function: which is the mechanism used by the market maker at the end of each
market to reward agents based on their predictions and bets.
(5) Rate per transaction parameters: which constrains the amount of agents investments in order
to (i) prevent ACPM from being unresponsive in cases where none of the participating agents
have enough incentive to invest and (ii) prevent unsuccessful agents bankrupting themselves
and being eliminated from the system.
(6) Agents’ trading strategy: which advises an agent how to trade in the market. In this thesis,
we propose two trading strategies, namely:
(i) Constant trading strategy which suggests the agent simply invest a portion of its budget
in the market without considering neither the agent performance nor the environment
conditions.
(ii) Q-learning trading strategy which suggests the agent constantly observes and compares
its own and the market performance and participate in the market according to its
observation.
Chapter 4: in this chapter we evaluate ACPM performance in different situations against various
hypotheses. We use the real-world data set of syndromic surveillance and artificially generated
data sets. The latter serves to explore the edge cases which are not present in the syndromic
surveillance data set. Also, we evaluate ACPM with several data sets from the University of
California at Irvine (UCI) repository in order to assess the performance of ACPM in different
domains. Through these experiments, we investigate various capabilities of the system.
Chapter 5: in this chapter, we evaluate the performance of our model by applying it to the
application domain of predicting influenza rate, which is known as syndromic surveillance. In
this context, we predict the disease activity level of influenza-like illnesses on a specific date in
the whole USA using publicly available data sources. The data used contains more than 100
real data sources from different sources including Google Flu Trends and Centers for Disease
Control and Prevention (CDC), Google Trend and etc. The prediction of the system is then
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compared with CDC ILI rate as ground truth. We also compare the performance of our model
with two benchmarks of Google Flu Trend (GFT) and GP model [Lampos et al., 2015].
Chapter 6: conclusions and contributions of this thesis are addressed in this chapter, along with
directions for further research.
1.5 Related Publications
Some parts of this thesis is published in the following papers:
• Fatemeh Jahedpari. Artificial prediction markets for online prediction. In Proceedings
of the Twenty-Fourth International Joint Conference on Artificial Intelligence, Doctoral
Consortium, IJCAI 2015, Buenos Aires, Argentina, July 25-31, 2015, pages 43714372.
AAAI Press, 2015. ISBN 978-1-57735-738-4.
This paper provides a summary of the thesis.
• Fatemeh Jahedpari, Marina De Vos, Sattar Hashemi, Benjamin Hirsch, and Julian Padget.
Artificial prediction markets for online prediction of continuous variables, accepted for
publication in Proceedings of second workshop on Synergies between multiagent systems,
machine learning and complex systems (TRI 2015), held together with IJCAI 2015 Buenos
Aires, Argentina, page 1, 2015.
In this paper, we propose an Artificial Continuous Prediction Market (ACPM) for predict-
ing a continuous variable based on the integration of diverse data sources with different
varying quality. We demonstrate that ACPM acts as an adaptive ensemble algorithm
which is capable of shifting focus in response to changes in individuals predictions.
• Fatemeh Jahedpari, Julian Padget, Marina De Vos, and Benjamin Hirsch. Artificial pre-
diction markets as a tool for syndromic surveillance. Crowd Intelligence: Foundations,
Methods and Practices. CEUR Workshop Proceedings, 2014.
In this paper, we focus on the problem of how to identify emerging trends after the original
textual data has been processed into a quantitative form suitable for the application of
machine learning techniques. We present some preliminary ideas, including an agent-
based implementation and some early results, about the application of artificial prediction
markets to such data, taking the specific domain of syndromic surveillance (early stage




In this thesis, we adapt the concept of prediction market to propose a novel machine learning
technique, namely ACPM. Our proposed model is an online technique in which a prediction
market is instantiated whenever a prediction needs to be made. The participants of the markets
are artificial agents which have a machine learning model to arrive at a prediction. By assigning
a different learning model to each agent, ACPM functions as an ensemble. Agents are also
equipped with an adaptive trading strategy – based on reinforcement learning – to guide their
participation in the market.
In this chapter, we provide an overview of the necessary background for our work. In
particular, Section 2.1 covers machine learning background including various machine learning
models, ensemble learning, online learning and reinforcement learning. Next, Section 2.2 pro-
vide the prediction market background by discussing its key elements and applications. After
that, Section 2.3 discusses the works which links prediction markets to machine learning tech-
niques. Finally we conclude in Section 2.4 by discussing the motivation behind this work and
the differences between our model and those appearing in the literature.
2.1 Machine Learning Background
“A computer program is said to learn from experience E with respect to some
class of tasks T and performance measure P, if its performance at tasks in T, as
measured by P, improves with experience E.” [Mitchell, 1997]
Machine learning is the field of scientific study that develops algorithms which automati-
cally extract information from data. In the next section, we review different machine learning
approaches and models.
2.1.1 Machine Learning Approaches
Machine learning is usually divided into four types: (i) supervised, (ii) unsupervised, (iii) semi-




In supervised learning, the training data comprise a number of training records (instances)
where each record includes the input vectors and their corresponding target value (correct
answer) [Mohri et al., 2012]. The objective of the algorithm is learning a hypothesis to
map the training input to the corresponding target value, so that the algorithm can use
the hypothesis to predict the data records whose target values are not available. Based on
the target value types, supervised learning is further divided into two categories, namely
classification and regression. If the target value is a finite number of discrete categories
then the task is a classification problem. Otherwise, if the target value is a continuous
value, then the task is known as a regression problem.
For example, classifying customers credit risk into “low-risk” and “high-risk” group is a
classification problem. In this problem, a training example may include information about
various customers including their age, profession, saving, monthly income, number of open
loans, number of mortgage, number of dependents in family and so forth. The training
example, also, includes the correct answer for each customer, i.e. whether the customer
is a “low-risk” or “high-risk” customer. An example of regression task is predicting the
temperature of a region based on previous days’ temperatures.
II) Unsupervised Learning
In unsupervised learning, which is also known as knowledge discovery, the training data
do not include the target value and the objective is finding an interesting structure within
the data [Murphy, 2012]. One classic unsupervised learning task is clustering. Clustering
refers to discovering groups of similar examples or hidden patterns in data. The other
common task in unsupervised learning is discovering latent factors which means reducing
the dimensionality of high dimensional data, while preserving the essence of the data.
Discovering graph structure is another case of unsupervised learning, in which one can find
the most correlated variables by presenting them as a graph where nodes refer to variables
and the links indicate the direct dependences between variables.
III) Semi-Supervised Learning
Semi-supervised learning falls between supervised learning and unsupervised learning [Chapelle
et al., 2010]. Most of the training data in this class of learning do not include target values
and only a small percentage of data is labeled with the correct answer. For example, an
algorithm is presented with a data set of movies and their ranking, but not all the users
rank all the movies and hence the training data have a lot of missing information.
IV) Reinforcement Learning
Reinforcement learning [Sutton and Barto, 1998] is another type of machine learning where
the algorithm learns based on the feedback it receives from the environment. For example,
a computer can learn to play the game of backgammon to a high standard using rein-
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forcement learning [Tesauro, 1994]. Section 2.1.4 (page 28) provides more explanation of
reinforcement learning.
Our technique is a supervised machine learning model wich concentrates on regression prob-
lems. Having covered different machine learning types and models, we now describe ensemble
methods in the next section in which the prediction of different models are combined in some
way.
2.1.2 Ensemble Methods
This section covers some popular ensemble models. In ensemble learning, various homogeneous
or inhomogeneous models – which are called base learners or base models – are trained inde-
pendently; then their prediction for a given data record combined somehow to be returned as
the overall prediction for that data record.
Ensembles are divided into two categories of hybrid and non-hybrid. While the hybrid
ensembles combine different types of models, non-hybrid ensembles choose one model as the
main model and then replicate the model using different training schemes (i.e. with different
initialisation values, different training data records or features). We recall, our proposed model in
this thesis can function as an hybrid or non-hybrid ensemble by granting different homogeneous
or inhomogeneous models to its agents.
A simple ensemble model is voting which has been used as early as 1974 [Spanjersberg, 1974].
Voting models count the votes of each base model to make the prediction. In simple majority
vote the prediction of base models have equal weights. However, in a weighted combination,
the base models are assigned different weights in a way to maximise the performance of the
ensembles on the training data. In a weighted combination, the overall prediction is constructed
by calculating weighted sums of the base models’ predictions.
One of the earliest work on ensembles refers to Neural Network Ensembles. Hansen and
Salamon [1990] show that an ensemble of neural networks, which are also known as commit-
tees, performs far better than using a single neural networks. In these models, different neural
networks are trained independently and then their prediction is combined using a simple aver-
aging (in regression tasks) or a majority vote (in classification tasks) [Spanjersberg, 1974] or a
weighted combination scheme.
The most common ensemble models in machine learning are bagging and boosting and
usually their base learners are decision trees. Bagging [Breiman, 1996] stands for “bootstrap
aggregating” in which different training data subsets are chosen randomly with replacement
from the entire training data set. Classifiers of the same type are trained on each subset and
their decisions are combined by a simple majority vote. Several variations of bagging mod-
els [Bauer and Kohavi, 1999, Canuto et al., 2007, Hothorn and Lausen, 2005] are proposed since
its introduction, however the original model [Breiman, 1996] is still widely used [De Bock et al.,
2010].
One popular type of bagging is random forest proposed by Breiman [2001]. A random
forest builds various decision trees using dissimilar samples of training data set. This model
changes how the trees are constructed by adding randomness when choosing the splitting node.
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According to Liaw and Wiener [2002], the random forest technique is very user-friendly as it
takes only two parameters – which are the number of variables in the random subset at each
node and the number of trees in the forest – and the performance of the model is typically
not very sensitive to these parameter values. Random forests are shown to be very effective
compared to many other models including discriminant analysis, support vector machines and
neural networks [Breiman, 2001, Ferna´ndez-Delgado et al., 2014].
Boosting [Schapire, 1990, Freund et al., 1996] is another ensemble algorithm which builds a
series of base models consecutively. The training set used for each base model is chosen according
to the performance of the preceding base models. For example, the algorithm first randomly
chooses a subset of training data set from the entire training data set with uniform distribution
and trains a classifier on that. It then choses a second set of data in a way that a subset of data
includes the training examples which were misclassified by the first classifier. The next classifier
is then trained with instances on which the first two classifiers disagree. Finally, the decision of
these classifiers for the new data are combined by majority voting.
A well-known extension of the boosting algorithm is AdaBoost [Freund and Schapire, 1997]
which is an adaptive boosting algorithm and extends boosting to multi-class and regression
problems. Gradient boosting models, which are also called Gradient Boosting Machines (GBMs),
are boosting methods based on a gradient-descent formulation [Freund and Schapire, 1997,
Friedman, 2001]. Friedman [2002] extends gradient boosting by proposing Stochastic Gradient
Boosting, in which a base learner trains on a subsample of the training set drawn at random
without replacement, at each iteration of the training process. This modification results in a
substantial improvement compared to the original gradient boosting. Cubist [Holmes et al.,
1999] is a type of boosting ensemble and it works by developing a series of trees consecutively
with adjusted weights. The final prediction is determined by averaging the predictions of all base
learners. Gradient Boosted Regression Trees (GBRT) [Zheng et al., 2008] is another ensemble
method in which each base model is a simple decision tree and is based on gradient boosting.
Long and Servedio [2010] demonstrate that boosting algorithms cannot perform effectively if a
percentage of the training data is mislabeled as the boosting algorithm concentrates extensively
on properly classifying these training examples.
The difference between boosting methods and bagging methods lies in their training set. In
boosting methods, distribution of the training sets are adaptively altered based on the perfor-
mance of base models, but not in bagging models. In boosting, consecutive generated trees put
further weight on instances which are incorrectly predicted by previous base models. However,
in bagging, sequential trees are independently built using a bootstrap sample of the training
data and do not depend on the former base models.
Stacked generalisation [Wolpert, 1992] is another well known ensemble model which is differ-
ent from bagging and boosting in a sense that stacking does not normally combine base learners
of the same type, but combines base learners constructed by different learning algorithms. In
stacked generalisation, base models are independently trained on the training data. After that,
another model is trained to combine the predictions of base models.
According to Natekin and Knoll [2013], the ensemble approaches are successful only when
they combine a number of relatively weak models to achieve a stronger prediction rather than
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combining a set of strong models to yield a superior prediction.
So far in this section, we mentioned various machine learning approaches and types. Regard-
less of their types, machine learning models can learn either in an online or oﬄine setting (i.e
batch training). While in the former data becomes available sequentially, in the latter one the
entire training data is available at once. More specifically, in oﬄine learning, an algorithm takes
the entire training data set and returns a model (hypothesis) in order to determine a mapping
from the input vector to the corresponding target value. In this type of learning, a new example
that the learner encounters, is assumed to be similar to the training set; In other words, all the
training and test examples are identically distributed. However, when the nature of data may
change over time, online learning tackles the problem by updating the model every time a new
example arrives in order to adapt to the non-stationary environment.
Our proposed model in this dissertation is an online learning algorithm. The next section
gives a general overview of online learning models.
2.1.3 Online Learning
This section explains online learning and covers several well-known algorithms in the literature.
In online learning, a learner sequentially make predictions as data becomes available. That is,
at each time t, using past instances x1, ..., xt–1 and the arrived data xt, the learner predicts the
target value of xt (i.e. pt). Once the true outcome yt is revealed by the environment, the learner
suffers a loss L(pt, yt) which is the difference of the learner prediction and the true outcome.
Then, the learner is allowed to improve its model (See Figure 2-1). The overall performance of
the learner is measured based on the sum of all these losses – known as the cumulative loss.
Online learning usually is used in cases occurring over time. One example is predicting the
price of a stock. In this example the target variable is price. Once the true price of the stock is
revealed, the quality of the learner’s prediction is measured by the loss function. The learner has
the chance to improve its hypothesis so as to be more accurate in later rounds. In this context,
the goal of a learner is minimising the cumulative loss suffered along its run, as more and more
samples become available over time.
Different online learning methods have been developed in variety of research areas. The
seminal book “Prediction, learning, and games” [Cesa-Bianchi and Lugosi, 2006] studies the
connections between online learning, universal prediction, and repeated games. In this book,
results from the various fields are described under the umbrella of the prediction with expert
advice framework, which we discuss in the next section.
2.1.3.1 Prediction with Expert Advice
The paradigm of Prediction with Expert Advice (PEA) was first introduced as a model of online
learning in the pioneering paper by Littlestone and Warmuth [1994]. Gradually, the (similar)
problem has been (extensively) explored by other studies in the literature, including [Haussler
et al., 1995, Cesa-Bianchi et al., 1997, Freund and Schapire, 1997, Cesa-Bianchi and Lugosi,
2006].
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Figure 2-1: Online Learning Process.
Predicting with expert advice and many variations and extensions have been addressed
in a number of different communities, under names such as the “sequential compound decision
problem” [Robbins, 1985, Blackwell, 1956], “universal prediction” [Feder et al., 1992], “universal
coding” [Shtar’kov, 1987], “universal portfolios” [Cutland et al., 1991].
In prediction with expert advice framework (see algorithm 1), the forecaster is required to
predict an unknown sequence y1, y2, ... of an outcome space Y and the forecaster’s prediction is
p1, p2... which belong to a convex subset of the decision space D. The forecaster has access to
predictions of a set of n experts E1...En ∈ E .
At each time t, the forecaster receives an incoming training instance and computes its pre-
diction pt on the basis of expert predictions fE1,t...fEn,t ∈ D. The environment discloses the
real outcome yt of the instance after the forecaster has made the prediction. After that, the
performance of the forecaster and experts are measured using a loss function L : D×Y → R.
It is irrational to expect the algorithm to achieve a small cumulative loss if none of the
experts perform well [Cesa-Bianchi and Lugosi, 2006]. Hence, it is common in the literature of
PEA to measure the performance of the model by comparing it to the performance of the best
performing expert. Therefore, the discrepancy between the forecaster’s accumulated loss and
that of an expert is called regret R. In hindsight it shows how much the forecaster regrets not
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Algorithm 1 Prediction With Expert Advice
Input: decision space D, outcome space Y, loss function L, set of experts E .
1: for t = 1, 2, ...T do
2: the environment chooses the next outcome yt ∈ Y
3: the experts reveal their predictions fE,t ∈ D : E ∈ E to the forecaster
4: the forecaster computes its prediction pt ∈ D
5: the environment reveals the outcome yt
6: the forecaster suffers loss L(pt, yt)
7: each expert E suffers loss L(fE,t, yt)
8: end for
having listened to the advice of an expert. The forecaster’s goal is to keep the cumulative regret
as small as possible. The number of experts and the loss function have a key role in keeping the








L(f i,t, yt), (2.1)
so that:
RT = L̂T – min LE,T (2.2)
where L̂T =
∑T
t=1 L(pt, yt) denotes the forecaster’s cumulative loss and LE,T =
∑T
t=1 L(fE,t, yt)
denote cumulative loss of expert E. The instantaneous regret with respect to expert E at time
t is defined as:
rE,t = L(pt, yt) – L(fE,t, yt) (2.3)





A forecast who can achieve a vanishing per-round regret is said to be a Hannan-consistent









Experts can be seen as a black box of unknown computational power. Indeed, a small regret
assures that, even when the model does not define the state of nature perfectly, the forecaster
performs roughly as well as the best available model [Cesa-Bianchi and Lugosi, 2006].
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2.1.3.2 Exponentially Weighted Average Forecaster
The Exponentially Weighted Average Forecaster (EWAF) [Cesa-Bianchi and Lugosi, 2006] is a
popular technique in the PEA literature. The intuitive idea of EWAF algorithms is assigning
large weights to experts with low regrets and small weights for expert with high regrets. For any
sequence of length T, the average number of prediction mistakes of EWAF is bounded above by
the average number of prediction mistakes made by the best expert plus a constant. Thus, the
EWAF algorithm will perform well when for every sequence there exists an expert that performs
well on it and when the sequence is long enough. The forecaster computes its prediction pt at
time t according to:
pt =
∑n
i=1 wi,t–1 f i,t∑n
j=1 wj,t–1
(2.6)
where f i,t and wi,t denotes the prediction and weight of expert i at time t respectively. Once
the outcome is revealed and the losses L(f i,t, yt) are calculated, the expert weights are updated
as follows:
wi,t = wi,t–1 exp
(
–η L( f i,t , yt)
)
(2.7)
where η is the learning rate parameter. Therefore, EWAF makes the following prediction:
pt =
∑n
i=1 exp(–η Li,t–1) f i,t∑n
i=1 exp(–η Li,t–1)
(2.8)
Exponential Weighted Average Forecaster with having η =
√




2 T ln n (2.9)
The disadvantage of the exponential weighting is that optimal tuning of the parameter η
requires advance knowledge of the horizon T [Cesa-Bianchi and Lugosi, 2006].
2.1.3.3 Tracking the Best Expert
Another method based on PEA is Tracking the Best Expert proposed by Herbster and Warmuth
[1998]. This model partitions the sequence of trials into segments with the goal of bounding the
forecaster’s regret in each segment. The method models the situations which nature of data may
change and different experts are better for a certain subsequence of trials (i.e each segment).
In this setting, the best expert may change over a series of trials, and the weight of an
expert, which may be the next best expert, might happen to be very small for the current trial.
Therefore, each expert share a proportion of its weight with other experts after each trial to
make sure any expert can recover quickly; this process is called Share Update. The authors
propose two algorithms called Fixed-Share and Variable-Share each with exclusive share update
which happens after updating the weight of experts. In both of them, the forecaster computes its
prediction using Equation 2.8 and after the outcome is revealed, weight of experts are updated
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using Equation 2.10:
wi,t = wi,t–1 exp
(
–η L( f i,t , yt)
)
. (2.10)
For squared loss function, the author suggests Parameter η should be set to 1/2. After that,
a specific share update happens, which we explain below.
In the Fixed-Share Algorithm, the experts share a fixed fraction of their weights with each
other and the weight of each expert is updated using Equation 2.11.






where n is number of experts, α quantifies the rate of shifting that is expected to occur per
trial (i.e number of times the best expert changes over the number of trials).
Variable-Share algorithm assumes that the loss per trial is in [0, 1]. In this algorithm, the
share is commensurate with the loss of the expert in the current trial, which means the expert
with no loss does not share any weight. In Variable-Share algorithm, the weight of each expert
is updated using Equation 2.12.
wt,i = (1 – α)








where n is number of experts, α quantify the rate of shifting that is expected to occur and
hence α is roughly the rate of shifting per unit of loss of the best partition (i.e the sequence of
segments with the smallest loss).
They show that algorithm prediction is close to those of the best expert for each segment.
In particular, in a single segment case, the model regret is equal to the best expert regret plus
[c log n], where n is the number of experts and c depends on the loss function.
2.1.3.4 The Exponentiated Gradient algorithm
The Exponentiated Gradient algorithm (EG) is proposed by Kivinen and Warmuth [1997] in
the context of PEA. In this model, the forecaster computes its prediction using Equation 2.8.
Once the outcome is known, the forecaster updates the weights of expert using Equation 2.13.
wi,t = wi,t–1 exp
(
–η L′( pt , yt) f i,t
)
(2.13)
Hence, for the square loss function, Equation 2.13 becomes:
wi,t = wi,t–1 exp
(
–2 η ( pt – yt) f i,t
)
(2.14)
where η is the learning rate parameter. According to the authors, the typical choice for initial
expert weights is (1/n) and a common learning rate could be η = 2/(3R2), where R is an upper
bound for the maximum difference between expert predictions at time t.
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2.1.3.5 Follow the Best Expert
Follow the Best Expert (FBE) is another well-known PEA model proposed by Robbins [1985].
Regrading the performance of FBE, Cesa-Bianchi and Lugosi [2006] sate “Perhaps surprisingly,
this simple predictor has a good performance under general conditions on the loss function
and the experts”. At each time t, FBE forecaster predict the same as the expert who has the
minimum cumulative loss for time = 1..t – 1, hence:





Having covered well-known online learning models, now we move to explain reinforcement
learning, which we use in this thesis to propose a trade strategy to guide agents’ participation
in the market.
2.1.4 Reinforcement Learning
Reinforcement learning is one of the adaptive and nonlinear algorithms that is independent
of environmental conditions [Sutton and Barto, 1998]. According to Sutton and Barto [2011]
“This framework is abstract and flexible and can be applied to many different problems in many
different ways.” Notable historical examples of reinforcement include Neuro-gammon [Tesauro,
1989], the financial traders [Neuneier, 1996], an elevator scheduler [Barto and Crites, 1996] and
a space-shuttle payload scheduler [Zhang and Dietterich, 1995].
The automated learning scheme of reinforcement learning results in less need for a human
expert who knows about the domain application of a problem [Baziukaite, 2007]. According
to Khuen et al. [2005] “Much less time will be spent designing a solution, since there is no
need for hand-crafting complex sets of rules as with Expert Systems, and all that is required is
someone familiar with Reinforcement Learning”.
Reinforcement learning differs from standard supervised learning in the sense that the input
and the correct output pairs are never given. In this context, the learner is called the agent
and the environment is everything outside the agent with which agent interacts. Anything that
cannot be altered by the agent is considered to be external to the agent and part of the envi-
ronment. As the agent interacts with the environment and performs actions, the environment
responds to the actions and moves to a new state. An agent learns from its history of interaction
with the environment, in order to find the optimal behaviour in future. More specifically, an
agent collects valuable knowledge about the available environmental states, actions, transitions
and rewards in order to act optimally. In other words, an agent attempts to discover the optimal
policy by interacting with the environment and receiving feedback.
For example, one of the application of reinforcement learning is when a mobile robot learns
to clean a room. In cases when the robot has a low level of battery, the robot is required to
decide whether it should find the way to return back to its battery recharging station or should
enter a new room to resume its cleaning task. The robot can make its decision based on how
much time and power it consumed in past to find the recharger. The robot seeks to interact
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with its environment to achieve a goal, despite uncertainty about its environment. The robot
actions affect the future state of the environment, which is the next location of the robot and
hence impact the options accessible to the agent at later times. The robot should take into
account indirect and delayed consequences of actions. When the consequences of actions cannot
be fully predicted, the robot must monitor its environment regularly and respond accordingly.
The robot interaction with the environment is indispensable for adapting its behaviour to the
environment and the robot uses its experience to improve its performance over time.
Figure 2-2 shows the general framework for the reinforcement learning process as described
in [Sutton and Barto, 2011]. In reinforcement learning, an agent interacts with an environment
in discrete time steps. The behaviour of the agent is described as a sequence of actions the
agent follows over a period of time. At each time t, the agent chooses an action at from the
set of available actions. As a consequence of the agent action, the environment moves to a new
state st+1. According to this transition (st, at, st+1) the agent receives reward rt+1. In the
most challenging cases, the actions may not only affect the immediate reward but also all the
subsequent states and correspondingly their rewards [Sutton and Barto, 1998].
The action with the highest value in a particular state is called the greedy action and the
policy of choosing the greedy action is called the greedy policy. The agent who follows the
greedy policy exploits its current knowledge of the values of the actions. Inversely, the agent
who chooses one of its non greedy actions is exploring to improve its estimate of other actions
value. While exploitation maximises the expected reward on one state, exploration potentially
produces the greater total reward in the long run.
The objective of an agent in reinforcement learning is studying how to map situations into
actions (i.e the best action to execute in each situation) [Sutton and Barto, 2011]. In particular,
agents must learn to choose actions in a way to maximise their cumulative reward. Unlike
supervised forms of machine learning, the agent is never given what is the best action to choose
in each state, but must learn which actions yield the most reward by experiencing them. For
instance, a dog can learn to bring a ball by the reward or punishment it receives. If the dog
brings the ball, it receives a cookie as an award or may get nothing as a punishment. Therefore,
the dog gradually realises that fetching the ball leads into positive reward and learns to do so.
In addition to agent and environment, a reinforcement learning system includes a reward
function, a policy, a value function, and, optionally, a model of the environment.
2.1.4.1 Reward Function
A reward function maps each perceived state (or state-action pair) of the environment to a
reward value, a single number which describes how desirable the state is. Rewards are given
to the agents immediately and describe features of the problem. The reward function must
essentially be unchangeable by the agent. The main objective of an agent is maximising the
total accumulated reward in the long run.
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Figure 2-2: The agent and environment interaction in reinforcement learning [Sutton and Barto,
2011].
2.1.4.2 Policy
A policy defines how an agent should behave in a specific situation. In other words, it maps the
states of the environment to one of the actions which are available to the agent in that state.
A policy may be a simple function, a lookup table or involve extensive computation such as a
search process. Policy is the core of a reinforcement learning agent in the sense that it solely is
adequate to determine behaviour [Sutton and Barto, 2011]. The optimal policy corresponds to
determining the best action in each state. The optimal policy pi maximises the expectation of





The parameter γ ∈ [0, 1] is a discount factor to specify whether the agent cares about short
term or long term rewards. If γ = 0, the agent looks forward to short term reward and hence
only considers the reward of the current time step. However, with γ = 1, the reward in each
time step has the same significance for the agent. One approach of finding a good policy is to
first learn a value function, which is explained in the next section, for all states and then choose
the policy that maximizes this value function in every state.
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2.1.4.3 Value Function
The converse of the reward function which specifies which action brings rewards immediately,
a value function states what is beneficial in the long run. The value of a state is the amount
of reward an agent can anticipate to accrue over the future, starting from that state. Value
functions indicate the long-term benefits of states after taking into account each state it is
probable to reach after the current state and the rewards obtainable in those states [Sutton and
Barto, 2011]. For example, a state which is regularly followed by other states that yield high
rewards should have a high value even though it might have a low immediate reward.
Agents should seek actions to achieve the highest value and not the highest reward because
these actions obtain the utmost amount of reward for agents in the long run. Determining
values is much more challenging than determining rewards. Values must be estimated from the
history of experiences that an agent gains over its lifetime, but rewards are given directly by
the environment. In order to calculate the optimal value function analytically, a perfect model
of the environment is required. Otherwise, the next states cannot be determined for actions of
the state.
While the state-value function specifies the value of a state which is the overall reward that
it is expected to obtain when choosing that state as starting point, the action-value function
specifies the overall return for choosing a particular action in a state and following an optimal
policy thereafter [Sutton and Barto, 1998].
2.1.4.4 Model
The model of the environment imitates the behaviour of the environment. Given a state and
an action, a model predicts the subsequent next state and next reward. Models can be used
for planning as they help agents to determine a sequence of actions by anticipating likely future
situations before they are experienced.
Having covered the general overview of the reinforcement learning, we now move to the next
section to present a well-known reinforcement learning model, namely Q-learning.
2.1.4.5 Q-learning
In some situations, an agent has no information about the states transitions and their expected
rewards, hence does not have a model of the environment but can learn by interacting with
the environment. In such situations, the agent can use a model free reinforcement learning
method. According to Sutton and Barto [2011], these type of methods are ‘undoubtedly’ the
most central and novel to reinforcement learning. Q-learning [Watkins, 1989] is a popular model
free reinforcement learning method.
To compare the expected utility of the available actions without requiring a model of the
environment, Q-learning learns an action-value function to estimate the utility of taking an
action in a particular state and following the optimal policy – a policy which achieves the
highest expected return from any initial state – thereafter.
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In Q-learning, the problem contains a set of states and a set of actions per state. By
performing an action, the agent moves from one state to another and receives a reward. To
achieve its goal, which is maximising its total reward, an agent chooses the optimal action in
each state. The optimal action in each state is the action that has the highest long-term reward.
To put it simply, an agent is given a representation of the environmental states and possible
actions in each state. The agent learns the value of performing each action in each state, which
is called action-value or Q-value, by experiencing them. In the beginning, the agent assumes an
arbitrary Q-value, for example 0, for all actions. Gradually, the agent explores the environment
and experiences the action-value space.
In doing so, after trying an action in a state, the agent evaluates how good the action was
according to the reward it received or the transited state desirability. Based on this calculated
value, the agent updates the Q-value for that action in that state. In each state, the actions which
leads to better outcome get a higher value of Q than the actions which result in less desirable
outcomes. Therefore, if the agent is confronted with the same state in future, it chooses the
action with higher Q-value.
It is important to note that an agent updates previous state-action combinations, as the
agent can only know the Q-value of each state action combination only after seeing the outcome
of taking that action in that state.
One of the challenges for an agent in this setting is the trade-off between exploration and
exploitation. An agent prefers to choose (exploit) actions which are already tried and return
high rewards, but an agent should also try (explore) other actions to discover actions with
potentially higher rewards. One way to trade off exploration and exploitation is the E-greedy
strategy, which selects the greedy action by probability (1 – E) and selects a random action
otherwise. The Q-learning algorithm is shown in Algorithm 2. This model updates the Q-value
for performing an action in a state using the following formula.
Q(s, a)← Q(s, a) + α [r + γmaxa′ Q(s′, a′) – Q(s, a)] (2.17)
where α is the learning rate and γ is the discount factor.
The learning rate α states to what extent the newly acquired information should override
the old information. Parameter α equal to 0 makes the agent not learn anything from the new
experience, while α equal to 1 makes the agent override all previous information. Parameter γ
is a value between 0 and 1 and states how less a delayed rewards worth.
In this thesis, we equip our agents with an adaptive trading strategy based on Q-learning,
which is a popular reinforcement learning method. Reinforcement learning has been extensively
used to develop intelligent trading strategies and has demonstrated significant promise in trading
and asset allocation [Gorse, 2011]. In the next section, we cover some trading strategies based
on reinforcement learning.
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Algorithm 2 Q-learning Algorithm
1: initialise Q(s, a) arbitrarily
2: for each episode do
3: initialise s
4: while state s is not terminal do
5: choose action a in state s using policy derived from Q (using E-greedy policy, i.e select
the greedy action by probability (1 – E) and select a random action otherwise.)
6: take action a, observe reward r and new state s′




2.1.4.6 Reinforcement Learning in Financial Markets
In financial markets, human traders usually use some forms of computational techniques to
determine how to participate in a market. Some human traders prefer to use some algorithmic
computer program to guide them on how to trade. Reinforcement learning based trading systems
have been shown to maximise traders profits [Moody and Wu, 1997]. We now describe some of
the important works in this field.
Neuneier [1996] formalise asset allocation as a Markovian decision problems and optimise it
using a reinforcement learning algorithm. Later, Neuneier [1997] extends his work by incorporat-
ing Q-learning. Moody and Wu [1997] demonstrate the efficacy of training trading systems using
reinforcement learning with the goal of maximising traders’ profits in trading system. Moody
and Saffell [1998] propose to use recurrent reinforcement learning to directly optimise different
measures of trading system performance such as profit, economic utility, risk-adjusted return.
They also propose a new measure for financial markets which is called the differential Sharpe
ratio. Moody and Saffell [1998] state that a trading system based on recurrent reinforcement
learning “significantly outperforms systems trained using supervised methods for traders of both
single securities and portfolios.”
Gao and Chan [2000] propose a portfolio management system based on Q-learning and show
that the performance of a trader can be enhanced by considering absolute profit and relative
risk-adjusted profit as performance indicators. Mihatsch and Neuneier [2002] utilise a risk
sensitivity measure to incorporate in Q-learning model. Lee and O [2002] propose a trading
system which is based on Q-learning models and includes four agents where each agent controls
different aspects of trading.
Dempster and Romahi [2002] suggest an automated trading system based on a hybrid ap-
proach which combines a genetic algorithm with a reinforcement learning. Later, they extend
their work by including risk management, automatic parameter tuning and dynamic utility op-
timisation in a layered system [Dempster and Leemans, 2006]. Using a large financial data sets
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from NASDAQ online market1, Nevmyvaka et al. [2006] demonstrate the promise of reinforce-
ment learning methods by applying reinforcement learning to the problem of optimised trade
execution.
Lee et al. [2007] propose a Q-learning algorithm based on a multi agent system where each
agent has it own capability and specialty. They demonstrate that reinforcement learning can
successfully address the problem of combining stock price prediction models with dynamic trad-
ing strategies in order to develop an automatic trading system. Gorse [2011] compares the
performance of a stochastic adaptation of the recurrent reinforcement learning and a genetic
programming approach based on daily, weekly, and monthly stock index data, and demonstrate
that recurrent reinforcement learning can reliably outperform the genetic programming approach
for higher frequency data.
Having discussed machine learning background in this section, now we move to the next
section to cover prediction markets whose concept is adapted by our proposed model.
2.2 Prediction Market Background
Prediction markets have been used to forecast accurately the outcome of numerous events such
as political contests, sporting events, and even economic outcomes [Nikolova and Sami, 2007].
According to Credit Suisse First Boston, prediction markets have “proven to be uncannily
accurate in predicting all types of events.”(Wall Street Journal, July 30, 2003, p. C1.). These
markets are increasingly being applied by governments and corporations as a means of collecting,
summarising and aggregating dispersed, private information [Hanson et al., 2006]. Moreover,
various studies show prediction markets outperform experts, opinion polls and group consensus
in different application domains [Forsythe et al., 1992, 1999, Oliven and Rietz, 2004, Berg et al.,
2008, Berg and Rietz, 2003, Gandar et al., 1998, Plott and Chen, 2002].
Prediction markets utilise the ‘wisdom of the crowd’ to predict the outcome of a future
event [Ray, 2006]. The principle of the ‘wisdom of the crowd’ states that the collective opinion
of a group is wiser that the opinion of individuals. The concept of wisdom of the crowd originates
from an experiment performed one hundred years ago in England, where 800 people participated
in an annual show to estimate the weight of an ox. After calculating the median average of all
individuals’ predictions, Galton [1907] found out that the crowd prediction is very accurate and
can even be better than every single individual prediction.
A success criterion for the wisdom of the crowd is including participants with accurate and
diverse information. According to Hong and Page [2004] “groups of diverse problem solvers can
outperform groups of high-ability problem solvers”. As a formal example, assume we have a
number of predictors each with near-zero bias, hence each predictor reports a prediction, which
is close to the ground truth. If each predictor gives the same prediction, then averaging of the
predictions will not gain anything more than a single predictor. However, if the predictions are
well spread around the ground truth, then the average of the predictions will be closer to the
ground truth than most of the individual predictors. Therefore, the wisdom of crowd occurs
1http://www.nasdaq.com (Retrieved Feb 5, 2016).
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when there is enough variance between participant predictions.
It is well known that market prices reflect the aggregated knowledge of all the traders par-
ticipating in the market, since market prices are influenced by all the trades in the market.
The efficient markets hypothesis [Fama, 1970] states that as soon as information become avail-
able to traders, that information is immediately reflected in prices. Prediction markets are a
type financial markets with the aim of forecasting the outcome of future events. The principal
purpose of prediction markets is predicting future events as market prices reflect aggregated
information [Berg and Rietz, 2003].
Prediction markets have recently gained importance in the area of forecasting as a new
approach to aggregate dispersed information. In these markets, a group of participants trade
securities (contracts) whose payoff depends on the realisation of an uncertain future event ac-
cording to their expectations of the future event likelihood. Each contract price is a bet on the
outcome of the future event of interest, reflecting the traders aggregated expectations on the
outcome of the event, and that is why contract price can be used to predict the likelihood of the
uncertain future event. When the outcome is revealed, the traders receive revenue in exchange
for the contracts they hold.
For example, with the goal of predicting which candidate will win the presidential election,
a prediction market offers a security for each of the candidates. If one thinks that the current
estimate for a candidate is too low, a trader can buy the corresponding security of that candidate.
Consequently, the participants, for the sake of gaining money, have an incentive to become active
in trading, whenever they expect the market estimate is inaccurate [Graefe and Armstrong,
2011].
As participants trade the securities, they disclose their private information. Therefore, con-
tract prices move to aggregate all relevant information and constitute a collective forecast about
the likelihood of the outcome of the event. According to Conitzer [2009], the security prices can
be interpreted as the consensus probability of the outcome of the event. Traders trade securities
until the deadline of the prediction market, which in our example is obviously before the out-
come of the election is revealed. Once the outcome of the election is known, the corresponding
security of the realised event pays out some amount of money (say, 1 unit of currency), which
means, participants can either win or lose money based on their individual performances.
Luckner [2008] states “prediction markets motivate participation and well-designed incentive
schemes motivate traders to reveal their beliefs instead of their preferences”. In the context of
the above example, even an enthusiastic supporter of a candidate in the presidential election
rather not try to purchase securities of his favourite candidate since he would lose money in case
his favourite candidate does not win the election.
The roots of prediction markets originate in the Hayek Hypothesis [Hayek, 1945], that in
a competitive market, the prices system is a very efficient mechanism to combine information
which is distributed among market participants. Probably, the most popular prediction market
is the Iowa political market2, which was set up in 1988 by Iowa university academics to forecast
US presidential elections. Since its establishment, a wide range of events have been predicted
2http://www.biz.uiowa.edu/iem (Retrieved Feb 1, 2016)
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using the Iowa prediction market. For example, University of Iowa researchers have established
a prediction market for forecasting outbreaks of avian flu. The predictions from Iowa markets
have beaten opinion polls and political pundits remarkably consistently over the years [Berg
et al., 2008].
A special kind of prediction markets are combinatorial prediction markets that allow par-
ticipants to invest on conditional events or boolean combinations of events. For instance, a
prediction market with objective of ranking n football teams may wish to accept bets over per-
mutations (Team A will beat Team B) and hence include up to n! possible permutations of the
football teams. Combinatorial outcomes increase the complexity of prediction market. In combi-
natorial prediction markets traders’ attention is divided among a large number of outcomes and
hence these markets must be designed carefully otherwise low liquidity can be a serious problem.
This results in a growing interest [Pennock and Sami, 2007, Chen et al., 2008b,a, Gao et al.,
2009, Othman and Sandholm, 2012, Chen et al., 2013] in proposing and analysing prediction
markets with combinatorial outcomes. For example, Abernethy et al. [2011] propose a general
framework for the design of securities over combinatorial outcome spaces with the objective of
developing efficient automated market makers for markets with enormous outcome spaces.
Due to increasing success of prediction markets in practice, prediction markets are becom-
ing the focus of much research. Chan [2001] studies markets and market participants using
agent-based simulations in order to verify the results from the experiments using humans in
double-auction markets. In particular, agents are modelled using “zero-intelligence (ZI) [Gode
and Sunder, 1993] to replicate actual mechanisms that human traders use to analyse their ob-
tained information and learn from their experiences acquired in the market. Using reinforcement
learning, Chan [2001] proposes an adaptive market maker to perform effectively under different
noisy market environments. Manski [2006] presents a formal analysis of price determination in
prediction markets with traders who possesses heterogeneous beliefs.
Jumadinova and Dasgupta [2011] developed a multi-agent system to understand the influ-
ence of information on the performance of prediction markets and on the strategies used by
market participants. Later, Jumadinova [2013] studies the dynamics of prediction markets un-
der various conditions. She also suggests a mathematical model for a prediction market using
a boolean network and approaches from statistical physics, which was used in [Jumadinova and
Dasgupta, 2013] to aggregate information for object classification. Jian and Sami [2012] show
that prediction markets with a pre-determined sequence of trading opportunities compared to
unstructured markets with an endogenous trading sequence work more effectively and aggregate
trader information more efficiently. Beygelzimer et al. [2012] study the dynamics of wealth in a
prediction market in which all participants use Kelly betting [Kelly Jr, 1956] – a strategy that
maximises the compound growth rate of wealth during an infinite number of interactions with
the market – and shows that such a market achieves a prediction which is a wealth-weighted
average of the individual participants’ belief.
The weight of available evidence suggests that prediction markets can provide a “remarkable
crystal ball into the future”, if they are carefully designed and sensitively implemented [Bray
et al., 2008]. When public information is inaccurate, misleading, or little useful intelligence is
available to be aggregated in a prediction market is unlikely to perform well [Wolfers and Zitze-
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witz, 2004]. Hence, prediction markets are required be designed and implemented carefully to be
able to successfully aggregate traders’ information [Weinhardt et al., 2006]. According to Wolfers
and Zitzewitz [2004], key elements that needs to be considered in designing a prediction market
are:
• Market participants: the prediction market participants and diversity of information be-
tween them,
• Incentive: incentivising scheme of the prediction market (i.e the incentives provided to the
participants to reveal their private information),
• Prediction market trading protocols: how participants trade in these markets.
Now, we discuss these elements in the next three subsections.
2.2.1 Market Participants
Who is participating in the market can affect the effectiveness of the market. Few participants
results in a ‘thin markets’ – in which few transactions take place, prices are volatile and assets
are less liquid– and hence, cannot yield accurate predictions [Williams, 2011].
Most prediction markets with the aim of predicting public events are typically open to
the general public. However, Iowa Health markets3 is an exception in which only authenticated
health professionals are authorised to trade. Similarly, prediction market run by some corporates
choose only a group of their employees to trade who seems more expert on the subject of the
prediction.
Besides the number of market participants, diversity of beliefs held by the market partic-
ipants is another factor affecting the quality of a prediction market. Diversity of information
is a requirement constituting a basis for trading in prediction markets [Wolfers and Zitzewitz,
2004]. Tziralis and Tatsiopoulos [2007] state disagreement among participants is desirable and
accordingly the selection of traders is a key design concern. Wisdom of the crowd, which is the
underlying presumption for prediction markets, depends not only on the forecasting capability
of the markets participants, but also depends on their intellectual dissimilarities [Page, 2007].
Traders can effect other participants’ beliefs through their trades. Some traders may seek to
achieve gains by manipulating the market by first misleading other traders about the outcome of
the event, and then exploit their inaccurate information in later trades. Awareness and reaction
to this problem may result in weakening the aggregative powers of the market, as traders may
become excessively cautious about making inferences from market prices [Dimitrov and Sami,
2008]. Therefore prediction markets characterisation should be designed in a way to limits
traders temptation for manipulation.
2.2.2 Incentive
The traders’ rewards in exchange for disclosing their information is essential in prediction mar-
kets, as market participants are assuming to be rational – they consistently make decisions in
3 http://iehm.uiowa.edu
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order to maximise their own expected payoff. In such markets, participants should be motivated
in such a way to contribute accurate information to the market, directly report all their pri-
vate information, and have no incentive to misreport their private information [Conitzer, 2009].
Such a mechanism is known as incentive compatible. When information holders do not have
enough incentive, traders will not participate in the market and will not disclose their informa-
tion and, in extreme cases, traders will not trade at all which is referred to the so-called ‘no
trade theorems’ [Milgrom and Stokey, 1982].
One interesting issue in designing prediction markets is deciding whether agents should be
rewarded by real money or some form of play-money. Gruca et al. [2003] suggest that real money
is necessary to ensure truth-revealing incentives but Rosenbloom and Notz [2006] believe real-
money markets are only more accurate for non-sports events. Prediction markets with real
money rewarding mechanism creates regulatory complications depending on the precise context
and geography of the initiative [Bray et al., 2008]. The U.S. Commodities Futures Trading
Commission has strictly regulated prediction markets, because of concerns about speculation
and manipulation [Arrow et al., 2008]. Therefore, many prediction markets organiser wish to
side step potential complications and establish prediction markets using play money [Bell, 2009].
For example, the Hollywood Stock Exchange4 runs prediction markets to forecast entertainment
related outcomes and reward their participants using play money that can either be exchanged
for prizes or amassed for prestige.
2.2.3 Trading Protocols
The essential aspects of any trading platform is how transactions are committed, buyers and
sellers interact and demand and supply is matched. This section explains a number of popular
trading protocols used for prediction markets.
Continuous Double Auction (CDA)
Early prediction markets adopted continuous double auction (CDA) protocols and this is still
a preferred market structure in many professional financial markets [Williams, 2011]. In CDA
markets, buyers and seller can call out the price that they are willing to sell (ask price) and the
price they are willing to buy (bid price) at any anytime. If the highest bid (outstanding bid) is
equal or more than the lowest ask (outstanding ask), a transaction is made at the price of the
former. Since it merely matches agreeable traders, all markets can be considered as a zero-sum
game [Spann and Skiera, 2003].
As traders use news to improve their decisions in order to maximise their potential profit,
the market prices which indicate the market forecast are constantly updated. Therefore, CDA
markets allow for continuous information incorporation into prices [Luckner, 2008]. Lack of
financial risk for market operators in CDA is one of the main advantages of CDA markets and
this is the reason of their popularity among real money markets [Luckner, 2008]. For instance,
the Iowa Electronic Markets (IEM) began using the CDA mechanism in their prediction markets
in the late 1980s [Forsythe et al., 1999].
4http://www.hsx.com (Retrieved Jan 25, 2016).
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However, CDA markets suffer from insufficient liquidity and may fail in thin markets – where
there are few number of sellers and buyers – and consequently the bids and ask prices cannot
be easily matched, the bid-ask spread are large and order queues become vacant [Spann and
Skiera, 2003].
Call Auction (CA)
The call auction (CA) very similar to CDA apart from the fact that in CDA transactions
are executed immediately, but in CA orders are amassed for simultaneous execution at a pre-
arranged time [Madhavan, 1992]. Similar to CDA, CA pose no financial risk for the market
operator. However, since trading happens periodically, new information is not reflected instantly
in trading prices.
Pari-Mutuel Market (PMM)
Pari-Mutuel Market (PMM) is another type of prediction market structures which was originally
designed for sports and horse betting. In PMM, participants pool all of the money placed on
individual contracts. The proportion of the amount bet on each contract to the entire pool of
bets can be inferred as the probability of a contract winning. Once the market is closed and
the real outcome is known, the entire amount wagered is divided between winners proportional
to the amount they wagered [Peters et al., 2007]. An advantage of the PMM is that it does not
have the liquidity problem, as participants bet into an expandable pool. On the other hand,
PMM suffers from the fact that it cannot aggregate crowd information continuously. In addition,
rational traders postpone their participation until all other participants submit their bet and all
possible information is known. This causes the probability of the outcomes do not be precise
until the last moment.
Dynamic Pari-Mutuel Markets (DPMM)
Dynamic Pari-Mutuel Markets (DPMM) is another protocol for prediction markets proposed
by Pennock [2004] to combine a PMM and CDA in order to achieve PMM’s infinite buy-in
liquidity and CDA’s ability to react continuously to new information.
In this mechanism, similar to pari-mutuel market, the market offers n securities each cor-
responding to a possible outcome and the participants invest in an outcome by buying its
corresponding security. After the true outcome is known, the total wagered amount is divided
proportionally between the traders who own the correct security. Participants who invested in
the wrong security lose their invested amount. The difference between DPMM and pari-mutuel
markets is that the prices of securities in DPMM are decided using a price function which is
based on traders’ demands.
Since agents can purchase any security at any time, buy-in liquidity is not a problem in these
markets. Also, the market operator is free from financial risk. However, the problem with this
market is the fact that the market operator does not accept sell offers and agents can only trade
their previous investment using CDA protocol among themselves [Luckner, 2008]. An example
of DPM is Yahoo! Buzz market [Mangold et al., 2005]
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Market Scoring Rules (MSR)
Scoring rules are techniques to reward participants in a way to motivate them to give the most
accurate prediction. Based on scoring rules, Hanson developed market scoring rules (MSR)
which provide infinite liquidity and “produces an accuracy like that of information markets
when many people make the same kind of estimates, and like that of scoring rules when only
one person makes each estimate” [Hanson, 2003]. Market scoring rules, like standard scoring
rules, require a market maker to reward accurate predictions. Since the automated market
maker is always willing to trade, MSR provides infinite liquidity and hence it can easily deal
with problems that typically arise from thin markets.
One important feature of market scoring rules is that it is myopically incentive compatible,
which means traders under market scoring rules benefit the most when they report their true
beliefs when participating in the market and ignore the profit that other traders may gain based
on their report [Hanson, 2003].
MSR maintains a probability distribution over all potential outcomes. Hanson [2003] believes
that any trader who believes the probabilities are incorrect can modify the existing prediction by
updating it with a new prediction, as long as the trader is willing to pay off the the predictors
responsible for the current prediction. If the traders move the market prices into the right
direction and hence improve the prediction, they can expect a positive payoff. Alternatively,
they will lose if they move the market prices in a worse direction. MSR provides infinite liquidity
for the sell side of the market and prices in MSR reflect new information immediately. However,
the market operator is not risk-free and has a bounded maximum loss.
A popular type of MSR is the Logarithmic Market Scoring Rule (LMSR) [Hanson, 2007]
which is used by a number of companies including Inkling Markets, Consensus Point, Yahoo!, Mi-
crosoft, and the large-scale non-commercial Gates Hillman Prediction Market at Carnegie Mel-
lon [Othman and Sandholm, 2010]. It also has been the focus of many research papers [Agrawal
et al., 2011, Chen and Pennock, 2012, Nikolova and Sami, 2007].
In LMSR, the market maker sells a number of securities, each corresponding to a possible
outcome, and returns $1 for the security whose corresponding outcome is realised. These types
of prediction markets are also called cost function based markets as automated market makers
use cost functions to determine the security prices. For example, in LMSR, the cost and price
of a security is calculated as follows:








where m is number of securities that market offers, each for one possible outcome, qi ∈
(q1, q2, . . . , qm) represents the quantity of security i held by market traders and b is the liquidity
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rate chosen by the market maker. The bigger the value of b, the more money the market maker
can lose. It also means that traders can purchase additional shares without causing price swings
largely.
Note that the price of a security only applies to buying an infinitesimal number of shares
and the price of the security immediately changes as soon as a traders start trading. In order
to calculate the cost of trading X securities, the market makers must calculate C(q + X) – C(q).
Having covered different key elements of the prediction market in this section, we now high-
light the popularity of prediction markets by presenting popular applications of such markets in
the next section.
2.2.4 Prediction Market Applications
Prediction markets have been widely used to predict the outcome of various events in different
domains. Various online prediction markets in different domains exist. One of the most popular
one is the Iowa Electronic Markets (IEM)5 , which are real-money markets with the goal of
predicting economic and political events such as presidential elections. Iowa electronic markets
are also investigated as a decision support systems where decisions are made according to trading
prices [Berg and Rietz, 2003].
Hollywood Stock Exchange (HSX)6 is another popular online prediction market which aims
to forecast future box office profits for new movies. Another instance of online prediction markets
are Tech Buzz Game with the goal of forecasting high-tech trends.
Sport prediction markets are very popular prediction markets with the goal of forecasting the
outcome of tournaments and events of various sports such as baseball, soccer, football, hockey,
basketball, tennis and horse racing. Some works such as [Chen et al., 2005, Servan-Schreiber
et al., 2004] show that sports prediction markets provide as accurate predictions as expert polls.
Companies use prediction markets to make their internal forecasts since valuable decision
relevant information is often widely dispersed among company members [Bray et al., 2008]. For
instance, Hewlett-Packard (commonly referred to as HP7), which is an early pioneer in utilising
prediction markets, established a number of prediction markets to predict important internal
events such as quarterly printer sales. Their results reveal that the prediction markets are more
precise than the companys official forecasts [Plott and Chen, 2002].
Google predicts a range of strategic importance events such as product launch dates by run-
ning internal prediction markets within their company. Starwoods8 deploys prediction markets
with the aim of developing and selecting marketing campaigns. Many pharmaceutical companies
such as Pfizer, GSK, Eli Lilly and Novartis use prediction markets to predict many company
related events such as production of new product forecasts and competitor intelligence. Further
fields of application within companies are new product development [Dahan et al., 2010] and
the identification of lead users for consumer products [Spann et al., 2009].
Another application of prediction market within companies is the generation of ideas [Soukhoroukova
5 http://www.biz.uiowa.edu/iem/ (Retrieved Feb 5, 2016).
6 http://www.hsx.com (Retrieved Feb 5, 2016)
7http://www.hp.com/ (Retrieved Feb 5, 2016)
8http://www.starwoodhotels.com/ (Retrieved Feb 5, 2016)
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et al., 2012]. Idea markets, which are sometimes described as “preference markets”, determine
which idea(s) are likely to be the most advantageous for the company where participants of the
markets are employees who trade stock in particular ideas. Some works [Spears et al., 2009]
reveal that the ideas’ creators trade aggressively to increase the price of their idea and drop the
price of other’s ideas.
Prediction markets are also utilised in the healthcare sector [Graefe et al., 2010, Rajakovich
and Vladimirov, 2009]. Polgreen et al. [2007] use a real prediction market, with health care
expert participants, to forecast infectious disease activity 2-4 weeks earlier than being published
by formal reports.
Abernethy and Frongillo [2011] propose the framework of a prediction market as a tool to
aggregate predictors or classifiers to solve a given learning problem, where the participants of the
markets are crowd of human machine learning researchers and domain experts. The objective
of the works is decentralising the process of solving a task by building a consensus hypothesis
which reflects all the knowledge of the experts, while the individual gains a benefit for applying
their expertise on the learning problem.
So far this chapter, we reviewed machine learning and prediction market research lines. Next,
we discuss how various research emerged in the last decade by connecting these two research
fields.
2.3 Connections Between Prediction Markets and Machine Learn-
ing
Some works applied machine learning – more specifically online learning – concepts to explain
the reasons behind the success of prediction markets. These works are discussed below.
2.3.1 Connecting Prediction Markets and Online Learning
This research justifies the success of prediction markets in practice by linking prediction markets
to prediction with expert advice models (PEA), i.e. a field of online learning. These works link
the market outcomes and transactions happening in a prediction market to experts and training
instances in PEA, respectively. Now, we discuss some of these works.
Chen et al. [2008a] were the first to establish a formal connection between prediction mar-
kets – in particular LMSR market makers [Hanson, 2003] – and PEA. They show that standard
randomised weighted majority regret bound [Littlestone and Warmuth, 1994] can be used to
deduce the worst-case loss bound of a marker maker. They further discuss that extension of
the weighted majority algorithm to permutation learning [Helmbold and Warmuth, 2009] can
be used to design an algorithm which approximates market prices in LMSR-based markets with
combinatorial outcomes.
Chen and Vaughan [2010] explain the mathematical connections between prediction markets
and PEA. Their main goal is to explain why prediction markets achieve accurate estimates in
practice. They show that the market maker can be seen as a model which learns a probability
distribution over outcomes, similar to PEA models which learn a distribution over experts by
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observing losses. In particular, they show: i) cost function based prediction markets with
bounded loss can be understood as a PEA algorithm, ii) the weighted majority regret bound
can be deduced from the bound on the worst-case loss of a market maker based on LMSR,
iii) the class of convex cost function based markets parallels to the class of follow the regularised
leader learning algorithms – an algorithm within the framework of PEA, and iv) market scoring
rules are equivalent to convex cost function based markets and hence market scoring rules can
be inferred as follow the regularised leader algorithms.
Frongillo et al. [2012] show the market process as a stochastic mirror descent when traders
use Kelly strategy [Kelly Jr, 1956]. They demonstrate that market prices can be inferred as a
summary of the market’s belief distribution.
Later, Abernethy et al. [2013] show a relationship between market design and machine learn-
ing. In particular, they demonstrate that cost function based prediction markets and PEA are
arithmetically parallel. In their model, the securities correspond to the experts in PEA and each
trading happens in the market corresponds to a training example in PEA – similar to all other
works mentioned in this subsection.
While these works link prediction market to machine learning to explain the reasons behind
success of prediction markets, some researchers have borrowed the concept of prediction markets
to advocate a new machine learning technique. We focus on the latter line of research in the
next subsection.
2.3.2 Artificial Prediction Markets
To our knowledge, there is relatively little research on proposing new machine learning techniques
using prediction market concept – which we refer to them as artificial prediction markets in this
dissertation. The existing works mainly concentrate on providing useful mechanisms to integrate
the result various models and act as a machine learning ensemble method. Market participants,
in these works, are trained machine learning models.
These works are initiated by Perols et al. [2009] who focus on parimutuel betting mechanisms
for combining classifiers. This model only handles binary outcomes. After that, Lay and Barbu
[2010] propose their own artificial prediction market as a new machine learning ensemble for
multi-class formulation. In their model, the market simulates the Iowa electronic market in
that the winning contract pays 1 unit currency if realised. The market offers contracts for
each possible outcomes. The market includes participants which are trained classifiers. The
participants have a betting function which says what percentage of its budget this participant
will allocate to for each contract. The contract price does not fluctuate, but is calculated in a
way that the total amount won by the winning contracts is equal to the total amount received
from selling contracts to the participants, independent of the outcome. Table 2.1 demonstrates
the mechanism of their model.
They conduct an evaluation for a number of data sets from the UCI machine learning repos-
itory9. For each data set, 50 random trees are trained on bootstrap samples of the training
data. These trained random trees are used as market participants to construct a random forest.
9https://archive.ics.uci.edu/ml/datasets.html
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1. Train classifiers in oﬄine mode based on the training examples.
2. Assign the same budget to each market participant ( i.e trained classifiers).
3. Assign a betting function to each participant. For each class, the betting function states
what proportion of the budget must be allocated for each price.
4. For each training example:
(a) Participants give the probability of each class being the correct answer.
(b) Calculate the price of each contract by solving:
• The amount which will be invested by all participants in this contract, for a
certain price, must be equal to the amount won by winners.
• The sum of all contracts’ prices must be equal to 1.
In binary class problems with linear betting function and cases which participants
use constant betting functions, the equation can be solved analytically. In all other
cases it must be solved numerically. The authors offered double bisection method
and Mann Iteration algorithm [Mann, 1953] for this purpose. However, they are not
guaranteed to find a unique price.
(c) Calculate how much each participant has invested for each class. So far, the mar-
ket prices had not been decided and only participant betting functions were known.
However, after knowing market prices, the whole amount invested by the participant
for each class can be calculated using their betting function.
(d) Update budget of all participants.
5. After the training is performed, the obtained budget of participants can be used as weights
of classifiers to integrate their results in oﬄine mode.
Table 2.1: Lay and Barbu [2010] model.
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The authors claim that their model is often significantly more accurate than a standard random
forest implementation. They also suggest when each market participant purchases the contract
for the class it predicts, regardless of the contract prices, their model generalises linear aggre-
gation of classifiers. They further demonstrate that their model can be equivalent to a logistic
regression or a kernel-based classifier using special betting functions. Their results show that
this model significantly outperforms the implicit online learning [Kulis and Bartlett, 2010] on
some of UCI data sets and is never outperformed by it.
Lay and Barbu [2012] extend this research line to perform regression in order to predict
a continuous variable. In this model, participants are rewarded using a reward kernel which
calculate the distance between the participants prediction and the correct answer.
Analogously, Storkey [2011] proposes an artificial prediction market with no global market
maker. In this work, participants are independent agents defined by their respective utility
functions. Each agent has an associated utility function indicating the utility of a wealth it
gains in the market. Agents also have a belief which is a probability measure for each possible
outcome of the event. The model is based on equilibrium markets, where market equilibrium
is defined by a price and an allocation, such that none of the participants has any incentive to
trade and there is no surplus demand of any goods. Each market participant purchases securities
for the possible outcomes to maximise its own utility function. Then, using an optimisation
procedure, the equilibrium prices of the securities are computed. Storkey demonstrates that the
market can find a probability distribution over the future events by aggregating agents’ beliefs.
He also show that different model combination methods such as weighted median of experts,
weighted mixture of experts, and product of expert models are obtained via different utility
functions for the individual agents. He mentions that the focus of this work is the investigation
of model combination methods for agents that have previously learnt beliefs and investigating
agent learning in this context is left as matter of future work.
Storkey et al. [2012] extends [Storkey, 2011] by introducing agents with their proposed isoe-
lastic utilities. They show that Bayesian model averaging and mixture model learning can be
implemented using this market mechanisms. The paper demonstrates that various utility func-
tions have a substantial consequence for market results. In addition, they show that isoelastic
utility functions are usually better than the logarithmic utility functions proposed in [Storkey,
2011]. They further demonstrate that inhomogeneous markets of agents with isoelastic utili-
ties outperform classifiers such as random forests, neural networks, decision tree on numerous
machine learning benchmarks.
They mention two future directions of i) investigating the adaptability of markets in the
context of data set shift or non-stationary environments, and ii) enabling agents to learn about
their own performance in the market to assess on which situations a positive return is more
probable.
Hu and Storkey [2014] present a model for prediction markets and analyse the market by
modelling agents using risk measures rather than utility functions. Risk measures are a common
theory in finance literature and denote the potential loss of choosing a particular asset. In this
work, the prices of securities are decided using a global market maker and agents decide their
optimal purchase such that minimise their risk measure. The market is run in number of rounds
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where, in each round, only one agent trades with the market maker. This agent traded based on
the prices at that round, which reflect the opinions of the agents who traded in previous rounds.
As such, only the last agent can infer wisdom of the entire crowd.
2.4 Summary
In this chapter, we discussed various machine learning and prediction market research, followed
by covering the works which link these two research fields. We reviewed artificial prediction mar-
kets (APMs) which are similar to real ones, except for replacing human traders with computer
programs. These models turned out to be an effective approach for aggregating the predictions
of classifiers [Barbu and Lay, 2012, Storkey, 2011]. Despite their many advantages, current
artificial prediction markets have the following limitations:
• The current APMs are proposed and studied only for oﬄine problems, i.e. the participants
only learn before entering the market, and never revise their hypothesis once prediction
process starts.
• Their participants are assumed to use fixed strategies, such as constant betting func-
tions [Barbu and Lay, 2012], utility functions [Storkey, 2011, Storkey et al., 2012] or static
risk measures [Hu and Storkey, 2014], unlike human traders in real prediction markets.
• In real prediction markets, aggregated information provides signals to each trader about
the private information of other traders so the trader can adjust its prediction accordingly.
However, this mechanism is not explicitly modelled in current artificial prediction markets.
Against this background, in this thesis, we propose the Artificial Continuous Prediction
Market (ACPM): a multiagent system in which a market is created once a new example is
received. ACPM has the following advantages:
• ACPM is designed to tackle online problems, i.e. the agents update their hypothesis once
the true outcome of each example is revealed. This results in adapting the agents, and
consequently ACPM, to dynamic environments in which the quality of data source may
change over time.
• Each agent has a private trading strategy based on reinforcement learning to dynamically
identify the actions which maximise the agent’s reward.
• Each agent is explicitly armed with the ability to revise its predictions and bet in response
to those of other agents, thus taking advantage of wisdom of the crowd.
In addition to the aforementioned points, most of the current APMs are designed for discrete
classification, unlike ACPM which is designed to perform regression (i.e predict a continuous
variable). The only artificial prediction market in the literature which performs regression is
due to Lay and Barbu [2012]; in this work, the authors designed their own specific prediction
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Wisdom of the Crowd
[Perols et al., 2009] 7 7 7 7
[Lay and Barbu, 2010] 7 7 7 7
[Lay and Barbu, 2012] 7 3 7 7
[Storkey, 2011] 7 7 7 7
[Storkey, 2011] 7 7 7 7
[Storkey et al., 2012] 7 7 7 7
[Hu and Storkey, 2014] 7 7 7 3
ACPM 3 3 3 3
Table 2.2: Existing Artificial Prediction Markets (APM). The first and second columns show the
APMs which are designed for online setting problems and regression task, respectively. Third
and fourth columns show the APMs in which agents utilise an adaptive trading strategy and
the wisdom of the crowd, respectively.
market mechanism in which the participants have constant betting functions, that define what
percentage of their budget should be dedicated for each security price. The price of securities are
decided using a price equation based on market equilibria. Therefore, the participants cannot
decide how much they will invest and have no scope for autonomy.
Table 2.2 compares ACPM with the existing artificial prediction markets with regards to
four criteria.
1. Suitability for online setting problems
As the table shows none of the existing APMs is explicitly designed for online setting
problems.
2. Suitability for regression tasks
The table shows that the only existing APM suggested for regression is [Lay and Barbu,
2012], whereby the algorithms are required to report a conditional density on the possible
responses of the target variable. However, ACPM relaxes this requirement.
3. Facilitating the participating agents with an adaptive trading strategy
As demonstrated by the table, none of the existing APMs provide an adaptive trading
strategy for their agents.
4. Enabling agents to use the wisdom of the crowd to revise their beliefs in response to other
traders’ trades
As the table shows the only existing APM in which agents use wisdom of the crowd is [Hu
and Storkey, 2014]. In their model, in each round of the market, only one agent trades
with the market maker. This agent observes the prices at that round, which reflect the
opinions of the agents who traded before him. As such, only the last agent can infer the
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wisdom of the entire crowd. In contrast, all the agents in ACPM trade at each round of





Prediction markets are increasingly being considered by governments and corporations as an
approach for collecting, summarising and aggregating dispersed information [Hanson et al.,
2006]. They have been used to forecast accurately the outcome of many events such as political
contests, sporting events, and on some occasions, even economic outcomes [Nikolova and Sami,
2007]. In these markets, participants buy and sell instruments, called securities, whose payoffs
are tied to the outcome of the specified future event. Some types of prediction markets are run
by a market maker who deals with traders to buy and sell the securities.
Real world prediction markets utilise the aggregated “wisdom of the crowd”’ to predict
the outcome of a future event [Ray, 2006]. In these markets, wisdom of the crowds comes
from aggregated information such as security prices. They provide signals to traders about the
private information of other traders so they can adjust their beliefs accordingly. Ideally, this
process should result in a situation in which all traders reach a consensus belief that reflects all
available information. Adjusting participants beliefs in response to other participants’ trades has
an important role in the successful aggregation of information in prediction markets [Dimitrov
and Sami, 2008].
In this chapter, we introduce the Artificial Continuous Prediction Market (ACPM), a multia-
gent system which adapts the concept of real prediction markets with the objective of predicting
the outcome of an event by integrating a range of data sources and aggregating the results of
different analysis models. In particular:
• ACPM is online, i.e., a prediction market is instantiated every time a prediction needs to
be made (i.e for every record in the data set) and agents update their hypotheses once the
true outcome of each event is revealed.
• Once the true outcome is revealed, agents update their hypothesis at the end of each
market to prepare for the next market.
• ACPM is designed to predict a real value in a continuous domain;
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• The agents have a trading strategy which learn from their past experiences in order to
improve their performance in future, similar to human traders.
• Each agent is explicitly provided with the ability to use wisdom of the crowds—one of the
key factors in the effectiveness of real-life prediction markets. In particular, each agent
revises its predictions in response to those of other agents. This results in implicit message
passing happens between agents before the final prediction of the system is determined.
• ACPM uses reinforcement learning and performs as a supervised learning algorithm.
– ACPM performs as a supervised learning algorithm. ACPM instantiates a prediction
market instance for each record of a given data set, where each record includes the
input vectors and its corresponding target value (true outcome). Agents use the input
data to predict the true outcome. Once the prediction of ACPM is determined, the
true outcome is revealed to the agents and then agents re-train their hypotheses.
– ACPM agents use reinforcement learning (i.e Q-learning) to adapts their trading
strategy by learning from their experience of interacting and receiving feedback from
the market. In particular, agents utilise reinforcement learning to learn which strategy
is the most rewarding based on the payoffs they receive from the market.
In this chapter, we explain the technical aspects of ACPM. Firstly, we provide a general
overview and scheme of ACPM in Section 3.1 and 3.2. After that, in Sections 3.2.1 to 3.2.3, we
provide a detailed description of ACPM components, namely: (i) reward function, (ii) aggre-
gation function, and (iii) rate per transaction parameters. Since each ACPM agent is facilitated
by a trading strategy which guides its participation in markets, we propose two different trading
strategies for our agents in Sections 3.3. We demonstrate the performance of these proposed
trading strategies using two examples in Section 3.4. ACPM’s parameter settings are covered
in Section 4.3, and finally, Section 3.5 assesses ACPM capabilities.
3.1 ACPM Overview
ACPM creates a prediction market instance for each prediction that needs to be made. All the
data needed for this, including the correct prediction, is referred to as record in accordance with
the machine learning literature. Each market includes a number of rounds. The participants,
which we refer to as agents, predict the value of the record using data from their assigned
source and their analysis model and accordingly participate in the market. Subsequently, the
market maker calculates the market prediction by combining all the individual predictions and
announces it to all agents. While market duration (number of rounds) are not over, agents
participate in the market. Once the true value of the record is known, the market maker
computes the reward for each agent and informs the agents about the correct outcome, hence
they can update their analysis model and their trading strategy with the aim of improving
their performance in future markets. Inspired by real prediction markets, ACPM includes the
following components:
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1) Agents (market participants): which are artificial agents1. Agents are endowed with (i)
a data source, (ii) an analysis model, (iii) a budget and, (iv) a trading strategy. Each agent
receives data from its designated source and analyses this data with its designated analysis
model to make the prediction. An agent’s analysis model can be a simple algorithm or a
complex machine-learning model such as neural network and random forest. The purpose of
the analysis model is to receive data as input and return the prediction as output. Then, based
on its trading strategy, each agent places a bet on its predicted outcome; this bet reflects the
agent’s beliefs about the quality of its prediction, and must never exceed the agent’s allocated
budget. An agent’s trading strategy guides the agent in how to participate in the market
by identifying those situations that generate greater returns. ACPM can aggregate multiple
data sources by assigning them to different agents and function as an ensemble by assigning
a different analysis models to each agent.
2) Market Maker: runs the market, deals with agent transactions and establishes the market
prediction.
3) Market Rounds: real prediction markets usually take over a number of days before the
market is closed and participants can participate for each day of the market. In the context
of an artificial prediction market, where the participants are software agents and sidereal
time is effectively meaningless, we use the time-neutral term ‘round’ to correspond to the
day of real prediction markets. Hence, each ACPM prediction market comprises a number of
rounds, during which each agent sends a bid to the market maker. Each bid comprises: (i) a
prediction value, (ii) the amount the agent is betting on its prediction. At the end of each
round, agents can use wisdom of the crowd to update their beliefs to prepare for the next
round transaction. In other words, they update their beliefs in response to other traders’
trades.
4) Aggregation Function: the market maker aggregates agents’ predictions using an aggre-
gation function at the end of each round of a market (see Section 3.2.2, page 56).
5) Reward Function: Once the market is over and the correct answer is known, the market
maker use the reward function to reward agents based on the bids they sent in each round
of that market (see Section 3.2.1, page 53).
6) Rate Per Transaction Parameters: constrains the amount an agent can invest in each
transaction. These parameters are Maximum Rate Per Transaction (MaxRPT) which spec-
ifies the maximum percentage of the budget that each participant can invest and Minimum
Rate Per Transaction (MinRPT) which is the minimum percentage of the budget that each
participant can invest (see Section 3.2.3, page 56).
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Algorithm 3 ACPM Model
1: An initial budget i is given to each agent ai;
2: for every record x in the data set do
3: The market maker instantiates a prediction market instance for x;
4: Each agent observes (some) features of x;
5: for each round do
6: Each agent ai submits 〈prediction i, bet i〉;
7: Each agent ai updates budget i;
8: The market maker announces the market prediction;
9: Each agent ai updates 〈prediction i, bet i〉;
10: end for
11: ACPM prediction ← market prediction of the final round;
12: The market maker reveals the true outcome;
13: Each agent receives its payoff and updates its budget;
14: Each agent updates its analysis model & trading strategy
15: end for
3.2 ACPM Mechanism
We now explain how ACPM operates. ACPM adapts the mechanism of the pari-mutuel predic-
tion market. Original pari-mutuel prediction market works as follows: first, participants pool
the money placed on each possible outcome [Peters et al., 2007]. Then, the probability of each
outcome is taken as the total bet on that outcome, divided by the total bet on all outcomes.
Finally, once the market is closed and the real outcome is revealed, the entire wagered amount
is divided between the winners proportional to the amount they each wagered.
While this mechanism was originally proposed for prediction given a predetermined discrete
set of outcomes, we use it for predicting a continuous variable, without placing any assumptions
on the range of possible values that it may have. Importantly, to incorporate wisdom of the
crowd, we generalise the pari-mutuel mechanism from one round to multiple rounds, to allow
the agents to update their prediction and investment using crowd-sourced information. More
specifically, in each round, the agents send their predictions and bets to the market maker, which
then combines the corresponding predictions using an aggregation function and computes the
payouts using a reward function. These two functions will be discussed later, but first we give
an overview of how ACPM works.
The main steps of ACPM architecture are outlined in Algorithm 3. In more detail, the
1We use the terms participant and agent interchangeably.
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agents are first given equal initial budgets (line 1). After that, for each record x in the data
set, the market maker instantiates a prediction market instance (lines 2 and 3). Each agent
then observes (some2) features from x (line 4). The market then proceeds in a number rounds
(line 5), each consisting of the following steps: first, each agent makes a prediction based on
the data it receives and the knowledge it has accumulated thus far, then the agent determines
its bet based on its trading strategy and its current budget (line 6). The next step involves the
agent subtracting its bet from its budget (line 7). After that, the market maker aggregates all
predictions, thus producing the market prediction for that round (line 8), which is announced
to all the agents. The round ends with the agents preparing themselves for the next round, by
updating their prediction and bet based on their trading strategy as well as the market prediction
announced earlier (line 9); this is the part of ACPM where each agent may capitalise on wisdom
of the crowd. The market prediction of the final round is reported as ACPM prediction for the
current example, x (line 11). Once the true outcome is revealed (line 12), each agent receives
its payoff and updates its budget by adding to it any revenue it may have earned (line 13).
Here, to motivate the agents to participate in every round—and not just the last round—the
agents receive a revenue for each bet they place at each round. Finally, to prepare for any
potential future markets, each agent updates its trading strategy based on the received payoff,
and re-trains its analysis model taking into account the newly-revealed outcome (line 14).
The process set out above is repeated for each record, which means the agents predict the
outcome of a record, agents’ budgets, analysis models and trading strategies are updated and
then the system moves to the next record. Figure 3-1 illustrates ACPM architecture.
After a few market instances3, the differences between agent budgets becomes apparent as
some agents with superior data, analysis models and trade strategies are likely to accumulate
greater budget, while other agents lose a proportion of their budget as a result of their poor
performance. The larger the budget of an agent, the larger the investment it can make and
the larger its influence on the market prediction. In other words, high performing agents are
identified and their influence in predicting the outcome of the events is increased. This increased
influence of the more successful agents is expected to increase the performance of the system
overall. The agents are not in competition per se, so we do not care which agents are better,
but we do want the better ones to have more impact on the prediction mechanism.
Following this overview of ACPM architecture, we now provide more details on some of
its components, namely (i) the reward function; (ii) the aggregation function; (iii) the rate per
transaction parameters (which constrain the size of agent investment); and (iv) the agent trading
strategies.
3.2.1 Reward Function
As mentioned in Section 3.2, once the true outcome is revealed, each agent receives its revenue,
which is determined by the reward function.
A reward function can impact the influence of agents in the subsequent markets by the
2We say “(some)” because the data source of each agent may be different from that of another.





















































































Figure 3-1: ACPM Architecture with three agents of A, B and C. For each event to predict,
a market instance is instantiated, where each market instance comprises a number of rounds.
In each round, agents send their predictions and bets to the market maker. At the end of
each round, the market maker calculates and announces the aggregated prediction of all agents.
Agents can use this information to update their prediction and bets for the subsequent rounds.
Once the true outcome is revealed, the agents are notified of the true outcome and receive their
payoff. Finally, each agent updates its trading strategy based on the received payoffs, and re-
trains its analysis model taking into account the newly-revealed outcome, to prepare for any
potential future markets.
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amount of revenue it returns to them. If the reward function returns nothing to an agent for
the bid it submitted to the market maker, then the agent loses a portion of its budget for the
investment it made, therefore its budget will be decreased. On the other hand, if an agent
receives a large reward in a market, then the budget is increased. The more budget an agent
has, the more investment it can make on its predictions. Moreover, the market maker calculates
the market prediction by aggregating prediction of all agents, each weighted by its corresponding
bet (see Section 3.2.2, page 56). Therefore, the budget of an agent can reflect the influence of
the agent on the aggregated prediction of the entire market (i.e the market prediction).
A legitimate reward function ensures that the agents’ revenues depend both on their pre-
diction accuracy and their investment. In this way agents are motivated to make accurate
predictions and invest according to their beliefs about the quality of their prediction. In this
work, for each bet of agent ai, the revenue is computed as follows
4:
revenuei = scorei × beti, (3.1)
where












where ε is epsilon.
Before explaining the rationale behind assigning a score to each agent (as per Equation 3.2),
let us first explain how the accuracy of ai’s prediction is calculated (i.e., Equation 3.3). According
to this equation, accuracy i is a real number in (0, 100], which decreases linearly as the prediction
error of ai increases. In particular, whenever the error is equal to 0, we have: accuracy i = 100.
In contrast, whenever the error is large enough that it is identified as an outlier according to the
interquartile-range measure [Upton and Cook, 1996], we have: accuracy i = ε.
5 Importantly,
by ensuring that the accuracy is always greater than 0, we can use it in a logarithmic function
(Equation (3.2)).
Having explained how the accuracy is computed, let us now explain how it is mapped to a
score (see Equation 3.2). Here, we adapt the logarithmic scoring rule [Good, 1952]: an incentive-
compatible scoring function used widely in the literature, see, e.g., [Hanson, 2003, 2007]. This
way, any accuracy greater than e receives a score greater than 1 (as ln(e) = 1), resulting in a
4 We also proposed an alternative reward function which is presented in Appendix A. Based on the experiments
covered in this thesis, we note both produced qualitatively-similar results
5We compute accuracy in this particular way to ensure that it falls within a bounded interval; this allows us to
pass it to a logarithmic function when computing the score later on. However, in principle, any other alternative
for computing the accuracy may also work just as well, provided that it also ensures that the accuracy falls within
a bounded interval.
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positive reward, i.e., a revenue greater than the investment (see Equation 3.1). Conversely, any
accuracy smaller than e receives a score smaller than 1, resulting in a negative reward (i.e the
revenue is less than the investment).
By rewarding the participants according to their performance in a given market and updat-
ing their budgets accordingly, ACPM can keep track of the overall performance of each of the
participants according to their accumulated budgets. Furthermore, since better performing par-
ticipants gain more revenue and accumulate bigger budgets, they can invest more in subsequent
markets and hence have more influence on those markets’ predictions (see Formula 3.4).
ACPM is not a zero-sum game as the market maker rewards the agents based on their own
prediction accuracy and not in proportion to other agents prediction accuracy. This character-
istic secures ACPM from non-myopic agents temptations to manipulate the market. In other
words, ACPM is myopically incentive compatible, which means the traders benefit the most
when they participate in the market truthfully and ignore the profit that other traders may gain
based on their trade.
3.2.2 Aggregation Function
The market maker uses the aggregation function to aggregate n bets—one for each agent—
resulting in the market prediction. The aggregation function, we use in this works, works by
assigning more weight to predictions that are backed by higher investments. Formally, the
market prediction, denoted by Prediction, is defined as:
Prediction =
∑n
i=1 predictioni × beti∑n
i=1 beti
(3.4)
A corollary of the aggregation function is that participants that consistently make more
accurate predictions accrue more budget over time and are able consequently to make bigger
investments. Recall that the reward function (i.e Equation (3.1)) allows agents with accurate
predictions to accrue more revenue. Since this revenue is added to the agent budget (line 13
of Algorithm 3), agents with relatively high performance accumulate greater budgets, which
in turn allows them to make greater investments. Hence, since the aggregation function gives
more weight to predictions backed by larger investments, the participants with a history of good
prediction are able to feed this quality indirectly into the market prediction.
In sum, the designed reward and aggregation functions of ACPM are a set of connected
mechanisms which work with one another to allow high quality agents be able to feed their
proficiency into the market prediction.
3.2.3 Rate Per Transaction Parameters
In ACPMs, every bet is constrained by two parameters, namely the Minimum Rate Per Trans-
action (MinRPT) and the Maximum Rate Per Transaction (MaxRPT), which specify the min-
imum, and maximum percentage of the agent’s budget that is allowed to be placed in a single
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bet. Next, we explain the reason behind having each of these parameters.
Without a minimum rate per transaction, the agents may find themselves in a situation
where none of them has any incentive to invest, meaning that they each place a bet of 0. In
such a case, ACPM would simply not return any outcome.
Without a maximum rate per transaction, some agents may go bankrupt. This is undesirable
since it could mean the loss of those agents’ data sources, and the loss of any insight that those
agents’ analysis models provide. Note that the bankruptcy of an agent, ai, does not necessarily
imply that ai brings no value to the collective performance, since ai’s prediction can always
improve in subsequent markets. Thus, it is desirable to ensure that no matter how small ai’s
budget becomes, it never reaches 0. This way, the door remains open for ai to regain its
competitiveness in the market whenever the opportunity arises. To do so, it suffices to simply
set MaxRPT to a value less than 100%.
While we do not want the agents to go bankrupt, their budget needs to be changed as soon
as their quality change. To achieve this objective, agents are required to invest majority of
their budget in each market. For example, imagine that the quality of a high performing agent
suddenly drops. If the agent invests only 10% of its budget in each market, then the agent loses
most of its budget only after several number of markets, which infers that, during these markets,
the agent influence on the market is not changed significantly. However, if the agent invests, for
example, 90% of its budget in each market, then once the agent makes a poor prediction, it loses
90% of its budget in one market, remaining with only 10% for the next market. In such a case,
the agent loses its influence on the subsequent market as soon as its quality drops. Analogously,
when the agent regains its quality back, the agent budget will be increased more rapidly if the
agent invest more percentage of its budget in a market – recall Formula 3.1, which determines
the agent rewards both on their investment as well as their prediction accuracy.
In addition to the above, the MinRPT and MaxRPT parameters serve another important
purpose: they control how much the agent original prediction quality influences its budget.
Recall each market includes a number of rounds. In the first rounds, agents have no information
about the other agents’ predictions, hence their prediction reflects their original performance. In
the subsequent rounds, on the other hand, agents are aware of the crowd prediction. Therefore,
low quality agents, who know their prediction is usually worse than the crowd prediction, may
report market prediction instead of their original prediction with the aim of obtaining higher
rewards. This behaviour is desirable as it improves the system performance by minimising the
amount of noise that low quality agents may send to the market maker. However, this behaviour
gets problematic once it comes to rewarding process, as we explain now.
We do not want low quality agents to accumulate budgets as large as high quality agents.
The budget of an agent affects the influence of the agent on market prediction, as the more
budget the agent has the more investment it can put on its prediction and impact the market
prediction (see Formula 3.4). As a result, agent revenue needs to be mostly determined based on
their original predictions (i.e first round prediction) which reflects their original quality rather
than the predictions altered after knowing the crowd prediction. On the other hand, the agents’
predictions on the last round are improved using wisdom of the crowd and hence the final system
prediction should be based on these improved predictions rather than the agents’ first round
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predictions.
A solution to this paradox is that agents invest the majority of their budget in the first
round which includes their original prediction but still participate in other market rounds to
send their revised bids to the market maker. In this way, the majority of the revenue or the loss
agents receive in each market corresponds to their first round bids and hence agent budgets are
mostly changed based on these bids which reflect their original quality. However, the agents still
revise predictions according to crowd prediction and send it to the market maker. Therefore,
the market maker can calculate the system prediction based on the revised predictions (i.e final
round bids). With this in mind, first round MaxRPT should be much higher than the MaxRPT
of other rounds. For example, for a market with two rounds, MaxRPT can be 90% for the
first round and 1% for the second round. Recall the market maker integrates the prediction
of agents weighted by their investments (see Section 3.2.2, page 56) and since all agents must
follow MaxRPT constraints, increasing or decreasing this parameter has no effect on the market
prediction.
3.2.4 Game Theory properties
In this subsection, we discuss ACPM with regard to some of the game theory properties, as
follows.
1. ACPM provides a platform for agents to participate autonomously in the market, although
it forces agents to follow the rate per transaction constrains. Given that the agent are
autonomous, they can decide how much to invest, however, the MinRPT specifies the
minimum amount that an agent must invest in each market round. Accordingly, ACPM
is not individually rational if the MinRPT > 1, since an agent which is sure that it will
lose in a market round, is still required to invest MinRPT percentage of its budget in that
market round.
2. ACPM is allocatively efficient as agents are rewarded based on their prediction accuracy
and their bet. Hence agents with more accurate predictions and larger investments receive
more revenue than agents with less accurate and smaller investments.
3. ACPM is not budget balanced as the total receipt of the market is not equal to the total
payment. In other words, system is not a closed one as the market maker provides infinity
budget and does set a maximum bound on its loss.
4. Since the market maker rewards the agents based on their own prediction accuracy and not
in proportion to other agents’ prediction accuracy (i.e ACPM is not a zero-sum game),
ACPM is secured from non-myopic agents’ temptations to manipulate the market. In
other words, ACPM is incentive compatible, which means the traders benefit the most
when they participate in the market truthfully.
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3.3 Trading Strategy
In ACPM, agents participate in the market based on their trading strategy. In this section, we
examine two strategies: one that remains the same (i.e constant trading strategy) and one that
changes using the Q-learning technique (i.e Q-Learning trading strategy). While the former
ignores the advantage of wisdom of the crowd, the latter uses the market prediction at the end
of each round to update the bids in the subsequent rounds.
3.3.1 Constant Trading Strategy
In the constant trading strategy, agents simply dedicate a fixed ratio of their budget to bid in
each round. In this work, we set this percentage equal to MaxRPT. This na¨ıve strategy ignores
the advantage of wisdom of the crowd, i.e updating the prediction and bet in response to what
the crowd believe.
3.3.2 Q-Learning Trading Strategy
Instead of having na¨ıve agents who simply invest a portion of their budget on their prediction
while considering neither their own performance nor that of the market, ACPM agents can
constantly observe the environment and participate in the market according to their observations
using Q-learning trading strategy.
In particular, agents can learn from their experience of interacting and receiving feedback
from the environment. This type of learning falls within the area of reinforcement learning.
ACPM agents can utilise reinforcement learning to learn which strategy is the most rewarding
based on the feedback they receive from the market. The success of using reinforcement learning
as a trading strategy in other form of financial markets is highlighted by a number of works (see
Section 2.1.4.6, page 33).
In a prediction market, agents do not have complete information about the transition be-
tween states – how their actions change their environmental situations and move them into new
states – and hence a model free type of reinforcement learning such as Q-learning technique is
appropriate. Section 2.1.4.5 (page 31) explains Q-learning. In Q-learning algorithm [Watkins,
1989], an agent learns an action-value function to estimate the utility of taking an action in a
particular state, called Q-value. The agent objective is to maximise its total reward. Therefore,
the agent chooses action a in state s which has the highest Q-value.
First, we briefly explain our proposed Q-learning trading strategy and then we provide more
details on different components of this strategy. An overview of this strategy can be found in
Algorithm 4. Specifically, in line 1, the strategy checks whether the current market happens to
be the first one (recall that a market is created for every instance from the data set) or if it is
the first round of a market. If not, then the following happens: first, the agent estimates its
error, as shown in line 2, where Prediction denotes the market prediction. As can be seen, the
error estimation is done by comparing one’s prediction against wisdom of the crowd (i.e., the
market prediction) rather than comparing it against the true outcome (simply because the true
outcome is unknown to the agent at this stage). After that, the agent identifies its own state
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based on its estimated error and the current round number (line 3). The agent then considers
two actions: (i) Change, which involves changing the agent’s prediction, and (ii) Preserve, which
involves sticking to the current prediction; the one with the higher Q-value is adopted by the
agent (line 4). If Change is adopted, the agent modifies its prediction to minimise its estimated
error according to a parameter, δ, that reflects the agent’s level of confidence in wisdom of the
crowd (lines 5 and 6). Later on in this section, we show how the agent adjusts this level of
confidence over time. On the other hand, if Preserve is adopted, then the agent’s prediction
remains unchanged (lines 7 and 8). In the next step, the agent estimates its score using the






















Essentially, the above two equations are the same as equations (3.2) and (3.3), except that the
true outcome is replaced by the market prediction (since the true outcome is not yet known at
this stage) and the error outlier threshold now refers to the previous market, rather than the
current one (since the agent never knows the exact prediction of every other agent6). Since
the agent’s estimated revenue equals score ′i × bet i, then if score ′i < 1, the agent would make a
loss, and so must set its bet to be as small as possible (lines 11 and 12). On the other hand, if
score ′i ≥ 1, the agent sets its bet to be as large as possible (lines 13 and 14).
Finally, Algorithm 4 handles the special case where the market happens to be the first
one or the first round of a market. In the first market, the agent has no information about
the market performance ( i.e Q-values are void), hence the agent preserves its prediction value
(line 17). Also, in this market, the agent cannot use Equation 3.6 (since it requires the error
outlier threshold of the previous market), and so it cannot estimate its score. Consequently, we
allow the agent to make only the smallest possible investment (line 18). Similarly, in the first
round of each market, the agent does not have access to wisdom of the crowd because market
prediction is not yet known, hence the agent cannot estimate its error and score. Therefore, the
agent preserves its prediction value and invest MinRPT percentage of its budget.
Now that we have provided an overview of the Q-learning trading strategy, we move to give
further details about (i) states, (ii) actions, (iii) updating the Q-values, and (iv) updating δ—the
agent’s confidence in the crowd.
3.3.2.1 States
In a prediction market, the main objective for each participant is to maximise its revenue, which
is not possible unless the agent submits an accurate prediction. The more accurate the prediction
6This is not an issue in Equation (3.3) since that equation is used solely by the market maker which knows
every agent’s prediction.
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Algorithm 4 Q-learning Trading Strategy of agent ai
Input: Prediction, prediction i, round
Output: prediction i, bet i.
1: if this is neither the first market nor the first round then
2: estError ← Prediction – prediction i;
3: state ← identifyState(estError , round);
4: action ← argmaxa∈{Change,Preserve}Q(state, a);
5: if action = Change then
6: prediction i ← prediction i + (δstate × estError);
7: else if action = Preserve then
8: prediction i ← prediction i;
9: end if
10: calculate score ′i using Equation 3.5;
11: if score ′i < 1 then
12: bet i ← budget i ×MinRPT ;
13: else
14: bet i ← budget i ×MaxRPT ;
15: end if
16: else
17: prediction i ← prediction i;
18: bet i ← budget i ×MinRPT ;
19: end if
20: return 〈prediction i, bet i〉
of an agent, the higher the revenue it gains. Since the main concern of agents is accuracy of their
prediction, the agents recognise their state by estimating their prediction error (i.e the absolute
difference of agent and market predictions) and the round number.
However, the correct answer is not known until the market ends and hence agents cannot use
this information to calculate their accuracy. Instead, agents can utilise the so-called “wisdom
of the crowd” which is reflected in the market prediction (i.e the aggregated prediction of all
participants in the market). Accordingly, an agent can assume that the correct answer is equal
to the market prediction of the previous round and calculate its estimated error (i.e the absolute
difference of agent’s and market’s predictions) instead.
Since the estimated error is a continuous variable, it is practically impossible for an agent
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to store and update the Q-values for each combination of state and action. Hence, following
the common approach in the Q-learning literature, we discretise estimated error to the three
clusters, namely “Small”, “Medium” and “Large”. Discretisation has been shown to be very
effective for one dimensional continuous states [Ng, 2011] in reinforcement learning problems.
Since the scale of errors may change from one market to another and from one agent to another,
each agent recomputes the decision boundaries of these clusters at the end of each market based
on its own experiences.
More specifically, inspired by the online version of k-means clustering [MacQueen, 1967], the
boundaries are computed as follows. First, each cluster is represented by its centroid (i.e the
average of the estimated errors which are matched to the cluster). Agents map each estimated
error to a cluster whose centroid has the lowest Euclidean distance to the estimated error.
Cluster centroids are initially set to zero. However, each agent updates the clusters boundaries
at the end of each market. In particular, the agent refers back to each round of the market and
its estimated error in that round. Then, the agent matches the estimated error to a cluster and
updates the centroid by averaging it with the estimated error. In cases where the distance of
the estimated error to any cluster centroid is greater than the distance between any two cluster
centroids, the two closest clusters are merged and their values ( i.e centroids and corresponding
Q-values) are averaged. Then, a new cluster with the centroid equal to the new estimated error
is formed.
3.3.2.2 Actions
Considering human traders in real prediction markets, it is plausible that traders who have
successful history in trading are more confident in their prediction. On the other side, traders
with a less successful history have lower confidence in their prediction than the market prediction,
especially if they have regretted that they could earn much more if they had listened to the
wisdom of the crowd (market prediction) in previous markets. Henceforth, while the former
type of traders may ignore market prediction when they participate in the market, the latter
type of traders use market prediction as another source of information and shift their prediction
by a percentage towards the market prediction, if they observe a high difference between their
own and that of the market.
Our proposed Q-learning trading strategy attempts to emulate this behaviour of human
traders. Therefore, the agents following this trading strategy have two actions of ‘Preserve’ and
‘Change’, which differ in whether the agent uses the market prediction as an additional source
of information to modify its prediction. While ‘Preserve’ action suggests the agent ignores
the market prediction of the previous round, the ‘Change’ action suggests the agent shifts its
prediction by a percentage, δ, towards the market prediction. In each state, agents choose the
action which has shown to be the most rewarding action in the past, or in other words, the
action with the highest Q-value.
Since the agents’ primary goal is maximising their utility, both actions suggest the agent
to maximise its utility according to its beliefs, hence they suggest the agent: (i) invest the
possible maximum percentage (MaxRPT) of budget, if the agent believes that it will earn more
62
than what it invests, and (ii) invest the minimum possible percentage (MinRPT) of budget, if
the agent believes that it will earn less than what it invests.
Agents can determine whether they will earn more or less than they invest by calculating
their expected score as explained above (see equation 3.5). An agent expects to earn less than
it invests, if the expected score is less than one. An agent expects to earns more than what it
invests if the expected score is more than one (recall equation 3.1).
3.3.2.3 Updating Q-values
In Q-learning, an agent updates the Q-values of each state-action combination after knowing
the resulting reward of taking that action in that particular state. Similarly in ACPM, once the
market is closed and the correct answer is revealed, agents update the Q-value of the actions
they executed in each of the states they have been through, during the market. In Q-learning
techniques, Q-values are updated using the following formula:
Q(s, a)← Q(s, a) + α [r + γmaxa′ Q(s′, a′) – Q(s, a)] (3.7)
where α is the learning rate and γ is the discount factor.
In ACPM, agents do not receive a reward except the time when the true outcome is revealed.
Accordingly, in this work, we set the immediate reward to zero (i.e rt = 0) and the discount
factor parameter γ – which reflects how much the delayed reward worth less than the immediate
reward – to 1. Since one of the main objectives of ACPM, in this thesis, is adapting to dynamic
and non-stationary environment rapidly, the agent needs to update their Q-value fast and hence
we set α = 1. Hence, in ACPM, Formula 3.7 becomes:
Q(s, a)← maxa′ Q(s′, a′) (3.8)
which means agents set the Q-value of state s and action a (i.e Q(s, a)) equal to maximum
return that results from taking action a in state s. Hence, ACPM agents assign Q(s, a) equal to
the amount of net revenue – its revenue minus the investment amount – they receive as a result
of performing action a in state s.
One of the issues that an agent using reinforcement learning must address is the trade-off
between exploration and exploitation. An agent prefers to exploit the actions which are already
tried and result in the highest reward, however, agents need to explore other actions, in case
those actions can potentially achieve higher rewards. ACPM agents not only can update the Q-
value of the executed actions of the visited states, but also they can easily calculate the Q-value
of other actions on those states. Agents can trace back to each state they visited during the
market and calculate how much net revenue they could earn if they followed that certain action
in that state. By knowing the true outcome, each agent, ai, can now compute the exact, rather
than the expected, revenue that could earn from each action. Consequently, for each state that
the agent has visited, and each action that the agent could have made in that state, the Q-value
is set to the computed revenue. For example, an agent can calculate the final net revenue it
could obtain by considering:
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• how much it would have invested on its prediction, if it had followed that particular action,
• how its prediction would have changed, if it had followed that particular action,
• how much would have been its error based on its updated prediction, using the correct
outcome which is now revealed by the market maker, and
• how much net revenue it would have obtained according to earlier points and using the
exact formula that the market maker used to reward participants in this market.
In this way, the agents do not need to trade off between exploration and exploitation and
can exploit their attained knowledge without concerning for exploring other actions. Therefore,
agents can follow the greedy policy, which is to select the action with the highest Q-value in
each state. The main reason that agents do not need to explore is that ACPM is a supervised
learning technique and once a market is over, the agents can access the correct answer to update
their beliefs. In other words, the information that would be gained by exploration is provided
by a post hoc supervised learning update.
3.3.2.4 Updating the Confidence in the Crowd:
At the end of each market, after the true outcome has been revealed, each agent updates δ—
the parameter reflecting the level of confidence in the wisdom of the crowd. This parameter is







where prediction i,round and Predictionround denote ai’s prediction and the market prediction at




0, if r ≤ 0
1, if r > 1
r, otherwise
The truncate function limits δ between 0 and 1. When the agent error is equal to zero or
less than the market error, the truncate function returns 0, which means the agent should not
change its prediction toward the market prediction. The function returns 1 when the agent
should have 100% confidence in wisdom of the crowd, which means that the agent should ignore
its own prediction and only rely to market prediction.
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3.4 Trading Strategy Examples
In this section, we demonstrate how agents and the market maker derive their predictions in a
market instance with two examples corresponding to two cases: (a) agents using the constant
trading strategy, and (b) agents using the Q-learning trading strategy. Given that the agents do
not have equal budgets, these examples may demonstrate any market instance except the first
one.
For both examples, imagine:
• We have 3 agents A, B and C,
• The true outcome of the event is 5,
• Number of rounds in each market is set to 2,
• MaxRPT and MinRPT is set to 90% for the first round, and
• MaxRPT is set to 1% and MinRPT is set to 0.01% for the second round.
3.4.1 Constant Trading Strategy Example
In this example, ACPM participants use the constant trading strategy. The budget and predic-











By using the constant strategy, agents always invest MaxRPT percentage of their budgets and

































New Budget: 3 – 0.03 = 2.97




3.4.1.3 Final ACPM Prediction
ACPM prediction for the record is equal to the final round market prediction.
Final Market Prediction: 5.87
As demonstrated by this example, by moving from the first round to the second, the agents
do not change neither their prediction nor their investment, despite the fact that the market
prediction calculated at the end of the first round informs wisdom of the crowd. Ignoring this
information by agents, cause the market to arrive to the same prediction in both rounds.
3.4.2 Q-Learning Trading Strategy Example
In this example, ACPM participants use the Q-learning trading strategy. The budget and











Using this strategy, agents invest MinRPT (which is set to 90%) percentage of their budget in


















Recall, the market maker arrived to the same value of 5.87 in the previous example in which
agents use the constant strategy. By moving to the next round, we see how Q-learning can
decrease the market maker prediction error.
3.4.2.2 Round 2
Now, we demonstrate how agents decide their investment amount and their prediction in the
second round using the Q-learning trading strategy.
I) Deciding Bets
Agents calculates their bets by calculating their accuracy and score using Equations 3.5
and 3.6, which we now restate:





















As can be seen, to calculate accuracy ′ an agent requires the error outlier threshold and since
agents do not have access to this value until the market ends, the agents use that of the
previous market, assuming that the previous market has the most similar characteristics
to the current one. In this example, we assume the error outlier threshold of the previous
market was 2.
Then, according to this strategy, agents invest MaxRPT percent of their budget if score ′
is more than 1, and invest MinRPT of their budget, otherwise. Now, we present the
calculation of each agent bet below:
A
accuracy ′A = ε
score ′A = 0
since (score ′A < 1)
bet ′A = MinRPT ∗ Budget = 0.0001 ∗ 1 = 0.0001
B
accuracy ′B = 93.75
score ′B = 4.54
since (score ′B > 1)
bet ′B = MaxRPT ∗ Budget = 0.01 ∗ 4 = 0.04
C
accuracy ′C = 56.25
score ′C = 4.02
since (score ′C > 1)





















Table 3.1: Q-Table Example. The first and second columns show state information. The third
and fourth columns show Q-value for “Change” and “Preserve” actions respectively and the last
column shows the best value of δ (i.e confidence of the agent in the crowd) for the corresponding
state.
Agents following the Q-learning trading strategy create a Q-table from the first market
and update their table at the end of each market based on the gained experience in that
market. Although it is expected that agents have different Q-tables based on their own
experience, in this example, we assume they all built similar Q-tables as shown in Table 3.1.
In this example, imagine agents have built a Q-table as shown in Table 3.1: the first and
second columns show state information. The third and fourth columns show Q-value for
“Change” and “Preserve” actions respectively and the last column shows the best value
of δ (i.e confidence of the agent in the crowd) for the corresponding state. Recall the
agents require market prediction to estimate their estimated error and this information
(i.e market prediction) is not available in the first round of the market. Hence, the agents
cannot compute and store Q-value for the first round and that is why Table 3.1 only
presents the sates for each estimated error cluster in the second round.
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ASince agent A estimated error is |5.875 – 8| = 2.125, it realises that it is in large state
(centroid = 2). As Table 3.1 shows, in this state, the Q-value for action “Change” is
more than the Q-value for action “Preserve” (0.15 > 0.0). Therefore, agent A chooses
the “Change” action and changes its prediction by δ percentage, which 80% for this
sate, toward the market prediction. Therefore, the agent changes its prediction to 6.30
using the following formula (see line 6 in Algorithm 4).
newprediction i ← prediction i + (δround × estError)
where,
estError ← Prediction – prediction i;
hence,
New Prediction = 8 + 0.80× (5.875 – 8) = 6.30
B
Since agent B estimated error is |5.875 – 5| = 0.125, it realises that it is in small state
(centroid = 0). As Table 3.1 shows, in this state, the Q-value for action “Change” is
less than the Q-value for action “Preserve” (0.0 < 0.25). Therefore, agent B chooses
the “Preserve” action and keeps its prediction at 6.
C
Since agent C estimated error is 0.875, it realises that it is in medium state (centroid
= 0.75). As Table 3.1 shows, in this state, the Q-value for action “Change” is less
than the Q-value for action “Preserve” (0.10 < 0.15). Therefore, agent C chooses the
“Preserve” action and keeps its prediction at 5.

















3.4.2.3 Final Market Prediction
ACPM prediction for the record is equal to the final round market prediction.
Final Market Prediction: 5.57
As demonstrated by this example, Q-learning trading strategy leads market prediction from
5.87 to 5.57, by moving from first round to the second, and hence resulted in decreasing ACPM
error from 0.875 (|5 – 5.87| = 0.87) to 0.57 (|5 – 5.57| = 0.57). In sum, Q-learning trading
strategy caused ACPM error to be reduced by 0.30 (i.e 0.87 – 0.57 = 0.30), form first round to
the second, when its participants use Q-learning trading strategy. At this point, agents retrain
their hypotheses and update their Q-tables to prepare for the next market instance. Then, the
market is closed and a new market instance is initiated with the objective of predicting the next
record.
3.4.2.4 Revenues
Once the number of rounds are over, the market maker reveals the correct answer and then gives
revenue to the agents using Formula 3.1.




























After receiving revenues, agents update the Q-value of the actions they executed in each of the
states7 they have been through (see page 63). Hence:
• Agent A updates Q-value of action “Change” in state (Round 2 and “Large” cluster) to
the revenue it gained in that state, which is 0.0004.
• Agent B updates Q-value of action “Preserve” in state (Round 2 and “Small” cluster) to
the revenue it gained in that state, which is 0.16.
• Agent C updates Q-value of action “Preserve” in state (Round 2 and “Medium” cluster)
to the revenue it gained in that state, which is 0.14.
After that, agents calculate the revenue they could earn if they had executed the alternative
action in the visited states based on the discussion on page 63. Hence,
• Agent A updates the Q-value of action “Preserve” in state (Round 2 and “Large” cluster)
to the revenue it could gain by executing action “Preserve” in that state, which is 0.
• Agent B updates the Q-value of action “Change” in state (Round 2 and “Small” cluster)
to the revenue it could gain by executing action “Change” in that state, which is 0.15.
• Agent C updates the Q-value of action “Change” in state (Round 2 and “Medium” cluster)
to the revenue it could gain by executing action “Change” in that state, which is 0.12.
Accordingly agents’ Q-tables are updated as shown in Tables 3.2 to 3.4 and is carried forward



















Table 3.2: Updated Q-Table for Agent A.







































Table 3.4: Updated Q-Table for Agent C.
3.5 Discussion
ACPM design provides a number of capabilities as listed below:
1) ACPM design is expected to bring high performance for two reasons:
a) The system grants more influence to participants that have high quality data sources and
effective analysis models. In the first market, all participants have equal amount of budget.
Over time, by participating in different markets, agents with superior data and analysis
models accumulate greater budget and low quality agents lose most of their budget after
investing in several markets. In other words, the difference in agent budgets arises as a
result of their performance. Consequently low quality agents cannot invest as much as
well performing agents who accumulated high amount of budget. Since the aggregation
function weights each prediction by the amount of investment, the high quality agents –
who could acquired more budget over time and consequently can invest more on their
prediction – have greater influence in predicting the outcome of the event.
In brief, the reward function and the aggregation function together give the system the
power to associate more influence with distinguished agents that have high quality data
sources and effective analysis models. This increased influence of the more successful
agents is expected to increase the performance of the system overall.
b) The other feature which increases the system performance is that the agents learn to im-
prove their prediction by considering market prediction of the previous round as another
source of information to update their bids. While high quality agents ignore market pre-
dictions, low quality agents minimise the amount of noise (low accurate prediction) they
send to the market maker. Therefore, Q-learning does improve each agent’s performance
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and consequently the system’s performance by adding a further reduction in prediction
error.
In brief, low quality agents only have a short-term negative impact – for the period of a
few markets – after which those agents have either lost most of their budget or learnt to
lessen the noise they send to the market.
2) The configuration of ACPM allows it to mimic and to hybridise several existing techniques:
a) Agents can have the same data source but different analysis models. In this case, ACPM
is as an ensemble model. ACPM is a non-hybrid ensemble, if the agents use one type of
analysis models but with different parameter setting, however, ACPM is a hybrid ensemble
if agents use different types of analysis models.
b) Agents have distinct data source but same analysis models. In this case, ACPM acts as
a data aggregation technique.
c) Agents have distinct data source and distinct analysis models. In this case, ACPM acts
both as data aggregation technique and an ensemble model.
3) A key capability of the system is its dynamic adaptation to the changing environment where
the quality of an agent’s data source fluctuates over time. Once the quality of an agent
prediction changes – either through loss or gain in data quality or the effectiveness of the
analysis model for that data source, or both – its influence (i.e budget and investment) on
the market prediction is adjusted according to its current quality.
4) ACPM can handle temporary or permanent addition and deletion of a data source at any
point of time. Agents can be added or deleted at any point of time and ACPM dynamically
adapts to the new situation.
5) ACPM achieves two objectives when its agents use our proposed Q-learning trading strategy:
a) Agents change their prediction and bet in response to other agents’ trades. More specif-
ically, agents estimate their error by comparing their prediction by that of the market (
i.e considering other agents’ trades). Based on this estimated error, agents decide what is
the best action to execute (i.e maintain their prediction or change their prediction toward
the market prediction by some degree).
b) Agents learn from their past experiences to improve their performance in future, similar
to human traders. In particular, agents update their trading strategy at the end of each
market by calculating the reward they could earn if executed different actions in each
state.
6) ACPM is a novel machine learning technique.
As discussed in Chapter 2, there is relatively little research on artificial prediction markets
as a machine learning technique [Chen and Vaughan, 2010, Lay and Barbu, 2010, Barbu and
74
Lay, 2012, Storkey, 2011, Storkey et al., 2012, Hu and Storkey, 2014]. We identify a number
of shortcomings in these works, which we address in this thesis. First, they are presented
as an oﬄine technique, i.e the participants only learn before entering the market and never
revise their hypothesis once trading starts. In contrast, ACPM is online and agents update
their hypothesis at the end of each market. Second, their participants follow a fixed strategy,
while in ACPM, agents use an adaptive strategy informed by their trading history. Third,
when making predictions, their participants lack the ability to observe, and reflect upon, the
wisdom of the crowd. However, ACPM agents have the ability to revise their predictions in
response to those of other agents.
Having explained how our work extends the literature of artificial prediction market, the
remainder of this section discusses how ACPM is different from the related work appearing
in the literature of PEA (covered in Section 2.1.3, page 23 ) and the works which connect
prediction markets and machine learning models (covered in Section 2.3.1, page 42 ).
ACPM bears some resemblance to the notion of Prediction with Expert Advice (PEA) [Cesa-
Bianchi and Lugosi, 2006], where a forecaster collects predictions from a set of experts about
a future outcome and then combines them to form a prediction. While the agents in ACPM
can be seen as experts in PEA who provide predictions to the forecaster, there are key
differences between ACPM and PEA, which we discuss below.
• PEA only advances a paradigm for a forecaster to weight and merge expert predictions,
while ACPM offers a paradigm for both market maker (forecaster) and participating
agents (experts). In PEA, an expert is viewed as a black box and is an entity that
is external to the (PEA) model, whereas in ACPM, agents are explicitly modelled to
modify their own performance over the course of the market, by being offered a level of
autonomy through their trading strategies.
• The weighting process in ACPM is different from PEA. While in PEA the weightings of
the experts are decided by the forecaster based on their previous performance, in ACPM,
the agents independently decide how much to invest in each round, which determines
their influence on the outcome. In ACPM, weights of agents (i.e experts in the context
of PEA) are decided at two levels:
i) their budget which indirectly limits the weight of agent as it limits the amount of
agent investment
ii) the amount they bet on their prediction which is decided by agent trading strategy.
In other words, in ACPM, while maximum weight of an agent is determined by the
budget they could earn over time, their actual weight is determined by the agents
independently.
• While experts in PEA submit their prediction independently, ACPM agents revise their
prediction and bet in response to other agents. Hence, ACPM agents leverage wisdom
of the crowd, a notion which is missing in PEA,
Furthermore, ACPM is different from the works links prediction market to machine learning,
in particular online learning. While the objective in those is formalising a connection between
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PEA and prediction market, ACPM is a novel machine learning technique by adopting the
concept of prediction markets.
In addition, those mentioned works make a connection between a prediction market and
PEA by corresponding the outcomes of prediction markets to experts and each committed
trade in the market to a training instance. However, if one wishes to describe ACPM as
expert learning, agents correspond to experts and each prediction market can be referred to
a training instance.
Finally, we mention the concept of artificial economy due to the number of common key
words that they share with our work. Baum and Durdanovic [2000] propose artificial economy
(named as Hayek) as a new form of reinforcement learning approach in order to solve vey
complex problems such as complex forms of Block World Problems. Their model consist of
agents cooperating together to solve a very complex problem. Agents participate in different
number of auctions, where each auction decides which agent will be the winner to execute
the next action in order to solve the problem. The authors claim that their proposed model
can solve almost all random Blocks World Problems with goal stacks 200 blocks high, where
competing models can only solve up to goal stacks of maximum 8 blocks. This work is
similar to ours in the sense that agents are embedded is an artificial market to coordinate
their activities. However, their focus is on reinforcement learning, with the main application





In order to test the performance of ACPM in different situations, we set out a number of
hypotheses, for each of which we then designed an experiment to test through simulations.
First, we investigate the general performance of ACPM using a real-world data set of syndromic
surveillance. We use syndromic surveillance as our prime case study, for the reason which we
discuss below.
The main objective of a syndromic surveillance system is the earliest possible detection of a
disease outbreak within a population. To achieve this objective, much research has been done
to discover potential data sources which contribute to disease outbreak identification. One of
the main source of information is Internet and open source information such as search engine
queries, posts on social media platforms and government websites [Buehler et al., 2008, Chen
et al., 2010a]. However, the data quality of some of these data sources oscillates over time.
Therefore, integrating available data sources according to an adaptive weighting scheme seems
promising. In addition to availability of data sources, various analysis models are proposed.
Given that the quality of data sources change over time, and the most suitable algorithm for a
given data source is not known a priori, a reasonable response is to consider analysing each data
source with a variety of algorithms and integrate their results. Hence, ACPM can effectively
be applied to the problems of syndromic surveillance since ACPM can analyse each data source
with a number of analysis models and combine their results according to their varying quality.1
We further investigate the performance of ACPM in cases which are not presented in our
real-world syndromic surveillance data set. For example, we investigate the performance of
ACPM when an agent outperforms every other agents permanently (i.e for every record from
the data set) and when the quality of such agent drops suddenly. To this end, we simulate these
cases using synthetic data sets.
Finally, in order to investigate the performance of ACPM in other real-world application
domains, we perform another set of experiments using a number of data sets from the widely-
used repository of the University of California at Irvine (UCI).
We designed a number of hypotheses regarding the performance of ACPM which are pre-
1In this chapter, we use syndromic surveillance data set to investigate the general performance of ACPM in
different situations. However, in Chapter 5, we discuss syndromic surveillance systems in detail and investigate
ACPM aspects as a syndromic surveillance system.
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sented in Section 4.1. Next, Section 4.2 and 4.4 describe the data sets and the experiment
settings we used to test our hypotheses. Finally, Section 4.5 demonstrates the result of our
empirical experiments, followed by Section 4.6 which analyses our results.
4.1 Hypotheses
To investigate different aspects of ACPM performance in different cases, we set out three sets
of hypotheses, namely A, B and C, which are:
A. Using a real-world data set of syndromic surveillance, this set of hypotheses tests the general
performance of ACPM.
1. ACPM performance is higher than the mean performance across all participating agents.
2. ACPM performance is higher than its best performing agent.
3. The Q-learning trading strategy encourages low quality agents to change their prediction
based on the aggregated prediction of other agents and encourages high quality agents
to ignore market prediction as another source of information.
4. Adopting the Q-learning trading strategy, compared to the constant strategy, improves
ACPM performance.
5. Adopting the Q-learning based trading strategy, compared to the constant trading strat-
egy, improves the performance of each agent, and hence the performance of each analysis
model.
6. ACPM outperforms well-known regression and ensemble models as ACPM can instan-
tiate one agent to use each of those models.
7. ACPM changes focus between agents in response to changes in their quality.
8. ACPM requires relatively small additional time for including each additional agent.
B. Using synthetic data sets, this set of hypotheses investigates the performance of ACPM in
edge cases.
1. ACPM is resilient to addition of low quality agents. In other words, addition of agents
with low quality does not affect the performance of ACPM significantly.
2. ACPM performance is higher than its best performing agent in the situations where one
of the agents permanently outperforms the other agents.
3. ACPM performance is higher than its best performing agent in the situations where a
number of equally well performing agents permanently outperform other agents.
4. ACPM performance is higher than its best performing agent in the situations where all
agents perform equally well.
5. ACPM performance is higher than its best performing agent in the situations where all
agents perform equally poor (i.e access random data).
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6. ACPM performance is higher than its best performing agent in situations where all agents
access poor quality data, however, for each consecutive number of records, one of the
agents performs perfectly (i.e obtains zero error).
7. ACPM requires relatively a small number of markets to learn and recover in situations
where the best performing agent suddenly loses quality or become unavailable.
C. Using UCI data sets, this set of hypotheses examines the performance of ACPM in a variety
of real-world domains. In particular, we compare ACPM performance with that of popular
techniques in the literature of machine learning and prediction with expert advice.
1. ACPM performance is domain independent.
2. ACPM outperforms well-known forecasters from the literature of prediction with expert
advice.
4.2 Data Sets
In this section, we describe the data sets used for our experiments.
4.2.1 Syndromic Surveillance Data Sets
One of the popular syndromic surveillance applications is predicting the disease activity level of
influenza-like illnesses (ILI) [Eysenbach, 2006, Ginsberg et al., 2009, Polgreen et al., 2008]. In
these experiments, ACPM predicts the disease activity level of influenza-like illnesses (ILI) in a
given week in the whole of the USA using publicly available data sources. The data used here
contains more than 100 real data sources covering the period 4th January 2004 (when most of
our data sources became publicly available) to 27th April 2014 (when these experiments were
performed), from a variety of sources of Google Flu Trends (GFT), Centers for Disease Control
and Prevention (CDC), and Google Trend.
Google Flu Trends2 is a web service operated by Google which attempts to make accurate
predictions about flu activity by aggregating Google search queries. We used weekly Google Flu
Prediction for different areas of the United States including states, cities and regions, for which
GFT data is available since January 2004.
The CDC Influenza Division3 produces a weekly report on influenza-like illness4 activity in
the USA. We used CDC statistics5 including CDC ILI rate for different age groups (0-4 years,
5-24 years, 25-49 years, 50-64 years, and older than 65 years), USA national ILI rate, total
number of patients and total number of outpatient healthcare providers in ILI network6. CDC
reports ILI rates with a two-week time lag. Therefore, in order to align CDC data with the other
2https://www.google.org/flutrends/
3http://www.cdc.gov/flu/
4ILI is defined as fever (temperature of 100◦F [37.8◦C] or greater) and a cough and/or a sore throat without
a known cause other than influenza (http://www.cdc.gov/flu/weekly/overview.htm)
5These data can be accessed from http://gis.cdc.gov/grasp/fluview/fluportaldashboard.html
6U.S. Outpatient Influenza-like Illness Surveillance Network.
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data sources used, we take the ILI rate from two weeks earlier for each week of the experiment
period. ACPM prediction is compared against the CDC ILI rate.
Google Trends7, another web service operated by Google, shows how often a particular
search-term is entered relative to the total search-volume across various regions of the world.
Google Trend statistics for different terms such as “flu”, “fever”, “cough”, “sore throat”, “flu
symptoms” for each week of the mentioned period in USA are used as another set of data sources.
4.2.2 Artificial Data Sets
To investigate the performance of ACPM in edge cases, we create different noisy data sources to
be accessed by ACPM agents. To this end, we use CDC ILI rate for whole United States8 as the
correct answers. For ease of representation and comparison, we normalised the correct answer
to the range of 0 and 1. Then, we create different data sources by generating some degree of
noise to manipulate the correct answer. This degree of noise is decided based on the objective
of the corresponding hypothesis (for more detail refer to Section 4.4.3 in page 85). To generate
our noisy data, we use a simple model, in which, x% noisy data is constructed by sampling
uniformly at random from the interval (the correct answer –x%, the correct answer +x%).
4.2.3 UCI Data Sets
To establish the general nature of ACPM, we investigate the performance of ACPM on a variety
of other real-world data sets, in addition to our syndromic surveillance data set. Hence, we
randomly chose ten UCI data sets9 from those identified as suitable for regression; these turned
out to be: (i) Bike Sharing, (ii) Auto MPG, (iii) Yacht Hydro-dynamics, (iv) Istanbul Stock
Exchange, (v) Servo, (vi) Forest Fires, (vii) Automobile, (viii) Housing, (ix) Airfoil Self Noise,
and (x) Computer Hardware. Table 4.1 shows the data sets used in this set of experiments
including their number of attributes and instances.
4.3 ACPM Parameter Setting
Like many other machine learning techniques, ACPM has a few parameters that need to be
set. The optimisation of these parameters can be done experimentally using historical data.
However, in this thesis, we assume we have no access to historical data and hence we cannot
optimise these parameters. Therefore, we select some values for these parameters which we use
here to evaluate ACPM. Though tuning these parameters for each particular experiment can
improve the performance of ACPM in each case, we expect these values deliver effective results
without requiring spending time on tuning the parameters and avoids risking overfitting to the
training data.
7www.google.com/trends/








Bike Sharing (hourly basis) 730 16
Auto MPG 398 8
Yacht Hydrodynamics 360 7
Istanbul Stock Exchange 536 8
Servo 167 4
Forest Fires 517 13
Automobile 205 26
Housing 506 14
Airfoil Self Noise 1503 6
Computer Hardware 209 9
Table 4.1: UCI Data Sets Used for Experiments
4.3.1 Market Duration
In situations where agents use constant trading strategy (described in Section 3.3.1, page 59),
variation of market duration (number of rounds) does not affect the market prediction, since
agents change neither their prediction nor their investment over different rounds of a market.
In situations where agents use the Q-learning trading strategy (described in Section 3.3.2,
page 59), the number of rounds must be equal or greater to 2, so that agents can update their
bids using the market prediction of the previous round, otherwise Q-learning trading strategy is
useless. Therefore, we set the value of market duration (number of rounds) to 2. However, the
optimisation of this parameter for each experiment can be done experimentally using historical
data, as mentioned earlier.
4.3.2 Rate Per Transaction Parameters
In Section 3.2.3 (page 56), we discuss the purpose of MinRPT and MaxRPT parameters. In here,
we intuitively set these parameters with regard to a market consisting of two rounds. According
to our discussion in Section 3.2.3 (page 56):
i) First round
• MaxRPT and MinRPT: while we want agents to bet less than 100% of their budget
in each round in order to avoid agent bankruptcy, we prefer agents to bet most of
their budget in the first round, so that as soon as their quality vary, this variation
be reflected in their budgets. Hence, we set MaxRPT and MinRPT for first round to
90%.
ii) Second round
• MinRPT: the primary purpose of MinRPT is to make sure that ACPM is not unre-
sponsive in situations where none of its agents has any incentive to invest (i.e intend
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to place a bet of 0). Hence, any small value for MinRPT serves the purpose and
accordingly we set MinRPT to 0.01%.
• MaxRPT: this parameter must be set to more than 0, so that agents be motivated to
participate in the second round of a market and submit their revised prediction after
listening to wisdom of the crowd. However, we do not want the budget of agents be
largely affected by the revenue they receive by this round bids, simply because these
round bids do not reflect their original quality. Accordingly, we limit the amount they
can bet – and hence receive revenue10 – by setting MaxRPT for second round to 1%.
These values are suggested by concentration on the situations which quality of agents vary
over time, which is one of the motivations of this work. In Section 4.5.16, we evaluate the
performance of ACPM using a number of randomly chosen UCI11 data sets, using these default
values. While the assumption of variations of agent qualities may not be present in some of
these experimented data sets, ACPM works effectively in all these data sets, as demonstrated
in Section 4.5.16 (page 102).
Appendix B presents the performance of ACPM in these data sets for different values of
MaxRPT and number of rounds. The appendix shows that the values we suggest here are not
the best for all data sets and if we tune these parameters, the performance of ACPM can be
even higher than the performance we presented in Section 4.5.16 (page 102).
4.4 Experimental Setup
Five different experiment settings are designed to create the market conditions required for
various experiments to test the hypotheses described in Section 4.1, page 78.
Unless otherwise stated, in all the experiments:
(i) The results of the experiments are based on one run as they are deterministic,
(ii) Agents use the Q-learning trading strategy,
(iii) Our evaluation criterion is Mean Absolute Error (MAE), which is a common measure in





where Yi the true value and Pi is the prediction and n is the number of records (i.e markets),
(iv) The experiments are performed using a MacBook Pro laptop ( 2.5 GHz Intel Core i5
processor, 8 GB Memory, Os X Yosemite).
10 Recall the reward function rewards agents based on their investment amount as well as their prediction
accuracy (see Formula 3.1).
11Repository of the University of California at Irvine (UCI).
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4.4.1 Setting for Experiments A1-A4
In this section, we explain the setting used for experiments evaluating Hypotheses A1 to A4.
Hypotheses A1 and A2 examine the performance of ACPM with regard to all agents’ average
performance and the best performing agent performance. Hypotheses A3 and A4 investigate
how the Q-learning trading strategy is used by agents and whether this intelligent strategy can
increase ACPM performance.
Therefore, we designed four experiments to test each of these hypotheses. Experiment A1
examines ACPM performance with average of all participant performance and Experiment A2
compares the performance of ACPM with the best performing agent. Experiment A3 examines
the popularity of each action of the Q-learning trading strategy for agents with different quality.
Finally, Experiment A4 investigates the effect of the Q-learning trading strategy, compares to
the constant trading strategy, in the performance of ACPM.
To achieve our goal, we create agents accessing different quality data sources. To distinguish
agent quality based on their data source, we set all agents to use the same analysis model. Then,
four market types with different proportions of participant (with regard to their data source
quality) are defined. Each market has 100 participants each having one distinct data sources.
We distinguish the quality of data sources to three categories of low, medium and high quality,
based on their mean absolute error (MAE) as calculated by a number of regression models12.
These categories are not absolute judgements, but relative ones confirmed through the use of
the mentioned analysis models to cluster the data sources according to their mean absolute error
(MAE) and hence identify threshold values that fall between the clusters. Categories thresholds
are set at (0.67, 1] for low quality, [0.55, 0.67] for medium and [0, 0.55) for high quality13. A
summary of each market can be found in Table 4.2 and a detailed information of the data
sources used for each market type is presented in Appendix C. Our four market types are
described below.
Market Type 1: This market comprises agents with medium quality data only (100%).
Market Type 2: To investigate how the presence of a small number of high quality agents affect
the ACPM performance, this market comprises mostly (97%) medium and a
few (3%) high quality data agents.
Market Type 3: To investigate how the presence of a small number of low quality agents affect
ACPM performance, this market contains mostly (88%) medium and several
(12%) low quality data agents.
Market Type 4: This market contains several (13%) low quality data agents, a few (3%) high
quality data agents and many (84%) medium quality data agents.
In these experiments, all agents use the same analysis model, namely SGD14 from the im-
plemented Java Weka API (3-7-10) and configured with their default parameters. There is no
12The models are SGD, IBK, LinearRegression, SMOreg, REPTree, ZeroR, DecisionStump, SimpleLinear-
Regression, DecisionTable, LWL, Bagging, AdditiveRegression, Stacking and Vote.
13Based on the mean absolute error (MAE) of SGD (with Squared Loss function).
14SGD loss function is set to Squared Loss function for the purpose of performing regression.
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Table 4.2: Our four market types. Data sources are divided into three categories of low, medium
and high quality based on their MAE as determined by several regression models. Table rows
describe market types according to data quality of their participants.
specific reason for the use of SGD: it is just one of several models used for the initial clustering
and other analysis models produce qualitatively-similar results.
4.4.2 Setting for Experiments A5-A8
In this section, we explain the setting used for experiments evaluating Hypotheses A5 to A8. In
this set of experiments, we are interested to compare the performance or the time consumption
of ACPM and different analysis models. Therefore, we instantiate one agent for each of the the
following analysis models: SGD, IBK, LinearRegression, SMOreg, REPTree, ZeroR, Decision-
Stump, SimpleLinearRegression, DecisionTable, LWL, Bagging, AdditiveRegression, Stacking
and Vote. This selection of models comprises those: i) available in Java Weka API (3-7-10),
ii) capable of performing regression, iii) can be run on the data set without generating an error.
Since the focus of these experiments are on agent analysis models, we set all agents to have the
same data sources. In this way, we can investigate the behaviour of system and agents with
regard to analysis models, while other variations are kept constant.
In the experiments evaluating Hypotheses A5 and A6, the data source for each agent is the
entire data set, described in market type 4 of Table 4.2.
Hypothesis A7 investigates how ACPM shifts focus between agents, when the quality of
agents vary. To investigate how varying the quality of a data source in different periods affects
the performance of agents and ACPM, In Experiment A7, agents access to only one data source
(Google Flu Prediction for the entire United States).
Hypothesis A8 and accordingly Experiment A8 examines the average time consumption of
ACPM and different agents in each market. With this in mind, we require that all agents have
the same data source. Therefore, we set all agents to access Google Flu Prediction for the entire
United Sate15. Our evaluation criteria in this experiment is the amount of time taken by ACPM
and each agent (i.e analysis model).
15By increasing the size of data source, the time consumption increases for analysis models, but not ACPM
itself.
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4.4.3 Setting for Experiment B1
In this section, we explain the setting used for experiments evaluating Hypothesis B1. The
hypothesis investigates how presence of agents with low and high quality affects the performance
of ACPM. Therefore, the experiment comprises three markets with three different populations
with regards to their prediction quality.
Market Type A: The market has 100 agents receiving random data with a uniform distribution.
Market Type B: The market has agents that are same as the type A market and additionally
one agent with high quality data, namely Google Flu Prediction for the whole
of the United States, which has Mean Absolute Error (MAE) equal to 0.5275.
Market Type C: The market has only one agent which is the high quality agent of market type
B (i.e the agent receiving data from Google Flu Prediction for whole United
State.)
4.4.4 Setting for Experiments B2-B7
A set of experiments is designed to test Hypotheses B2 to B7. In these experiments, we use syn-
thetic data to simulate the required market conditions. As mentioned in Section 4.2.2 (page 80),
x% noisy data is constructed by sampling uniformly at random from the interval (the correct
answer –x%, the correct answer +x%).
Setting for Experiment B2
To test Hypothesis B2, the experiment examines the performance of ACPM in the situation
where one of the agents permanently outperforms the other agents. Hence, the experiment has
one agent receiving a 10% noisy data and 39 agents accessing distinct 50% noisy data sources.
Setting for Experiment B3
To test Hypothesis B3, the experiment examines the performance of ACPM in situations
where a number of equally well performing agents permanently outperform the other agents
with similar quality. Therefore, the experiment with this setting has 5 agents accessing distinct
10% noisy data and 35 agents accessing distinct 50% noisy data sources.
Setting for Experiment B4
To test Hypothesis B4, the experiment examines the performance of ACPM when all agents
perform equally well. Accordingly, the experiment includes 40 agents each accessing 40 differ-
ent data sources with 10% noise.
Setting for Experiment B5
To test Hypothesis B5, the experiment examines the performance of ACPM when agents access
very poor quality data such as random data. To achieve this, the experiment has 40 agents
each access a distinct random data with uniform distribution.
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Setting for Experiment B6
To test Hypothesis B6, the experiment examines the performance of ACPM when all agents
access very poor quality data, however, for each number of consecutive markets, one agent
predicts perfectly. Accordingly, the experiment includes 40 agents each access randomly gen-
erated data, but for each set of 10 records, one agent is chosen randomly to access the correct
answer.
Setting for Experiment B7
To test Hypothesis B7, the experiment examines the performance of ACPM in situations where
the quality of the agents’ predictions vary over time. In particular, the experiment examines
how ACPM responds in situations where the best performing agent suddenly loses its quality
or become unavailable. Hence, the experiment has 5 agents with fixed errors of 0.1, 0.2, ..., 0.5.
A data with fixed error of X, is the addition of X to the correct answer. After each 100
markets, the error of the best performing agent is set to 1 and kept unchanged until the end.
In all the above, agents simply return the data as the prediction (i.e no analysis model). In
Experiments B2 to B6, we measure accumulated error of ACPM and its agents from the first
market to the last market. However, since Hypothesis B7 investigates the immediate behaviour
of ACPM due to a sudden change in the system, we measure and present error (rather than the
accumulated error) of agents and ACPM in Experiment B7.
As the process of generating noise in experiment B2 to B6 are not deterministic, the experi-
ments are run for 100 times. For sake of clear presentation, the figures in Section 4.5.10 to 4.5.14
(page 97 to 100) shows the results for one run, which are very similar to the averaged results
for 100 runs. Please refer to Appendix D for the results based on 100 runs.
4.4.5 Setting for Experiments C1-C2
In this section, we explain the setting used for experiments evaluating Hypotheses C1 and C2.
Hypothesis C1 examines the performance of ACPM in a variety of real-world domains and Hy-
pothesis C2 claims ACPM outperforms some well-known models from the literature of prediction
with expert advice.
In these experiments, we run a number of experiments using UCI data sets, which we mention
in Section 4.2.3 (page 80). For every data set, the records were revealed to the different analysis
models, one record at a time (according to their original order in the data set). Any records
that include null values were excluded from this process. The first five records were used for the
initial training of models, and were excluded from the evaluation process. We used a variety of
models from R’s widely-used caret package (version 6.0-37), namely:
1) Bagged CART (treebag),
2) Conditional Inference Random Forest (cforest),
3) Random Forest (rf),
4) Multi-Layer Perceptron (mlp),
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5) Model Averaged Neural Network (avNNet),
6) Boosted Generalized Linear Model (glmboost),
7) Boosted Tree Linear Regression (blackboost),
8) Linear Regression (lm),
9) Gaussian Process (gaussprLinear),
10) CART (rpart),
11) Generalized Linear Model (glm),
12) K-Nearest Neighbors (knn), and
13) Gaussian Process with Polynomial Kernel (gaussprPoly).
Any parameters of those models were kept at their default values. This selection of models
comprises those: i) available in R’s caret package (version 6.0-37), ii) capable of performing
regression, iii) can be run on all of the mentioned data sets without generating an error.
To test these hypotheses , we constructed an ACPM with 13 agents, each agent has a
unique analysis model corresponding to one of the above analysis model. We experimented with
two variations of ACPM; one in which the agents use a constant trading strategies, and the
other in which the agents use Q-learning trading strategy. In Experiment C1, we compare the
performance of ACPM with the same analysis models mentioned above as benchmarks.
We then experimented four well-known forecasters from the literature of Prediction with
Expert Advice (PEA) [Cesa-Bianchi and Lugosi, 2006], namely:
1) Exponentially Weighted Average Forecaster (EWAF) [Cesa-Bianchi and Lugosi, 2006],
2) Tracking the Best Expert16 (TBE) [Herbster and Warmuth, 1998],
3) Following the Best Expert (FBE) [Robbins, 1985],
4) Exponentiated Gradient algorithm (EG) [Kivinen and Warmuth, 1997].
In our experiments, each of these forecasters had one expert (i.e agent) for each of the
aforementioned learning models, meaning that they were given the same input as our ACPM.
The forecaster parameters are set according to the suggestions made by their own developers.
Specifically:
1) EWAF: η =
√
2 ln(n)/T, where n is the number of experts and T is number of time steps (i.e
number of records).
2) TBE: η = 1/2 and α = n/T, where n is the number of experts and T is number of time
steps (i.e number of records).
3) FBE: no parameter to be set.
16More specifically, the fixed-share algorithm.
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4) EG: η = 2/(3R2), where R is an upper bound for the maximum difference between expert
predictions at time T.
Experiment C2 benchmarks the performance of ACPM with each of the forecasters mentioned
above. In these experiments, our evaluation criteria is Mean Squared Error (MSE) as MSE is a






where Yi the true value and Pi is the prediction and n is the number of records (i.e markets).
4.5 Experiments
In order to test Hypotheses A1 to C2, a number of experiments are performed, the results of

















Participants Average   
Figure 4-1: Experiment A1. Comparing ACPM performance with the mean performance of
participants for each market type. The figure shows that the performance of ACPM is higher
than the mean performance of all agents in each market type.
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This experiment tests Hypothesis A1, which states ACPM performance is higher than the
mean performance across all participating agents. The experiment explores the impact of differ-
ent combinations of participating agents with regards to their quality on ACPM performance.
As described in Table 4.2, we consider four markets with different proportions of data source
quality participants.
Figure 4-1 compares the performance of ACPM with the average performance of all agents
in each market type. The figure shows that the performance of ACPM is higher than the mean
performance across all agents across all four market types. In particular, the figure shows, the
MAE of ACPM is less than the average of agents MAE in market type 1 to type 4 by 12%, 13%,
14% and 16%, respectively. The results are statistically highly significant in all cases (p-value















Best Performing Agent 
Figure 4-2: Experiment A2. Comparing ACPM performance with the best performing partic-
ipant performance for each market type. ACPM outperforms best performing agent in each
market type.
This experiment tests Hypothesis A2, which states ACPM performance is higher than its best
performing agent. Since ACPM performance is dependent on participating agents’ performance,
one reasonable measure for evaluating ACPM performance is comparing the performance of
ACPM with its best performing agent.
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Figure 4-2 compares ACPM performance with the best performing agent performance in
each market type. In here, we consider the original prediction of agents and not the improved
prediction using the Q-learning trading strategy since the improved prediction does not present
the original performance of an agent but the enhanced performance of an agent through ACPM
mechanism. The MAE of ACPM is 4% less than the best performing agent in type 1 (p-value
= 1.32E – 04) and 4% less in type 3 (p-value = 1.40E – 04). However, ACPM performance is
slightly worse than the best performing agent in type 2 and 4 (i.e 0.6% in type 2 and 0.2% in
type 4). This is due to the presence of high quality agents in market type 2 and 4, while market














  ChangePr Action
  PreservePr Action  
Figure 4-3: Experiment A3. Popularity of each action for agents with different quality. Action
“ChangePr” is the most popular action for low quality agents and “PreservePr” is the most
popular action for high quality agents.
This experiment tests Hypothesis A3. The Q-learning trading strategy, proposed in Sec-
tion 3.3.2 (page 59), offers two actions: “ChangePr” and “PreservePr”. Hypothesis and Ex-
periment A3 investigates which action is more popular for agents with different quality. As
explained in Section 4.4.1 (page 83), we distinguish the data sources into three categories of
low, medium and high quality. In this experiment, each agent is fed by one of these data source
qualities and all agents use the same analysis models. Therefore, agents are distinguished by
low quality , medium quality or high quality according to the data they have.
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As can be seen from Figure 4-3, Action “PreservePr” which suggests the agent does not
change its prediction, based on the previous round market prediction, is the most popular
action for agents with high quality data and the least popular action for agents with low quality
data. Conversely, Action “ChangePr”, which suggests the agent changes its prediction based
on the previous round market prediction, is the most popular action in agents with low quality
data and the least popular action in agents with high quality data. The graph also shows that
















  Q-learning Trading Strategy
  Constant Trading Strategy
Figure 4-4: Experiment A4. Comparison of ACPM’s performance with Q-learning and without.
Adopting the Q-learning by participants increases the performance of ACPM compared to the
constant trading strategy in each market type.
This experiment tests Hypothesis A4, which states adopting the Q-learning trading strategy,
compared to the constant strategy, improves ACPM performance. As discussed in Section 3.3
(page 59), we designed: constant trading strategy and Q-learning trading strategy. While the
first one ignores the previous round market prediction, the latter one uses this information, to
update the bids for the next trade.
This trading strategy causes low quality agents to lessen the amount of noise they send to
the market by updating their bids based on the wisdom of the crowd (i.e market prediction).
However, high quality agents preserve their prediction and ignore the market prediction as they
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believe in themselves more than then the crowd. Experiment A4 compares the performance of
ACPM in two situations:
1) all participants use the constant trading strategy,
2) all participants adopts the Q-learning trading strategy.
Figure 4-4 shows that adopting the Q-learning trading strategy by participants increases
the performance of ACPM compared to the constant trading strategy in each market type, as
expected. The results are highly significants in all market types (p-value for Type 1= 2.77E– 39,





































































Improved Prediction Using Q-learning Trading Strategy Original Prediction
Figure 4-5: Experiment A5. How participating in ACPM and utilising Q-learning strategy
improves the performance of each classifier.
This experiment tests Hypothesis A5, which investigates whether each agent performance
can be improved by adopting the Q-learning trading strategy compared to adopting the constant
trading strategy.
92
Figure 4-5 compares the difference of MAE between models if being used by an agent who
is employing Q-learning or constant strategy. The performance of agents using the constant
strategy is equal to performance of their assigned models which are run independently without
the concept of ACPM. Therefore, the graph also shows how much each model performance is
improved by participating in ACPM.
Figure 4-5 demonstrates that the performance of every analysis model is improved by par-
ticipating in the market and using the Q-leaning trading strategy. As can be seen from the
figure, the amount of improvement is larger with low performing agents such as ZeroR, Vote








































































Figure 4-6: Experiment A6. Comparing ACPM performance with well known machine learning
models.
This experiment is designed to test Hypothesis A6, which states ACPM outperforms well-
known regression and ensemble models. The experiment compares the performance of ACPM
with well-known regression models. In this experiment, ACPM has one agent for each of the
models presented in Figure 4-6 and the data source of each agent is the entire data set. Then
the performance of ACPM is compared with the performance of each of these models as the
benchmarks. The benchmarks use the same data as ACPM agents do, and similar to ACPM are
run incrementally, which means for each available record, they predict the true value and then
are retrained again with the correct answer and all seen records. Therefore, the performance of
each benchmark is equal to the performance of the agent uses the same model.
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Figure 4-6 compares ACPM’s MAE with the MAE of well-known regression models and
ensemble methods. The figure shows that ACPM has a lower MAE than all the models. The



























Figure 4-7: Experiment A7. Performance comparison of ACPM against high quality data par-
ticipants, over a range of time frames.
This experiment tests Hypothesis A7. One of the main benefits of ACPM is that it shifts
its focus between agents once their quality vary. Therefore, Hypothesis A7 examines this claim
by creating an agent, for each of the models listed in the Figure 4-7. All agents have the same
single data source whose quality varies over time. Therefore, the performance of each model
and hence the performance of each agent changes from time to time.
Figure 4-7 presents the performance of ACPM and agents in different periods of time (i.e
every 100 markets) as shown in x-axes of the figure. The figure demonstrates that ACPM
performance shifts focus in response to changes in quality of individual agent performance. As
can be seen from the graph, different agents outperform the others in each period. For instance,
IBK agent has relatively very low MAE in Market number 1-100, but has relatively high MAE
in market numbers 400-500. The graph shows that ACPM is close to the best performing








































Figure 4-8: Experiment A8. Demonstrating the average time consumption for each market in
ACPM. The y-axes shows the consumed time in nano seconds.
the highest performance in each period as ACPM requires time to adapt to the environmental
changes. However, when compared across all market numbers (market numbers 1-536), ACPM
outperforms all agents, as shown by the final cluster of results.
4.5.8 Experiment A8
This experiment tests Hypothesis A8 by investigating the time taken by ACPM. The experiment
compares the time taken by ACPM including and excluding time used by the agents’ analysis
models. In this experiment, ACPM includes 14 agents, each having a distinct analysis model
but having the same data set.
Figure 4-8 demonstrates the average time taken for each market (i.e per record). The y-axes
shows the time taken in nano seconds. The first bar, from left side of the figure, represents the
amount of time which ACPM takes for each market on average. The second bar demonstrates
the average time only taken by the models in each market, clustered into different colours to
show time taken by each analysis model. The third bar shows the average time taken by ACPM
for each market, exclusive of the time used by the analysis models. With regards to the last
case, ACPM takes approximately 5.60E + 06 nano seconds for including the first agent to the
system and 3.50E + 05 nano second for each additional agents, per record17.
As Figure 4-8 shows the analysis models used 84% of the total time taken of the entire
simulation, where 76% of this time is used by SMOreg model, followed by SGD and Bagging
17We ran this experiment with different number of agents between [1....14]
and we calculated the average time taken by ACPM using this formula:
total time taken for the entire simulation excluding the time used by the analysis models
number of records×number of agents . We obtained the same re-
sults whenever the market had more than one agent
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models, each consuming 9% and 7% respectively. In this experiment, the data set used by models
is small (has only one attribute), however, as the size of the data set increases the amount of
















Figure 4-9: Experiment B1. Comparing ACPM performance. Type A: the market has 100
agents with random data. Type B: the market has agents of the type A market and additionally
one agent with high quality data. Type C: the market has only the high quality agent.
This experiment tests Hypothesis B1, which investigates how addition of low and high quality
agents affects the performance of ACPM. Figure 4-9 compares performance of ACPM in different
markets:
(i) Type A: has 100 agents with very low quality data.
(ii) Type B: has type A market population and additionally one agent with high quality data
(i.e has 101 agents).
(iii) Type C: has only the high quality agent in market type B (i.e has 1 agent).
The graph shows that market type A has a MAE of 0.77 and types B and C have MAE of
0.55 and 0.53 respectively. The result suggests that addition of one high quality agent to 100
very low quality agents decreases the error by 0.22 (i.e by changing market composition from
type A with MAE=0.77 to type B with MAE=0.55), while, the addition of 100 very low quality
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Figure 4-10: Experiment B2. Comparing accumulated error of ACPM and its 40 participants.
One agent accesses data with 10% noise and 39 agents access data with 50% noise. Each solid line
represents the accumulated error of a participating agent and the multi-coloured line represents
the accumulated error of ACPM.
agents to a market which has only one high quality agent only increases the error by 0.02 (i.e
changes market composition from type C with MAE=0.53 to type B with MAE=0.55).
4.5.10 Experiment B2
This experiment tests Hypothesis B2, which examines the performance of ACPM in a situation
where one of the agents permanently outperforms the other agents.
Figure 4-10 compares the accumulated error of all participating agents and ACPM in this
experiment. As can be seen from Figure 4-10, one agent (shown in black line) outperforms every
other agent and ACPM (shown in multi-colour line) follows the best performing agent. The
graph shows that ACPM accumulated error is slightly higher than the best agent accumulated
error and this difference is unchanged until the end of experiment. In this experiment, all agents
except the best performing agent have similar performance.
4.5.11 Experiment B3
This experiment tests Hypothesis B3. Hypothesis and Experiment B3 investigate the perfor-
mance of ACPM when a group of agents with similar quality outperform the rest of agents
permanently.
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Figure 4-11: Experiment B3. Comparing accumulated error of ACPM and its 40 participants.
5 agents access data with 10% noise and 35 agents access data with 50% noise. Each solid line
represents the accumulated error of a participating agent and the multi-coloured line represents
the accumulated error of ACPM.
Figure 4-11 compares the accumulated error of all participating agents and ACPM in this
experiment. The figure shows that the best performing agents obtains much less error compared
to the rest of participants. Although ACPM performance is not equal or better than every best
performing agents, but very close to them. In this graph, the accumulated error of ACPM and
the best performing agents form almost a single line as their performance is very close.
4.5.12 Experiment B4
This experiment tests Hypothesis B4. Hypothesis and Experiment B4 examine the performance
of ACPM when the system has only equally well performing participants.
Figure 4-12 compares the performance of ACPM and its participating agents. As the graph
shows ACPM achieves performance better than every single agent in this situation. The figure
also shows that, as the number of markets increases, the accumulated error of ACPM reduces
in comparison to the error of each participant, i.e the gap between the accumulated error of
ACPM and agents increases.
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Figure 4-12: Experiment B4. Comparing accumulated error of ACPM and its 40 participants
each accessing data with 10% noise. Each solid line represents the accumulated error of a
participating agent and the multi-coloured line represents the accumulated error of ACPM.
4.5.13 Experiment B5
This experiment tests Hypothesis B5. Hypothesis and Experiment B5 examine the performance
of ACPM when all agents access very poor quality data, i.e random data with uniform distribu-
tion.
Figure 4-13 compares the accumulated error of ACPM and its participating agents. As the
figure demonstrates ACPM performs poorly when all of its participants are very low performing.
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Figure 4-13: Experiment B5. Comparing accumulated error of ACPM and its 40 participants
receiving random data with uniform distribution. Each solid line represents the accumulated
error of a participating agent and the multi-coloured line represents the accumulated error of
ACPM.
4.5.14 Experiment B6
This experiment tests Hypothesis B6. Hypothesis and Experiment B6 examine the performance
of ACPM in situations where all agents have very poor quality data (random data) but for each
10 consecutive markets, one distinct agent makes perfect prediction, or in other words it attains
zero error. The corresponding results are shown in Figure 4-14.
Figure 4-14 shows that ACPM can perform relatively well in such situations as, at each
period, it can automatically adapt to the environment changes by distinguishing the high quality
agent and follow that agent.
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Figure 4-14: Experiment B6. Comparing accumulated error of ACPM and its 40 participants
each accessing random data with uniform distribution. For each set of 10 markets, one of the
agents has access to the correct answer. Each solid line represents the accumulated error of a
participating agent and the multi-coloured line represents the accumulated error of ACPM.
4.5.15 Experiment B7
This experiment tests Hypothesis B7 and examines how ACPM responds in situations where
the best performing agent suddenly loses quality or becomes unavailable. Figure 4-15 compares
the error of ACPM and its participating agents.
As Figure 4-15 shows, ACPM (shown by a multi-coloured line) recognises the best performing
agent (shown by black colour) after the first 10 markets. Then, in market number 100, the quality
of the best performing agent (black line) suddenly drops and obtains error equal to 1. This causes
ACPM to perform poorly for a few number of markets, however, ACPM recognises the next best
performing agent (shown by red line) rapidly and follows that agent. As the figure shows, the
same process happens for markets 200, 300..500, where the subsequent best performing agents
lose quality18.
This graph demonstrates the performance of ACPM when the quality of the best performing
agent drops, however, the same result is attained when the best performing agent becomes
unavailable.
18We also experimented with other version of this setting. In particular, we created additional 95 agents with
error equal to 1 in each record and added to this market. This required 12 and 10 markets for ACPM to learn
and recover respectively.
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Figure 4-15: Experiment B7 - Comparing error of ACPM and its 5 participants with varying
performance. Each solid line represents the accumulated error of a participating agent and the
multi-coloured line represents the accumulated error of ACPM.
4.5.16 Experiment C1
This experiment tests Hypothesis C1, which states the performance of ACPM is domain in-
dependent. The experiment results are shown in Table 4.3 and 4.4. In particular, Table 4.3
presents the Mean Squared Error (MSE) of every model, listed in the table as benchmarks, and
that for each of the two variations of ACPM i) when ACPM agents use the Q-learning trading
strategy and ii) when ACPM agents use the constant trading strategy. Appendix E demon-
strates these results using two evaluation metrics of MSE and MAE. Furthermore, for each data
set, the table highlights the top three models; the best model is highlighted in red, the second
in yellow, and the third in grey. Table 4.4 presents paired t-tests that compare the performance
of ACPM with Q-learning against that of the alternatives (i.e., the individual models, as well
as ACPM with the constant trading strategy). Here, the null hypothesis is that the two perfor-
mances being compared are not significantly different. Therefore, within a tolerance α = 0.05,
when p-value<0.05, ACPM is significantly better than the other models.
First we compare the two variations of ACPM. As can be seen in Table 4.3, ACPM with
Q-learning is better than the constant trading strategy for all data sets, with the exception
of the Istanbul Stock Exchange, where they both do equally well. This result is statistically
significant for eight out of the ten data sets, as shown in Table 4.4. Next, we compare ACPM
with Q-learning against the individual models. As can be seen in Table 4.3, ACPM ranks among
the top two for all data sets. As shown in Table 4.4, the results are statistically significant in
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111 out of 130 cases (i.e., p-value < 0.05).
ACPM achieves the best performance in four data sets (Bike Sharing, Servo, Housing, Com-
puter Hardware), the second best performance in other data sets (Auto MPG, Yacht Hydrody-
namics, Istanbul Stock Exchange, Forest Fires, Automobile, Airfoil Self Noise). Unlike ACPM,
none of the benchmarks is placed in the top two positions for all data sets. Random Forest
(rf), which is shown to be the best classifier in most data sets [Ferna´ndez-Delgado et al., 2014],
achieves the best performance in three data sets (Yacht Hydrodynamics, Automobile, Airfoil
Self Noise) , and the second best in one data set (Housing). ACPM with Q-learning trading
strategy is only 9% worse than the best model, averaged over all these data sets, followed by
ACPM with constant trading strategy, Random Forest (rf) and Boosted Tree Linear Regression
(blackboost) which are 17%, 72% and 143%, respectively.
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ACPM(Q-learn) 1.74E+06 9.61E+00 9.21E+00 1.47E-04 6.13E-01
ACPM(Constant) 1.76E+06(1.01) 9.77E+00(1.02) 1.14E+01(1.24) 1.47E-04(1.00) 6.16E-01(1.01)
treebag 1.21E+07(6.95) 1.28E+01(1.33) 2.41E+01(2.62) 1.71E-04(1.16) 9.25E-01(1.51)
cforest 1.30E+07(7.47) 1.17E+01(1.22) 2.31E+01(2.51) 1.64E-04(1.12) 9.71E-01(1.58)
rf 1.32E+07(7.59) 9.63E+00(1.00) 6.49E+00(0.71) 1.62E-04(1.10) 6.56E-01(1.07)
mlp 8.14E+06(4.68) 2.06E+01(2.14) 1.12E+02(12.16) 1.75E-04(1.19) 7.21E-01(1.18)
avNNet 2.38E+06(1.37) 5.72E+02(59.52) 3.24E+02(35.18) 2.02E-04(1.37) 2.41E+00(3.93)
glmboost 1.37E+07(7.87) 1.23E+01(1.28) 8.60E+01(9.34) 1.50E-04(1.02) 1.36E+00(2.22)
blackboost 1.34E+07(7.70) 1.16E+01(1.21) 2.30E+01(2.50) 1.66E-04(1.13) 1.06E+00(1.73)
lm 1.37E+07(7.87) 1.20E+01(1.25) 8.96E+01(9.73) 3.02E-04(2.05) 1.38E+00(2.25)
gaussprLinear 8.84E+06(5.08) 3.01E+01(3.13) 1.03E+02(11.18) 1.55E-04(1.05) 1.40E+00(2.28)
rpart 1.11E+07(6.38) 2.51E+01(2.61) 3.78E+01(4.10) 2.08E-04(1.41) 1.17E+00(1.91)
glm 1.37E+07(7.87) 1.20E+01(1.25) 8.96E+01(9.73) 3.02E-04(2.05) 1.38E+00(2.25)
knn 1.27E+07(7.3) 1.22E+01(1.27) 1.55E+02(16.83) 1.65E-04(1.12) 1.33E+00(2.17)










ACPM(Q-learn) 4.12E+03 1.05E+07 1.56E+01 8.79E+00 5.08E+03
ACPM(Constant) 4.14E+03(1.01) 1.21E+07(1.15) 1.67E+01(1.07) 9.18E+00(1.04) 5.67E+03(1.12)
treebag 4.42E+03(1.07) 1.87E+07(1.78) 2.34E+01(1.50) 1.76E+01(20.00) 1.38E+04(2.72)
cforest 4.11E+03(1.00) 2.18E+07(2.08) 2.05E+01(1.31) 1.42E+01(1.62) 1.38E+04(2.72)
rf 4.43E+03(1.08) 9.42E+06(0.90) 1.59E+01(1.02) 6.96E+00(0.79) 6.07E+03(1.20)
mlp 4.64E+03(1.13) 1.02E+08(9.71) 5.31E+01(3.40) 3.68E+02(41.87) 2.62E+04(5.16)
avNNet 4.22E+03(1.02) 2.37E+08(22.57) 5.45E+02(34.94) 1.54E+04(1751.9) 3.78E+04(7.44)
glmboost 4.19E+03(1.02) 1.35E+07(1.29) 2.77E+01(1.78) 2.40E+01(2.73) 5.21E+03(1.03)
blackboost 4.13E+03(1.00) 1.75E+07(1.67) 1.98E+01(1.27) 1.31E+01(1.49) 1.44E+04(2.84)
lm 4.48E+03(1.09) 6.83E+09(650.48) 8.39E+01(5.38) 2.37E+01(2.7) 7.70E+03(1.52)
gaussprLinear 4.43E+03(1.08) 9.27E+07(8.83) 1.28E+02(8.21) 1.85E+03(210.4) 5.26E+03(1.04)
rpart 4.13E+03(1.00) 2.52E+07(2.4) 4.01E+01(2.57) 3.19E+01(3.63) 1.74E+04(3.43)
glm 4.48E+03(1.09) 6.83E+09(650.48) 8.39E+01(5.38) 2.37E+01(2.7) 7.70E+03(1.52)
knn 4.59E+03(1.11) 1.74E+07(1.66) 2.77E+01(1.78) 1.92E+01(2.18) 1.39E+04(2.74)
gaussprPoly 4.11E+03(1.00) 1.15E+07(1.1) 2.62E+01(1.68) 1.75E+01(1.99) 6.70E+03(1.32)
Table 4.3: Experiment C1 - MSE of ACPM and Benchmarks. ACPM outperforms most bench-
marks for many data sets. The value in the parentheses gives the ratio by which ACPM performs












ACPM(Constant) 7.75E-03 3.26E-02 1.81E-07 9.22E-01 3.22E-01
treebag 1.34E-200 1.60E-11 3.26E-21 8.71E-05 4.54E-04
cforest 2.89E-205 7.23E-08 1.57E-10 8.65E-03 5.71E-04
rf 1.12E-201 8.59E-01 9.96E-01 9.30E-03 8.13E-01
mlp 1.51E-90 7.17E-15 3.99E-28 1.16E-05 2.57E-01
avNNet 7.75E-21 2.48E-192 1.27E-24 2.52E-06 6.54E-05
glmboost 2.33E-196 2.61E-06 4.76E-61 6.54E-01 6.08E-17
blackboost 9.36E-200 4.48E-06 4.61E-12 3.60E-03 1.58E-07
lm 2.78E-196 1.28E-05 7.70E-66 2.77E-02 1.03E-16
gaussprLinear 1.09E-118 8.30E-11 6.87E-60 4.48E-01 9.00E-18
rpart 8.14E-201 1.41E-31 8.79E-42 3.47E-11 6.86E-05
glm 2.78E-196 1.28E-05 7.70E-66 2.77E-02 1.03E-16
knn 2.09E-212 1.74E-06 2.14E-25 2.27E-03 4.37E-05










ACPM(Constant) 1.06E-07 8.10E-03 1.96E-02 7.25E-08 5.84E-03
treebag 3.20E-12 6.76E-05 5.72E-14 3.79E-81 1.10E-05
cforest 3.16E-13 2.63E-08 3.78E-07 4.25E-55 4.16E-05
rf 8.93E-15 9.62E-01 5.68E-02 1.00E+00 3.65E-01
mlp 4.19E-03 1.64E-22 5.12E-39 1.83E-57 2.73E-15
avNNet 1.00E+00 8.80E-56 1.33E-185 0.00E+00 4.40E-15
glmboost 3.62E-15 5.24E-03 4.89E-11 8.07E-98 6.37E-02
blackboost 1.82E-27 2.55E-04 3.63E-07 9.22E-44 2.25E-06
lm 3.92E-30 2.39E-02 2.17E-05 1.41E-94 2.68E-05
gaussprLinear 4.08E-30 1.29E-33 2.60E-43 8.85E-55 7.06E-03
rpart 5.49E-26 7.76E-10 2.28E-28 5.34E-136 2.93E-09
glm 3.92E-30 2.39E-02 2.17E-05 1.41E-94 2.68E-05
knn 3.39E-05 2.06E-04 3.76E-09 1.46E-99 8.10E-04
gaussprPoly 2.74E-17 8.35E-02 1.35E-01 1.61E-42 7.84E-02
Table 4.4: Experiment C1 - The p-values of paired t-test for ACPM and benchmarks.
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ACPM(Q-learn) 1.74E+06 9.61E+00 9.21E+00 1.47E-04 6.13E-01
EWAF 9.34E+06(5.38) 1.25E+01(1.3) 1.86E+01(2.02) 1.51E-04(1.03) 8.80E-01(1.44)
TBE 9.34E+06(5.37) 1.31E+01(1.37) 4.25E+01(4.62) 1.46E-04(0.99*) 8.25E-01(1.35)
FBE 2.38E+06(1.37) 8.75E+00(0.91*) 7.43E+00(0.81*) 1.50E-04(1.02) 7.42E-01(1.21)










ACPM(Q-learn) 4.12E+03 1.05E+07 1.56E+01 8.79E+00 5.08E+03
EWAF 4.13E+03(1) 1.49E+08(14.23) 2.31E+01(1.48) 7.61E+00(0.87*) 8.25E-01(1.35)
TBE 4.14E+03(1) 1.49E+08(14.24) 2.00E+01(1.28) 8.97E+01(10.2) 8.87E+03(1.75)
FBE 4.19E+03(1.02) 1.12E+07(1.07) 2.07E+01(1.33) 7.00E+00(0.80*) 6.33E+03(1.25)
EG 4.35E+03(1.06) 5.52E+07(5.26) 1.78E+01(1.14) 1.45E+01(1.65) 6.74E+03(1.33)
Table 4.5: Experiment C2 - MSE of ACPM and Forecasters. ACPM outperforms most forecast-
ers in each data set, except a few cases which are marked by ∗.
4.5.17 Experiment C2
This experiment tests Hypothesis C2, which states ACPM outperforms well-known forecast-
ers from the literature of prediction with expert advice. Table 4.5 compares ACPM’s Mean
Squared Error (MSE) with the MSE of four well-known forecasters from the literature of Pre-
diction with Expert Advice (PEA), namely: (i) Exponentially Weighted Average Forecaster
(EWAF), (ii) Tracking the Best Expert (TBE), (iii) Following the Best Expert (FBE), and
(iv) Exponentiated Gradient algorithm (EG).
Table 4.5 presents the Mean Squared Error (MSE) of ACPM with Q-learning, as well as the
MSE of each of these forecasters. As can be seen from the table, ACPM outperforms the majority
of forecasters in every data set and ACPM is outperformed only in 6 cases out of 40 (marked ∗).
In particular, ACPM is the best model in 5 data sets (Servo, Forest Fires, Automobile, Housing,
Computer Hardware) and the second best in the 4 data sets (Bike Sharing, Auto MPG, Yacht
Hydrodynamics, Istanbul Stock Exchange) and the third in Airfoil Self Noise data set. Table 4.6
presents the paired t-tests comparing ACPM against the PEA forecasters. As can be seen, the
results are statistically significant in 25 out of 40 cases (i.e p-value<0.05).
4.6 Analysis
The main purpose of ACPM is to predict a continuous variable value, by integrating a range of
data sources and aggregating the results of different analysis models. In ACPM, each agent plays
the role of a market participant and represents an analysis model and a data source. Agents are













EWAF 8.76E-169 1.35E-24 1.27E-01 3.84E-01 6.28E-06
TBE 8.76E-169 1.84E-20 2.42E-23 8.89E-01 4.33E-07
FBE 1.40E-21 5.64E-01 8.47E-01 6.70E-01 1.32E-02










EWAF 2.69E-08 3.67E-03 5.42E-01 1.00E+00 8.00E-03
TBE 2.86E-10 3.67E-03 1.20E-03 2.50E-281 8.00E-03
FBE 1.99E-13 5.59E-01 4.18E-01 1.00E+00 1.04E-03
EG 3.60E-07 1.21E-02 2.75E-01 6.16E-66 6.82E-02
Table 4.6: Experiment C2 - The p-values of paired t-test for ACPM and PEA models.
establishes a prediction market for each available record to predict the true value of the record
by integrating the prediction of participating agents through market mechanism.
We designed a number of hypotheses and performed various experiments to test them. A
number of our hypotheses are satisfied immediately from our experiments. Figure 4-1 demon-
strates that ACPM performance is higher than the average performance of all participating
agents in different market compositions and hence satisfies Hypothesis A1. This happens due
to the ability of ACPM to identify the best performing agents in the market and relying on
their predictions. Figure 4-2 shows that MAE of ACPM is lower than the best performing agent
in different market types (Hypothesis A2). As can be seen from the figure, ACPM achieves
higher performance than the best performing agent in market types 2 and 4, but not market
types 1 and 3. The reason is that market types 2 and 4 have high quality agents which usually
outperform the other agents, but market type 1 and 3 have only medium and/or low quality
agents. To further test the validity of this hypothesis in different cases, Experiments B2 to B7
are performed.
Figure 4-10 shows that in situations where one agent permanently outperforms all other
agents, ACPM accumulated error is slightly higher than that of the best agent (rejecting Hy-
pothesis B2). In such situations, ACPM recognises the best agent and follows its prediction.
Since ACPM requires a number of markets to distinguish that agent, ACPM performance is
slightly worse than the best performing agent in such cases.
Experiment B3 investigates the performance of ACPM when a number of agents with similar
quality permanently outperform the other agents. As Figure 4-11 shows, ACPM performance
is not better than the best performing agents in such situations (rejecting Hypothesis B3), but
very close to the best performing agents. As mentioned earlier, ACPM requires a number of
markets to distinguish and follow these outstanding agents, therefore ACPM may obtain larger
107
error compared to the agents who permanently outperform the rest of population.
Figure 4-12 confirms that ACPM achieves performance better than every single agent when
ACPM includes equally well performing participants (satisfying Hypothesis B4). Accordingly,
this behaviour happens when there is diversity among the agents, similar to the success criteria
of ensembles [Rosen, 1996] and real-world prediction markets [Ray, 2006].
According to the results of Experiment B5 which is shown by Figure 4-13, ACPM can
not perform well when all its participating agents perform poorly (rejecting Hypothesis B5),
as expected. In these types of markets, an agent performing well at one market does not
necessarily perform well in the subsequent market, and hence ACPM keeps switching weights
among the participants. Therefore, ACPM keeps following different agents in different markets
and consequently ACPM performs poorly similar to its participating agents.
Experiment B6 extends Experiment B5 by choosing one of the participating agents randomly
for a period of time to access the correct answer and hence the agent achieves zero error for that
period. Figures 4-14 shows that in such situations, ACPM can perform better than every single
agent (satisfying Hypothesis B6) as ACPM can automatically adapt to the new environment at
each period and distinguish the high quality agent and follow that agent.
Figure 4-15 demonstrates that in situations where one agent permanently outperforms other
agents, ACPM can recognise it in a few (ca. 10) markets and then follow that best agent.
However, once the performance of this leading agent decreases or become unavailable, ACPM
quickly recovers by singling out and following the next best agent (satisfying Hypothesis B7).
The system attains its high performance by dynamically weighting the prediction of each
agent to form the system prediction. At the beginning of an experiment, all agents have an equal
amount of budget and hence the same level of influence. Over time, high quality agents – either
because of an effective analysis model or accessing a high quality data source– accumulate more
budget than poorly performing agents, as the high quality agents gain revenue and low quality
agents lose a proportion of their budget in each market as a result of their performance. The
larger the budget of an agent, the larger investment it can make on its prediction. Subsequently
the agents with larger budget have larger influence in the market prediction as the integration
function weights each prediction by the amount of investment. The reward function rewards the
market participants according to their prediction accuracy and the amount invested. Obviously,
lower error and higher investment leads to higher revenue. In this way, agents are incentivised
to make accurate predictions.
The other reason for high performance of ACPM is due to the Q-learning trading strat-
egy. It is desirable that high quality agents preserve their original prediction (i.e choose the
“PreservePr” action) and not alter it with what the crowd believes in, but low quality agents
change their bids according to wisdom of the crowd (i.e choose the “ChangePr” action). In this
way, high quality agents lead the market, and low quality agents follow them and hence the
negative effect of low quality agents on market prediction is minimised. Figure 4-3 shows that
while “PreservePr” action is the most popular action within high quality agents, “ChangePr”
action is the most popular action for low quality agents (satisfying Hypothesis A3). The figure
also shows that high quality agents choose the“ChangePr” action and low quality agents choose
“PreservePr” action occasionally, because of change in their quality in different period of time.
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Accordingly, agents using the Q-learning trading strategy learn to improve their prediction
by considering the market prediction as another source of information. Figures 4-4 and 4-5
show that Q-learning does improve each agent’s performance and consequently the system’s
performance (satisfying Hypothesis A4 and Hypothesis A5).
Since each agent in ACPM represents an analysis model and the performance of ACPM is
always better or very close to its best performing agents, ACPM can easily outperform many
analysis models including well-known regression and ensemble methods (satisfying Hypothe-
sis A6). This finding is also verified based on Experiment A6 and further by the results of
Experiment C1.
The other main capability of ACPM is its adaptation to the dynamic environment where the
quality of an agent’s data source can fluctuate over time. Once the quality of an agent prediction
changes – either through loss or gain in data quality or the effectiveness of the analysis model
for that data source, or both – its performance in the market is affected. Therefore, the agent’s
influence on the market prediction is tuned according to its quality, as discussed above.
Figure 4-7 demonstrates ACPM performance is close to the best performing agent in each
period, hence we can infer ACPM shifts focus in response to changes in quality of individual
predictions (satisfying Hypothesis A7). The graph shows that different models outperform the
others in each period as the quality of their data source changes over time and accordingly the
suitability of the models on the particular data source change as well. As expected, ACPM
performance cannot always be equal to the best agent performance in each period as ACPM
requires several markets to adapt to the environmental changes. However, ACPM performance
is close to the best performing agent performance in each period. In conclusion, this result
suggests that ACPM is a useful technique for integrating the result of different analysis models
for data whose quality is not consistent over time.
Experiment A8 shows that ACPM approximately consumes 5.60E+06 nano seconds for in-
cluding the first agent to the system and 3.50E+05 nano second for each additional agents,
excluding the time consumed by the analysis models. Hence, ACPM consumes less than 2 min-
utes on top of the time required by the analysis models to have 50 agents (i.e 50 analysis models)
and complete a data set with 5000 records (satisfying Hypothesis A8).
The results of Experiment C1 demonstrate that the performance of ACPM is either better
or very close to the best performing agents in different application domains (satisfying Hypoth-
esis C1). According to the No-Free-Lunch theorem [Wolpert, 1996], the best model will not be
the same for all the data sets. Given that in online learning no information about the future
is available, choosing the best model in advance is not possible. Furthermore, if some models
outperform the other models for a particular number of records, it does not necessarily imply
that the model will perform well for the entire unseen data, as at some point the nature of data
may change and the model may not be able to maintain its high performance. In such cases,
ACPM can dynamically distinguish and rely on current high performing agents.
Given that ACPM performance is either better or very close to its best performing agent
performance, it is legitimate to accept that ACPM is resilient to addition of low quality agents
(satisfying Hypothesis B1). This is also demonstrated by Figure 4-9 where we can see that
addition of 100 low quality agents to the market containing one high quality participant only
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increases the error by 0.02 while addition of one high quality agent to the market populated
with 100 low quality agents decreases the error by 0.22.
Experiment C2 compares the performance of ACPM with that of well-known forecasters
from the literature of prediction with expert advice. Looking at the results, one can see that
certain forecasters may perform better than ACPM for certain data sets. However, the overall
performance (taking all data sets into consideration) of ACPM with Q-learning is better than
that of any forecaster (satisfying Hypothesis C2). This is particularly valuable in the context
of online learning, where it is often not possible to choose the best model in advance, simply




Appearance of highly virulent viruses warrant early detection of outbreaks to protect community
health. The main goal of public health surveillance and more specifically ‘syndromic surveillance
systems’ is early detection of an outbreak in a society using available data sources.
In this chapter, we discuss what are the challenges of syndromic surveillance systems and
how ACPM can effectively be applied to the problem of syndromic surveillance. Section 5.1
provides an introduction and explains syndromic surveillance. Then, we discuss the syndromic
surveillance data sources in Section 5.2 and present some syndromic surveillance systems in
Section 5.3. The statement of the problem in this field is covered in Section 5.4. After that, we
discuss Google Flu Trends (GFT) and GP model [Lampos et al., 2015], which is proposed by
Google Flu Trends team to improve GFT engine performance, in Section 5.5 and 5.6 respectively.
Also, in these sections, we evaluate the performance of ACPM as a syndromic surveillance
system. Finally, Section 5.7 provides the conclusion of this chapter.
5.1 Introduction
According to the World Health Organisation (WHO) [World Health Organization, 2013], the
United Nations directing and coordinating health authority, public health surveillance is:
The continuous, systematic collection, analysis and interpretation of health-related
data needed for the planning, implementation, and evaluation of public health prac-
tice.
Public health surveillance practice has evolved over time. Although it was limited to pen and
paper at the beginning of 20th century, it is now facilitated by huge advances in informatics.
Information technology enhancements have changed the traditional approaches of capturing,
storing, sharing and analysing of data and resulted efficient and reliable health surveillance
techniques [Lombardo and Buckeridge, 2007]. The main objective and challenge of a health
surveillance system is the earliest possible detection of a disease outbreak within a society for
the purpose of protecting community health.
In the past, before the widespread deployment of computers, health surveillance was based
111
on reports received from medical care centres and laboratories. Although they are very specific1,
they decrease the timeliness and sensitivity2 of a surveillance system [Lombardo and Buckeridge,
2007], while prevention of mortality of infected people for some diseases requires rapid identi-
fication and treatment. Clearly, the earlier a health threat within a population is detected,
the lower the morbidity and the higher number of the saved lives. Consequently, syndromic
surveillance systems have been created to monitor indirect signals of disease activity such as
call volume to telephone triage advice lines and over-the-counter drug sales to provide faster
detection [Ginsberg et al., 2008].
Syndromic Surveillance is an alternative to the traditional health surveillance system, which
mainly depends on confirmed diagnoses, and aim to detect an outbreak as early as possible.
Syndromic surveillance refers to techniques relying on population health indicators which are
apparent before confirmatory diagnostic tests become available [Mandl et al., 2004]. Syndromic
surveillance systems mostly concentrate on infectious diseases such as severe acute respiratory
syndrome (SARS), anthrax and influenza. In order to decide whether an outbreak is evolving,
syndromic surveillance systems monitor the quantity of patients with similar syndromes since
indicators of a disease appear.
Syndromic surveillance aims to exploit information which is not primarily generated for the
purpose of public health, but can be an indicator of an abnormal health event. Syndromic
surveillance data sources include, but are not limited to, coding of diagnoses at admission to
or discharge from emergency departments, confirmatory diagnostic cases, medical encounter
pre-diagnostic data, absentee rates at schools and workplaces, over-the-counter pharmacy sales
and posts on social media. Each of these data sources can generate a signal during disease
development. Figure 5-1 shows the timeline of different data sources to detect an outbreak. The
following section describes some of the syndromic surveillance data sources in more details.
5.2 Syndromic Surveillance Data Sources
Syndromic surveillance data sources should supply timely and pre-diagnosis health indicators.
Most of this data is originally collected for other purposes and now serves a dual purpose [Chen
et al., 2010a]. Syndromic surveillance data sources include:
1. Chief complaint record: These records include signs and symptoms of patient illness from
emergency departments (ED) and ambulatory visits to hospitals. These records normally
become available on the same day as the patient is seen.
2. Over the counter (OTC) sales: since some people may consider visiting a pharmacy rather
than a physician in their early stage of sickness, these data might be more timely. They
include detailed information and are available in near real time in electronic format. How-
ever, they might be affected by factors such as sales promotions, stockpiling of medicines
during a season, and product placement changes in pharmacies.
1Specificity: the proportion of people without the disease that a test finds negative
2Sensitivity: the proportion of people with the disease that a test finds positive
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Figure 5-1: Conceptual timeline of pre-diagnosis data types and sources for syndromic surveil-
lance [Chen et al., 2010a].
3. School or work absenteeism: Although absenteeism data seems to have good timeliness,
their lack of medical detail complicates interpretation [Van den Wijngaard et al., 2008].
4. Hospital admission records: These data are not sufficiently timely as it might take several
days from a patient’s first visit until his/her hospitalisation.
5. Pre-diagnostic clinical data: These are indications by an illness before being confirmed
via laboratory tests and include comments of health care practitioners, patient encounter
information, triage nurse calls, 911 calls and ambulance dispatch calls. They are relatively
timely.
6. International Classification of Disease 9th edition (ICD-9) and International Classification
of Disease, 9th edition, Clinical Modification (ICD-9-CM): These are widely used in many
syndromic surveillance systems due to their electronic format. They are usually generated
for billing and insurance reimbursement purposes.
7. Laboratory test orders and results: Although laboratory test results are very reliable, they
lack timeliness as they usually take a week to be completed.
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8. Emergency Department (ED) diagnostic data: These are regularly available in electronic
format but takes several days to be prepared.
9. Internet and open source information: These contain a huge source of health information
and can be obtained via discussion forums, social media, government websites, news out-
lets, blogs, discussion sites, individual search queries, web crawling, use of click stream
data, mass media and news report.
For example, some approaches have applied data mining techniques to
• Search engine logs
[Eysenbach, 2006],[Polgreen et al., 2008],[Eysenbach, 2009], [Ginsberg et al., 2009],
[Lampos and Cristianini, 2010] and [Lampos et al., 2015]
• Twitter
[Culotta, 2010],[Achrekar et al., 2011],[Signorini et al., 2011],[Culotta, 2013] and [Paul
et al., 2014]
• News articles
[Reilly et al., 1968], [Grishman et al., 2002],[Mawudeku and Blench, 2006],[Brownstein
et al., 2008], [Collier et al., 2008] and [Linge et al., 2009]
• Web browsing patterns
[Johnson et al., 2004]) and blogs ([Corley et al., 2010])
Figure 5-2, graphs the popularity of various data sources in existing syndromic surveillance
systems in the USA. As can be seen from the figure, while emergency department visit reports
are widely used in such systems, work absenteeism is the least popular source.
5.3 Existing Syndromic Surveillance Systems
In recent years, a number of syndromic surveillance approaches have been proposed. Roughly
100 syndromic surveillance systems were deployed in the USA done by 2003 [Buehler et al., 2003].
Although they share similar goals, they are different in their system architecture, information
processing, analysis algorithms, disease focus, and cover different geographic locations. Chen
et al. [2010a] summarises the main international and USA local, state and national syndromic
surveillance systems. In Europe, an inventory of syndromic surveillance systems is delivered
through a new Public Health Action Programme called Triple-S3 (Syndromic Surveillance Sur-
vey, Assessment towards Guidelines for Europe).
The following two sections survey some of the major existing syndromic surveillance systems
around the globe. Based on the utilised data sources, we divide the existing syndromic surveil-
lance systems into two categories of i) traditional syndromic surveillance systems, described in
Section 5.3.1 and ii) modern syndromic surveillance systems, described in Section 5.3.2.
3 http://www.syndromicsurveillance.eu/ (Retrieved Oct 4, 2015).
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Figure 5-2: Distribution of different data source usage in existing syndromic surveillance systems
in the USA [Buehler et al., 2008].
5.3.1 Traditional Syndromic Surveillance Systems
We refer to syndromic surveillance systems that do not utilise social media and internet based
data as traditional syndromic surveillance. Some of them are listed below:
1. Early Notification of Community-based Epidemics (ESSENCE) [Lewis et al., 2002] is a
syndromic surveillance system in the Washington D.C. area, undertaken by Department
of Defense with the primary goal of early detection disease outbreak due to bioterrorism
attacks.
2. Real time Outbreak and Disease Surveillance (RODS) [Tsui et al., 2003] is a public health
surveillance system, in operation in western Pennsylvania since 1999, developed at the
RODS laboratory of the Center for Biomedical Informatics at the University of Pittsburgh.
3. Composite Occupational Health and Operational Risk Tracking (COHORT) [Reichard
et al., 2004] delivers real-time surveillance of the medical care of specified groups of military
employees worldwide.
4. Syndromic Surveillance Information Collection (SSIC) has been developed by the associ-
ation of the Clinical Information Research Group at the University of Washington and
Public Health-Seattle and King County [Lober et al., 2003].
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5. Infectious Disease Surveillance Information System (ISIS) [Widdowson et al., 2003] is an
automated outbreak detection system for all types of pathogens in the Netherlands.
6. Early Aberration Reporting System (EARS) is developed by Center for Disease Control
(CDC) [Hutwagner et al., 2003] and enables national, state and local health departments
to analyse public health surveillance data using a collection of anomaly detection methods.
7. Japan National Institute of Infectious Diseases (NIID) [Ohkusa et al., 2005] has developed
syndromic surveillance system to analyse over the counter sales data, outpatient visits,
and ambulance transfer data in Tokyo.
We now provide a detailed description of two of the popular traditional syndromic surveil-
lance system, namely BioSense and PHE ReSST.
BioSense
BioSense4 is a syndromic surveillance system in the United State which is part of CDC’s Public
Health Information Network framework. By monitoring the size, location and rate of spread of
an outbreak, it detects an outbreak at the local, state and national levels. It monitors seasonal
trends for influenza and other disease indicators. BioSense concentrates on syndrome categories
including fever, respiratory, gastrointestinal illness (GI), hemorrhagic illness, localised cutaneous
lesion, lymphadenitis, neurologic, rash, severe illness and death, specific infection, and botulism.
BioSense collects and shares information on emergency department visits, hospitalisations,
clinical laboratory test orders, over-the-counter (OTC) drug sales and other health related data
from multiple sources, including the Department of Veterans Affairs (VA), the Department of
Defense (DoD), and civilian hospitals from around the USA. BioSense uses multiple analysing
methods such as CUSUM [Page, 1954], EWMA [Roberts, 1959] and SMART [Kleinman et al.,
2004].
PHE ReSST
The Public Health England (PHE)5 Real-time Syndromic Surveillance Team (ReSST) gener-
ates regular syndromic surveillance reports by collaborating with numerous national syndromic
surveillance systems including the NHS Direct syndromic surveillance system. The NHS Direct
syndromic surveillance system monitors the nurse-led telephone helpline data collected electron-
ically by NHS Direct sites and generates alarms when call numbers are considerably higher than
preceding years, after considering holiday and seasonal effects. It has the potential to detect
large scale events, but is less likely to detect smaller and localised outbreaks [Doroshenko et al.,
2005]. In addition, ReSST obtains data from GP In-Hours and GP Out-of-Hours syndromic
surveillance systems which monitor daily consultations for a range of clinical syndromic indi-
cators and community-based morbidity, recorded by GP practices inside and outside of routine
surgery opening times, respectively.
4http://www.cdc.gov/BioSense/ (Retrieved March 4, 2015).
5http://www.hpa.org.uk/ (Retrieved March 4, 2015).
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5.3.2 Internet-Based Syndromic Surveillance Systems
There are other real-time disease event detection systems which employ different approaches from
the systems discussed in Section 5.3.1. They monitor online media from global sources, instead of
monitoring disease cases reported by health related organisations such as hospitals and clinics.
These “systems are built on top of open sources, exemplifying an idea of open development
for public health informatics applications” [Chen et al., 2010a]. Though the modern systems
are faster than traditional syndromic surveillance systems in detecting an anomaly in public
health [Signorini et al., 2011, Ginsberg et al., 2008], they are vulnerable to a high rate of false
positives in case of an unusual event within a population [Ginsberg et al., 2008]. This section
describes some of the well known modern syndromic surveillance systems.
Google Flu Trends
Google Flu Trends6, established by Google, is a Web-based tool for near real-time detection
of regional outbreaks of influenza [Ginsberg et al., 2008]. It monitors and analyses health-care
seeking behaviour in the form of queries to its online search engine. According to Carneiro
and Mylonakis [2009] “all the people searching for influenza-related topics are not ill, but trends
emerge when all influenza-related searches are added together”; Consequently, there is a close
relationship between the number of people searching for influenza-related topics and those who
have influenza symptoms. Section 5.5 provides more information about Google Flu Trends.
Argus
The Argus system is a web-based global biosurveillance system designed to report and track the
development of biological events threatening human, plant and animal health globally, excluding
the USA [on Homeland Security. Subcommittee on Emerging Threats and Cybersecurity, 2009].
It is developed at Georgetown University and funded by the United States Government.
It automatically collects local and native language internet media reports including blogs and
official sources such as World Health Organisation (WHO) and World Organisation for Animal
Health (OIE) and infers their importance according to keywords appropriate to infectious disease
surveillance [Nelson et al., 2010]. It relies on a human team of multilingual data analysts to
assess the relations between the online media and presence of adverse health events [Chen et al.,
2010a]. In particular, the data analysts monitor several thousand Internet sources daily. Then,
six time in each day, they use Boolean keyword searching and Bayesian model tools [McCallum
and Nigam, 1998] to select relevant media reports [Nelson et al., 2010]. Based on the selected
media reports, they write their own report and post them on a secure Internet portal to be
accesses with Argus users.
Since its operation in July 2000, “it has logged more than 30,000 biological events involving
pathogens such as avian influenza, the Ebola virus, cholera, and other unusual pathogens that
have caused varying states of social disruption throughout the world” [CDC, First Quarter 2008].
6http:// www.google.com/flutrends/ (Retrieved March 7, 2014).
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GermTrax
GermTrax7 is a freely accessible website which gathers sickness and disease data from people
worldwide and exhibits trends through an interactive map. More specifically, GermTrax is a
collaborative disease tracking system which primarily relies on reports filled by ordinary people
who are sick. This system collects information through user personal updates on social media
websites such as Facebook and Twitter. Then, the system saves user geo-location data, while the
users connect their social media accounts with the site. According to their website, GermTrax
can help people by informing them of places where they might get sick and help health experts
to discover large-scale sickness trends. Since it principally relies on disease reports from ordinary
people, it is suitable for non-specific conditions such as colds and flu [Lan et al., 2012].
Health Map
Health Map8 is a multi stream real-time surveillance system and freely accessible. It monitors
online information in order to obtain a comprehensive view of current infectious disease out-
breaks globally. It observes, filters, visualises, and distributes online information about emerging
infectious diseases for the benefit of diverse audience from public health officials to international
tourists [Lemon et al., 2007]. Health Map gathers reports from 14 sources, which in turn em-
body information from over 20,000 web sites every hour. Information is obtained automatically
through screen scraping, natural language interpretation, text mining, and parsing [Brownstein
et al., 2008]. More specifically, Health Map use multiple web based data sources including on-
line news sources, expert-curated discussion, and validated official reports from organisations
such as the World Health Organisation (WHO9). Then, the alerts are classified by location and
disease using automated text processing algorithms. Next, the system overlays the alerts on an
interactive geographic map. According to Freifeld et al. [2008] “The filtering and visualization
features of HealthMap thus serve to bring structure to an otherwise overwhelming amount of
information, enabling the user to quickly and easily see those elements pertinent to her area of
interest”.
5.4 Statement of the Problem
While traditional syndromic surveillance systems can detect an outbreak with high accuracy,
they suffer from slow response. For example, Centers for Disease Control and Prevention (CDC)
publishes USA national and regional data typically with a 1-2 week reporting lag using outpatient
reporting and virological test results provided by laboratories nationally [Culotta, 2010, 2013,
Ginsberg et al., 2008]. Therefore, such systems cannot predict an outbreak, but only can detect
them after the onset.
On the other hand, modern syndromic surveillance systems monitor online media from global
sources. Such modern syndromic surveillance systems resort to internet based data such as
7http://www.germtrax.com/ (Retrieved Oct 4, 2015).
8http://www.healthmap.org (Retrieved Oct 4, 2015).
9http://www.who.int/en/(Retrieved Oct 4, 2015).
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search engine queries, health news, and people posts on social networks to predict an outbreak
earlier [Signorini et al., 2011, Carneiro and Mylonakis, 2009, Corley et al., 2010]. While some of
them claim that they could achieve high accuracy, the rate of false alarms is unknown. Ginsberg
et al. [2008] state, regarding Google Flu Trends, that “Despite strong historical correlations, our
system remains susceptible to false alerts caused by a sudden increase in ILI-related queries. An
unusual event, such as a drug recall for a popular cold or flu remedy, could cause such a false
alert”. Therefore, an issue with internet based data sources is that their data quality fluctuates
over time.
Moreover, most of these modern syndromic surveillance systems rely on one type of internet
based data sources and disregard the advantage of other type of data sources, which are discussed
in Section 5.2 (page 112). Consequently, they are only suitable for places where their source
data is sufficiently available. For example, Twitter based systems cannot have a high accuracy
for places where using twitter is not very common, if accessible. In addition, the quality and
availability of data sources may change over time. For instance, Twitter may lose its popularity
or become inaccessible in a place. Hence, integrating available data sources according to an
adaptive weighting scheme over time seems necessary.
The other area that has received attention in the syndromic surveillance literature is the
topic of alternative analysis algorithms for a given data sources. Given that the quality of
data sources change over time, and the most suitable algorithm for a given data source is not
known a priori, a reasonable response is to consider analysing each data source with a variety
of algorithms and integrate their results.
Against this background, we believe, based on plentiful available data sources and analysis
techniques, a state of the art syndromic surveillance mechanism should:
Requirement 1. Perform as an ensemble to combine various analysis algorithms with the ob-
jective of increasing syndromic surveillance system performance. There are
many different techniques with different strengths and weaknesses. An ensem-
ble which utilises a combination of them seems likely to be able provide higher
performance than systems which are depended on only one technique.
Requirement 2. Extract information which resides in different data sources. In addition to
obtaining information, it should be capable of integrating them according to
their relevance and varying quality.
Requirement 3. Be flexible to changes in composition of algorithms and data sources over time as
any of them might be deleted, temporarily unavailable, or added to the system
at any time.
Requirement 4. Be able to adapt to its corresponding monitored population behaviour and
habits. For example, if people of a particular region are more prone to tweet
their feeling in social media such as Twitter than searching for a solution us-
ing online search engines, then a syndromic surveillance system should weight
twitter results higher than a search engine queries in that particular region.
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Requirement 5. Be able to adapt to the changes of its corresponding population behaviour. For
example, if twitter become more popular in a place and people start tweeting
their sickness symptoms earlier, rather than visiting a physician, the system
must give more attention and weight to twitter than previously.
Requirement 6. Minimise the effect of misleading factors and noise such as advertisement, pro-
motions, and holidays on different data sources and, consequently, diminish the
rate false positives.
With this in mind, ACPM can be used a syndromic surveillance technique by fulfilling the
aforementioned requirements as we discuss below:
1) ACPM can behave as an ensemble method by including numerous agents, each having
different analysis algorithms.
2) Prediction markets are specially designed for the purpose of information aggregation [Perols
et al., 2009]. ACPM adapt the prediction markets’ concepts and incentives it participating
agents to share their private information through market mechanism, hence make accu-
rate prediction. In addition, ACPM dynamically weights the prediction of different agents
according to their varying quality.
3) In ACPM, market and other agents operate independently and hence absence or presence
of an agent does not impact the system considerably. Therefore, if one of the existing data
sources becomes unavailable for any reasons, ACPM can simply respond to the issue. If a
new data source or a model is discovered, ACPM can simply create an agent to access that
data source or model to participate in the market and share its knowledge.
4) In ACPM, the agents can be trained in the market using historical data of that place and,
consequently will be adapted to behaviour of people in that place.
5) ACPM can respond to the changes of its corresponding population behaviour since its agents
keep learning and their weights keep changing according to their current performance in each
market.
6) ACPM can minimise the effect of misleading factors and noise by fusing various data sources
and models using an adoptable scheme.
In the following sections, we use two well-known models of (i) Google Flu Trends, and (ii)
the latest improvement of Google Flu Trends model, named as GP [Lampos et al., 2015], as our
case study and we show how ACPM can improve upon their performance.
5.5 Google Flu Trends Case Study
Google Flu Trends (GFT) was launched by Google in 2008 to alert health professionals to
outbreaks early by indicating when and where influenza is striking in real time using aggregate
web searches. GFT publishes flu predictions (ILI rate) for more than 25 countries. Google Flu
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Trends is typically more immediate, up to 2 weeks ahead of traditional methods such as the
CDC’s official reports. The basic idea behind GFT is that when people get sick, they turn to
the Web for information.
Google Flu Trends algorithms recognise a small subgroup of the millions of search engine
query terms that deliver the maximum correlation with the CDC published ILI rate. Then a
subset of these queries which fit the historical CDC ILI rate data most accurately are chosen.
Finally, univariate linear regression model is trained to be used in predicting future ILI rate
using each day queries. According to Copeland et al. [2013] the challenge of their approach is
the varying volumes of a particular query over time. For instance, during the holiday season,
more people search for ‘gift’ than at any other period. Similarly, overall usage of Google search
varies throughout the year and is growing over time. GFT used the official CDC data only in
the initial training and did not use it to re-train its model regularly10.
The early Google paper indicated that the Google Flu Trends predictions were 97% accu-
rate comparing with CDC data [Ginsberg et al., 2009]. However, in 2013, Olson et al. [2013]
and Butler [2013] reported that GFT was predicting more than double that of CDC published.
Later in 2014, Lazer et al. [2014] stated that GFT has been overestimating flu occurrence for
most weeks after August 2011 and by a very large margin in the 2011-2012 flu season. He
continued stating GFT can achieve better performance by combining its prediction with other
near realtime health data such as lagged CDC data. Also, Google Flu Trend team announced11
“We found that heightened media coverage on the severity of the flu season
resulted in an extended period in which users were searching for terms we’ve identified
as correlated with flu levels. In early 2013, we saw more flu-related searches in the
US than ever before.”
GFT subsequently updated the model in response to concerns about accuracy. In 9th August
2015, GFT stopped publishing flu predictions without formally presenting any reasons. However,
GFT historical prediction are still available for download.
5.5.1 Comparison of ACPM and GFT
In this section, we use ACPM as a syndromic surveillance system and compare the performance
of ACPM and Google Flue Trend.
5.5.1.1 Experimental Setup
In these experiments, ACPM predicts the disease activity level of influenza-like illnesses (ILI)
in a given week in the whole of the USA using publicly available data sources. The data used
here contains more than 100 real data sources covering the period 4th January 2004 (when
GFT provides data for most of USA states and cities) to 9th August 2015 (when GFT stopped
publishing their results online), from the two data sources of Google Flu Trends (GFT) and
Centers for Disease Control and Prevention (CDC).
10http://googleresearch.blogspot.ae/2014/10/google-flu-trends-gets-brand-new-engine.html (Re-
trieved Oct 4, 2015).
11http://blog.google.org/2013/10/flu-trends-updates-model-to-help.html (Retrieved Oct 4, 2015).
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Model Full Name Mdoel Short Name
Bagged CART treebag
Conditional Inference Random Forest cforest
Random Forest rf
Multi-Layer Perceptron mlp
Model Averaged Neural Network avNNet
Boosted Generalized Linear Model glmboost
Boosted Tree Linear Regression blackboost
Linear Regression lm
Radial Basis Function Network rbf
Gaussian Process gaussprLinear
CART rpart
Generalized Linear Model glm
k-Nearest Neighbors knn
Gaussian Process with Polynomial Kernel gaussprPoly
Multivariate Adaptive Regression Spline earth
Self-Organizing Map bdk
Table 5.1: R’s caret package models. ACPM instantiates one participant for each of these
models.
Data Sources
In these experiments, we use weekly Google Flu Prediction for different areas of the United States
including states, cities and regions12, for which GFT data is available since January 2004. The
detailed list of places are covered in Appendix F. In here, we use the calendar definition of year
where a year starts on 1st January and finishes on 31st December.
The CDC Influenza Division produces a weekly report on influenza-like illness13 activity in
the USA14. We use CDC statistics including: i) ILI rate disaggregated by age groups (0-4 years,
5-24 years, 25-64 years, and older than 65 years), ii) USA national ILI rate, iii) total number of
patients and iv) total number of outpatient healthcare providers in U.S. Outpatient Influenza-
like Illness Surveillance Network (ILI network). Since CDC reports ILI rates with a two-week
time lag, we use CDC data of two weeks earlier for each week of the experimentation period. In
this way, we can align CDC data with the other data sources used in these experiments.
Models
We use different machine learning models in R’s caret package (version 6.0-37), which are capable
of performing regression. Table 5.1 presents the models we use in this experiment. Model
parameters are set to their default values.
12 This data can be accessed from https://www.google.org/flutrends/about. (Retrieved Oct 4, 2015).
13ILI is defined as fever (temperature of 100◦F [37.8◦C] or greater) and a cough and/or a sore throat without
a known cause other than influenza (http://www.cdc.gov/flu/weekly/overview.htm) (Retrieved Oct 4, 2015).
14 This data can be accessed from http://gis.cdc.gov/grasp/fluview/fluportaldashboard.html. (Re-





































Figure 5-3: Comparing the Performance of ACPM and GFT for different periods using Mean
Absolute Error (MAE).
Experiment Settings
We constructed an ACPM in which every agent has a unique analysis model corresponding to
one of the models listed in Table 5.1. The data source for each agent is the entire data set. All
agents use our proposed Q-learning trading strategy (see Section 3.3.2, page 59). The results are
based on one run only, as they are deterministic. All ACPM parameters are set in accordance
with discussions in Section 4.3 (page 80). Hence:
i) The number of rounds is set to 2,
ii) MaxRPT and MinRPT is set to 90%, in the first round, and
iii) MinRPT and MaxRPT are set to 0.01% and 1% respectively, in the second round.
We measure the performance of ACPM by comparing the prediction of ACPM against the
ground truth, which is the weekly ILI rate published by CDC. We use Mean Absolute Error
(MAE), which is a common measure, in this literature.
5.5.1.2 Experimental Results
In this section, we compare the performance of ACPM and Google Flu Trends. Figure 5-3 and
Figure 5-4 compare the error of ACPM and Google Flu Trend for the period between 2004 to
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2004 2005 2006 2007
Figure 5-4: ACPM and GFT error in predicting ILI rate from 2004 to 2015
2015. Appendix G compares predictions and errors of ACPM and Google Flu Trend for each
year of the experimented interval.
As Figure 5-3 shows, ACPM typically has a lower, sometimes much lower, MAE to that
of Google Flu Trends in each year. Though this difference is relatively small in some years
like 2004 and 2007, it is relatively large in most years and very large between 2011 and 2013.
Table 5.2 shows the exact MAE value of ACPM and GFT in addition to t-test p-values. The
null hypothesis is that the two accuracies compared are not significantly different. Therefore,
within a tolerance α = 0.05, when p-value < 0.05, ACPM is significantly better than GFT. As
the table shows the results are highly significant in most years and also during the entire period
of 2004-2015 (p-value = 2.34E – 17).
Figure 5-4 shows that ACPM performs poorly for the first few markets which we attribute to
the learning period. However, after several markets, ACPM achieves higher performance than
Google Flu Trend in most weeks. ACPM uses CDC data as one of its data sources, and since
CDC report the data with two weeks time lags, ACPM uses the CDC data of the previous two
weeks. This explains the existence of two weeks time lag between ACPM and GFT error in
some periods such as early 2008 and late 2012.
5.6 GP Case Study
Lampos et al. [2015] published a paper in Nature Scientific Reports on 3rd August 2015 propos-
ing a new model, called ‘GP’. Their model includes three improvements to the original Google







2004 0.148 0.155 3.73E-01
2005 0.161 0.317 5.82E-05
2006 0.104 0.199 7.89E-04
2007 0.117 0.150 4.42E-02
2008 0.196 0.305 4.15E-03
2009 0.233 0.298 5.66E-02
2010 0.101 0.141 2.18E-02
2011 0.126 0.301 2.33E-08
2012 0.200 0.607 3.12E-09
2013 0.237 0.738 4.64E-04
2014 0.146 0.201 4.85E-02
2015 0.102 0.121 1.57E-01
2004-2015 0.158 0.301 2.34E-17
Table 5.2: Performance of ACPM and GFT in predicting ILI rate using Mean Absolute Error
(MAE) and p-values of paired t-test.
GFT. Then, they expand this improvement by using a nonlinear regression framework based on
a Gaussian Process (GP) to investigate nonlinear relationship between query fractions and the
ground truth (CDC ILI rate). Finally, they utilise time series structure. More specifically, they
use ARMAX model [Hyndman and Khandakar, 2008] to find a relationship between previously
available data and the current one.
They perform an evaluation using five consecutive influenza seasons, as defined by CDC, from
2008 to 2013. Based on their experiments, they conclude that GP approach performs better
than GFT and a well established model, namely Elastic Net. They also mentioned that 2009-10
flu season is a unique flu period since during the peak of that flu season, GFT over-predicted
the ILI rate, while GP and Elastic Net underestimated the ILI rate.
5.6.1 Comparison of ACPM and GP
This section compares the performance of ACPM and the model proposed by Lampos et al.
[2015], known as the ‘GP’ model. We contacted the author and received their exact prediction
for each experimented period to use in our experiments.
5.6.1.1 Experimental Setup
All settings are similar to the settings covered in Section 5.5.1.1 (page 121), except the part that
ACPM includes on additional agent which uses GP prediction as its data source. The agent uses
a simple algorithm which gives the prediction equal to the receiving data, hence no analysis is
performed by the agent on that data.
In these experiments, we follow the same evaluation format as the work by Lampos et al.
[2015], therefore we compare the performance of ACPM and GP in the flu seasons 2008 to 2013

































Figure 5-5: Comparing the Performance of ACPM and GP for different periods using Mean
Absolute Error (MAE).
5.6.1.2 Experimental Results
Figures 5-5 and Table 5.3 compare the performance of ACPM and GP for different influenza
seasons between 2008 and 2013. Figure 5-6 compares the error of ACPM and GP in each week
of the entire period. In Table 5.3, the first column shows the experimented influenza seasons
and the second column presents the number of weeks in each season. The third and the fourth
columns show the Mean Absolute Error (MAE) of ACPM and GP respectively. The last column
shows p-values for the paired t-tests comparing the error of ACPM and GP. See Appendix H
for comparison of ACPM and GP predictions and errors for each flu season.
As Table 5.3 and Figure 5-5 show ACPM outperforms GP in most years except 2012-2013,
where ACPM achieves MAE of 0.220 and GP achieves MAE of 0.198. As shown by Figure 5-6,
this is mainly because of lower performance of ACPM compared to GP in early weeks of 2012-13
flu seasons. A few weeks earlier than that, in the late 2011-12 flu season, GP performs worse than
ACPM which infers that the GP agent performs worse than the other ACPM agents. By reaching
2012-13 flu season, suddenly GP agent performance improves compared to other ACPM agents
who mainly use GFT data. Given that GP agents had lower performance previously (in late
2011-12 flu season) compared to other ACPM agents, ACPM relies more on other participating


















Figure 5-6: ACPM and GP error in predicting ILI rate from 2004 to 2015
outperforms ACPM for a several number of weeks. However, as shown by Figure 5-6, ACPM
recovers rapidly and adapts to the new conditions of the markets (i.e changing quality of market
participants) in a few weeks.
As mentioned earlier, Lampos et al. [2015] states that that 2009-10 flu season is a unique flu
period since none of the models experimented by them nor GFT could make prediction close
to the ground truth (CDC data). Interestingly, ACPM achieves much less error than GP in
2009-10 as shown by Figure 5-5.
5.7 Analysis
ACPM outperforms both the Google Flu Trend and GP models because:
i) ACPM integrates different data sources such as CDC reports and Google Flu Trend pre-
diction for different states and cities of USA.
ii) ACPM analyses each data source with a variety of machine learning models and combines
their results.
iii) ACPM adjusts the influence of agents on market prediction automatically according to







2008-09 48 0.164 0.175 2.75E-01
2009-10 57 0.156 0.451 7.40E-06
2010-11 52 0.119 0.130 3.22E-01
2011-12 52 0.098 0.129 6.31E-03
2012-13 65 0.220 0.198 8.73E-01
2008-2013 274 0.155 0.221 3.65E-05
Table 5.3: Performance of ACPM and GP in predicting ILI rate using Mean Absolute Error
(MAE) and p-values of paired t-test.
model or accessing high quality data source – gain more revenue than low quality agents.
Therefore, high quality agents accumulate more budget and they can make larger investment
on their prediction than poor performing agents. Subsequently, high quality agents achieve
larger influence in the market as the integration function weights each prediction by its
corresponding investment amount.
iv) ACPM adapts to the dynamic environment where the quality of data sources and the
performance of a model on each data source fluctuates over time. Once the quality of an
agent prediction changes, its performance in the market is affected and hence the influence
of agents on the market prediction is tuned according to their current quality, as explained
above.
v) The Q-learning trading strategy causes high quality agents lead the market by preserv-
ing their original prediction and low quality agents follow them and hence minimise their
negative effect on forming market prediction.
vi) ACPM can minimise the effect of misleading factors and noise since ACPM integrates
various data sources and combines the result of different machine learning models, while
dynamically changing their weight according to their varying quality. For example, as
shown by Figure 5-4, Google Flu Trend overestimated the Flu rate by large extent in 2013
due to a misleading factor which is a heightened media coverage on the severity of the
flue [Stefansen, 2013]. Since Google Flu Trend is being used as one of ACPM data sources,
ACPM also overestimates the Flu rate to some extent but much less than Google Flu Trend.
In ACPM, as soon as an agent loses its quality, it either loses most of its budget or learns
to improve its prediction using wisdom of the crowd as advised by its Q-learning trading
strategy. Therefore, its original influence on the market prediction decreases and ACPM
relies to other agents with higher current performance. In the similar way, once the quality
of an agent improves, the influence of the agent on forming the market prediction increases.
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Chapter 6
Conclusions and Further Work
In this thesis, we adapted the concept of prediction markets to propose a new machine learning
technique, namely the Artificial Continuous Prediction Market (ACPM). ACPM instantiates
a sequence of markets in which artificial agents play the role of market participants. Agents
participate in the markets with the objective of increasing their own utility and hence indirectly
cause the markets to aggregate their knowledge. Agents read a data source and use an analysis
model to mine their data. Each market is run in a number of rounds in which agents have
the opportunity to send their predictions and bets to the market. At the end of each round,
the aggregated prediction is announced and agents can use this information to change their
predictions and bets in the next round.
Each agent has a trading strategy which guides her on how to participate in the market.
Using the Q-learning trading strategy, proposed in Chapter 3 (page 49), agents participate in
a market in accordance with their past experience and performance. This intelligent trading
strategy advises an agent which situations are more probable to bring her positive rewards and
which actions take her into those situations. The Q-learning trading strategy uses wisdom of
the crowd to measure the quality of an agent’s prediction and decide the best action for the
agent based on that measurement and the history of the agent’s and the market’s performance.
Once a market is over and the correct outcome is revealed, agents receive a reward based
on their prediction quality and their bet. Agents with more accurate prediction receive greater
rewards and accordingly accumulate more budget over time, which gives them the opportunity
of investing larger amounts on their prediction and hence having higher influence on the market
prediction in subsequent markets.
In ACPM, at the end of each round, the aggregated predictions of the crowd is announced
to all agents, which provides a signal to agents about the private information of other traders
so they can adjust their beliefs for the next round accordingly. This message passing between
agents results in updating an agent’s prediction and investment in response to other agents’
trades in the markets and achieving a consensus between them. According to Dimitrov and
Sami [2008] adjusting traders’ beliefs in response to other traders’ trade is a critical successful
criterion in prediction markets and this process should result in a situation in which all traders
reach a consensus belief that reflects all available information.
ACPM works as an online machine learning technique by creating a prediction market for
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each record in the data set. At the end of each market, agents update their analysis models
and trading strategy based on the utility the agents receive and the correct answer of the record
with the objective of maximising their profit for future markets. This behaviour of agents (i.e
re-training after each record) result in making ACPM an adaptive technique which is suitable
for situations where the quality of data sources or the performance of the models varies over
time. In cases where the quality of the best performing agents falls for any reason, ACPM can
recover by relying on the prediction of other well performing agents.
In ACPM, there is no single agent responsible for the prediction and the prediction task is
decentralised between agents. This decentralisation allows the system to be very robust in case
any of the agents fails or is deleted from the system.
Furthermore, according to the No-Free-Lunch theorem [Wolpert, 1996], the best model will
not be the same for all the data sets. Hence, a data analyser is required to try various models to
choose the most appropriate ones, which makes the process of deciding the best analysis model
for each data set a time consuming task. ACPM can automate the process of choosing the best
analysis models and data sources, as it achieves a performance very close to the best agent,
which represents a data sources and/or an analysis model.
ACPM is resilient to addition of low quality data sources and low performing analysis models.
Hence, a data analyser can include a variety of models and data sources to the system without
concern for their prediction qualities.
ACPM is not domain dependent. A data analyser can add any data source and analysis
model which seems appropriate to a specific application problem. The agents automatically
train their model and update their trading strategy without requirement for a handcrafted
setting.
By instantiating one agent for each data source and/or analysis model, ACPM aggregates
data from different data sources and/or works as a machine learning ensemble technique. In
other words, each data source is analysed with various homogeneous or inhomogeneous base
models and their results are aggregated. Moreover, ACPM agents can have different ensembles
as their analysis model and in that case ACPM can be seen as ensemble of ensembles.
As mentioned above, ACPM can create an agent for each available analysis models including
well-known machine learning models. In addition, the performance of ACPM is usually better or
equal to the best performing agent. Consequently, ACPM can easily outperform other machine
learning models since the best model is not the same for all data sets but ACPM can recognise
the best agents (i.e best models) for each data set and follow their predictions.
6.1 Contributions
This thesis offers several contributions to the current literature as follows.
I) We propose an online machine learning technique using the prediction market concept.
Our proposed model works as an adaptive ensemble model which can also integrate data
from various sources. ACPM analyses each data source with various models and combines
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their results. Our work extends the literature of Artificial Prediction Markets (APM)1 as
follows:
• ACPM is an online technique, i.e creates a prediction for each record in the data
set and agents update their analysis model and strategies after each market. Since
ACPM is an online technique, it can easily handle the problems in which the quality
of data sources vary over time. However, existing APMs are presented as an oﬄine
technique, i.e the participants only learn before entering the system and never revise
their analysis model after that.
• The agents in ACPM have an adaptive trading strategy similar to human traders in
real prediction markets. This trading strategy uses wisdom of the crowd to advise
agents how to participate in a market. This adaptive trading strategy is tuned by
individual trading history and can dynamically identify the actions that maximise
the agent’s rewards. However, existing APM participants are assumed to use fixed
strategies, such as constant betting functions [Barbu and Lay, 2012], utility func-
tions [Storkey, 2011, Storkey et al., 2012] or static risk measures [Hu and Storkey,
2014]. However, according to [Jian and Sami, 2012] market speed and effectiveness
depends on proper strategy of traders.
• ACPM agents are explicitly armed with the ability to revise their predictions in
response to those of other agents. In contrast, the participants of existing APMs
lack the ability to observe, and reflect upon, wisdom of the crowd during the market.
According to Dimitrov and Sami [2008], the aggregated information in prediction
markets provides signals to each trader about the private information of other traders
so the trader can adjust its prediction accordingly and the successful aggregation of
information in prediction markets relies ‘critically’ on this process.
II) We propose a trading strategy for traders in prediction markets using reinforcement learn-
ing. Our experiments show that adopting this trading strategy improves both agents’ and
markets’ performance. Reinforcement learning has been used as a trading strategy for
traders in financial markets (see Section 2.1.4.6, page 33), but not for prediction markets.
III) We study the syndromic surveillance literature and highlight an existing problem in this
field. We believe a syndromic surveillance system is required to integrate data sources from
different sources, analyse each data source with various models while dynamically adapting
to the non-stationary quality of data. The system needs to be flexible to the addition and
deletion of data sources. After investigating this literature, we suggest ACPM as a solution.
We experimentally demonstrate the success of our model by comparing its performance
with two well known models of Google Flu Trends (GFT) and GP model [Lampos et al.,
2015] (see Chapter 5, page 111).
IV) Some works [Surowiecki, 2005] indicate that wisdom of the crowd holds if participants
present their opinions independently, however, some other works [Miller and Steyvers, 2011]
1See Section 2.3.2 (page 43) for a review of existing APM techniques.
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suggest that allowing a limited communication between subjects can improve wisdom of
the crowd aggregation. In addition, according to Dimitrov and Sami [2008] wisdom of the
crowd in real prediction markets comes from aggregated information which provide signals
to traders about the private information of other participants so they can adjust their
beliefs in response to other traders [Dimitrov and Sami, 2008].
Against this background, this thesis shows that ACPM performance increases when its
agents use our proposed Q-learning trading strategy (i.e there is a limited communication
between participants). Using this trading strategy, ACPM agents participate in the first
round of a market independently. In the subsequent rounds, they use the aggregated wis-
dom of the crowd – obtained in the previous round – to adjust their beliefs in response to
the signal of other participants only if this approach has shown to improve their perfor-
mance in past.
V) Using a number of experiments, we study the performance and capability of ACPM in
various situations. In particular, we demonstrate ACPM performance: i) is more than
the average of all participants’ performance, ii) is either better or very close to the best
performing agents in different application domains, iii) is resilient to addition of agents
with low performance, which can be resulted because of their poor quality data source
and/or their low performing analysis model, iv) is higher than many well-known classifiers
and ensemble models in different data sets.
We also show that our proposed Q-learning trading strategy encourages high quality agents
to ignore market prediction as another source of information and mainly rely on their own
predictions. In contrast, this trading strategy encourages low quality agents to change their
prediction based on the aggregated prediction of other agents. Hence, Q-learning trading
strategy, compared to the constant strategy, improves ACPM and agents’ performance.
Using a number of experiments we studied the performance of ACPM in situation where
the agents’ performance quality change. These experiments showed that ACPM shifts fo-
cus in response to changes in quality of agents predictions. In other words, the influence
of agents on the overall prediction is changed as their performance change. The experi-
ments also confirm that ACPM requires relatively a small number of records to recover
in situations where the quality of the best performing agents suddenly drop. Finally, the
experiments exhibited that excluding the time required by the analysis models, ACPM
requires relatively small time consumption.
6.2 ACPM Limitations
Our ACPM has some limitations that needs to be considered.
Time Consumption: In Chapter 4 (page 77), we investigated the amount of time required by
ACPM for including different number of agents. The results showed that ACPM requires
a relatively small amount of time to include each additional agents excluding the time
required by their analysis model. However, some analysis models may require a large
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amount of time to predict or re-train. Since ACPM needs to wait for all agents to predict
before moving to the next round of the market and wait for all agents to re-train before
moving to the next market (i.e record), this time is added on top of the time consumption
required by ACPM. Hence, if the time consumption is an important factor by the data
analyser, then she may need to consider the trade off between including an analysis model
and the the time it adds to the time consumption required by ACPM.
Non-volatile Environment: In Chapter 4 (page 77), we showed that in non-volatile en-
vironment in which a particular agent outperforms all other agents constantly, ACPM
performance is equal to the performance of that particular agent. This behaviour happens
as the best performing agent keeps accumulating budget and hence the difference of its
budget and other agents become large. The agent also learns to not incorporate wisdom
of the crowd to update its prediction as its prediction is always better than the crowd.
In cases where the data analyser has the knowledge of such agent beforehand – which
represents a combination of a data source and an analysis model – the data analyser
will not gain from using ACPM and can easily use that combination of data source and
analysis model directly. However, if such knowledge is not known a priori, then ACPM is
an effective technique to distinguish such agent and achieve a performance as good as the
best performing agent.
Volatile Environment: In Chapter 4 (page 77), we demonstrated that ACPM can rapidly
recover in cases where the best performing agent suddenly loses quality or becomes un-
available. However, in cases where the environment is too dynamic and this behaviour
happens very frequently in the sense that the best performing agents in one market are
the worst performing agents in the next market, ACPM cannot perform well. In such sit-
uations, ACPM may put high weights on poor quality predictions and low weights on high
quality predictions and keeps switching weight between agents. To date, this limitations
is seen as an open question to us.
6.3 Future Works
This research line can be extended in various dimensions as discussed below.
Incorporating Human Participants
A very interesting future works is collaborating human traders in an experiment to compare the
performance of human traders and ACPM agents in terms of the accumulated wealth during a
sequence of markets. In other words, this experiment helps us to investigate how our proposing
Q-learning trading strategy can be useful for human traders in real prediction markets.
Analogously, by asking human traders to use our proposed Q-learning trading strategy, we
can study how utilising such trading strategy by human participants can affect the performance
of a real prediction market in terms of prediction accuracy.
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The other interesting research line, in this context, is investigating how collaboration of
agents and human participants can affect the performance of ACPM. For example, Polgreen
et al. [2007] forecast infectious disease activity using a real prediction market with health care
expert participants. In Chapter 5 (page 111), we used our artificial prediction market to achieve
the same objective. We can set up a simulation which contains both human participants and
artificial agents and study how this collaboration can increase the accuracy of prediction.
Variations of ACPM Mechanisms
The other interesting extension to ACPM is studying various trading strategies, market trading
protocols and attitudes towards risk, and to quantify the effect of each variation on the overall
aggregation process.
• Participant Trading Strategy
One possibility is a trading strategy which guides agents participation based on their
obtained confidence over the previous markets. For example, agents who have gained a
successful history are more confident on their prediction and are more prone to invest
in their prediction than agents who lost most of the time. The other option is surveying
human traders in real prediction markets to see what trading strategy they use in practice.
Based on their reports, we can design new trading strategies for our agents.
The other interesting alternative is considering how non-myopic agents can affect ACPM
performance. In this thesis, we assume all agents are myopic and do not trade in a market
in way to deceive other agents and manipulate their beliefs. To achieve this, we can be
inspired by [Chen et al., 2010b] who investigated non-myopic strategies in real prediction
markets.
• Market Trading Protocols
In Section 2.2.3 (page 38), we described different prediction market protocols. Our pro-
posed model in this thesis is similar to the pari-mutuel market. We can investigate how
other prediction market mechanisms such as continuous double auction, call auction, dy-
namic pari-mutuel markets and market scoring rules can affect the performance of ACPM.
However, most of these mechanisms are only suitable for classification rather than re-
gression tasks, which is the focus of this thesis, hence they need to be adapted for this
purpose.
• Attitudes Towards Risk
The other interesting research avenue is incorporating agent risk measures in addition to
their trading strategy. When there is an element of uncertainty in a financial market,
traders may exhibit different risk attitude. While ‘risk averse’ traders prefer to invest in
assets with guaranteed payoff, ‘risk-seeking’ traders are more willing to invest in assets
with higher payoffs even if they are associated with higher risk. A ‘risk neutral’ trader
is indifferent between assets with equal expected payoffs even if one of them is associated
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with more risk than the other one and hence the trader’s decision is not affected by the
degree of the uncertainty.
In this thesis, ACPM agents do not take any risk measure into consideration when partic-
ipating in the market, but participate in such a way as to maximise their expected utility.
As a matter of future work, we are interested to investigate how incorporating risk mea-
sure by agents can affect the performance of agents and the market in term of obtained
accuracy.
Considering Different Timeliness of Data Sources
In this thesis, we assume that all agents’ information with regards to a specific event arrive at
the same time, i.e. all data sources have the same timeliness. However, ACPM can be enhanced
to incorporate new information and provide a reflected prediction as soon as new information
arrives. For example, in the domain of syndromic surveillance systems, open source information
such a Google Flu Trend (GFT) data arrives two weeks earlier than the reports from CDC. In
this case, ACPM can be advanced to calculate and present market prediction as soon as agents
who own GFT data participate in the market. However, a market prediction should reflect the
arrival of other information once other agents receive their data and participate in the market.
Given that agents have the opportunity to participate until the deadline of the market, agents
can update their prediction and bet according to the updated market prediction (i.e wisdom of
the crowd).
Other Machine Learning Tasks
One future aim is facilitating ACPM to perform other forms of machine learning tasks. In this
thesis, we focus on regression tasks, which is the prediction of a continuous variable. However,
ACPM can be adjusted to do classification which refers to prediction of one outcome out of
several discrete classes.
To achieve this objective, we need to make some changes to the current mechanism of ACPM.
To perform classification, we should adopt other prediction market mechanisms such as contin-
uous double auction, call auction, dynamic pari-mutuel markets and market scoring rules which
are fundamentally designed for classification. One promising option is the popular logarithmic
market scoring rule (LMSR) proposed by Hanson [2003].
Other Real World Applications
The other alternative future work is applying ACPM on different real world application domains.
For example, ACPM can be applied to the application domain of weather forecast. Different
weather forecast techniques such as persistence methods, climatology methods, analog method,
barometric based methods, statistical methods and time series models are being used in this
literature. In addition, various data sources including different forecast websites or forecasts
made by various organisations which are made for their own specific purpose exist.
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ACPM can instantiate one agent for each combination of data sources and techniques in






An Alternative Reward Function
Once the market is over, agents are notified of the correct answer and receive revenue for each of
their bids, as determined by a reward function. In this section, we discuss an alternative reward
function to be used by the market maker at the end of each market.
Similar to real prediction markets, agents’ revenues should depend both on their prediction
accuracy and their bet. In this way agents are motivated to make accurate prediction and invest
according to their belief about the quality of their prediction. Therefore, we calculate the agent’s
revenue:
Revenue = Reward× bet, (A.1)
where Reward ∈ R+ and determines a reward based on the accuracy of the prediction.
A reward function can impact the influence of agents in the subsequent markets by the
amount of revenue it returns to them. If the reward function returns nothing to an agent
for the bid it submitted to the market maker, then the agent lose a portion of its budget for
the investment it made, therefore its budget and consequently its investment and influence on
upcoming markets will be decreased. On the other hand, if an agent receives a large amount
of reward in a market, then the influence of agent for future markets is increased as the agent’s
budget increases and consequently it can invest more on its predictions.
Intuitively, to incentivise agents to make accurate predictions, the agents’ rewards should
depend on the agent’s prediction error. The more error a prediction includes, the less reward it
should be assigned to. Therefore, we use a reward function which is inversely proportional to
the agent’s prediction error.
In the simplest form, the reward function has a linear format. The linear function differ-
entiates equally between agents’ rewards in proportion to their prediction errors. However, in
some situations, it is preferred to not differentiate between agents’ rewards by large extent if the
difference between their prediction is less than some degree. For example, imagine a population
of agents which have similar performing quality. Thought in one market, some of them may
outperform the other ones, we prefer not to differentiate their influences in the next markets and
hence we want them to retain almost equal amount of budget (i.e influence). In such situation,
an exponential reward function is suitable which decreases the reward with less steep than a
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Figure A-1: The reward functions for C = 1, β = 1 and P ∈ ( 110 , 19 , ...12 , 1, 2...10). Note that
errors greater than the cut-off (C = 1) receive zero rewards.
linear function.
Figure A-1 shows a family of piecewise exponential and linear reward functions. As the figure
shows, the reward linearly decreases by increasing error in the linear function (blue line). But,
in convex lines (green lines), the reward slightly decreases by increasing error from zero up to
a certain point and rapidly after that and the opposite behaviour exists for concave lines (red
lines). Therefore, the curvature of the reward function (P) differentiates between agents’ reward
in term of the proportion of their rewards to their prediction errors.
In addition, a reward function should handle the situations where large number of agents
have low quality in the market and only minority of them have high quality. In such cases, we
would prefer that low quality agents lose majority of their budgets rapidly. For this reason, the
reward function should include a cut-off parameter (C) to assigns zero reward to any prediction
which contains error above it. Note that we want the low quality agents lose the majority of
their budget but not all, since they may gain quality at any point of time and loss of an agent
means a loss of a data source and/or an analysis model. For this reason, we define rate per
transaction parameters which are discussed in Chapter 3 (page 49).
According to discussed points, we propose the following reward function.
Reward = max((1 – (E/C)P)β, 0), (A.2)
where E = abs(TrueValue – AgentPrediction) is the prediction error, C ∈ R+ is the reward
cut-off, above which agents receive zero revenue (see Figure A-1, in which, for example C = 1),
P ∈ R+ is the (non-)linearity of the reward function (where P > 1 is the family of functions
above the diagonal (green), 0 < P < 1 are those below (red) and P = 1 is the linear function)
and β ∈ R+ is the reward for an accurate prediction (if β = 2 then a prediction with E = 0 gets
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twice its investment).
Formula (A.2) expresses that an agent’s reward is inversely proportional to the error in its
prediction and the agent is incentivised to make a prediction as accurate as it can. This makes
the reward function incentive compatible. The incentive is further affected by parameter C which
expresses that ∀E ≥ C : Reward = 0. Hence, agents with the error E < C receive revenue and
the rest do not.
The parameter P changes the curvature of the reward function. By increasing P to more
than 1, the curvature of the reward function increases toward the convex side, which means the
proportion of reward to E decreases for smaller E and increases for larger E. Setting P < 1 (red
lines) means that a few high quality agents can dominate the market, while the predictions of
all others, including (perhaps) good quality agents, are under-weighted.
The parameter β affects the magnitude of the reward: β ≤ 1 means an agent gets back
only its investment in case of a perfect prediction (E=0) or less otherwise. Therefore, β ≤ 1
disincentives participation, but β > 1 means reward is greater than investment, in the case of a
good (E < C) prediction.
Thus, by rewarding the participants according to their performance in a given market and
updating their budgets accordingly, ACPM can keep track of the overall performance of each of
the participants according to their accumulated budgets. Furthermore, since better performing
participants gain more revenue and accumulate bigger budgets, they can invest more in subse-
quent markets and hence have more influence on those markets’ predictions (see Formula 3.4).
Choosing Parameters Automatically
ACPM reward function includes three parameters of β , C and P. The main objective of pa-
rameter β is motivating agents to participate and any value greater than 1 meets this objective.
Therefore, Parameter β can simply be set to 2. But, the market maker tunes the other reward
function parameters, namely C and P from market to market so that the best performing agents,
called merit agents, have the greatest influence on the market prediction (i.e merit agents hold
larger budgets compared to other agents). The market maker first identifies the merit agents by
keeping track of the agents with the least error in the previous markets.
The merit agents should have the greatest influence on the market prediction. In particular,
we do not want them to lose the majority of their budget by making a single poor prediction.
Therefore, the market maker sets C ( the cut-off parameter) to the error of the worst merit
agent. More formally, let E1 be the error of the best prediction, E2 the next best and so on,
such that Ei is the error of the i
th best prediction in a given round and let MA be the set of
merit agents, then C = maxi∈MA Ei.
As mentioned earlier, the curvature (steep) of the reward function differentiates between
participating agents by affecting the amount of reward they are given with regards to to their
predictions’ errors. For example, if the proportion of two agents’ errors is equal to 2, the
proportion of their rewards is equal to 2 with a simple linear reward function, but the proportion
of their rewards can be close to 1 with a reward function with low steep. The latter case is
more suitable for situations where it is not preferred to differentiate between agents influence
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significantly even if the quality of their predictions are not close.
The behaviour of reward function be can adapted to different situations (i.e markets with
various population in term of their performance quality) by setting the steep of the reward
function based on the quality of participating agents (i.e their prediction error). In other words,
the market maker can reward agents in way so that the proportionality of agents’ rewards with
regards to their errors (reward function steep) be a reflection of the magnitude of their errors
(error proportions).
Formally, denoting error proportions by (EP), and reward function steep by (RS), we seek














∣∣∣∣Ri – R1Ei – E1
∣∣∣∣ (A.4)
where R is the reward and calculated by formula (A.2) and n is the number of merit agents.
We concentrate on merit agents since each market prediction is most influenced by its merit
agents and hence ACPM parameters should be tuned based on these agents. Using this formula,
the steep of reward function is low (P is high) when the market include agents with roughly
similar quality ( i.e small differences between their prediction error) and inversely the steep of
reward function is high (P is low) when the participating agent quality varies by large extent.
Given that the other parameter are now set, the best value for parameter P can be achieved
by calculating agents’ rewards for different values of P. Then, the best value of P is the one
which results in the least difference between EP and RS. In other words, the parameter P can
be calculated by solving P = argminP(|EP – RS|).
Finally, since we want to set these parameters according to the real quality of agents and
not their revised predictions informed by wisdom of the crowd, these parameters are set in each




Chapter 4 investigates the performance of ACPM using a number of experiments on UCI data
sets. In here, we present the performance of ACPM for different number of rounds and MaxRPT
values using the experimental setting 5 (see page 86).
B.1 Number of Round Parameter
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In this subsection, we present the performance of ACPM for different values of MaxRPT for
markets with two rounds using various UCI data sets. We refer to the first round MaxRPT as
‘MaxRPT1’ and second round MaxRPT as ‘MaxRPT2’.
Bike Sharing Auto MPG
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Appendix C
Evaluation of ACPM Using
Syndromic Surveillance Data Set
Chapter 4 (page 77) investigates the performance of ACPM with different market compositions.
Therefore, four market types with different proportions of participants with regard to their data
source quality are defined. Each market has 100 agents each accessing a distinct data source.
The data sources used for each market are as follows.
Market Type 1 Information
• Data From CDC:
Unweighted ILI , Age 0-4, AGE 5-24, Age 65
• Data From Google Flu Trend:
Alabama, Arizona, California, Colorado, Connecticut, District.of.Columbia, Georgia, Indi-
ana, Iowa, Kansas, Kentucky, Louisiana, Maryland, Massachusetts, Michigan, Minnesota,
Missouri, Nebraska, Nevada, New.Jersey, Ohio, Oregon, South.Carolina, Tennessee, Utah,
Washington, Wisconsin, HHS.Region.1 CT ME MA NH RI VT., HHS.Region.8 CO MT
ND SD UT WY., HHS.Region.9 AZ CA HI NV., HHS.Region.10 AK ID OR WA., Birm-
ingham AL, Phoenix AZ, Tempe AZ, Tucson AZ, Fresno CA, Los.Angeles CA, Oakland
CA, Sacramento CA, San.Diego CA, San.Francisco CA, San.Jose CA, Santa.Clara CA,
Sunnyvale CA, Denver CO, Gainesville FL, Miami FL, Orlando FL, Atlanta GA, Roswell
GA, Chicago IL, Indianapolis IN, New.Orleans LA, Boston MA, Baltimore MD, St.Paul
MN, Kansas.City MO, St.Louis MO, Charlotte NC, Durham NC, Raleigh NC, Omaha
NE, Albuquerque NM, Las.Vegas NV, Albany NY, Buffalo NY, New.York NY, Rochester
NY, Cincinnati OH, Cleveland OH, Columbus OH, Dayton OH, Oklahoma.City OK, Tulsa
OK, Beaverton OR, Portland OR, Philadelphia PA, Nashville TN, Austin TX, Dallas TX,
Houston TX, Irving TX, San.Antonio TX, Salt.Lake.City UT, Norfolk VA, Richmond VA,
Seattle WA, Madison WI, Milwaukee WI, Illinois, HHS.Region.4 AL FL GA KY MS NC
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SC TN., HHS.Region.6 AR LA NM OK TX., Washington DC, HHS.Region.3 DE DC MD
PA VA WV.
Market Type 2 Information
• Data From CDC:
Unweighted ILI, Age 0-4, Age 5-24, Age 65
• Data From Google Flu Trend:
United.States, Alabama, Arizona, California, Colorado, Connecticut, District.of.Columbia,
Florida, Illinois, Indiana, Kansas, Kentucky, Louisiana, Maryland, Massachusetts, Min-
nesota, Missouri, Nebraska, Nevada, New.Jersey, Ohio, Oregon, South.Carolina, Ten-
nessee, Utah, Washington, Wisconsin, HHS.Region.1 CT ME MA NH RI VT., HHS.Region.3
DE DC MD PA VA WV., HHS.Region.4 AL FL GA KY MS NC SC TN., HHS.Region.6
AR LA NM OK TX., HHS.Region.8 CO MT ND SD UT WY., HHS.Region.9 AZ CA HI
NV., HHS.Region.10 AK ID OR WA., Birmingham AL, Phoenix AZ, Tempe AZ, Tucson
AZ, Fresno CA, Los.Angeles CA, Oakland CA, San.Diego CA, San.Francisco CA, San.Jose
CA, Santa.Clara CA, Sunnyvale CA, Denver CO, Washington DC, Gainesville FL, Miami
FL, Orlando FL, Tampa FL, Atlanta GA, Roswell GA, New.Orleans LA, Boston MA, Bal-
timore MD, St.Paul MN, St.Louis MO, Charlotte NC, Durham NC, Raleigh NC, Omaha
NE, Albuquerque NM, Las.Vegas NV, Albany NY, Buffalo NY, New.York NY, Rochester
NY, Cincinnati OH, Cleveland OH, Columbus OH, Dayton OH, Oklahoma.City OK, Tulsa
OK, Beaverton OR, Portland OR, Philadelphia PA, Pittsburgh PA, Nashville TN, Austin
TX, Dallas TX, Irving TX, San.Antonio TX, Arlington VA, Norfolk VA, Richmond VA,
Madison WI, Milwaukee WI, Michigan, Chicago IL, Houston TX, Seattle WA, Iowa
Market Type 3 Information
• Data From CDC:
ILI Total, Total Patients, Number of Providers, Weighted ILI, Unweighted ILI, Age 0-4,
Age 5-24, Age 65
• Data From Google Trend:
Sore Throat, Cough, Fever, Flu, Flu Symptoms
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• Data From Google Flu Trend:
Alabama, Arizona, California, Colorado, Connecticut, District.of.Columbia, Hawaii, In-
diana, Kansas, Kentucky, Louisiana, Maryland, Massachusetts, Minnesota, Missouri, Ne-
braska, Nevada, New.Hampshire, New.Jersey, Ohio, Oregon, South.Carolina, Tennessee,
Utah, Washington, Wisconsin, HHS.Region.1 CT ME MA NH RI VT., HHS.Region.8
CO MT ND SD UT WY., HHS.Region.9 AZ CA HI NV., HHS.Region.10 AK ID OR
WA., Birmingham AL, Phoenix AZ, Tempe AZ, Tucson AZ, Fresno CA, Los.Angeles CA,
Oakland CA, San.Diego CA, San.Francisco CA, San.Jose CA, Santa.Clara CA, Sunny-
vale CA, Denver CO, Gainesville FL, Miami FL, Orlando FL, Atlanta GA, Roswell GA,
Honolulu HI, Indianapolis IN, New.Orleans LA, Boston MA, Somerville MA, Baltimore
MD, St.Paul MN, Kansas.City MO, St.Louis MO, Charlotte NC, Durham NC, Raleigh
NC, Omaha NE, Newark NJ, Albuquerque NM, Las.Vegas NV, Albany NY, Buffalo NY,
New.York NY, Rochester NY, Cincinnati OH, Cleveland OH, Columbus OH, Dayton OH,
Oklahoma.City OK, Tulsa OK, Beaverton OR, Portland OR, Philadelphia PA, Nashville
TN, Austin TX, Dallas TX, Irving TX, San.Antonio TX, Norfolk VA, Richmond VA,
Bellevue WA, Madison WI, Milwaukee WI
Market Type 4 Information
• Data From CDC:
ILI Total, Total Patients, Number of Providers, Weighted ILI, Unweighted ILI, Age 0-4,
Age 5-24, Age 65, Week Number
• Data From Google Trend:
Sore Throat, Cough, Fever, Flu, Flu Symptoms
• Data From Google Flu Trend: United.States, Alabama, California, Colorado, Con-
necticut, District.of.Columbia, Florida, Hawaii, Illinois, Indiana, Kansas, Kentucky, Louisiana,
Maryland, Minnesota, Missouri, Nebraska, Nevada, New.Hampshire, New.Jersey, Ohio,
Oregon, South.Carolina, Tennessee, Utah, Wisconsin, HHS.Region.1, CT, ME, MA, NH,
RI, VT., HHS.Region.3, DE, DC, MD, PA, VA, WV., HHS.Region.4, AL, FL, GA, KY,
MS, NC, SC, TN., HHS.Region.6, AR, LA, NM, OK, TX., HHS.Region.8, CO, MT, ND,
SD, UT, WY., HHS.Region.9, AZ, CA, HI, NV., HHS.Region.10, AK, ID, OR, WA.,
Birmingham, AL, Phoenix, AZ, Tempe, AZ, Tucson, AZ, Fresno, CA, Los.Angeles, CA,
Oakland, CA, San.Diego, CA, San.Francisco, CA, Sunnyvale, CA, Denver, CO, Washing-
ton, DC, Gainesville, FL, Miami, FL, Orlando, FL, Tampa, FL, Atlanta, GA, Roswell, GA,
Honolulu, HI, New.Orleans, LA, Boston, MA, Somerville, MA, Baltimore, MD, St.Paul,
MN, St.Louis, MO, Charlotte, NC, Durham, NC, Raleigh, NC, Newark, NJ, Albuquerque,
NM, Las.Vegas, NV, Albany, NY, Buffalo, NY, New.York, NY, Rochester, NY, Cincinnati,
148
OH, Cleveland, OH, Columbus, OH, Dayton, OH, Oklahoma.City, OK, Beaverton, OR,
Portland, OR, Philadelphia, PA, Pittsburgh, PA, Austin, TX, Dallas, TX, Irving, TX,




Evaluation of ACPM Using Artificial
Data
In section 4.5 (page 88), for sake of clarity, the results of experiments of B2 to B6 are presented
based on one run. In here, we present result of same experiments averaged over100 runs, as
the process of generating noise in these experiments is not deterministic. In these figures, each
coloured solid line represents the accumulated error of a participating agent. The dotted line
shows the accumulated error of ACPM where the width of dots shows the standard error. The
participants’ accumulated errors (and hence the lines) are very close to each other, almost
forming a single line.



















Figure D-1: Scenario B2 - Comparing accumulated error of ACPM and its 40 participants. 39
agents access data with 50% noise and one agents access data with 10% noise.
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Figure D-2: Scenario B3- Comparing accumulated error of ACPM and its 40 participants. 35
agents access data with 50% noise and 5 agents access data with 10% noise.



















Figure D-3: Scenario B4- Comparing accumulated error of ACPM and its 40 participants each
accessing data with 10% noise.
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Figure D-4: Scenario B5- Comparing accumulated error of ACPM and its 40 participants each
accessing random data with uniform distribution.





















Figure D-5: Scenario B6 -Comparing accumulated error of ACPM and its 40 participants each
accessing random data with uniform distribution. For each 10 consecutive markets one of the
agents accesses the correct answer.
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Appendix E
Evaluation of ACPM on UCI Data
Sets
Chapter 4 (page 77) demonstrates the performance of ACPM and several benchmarks using a
number of experiments on UCI data sets in Table 4 (page 77). In that table we use MSE as
metric. In this appendix, we graph the performance of ACPM and the benchmarks using both
MSE and MAE.
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Evaluation of ACPM Using
Syndromic Surveillance Data Set
Chapter 5 (page 111) evaluates ACPM using syndromic surveillance application domain. In our
experiments, agents have access to Google Flu Trend prediction for different places mentioned
below.
United States, Alabama, Alaska, Arizona, Arkansas, California, Colorado, Connecticut,
Delaware, District of Columbia, Florida, Georgia, Hawaii, Idaho, Illinois, Indiana, Iowa, Kansas,
Kentucky, Louisiana, Maine, Maryland, Massachusetts, Michigan, Minnesota, Mississippi, Mis-
souri, Montana, Nebraska, Nevada, New Hampshire, New Jersey, New Mexico, New York, North
Carolina, North Dakota, Ohio, Oklahoma, Oregon, Pennsylvania, Rhode Island, South Carolina,
South Dakota, Tennessee, Texas, Utah, Vermont, Virginia, Washington, West Virginia, Wiscon-
sin, Wyoming, HHS Region 1, HHS Region 2, HHS Region 3, HHS Region 4, HHS Region 5,
HHS Region 6, HHS Region 7, HHS Region 8, HHS Region 9, HHS Region 10, Anchorage, AK,
Birmingham, AL, Little Rock, AR, Mesa, AZ, Phoenix, AZ, Scottsdale, AZ, Tempe, AZ, Tucson,
AZ, Berkeley, CA, Fresno, CA, Irvine, CA, Los Angeles, CA, Oakland, CA, Sacramento, CA,
San Diego, CA, San Francisco, CA, San Jose, CA, Santa Clara, CA, Sunnyvale, CA, Colorado
Springs, CO, Denver, CO, Washington, DC, Gainesville, FL, Jacksonville, FL, Miami, FL, Or-
lando, FL, Tampa, FL, Atlanta, GA, Roswell, GA, Honolulu, HI, Des Moines, IA, Boise, ID,
Chicago, IL, Indianapolis, IN, Wichita, KS, Lexington, KY, Baton Rouge, LA, New Orleans,
LA, Boston, MA, Somerville, MA, Baltimore, MD, Grand Rapids, MI, St Paul, MN, Kansas
City, MO, Springfield, MO, St Louis, MO, Jackson, MS, Cary, NC, Charlotte, NC, Durham,
NC, Greensboro, NC, Raleigh, NC, Lincoln, NE, Omaha, NE, Newark, NJ, Albuquerque, NM,
Las Vegas, NV, Reno, NV, Albany, NY, Buffalo, NY, New York, NY, Rochester, NY, Cleveland,
OH, Columbus, OH, Dayton, OH, Oklahoma City, OK, Tulsa, OK, Beaverton, OR, Eugene, OR,
Portland, OR, Philadelphia, PA, Pittsburgh, PA, State College, PA, Providence, RI, Columbia,
SC, Greenville, SC, Knoxville, TN, Memphis, TN, Nashville, TN, Austin, TX, Dallas, TX, Ft
Worth, TX, Houston, TX, Irving, TX, Lubbock, TX, Plano, TX, San Antonio, TX, Salt Lake
City, UT, Arlington, VA, Norfolk, VA, Reston, VA, Richmond, VA, Bellevue, WA, Seattle, WA,
Spokane, WA, Madison, WI, Milwaukee, WI
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Appendix G
Comparing ACPM and Google Flu
Trend
Chapter 5 (page 111) compares the performance of ACPM and Google Flu Trend. This ap-
pendix illustrates the prediction and errors of ACPM and Google Flu Trend for each year of the
experimented interval (2004 to 2015).
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Comparing ACPM and GP
Chapter 5 (page 111) compares the performance of ACPM and GP model [Lampos et al., 2015].
This appendix illustrate comparison of their predictions and errors for each Flu Season, between
2008 and 2013.
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