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Electrical and Computer Engineering, Northeastern University, Boston, MassachusettsABSTRACT A new way to use wide-angle x-ray solution scattering to study protein-ligand binding is presented. First, scat-
tering patterns are measured at different protein and ligand concentrations. Multivariate curve resolution based on singular value
decomposition and global analysis is applied to estimate the binding affinities and reference patterns (i.e., the scattering patterns
of individual components). As validated by simulation, Bayesian confidence intervals provide accurate uncertainty estimates for
the binding free energies and reference patterns. Experimental results from several protein-ligand systems demonstrate the
feasibility of the approach, which promises to expand the role of wide-angle x-ray scattering as a quantitative biophysical tool.INTRODUCTIONX-ray solution scattering is an important technique in
molecular biophysics. Small-angle x-ray solution scattering
(SAXS) is frequently used to measure the radius of gyration
(1), estimate the pair distribution function (2), and compute
low-resolution shape envelopes (3–5) of biological macro-
molecules. Wide-angle x-ray solution scattering (WAXS)
data contain information about the protein fold (6) and can
detect the response of protein structural ensembles to various
perturbations, including macromolecular crowding (7) and
ligand binding (8–12). It is becoming increasingly common
to combine x-ray solution scattering with molecular model-
ing and other biophysical techniques to assess and refine
models for structures and structural ensembles (13–21).
A significant challenge in the interpretation of x-ray solu-
tion scattering data is the need to isolate signals from
different species. Solutions often contain a mixture of
species (e.g., a protein may exist both as a monomer and
dimer in solution), and the observed scattering patterns are
a linear combination of scattering from each species. This
may be written generically as
D ¼ CRþ e: (1)
In this expression, D is an M  A data matrix with M
measurements and A scattering angles, in which an element
Dm;a refers to the scattering intensity for measurement m at
scattering angle bin a. C is an M  K matrix of concentra-
tions for each species, where K is the number of species,
and R is a K  A matrix of K reference patterns. Finally, ε
is an M  A residual matrix whose elements may be attrib-
uted to measurement noise.Submitted January 10, 2012, and accepted for publication December 11,
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0006-3495/13/02/0873/11 $2.00Estimating C and R to reproduce D while minimizing an
objective function for ε is useful beyond x-ray scattering,
with applications, for example, to various spectroscopic
techniques. In the broader chemometrics literature, this
is known as multivariate curve resolution (22). From the
perspective of data analysis, the simplest way to achieve
multivariate curve resolution is by experimental design,
i.e., the contribution of a precisely matched buffer obtained
by dialysis can be directly subtracted, a solution can be puri-
fied so that there is only one macromolecule, or a protein can
be saturated with ligand such that, to a very good approxima-
tion, it exists only in the holo form. Due to experimental
constraints, however, these options may be unavailable. For
example, equilibrium dialysis is precluded in time-resolved
experiments or experiments involving short-lived proteins.
Solubility can limit one’s ability to purify a molecule or satu-
rate a receptor. In such cases, multivariate curve resolution
must be accomplished mathematically.
Multivariate curve resolution methods can be broadly
categorized into two forms: soft modeling and hard model-
ing (22). In soft modeling, neither C nor R is modeled a
priori; an attempt is made to discern both directly from
the data. This approach has the advantage of making few
assumptions, but resulting estimates are often not precise
or unique, and thus conclusions may be ambiguous. In
contrast, hard modeling assumes a specific physiochemical
model for C. Hard modeling makes the most sense when
there is a strong justification for C, or when one needs to
assess whether various models for C are supported by the
data. It allows one to estimate parameters for C, such as
time constants or binding affinities, and usually provides
more unique and precise answers for R. (Another way to
analyze x-ray scattering data is to predict R based on molec-
ular models and use experimental data to estimate C (23);
however, this promising approach is not actually curve
resolution because reference patterns are determined before
the data are analyzed.) To our knowledge, x-ray solution
scattering data from biological macromolecules have onlyhttp://dx.doi.org/10.1016/j.bpj.2012.12.019
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models. For time-resolved data, kinetic models have been
used (10,24,25). Thermodynamic models for oligomeriza-
tion (26,27), equilibrium unfolding (28,29), and protein-
micelle interactions (30) have all been applied to SAXS.
In this work, we apply a stoichiometric hard model to
study the noncovalent association between a macromolecule
and a small-molecule ligand. The experiments and data
analysis strategy presented here were chosen to provide
a methodological foundation for future experiments on
more complex macromolecular systems. Consequently, we
estimate the contributions from protein, ligand, and buffer
from a global analysis of all collected scattering patterns
rather than performing an initial background subtraction
of scattering from a precisely matched buffer from scat-
tering from protein solutions. Processing strategies are
initially applied to simulated data and assessed for their
ability to provide reasonable Bayesian confidence intervals
(CIs) for binding free energies and R. The best methods
for simulated data are then applied to interpret experimental
WAXS patterns measured at different protein and ligand
concentrations. As will be apparent, nonidealities in the
experimental data lead to results that are not always opti-
mized when the same parameters employed for the simu-
lated data are used. In response to these observations, we
report the effect of changes in experimental and analytical
parameters on the derived results, with the goal of identi-
fying areas of experimental design that are most relevant
for obtaining accurate results.MATERIALS AND METHODS
Sample preparation
For each protein-ligand system, we prepared solutions at a variety of protein
and ligand concentrations. Although our analysis is valid for a wide range of
protein concentrations, we only prepared solutions in which protein was
absent or added at one specific concentration; varying protein concentra-
tions may result in macromolecular crowding effects (7) that are not readily
explained by the binding model. Because ligands are smaller and less likely
to cause crowding, we added them at concentrations ranging from less
than equimolar to a severalfold excess relative to the respective protein
concentrations.
Hen egg white lysozyme (subsequently referred to as lysozyme; catalog
No. L6876) and N-acetyl-D-glucosamine (NAG; catalog No. A8625) were
purchased from Sigma-Aldrich (St. Louis, MO). (NAG)2 (catalog No.
OD00769) and (NAG)3 (catalog No. ODT06497) were purchased from Car-
bosynth Ltd. (Compton, UK). The lysozyme and its ligands were dissolved
in 0.02 M sodium acetate (pH 4.5) and 0.1 M NaCl. Solutions (180 mL)
containing either 0 or 1 mM (14.3 mg/mL) lysozyme and 0, 0.1, 0.2, 0.4,
0.6, 0.8, 1, 1.5, 2, 4, 10, 20, or 40 mM NAG; 0.1, 0.2, 0.4, 0.6, 0.8, 1,
1.5, 2, 4, or 10 mM (NAG)2; or 0.1, 0.2, 0.4, 0.6, 0.8, 1, 2, or 4 mM
(NAG)3 were prepared from more concentrated stock solutions.
Human galectin-1 (subsequently referred to as galectin; UniProt P09382)
was recombinantly overexpressed in Escherichia coli with the pMCSG7
expression vector (31) by the technical staff of the Makowski laboratory.
A His-tag was used for purification and subsequently cleaved by TEV
protease. D-lactose monohydrate (lactose) was purchased from Sigma-
Aldrich (catalog No. 61345) and dissolved in PBS. Solutions (180 mL)Biophysical Journal 104(4) 873–883containing either 0 or 0.4 mM (5.9 mg/mL) galectin and 0, 0.2, 0.4, 0.6, 1,
2, and 8 mM lactose were prepared from stock solutions of 0.75 mM
(11 mg/mL) galectin and 4 and 40 mM stock solutions of lactose, all in PBS.
Alcohol dehydrogenase (ADH) from baker’s yeast (catalog No. A7011)
and b-nicotinamide adenine dinucleotide (NADþ; catalog No. N8535)
were purchased from Sigma-Aldrich and dissolved in buffer containing
100 mM citrate (pH 6.0) and 1 mM Zn acetate. To minimize residual
cofactor fromADH, the buffer was exchanged in centrifugal filter tubes until
at least a 1000-fold dilution was reached. Solutions (180 mL) containing
either 0 or 0.18 mM (25 mg/mL) ADH and 0, 0.09, 0.13, 0.18, 0.36, 0.71,
1.42, or 1.77 mM NADþ were prepared from stock solutions of 0.25 mM
(35mg/mL)ADH and 0.15, 1.5, and 15mMNADþ in the appropriate buffer.
Stock protein concentrations were estimated by absorbance at 280 nm
using parameters from ProtParam (32).WAXS
WAXS data were collected at the BioCAT undulator beam line (18ID) at
the Advanced Photon Source, Argonne, IL (33). Experimental data were
collected as previously described (see Makowski et al. (11) and Supporting
Material), with exposure levels such that the effect of radiation damage on
radiosensitive test proteins was undetectable (34). Outlier patterns, gener-
ated due to passage of small bubbles through the x-ray beam during the
exposure, were removed.
We averaged two-dimensional scattering patterns circularly using Fit2D
version 14.101 (35,36), applying a polarization correction with polarization
factor of 0.99, and binning measured intensities at each pixel into 1000
equally spaced scan bins with a maximum 2q angle of 28. In this work,
we will also refer to angles by 1=d ¼ 2 sinðqÞ=l, where l is the incident
x-ray wavelength of 0:979492A, and q ¼ 2pð1=dÞ.
Scattering patterns were normalized by the incident photon count. The
incident photon count was measured by both the integrated beam flux
from the ion chamber and the total photon count, summed over all pixels,
in the MAR165 2k  2k CCD detector. The former is more consistent
across different conditions, because it does not depend on the sample, but
the latter appears to be more precise. Hence, ion chamber measurements
were used to calibrate the pixel sum in each equivalent exposure by ordi-
nary linear least-squares regression, and the calibrated pixel sum was
used for normalization.
Normalized scattering patterns were stored in two data matrices: D (with
dimensions M  A) and Dall (with dimensions Mall  A). In D, each row is
the average of all scattering patterns collected under the same conditions. In
Dall, each row is a scattering pattern from an individual x-ray exposure.
Henceforth, M will refer to the number of conditions and Mall will refer
to the number of individual x-ray exposures.
The presence of a beam stop, which is required to prevent incident
beam damage to the detector, necessitated truncation of data below
1=d ¼ 0:0172 A1. Because solvent structure changes observed at wider
angles are not linear effects explained by our concentration model, scat-
tering patterns were also truncated above a maximum 1=d.
The nonlinearity is due to the concentration dependence of the partial
specific volume of the ligand (37), which gives rise to a modest but observ-
able nonlinearity in scattering from the buffer. In the ‘‘Scattering angles’’
section below, we explore the effect of varying this cutoff and find that
1=d ¼ 0:2 A1 (leaving Az368 angular bins in the data matrices) yields
reasonable results for all systems studied here; this cutoff is used in all other
sections.Stoichiometric hard model
Our stoichiometric hard model is based on a noncovalent association
between a macromolecule M and ligand L to form a complex ML:
M þ L#ML; (2)
Bayesian WAXS 875The equilibrium concentrations of these species, denoted with square
brackets, depend on the dissociation constant:
Kd ¼ ½M½L½ML ; (3)
or, equivalently, the binding free energy:
DGb ¼ RT ln

Kd
Co

; (4)
where R is the gas constant, T is the temperature in degrees Kelvin, and Co
is the standard concentration (1M) included so that the term inside the loga-
rithm is dimensionless.
Let ½Mo and ½Lo be the total concentrations of macromolecule
and ligand, respectively, before formation of the macromolecule-ligand
complex. Then ½Mo ¼ ½M þ ½ML, ½Lo ¼ ½L þ ½ML, and by the quadratic
equation,
½M L ¼ 1
2

b
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2  4½Lo½Mo
q 
b ¼ ½Mo þ ½Lo þ Kd:
(5)
For each measurement, the concentration matrix contains four columns
ðK ¼ 4Þ,
½ c ½L ½M ½ML ; (6)
corresponding to background (air, capillary, and solvent), free ligand, free
macromolecule (apo), and the macromolecule-ligand complex (holo),
respectively. We set the arbitrary constant c ¼ 103M to be of the same
order of magnitude as the other contributions. The original concentrations
are assumed to be determined by experimental design (there is no concen-
tration error), and thus C has only one free parameter, DGb.
Another possible procedure is to subtract the background before
analysis and use a three-species model with ½L, ½M, and ½ML. How-
ever, because solvent scattering is intense at wider angles, accurate back-
ground subtraction is challenging with WAXS. It is unclear how much
solvent is displaced by a particular combination of solutes, and what frac-
tion of the background may be attributed to solvent, capillary, or air.
Hence, we find a four-species model to be superior to a three-species
model.
The four-species model has the additional benefit that the obtained
reference patterns for the macromolecule, ligand, and macromolecule-
ligand complex (which constitute three rows of R) are excess intensities
that may be predicted from models of structural ensembles (38) (although
obtaining accurate ensembles remains challenging because of current
limitations in molecular-mechanics force fields and configurational
sampling). Park et al. (38) defined an excess intensity pattern as the
difference between the scattering patterns of a macromolecule and its
buffer, and described how it can be predicted from the structural emsemble
of a macromolecule in explicit solvent. Denoting the nth row of R with
a subscript, Rn, the scattering patterns of the macromolecule and buffer
are cR1 þ ½MR3 and cR1, respectively. Thus, the reference pattern
for the macromolecule, R3, is proportional to the excess intensity. By
analogy, we can see that the reference pattern for the ligand, R2, is propor-
tional to the difference between the scattering pattern of a free ligand in
buffer and the buffer without ligand. Finally, R4 is proportional to the
difference between the macromolecule-ligand complex and the buffer;
both R2 and R4 can be estimated based on the theoretical framework in
Park et al. (38).Multivariate curve resolution
Given the data matrixD and concentration matrixC, the reference matrixR
may be obtained by various forms of linear regression. Ordinary least
squares minimizes the sum of squares of the residual matrix:
c2 ¼
XM
m¼ 1
XA
a¼ 1
e2m;a: (7)
Although it is straightforward, this treatment neglects correlation and
heteroskedasticity.Although photon counts from adjacent pixels of a CCD detector are
somewhat correlated, this effect is highly local; it is reasonable to approx-
imate that measurement errors for different angular bins in x-ray scattering
patterns are uncorrelated. However, the variances of different angular bins,
which are inversely related to the number of pixels in each bin, differ
substantially. This heteroskedasticity may be accounted for by a weighted
least-squares method that minimizes
c2 ¼
XM
m¼ 1
XA
a¼ 1

em;a
sm;a
2
; (8)
where sm;a is the standard deviation (SD) of measurement m at angular
bin a.Although is it possible to estimate sm;a based on the noise performance of
individual pixels on the detector, there are a number of other sources of
error (e.g., polarization and slow drift of the synchrotron beam, the noise
performance of the ion chamber, and scattering and absorbance by the
capillary) that are difficult to treat. Because we collected multiple exposures
for each condition, we instead estimated the matrix s2 based on the sample
variance of integrated scattering patterns:
bs2m;a ¼
PMall
n¼ 1

Dallðn; aÞ  Dallðn; aÞ
2
IC½m; n PMall
n¼ 1
IC½m; n

 1
; (9)
where
MDallðm; aÞ ¼
Pall
n¼ 1
Dallðn; aÞIC½m; n
PMall
n¼ 1
IC½m; n
; (10)
and IC½m; n is an indicator function that is one if measurements m and n are
from the same solution condition, and is zero otherwise.With a fairly limited number of samples per condition, it is useful to
apply a shrinkage approximation. In all of our x-ray scattering experiments,
we observed the largest heteroskedasticity in the presence or absence of
protein, and the variance was larger in solutions with protein than in solu-
tions without it. In light of this error structure, we estimated the variance of
an exposure by
bs2m;a¼ IP½m
8>><
>>:
PMall
n¼ 1

Dallðn; aÞ  Dallðn; aÞ
2
IP½n PMall
n¼ 1
IP½n

 1
9>>=
>>;
þ INP½m
8>><
>>:
PMall
n¼ 1

Dallðn; aÞ  Dallðn; aÞ
2
INP½n PMall
n¼ 1
INP½n

 1
9>>=
>>;;
(11)Biophysical Journal 104(4) 873–883
876 Minh and Makowskiin which IP½a equals one if condition a contains protein, and zero other-
wise. INP½a is the opposite indicator function (i.e., it equals one if condition
a does not contain protein, and zero if it does).
We estimated the reference pattern matrix R using the lscov function in
MATLAB 2011b (The MathWorks, Natick, MA) and 1), ordinary least
squares; 2) weighted least squares, weighed by the inverse of the sample
variance (Eq. 9); or 3), weighted least squares, weighed by the inverse of
the shrinkage approximation variance (Eq. 11).Bayesian CIs
Least-squares regression minimizes c2 for a particular concentration
matrix C, but how does one choose C? Because C depends solely on the
unknown parameter DGb (recall our assumption that concentrations are
exact), we may simply choose a value of DGb that leads to a C that
minimizes a (weighted) residual matrix. Indeed, this is a reasonable point
estimate.
We would also like to estimate CIs for the parameter DGb. Toward this
end, note that if e ¼ D CR is uncorrelated Gaussian noise with known
variance, the log likelihood (excluding the normalizing constant) of
observing a particular data set is
ln PðDjDGbÞ ¼ 1
2
XM
m¼ 1
XA
a¼ 1

em;a
sm;a
2
: (12)
Because ε is uniquely obtained by weighted least-squares linear regression,
it implicitly depends on D.
Applying Bayes’ law, PðDGbjDÞ ¼ PðDjDGbÞPðDGbÞ=PðDÞ, and
an uninformative Gaussian prior, ln PðDGbÞ ¼ 1=2 lnð2000pR2T2Þ
ðDGb=RTÞ2=2000, we obtain a posterior probability (excluding the normal-
izing constant) for DGb:
ln PðDGbjDÞ ¼ 1
2
XM
m¼ 1
XA
a¼ 1

em;a
sm;a
2
 1
2000

DGb
RT
2
: (13)
Because the model has only one parameter, we may evaluate CIs for
DGb without extensive sampling from PðDGbjDÞ. Instead, we apply
a grid-based approach, evaluating PðDGb ¼ xijDÞ between xi ¼ 15 and
0 kcal/mol at intervals of 0.05. Then for a smaller region A, between
the minimal and maximal i for which PðDGb ¼ xijDÞ=PðDGb ¼
xi jDÞ>105, where PðDGb ¼ xi jDÞ has the largest density among all xi,
we evaluate PðDGb ¼ yijDÞ at intervals of 0.001. The evaluated densities
are then used to estimate the cumulative distribution function FðyiÞ ¼P
jPðDGb ¼ yj jDÞ. Using the cumulative distribution function, the n%
CI has a lower bound at yi where FðyiÞ is closest to ð0:5 n=100=2Þ,
and an upper bound where FðyiÞ is closest to 0:5þ n=100=2. The point
estimate is at the 0% CI.
For other quantities, CIs are obtained by statistical sampling. First,
1000 samples are drawn from the posterior PðDGb ¼ xi jDÞ using
acceptance-rejection (39) with a uniform density (inside the region A)
as an enveloping, or majorizing function. Each sampled DGb maps
onto a matrix C. Linear regression yields a reference matrix RLS and an
associated SD estimate sRLS , which are used to provide the n
th sample
of R:
Rn ¼ RLS þRL+sRLS ; (14)
where RL is an K  A matrix of standard normal variates, and the
symbol B denotes a Hadamard product, or element-wise multiplication.
After sorting the 1000 samples for elements of each matrix, we estimated
the n% CI at position 1000  ð0:5 n=100=2Þ for the lower bound and at
position 1000  ð0:5þ n=100=2Þ for the upper bound.Biophysical Journal 104(4) 873–883Singular value decomposition
Many multivariate curve resolution methods apply singular value decompo-
sition (SVD) (40,41) as a first step. SVD uniquely decomposes any matrix,
such as the transpose of D, into the product of three matrices:
DT ¼ UoSoVTo : (15)
whereUo is an AMmatrix whose columns form an orthonormal basis set,
So is an M M diagonal matrix whose entries are known as the singular
values of DT, and Vo is an M M matrix whose entries can be regarded
as coordinates in a new space.
An important feature of SVD is that the columns of Uo may be ranked in
descending order of importance for reconstructing D, as described by the
corresponding element in So. Indeed, if D were a perfect noiseless linear
combination of K species, then the nth singular value for all n>K would
be zero. Real data, however, contain noise that causes higher singular values
to be nonzero (40). Nonetheless, the trend in singular values provides an
important clue as to the number of species observed in a data set. If singular
values decline substantially after K, then SVD allows for dimensionality
reduction with minimal loss of information. By defining U as the first K
columns of Uo, S as the first K rows and columns of So, and V as the first
K columns of Vo, we can achieve a massive dimensionality reduction
from A to K dimensions.
The same multivariate curve resolution methods discussed above,
from the linear regression to the Bayesian CIs, essentially may be applied
to the reduced-space matrix V instead of the full-space matrix D. This
has the potential benefit of filtering noise. There are a few procedural differ-
ences between dealing with V versus D:
Instead of finding a (weighted) least-squares solution to Eq. 1, we solved
V ¼ Cbþ eV ; (16)
where b is a K  K linear regression matrix, to minimize an objective func-
tion for eV. To empirically estimate variances, we obtained a matrix analo-
gous to Dall by projecting each exposure onto the SVD basis vectors in an
Mall  K matrix by
Vo;all ¼ ðS1o UToDTallÞT: (17)
Reference matrices R were obtained by
R ¼ 	USbT
T (18)
When estimating CIs, we modeled measurement error in V by adding
random Gaussian noise:
Vn ¼ VþRV+s; (19)
where Vn is the n
th sample of V,RV is anM  K matrix of standard normal
variates, and s is the appropriate empirical error matrix. We obtained
samples of b by linear regression, and then obtained samples ofR by adding
random Gaussian noise proportional to the standard error from applying
ordinary least-squares regression to Eq. 1.RESULTS
Assessment of multivariate curve resolution
methods
As an initial assessment of the quality of the described
multivariate curve resolution techniques, we analyzed simu-
lated data. We simulated the data by adding Gaussian noise
to reference patterns obtained from experimental data from
Bayesian WAXS 877the binding of galectin and lactose (as described further
below):
Dall;sim ¼ RCTall þRD+
	
2  103 RCTall


; (20)
where RD is a AMall matrix of standard normal variates.
This approximates the level of noise observed in experi-
mental data (Williamson et al. (26) used a similar error
model). Call was designed with Kd ¼ 105 M and 10 expo-
sures at 18 different concentrations (nine with ½Mo ¼ 0:4
mM and ½Lo chosen such that the fraction bound
½ML=½Mo is f0:1; 0:2;.; 0:9g, and nine with the same
concentrations of ½Lo but with ½Mo ¼ 0 mM).
By repeating the simulation and performing the analysis
described in the ‘‘Multivariate curve resolution’’ section,
we can assess whether the stated CIs are true descriptions
of the uncertainty. If a stated CI is accurate, then the true
value should be within the n% CI n% of the time. If the
true value is within the n% CI less than n% of the time,
the CI is underestimated. It should be larger to increase
the likelihood of capturing the true value. Conversely,
if the true value is within the n% CI more than n% of the
time, the size of the CI is overestimated.
We observe that for our simulated data, ordinary least
squares and weighted least squares based on the sample
variance substantially overestimate the size of CIs for DGb
and C (Fig. 1). On the other hand, using weighted least
squares based on the shrinkage variance leads to slightly
underestimated CIs for the same quantities. Using the latter
procedure, CIs for R are also reasonably accurate, with
some underestimated and some overestimated. The same0
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FIGURE 1 Comparison of stated and actual CIs. The x axis is the stated
CI and the y axis is the observed fraction of simulations (based on 1000
simulations) in which the CI contains the true value of DGb (left), the
nonconstant elements of C (middle), and every 23rd angle for every refer-
ence pattern inR (right). In the left and middle panels, results from ordinary
least squares (diamonds connected by a dashed line) and weighted least
squares using the sample variance (circles connected by a dotted line) are
shown along with results from weighted least squares using the shrinkage
variance (points). In the middle panels, results from different matrix
elements of C overlap and are essentially indistinguishable. In the right
panel, the different colors denote different matrix elements of R.trend (i.e., higher accuracy of CIs using the shrinkage vari-
ance versus ordinary least squares or the sample variance)
holds for data analysis with and without SVD. However,
the CIs for R are slightly less accurate with SVD prepro-
cessing. Thus, for the analysis of simulated data, using
weighted least squares with the shrinkage variance appears
to be an essential part of the analysis, but the effects of
SVD preprocessing are relatively minor.Experimental results
As a demonstration of our method, we conducted and
analyzed WAXS experiments on several protein-ligand
systems: lysozyme and the carbohydrate (NAG)n, for
n ¼ 1, 2, and 3; galectin and the simple sugar lactose; and
ADH and its cofactor, NADþ.Lysozyme-(NAG)n
The trend in (NAG)n binding affinities estimated from
WAXS with SVD preprocessing (Table 1) is consistent
with the literature. Based on fluorescence measure-
ments, the binding free energies of 2.22 kcal/mol for
NAG, 4.95 kcal/mol for (NAG)2, and 7.23 kcal/mol
for (NAG)3 were measured at pH 5.3 and 25
C (42).
Isothermal titration calorimetry (ITC) yielded binding free
energies of 5.16 kcal/mol for (NAG)2 and 7.06 for
(NAG)3 in 0.1 M buffer acetate at pH 4.7 and 15
C, and
also showed that (NAG)n binding is an enthalpy-driven
process (43). The stronger binding seen under the conditions
used here may be due to a reduced entropic penalty at lower
temperature ð4CÞ and higher protein concentration.
On the other hand, analyzing the same WAXS data
without SVD preprocessing led to unreasonable results for
the binding affinity of NAG and (NAG)3 (Table 1). This
error indicates that although the four-species model may
be a good approximation to the data, the remaining singular
values in these systems are not purely random noise with
a zero-mean random noise (a key assumption in the simu-
lated data). Although SVD adds another step to the analysis,
its role in filtering out less important components leads to
more consistently accurate results across different systems.
Henceforth, our discussion will thus refer to the multivariate
curve resolution procedure with SVD unless specifically
noted otherwise.
Fig. 2 and Figs. S1 and S2 in the Supporting Material
summarize results for the binding of lysozyme to (NAG)n,
for n ¼ 1, 2, and 3, respectively. In panel A of all three
figures, it is worth noting that the scattering intensity is
substantially affected by increasing ligand concentration
in the absence of protein. This effect, which is common to
all our observed systems, makes it difficult, if not impos-
sible, to determine the binding affinity from a single scat-
tering angle. Therefore, it is essential to analyze data from
multiple scattering angles.Biophysical Journal 104(4) 873–883
TABLE 1 Estimated binding free energies (kcal mol1) for the protein-ligand systems described in this work, and upper and lower
bounds of the 68% CI for DGb
Protein Ligand
With SVD Without SVD
DGb Lower Upper DGb Lower Upper
Lysozyme NAG 2.98 3.02 2.94 7.43 7.54 7.33
Lysozyme (NAG)2 5.73 5.80 5.67 5.03 5.04 5.01
Lysozyme (NAG)3 12.82 14.31 11.10 5.14 5.16 5.12
Galectin lactose 5.47 5.53 5.41 5.08 5.10 5.06
ADH NADþ 3.86 3.88 3.83 3.93 3.95 3.91
878 Minh and MakowskiPanel B in all three figures shows a near-exponential
decline in the first four singular values. For (NAG)2 and
(NAG)3, the fifth singular value is much less than the fourth
and similar to the remaining singular values, suggesting that
truncation at K ¼ 4 provides a good approximation to the
original data set. Truncation at K ¼ 4 is also corroborated
by the noisiness of the fifth basis vector and the lack of
a clear trend in the corresponding coordinates D as a func-
tion of ligand concentration (bottom of panel C). For
NAG, the significance of the fourth vector is less clear
(the fourth is closer to the fifth singular value), but trends
in panel C show that the fourth basis vector is clearly not
noise, and the fifth is noisier. This supports the four-species
assumption in our model.
Strictly speaking, the singular value basis vectors shown
in panel C are not physically meaningful—they are merely
mathematical constructs obtained by decomposition of the
data matrix. Nonetheless, some clear trends are evident in
the data: the first two columns of D are mostly changed
by the presence or absence of protein, the third is nearly
linear with ligand concentration, and the fourth has the
overall shape of a binding curve (continuously increasing
or decreasing until saturation is reached). The rough corre-
spondence between coordinates in the singular value basis
vector space and behavior of the concentration matrix
provides evidence that the four-species model describes
causes of the largest changes in scattering patterns.
Especially with NAG, the model of C fits to the data very
well, and modifying DGb by as little as 0.1 kcal/mol results
in a substantially worse fit to the data. The goodness of this
particular fit is summarized by the sharp Bayesian posterior
in panel B. On the other hand, whereas the posteriors for
NAG and (NAG)2 are fairly narrow, the posterior for
(NAG)3 is broad. This is because the protein concentrations
and binding affinities are high enough that for [(NAG)3]o <
[M]o, any (NAG)3 added to the solution binds to the protein.
At higher concentrations, the protein is saturated. This
behavior is consistent with a broad range of strong binding
affinities, and the log posterior below DGb ¼ 13 is essen-
tially flat. In this case, it is clear that we have an upper bound
rather than a complete estimate of the binding free energy.
This fact may be missed with a nonBayesian analysis.
Upon binding of (NAG)n, reference patterns appear to
retain the same overall shape but have shifts in intensityBiophysical Journal 104(4) 873–883versus the apo patterns. This may be due to changes in
solvent contrast, differences in the structural ensemble of
the protein-ligand complex compared with unbound protein,
or other factors that remain to be determined.
The reference patterns are also in close agreement with
corresponding patterns obtained by direct subtraction: R1
is similar to the buffer, R2 is similar to the difference
between the highest-concentration ligand and buffer, R3 is
similar to the difference between the protein and buffer,
and R4 is similar to the difference between the protein
with the highest concentration of ligand and the buffer.
Because the reference patterns correspond to the most
significant changes in the data due to changes in the concen-
trations of species, it is reasonable to expect that they can be
approximated by simple subtractions.Galectin-lactose
Results from the binding of galectin and lactose are summa-
rized in Fig. 3. Although galectin is predominantly a homo-
dimer in solution (it may also be monomeric at lower
concentrations (44)), its carbohydrate-binding domains are
located at opposite ends of the complex, distal to the dimer-
ization interface (45). TheWAXS data are well explained by
assuming that the two binding sites are independent and
applying a 1:1 binding model to the monomer, as seen by
the existence of four significant singular values (Fig. 3 B),
the fit of the model to D (Fig. 3 C), and the narrow posterior
(Fig. 3 B, inset). The one-site model is also a good fit to ITC
data (45,46). Reported binding free energies from ITC
include4.9 kcal/mol in PBS at 10:3C (45),4.7 kcal/mol
in pH 7.4 PBS at 30C (46), and 5.0 kcal/mol in pH 7.6
PBS at 30C (47), consistent with WAXS without SVD
but somewhat weaker than WAXS with SVD (Table 1).
As with (NAG)n binding to lysozyme, the stronger binding
of lactose to galectin observed in WAXS experiments may
be explained by the fact that binding is enthalpy driven
(45,46), and the conditions used here may reduce the
entropic penalty.
Nesmelova et al. (46) also analyzed their data using
a sequential binding model with negative cooperativity.
Although ITC data were equally consistent with indepen-
dent and sequential models, NMR data and molecular-
dynamics simulations favored the latter. Because WAXS
A B
C
D E F
FIGURE 2 Analysis of lysozyme-NAG binding, with SVD preprocessing. (A) Average intensities for protein and ligand in buffer (solid lines), and ligand
in buffer (dashed lines), in arbitrary units. The intensities increase as a function of ligand concentration. Inset: The same plot, zoomed in to the small-angle
region. (B) Singular values for the first 10 basis vectors. Inset: Logarithm of the Bayesian posterior (Eq. 13) in the region where the density is within a factor
of 105 of the maximum density. (C) First five SVD basis vectors (left) and columns of V for ligand in buffer (middle column) and protein and ligand in buffer
(right column). For the middle and right columns, individual measurements are denoted with circles, the mean over each concentration is indicated with
diamonds, and the dashed line shows the fit of the model to the data. (D–F) Reference patterns: background (divided by 5, upward triangles), ligand (multi-
plied by 100, rightward triangles), apo protein (squares), and holo protein (plus signs). The figure shows an overview (D), the low-angle region of the apo and
holo protein patterns on the logarithmic scale (E), and a wider-angle region of the apo and holo protein patterns on a linear scale (F). The solid line with
embedded markers is the reference pattern, given the point estimate of DGb, and the dashed lines above and below the reference patterns are the estimated
upper and lower bounds, respectively, for the 68% CI. The left plot also shows other patterns that are expected to be similar to the reference patterns: the
buffer, without protein or ligand (downward triangles), the difference between the highest-concentration ligand and the buffer (leftward triangles), the differ-
ence between the protein without ligand and the buffer (diamonds), and the difference between the protein at the highest ligand concentration and the buffer
(x symbols). These patterns are scaled so that the sum of their absolute values matches the corresponding reference pattern (background, ligand, apo, and
holo, respectively). For clarity, markers are not shown at every point.
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A B
FIGURE 3 Analysis of galectin-lactose binding, with SVD preprocessing. The caption is the same as in Fig. 2.
880 Minh and Makowskidata are already well explained by the 1:1 binding model, as
with ITC, a sequential binding model is unlikely to improve
the fit to the current data set. A more complex model,
however, may be necessary to explain a more detailed
data set with more ligand concentrations. (Complex binding
models can be considered in future work.) The insight
gained by Nesmelova et al. into sequential binding high-
lights the importance of applying multiple biophysical tech-
niques to study a system.Biophysical Journal 104(4) 873–883Binding of lactose to galectin leads to subtle but inter-
pretable changes in the scattering pattern (Fig. 3 D). By
applying the Guinier approximation (1), IðqÞ ¼ Io expð1=
3ðqRgÞ2Þ, to data between 0:1082<q<0:1238 A1, we esti-
mate Rg ¼ 19:49 A for the apo and Rg ¼ 19:36 A for the
holo forms, which arguably are indistinguishable. Although
this range of q is at wider angles than is typical for Guinier
analysis, the observed Rg -values are consistent with those
estimated from SAXS (20:8 A) and small-angle neutron
Bayesian WAXS 881scattering (SANS; 19:1 A) for the apo form, calculated using
an indirect Fourier transform (48). Using SANS, He et al.
(48) also observed a contraction to Rg ¼ 18:2 A upon
binding of a different ligand, N-acetyllactosamine. We do
not observe such a dramatic global effect upon lactose
binding. Rather, the holo scattering appears to have a slightly
higher intensity relative to the apo pattern below 1=dz0:06.
This shift may be due to changes in solvent contrast, as
lactose may increase the solvent electron density. Between
0:06<1=d<0:15 A1, however, the holo protein reference
pattern appears slightly smoother; subtle peaks and troughs
are less evident. Smoother WAXS patterns are indicative of
increased diversity in the structural ensemble (12). Increased
structural diversity upon lactose binding is also corroborated
by NMR results indicating dampening of motion around the
binding domain but increased motion elsewhere throughout
the protein (46). This effect has also been observed in the
related protein galectin-3 (49).
Note that the reference pattern for the holo protein is
considerably different from the pattern obtained by direc-
tion subtraction (Fig. 3 D, left). Because the direct subtrac-
tion includes contributions from free ligand and free protein,
it is only an approximation to the excess intensity shown in
the reference patterns.ADH-NADD
Results from the binding of ADH and its cofactor NADþ are
summarized in Fig. S3. Although yeast ADH is a tetramer,
as with galectin and lactose, we find that treating the
monomers independently provides a good fit to the data
(Fig. S3 C). As with the other systems studied, the magni-
tude of the singular values validates K ¼ 4 as a good
approximation of the original scattering patterns (Fig. S3
B). The posterior is narrow (Fig. S3 B) and is consistent
with spectroscopic measurements of 4.7 kcal/mol in pH
7.0, 0.1 M phosphate buffer at 5C (50), and estimates
based on kinetic rate constants ranging between 5.17
and 4.28 kcal/mol (51). As with galectin and lactose,
more complex binding NADþ models have been proposed
(52); however, these will be left to future studies. Binding
of NADþ to ADH leads to shifts in the scattering pattern
that may be attributed to changes in solvent contrast.FIGURE 4 Dependence of DGb estimates on the maximum value of 1=d,
for lysozyme-NAG (upward triangles), lysozyme-(NAG)2 (leftward trian-
gles), lysozyme-(NAG)3 (rightward triangles), galectin-lactose (circles),
and ADH-NADþ (squares). The marker is the point estimate and the error
bars are the upper and lower bounds of the 68% CIs.Scattering angles
In the above analyses, we used a maximum 1=d ¼ 0:2 A1.
What is the effect of increasing or decreasing this cutoff?
More broadly, what is the ideal range of scattering angles
to measure protein-ligand binding events?
Undoubtedly, the answer will vary from system to system
and depend on many factors, including the macromolecular
size, the extent to which noncovalent association modifies
the structural ensemble, and whether the addition of solutes
has a nonlinear effect on the solvent structure. Indeed, weobserve that changing the cutoff affects the posterior of
DGb to different degrees (Fig. 4). In lysozyme-(NAG) and
lysozyme-(NAG)2, changes to the low-angle intensities are
not sufficiently large for us to accurately estimate the free
energies solely from SAXS data. With only SAXS data,
only three basis vectors are significant and the analysis proce-
dure essentially fits to noise. On the other hand, increasing the
cutoff above 1=d ¼ 0:2 A1 also leads to changes in the
posterior of DGb; this is especially dramatic with lysozyme-
NAG. The highest scattering angles can be particularly influ-
enced by solvent structure changes that are not explained by
the 1:1 bindingmodel. As morewide-angle data are included
in the analysis, a fifth, solvent-like basis vector emerges as an
important factor, mixing with and sometimes overwhelming
the fourth basis vector. Fortunately, for the systems studied
here (and likely many other protein-ligand systems), there
appears to be a plateau in DGb around 0:1<1=d<0:2 A
1
where ligand binding is detected but the data are not too
strongly affected by nonlinear solvent changes. Because
including more data appears to lead to narrower posteriors,
a cutoff of 1=d ¼ 0:2 A1 is a reasonable choice.DISCUSSION
In this study, we have developed and demonstrated a new
way, to our knowledge, to use WAXS to study protein-
ligand binding. The method provides estimates of binding
free energies and, under certain assumptions about the error
structure, accurate CIs. It also resolves scattering patterns
indicative of different species in solution.
When we compared different variants of the method, we
found that estimating the variance with a shrinkage approx-
imation was essential. Although SVD preprocessing reduces
the performance of the method with simulated data, weBiophysical Journal 104(4) 873–883
882 Minh and Makowskifound it was necessary for the analysis of experimental data
sets. SVD filters out high-order singular values that are not
explained by the binding model.
The fact that experimental data are well described by the
1:1 binding model provides an important proof of principle
that observed changes in scattering patterns are indeed due
to binding events and not merely to, for example, solvent
structure or contrast changes. Previously, the only available
method to assess whether a scattering pattern changes
because of ligand binding was to compare observed scat-
tering pattern changes with predictions based on three-
dimensional structures of apo and holo proteins (8,9).
However, the fact that a simple binding model and only
four significant basis vectors describe ligand interactions
with a dimeric (galectin) and a tetrameric (ADH) protein
points to a current limitation ofWAXS.With thesemultimers,
partially liganded states should be observed as additional
basis vectors, but the instrumental signal/noise ratio and the
amount of data collected only clearly distinguish four. In
other systems in which a larger number of basis vectors are
observed, more complex binding models should be applied.
In addition to WAXS studies of protein-ligand binding,
the described statistical analysis may be applied to other
multivariate data, including data from SAXS. Although
SAXS data may be inadequate for deriving the binding
free energies when ligand-induced structural changes are
subtle, as is the case for some of the systems described
here, SAXS may allow comparable characterizations when
the structural changes include alterations in the overall
shape or disposition of subunits. Although this limitation
may preclude many protein-ligand binding processes,
related analyses may be applied to processes more readily
detectable with SAXS.
Indeed, Williamson et al. (26) used a similar approach to
study protein oligomerization with SAXS. A significant
difference between their method and ours is that their error
function is not directly associated with CIs. One benefit of
their method, however, is that they considered different
types of concentration models, not just simple 1:1 binding.
Comparisons of more complex protein-ligand binding
models, applied to data with a larger number of detected
basis vectors, may be considered in future work.
With the increasing availability of x-ray solution scat-
tering facilities at synchrotron radiation sources, and
advances in robotic technology for loading and analyzing
samples, we foresee further applications of the described
approach, such as for quantitative moderate-throughput
screening of small-molecule fragments. Our method may
also inspire progress in Bayesian chemometrics (53).SUPPORTING MATERIAL
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