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Generalized Sylvester Formulas and skew Giambelli Identities
Soichi OKADA∗†
Abstract
We obtain a common generalization of two types of Sylvester formulas for com-
pound determinants and its Pfaffian analogue. As applications, we give generalizations
of the Giambelli identity to skew Schur functions and the Schur identity to Schur’s
skew Q-functions.
1 Introduction
Determinant and Pfaffian formulas for general matrices are a powerful tool in proving re-
lations among special functions and in evaluating specific determinants and Pfaffians. For
example, in [6], we applied the Cauchy–Sylvester formula for compound determinants to
give a transparent proof of the evaluation of the determinant involving BCn-type Jackson
integrals. And, in [4], we found a variant of the Cauchy–Sylvester formula and obtained
product evaluations of determinants of classical group characters. The aims of this paper
are to establish a common generalization of two types of Sylvester formulas for compound
determinants and its Pfaffian analogue, and to obtain symmetric function identities by
applying these generalized formulas.
Given a matrix X =
(
xi,j
)
and sequences I = (i1, . . . , ip) of row indices and I
′ =
(i′1, . . . , i
′
q) of column indices, let X
(
I
I ′
)
be the p× q matrix obtained from X by picking
up the rows indexed by I and the columns indexed by I ′, i.e.,
X
(
I
I ′
)
=
(
xiα,i′β
)
1≤α≤p, 1≤β≤q
.
For two sequences I and J , we denote by I ⊔J the concatenation of I and J , and, if J is a
subsequence of I, then we denote by I \ J the sequence obtained by removing the entries
of J from I. For example, (1, 3, 4)⊔(2, 6) = (1, 3, 4, 2, 6) and (1, 3, 4, 2, 6)\(3, 2) = (1, 4, 6).
Then the Sylvester formula and its dual version are stated as follows:
Proposition 1.1. Let X be a matrix and let K and K ′ be sequences of row and column
indices of the same length.
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(1) (Sylvester [15]) For sequences I = (i1, . . . , ip) of row indices and I
′ = (i′1, . . . , i
′
p) of
column indices, we have
det
(
detX
(
(iα) ⊔K
(i′β) ⊔K
′
))
1≤α, β≤p
= detX
(
I ⊔K
I ′ ⊔K ′
)
·
(
detX
(
K
K ′
))p−1
. (1.1)
(2) For sequences J = (j1, . . . , jq) of row indices and J
′ = (j′1, . . . , j
′
q) of column indices,
we have
det
(
detX
(
(J \ (jα)) ⊔K
(J \ (j′β)) ⊔K
′
))
1≤α, β≤q
=
(
detX
(
J ⊔K
J ′ ⊔K ′
))q−1
· detX
(
K
K ′
)
.
(1.2)
The identities (1.1) and (1.2) are dual to each other in the sense that one is obtained
from the other by applying to the matrix X−1 and using Jacobi’s complementary minor
formula [7]. One of the main results of this paper is the following theorem, which is a
common generalization of (1.1) and (1.2). In fact, we can recover (1.1) (resp. (1.2)) by
specializing q = 0 (resp. p = 0) in (1.3).
Theorem 1.2. Let X be a matrix and I, J and K (resp. I ′, J ′ and K ′) sequences of
row (resp. column) indices of length p, q and r. We define a (p + q) × (p + q) matrix
X˜ =
(
x˜α,β
)
1≤α, β≤p+q
by
x˜α,β = detX
(
(iα) ⊔ J ⊔K
(i′β) ⊔ J
′ ⊔K ′
)
if 1 ≤ α, β ≤ p,
x˜α,p+β = detX
(
(iα) ⊔ (J \ (jβ)) ⊔K
J ′ ⊔K ′
)
if 1 ≤ α ≤ p and 1 ≤ β ≤ q,
x˜p+α,β = detX
(
J ⊔K
(i′β) ⊔ (J
′ \ (j′α)) ⊔K
′
)
if 1 ≤ α ≤ q and 1 ≤ β ≤ p,
x˜p+α,p+β = − detX
(
(J \ (jβ)) ⊔K
(J ′ \ (j′α)) ⊔K
′
)
if 1 ≤ α, β ≤ q.
Then we have
det X˜ = (−1)q detX
(
I ⊔K
I ′ ⊔K ′
)
·
(
detX
(
J ⊔K
J ′ ⊔K ′
))p+q−1
. (1.3)
For example, if I = I ′ = (1, 2), J = J ′ = (3, 4), K = K ′ = (5), then Equation (1.3)
reads
det

∣∣∣∣1, 3, 4, 51, 3, 4, 5
∣∣∣∣ ∣∣∣∣1, 3, 4, 52, 3, 4, 5
∣∣∣∣ ∣∣∣∣1, 4, 53, 4, 5
∣∣∣∣ ∣∣∣∣1, 3, 53, 4, 5
∣∣∣∣∣∣∣∣2, 3, 4, 51, 3, 4, 5
∣∣∣∣ ∣∣∣∣2, 3, 4, 52, 3, 4, 5
∣∣∣∣ ∣∣∣∣2, 4, 53, 4, 5
∣∣∣∣ ∣∣∣∣2, 4, 53, 4, 5
∣∣∣∣∣∣∣∣3, 4, 51, 4, 5
∣∣∣∣ ∣∣∣∣3, 4, 52, 4, 5
∣∣∣∣ − ∣∣∣∣4, 54, 5
∣∣∣∣ − ∣∣∣∣3, 54, 5
∣∣∣∣∣∣∣∣3, 4, 51, 3, 5
∣∣∣∣ ∣∣∣∣3, 4, 52, 3, 5
∣∣∣∣ − ∣∣∣∣4, 54, 5
∣∣∣∣ − ∣∣∣∣3, 53, 5
∣∣∣∣

= (−1)2
∣∣∣∣1, 2, 51, 2, 5
∣∣∣∣ · ∣∣∣∣3, 4, 53, 4, 5
∣∣∣∣2+2−1 ,
2
where
∣∣∣∣i1, . . . , ipi′1, . . . , i′p
∣∣∣∣ stands for detX (i1, . . . , ipi′1, . . . , i′p
)
.
Knuth [9] gave Pfaffian analogues of the Sylvester formulas in Theorem 1.1. For a
skew-symmetric matrix Y and a sequence I = (i1, · · · , il) of row/column indices, we write
Y (I) for Y
(
I
I
)
.
Proposition 1.3. Let Y be a skew-symmetric matrix and K be a sequence of row/column
indices of even length.
(1) (Knuth [9, 2.5]) For a sequence I = (i1, . . . , il) of row/column indices of even length
l, we have
Pf
(
Pf Y ((iα, iβ) ⊔K)
)
1≤α<β≤l
= Pf Y (I ⊔K) ·
(
Pf Y (K)
)l/2−1
. (1.4)
(2) (Knuth [9, (2.7)]) For a sequence J = (j1, . . . , jm) of row/column indices of even
length m, we have
Pf
(
Pf Y ((J \ (jα, jβ) ⊔K)
)
1≤α<β≤m
=
(
Pf Y (J ⊔K)
)m/2−1
· Pf Y (K). (1.5)
Another main result is the following common generalization of (1.4) and (1.5). Ifm = 0
(resp. l = 0), then Equation (1.6) reduces to (1.4) (resp. (1.5)). Note that Hirota [3] gave
the special case l = m.
Theorem 1.4. Let Y be a skew-symmetric matrix. Let l, m and n be nonnegative
integers with the same parity, and let I, J and K be sequences of row/column indices of
Y of length l, m and n respectively. We define an (l+m)× (l+m) skew-symmetric matrix
Y˜ =
(
y˜α,β
)
1≤α,β≤p+q
by
y˜α,β = Pf Y ((iα, iβ) ⊔ J ⊔K) if 1 ≤ α < β ≤ l,
y˜α,m+β = Pf Y ((iα) ⊔ (J \ (jβ)) ⊔K) if 1 ≤ α ≤ l and 1 ≤ β ≤ m,
y˜m+α,m+β = Pf Y ((J \ (jα, jβ)) ⊔K) if 1 ≤ α < β ≤ m.
Then we have
Pf Y˜ = Pf Y (I ⊔K) ·
(
Pf Y (J ⊔K)
)(l+m)/2−1
. (1.6)
As an application of our generalized Sylvester formula (Theorem 1.2), we give an
extension of the Giambelli identity to skew Schur functions, which expresses a skew Schur
function sλ/µ in terms of a determinants of skew Schur functions of the form ±sν/µ.
Similarly, we use the generalized Knuth formula (Theorem 1.4) to obtain a generalization
of the Schur identity to Schur’s skew Q-functions, which expresses a skew Q-function Qλ/µ
in terms of a Pfaffian of skew Q-functions of the form ±Qν/µ.
This article is organized as follows. In Section 2, we prove Theorem 1.4 by using a
Pfaffian analogue of the Desnanot–Jacobi identity. In Section 3, we derive Theorem 1.2
from Theorem 1.4 by using a relation between determinants and Pfaffians. Applications
to symmetric function identities are provided in Sections 4 and 5.
3
2 Proof of Theorem 1.4
Recall a definition and some properties of Pfaffians (see [5] for details). Given an 2m×2m
skew-symmetric matrix A =
(
aij
)
1≤i,j≤2m
, the Pfaffian of A, denoted by Pf A, is defined
by
Pf A =
∑
pi∈F2m
sgn(pi)api(1),pi(2)api(3),pi(4) . . . api(2m−1),pi(2m),
where F2m is the subset of the symmetric group S2m given by
F2m = {pi ∈ S2m : pi(1) < pi(3) < · · · < pi(2m− 1), pi(2i − 1) < pi(2i) (1 ≤ i ≤ m)}.
For example, if 2m = 4, then we have
Pf A = a12a34 − a13a24 + a14a23.
For a 2m× 2m skew-symmetric matrix A and a 2m× 2m matrix T , we have
Pf
(
tTAT
)
= detT · Pf A.
Hence the Pfaffian is alternating in the sense that Pf
(
aσ(i),σ(j)
)
= sgn(σ) Pf (ai,j) for any
permutation σ ∈ S2m.
One key ingredient of the proof of Theorem 1.4 is the Pfaffian analogue of the Desnanot–
Jacobi formula, which is a special case of the basic identity in [9].
Lemma 2.1. (See e.g. [9, (1.1)].) Let A be a skew-symmetric matrix A with rows/columns
indexed by (1, 2, . . . , 2m). For row/column indices i < j < k < l, we have
Pf Ai,j · Pf Ak,l − Pf Ai,k · Pf Aj,l +Pf Ai,l · Pf Aj,k = Pf A · Pf Ai,j,k,l, (2.1)
where Ai1,··· ,ip denotes the skew-symmetric matrix obtained from A by removing rows and
columns with indices i1, · · · , ip.
First we show the following identities, which are special cases of Theorem 1.4.
Lemma 2.2. Let Y be a skew-symmetric matrix. Let (a, b, c, d) and K be sequences of
row/column indices.
(1) If k is even, then we have
Pf Y ((a, b, c, d) ⊔K) · Pf(K)− Pf Y ((a, d) ⊔K) · Pf Y ((b, c) ⊔K)
+ Pf Y ((a, c) ⊔K) · Pf Y ((b, d) ⊔K) = Pf Y ((a, b) ⊔K) · Pf Y ((c, d) ⊔K). (2.2)
(2) If k is odd, then we have
Pf Y ((a, c, d) ⊔K) · Pf Y ((b) ⊔K)− Pf Y ((a, b, d) ⊔K) · Pf Y ((c) ⊔K)
+ Pf Y ((a, b, c) ⊔K) · Pf Y ((d) ⊔K) = Pf Y ((b, c, d) ⊔K) · Pf Y ((a) ⊔K). (2.3)
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Proof. The first identity (2.2) is a restatement of Lemma 2.1. We shall prove the second
identity (2.3). Let e be the first entry of K and let K ′ = K\(e) be the remaining sequence.
If we write [i1, . . . , ir] = Pf Y ((i1, . . . , ir) ⊔K
′), then the left hand side of (2.3) is written
as
[a, c, d, e] · [b, e]− [a, b, d, e] · [c, e] + [a, b, c] · [d, e].
By using lemma 2.1, we have
[a, c, d, e] · [∅] = [a, c] · [d, e] − [a, d] · [c, e] + [a, e] · [c, d],
[a, b, d, e] · [∅] = [a, b] · [d, e]− [a, d] · [b, e] + [a, e] · [b, d],
[a, b, c, e] · [∅] = [a, b] · [c, e]− [a, c] · [b, e] + [a, e] · [b, c],
where [∅] = Pf Y (K ′). Hence the left hand side of (2.3) is equal to
1
[∅]
· [a, e] ([b, c] · [d, e] − [b, d] · [c, e] + [b, e] · [c, d]) ,
which turns out to be equal to [a, e] · [b, c, d, e] = Pf Y ((a) ⊔K) · Pf Y ((b, c, d) ⊔K) again
by using Lemma 2.1.
Proof of Theorem 1.4. For three sequences I, J and K, we denote by Z(I, J,K) the (l +
m)× (l +m) skew-symmetric matrix given by
Z(I, J,K) =

(
Pf Y ((iα, iβ) ⊔ J ⊔K)
)
1≤α<β≤l
(
Pf Y ((iα) ⊔ (J \ (jβ) ⊔K)
)
1≤α≤l
1≤β≤m(
Pf Y ((J \ (jα, jβ)) ⊔K)
)
1≤α<β≤m
 ,
where l and m are the lengths of I and J respectively. We proceed by induction on l and
m.
First we consider the case where l ≥ 4. In this case, we apply Lemma 2.1 to the matrix
A = Y˜ = Z(I, J,K) with (i, j, k, l) = (1, 2, 3, 4). By using the induction hypothesis on l,
we have
Y˜ α,β = Pf Z(I \ (iα, iβ), J,K)
= Pf Y ((I \ (iα, iβ)) ⊔K) ·
(
Pf Y (J ⊔K)
)((l−2)+m)/2−1
(1 ≤ α < β ≤ 4),
and
Y˜ 1,2,3,4 = Pf Z(I \ (i1, i2, i3, i4), J,K)
= Pf Y ((I \ (i1, i2, i3, i4) ⊔K) ·
(
Pf Y (J ⊔K)
)((l−4)+m)/2−1
.
Hence we see that
Pf Z(I, J,K)
=
1
Pf Y (I \ (i1, i2, i3, i4))

Pf Y ((I \ (i1, i2)) ⊔K) · Pf Y ((I \ (i3, i4)) ⊔K)
−Pf Y ((I \ (i1, i3)) ⊔K) · Pf Y ((I \ (i2, i4)) ⊔K)
+Pf Y ((I \ (i1, i4)) ⊔K) · Pf Y ((I \ (i2, i3)) ⊔K)

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×
(
Pf Y (J ⊔K)
)(l+m)/2−1
.
Again by applying Lemma 2.1 to A = Y (I ⊔K), we obtain the desired formula (1.6) for
Z(I, J,K).
Next we consider the case where m ≥ 4. In this case we apply Lemma 2.1 to the
matrix A = Y˜ = Z(I, J,K) with (i, j, k, l) = (l + 1, l + 2, l + 3, l + 4). We see that
Y˜ l+α,l+β = Z(I, J \ (jα, jβ), (jα, jβ) ⊔K) if (α, β) = (1, 2), (2, 3) or (3, 4),
Y˜ l+1,l+2,l+3,l+4 = Z(I, J \ (j1, j2, j3, j4), (j1, j2, j3, j4) ⊔K),
and
• Y˜ l+1,l+3 is equal to the matrix obtained from −Z(I, J \ (j1, j3), (j1, j3) ⊔ K) by
multiplying the (l + 1)st row/column (corresponding to j2) by −1,
• Y˜ l+2,l+4 is equal to the matrix obtained from −Z(I, J \ (j2, j4), (j2, j4) ⊔ K) by
multiplying the (l + 2)nd row/column (corresponding to j3) by −1,
• Y˜ l+1,l+4 is equal to the matrix obtained from Z(I, J \ (j1, j4), (j1, j4) ⊔K) by mul-
tiplying the (l + 1)st and (l + 2)nd rows/columns (corresponding to j2 and j3) by
−1.
Hence, by using the induction hypothesis on m, we have
Z(I, J,K)
=
1
Pf Y (I ⊔ (j1, j2, j3, j4) ⊔K)

Pf Y (I ⊔ (j1, j2) ⊔K) · Pf Y (I ⊔ (j3, j4) ⊔K)
−Pf Y (I ⊔ (j1, j3) ⊔K) · Pf Y (I ⊔ (j2, j4) ⊔K)
+Pf Y (I ⊔ (j1, j4) ⊔K) · Pf Y (I ⊔ (j2, j3) ⊔K)

×
(
Pf Y (J ⊔K)
)(l+m)/2−1
.
Again by using Lemma 2.1 to A = Y (I ⊔ (j1, j2, j3, j4) ⊔ K) with (i, j, k, l) = (l + 1, l +
2, l + 3, l + 4), we obtain the desired formula (1.6) for Z(I, J,K).
Now it remains to show the cases where
(l,m) = (1, 1), (2, 2), (1, 3), (3, 1) and (3, 3).
The case (l,m) = (1, 1) is trivial. The case (l,m) = (2, 2) follows from (2.2) and the cases
(l,m) = (1, 3) and (3, 1) follow from (2.3) in Lemma 2.2. Hence it is enough to consider
the case (l,m) = (3, 3).
Let l = m = 3, I = (a, b, c), J = (d, e, f), and write 〈i1, · · · , im〉 = Pf Y ((i1, · · · , im) ⊔
K). Then we have
Z(I, J,K) =

0 〈a, b, d, e, f〉 〈a, c, d, e, f〉 〈a, e, f〉 〈a, d, f〉 〈a, d, e〉
0 〈b, c, d, e, f〉 〈b, e, f〉 〈b, d, f〉 〈b, d, e〉
0 〈c, e, f〉 〈c, d, f〉 〈c, d, e〉
0 〈f〉 〈e〉
0 〈d〉
0
 .
6
We apply Lemma 2.1 to this matrix, say W . It follows from (2.3) that
PfW 1,2 = 〈c〉 · 〈d, e, f〉, PfW 1,3 = 〈b〉 · 〈d, e, f〉, PfW 2,3 = 〈a〉 · 〈d, e, f〉.
And it follows from (2.2) that
PfW 3,4 = 〈a, b, d〉 · 〈d, e, f〉, PfW 2,4 = 〈a, c, d〉 · 〈d, e, f〉, PfW 1,4 = 〈b, c, d〉 · 〈d, e, f〉.
Hence, again by using (2.3), we see that
PfW 1,2 · PfW 3,4 − PfW 1,3 · PfW 2,4 + PfW 1,4 · PfW 2,3
= 〈d, e, f〉2 · (〈a〉 · 〈b, c, d〉 − 〈b〉 · 〈a, c, d〉 + 〈c〉 · 〈a, b, d〉)
= 〈d, e, f〉2 · 〈a, b, c〉 · 〈d〉.
Since PfW 1,2,3,4 = 〈d〉, we conclude that
PfW = 〈a, b, c〉 · 〈d, e, f〉2 = Pf Y ((a, b, c) ⊔K) ·
(
Pf Y ((d, e, f) ⊔K)
)2
.
This completes the proof of Theorem 1.4.
3 Proof of Theorem 1.2
In this section we derive Theorem 1.2 from Theorem 1.2. Some determinant formulas can
be deduced from Pfaffian formulas by using the following fundamental relation between
determinants and Pfaffians.
Lemma 3.1. (See e.g. [5].) Suppose that m+ n is even. If M is an m× n matrix, then
we have
Pf
(
O M
−tM O
)
=
{
(−1)(
m
2 ) detM if m = n,
0 if m 6= n.
(3.1)
More generally, if N is an n× n skew-symmetric matrix and M is an m× n matrix, then
we have
Pf
(
N M
−tM O
)
=
{
(−1)(
m
2 ) detM if m = n,
0 if m > n.
(3.2)
Proof of Theorem 1.2. We put
A = X
(
I
I ′
)
, B = X
(
I
J ′
)
, P = X
(
I
K ′
)
,
C = X
(
J
I ′
)
, D = X
(
J
J ′
)
, Q = X
(
J
K ′
)
,
R = X
(
K
I ′
)
, S = X
(
K
J ′
)
, T = X
(
K
K ′
)
,
that is,
X =

I J K
I ′ A B P
J ′ C D Q
K ′ R S T
,
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and consider the following 2(p + q + r) × 2(p + q + r) skew-symmetric matrix Y with
rows/columns indexed by I ⊔ I ′ ⊔ J ⊔ J ′ ⊔K ⊔K ′:
Y =

I I ′ J J ′ K K ′
I O A O B O P
I ′ −tA O −tC O −tR O
J O C O D O Q
J ′ −tB O −tD O −tS O
K 0 R O S O T
K ′ −tP O −tQ 0 −tT O
.
We apply Theorem 1.4 to the sequences I˜ = I ⊔ I ′, J˜ = J ⊔ J ′ and K˜ = K ⊔K ′.
We compute the entries of the matrix Y˜ given in Theorem 1.4. By permuting row/columns
and then by using (3.1), we have for 1 ≤ α, β ≤ p
Pf Y ((iα, iβ) ⊔ J˜ ⊔ K˜)
= (−1)qr Pf
 Oq+r+2 X
(
(iα, iβ) ⊔ J ⊔K
J ′ ⊔K ′
)
−t
(
X
(
(iα, iβ) ⊔ J ⊔K
J ′ ⊔K ′
))
Oq+r

= 0,
Pf Y ((iα, i
′
β) ⊔ J˜ ⊔ K˜)
= (−1)qr+(q+r) Pf
 Oq+r+1 X
(
(iα) ⊔ J ⊔K
(i′β) ⊔ J
′ ⊔K ′
)
−t
(
X
(
(iα) ⊔ J ⊔K
(i′β) ⊔ J
′ ⊔K ′
))
Oq+r+1

= (−1)qr+(q+r) · (−1)(
q+r+1
2 ) detX
(
(iα) ⊔ J ⊔K
(i′β) ⊔ J
′ ⊔K ′
)
,
Pf Y ((i′α, i
′
β) ⊔ J˜ ⊔ K˜)
= (−1)r
2+q(q+r) Pf
 Oq+r+2 −
t
(
X
(
J ⊔K
(i′α, i
′
β) ⊔ J
′ ⊔K ′
))
X
(
J ⊔K
(i′α, i
′
β) ⊔ J
′ ⊔K ′
)
Oq+r

= 0,
where On denotes the n×n zero matrix. Similarly we have, for 1 ≤ α ≤ p and 1 ≤ β ≤ q,
Pf Y ((iα) ⊔ (J˜ \ (jβ)) ⊔ K˜) = (−1)
qr+(q+r2 ) detX
(
(iα) ⊔ (J \ (jβ)) ⊔K
J ′ ⊔K ′
)
,
Pf Y ((iα) ⊔ (J˜ \ (j
′
β)) ⊔ K˜) = 0,
Pf Y ((i′α) ⊔ (J˜ \ (jβ)) ⊔ K˜) = 0,
Pf Y ((i′α) ⊔ (J˜ \ (j
′
β)) ⊔ K˜) = (−1)
q+qr · (−1)(
q+r
2 ) detX
(
J ⊔K
(i′α) ⊔ (J
′ \ (j′β)) ⊔K
′
)
,
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and, for 1 ≤ α, β ≤ q,
Pf Y ((J˜ \ (jα, jβ)) ⊔ K˜) = 0,
Pf Y ((J˜ \ (jα, j
′
β)) ⊔ K˜) = (−1)
(q−1)r · (−1)(
q+r−1
2 ) detX
(
(J \ (jα)) ⊔K
(J ′ \ (j′β)) ⊔K
′
)
,
Pf Y ((J˜ \ (j′α, j
′
β)) ⊔ K˜) = 0.
If we put
U =
(
detX
(
(iα) ⊔ J ⊔K
(i′β) ⊔ J
′ ⊔K ′
))
1≤α,β≤p
,
V =
(
detX
(
(iα) ⊔ (J \ (jβ)) ⊔K
J ′ ⊔K ′
))
1≤α≤p,1≤β≤q
,
V ′ =
(
detX
(
J ⊔K
(i′α) ⊔ (J
′ \ (j′β)) ⊔K
′
))
1≤α≤p,1≤β≤q
,
W =
(
detX
(
(J \ (jα)) ⊔K
(J ′ \ (j′β)) ⊔K
′
))
1≤α,β≤q
,
then the matrix Y˜ in Theorem 1.4 is given by
Y˜ =

O εU εV O
−εtU O O (−1)qεV ′
−εtV O O (−1)q−1εW
O −(−1)qεtV ′ −(−1)q−1εtW O
 ,
where ε = (−1)qr+(
q+r
2 ). By permuting rows/columns and using Lemma 3.1, we have
Pf Y˜ = (−1)q(p+q) · (−1)(
p+q
2 ) det
(
εU εV
−(−1)qεtV ′ −(−1)q−1εtW
)
= (−1)q(p+q)+(
p+q
2 )+(p+q)(qr+(
q+r
2 )) · (−1)q+q
2
det
(
U V
tV ′ −tW
)
.
Since we have
Pf Y (I˜ ⊔ K˜) = (−1)pr+(
p+r
2 ) detX
(
I ⊔K
I ′ ⊔K ′
)
,
Pf Y (J˜ ⊔ K˜) = (−1)qr+(
q+r
2 ) detX
(
J ⊔K
J ′ ⊔K ′
)
,
we obtain
(−1)q(p+q)+(
p+q
2 )+(p+q)(qr+(
q+r
2 ))+q+q
2
det X˜
= (−1)pr+(
p+r
2 )+(p+q−1)(qr+(
q+r
2 )) detX
(
I ⊔K
I ′ ⊔K ′
)
·
(
detX
(
J ⊔K
J ′ ⊔K ′
))p+q−1
.
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Now by noticing the congruence
pq +
(
p+ q
2
)
+ qr +
(
q + r
2
)
+ rp+
(
r + p
2
)
≡ 0 mod 2,
we complete the proof of Theorem 1.2.
We can derive the following Bazin formula from Theorem 1.2
Corollary 3.2. (Bazin [1]) Let n and p be positive integers such that p ≤ n. If Z is a
matrix with columns indexed by (1, 2, . . . , n), and I = (i1, . . . , ip), J = (j1, . . . , jp), and K
are sequences of row indices of length p, p, and n− p respectively, then we have
det
(
detZ
(
(iα) ⊔ (J \ (jβ)) ⊔K
(1, 2, . . . , n)
))
1≤α,β≤p
= detZ
(
I ⊔K
(1, 2, . . . , n)
)
·
(
detZ
(
J ⊔K
(1, 2, . . . , n)
))p−1
. (3.3)
Proof. We apply Theorem 1.2 to the matrix X = (xi,j) with columns indexed by (1, . . . , p,
1, . . . , p, p + 1, . . . , n) given by {
xi,j = zi,j if 1 ≤ j ≤ p,
xi,j = zi,j if 1 ≤ j ≤ n.
Let I ′ = (1, . . . , p), J ′ = (1, . . . , p), K ′ = (p + 1, . . . , n). Then we have
detX
(
(iα) ⊔ J ⊔K
(i) ⊔ J ′ ⊔K ′
)
= 0 (1 ≤ α ≤ p, 1 ≤ i ≤ p),
detX
(
(iα) ⊔ (J \ (jβ)) ⊔K
J ′ ⊔K ′
)
= detZ
(
(iα) ⊔ (J \ (jβ)) ⊔K
(1, 2, . . . , n)
)
(1 ≤ α, β ≤ p),
detX
(
J ⊔K
(i) ⊔ (J ′ \ (j)) ⊔K ′
)
= δi,j(−1)
i−1 detZ
(
J ⊔K
(1, 2, . . . , n)
)
(1 ≤ i, j ≤ p),
detX
(
I ⊔K
I ′ ⊔K ′
)
= detZ
(
I ⊔K
(1, 2, . . . , n)
)
,
detX
(
J ⊔K
J ′ ⊔K ′
)
= detZ
(
J ⊔K
(1, 2, . . . , n)
)
.
Hence we have
det

Op
(
detZ
(
(iα) ⊔ (J \ (jβ)) ⊔K
(1, 2, . . . , n)
))
1≤α,β≤p(
δi,j(−1)
i−1 detZ
(
J ⊔K
(1, 2, . . . , n)
))
1≤i,j≤p
∗

= (−1)p detZ
(
I ⊔K
(1, 2, . . . , n)
)
·
(
detZ
(
J ⊔K
(1, 2, . . . , n)
))2p−1
.
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By permuting columns on the determinant of the left hand side, we see that the left hand
side is equal to
(−1)p
2
det
(
detZ
(
(iα) ⊔ (J \ (jβ)) ⊔K
(1, 2, . . . , n)
))
1≤α,β≤p
× (−1)
∑p
i=1(i−1)
(
detZ
(
J ⊔K
(1, 2, . . . , n)
))p
.
By cancelling the common factor, we obtain the Bazin formula (3.3).
4 Skew generalizations of Giambelli identity
In this section, we use the generalized Sylvester formula (Theorem 1.2) to obtain a skew
generalization of the Giambelli identity to skew Schur functions.
A partition of a nonnegative integer n is a weakly decreasing sequence λ = (λ1, λ2, λ3, . . . )
of nonnegative integers such that |λ| =
∑
i≥1 λi = n. The length, denoted by l(λ), of a
partition λ is the number of nonzero entries of λ. We sometimes write λ = (λ1, . . . , λl(λ))
by omitting the 0s at the end. We identify a partition λ of n with its Young diagram,
which is a left-justified array of n cells with λi cells in the ith row. We denote by ∅ the
empty partition (0, 0, . . . ) of 0. Given a partition λ, we put
p(λ) = #{i : λi ≥ i}, αi = λi − i, βi = λ
′
i − i (1 ≤ i ≤ p(λ)),
where λ′i is the number of cells in the ith column of the Young diagram of λ. Then we
write λ = (α1, . . . , αp(λ)|β1, . . . , βp(λ)) and call it the Frobenius notation of λ.
Let sλ be the Schur function corresponding to a partition λ, and sλ/µ the skew Schur
function associated to a pair of partitions λ and µ. Note that sλ = sλ/∅ and sµ/µ = 1
and that sλ/µ = 0 unless λi ≥ µi for i ≥ 1. (Refer to [11, Chapter I] for details on
Schur functions.) Giambelli [2] gave a formula which expresses any Schur function as a
determinant of Schur functions of hook shapes (a|b), and Lascoux–Pragacz [10] gave a
generalization of the Giambelli identity to skew Schur functions.
Proposition 4.1. (1) (Giambelli [2]) For a partition λ = (α1, . . . , αp|β1, . . . , βp), we
have
sλ = det
(
s(αi|βj)
)
1≤i,j≤p
. (4.1)
(2) (Lascoux–Pragacz [10]) If λ = (α1, · · · , αp|β1, · · · , βp) and µ = (γ1, · · · , γq|δ1, · · · , δq)
in the Frobenius notation, then we have
sλ/µ = (−1)
q det

(
s(αi|βj)
)
1≤i,j≤p
(
hαi−γj
)
1≤i≤p
1≤j≤q(
eβj−δi
)
1≤i≤q
1≤j≤p
O
 , (4.2)
where hk (resp. ek) is the kth complete (resp. elementary) symmetric function and
hk = ek = 0 for k < 0.
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We apply Theorem 1.2 to give another generalization of the Giambelli identity to skew
Schur functions. In order to state the identity, we extend the definition of skew Schur
functions as follows:
Definition 4.2. Given two nonnegative integer sequences α = (α1, . . . , αp) and β =
(β1, . . . , βp) of the same length p and a partition µ, we define s(α|β)/µ by putting
s(α|β)/µ = (−1)
q det

(
s(αi|βj)
)
1≤i,j≤p
(
hαi−γj
)
1≤i≤p
1≤j≤q(
eβj−δi
)
1≤i≤q
1≤j≤p
O
 ,
where µ = (γ1, · · · , γq|δ1, · · · , δq) in the Frobenius notation.
If the entries of α (or β) are not distinct, then s(α|β)/µ = 0. Otherwise, if σ and τ ∈ Sp
are permutations such that ασ(1) > · · · > ασ(p) and βτ(1) > · · · > βτ(p), then by (4.2)
we have s(α|β)/µ = sgn(στ)sλ/µ, where λ is a partition given by the Frobenius notation
λ = (ασ(1), · · · , ασ(p)|βτ(1), · · · , βτ(p)). Then we have the following skew generalization of
the Giambelli identity.
Theorem 4.3. If two partitions λ and µ are represented as λ = (α1, · · · , αp|β1, · · · , βp)
and µ = (γ1, · · · , γq|δ1, · · · , δq) in the Frobenius notation, then we have
sλ/µ
= (−1)q det

(
s(αi,γ1,··· ,γq|βj ,δ1,··· ,δq)/µ
)
1≤i,j≤p
(
s(αi,γ1,··· ,γ̂j ,··· ,γq |δ1,··· ,δq)/µ
)
1≤i≤p
1≤j≤q(
s
(γ1,··· ,γq|βj ,δ1,··· ,δ̂i,··· ,δq)/µ
)
1≤i≤q
1≤j≤p
O
 ,
(4.3)
where the symbol â means removing a from the sequence.
If µ = ∅, then (4.3) reduces to the Giambelli identity (4.1). Note that the nonzero
entries of the determinant (4.3) are of the form ±sν/µ with ν/µ a border strip, i.e., a
connected skew Young diagram containing no 2× 2 block of cells.
Proof. Apply Theorem 1.2 to the matrix
X =

(
s(αi|βj)
)
1≤i,j≤p
(
s(αi|δj)
)
1≤i≤p
1≤j≤q
(
hαi−γj
)
1≤i≤p
1≤j≤q(
s(γi|βj)
)
1≤i≤q
1≤j≤p
(
s(γi|δj)
)
1≤i,j≤q
(
hγi−γj
)
1≤i,j≤q(
eβj−δi
)
1≤i≤q
1≤j≤p
(
eδj−δi
)
1≤i,j≤q
O

with I = I ′ = (1, · · · , p), J = J ′ = (p+1, · · · , p+ q) and K = K ′ = (p+ q+1, · · · , p+2q).
Then by definition we have
detX
(
(i) ⊔ J ⊔K
(j) ⊔ J ⊔K
)
= (−1)qs(αi,γ1,··· ,γq|βj ,δ1,··· ,δq)/µ,
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detX
(
(i) ⊔ (J \ (j)) ⊔K
J ⊔K
)
= (−1)qs(αi,γ1,··· ,γ̂j ,··· ,γq |δ1,··· ,δq)/µ,
detX
(
J ⊔K
(i) ⊔ (J \ (j)) ⊔K
)
= (−1)qs
(γ1,··· ,γq|βi,δ1,··· ,δ̂j ,··· ,δq)/µ
,
detX
(
I ⊔K
I ⊔K
)
= (−1)qs(α|β)/µ = (−1)
qsλ/µ,
detX
(
J ⊔K
J ⊔K
)
= (−1)qs(γ|δ)/µ = (−1)
qsµ/µ = (−1)
q.
Since X
(
(J \ (i)) ⊔K
(J \ (j)) ⊔K
)
is a (2s − 1) × (2s − 1) matrix whose bottom-right block is the
s× s zero matrix, we see that
detX
(
(J \ (i)) ⊔K
(J \ (j)) ⊔K
)
= 0.
Hence, by applying Theorem 1.2, we obtain the desired identity.
Remark 4.4. As is shown in [12], Theorem 4.3 is obtained by using the Giambelli-
type determinant formula for the expansion coefficients of the τ -function τ(x) of the KP
hierarchy ([12, Theorem 1.1]) and the fact that τ(x) =
∑
λ sλ/µ(y)sλ(x) is a solution of
the KP-hierarchy.
5 Skew generalizations of Schur identity
In this section we use Theorem 1.4 to obtain a skew generalization of the Schur Pfaffian
identity for Schur’s Q-functions.
A partition λ is called strict if λ1 > λ2 > · · · > λl(λ). Let Qλ be the Schur Q-function
corresponding to a strict partition λ, and Qλ/µ the skew Q-function associated with a pair
of strict partitions λ and µ. Note that Qλ/∅ = Qλ, Qµ/µ = 1 and Qλ/µ = 0 unless λi ≥ µi
for all i. See [11, Chapter III, Section 8] for details on Schur Q-functions.
Schur [13] defined the Schur Q-function corresponding to any strict partition as a
Pfaffian of Schur Q-functions corresponding to strict partitions with at most two rows,
and Jo´zefiak–Pragacz ([8]) gave a generalization of Schur’s identity to skew Q-functions.
Proposition 5.1. For sequences α = (α1, . . . , αl) and β = (β1, . . . , βm) of nonnegative
integers, let Sαβ and T
α
β be l ×m matrices defined by
Sαβ =
(
Q(αi,βj)
)
1≤i≤l,1≤j≤m
, Tαβ =
(
Q(αi−βm+1−j)
)
1≤i≤l,1≤j≤m
,
where we use the convention
Q(a,b) = −Q(b,a), Q(a,0) = −Q(0,a) = Q(a), Q(0,0) = 0
for positive integers a and b, and Q(a) = 0 for a < 0. Then we have the following Pfaffian
identities:
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(1) (Schur [13]) If λ is a strict partition, then we have
Qλ =
{
Pf Sλλ if l(λ) is even,
Pf Sλ
0
λ0 if l(λ) is odd,
(5.1)
where λ = (λ1, . . . , λl(λ)) and λ
0 = (λ1, . . . , λl(λ), 0).
(2) (Jo´zefiak–Pragacz [8]) For two strict partitions λ and µ, we have
Qλ/µ =

Pf
(
Sλλ T
λ
µ
−tT λµ O
)
if l(λ) + l(µ) is even,
Pf
(
Sλλ T
λ
µ0
−tT λµ0 O
)
if l(λ) + l(µ) is odd.
(5.2)
We find another generalization of the Schur identity (5.1) to skew Q-functions. To
state the identity, we extend the definition of skew Q-functions as follows:
Definition 5.2. Given a nonnegative integer sequence α of length l and a strict partition
µ, we define Qα/µ by putting
Qα/µ =

Pf
(
Sαα T
α
µ
−tTαµ O
)
if l + l(µ) is even,
Pf
(
Sαα T
α
µ0
−tTαµ0 O
)
if l + l(µ) is odd.
We note that, if l + l(µ) is odd, then we have(
Sαα T
α
µ0
−tTαµ0 O
)
=
(
Sα
0
α0 T
α0
µ
−tTα
0
µ O
)
,
where α0 = (α1, . . . , αl, 0). If the entries of α are not distinct, then Qα/µ = 0. Otherwise,
if σ ∈ Sl is a permutation such that ασ(1) > · · · > ασ(l), then Qα/µ = sgn(σ)Qλ/µ with
λ = (ασ(1), · · · , ασ(l)). Then we have the following skew-generalization of Schur identity
(5.1).
Theorem 5.3. For strict partitions λ and µ, we have
Qλ/µ = Pf

(
Q(λi,λj ,µ1,··· ,µm)/µ
)
1≤i,j≤l
(
Q(λi,µ1,··· ,µ̂j ,··· ,µs)/µ
)
1≤i≤l
1≤j≤s
−t
(
Q(λi,µ1,··· ,µ̂j ,··· ,µs)/µ
)
1≤i≤l
1≤j≤s
O
 , (5.3)
where l = l(λ), m = l(µ) and s = m or m+ 1 according to whether l +m is even or odd.
If µ = ∅, then (5.3) reduces to the Schur identity (5.1).
14
Proof. We put l = l(λ) and m = l(µ).
First we consider the case where l ≡ m mod 2. In this case we apply Theorem 1.4 to
the (l + 2m)× (l + 2m) skew-symmetric matrix
Y =
 Sλλ Sλµ T λµ−tSλµ Sµµ T µµ
−tT λµ −
tT µµ O
 ,
with I = {1, · · · , l}, J = {l + 1, · · · , l +m} and K = {l +m + 1, · · · , l + 2m}. Then by
definition we have
Pf Y ((i, j) ⊔ J ⊔K) = Q(λi,λj ,µ1,··· ,µm)/µ,
Pf Y ((i) ⊔ (J \ (l + j)) ⊔K) = Q(λi,µ1,··· ,µ̂j ,··· ,µm)/µ.
Since Y ((J \ (l + i, l + j)) ⊔K) is a (2m − 2) × (2m − 2) skew-symmetric matrix whose
bottom-right block is the m×m zero matrix, we have Pf Y ((J \ (l+ i, l+ j))⊔K) = 0 by
(3.2). Also we have
Pf Y (I ⊔K) = Qλ/µ, Pf Y (J ⊔K) = Qµ/µ = 1.
Hence, by applying (1.6), we obtain (5.3).
Next we consider the cases where l 6≡ m mod 2. In this case , we apply Theorem 1.4
to the (l + 1 + 2m)× (l + 1 + 2m) skew-symmetric matrix
Y =
 Sλ
0
λ0 S
λ0
µ T
λ0
µ
−tSλ
0
µ S
µ
µ T
µ
µ
−tT λ
0
µ −
tT µµ O
 ,
with I = {1, · · · , l + 1}, J = {l + 2, · · · , l +m+ 1} and K = {l +m+ 2, · · · , l + 2m+ 2}
and λl+1 = 0. Then by definition we have
Pf Y ((i, j) ⊔ J ⊔K) = Q(λi,λj ,µ1,··· ,µm)/µ if 1 ≤ i < j ≤ l,
Pf Y ((i) ⊔ (J \ (l + 1 + j)) ⊔K) = Q(λi,µ1,...,µ̂j ,...,µm)/µ if 1 ≤ i ≤ l and 1 ≤ j ≤ m.
If 1 ≤ i ≤ l, then by moving the 2nd column/row to the (m+1)st column/row we see that
Pf Y ((i, l + 1) ⊔ J ⊔K) = (−1)m Pf
(
S
(λi,µ1,...,µm)
(λi,µ1,...,µm)
T
(λi,µ1,...,µm)
(µ1,...,µm,0)
−tT
(λi,µ1,...,µm)
(µ1,...µm,0)
O
)
= (−1)mQ(λi,µ1,··· ,µm)/µ.
If 1 ≤ j ≤ m, then by moving the 1st row/column to the mth row/column and by noting
Q(λl+1−µk) = 0 for 1 ≤ k ≤ m, we have
Pf Y ((l + 1) ⊔ (J \ (l + 1 + j) ⊔K) = (−1)m−1 Pf
 S(µ1,...,µ̂j ,...,µm)(µ1,...,µ̂j ,...,µm) T (µ1,...,µ̂j ,...,µm)(µ1,...,µm,0)
−tT
(µ1,...,µ̂j ,...,µm)
(µ1,...,µm,0)
Om+1
 .
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Hence by using (3.2), we have Pf Y ((l + 1) ⊔ (J \ (l + 1 + j) ⊔K) = 0. Also we have
Pf Y (I ⊔K) = Qλ/µ, Pf Y (J ⊔K) = Qµ/µ = 1.
Therefore by applying (1.6), we obtain
Qλ/µ = Pf Y˜ ,
where the entries of the skew-symmetric matrix Y˜ =
(
y˜i,j
)
1≤i,j≤l+m+1
are given by
y˜i,j = Q(λi,λj ,µ1,··· ,µm)/µ if 1 ≤ i, j ≤ l,
y˜i,l+1 = (−1)
mQ(λi,µ1,··· ,µm)/µ if 1 ≤ i ≤ l,
y˜i,l+1+j = Q(λi,µ1,··· ,µ̂j ,··· ,µm)/µ if 1 ≤ i ≤ l and 1 ≤ j ≤ m,
y˜i,j = 0 if l + 1 ≤ i, j ≤ l +m+ 1.
By pulling out the common factor (−1)m from the (l + 1)st row/column and moving the
(l + 1)st row/column to the last row/column, we see that
Pf Y˜ = (−1)m · (−1)m
× Pf

(
Q(λi,λj ,µ1,··· ,µm)/µ
)
1≤i,j≤l
(
Q(λi,µ1,··· ,µ̂j ,··· ,µm+1)/µ
)
1≤i≤l
1≤j≤m+1
−t
(
Q(λi,µ1,··· ,µ̂j ,··· ,µm+1)/µ
)
1≤i≤l
1≤j≤m+1
O
 .
This completes the proof of Theorem 5.3.
Remark 5.4. (This remark is due to A. Nakayashiki.) Theorem 5.3 can be also obtained
from the theory of the BKP hierarchy by using the same idea as in [12] (see Remark 4.4).
We fix a strict partition µ and consider a formal power series of the form
τ(x) = Qµ
(x
2
)
+
∑
λ
ξλQλ
(x
2
)
,
where λ runs over strict partitions with |λ| > |µ| and x = (x1, x3, x5, . . . ) is the so-
called Sato variables, i.e., xi = pi/i in the symmetric function language. Then Shigyo
[14, Theorem 3] proves that τ(x) is a solution of the BKP hierarchy if and only if the
coefficients ξλ satisfy the following Pfaffian formulas:
ξλ = Pf

(
ξ(λi,λj ,µ1,··· ,µm)
)
1≤i,j≤l
(
ξ(λi,µ1,··· ,µ̂j ,··· ,µs)
)
1≤i≤l
1≤j≤s
−t
(
ξ(λi,µ1,··· ,µ̂j ,··· ,µs)
)
1≤i≤l
1≤j≤s
O
 ,
where l = l(λ), m = l(µ), and s = m or m+ 1 according to whether l+m is even or odd,
and we use the convention that ξ(α1,...,αp) is alternating in α1, . . . , αp. By using the fact
that Qµ(x/2) is a solution of the BKP hierarchy [16], we can show that
τ(x) =
∑
λ
Qλ/µ(y)Qλ
(x
2
)
= Qµ
(x
2
)
exp
(∑
n
nxnyn
)
,
where n runs over all positive odd integers and y = (y1, y3, y5, . . . ) is another set of
variables, is a solution of the BKP hierarchy. Applying Shigyo’s formula to this special
solution τ(x), we obtain the generalized Schur identity (5.3).
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