In a recent paper, Murthy, Benton and Rubin (2003) discussed the problem of offsetting inventory replenishment cycles of several items in order to minimize the maximum required storage space. They analyzed the case where replenishment cycles are given integer multiples of a basic period and proposed a heuristic to solve the problem. While they provided a good analysis of the considered problem, the proposed heuristic produces less interesting results. In the following, a simpler, more efficient and easier to implant heuristic is proposed. Numerical results are provided to prove its superiority.
INTRODUCTION
The problem addressed in this article, also called the replenishment staggering problem, is that of offsetting the replenishment cycles of N different items that share the same storage space (or any other commonly used resource) in order to minimize S, the maximum required space. Each item i is replenished in given cycles of length k i which is an integer multiple of a known basic period that will be considered as the time unit. The demand rate of item i, denoted d i , is known and constant. As no backlogs are allowed, the replenishment quantity Q i is known and equals k i d i .
Under these assumptions, the global replenishment cycle is composed of K basic periods, indexed t, where K is the least common multiple of all cycle lengths k i and the number of replenishments of i within the global cycle, denoted m i , equals K/k i . Two more variables can be used: x if which is a binary that takes the value 1 if item i is replenished at the beginning of period f and I itf which indicates the inventory level of i at period t if it is replenished at periods f+mk i ;m= 0, 1, …, m i -1.
Without loss of generality, it is assumed that each unit of i requires one space unit for its storage.
We also assume that if the first replenishment of item i is scheduled to occur at period f i , then we should manage to have enough initial inventory to cover the demand up to the beginning of f i .
Very few published research work addressed this problem. Gallego, Shaw and Simchi-Levi (1992) showed that the problem is NP-hard even if only one cycle multiple is different from the others. Hariga and Jackson (1995) proposed to solve the problem by varying lot sizes through time while no backlogs are allowed. Hall (1998) examined the problem in the case where all cycle lengths are equal, showed that the problem is NP-hard, compared two solution heuristics and provided the worst case ratios for the considered heuristics. More recently, Murthy, Benton and Rubin (2003) proposed a heuristic to solve the staggering problem under the assumption made in this note. However, this heuristic seems to provide solutions of average quality. This note provides a simpler, more efficient and easy to implement heuristic. It will be shown, based on a number of randomly generated instances, that the proposed heuristic outperforms the one by Murthy et al. for all tested problems.
Some related problems are studied in the open literature. Several authors proposed methods to minimize the sum of order and inventory holding costs while trying to stagger replenishment in order to satisfy space availability or other resource constraints. Zoller (1977) and Rosenblatt and Rothblum (1990) considered this problem under the assumption that all items have the same cycle length. Hartley and Thomas (1982) and Thomas and Hartley (1983) considered the two item case.
Other researchers did not consider the staggering aspect of the problem and proposed to minimize the sum of order and inventory holding cost without exceeding the available storage space (Page and Paul 1976 , Goyal 1978 , Anily 1991 , Gallego, Queyranne and Simchi-Levi 1996 . Teo, Ou and Tan (1998) proposed to minimize the sum of order, inventory holding and space utilization costs.
MATHEMATICAL FORMULATION
The problem considered in this note can be formulated as follows:
Let s = t mod(k i ), then I itf can be calculated by: 
THE PROPOSED HEURISTIC
The proposed heuristic is composed of two main parts: a solution construction procedure to construct an initial solution and a solution improvement procedure to improve the obtained solution. The following additional notations will be used to present the proposed heuristic:
I k the replenishment schedule after the k th iteration of the construction procedure To improve the obtained solution, the proposed heuristic considers items one by one and eventually moves its replenishments to the periods that lead to the maximum storage space reduction. The procedure stops if no further improvement can be achieved.
A SIMULATED ANNEALING ALGORITHM
An adaptation of the simulated annealing (SA) algorithm was developed to solve the considered replenishment staggering problem. The solutions obtained by the above proposed heuristic will be compared to those obtained by the SA adaptation in order to provide a more complete assessment of its performance.
The initial solution used by the SA adaptation is obtained by the construction procedure given above. Neighbour solutions are obtained by randomly modifying the replenishment pattern of a randomly selected item and, as usual, the neighbour solution is accepted if it provides a reduction of the maximum required storage space or if a randomly drawn value is less than the standard Boltzman value. Figure 1 exhibit the main steps of the developed SA adaptation. Murthy, Benton and Rubin (2003) solved the numerical example of Table 1 
NUMERICAL EXAMPLE

PERFORMANCE EVALUATION
To assess the performance of the proposed heuristic, 30 test instances were randomly generated.
Each problem has 20 items to replenish with demand rates drawn from a uniform distribution between 5 and 30 units and cycles times drawn from a uniform distribution between 2 and 12.
Each instance was solved by the heuristic proposed by Murthy, Benton and Rubin, called hereafter the MBR heuristic, by the heuristic proposed in this note and by the developed adaptation of the simulated annealing algorithm. The obtained results are reported in Table 2 .
It shows that the suggested construction procedure always outperformed the MBR heuristic. This procedure produced solutions 11.19% better while the whole heuristic produced solutions 11.56% better. Note that the average computation time for the proposed heuristic is only 0.2 seconds. The simulated annealing adaptation produced slightly better solutions but required much larger computation times. The average percentage deviation of the SA adaptation with respect to the MBR heuristic is 11.92% and its average computation time is 20.5 seconds. With respect to the proposed heuristic, the SA adaptation produced an average improvement of 0.41% but multiplies its computation time by 102.5 in average. The SA adaptation produced better solutions for 14 of the 30 instances and worst solutions for 6 instances. 
