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We obtain explicit expressions for the annealed complexities associated respectively with the total
number of (i) stationary points and (ii) local minima of the energy landscape for an elastic manifold
with internal dimension d < 4 embedded in a random medium of dimension N ≫ 1 and confined by
a parabolic potential with the curvature parameter µ. These complexities are found to both vanish
at the critical value µc identified as the Larkin mass. For µ < µc the system is in complex phase
corresponding to the replica symmetry breaking in its T = 0 thermodynamics. The complexities
vanish respectively quadratically (stationary points) and cubically (minima) at µ−c . For d ≥ 1 they
admit a finite ”massless” limit µ = 0 which is used to provide an upper bound for the depinning
threshold under an applied force.
PACS numbers:
Numerous physical systems can be modeled by a col-
lection of points or particles coupled by an elastic energy,
usually called an elastic manifold, submitted to a random
potential (see [1] for a review). They are often called "dis-
ordered elastic systems" and generically exhibit pinning
in their statics and depinning transitions and avalanches
in their driven dynamics [2–6].
The manifold can be parameterized by a N -component
field u(x) ∈ RN , where x spans an internal space x ∈ Ω,
either Ld points on a discrete lattice Ω ⊂ Zd, or Ω ⊂
R
d of volume Ld in the continuum setting. The energy
functional [7, 8]
H[u] =
∑
x,y
u(x)·(µ01−t0∆)xy ·u(y)+
∑
x
V (u(x), x) (1)
is the sum of an elastic energy, given by the (discrete)
Laplacian matrix −t0∆xy, t0 > 0, a quadratic confining
energy controlled by the curvature parameter µ0 > 0
(or, alternatively, the ”mass” m =
√
µ0) and a centered
Gaussian random potential with covariance
V (u1, x1)V (u2, x2) = N B
(
(u1 − u2)2
N
)
δx1,x2 (2)
parametrized by a function B(z). This random potential
is thus uncorrelated in the internal space and statistically
translational invariant in the embedding space. We use
periodic boundary conditions, i.e. the Laplacian eigen-
modes are plane waves ∼ eikx with eigenvalues ∆(k).
Examples are ∆(k) = 2(cos k − 1) with k = 2pin/L,
n = 0, ..L − 1 in d = 1, and for the continuum model
∆(k) = −k2 in any dimension with k ∈ Rd.
The energy landscape provided by the functional (1)
is complex and necessarily high-dimensional, i.e. in-
volves many interacting and competing degrees of free-
dom, leading to glassy behavior. This necessitates to
use methods and ideas of statistical mechanics of dis-
ordered systems such that Replica Symmetry Breaking
(RSB), Functional Renormalization Group, etc. for un-
derstanding their properties [8–11]. Among other ap-
proaches, the problem of characterizing complexity of
random high-dimensional landscapes by understanding
statistical structure of their stationary points (minima,
maxima and saddles), defined in our model by the con-
dition δHδu(x) = 0 for all x, has attracted considerable in-
trinsic interest in recent years in pure and applied math-
ematics, see e.g. [12–16], as well as in theoretical physics,
see [17–24] and references to earlier works in [25].
For the energy functional (1)-(2) in the simplest ’toy
model’ limit d = 0 with no elastic interactions (when x
is essentially a single point, Ld = 1), the mean number
of stationary points, Ntot, and of stable equilibria (local
minima), Nst, of the landscape were investigated in the
limit of large N ≫ 1 in [18, 21, 22]. It was found that
a sharp transition occurs from a ’simple’ landscape for
µ0 > µc with typically only a single stationary point (the
minimum) to a complex (’glassy’) landscapes for µ < µc
with exponentially many stationary points. Such transi-
tion has been shown to coincide with the onset of RSB
in the associated model of statistical mechanics [21], see
also related studies in[12–14, 16]. From the other end,
the case of an elastic string d = 1 in dimension N = 1
has been recently addressed in [26], where relations with
disordered Schroedinger operator and Anderson localiza-
tion problematic has been revealed and exploited.
The goal of the present work is demonstrate that as
long as N → ∞, the problem of characterizing the cor-
responding annealed complexities defined as
Σ = lim
N→∞
logNtot
NLd
, Σst = lim
N→∞
logNst
NLd
(3)
can be as completely investigated for disordered elastic
manifolds of internal dimensions 1 ≤ d < 4 as for the
limiting ’toy model’ case Ld = 1. In doing this we com-
bine the approaches of [26] with the insights from our
2earlier study of Hessians for high-dimensional manifolds
[27, 28]. To connect to the phenomenon of depinning, we
also calculate the complexity in presence of an applied
force along the direction i = 1, which corresponds to the
change in the model (1)
H[u]→ H[u]−
√
N
∑
x
f(x)u1(x) (4)
Depinning is usually discussed for a uniform force f(x) =
f in the context of T = 0 relaxational dynamics. Here
we define the depinning threshold as the minimal force fc
such that there exist no set of generic initial conditions
leading to pinning [29]. Such a definition implies that
fc is the force at which all stable equilibria in a typical
landscape disappear. Hence it is the value of f where the
quenched complexity limN→∞
logNst
NLd vanishes. Convex-
ity of the logarithm implies the bound for the depinning
threshold
fc ≤ f stc (5)
where f stc is obtained below in (49). This generalizes a
similar bound obtained in the case N = 1 in [26].
Our starting point is the explicit form for the station-
arity condition, i.e. mechanical equilibria, for the energy
functional H[u], as
∂H[u]
∂u(x)
=
∑
y
(µ01− t0∆)xy ·u(y)+ ∂
∂u(x)
V (u(x), x) = 0
(6)
The total number of solutions of these equations in each
realization of the random potential is given by the Kac-
Rice type formula
Ntot =
∫
Du(x)
∏
x
δN
(
∂H[u]
∂u(x)
)
| detK0[u]| (7)
where K0[u] is the NLd × NLd Hessian matrix around
the configuration u(x)
K0ix,jy[u] =
∂2
∂ui(x)∂uj(y)
H[u] (8)
= δij(µ01− t0∆)xy + δxy ∂
2
∂ui∂uj
V (u(x), x) .
We will also be interested in the number of local minima
Nst, obtained from (7) by inserting the step-function fac-
tor θ(K0[u]) which selects only positive definite Hessians.
The simplest yet informative quantities are the mean val-
ues Ntot and Nst. From a simple generalization of the
considerations in [26] those values can be represented as
Ntot = | detK[0]|
[det(µ− t∆)]N , Nst =
| detK[0]|θ(K[0])
[det(µ− t∆)]N
(9)
where we have defined µ = µ0/J , t = t0/J and K =
K0/J , scaled with the disorder strength parameter J2 =
4B′′(0). From these we define the annealed complexities
as shown in (3).
The Hessian matrix has a block structure [27], with
blocks of size N ×N . Only diagonal blocks contain ran-
dom Gaussian entries. Different blocks are coupled by
the lattice Laplacian. From (2) follows the equality in
distribution at a given x
∂2V (u, x)
∂ui∂uj
|u=0 ≡ J [ξ(x)δij +H(x)ij ] , (10)
where H(x) are a set of Ld GOE(N) matrices indepen-
dent for different x ( each distributed with P (H) ∼
e−
N
4 (TrH)
2
implying asymptotically the spectrum sup-
ported in [−2, 2]) and √Nξ(x) are i.i.d. standard Gaus-
sian variables independent of the H(x). This naturally
leads to the decomposition K = K + X + µI, where
Xix,jy = ξ(x)δijδxy. For example for d = 1, L = 2
X =
(
ξ(1)IN 0
0 ξ(2)IN
)
, K =
(
H(1) + 2tIN −2tIN
−2tIN H(2) + 2tIN
)
(11)
Total complexity. Let us now evaluate the numera-
tor in (9) as
| detK[0]| =
∏
x
∫
R
dξ(x)e−N
ξ(x)2
2√
2pi/N
〈| det(K+X+µI)|〉GOE′s
(12)
where 〈. . . 〉GOE′s denotes averaging over all Ld indepen-
dent GOE matrices. The exact calculation of the r.h.s.
of (12) is challenging due to the modulus of the determi-
nant, and has been performed only in the toy model case
Ld = 1 [18, 21, 22]. Here we conjecture that, to leading
order for N → +∞ at fixed L ≥ 1, 0 ≤ d ≤ 4 one is
allowed to replace
〈| det(K +X + µI)|〉GOE′s ≈ e 〈Tr log |K+X+µI|〉GOE′s
(13)
For Ld = 1 it is in fact a theorem following from large
deviations, and is a consequence of the rigidity of the
spectrum of GOE matrices, see e.g. discussion in [12, 13].
We expect that such a rigidity should also hold in the
considered limit of block banded models. This leads to
| detK[0]||N≫1 ∼
∏
x
∫
R
dξ(x)√
2pi/N
e−NS[ξ] (14)
with
S[ξ] =
∑
x
1
2
ξ(x)2− 1
N
〈Tr log |K +X + µI|〉GOE′s (15)
The integral is dominated at large N by the saddle point
for ξ(x) given by
ξ(x) =
1
N
〈
Tr(K +X + µI)−1xx
〉
GOE′s
(16)
This equation has a solution independent of x, ξ(x) = ξ∗,
where ξ∗ solves the equation
ξ∗ = f
′(ξ∗ + µ) , f(ξ) :=
∫
dλ ln |λ+ ξ| ρK(λ) (17)
where ρK(λ) is the mean eigenvalue density of the ran-
3dom matrix K in the limit N → +∞ which was studied
by us recently[27]. It is given by the imaginary part of
the resolvent irλ
ρK(λ) =
1
pi
Im(irλ)|Imλ=0− , irλ := 1NLd 〈Tr(λ −K)
−1〉
(18)
which satisfies the following self-consistent equation[27,
30]
irλ =
∫
k
1
λ− t∆(k)− irλ (19)
where we denote
∫
k
= 1
Ld
∑
k ≡
∫
ddk
(2pi)d
so that our for-
mula are valid both for discrete and continuum models
(in the latter case
∑
x ≡
∫
ddx). The complexity defined
in (3) is obtained from the value at the saddle point as
Σ(µ) = −1
2
(ξ∗)2 + f(ξ∗ + µ)−
∫
k
ln(µ− t∆(k)) (20)
Let us note that at the saddle point for ξ, we have
ξ∗ = −Re[ir−ξ∗−µ+i0+ ] (21)
since by definition of f(ξ) one has
f ′(ξ) = −
∫
dλρK(λ)
ξ + λ
= Re
∫
dλρK(λ)
ξ + λ− i0+ = −Re(ir−ξ+i0+)
To evaluate the real part in the r.h.s. of (21) we separate
the real and imaginary parts
irλ = xλ + iyλ (22)
and (19) then leads to the equivalent pair of equations
xλ =
∫
k
λ− xλ + t∆(k)
(λ− xλ + t∆(k))2 + y2λ
(23)
yλ = yλ
∫
k
1
(λ− xλ + t∆(k))2 + y2λ
(24)
where yλ ≥ 0. Substituting λ = −ξ∗ − µ in these equa-
tions, one obtains the pair of equations
ξ∗ =
∫
k
µ− t∆(k)
(µ− t∆(k))2 + y2 (25)
y =
∫
k
y
(µ− t∆(k))2 + y2 (26)
since λ − xλ|λ=−ξ∗−µ = −µ using (21). Here y ≥ 0 is
a variable which should be eliminated between the two
equations to obtain the value ξ∗ at the saddle point as a
function of µ. Obviously there are two phases depending
on whether y = 0 or y > 0. Noting, from (18), that
y = yλ = y−ξ∗−µ = piρK(−ξ∗ − µ) (27)
we see that these two phases also correspond to −ξ∗ − µ
belonging or not to the support of the mean eigenvaue
density of K.
Simple phase. In this phase y = 0. We now show that
the complexity vanishes in this phase. One has from (25)
ξ∗ =
∫
k
1
µ− t∆(k) (28)
Taking a derivative w.r.t. µ in (20) and using the saddle
point condition (17) we see that the derivative
∂µΣ(µ) = f
′(ξ∗ + µ)−
∫
k
1
µ− t∆(k) = 0 (29)
vanishes in view of (17) and (28). Since Σ(+∞) = 0 we
obtain that Σ(µ) is zero everywhere in this phase.
Complex phase. In this phase y > 0. From (26) the
boundary of this phase is given by µ = µc which solves
1 =
∫
k
1
(µc − t∆(k))2 (30)
This value µc defines the so-called Larkin mass for our
model (see discussion and references in [28]) and the cri-
terion (30) is known to signal a continuous transition
towards a RSB phase for µ < µc in the corresponding
statistical mechanics model at T = 0. In that phase
metastability dominates thermodynamics. It is consis-
tent to find here that for µ < µc the complexity Σ is non
zero, as we now show.
Replacing f ′(ξ∗ + µ) with ξ∗ into (29) using (17), and
integrating over µ from µc, we obtain
Σ(µ) = −
∫ µc
µ
dµ˜
(
ξ∗(µ˜)−
∫
k
(µ˜− t∆(k))−1
)
(31)
Here we denote (ξ∗(µ), y(µ) > 0) the solution of the sys-
tem of equations (25) for µ < µc. Substituting ξ∗(µ)
from (25), we obtain our final result for the complexity
as
Σ(µ) =
∫ µc
µ
dµ˜
∫
k
y(µ˜)2
(µ˜− t∆(k)) ((µ˜− t∆(k))2 + y(µ˜)2)
(32)
where y(µ) is determined by
1 =
∫
k
1
(µ− t∆(k))2 + y(µ)2 (33)
When µ → µ−c we find that y(µ) → 0 and Σ(µ) →
Σ(µc) = 0. The transition between the phases is con-
tinuous. Performing the expansion for µ = µc(1 − δ) for
small δ > 0 we find [31]
Σ(µ) =
I3(µc)
2
I4(µc)
µ2cδ
2 + O(δ3) (34)
where we defined Ip(µ) =
∫
k
1
(µ−t∆(k))p . There is thus a
jump in the second derivative of the complexity at the
transition.
Let us give a few examples. In d = 0, i.e. L = 1
one finds y(µ˜)2 = 1 − µ˜2, hence µc = 1 and Σ(µ) =
1
2 (µ
2 − 1) − logµ recovering the result of [18]. For the
continuum model ∆(k) = −k2 in the L→ +∞ limit the
expression for the Larkin mass has a very explicit form
for any d < 4 [31]:
µc =
(
I˜2
td/2
) 2
4−d
, I˜2 =
1
2dpid/2
Γ
(
4− d
2
)
(35)
4so that
µc|d=1 =
(
1
4
√
t
)2/3
, µc|d=3 =
(
1
8pi t3/2
)2
and µc|d=2 = 14pit . Moreover, the total complexity for
d = 2 is also very explicit [31]:
Σ(µ) =
µ
8pit
(
4pitµZ2 − log(1 + Z2)) , µ = tan−1 Z
4pitZ
(36)
The massless limit µ → 0+ is of great interest since
the system in d > 0 becomes critical with power law
roughness of the ground state. As in [26] for the case
d = 1, N = 1, our results can be expressed in terms of
the Larkin length Lc as Lc ∝ Σ(0)−1/d. Consider the
continuum model ∆(k) = −k2. As shown in [31] it is
natural to extend the definition of the Larkin length to
any d,N as Lc := (
t20
12B′′(0) )
1
4−d . One then easily finds
that for µ = 0 at large N , the mean number of equilibria
grows exponentially as Ntot ∼ eCN(L/Lc)d , where C is a
numerical constant, given in [31].
Complexity of local minima. To obtain the mean
number of minima we consider
| detK[0]|θ(K[0]) =
∏
x
∫
R
dξ(x)e−N
ξ(x)2
2√
2pi/N
(37)
×〈| det(K +X + µI)θ(K +X + µ)|〉GOE′s
Let us define the domain D in the space of ξ(x) as
lim
N→+∞
〈θ(K +X + µ)〉GOE′s = 1 (38)
We conjecture that [32]
〈| det(K +X + µI)θ(K +X + µ)|〉GOE′s (39)
= 〈| det(K +X + µ|〉GOE′s , ξ(x) ∈ D (40)
and is smaller by a factor e−N
2Φ(X) with Φ(X) > 0 when
ξ(x) /∈ D. Hence we can write
| detK[0]|θ(K[0])|N≫1 ∼
∫
D
∏
x
dξ(x)√
2pi/N
e−NS[ξ] (41)
with the same action as in (15), but with an integration
restricted to the domain D. Repeating the above min-
imization procedure, one finds that the uniform saddle
point ξ(x) = ξ∗ belongs to D iff ξ∗ ≥ −λ−e − µ where
λ−e is the lowest spectral edge of the support of the mean
density. From Eq. (27) this condition is the same as
y(µ) = 0 which defines the simple phase where Σ(µ) = 0,
hence it is equivalent to µ ≥ µc. Since the saddle point
ξ∗ belongs to D in that case we also get, not surprisingly,
that Σst(µ) = 0.
In the complex phase µ < µc, the saddle point of S[ξ] is
outside the domain D. In this situation the integral will
be dominated by the point of intersection of the diagonal
ξ(x) = ξ with the boundary of the domain, i.e. ξ = ξe =
−λ−e − µ. From Eqs. (28) setting yλ → 0, and using
(30), one obtains the following expression for the lower
spectral edge [33]
λ−e = −µc −
∫
k
1
µc − t∆(k) (42)
Substituting now ξ∗ → ξe = −λ−e −µ into (20) gives after
straightforward manipulations [31]
Σst(µ) = −1
2
(µc − µ)2 +
∫ µc
µ
(I1(µ˜)− I1(µc)dµ˜ , (43)
where the integrals Ip(µ) have been defined after eq.(34).
This result gives for d = 0, i.e. L = 1, Σst(µ) =
− 12 [(2 − µ)2 − 1] − lnµ, with µc = 1, in agreement with
[21, 22]. It is worth noting that for the continuum model
the complexity of minima is given by UV convergent in-
tegrals for d < 4, and takes an especially simple form
[31]:
Σst(δ)/µ
2
c = −
1
2
δ2 − 2
2− dδ+
4
d(2− d)
[
1− (1− δ)d/2
]
,
(44)
where as before δ = 1 − µ/µc. Note that for d → 2 the
right-hand side remains finite:
Σst(δ)/µ
2
c |d=2 = −
1
2
δ2 + δ + (1− δ) ln (1− δ),
Let us investigate the critical behavior of the complex-
ity of stable equilibria. Taking derivatives of (60) w.r.t.
µ one finds that [31]:
Σ′st(µc) = Σ
′′
st(µc) = 0, Σ
′′′
st(µc) = −2I3(µc) (45)
Hence, the third derivative is non-zero and the transi-
tion for the complexity of the minima is of cubic or-
der, i.e. Σst(µ) ∼ (µc − µ)3 for µ close to µc. For
the continuum model ∆(k) = −k2 one finds from (44)
Σst(δ)/µ
2
c ≃ 4−d12 δ3 for δ ≪ 1. This corroborates with the
third order nature of mean-field spin-glass phase transi-
tions [34], and supports the view that the complexity of
minima is thermodynamically relevant and is related to
configurational entropy which dominates mean field spin-
glass type transitions.
We now discuss the complexity in presence of an ap-
plied force f(x) along the direction i = 1 as described
by Eq. (4). If we consider the full space u ∈ RN , the
mean total number of equilibria Ntot for µ > 0 is inde-
pendent of f , as is easily seen by performing a shift in u.
Hence we calculate the mean number of equilibria Nwtot
in a domain of effective finite width w in all u directions,
inserting the factor φ(u) = e−u
2/(2w2) in the r.h.s. of (7)
(for more details see Section 4 in [26]). Following similar
steps as in [26] we obtain
Nwtot =
| detK[0]|e− N2w2
∑
xy f(x)[J
2(µ−t∆)2+
2B′(0)
w2
]−1x,yf(y)
[det[(µ− t∆)2 + B′(0)2B′′(0)w2 ]N/2
(46)
a formula which is exact for any N , but which we study
here for N → +∞. The exponential factor reduces the
5number of equilibria. For a uniform force f(x) = f , the
value of f at which the associated annealed complexity
attains zero is called f totc . The connection to depinning
is obtained in the limit µ→ 0 performed before the limit
w → +∞ (see discussion in [26]). In that limit one finds
from (46)
Nwtot|µ→0,w→0 ∼ eL
dN(Σ(µ=0)− f
2
4B′(0)
)
(47)
leading to
f totc =
√
4B′(0)Σ(µ = 0) (48)
A similar calculation can be performed for the stable
equilibria. One finds that the annealed complexity of
minima in presence of a force vanishes at
f stc =
√
4B′(0)Σst(µ = 0) < f
tot
c (49)
where from (44), Σst(µ = 0) = µ
2
c
4−d
2d .
As discussed in the introduction this implies the bound
(5) for the depinning threshold. It is sharper than the
bound provided by the total complexity fc ≤ f totc (a
method used in the case N = 1 in [26]). To know whether
the bound (5) obtained here provides the actual value of
the threshold would require estimating the moments of
the number of stationary points. Although work is in
progress in that direction, it is at present unclear if an-
nealed and quenched complexities coincide in this model.
In the p-spin model however it was shown to be the case
[15, 16].
Acknowledgments: YVF thanks the Philippe Meyer
Institute for Theoretical Physics at ENS in Paris and
the EPSRC grant EP/N009436/1 "The many faces of
random characteristic polynomials" for support. PLD
acknowledges support from ANR grant ANR-17-CE30-
0027-01 RaMa-TraF. We also thank IIP at Natal for hos-
pitality and support during the workshop "Random ge-
ometries and multifractality in Condensed Matter and
Statistical Mechanics".
[1] For review see, Statics and dynamics of disordered elastic
systems, T. Giamarchi, P. Le Doussal. in: “Spin glasses
and Random fields”, Series on Directions in condensed
matter physics vol 12, Editor A.P. Young, World Scien-
tific (1998) [cond-mat/9705096]
[2] D. S. Fisher, Sliding charge-density waves as a dynamic
critical phenomenon. Phys. Rev. B 31, 1396–1427 (1985).
[3] T. Giamarchi, P. Le Doussal. Elastic theory of flux lat-
tices in presence of weak disorder. Phys. Rev. B 52 1242
– 1270 (1995)
[4] A. Rosso and W. Krauth, Roughness at the depinning
threshold for a long-range elastic string. Phys. Rev. E
65, 025101 (2002).
[5] P. Le Doussal, K. J. Wiese, P. Chauve, Functional Renor-
malization Group and the Field Theory of Disordered
Elastic Systems. Phys.Rev.E 69, 026112 (2004)
[6] P. Le Doussal and K. J. Wiese, Avalanche dynamics of
elastic interfaces. Phys. Rev. E 88, 022106 (2013).
[7] M. Mézard and G. Parisi, Replica field theory for random
manifolds. J. Phys. I (France) 1, 809–836 (1991).
[8] M. Mezard and G. Parisi. Manifolds in random media:
two extreme cases. J.Phys.I France 2, 2231 – 2242 (1992)
[9] L. Balents, J.-P. Bouchaud, and M. Mezard, The large
scale energy landscape of randomly pinned objects. J.
Phys. I (France) 6, 1007–1020 (1996).
[10] Pierre Le Doussal, Kay Joerg Wiese. Functional Renor-
malization Group at Large N for Disordered Elastic
Systems, and Relation to Replica Symmetry Breaking.
Phys.Rev.B 68 174202 (2003)
[11] P. Le Doussal, M. Mueller, K. J. Wiese. Cusps and
shocks in the renormalized potential of glassy random
manifolds: How Functional Renormalization Group and
Replica Symmetry Breaking fit together. Phys. Rev. B
77, 064203 (2008) (39 pages)
[12] A. Auffinger, G. Ben Arous, and J. Cerny, Random ma-
trices and complexity of spin glasses. Commun. Pure.
Appl. Math. 66, 165–201 (2013).
[13] A. Auffinger and G. Ben Arous, Complexity of random
smooth functions on the high-dimensional sphere, Ann.
Probab. 41(6), 4214–4247 (2013).
[14] E. Subag and O. Zeitouni, The extremal process of crit-
ical points of the pure p-spin spherical spin glass model,
Probab. Theory Relat. Fields 168, no.3–4, 773–820 (2017)
[arXiv:1509.03098].
[15] E. Subag. The complexity of spherical p-spin models
in second moment approach. Ann. Probab., 45(5):3385–
3450 (2017).
[16] V. Ros, G. Ben Arous, G. Biroli, C. Cammarota. Com-
plex energy landscapes in spiked-tensor and simple glassy
models: ruggedness, arrangements of local minima and
phase transitions. Phys. Rev. X 9, 011003 (2019)
[17] A. Annibale, A. Cavagna, I. Giardina, and G. Parisi. Su-
persymmetric complexity in the Sherrington-Kirkpatrick
model. Phys. Rev. E 68, 061103 (2003).
[18] Y.V. Fyodorov. Complexity of Random Energy Land-
scapes, Glass Transition, and Absolute Value of the
Spectral Determinant of Random Matrices. Phys. Rev.
Lett. 92, 240601 (2004); Erratum ibid 93, Issue 14 ,
149901(E)(2004)
[19] G. Parisi, Computing the number of metastable states
in infinite-range models. in Les Houches summer school,
Session LXXXIII, edited by A. Bovier and et al, vol-
ume 83, pages 295–329, Amsterdam, 2005, Elsevier.
[20] A. J. Bray and D. S. Dean, Statistics of Critical Points
of Gaussian Fields on Large-Dimensional Spaces. Phys.
Rev. Lett. 98, 150201 (2007).
[21] Y. V. Fyodorov and I. Williams, Replica Symmetry
Breaking Condition Exposed by RandomMatrix Calcula-
tion of Landscape Complexity. J. Stat. Phys. 129,no.5–6,
1081–1116 (2007).
[22] Y. V. Fyodorov and C. Nadal, Critical Behavior of
the Number of Minima of a Random Landscape at the
Glass Transition Point and the Tracy-Widom Distribu-
tion, Phys. Rev. Lett. 109, 167203 (2012).
[23] M. R. Douglas, B. Shiffman, and S. Zelditch, Critical
Points and supersymmetric vacua, I, Commun. Math.
Phys. 252, no.1–3, 325–358 (2004).
[24] R. Easther, A. H. Guth, and A. Masoumi, Count-
ing Vacua in Random Landscapes, preprint hep-th
arXiv:1612.05224 (2016).
6[25] Y. V. Fyodorov, High-Dimensional Random Fields and
Random Matrix Theory, Markov Process. Related Fields
21, 483–518 (2015).
[26] Y.V. Fyodorov, P. Le Doussal, A. Rosso, and C. Texier.
Exponential number of equilibria and depinning thresh-
old for a directed polymer in a random potential. Annals
of Physics 397, 1–64 (2018).
[27] Y. V Fyodorov and P. Le Doussal. Hessian spectrum
at the global minimum of high-dimensional random
landscapes. J.Phys. A: Math. Theor.51, 474002 (2018)
[https://doi.org/10.1088/1751-8121/aae74f]
[28] Y. V Fyodorov and P. Le Doussal. Manifolds pinned by
a high-dimensional random landscape: Hessian at the
global energy minimum. [e-preprint arXiv:1903.07159]
[29] For N > 1 the Middleton theorems do not hold, so it
cannot be excluded that the manifold may get pinned or
not depending on the initial condition.
[30] A. M. Khorunzhy and L. A. Pastur. Limits of Infi-
nite Interaction Radius, Dimensionality and the Num-
ber of Components for Random Operators with Off-
Diagonal Randomness. Commun. Math. Phys. 153, 605–
646 (1993)
[31] See Supplementary Materials
[32] This generalizes to d > 0 the result proved for d = 0
in G. Ben Arous, Y.V. Fyodorov, B.A. Khorzhenko, in
preparation. In that case the domain D is simply ξ >
−λ−e − µ.
[33] The expression for λ−e was analyzed in Ref. [28] for a more
general problem which involved a parameter µeff and is
given there in (60). The correspondence between the two
problems is obtained by setting µeff = 0 as can be seen
by comparing (19) with the self-consistent equation (52)
identifying p there with rλ here.
[34] G. Toulouse, M. Gabay, T. C. Lubensky and J. Van-
nimenus. On the order of the spin glass transitions in
mean field theory. J. Physique LETTRES 43 L109 – L113
(1982)
SUPPLEMENTARY MATERIAL
We give the principal details of the calculations described in the manuscript of the Letter.
1. EXPANSION NEAR THE TRANSITION
Taking derivatives of Eq. (31) in the Letter we obtain
Σ′′(µ) = ∂µξ∗ + I2(µ) (50)
Let us define for convenience
Ipq(µ, y
2) :=
∫
k
(µ− t∆(k))q
((µ− t∆(k))2 + y2)p/2 , Ip(µ) :=
∫
k
1
(µ− t∆(k))p (51)
The equations (25) of the text which determine y and ξ∗ read for µ < µc
ξ∗ = I21(µ, y
2) (52)
1 = I20(µ, y
2) (53)
We will need the following relations which easily follow from the definition (from now on we suppress the arguments
µ, y2 of all Ipq integrals)
∂µI20 = −2I41 , ∂y2I20 = −I40 (54)
∂µI21 = I20 − 2I42 , ∂y2I21 = −I41 (55)
Taking a derivative of the second SP equation we obtain
dy2
dµ
= − ∂µI20
∂y2I20
= −2I41
I40
(56)
The derivative of the first SP equation gives
∂µξ∗ = ∂µI21 +
dy2
dµ
∂y2I21 = I20 − 2I42 + 2I
2
41
I40
(57)
which is exact for arbitrary µ < µc. Taking the limit µ→ µ−c we obtain, since y(µc) = 0
∂µξ∗ = −I2(µc) + 2I3(µc)
2
I4(µc)
(58)
7Using that I2(µc) = 1 we obtain
Σ′′(µc) = 2
I3(µc)
2
I4(µc)
(59)
As Σ(µc) = Σ
′(µc) = 0 this immediately implies (34).
Complexity of minima for µ ≤ µc.
Substituting ξ∗ → ξe = −λ−e − µ into (20) we get
Σst(µ) = −1
2
[(µc +
∫
k
1
µc − t∆(k) − µ)
2 (60)
−(
∫
k
1
µc − t∆(k) )
2]−
∫
k
[ln(µ− t∆(k))− ln(µc − t∆(k))]
where we have subtracted the value Σst(µc) = 0 which allows to eliminate the constant f(−λ−e ). Finally, by differen-
tiating over the parameter µ it is easy to show that∫
k
[ln(µ− t∆(k))− ln(µc − t∆(k))] = −
∫ µc
µ
I1(µ˜)dµ˜.
Expanding the square and reordering we obtain the formula ((43)) in the text.
Let us investigate the critical behavior of the complexity of stable equilibria. Taking derivatives of (43) w.r.t. µ we
find, using the definition (30) of µc in the second line we get
Σ′st(µ) = −(µ− µc − I1(µc))− I1(µ)⇒ Σ′st(µc) = 0
Σ′′st(µ) = −1 + I2(µ)⇒ Σ′′st(µc) = 0 (61)
Σ′′′st (µ) = −2I3(µ)⇒ Σ′′′st (µc) = −2I3(µc)
2. EXPLICIT FORMULAS FOR THE COMPLEXITY IN THE CONTINUUM MODEL
Total complexity. Here we analyze the equations (32) and (33) which determine Σ(µ) as a function of µ in the
complex phase µ < µc.
Let us consider the continuum model in dimension d, with ∆(k) = −k2. We restrict to d < 4. We assume (and
check later) that the momentum integrals are convergent for k ∈ Rd. Upon scaling k = √µ˜/tp and y = µ˜x and
employing spherical coordinates it turns out to be useful to introduce the following functions:
fd(x) = Cd
∫ ∞
0
dq q
d−2
2
(1 + q)2 + x2
, gd(x) = Cdx
2
∫ ∞
0
dq q
d−2
2
[(1 + q)2 + x2](1 + q)
(62)
where Cd =
Sd
2(2pi)d
= 1
2dpid/2Γ(d/2)
, with Sd standing for the area of the hypersphere in dimension d. With help of the
introduced notations (62) the equation (33) takes the form
1 = t−d/2µ
d−4
2 fd
(
y
µ
)
(63)
which, in particular, implies that the Larkin mass satisfies the relation td/2µ
4−d
2
c = fd(0). Solving (63) by functional
inverse as y(µ) = µ f−1d
(
td/2µ
4−d
2
)
allows us to write the complexity (32) explicitly as
Σ(µ) = t−d/2
∫ µc
µ
dµ˜
µ˜
2−d
2
gd(f
−1
d (µ˜
4−d
2 td/2)) (64)
Further changing µ˜ =
(
xt−d/2
) 2
4−d and µ = µc(1− δ) the above can be presented in the form
Σ(δ) =
2
4− dt
−2d/(4−d)
∫ fd(0)
fd(0)(1−δ)
4−d
2
dxx
2(d−2)
4−d gd
[
f−1d (x)
]
(65)
implying, in particular
d
dδ
Σ(δ) = t−2d/(4−d)fd(0)
d
4−d (1− δ) d−22 gd
[
f−1d
(
fd(0)(1− δ) 4−d2
)]
(66)
8On the other hand, setting δ → 1 is equivalent to µ → 0. The zero mass limit can be easily found from (65). After
substituting z = f−1d(x) and taking into account fd(x→∞) = 0 one gets
Σ(µ = 0) = σdt
−2d/(4−d) , σd =
2
4− d
∫ +∞
0
dz|f ′d(z)|fd(z)
2(d−2)
4−d gd(z) (67)
Behavior near µc. Let us define, for p > d/2
I˜p := Cd
∫ ∞
0
q
d
2−1 dq
(1 + q)p
=
1
2dpid/2
Γ
(
p− d2
)
Γ(p)
. (68)
Then expanding in (62) as
fd(x≪ 1) = fd(0)− x2I˜4 + o(x2), gd(x≪ 1) = x2I˜3 + o(x2) , fd(0) = I˜2
it is easy to deduce from (63) that to the leading order in δ ≪ 1 holds
f−1d
(
fd(0)(1− δ) 4−d2
)
≃ Aδ1/2,
where the coefficient A is given by
A2 =
fd(0)(4− d)
2I˜4
, (69)
Substituting all those expressions to (65) gives to the leading order
d
dδ
Σ(δ) ≃ t−2d/(4−d)fd(0) d4−dA2I˜3δ = 4− d
2
t−2d/(4−d)fd(0)
4
4−d
I˜3
I˜4
δ (70)
and further using µc =
(
fd(0)/t
d/2
) 2
4−d and I˜3
I˜4
= 66−d we see that
d
dδ
Σ(δ ≪ 1) ≈ 34− d
6− dµ
2
c δ
As Σ(δ = 0) = 0 this finally implies that for the continuum model with ∆(k) = −k2 the complexity close to the
threshold is given by
Σ(δ ≪ 1) ≈ 3
2
4− d
6− dµ
2
c δ
2 (71)
This fully agrees with the general expression (34). Indeed, it is easy to see that in the continuum limit the integrals
Ip defined in (51) are related to I˜p as
Ip(µc) = I˜pµ
d
2−p
c t
−d/2 (72)
so that again using µ
4−d
2
c td/2 = I˜2 we see
I23 (µc)
I4(µc)
=
I˜23
I˜4
µ
d
2−2
c t
−d/2 =
I˜23
I˜4I˜2
=
3
2
4− d
6− d
exactly as expected.
Complexity of minima. Let us evaluate the complexity of minima (43) for the continuum model, ∆(k) = −k2.
Although each factor I1 is a divergent integral (and would require a UV cutoff) for d ≥ 2, the difference
I1(µ˜)− I1(µc) =
∫ µc
µ˜
dρ I2(ρ) = t
−d/2
∫ µc
µ˜
dρ ρ
d
2−2 = t−d/2
2I˜2
d− 2(µ
d−2
2
c − µ˜ d−22 ) (73)
is convergent for any µ˜ ≥ 0 for d < 4. Inserting into (43), and remembering that t−d/2µ d2−2c I˜2 = 1, we obtain upon
integrating once more, the complexity of minima ((43)) in the form
Σst(µ < µc)/µ
2
c = −
1
2
(
1− µ
µc
)2
− 2
2− d
(
1− µ
µc
)
+
4
d(2− d)
[
1−
(
µ
µc
)d/2]
(74)
which upon substituting µ/µc = 1− δ gives ((44)) in the text. This expression is valid for d < 4 and has a finite limit
for d = 2 as given in the text.
9Results in two dimensions, d = 2. In this case the functions f2(x) and g2(x) can be found explicitly as:
f2(x) =
1
4pix
(
pi
2
− tan−1( 1
x
)
)
=
tan−1 x
4pix
=
1
4pi
− x
2
12pi
+
x4
20pi
+O
(
x5
)
(75)
g2(x) =
log(1 + x2)
8pi
(76)
We now use Eq. (64) which reads in d = 2
Σ(µ) =
1
t
∫ µc
µ
dµ˜ g2(f
−1
2 (µ˜t)) = −
1
t2
∫ Z(µ)
0
dzf ′2(z) g2(z) (77)
where we have introduced z as the solution to tµ˜ = f2(z), Z = Z(µ) as the solution to tµ = f2(Z), and used that
tµc = f2(0) =
1
4pi . The integral (77) can be easily evaluated by parts yielding for the complexity an explicit parametric
system where Z must be eliminated
Σ = − tan
−1(Z)
(
log
(
Z2 + 1
)− Z tan−1(Z))
32pi2t2Z
(78)
µ = t−1f2(Z) =
tan−1 Z
4pitZ
(79)
which can be further written as
Σ =
µ
8pit
(
4pitµZ2 − log(1 + Z2)) , µ = tan−1 Z
4pitZ
, µc =
1
4pit
(80)
or equivalently
Σ
µ2c
=
µ
2µc
(
µ
µc
Z2 − log(1 + Z2)
)
,
µ
µc
=
tan−1Z
Z
(81)
In particular, we obtain the series expansion close to the transition when µ = µc(1− δ) with δ ≪ 1
Σ(δ ≪ 1) = µ2c
[
3δ2
4
+
3δ3
20
+
117δ4
1400
+
351δ5
7000
+O
(
δ6
)]
, (82)
where the first term agrees with the general result (71).
The limit µ→ 0 corresponds to Z → +∞ and we obtain the small µ expansion
Σ
µ2c
=
pi2
8
+
µ
µc
(
log
(
2µ
piµc
)
− 1
)
+
2µ2
pi2µ2c
− 2
(
pi2 − 12)µ3
3pi4µ3c
+O
(
(
µ
µc
)4
)
, µc =
1
4pit
(83)
In particular we find the the finite value in d = 2
Σ(µ = 0)|d=2 = 1
128t2
(84)
Results in dimension one, d = 1 For the continuum model in d = 1 the complexity (65) can be calculated
inserting
f1(x) =
i
4x
(
1√
1 + ix
− 1√
1− ix) (85)
g1(x) = −1
4
(
1√
1 + ix
+
1√
1− ix − 2) (86)
Since we did not find a simpler expression in d = 1 we give here only a numerical evaluation for zero mass, from (67)
Σ(µ = 0)|d=1 ≈ 0.375 t−2/3 (87)
3. LARKIN LENGTH
There are several conventions to define the Larkin length Lc, and they simply differ by some constant prefactors in
the weak disorder limit. Let us consider here the continuum model ∆(k) = −k2.
If we stick to the definition Lc = (κ
2/R′′′′(0))1/3 given for N = 1, d = 1 in [26], the correspondence is that κ
there equals t0 here, and R(u) there is R(u) = B(u
2), which, in particular, gives the relation between the derivatives:
R′′′′(u) = 12B′′(u2)+48u2B′′′(u2)+16u4B′′′′(u2), hence R′′′′(0) = 12B′′(0). To remain consistent with the convention
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in [26], we then define for the case of general N, d
Lc :=
(
t20
12B′′(0)
) 1
4−d
= (t2/3)
1
4−d (88)
where we recalled that t = t0/2
√
B′′(0).
In general we expect, for the complexity defined in the large L limit
Σ(µ = 0) = CN,dL
−d
c (89)
where CN,d is a constant prefactor. In [26] it was numerically found that C1,1 ≈ 0.46. Here we show that in the large
N limit (89) indeed holds with
lim
N→+∞
CN,d = C∞,d = σd3
− d4−d (90)
where the last equality is obtained by comparing (88), (89) and the result (67) for Σ(µ = 0) where the constant σd
was defined. We thus obtain, for different dimensions:
C∞,d=1 = 0.260.. , C∞,d=2 = 0.00260 (91)
Universal ratio. Finally it is interesting to consider the dimensionless ratio Σst(µ)Σ(µ) for µ < µc. It vanishes linearly
near µ = µc, whereas at µ = 0, using the relation µc = (I˜2t
−d/2)
2
4−d , its value for the continuum model is a universal
number (in [0, 1]) depending only on d:
Σst(µ = 0)
Σ(µ = 0)
=
4−d
2d µ
2
c
σdt−2d/(4−d)
=
4− d
2dσd
(I˜2)
4
4−d (92)
where σd is defined in (67). This number is 0.63.. for d = 1 and 0.405.. for d = 2.
