Swarm Optimisation (CAPSO) algorithm to solve Cubic Cost Economic Dispatch (CCED) problem. A Chaotic Local Search operator (CLS) is introduced in the proposed algorithm to avoid premature convergence. The basic strategy of the proposed algorithm is combining PSO with Adaptive Inertia Weight Factor (AIWF) and CLS, in which PSO with AIWF is applied to perform global exploration and CLS is used to perform exploitation to find the optimal solution. Logistics and Gauss map technique is used in performing CLS and the results are compared. The applicability and high feasibility of the proposed method is validated on a standard 5-generator test system. The simulation results confirm that this algorithm is capable of giving higher quality solutions with fast convergence characteristics.
1.
Introduction Economic dispatch (ED) of a power system is defined as the short-term determination of the optimal output of a number of electricity generation facilities, to meet the system load, at the lowest possible cost, while serving power to the public in a robust and reliable manner. A good planning operation and dispatching could increase the reserve and power system security. Therefore, the efficient and optimum economic dispatch has always ranked high amongst the other major tasks in the power system operation and control. Research in this area has been conducted for many decades and various models and wide variety of optimisation techniques have been proposed for solving ED problems [1] . Many modern stochastic search algorithms like, evolutionary programming method, Particle Swarm Optimisation (PSO), genetic algorithm and firefly algorithm may prove to be very effective algorithm in solving economic dispatch problem without modifying the shape of its fuel cost curves [2] [3] [4] . On common feature of all these methods is that they use probabilistic rules to update their particle positions and velocity in the solution space. In the past decade, the ED problem with cubic cost function has captured the attention of several researchers. Prior studies reported that ED solution can be improved by introducing higher order generator cost functions. In [5] , the author solved the cubic cost function economic dispatch problem by using genetic algorithm. Following the same trend, particle swarm optimisation was applied for solving CCED problem and the results are compared in [6] as well. In [7] , the author proposed non-iterative logic based algorithm for solving this problem. In [8] , Al-sumait et al. implemented a pattern search algorithm for solving CCED problem. Recently, the issue of CCED was addressed in [9] , where a new Meta heuristic nature-inspired algorithm, firefly algorithm, based on the flashing light of fireflies has been applied. Among the above population based algorithms, the PSO is one of the modern heuristic algorithm and has great potential to solve highly complex nonlinear optimisation problems. Compared to other optimisation methods, PSO has fast convergence characteristics. However the performance of the traditional PSO greatly depends on its parameters and it often suffers the phenomenon of the premature convergence, lacks of mechanism to deal with various constraints in various ED problems. In order to address the above mentioned drawbacks, we proposed to CAPSO algorithm by incorporating CLS technique to achieve better performance and more reliable results. The choice is encouraged by overall good performance of this method reported by several researchers [10] , [11] . Moreover, the method had not been used before in the context of solving CCED problems. An outline of the paper is as follows: In the next section, the mathematical formulation of CCED is carried out in detail. In Section 3, an overview of the proposed algorithm is presented. Section 
2.
Mathematical formulation of CCED The CCED problem can be formulated as a nonlinear optimisation problem. The objective is to minimize the fuel cost of power production in order to meet the load demand while satisfying a set of equality and inequality constraints. Usually, the cost functions of the generating units are approximated as a quadratic function of the real power generation. A critical issue in economic dispatch studies is to determine the order and approximate the coefficients of the polynomial used for modeling of fuel-cost function [7] . In order to obtain accurate dispatch scheme of generation, a cubic polynomial is used for modeling of the operating cost of generators instead of quadratic cost function. This issue is considered to be particularly important in terms of reducing the error between the approximated polynomial, and the actual quadratic operating cost. Thus, ED solution can be improved by introducing higher order generator cost functions. Therefore, the cubic fuel cost function formulated as follows.
The following constraints are considered.
Real Power balance constraint
The total generating power must be equal to the sum of load demand and the transmission loss:
The transmission losses are calculated by B matrix loss method, a tradition method, which is formulated as [12] :
Capacity limit Constraint
The power output level of generator 'i' should be between its . and . power output limits.
Where, , , , are the fuel cost curve coefficient of i th generating unit; is the output power of i th generating unit;
. and . are the lower and upper generation limits of i th generating unit; is the total number of generating units;
is the load demand, is the transmission line losses, which is a function of all the generators.
3.
Overview of proposed method In this paper, we propose a new approach named CAPSO for solving CCED problem. For describing more details, we show the traditional PSO first.
3.1
Particle Swarm Optimisation The particle swarm optimisation algorithm is a novel, population-based stochastic search optimisation technique. It is first introduced by Dr. Kennedy and Dr. Eberhart in 1995 and its basic idea was originally inspired by simulation of the social behavior of animals such as bird flocking, fish schooling and so on [13] . In PSO, each member of the population is called a 'particle' and the population is called a 'swarm'. It is starting with a randomly initialized population and moving in randomly chosen directions, each particle goes through the searching space and remembers the best previous positions of itself and its neighbors as well. Particles of a swarm communicate good positions to each other as well as dynamically adjust their own position and velocity derived from the best position of all particles. The next step begins when all particles have been moved. Finally, all particles tend to fly towards better and better positions over the searching process until the swarm move to close to an optimum value [14] . The following steps are involved in PSO algorithm.
Initialisation
At the beginning of the algorithm, the initial positions of all particles are chosen randomly and would attempt to cover the entire parameter space uniformly. The position of i th agent is described as follows:
Where, ɛ [0, 1] is a random number; , are minimum and maximum limits of which are initialized at start. After the position of each individual is initialized, the various constraints are analysed which is given detail in section 2. Similarly, initial velocities are also chosen randomly and would attempt to cover the entire parameter space uniformly.
The maximum and minimum velocities are calculated as follows:
= −
Where, is percentage change for the population and can be taken in the range of [10, 20] . It is also called as 'step size'.
Evaluation
The fitness values of the population are evaluated using the fitness function in the first iteration. The best previous position of i th particle is stored and represented as _ . All the _ are evaluated by using a fitness function. The best particle (minimum objective function value) among all _ is represented as _ .
Updating velocity
These _ and _ are updated for every iteration after obtaining the new population by adding velocities. In this updating process, the velocity of the each particle is modified according to the following equation.
Where, +1 is the new velocity of the i th particle; iter is the number of iterations; is velocity of individual 'i'; is inertia weight; 1 , 2 are acceleration coefficients for the _ and _ positions respectively; is random number between 0 and 1; is current position of i th particle at iteration 'iter', _ is best position of individual; _ is best position of the swarm/ group.
Updating Position
After the velocity updating process of the entire individual in each particle, position of each individual (generator output level) is modified by adding the velocity of each individual according to the equation (9) .
Updating _ and _ At the end of updating process, if the evaluation value of each individual is better than the previous _ , the current evaluation value is set to be as _ , if the best _ is better than _ , that value is set to be _ .
Chaotic Adaptive Particle Swarm Optimisation
CAPSO method that combines traditional PSO with Adaptive Inertia Weight Factor (AIWF) and Chaotic Local Search (CLS) is proposed, in which PSO with AIWF is applied to perform global exploration and CLS is employed to perform locally oriented search (exploitation).
Adaptive Inertia Weight Factor (AIWF)
It is clearly understood that the first part of equation (8) represents the influence of previous velocity, which provides the necessary momentum for particles to roam across the search space. The inertia weight is the modulus that controls the impact of previous velocity on the current one. So, the balance between exploration and exploitation in PSO is dictated by the value of . Thus, proper control of the inertia weight is very important to find the optimum solution accurately and efficiently [16] . It is clear that a larger inertia weight pressures towards global exploration, whereas a smaller inertia weight pressures toward fine-tuning of the current search area. In [17] , the authors made a significant improvement in the performance of the PSO with a linearly varying inertia weight over the generations, which linearly vary from 0.9 at the beginning of the search to 0.4 at the end. To achieve trade-off between exploration and exploitation, we set varying adaptively in response to the objective values of the particles. In particular, the AIWF is determined as follows:
Where, and are maximum and minimum inertia weight factor respectively.
Chaotic Local Search (CLS)
To enrich the searching behavior and to avoid being trapped into local optimum, chaotic dynamics is incorporated into the PSO with AIWF. Obviously, there exist many of the chaotic maps with different dimensions such as logistics, gauss, tent and quadratic map. In this reported work, the well-known logistic equation and gauss equation is considered.
CAPSO method 1: (CAPSO-Logistics)
The logistic equation, which exhibits sensitive dependence on initial conditions, is introduced in the process of chaotic local search defined by the equation (12) .
Obviously, is distributed in the interval [0, 1]. Although the above equation is deterministic, it exhibits chaotic dynamics when = 4.
CAPSO method 2: (CAPSO-Gauss)
In order to analyze the influence of the chaotic map technique on the convergence of the algorithm and to make the comparison meaningful, Gauss map is used and is defined by the equation (13) .
Here, cx i denoted the i th chaotic variable, 'iter' represent the iteration number and is control parameter. and are real parameters. Normally the value is from 4 to 6.5 and is from -1 to 1.
Procedure for CLS
Step 1: Set iter =0 and mapping the decision variables , i=1,2,3…,n among the intervals ( , ) i=1,2,3…,n to the chaotic variables located in the interval [0,1] using the following equation.
= − − (14)
Step 2: Determine the chaotic variable +1 for the next iteration using the Logistics/Gauss equation (12), (13) 
Step 4: Evaluate the new solution with decision variables. +1 for = 1,2, … ,
Step 5: If the new solution is better than or the predicted maximum iteration is reached, output the new solution as the result of the CLS; otherwise let iter=iter+1 and go to Step 2.
Simulation results and analysis
A test system with 5 generating units is used to validate the feasibility and effectiveness of the proposed algorithm. The data of this cubic cost test system can be obtained from [6] . For simplicity, the transmission losses are assumed to be zero. In the simulations, maximum iterations are considered as the stopping criterion. The results are given below demonstrate the effectiveness and applicability of the proposed method. The results represent the average of 30 trials. The various parameters of the proposed CAPSO to solve CCED are set as follows:
Number of iteration=300 Load demand= 1800 MW.
The optimal solution of CAPSO for Logistics and Gauss map is given in Table I . Clearly, the proposed method converged to a better solution, while the execution time is very less. The performance characteristics of the proposed approach given in Figure 1 . The performance of CAPSO with population size is varied from 20 to 300 is given in Table 2 , in which the optimal solutions depends on the population size. The maximum, minimum and average value of generation cost and evaluation time is listed in Table 3 . The effect of CAPSO tuning parameters C1 and C2 for generation cost is shown in Table 4 . The simulation results show the total cost obtained from the CAPSO-Logistics is 18610.134 $/hr, where as in CAPSO-Gauss, it is 18609.57 $/hr. From this, it is understood that the CAPSO-Gauss yields better solution for this test system.
Conclusion
In this paper, we proposed chaotic adaptive particle swarm optimisation algorithm to solve cubic cost economic dispatch problem. A chaotic local search operator is introduced in the proposed algorithm to avoid the premature convergence. The basic strategy of the proposed algorithm is combining PSO with adaptive inertia weight factor and chaotic local search. Logistics and Gauss map technique are used in performing chaotic local search and the results are compared. The applicability and high feasibility of the proposed method is validated on a standard 5 generator test system. Numerical results show that the proposed method can obtain quality solutions for optimal fuel cost and shows excellent convergence characteristics. Hence, the proposed algorithm is competitive with other algorithm in terms of its overall performance.
