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Abstract
Joan BYAMUGISHA
Ontology Verbalization in Agglutinating Bantu Languages: A Study of
Runyankore and Its Generalizability
Natural Language Generation (NLG) systems have been developed to generate text in mul-
tiple domains, including personalized patient information. However, their application is limited
in Africa because they generate text in English, yet indigenous languages are still predominantly
spoken throughout the continent, especially in rural areas. The existing healthcare NLG systems
cannot be reused for Bantu languages due to the complex grammatical structure, nor can the
generated text be used in machine translation systems for Bantu languages because they are com-
putationally under-resourced. This research aimed to verbalize ontologies in agglutinating Bantu
languages.
We had four research objectives: (1) noun pluralization and verb conjugation in Runyankore;
(2) Runyankore verbalization patterns for the selected description logic constructors; (3) combin-
ing the pluralization, conjugation, and verbalization components to form a Runyankore grammar
engine; and (4) generalizing the Runyankore and isiZulu approaches to ontology verbalization
to other agglutinating Bantu languages. We used an approach that combines morphology with
syntax and semantics to develop a noun pluralizer for Runyankore, and used Context-Free Gram-
mars (CFGs) for verb conjugation. We developed verbalization algorithms for eight constructors
in a description logic. We then combined these components into a grammar engine developed as a
Protégé5X plugin. The investigation into generalizability used the bootstrap approach, and inves-
tigated bootstrapping for languages in the same language zone (intra-zone bootstrappability) and
languages across language zones (inter-zone bootstrappability). We obtained verbalization pat-
terns for Luganda and isiXhosa, in the same zones as Runyankore and isiZulu respectively, and
chiShona, Kikuyu, and Kinyarwanda from different zones, and used the bootstrap metric that we
developed to identify the most efficient source—target bootstrap pair. By regrouping Meinhof’s
noun class system we were able to eliminate non-determinism during computation, and this led
to the development of a generic noun pluralizer. We also showed that CFGs can conjugate verbs
in the five additional languages. Finally, we proposed the architecture for an API that could be
used to generate text in agglutinating Bantu languages.
Our research provides a method for surface realization for an under-resourced and grammat-
ically complex family of languages, Bantu languages. We leave the development of a complete
NLG system based on the Runyankore grammar engine and of the API as areas for future work.
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1Chapter 1
Introduction
1.1 Background
Throughout the world today, patients generally receive information about their diagnosis, treat-
ment, side effects and care verbally during the patient–doctor consultation. However, Di Marco
et al. [48, 49] identified that patients consistently retain only a small fraction of the information
after the consultation, and that the information which is not directly addressed to the patient is
highly likely to be discounted or ignored, possibly resulting in improper compliance to medical
instructions.
On the other hand, it has been found that personalized messages increase the likelihood for a
patient to be more engaged, and to read, comprehend, and act upon the information received [52].
Such personalized information was found to enable patients to make more informed decisions
about their prescribed treatment when they understood their medical condition [50, 52]. It was
also noted to be of great value to the patient’s friends and family in helping them to understand
the patient’s illness and care [48, 49].
Several studies in health communication have supported the importance of personalization
of health information by showing that such information can be more effective if customized for
the individual patient according to their specific disease, literacy level, dialect, and cultural and
cognitive dispositions [52]. However, personalizing patient information results in the problem of
customizing, where the differences among the characteristics of patients can easily be in the tens
or hundreds of thousands [48, 49]. Despite this difficulty, the importance of presenting patient in-
formation as natural language instead of a structured patient file is that it is more understandable,
as patients will want to receive information in a form that will enable them to understand their
illness or disease, treatment options and health outcomes [52].
Natural Language Generation (NLG), the production of understandable texts in a selected
human language from an underlying non-linguistic representation of information [22, 63, 160],
has successfully been applied to the problem of producing personalized healthcare messages [31,
46, 53, 81, 117, 120]. Examples of these include systems that generate personalized diagnosis
and treatment information for patients with cancer [31], mental health intervention messages [81],
summaries for parents with babies in neonatal care [120], health education materials [51, 53], and
drug prescription explanations [46].
However, all existing NLG systems for healthcare [31, 46, 53, 62, 74, 81, 117, 120] generate
text in English, which limits their usefulness in African countries, where multiple indigenous
languages are still predominantly spoken, especially in rural areas. Additionally, the lack of com-
putational resources (such as labeled and unlabelled corpora and tools) for most Bantu languages
limits the use of machine translation from the generated English text. Further, though medical
professionals are expected to communicate in the languages of the areas where they work, few
actually do [187]. In addition, given that the presentation of medical information in English exac-
erbates literacy difficulties already prevalent in situations of health [52], it is important to localize
patient information. For most African countries, where patients still receive information about
their diagnosis, treatment, side effects, and care verbally during the patient–doctor consultation,
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there is a need to also provide written personalized patient information so as to improve patient
compliance with prescribed treatments.
We therefore investigated how NLG can be used to generate text in the Bantu language family,
spoken in 27 of the continent’s 54 countries by about 240 million speakers, and estimated to com-
prise between 300 to 680 languages [146]. We limited our scope to drug prescription explanations
because enabling patients to make more informed decisions about their prescribed treatments
has been associated with promoting greater compliance, achieving better patient outcomes, and
reduced healthcare costs [31, 52, 54, 77, 186].
Healthcare-based NLG systems rely on a patient’s Electronic Health Record (EHR) [31, 46, 53,
62, 74, 81, 117, 120], and the entities in EHRs as well as the relations between them are very well
modeled as ontologies (chief among them is SNOMED-CT [83]). We therefore took a knowledge-
to-text approach to text generation, where Description Logic (DL) represented the knowledge in
the ontology.
1.2 Problem Statement
Some of the existing NLG techniques cannot currently be used for Bantu languages. Templates
[63, 160] were found to be inapplicable to the complex grammatical structure of Bantu languages
[100], while statistical corpus-based and deep learning NLG approaches [13, 58, 110, 111, 185]
require large amounts of data, yet most Bantu languages are computationally under-resourced.
Our first problem space thus centered around finding the most appropriate NLG technique for
generating text in a Bantu language. We used a single Bantu language, Runyankore, to research
this. Our next problem space was concerned with how to apply the knowledge gained from text
generation in a single Bantu language to generate text in other languages in the same family.
1.2.1 Research Questions
The main objectives of this research were two fold: (1) research the use of a grammar engine to
verbalize ontologies in Runyankore, and (2) investigate the generalizability of this text generation
approach to other Bantu languages with an agglutinating morphology that results from words
formed by adding affixes to the root word.
RQ1: How can noun pluralization and verb conjugation be achieved in Runyankore?
Entities in an ontology are expressed as concepts and roles. The names of DL concepts are usu-
ally denoted with a noun, and it has been shown that users prefer the plural in the verbalization
of some of the axiom types [69, 93, 99]; for example, ‘all doctors’ instead of ‘each doctor’. The
DL roles in an ontology are usually labeled as verbs, thus requiring a means of conjugating the
verb in the appropriate tense and aspect represented by the roles in the ontology. For example,
teaches.Course is in the simple present tense, while takenWith.Milk involves the passive. For these
reasons, we first investigated how to achieve noun pluralization and verb conjugation as prereq-
uisites to verbalization in Runyankore. Unlike in English, noun pluralization in Runyankore is
performed on the prefix not the suffix of the noun, and requires taking into account the class to
which a noun belongs. Verb conjugation requires accounting for concordial agreement that is also
based on the class of the noun, as well as agglutination and the placement of morphemes for tense,
aspect, negation, and extension.
RQ2: What are the Runyankore verbalization patterns for the selected ALCQ constructors?
The degree to which an ontology can specify a conceptualization depends on the expressiveness
of the logic used to represent a domain [71]. Given the richness of the healthcare domain, we
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first needed to identify the appropriate formal language that is expressive enough for the rela-
tionships and constraints found in drug prescription explanations. We found the description logic
Attributive Concept Language with Complement and Cardinality (ALCQ) to be appropriate for
this purpose. Next, the relevant constructors in the selected language, those which when verbal-
ized result in the required healthcare messages, needed to be identified. Verbalization patterns
could then be obtained for the selected constructors.
RQ3: How can the Runyankore verbalization components be combined to form the grammar
engine?
This question is concerned with how to combine the noun pluralizer, verb conjugater, and verbal-
ization patterns to form a grammar engine that generates text. There were three main considera-
tions here: how to account for phonological conditioning, which is required during pluralization,
conjugation, and verbalization; the kind of implementation to associate verbalization with on-
tology creating, modifying, and reasoning; and generalizing the output of the surface realizer to
other domains besides healthcare.
RQ4: How can the Runyankore and isiZulu approaches to ontology verbalization be general-
ized to other agglutinating Bantu languages?
The question of generalizability is important because, if possible, the existing Runyankore and
isiZulu text generation approaches may be extended to other Bantu languages without requiring
the same extensive and time-consuming research. There were two areas of investigation here: the
appropriate method by which to investigate generalizability; and how to demonstrate general-
izability beyond the languages under investigation, given that there are hundreds of Bantu lan-
guages. We investigated whether the bootstrap approach, which had been successfully applied to
obtain some Runyankore verbalization patterns from the existing isiZulu ones, could also be used
for other agglutinating Bantu languages. The approaches taken for noun pluralization and verb
conjugation were also assessed for generalizability. We relied on the Guthrie zone classification
[72, 123] of Bantu languages to reach conclusions on the generalizability to other Bantu languages
that were not directly involved in this investigation.
1.3 Research Approach
We carried out this research in two phases: (1) investigating verbalization for a single Bantu lan-
guage, and (2) investigating whether that approach was generalizable to other agglutinating Bantu
languages. In Phase 1 we investigated ontology verbalization in Runyankore, where the processes
of noun pluralization, verb conjugation, and verbalization were addressed separately and later
combined into a grammar engine. It was important that the approach taken for each process
would be applicable to other domains as well as healthcare. For noun pluralization, we devel-
oped a pluralizer that combines morphology with syntax and semantics, which can handle sim-
ple, mass, and compound nouns, as well as singular-only nouns and prefix exceptions. For verb
conjugation, we found Context-Free Grammars (CFGs) [91] to be sufficient to conjugate verbs in
Runyankore. For verbalization, we found the Description Logic (DL) ALCQ to be sufficient for
our scope (that is, generating drug prescription explanations), selected eight constructors, and
developed verbalization patterns for each constructor. We then combined the pluralizer, CFGs,
and algorithms resulting from the verbalization patterns to form the grammar engine. Finally, we
evaluated the quality of the generated text in two ways: (1) a rate test to assess the grammatical
correctness and understandability of the generated sentences, and (2) a human-based comparison
test to assess whether the generated text was distinguishable from human-authored text, using
both linguists and non-linguists in our evaluation.
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In Phase 2, we investigated how the approaches used for Runyankore and isiZulu could be
generalized to other agglutinating Bantu languages. We used the bootstrap approach because the
Runyankore verbalization patterns of some constructors were obtained by bootstrapping from the
existing isiZulu ones. Due to Runyankore and isiZulu belonging to different language zones (zone
J.10 and zone S.40 [123] respectively), we investigated bootstrapping among languages in differ-
ent zones (inter-zone bootstrappability), and bootstrapping among languages in the same zone
(intra-zone bootstrappability). We verbalized five constructors in five different languages in this
investigation. When investigating the use of the bootstrap approach, we used both Runyankore
and isiZulu as source languages, and due to the presence of multiple source languages, also de-
veloped a measure of bootstrappability to determine the most efficient source-target language
bootstrap pair. Further, by studying the noun class systems of these languages, we identified
the need to regroup the class prefixes in Meinhof’s noun classification, regarded as a standard
among linguists, in order to enable generalizability. We were thus able to develop a noun plural-
izer with language-independent rules based on the same combination of morphology with syntax
and semantics as we used for Runyankore and isiZulu. Further still, by studying their verbal mor-
phologies, we found that CFGs can be applied to verb conjugation in the five additional languages
under investigation. Finally, having understood the generic and language-specific processes and
resources required to generalize the text generation approach, we propose an architecture for an
API to verbalize ontologies for agglutinating Bantu languages.
1.4 Research Contributions
This research has resulted in the following contributions:
(1) A domain-independent language-specific noun pluralizer for Runyankore that can pluralize
simple, mass, singular-only, and compound nouns, as well as prefix exceptions and noun
phrases;
(2) Evidence for the use of CFGs to conjugate verbs across domains in Runyankore—for both the
standard verbs and for the copulative and auxiliary;
(3) Algorithms for verbalizing subsumption (v), conjunction (u), negation (¬), existential quan-
tification (∃), universal quantification (∀), maximum cardinality (≤), minimum cardinality (≥),
and exact cardinality (=) in Runyankore across domains;
(4) An architecture for domain-independent ontology verbalization in Runyankore that shows
how to account for the noun class system, noun pluralization, verb conjugation, verbalization,
and phonological conditioning;
(5) A tool for verbalizing ontologies in various domains in Runyankore in the form of a Protégé
plugin;
(6) A regrouping of class prefixes in Meinhof’s noun classification, increasing the number of noun
classes from 29 to 54, in order to ensure a deterministic output during computational processes
and thus enable generalizability;
(7) A language-independent noun pluralizer for agglutinating Bantu languages based on an ap-
proach that combines morphology with syntax and semantics;
(8) A metric, based on edit distance and linear gap penalty, for assessing the efficiency of boot-
strappability when there is more than a single source language from which to bootstrap;
(9) Evidence for the use of CFGs to conjugate verbs in the simple present tense with negation for
chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda; and
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(10) An architecture for a domain-independent API to verbalize ontologies in agglutinating Bantu
languages, showing how to account for generic and language-specific processes and resources.
The above contributions provide methodological benefits in the field of computational linguis-
tics for complex, under-resourced languages like Runyankore. The application of the approaches
and software tools we develop is not restricted to the healthcare domain, but we use examples
from healthcare throughout this thesis in order to demonstrate how the output is applicable to
this domain. In chapters 3, 4, 5, and 6, we provide details on the processes required for ontology
verbalization for Runyankore. This information is helpful for understanding how to deal with the
complex grammatical structure of Bantu languages.
The results on using the bootstrap approach to obtain verbalization patterns for Runyankore
from isiZulu’s is novel in this context, and we provide more evidence for its use by bootstrap-
ping from Runyankore and isiZulu to chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda.
Our investigation extends verbalization patterns to these five languages, providing a selection of
source languages from which to bootstrap a new target language. By quantifying the bootstrap
process through our bootstrappability metric, we contribute a means of assessing the most effi-
cient source-target language bootstrap pair, thus providing a means of developing such language
resources faster.
The regrouping of the class prefixes in Meinhof’s noun class system [136] is a major contribu-
tion that enables a deterministic outcome during noun pluralization. We practically show how our
regrouping applies to seven languages and, based on literature on the noun classes of other Bantu
languages [122], also present results on its applicability beyond these seven languages. This is an
important resource for computational linguistics of Bantu languages, as it enables researchers to
overcome the non-determinism when Meinhof’s noun classification is applied to computational
tasks, while maintaining the concord system for each class in the new classification.
Though the Guthrie zone classification method has been criticized as not always being accurate
or consistent as more linguistic knowledge is revealed about individual languages, it is nonethe-
less regarded as less problematic to establish than genetic classification [123]. Our results on inter-
zone versus intra-zone bootstrappability show that for most constructors, intra-zone bootstrappa-
bility is usually more efficient than inter-zone bootstrappability, and that inter-zone bootstrappa-
bility is almost always possible. This implies that when bootstrapping to a new language, source
languages in the same zone as the target language should be considered first. However, given that
there are over 80 Guthrie zones [123], and Bantu languages are generally computationally under-
resourced, the probability of having a target language from a zone with no source languages is
quite high. In this case, results from our research show that it is possible to obtain efficient results
on bootstrappability through inter-zone bootstrappability.
The development of a language-independent noun pluralizer (that achieved high levels of ac-
curacy), evidence for the use of CFGs for verb conjugation, and architecture for an API are all
resources that we contribute to enable the development of computational resources for other ag-
glutinating Bantu languages. Research into computational resources for this class of languages is
not common, and solutions are complex to implement. Our work thus contributes to the grow-
ing body of work in this area along side existing resources such as: a morphological analyzer
for isiZulu [19] that was bootstrapped to isiXhosa, seSwati, and isiNdebele [21]; morphologi-
cal analyzer for Kiswahili [80]; morphological generator for isiZulu [19]; ontology verbalizer for
isiZulu [29, 96, 98, 99, 100]; word-form recognizer and morphological tagger for isiZulu [20]; part-
of-speech tagging for Kiswahili, Ciluba, Northern Sotho, and isiZulu [43]; parallel corpora for
machine learning, such as the SAWA English-Kiswahili corpus [44]; as well as all the research
presented on [1].
1.5 Thesis Structure
This thesis contains nine chapters, which can be categorized into four parts:
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1. Introduction and Background:
Chapter 1: We provide a background to the research area, and introduce the problem state-
ment, research questions, and research contributions.
Chapter 2: We present the literature relevant to this research, specifically, Natural Language
Generation (NLG), Bantu languages, ontologies, and NLG in personalized health infor-
mation. We show how the reviewed literature guided the decisions we made in this
research.
2. Ontology Verbalization in Runyankore:
Chapter 3: We present how one of the prerequisites to verbalization, noun pluralization,
was achieved in Runyankore. We explain the use of a combined morphology with
syntax and semantics approach to pluralize nouns, starting with the standard noun
classification rules, and then extending to exceptional cases such as compound, mass,
and singular-only nouns.
Chapter 4: We present how the other prerequisite to verbalization, verb conjugation, was
achieved in Runyankore. We first provide details on the Runyankore verbal morphol-
ogy, and then explain the analysis used to select an appropriate tense and aspect, as
well as the use and evaluation of Context-Free Grammars for verb conjugation.
Chapter 5: We investigate verbalization for subsumption (v), conjunction (u), negation (¬),
existential quantification (∃), universal quantification (∀), maximum cardinality (≤),
minimum cardinality (≥), and exact cardinality (=) in Runyankore, as well as phono-
logical conditioning for the nasal compound -nk-.
Chapter 6: We explain the details of the implementation of the grammar engine as a Pro-
tégé plugin, including its annotation model and architecture. The evaluation of the
generated text is also presented here.
3. Generalizability and Bootstrappability:
Chapter 7: We present the methodology and results on the investigation into generaliz-
ability and bootstrappability, resulting in: a regrouping of the class prefixes in Mein-
hof’s noun classification; verbalization patterns for chiShona, isiXhosa, Kikuyu, Kin-
yarwanda, and Luganda; and a metric for measuring bootstrappability.
Chapter 8: We provide details on how an API to generate text in agglutinating Bantu lan-
guages can be developed. We first describe the development of a generic pluralizer,
then show that Context-Free Grammars are adequate to conjugate verbs in other ag-
glutinating Bantu languages, and finally propose an architecture for an API to generate
text in agglutinating Bantu languages.
4. Conclusion:
Chapter 9: We conclude this thesis by restating the research questions and showing how we
answered them. We also show the remaining gaps in our work, which have been left
for future work.
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Literature Review
2.1 Overview
This chapter presents the relevant literature about the key areas of the research on text genera-
tion in agglutinating Bantu languages. In Section 2.2, we present literature on NLG, its definition,
application, tasks, approaches, and architectures. Section 2.3 provides information on the key
linguistic features of Bantu languages: noun class system, agglutinative structure, verbal mor-
phology, and classification into Guthrie zones [123]. We also present some details on a particular
Bantu language, Runyankore. Section 2.4 presents details on ontology verbalization, including the
use of controlled natural languages during text generation. Lastly, we describe the domain of per-
sonalized patient information and the role of NLG in it in Section 2.5. In order to avoid having a
fragmentary chapter by trying to present all the literature on every aspect of this research, we have
decided to limit the content in this chapter to the overarching areas of our research, and present
details on specific methodologies, approaches, or formalisms in the relevant chapters where they
are discussed.
2.2 Natural Language Generation
Natural Language Generation (NLG), a subfield of computational linguistics and artificial intelli-
gence, is concerned with the construction of computer systems which can produce understandable
texts in a selected human language from an underlying non-linguistic representation of informa-
tion [22, 160, 161]. Precisely defining NLG is rather difficult because its inputs vary substantially,
and can include: flat semantic representations, graph structures, numeric data, structured knowl-
edge bases, images, and even video [63]. On the other hand, there is agreement that the output
from NLG is text, and therefore, NLG maps from data or meaning to text [63]. This may involve
filtering and abstracting the input into a set of preverbal messages [63], which are then output as
a collection of text fragments, whose length can range from a single word to several pages [65].
The aim of NLG is to satisfy some communicative goal [22, 65, 91, 161], which could include:
(1) Generating summaries from data on events like football games [113], or from patient data [62,
74];
(2) Generating reports, such as weather reports [153, 156], reports on current affairs [114], feed-
back reports [183], and financial reports [149];
(3) Generating personalized information, such as personalized patient information [46, 53, 120],
or personalized environmental information [184]; and
(4) Generating informative text; for example, descriptions of artifacts in a museum [4, 170].
The desired or expected impact of the generated text depends on the communicative goal. The
text might be intended to persuade, motivate behaviour modification, or inform [63]. The gener-
ated text must therefore be coherent, accurate, valid, informative, understandable, and relevant in
order to achieve the intended communicative goal [63].
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An NLG system is thus a translator which converts a computer-based non-linguistic repre-
sentation of language into natural language text [65]. NLG systems are mostly used to present
information to non-expert users in natural language (a representation that they find easy to un-
derstand)), instead of the computer’s straightforwardly manipulatable internal representations of
data [160]. Because the inputs to an NLG system are generally unambiguous, well specified, and
well formed, the main concern of NLG is choice, regarding: (1) selecting the appropriate content
to linguistically express the inputs in accordance with the communicative goal, (2) selecting the
most appropriate lexical item to express a particular concept, and (3) selecting the most appro-
priate way to aggregate the selected content into phrase, clause, and sentence-sized blocks [91].
These choices can be categorized as NLG tasks.
2.2.1 NLG Tasks
The choices made when mapping from some input data, information, or knowledge to an output
text are categorized into six NLG tasks [22, 63, 160, 161]:
(1) Content determination: deciding which information to include from the underlying data sources;
(2) Discourse planning or text structuring: determining the order and structure of the set of texts
to be created in order to ensure that it is not presented as a random collection of pieces of text,
but rather in a coherent manner;
(3) Sentence aggregation: deciding how to group the text together into sentences;
(4) Lexicalization: deciding which specific words and phrases to use to express information;
(5) Referring expression generation: choosing the words and phrases to identify domain entities;
and
(6) Linguistic realization: combining the words and phrases to form grammatically correct sen-
tences.
Content Determination
Content determination is primarily about deciding which information to include, and which to
exclude [22, 63, 160], because the data is very detailed, and typically not all the information con-
tained in the data is required for generation [63]. The choices made during content determination
are also associated with the communicative goal [22, 160] (as discussed above) and the approaches
applied during this task are typically related to the application domain [63, 160, 161]; for example,
there may be a different approach for healthcare, where the data on physiological parameters is
continuously collected, and thus needs to be filtered and abstracted into a set of preverbal mes-
sages; and a different approach for sports, where data on certain events (such as a pass or foul in
football) may be omitted in favor of other events (such as each goal scored) [63].
Discourse Planning
After determining the content from which to generate text, the next decision involves in what or-
der to present the information to the user [22, 63, 160]. This decision can be based on the temporal
sequence of events (for example, in the order in which goals were scored [113]), importance (such
as stating the most important medical results first [120]), or relatedness (grouping data describing
the same medical outcome together [63, 120]. This results in a discourse plan, which is a struc-
tured and ordered representation of the information [22, 63, 160]. The above examples of discourse
planning methods also show how the application domain constrains ordering preferences, as was
the case with content determination [63].
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Sentence Aggregation
The structure and order imposed during discourse planning do not imply that a single sentence is
used for each message [63]. Readability and coherency can sometimes be achieved by combining
multiple sentences into a single one [63]. This process of grouping related messages together into
sentences is referred to as sentence aggregation [22, 63, 160], and can be used for reducing or elim-
inating redundancy in the messages, or combining similar linguistic structures together [63, 160].
The early work on sentence aggregation, like content determination and discourse planning, was
strongly domain and application specific, and comprised handwritten rules [63]. However, recent
approaches are data-driven, where the rules are acquired from either corpus data by identifying
similarities between entries in a parallel corpus of sentences and corresponding database entries;
or global optimization based on the pairwise similarity of pairs of database entries [63].
The tasks of content determination, discourse planning, and sentence aggregation involve
choices centered around the data, concerned with which information to convey to the audience
[63], and are, as such, language-independent. But this is not to say that they have no bearing on
linguistic aspects. In fact, MacDonald [119] argues that these early tasks contain linguistic knowl-
edge as they represent the articulation, reasoning, and comprehension components, with some
linguistic processing at every stage, and thus regards them as substantial tasks for generation. On
the other hand, the following three tasks are concerned with which words to use to convey the
desired message, and how to output them using the correct grammar; thus being heavily linguis-
tically grounded [63].
Lexicalization
This task begins the conversion from abstract representation to natural language, and is concerned
with deciding the words and phrases to use during generation [22, 63, 160]. Natural language is
ambiguous, with the possibility of expressing a single event in various ways, and the complexity
of the lexicalization task is brought about by the number of alternatives that the NLG system can
handle [63]. The decisions made during lexicalization depend on: the need for variation in the
generated text, stylistic constraints, the attitude towards the event, presenting numerical informa-
tion (dates, time, temperature, etc.), and choosing adjectives to make comparisons (larger, taller,
younger, more, etc.) [63]. Key considerations when making comparisons are: the reasoning that
the system needs to do on the dimensions of an entity (for example, the time units to determine
‘before’ versus ‘after’), and the vagueness that can inadvertently appear in the generated text [63]
(for example, stating that an entity is younger than another does not state by how much).
Referring Expression Generation
Reiter and Dale [160] define ‘referring expression generation’ as ‘the task of selecting words or
phrases to identify domain entities’. It differs from lexicalization by being a discrimination task,
concerned with distinguishing one domain entity from another [160]. It is domain-independent,
with several existing stand-alone solutions [63]. The decisions made regarding how the NLG
system refers to different domain entities depend on whether a particular entity has already been
mentioned (in which case, its name can be replaced with a pronoun or definite description); and
the need to distinguish between similar entities (based on properties such as time, size, colour,
pluralization, position, etc.) [63]. However, a balance between too much and too little information
needs to be made [63]. For example, in the Gre3D corpus for objects in a visual domain [181],
providing too much in the description, such as ‘the small blue ball before the large green cup’,
can lead to misleading or boring text, while too little information, such as ‘the ball’, can hinder
identification of the entity being referred to [63].
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Linguistic Realization
Linguistic realization involves putting together the selected words and phrases to form a gram-
matically correct sentence, including the correct morphology, verb agreement, prepositions, and
punctuation [22, 63, 160]. The main difficulty of this task is that the output requires various lin-
guistic components that are not present in the inputs [63], such as tense, aspect, and plurals.
The main techniques used for linguistic realization are: canned text, templates, statistical ap-
proaches, and grammar engines [63, 79].
Canned Text Canned text consists of preprocessed sentences or paragraphs which are selected
and output [79]. Canned text is typically easy to implement, and involves having a list of sentences
or phrases, which can be output either without modification, or concatenated with some glue text
[91, 167]. Examples of the use of canned text include systems which generate customized form
letters by inserting a person’s name in the appropriate places [91].
Canned text is unable to adapt to new situations without human intervention [91, 167]. An
attempt to use canned text to generate personalized health promotion letters resulted in unwieldy,
incoherent, and poorly generalized text [31].
Templates Templates are selected predefined structures represented as slots of text which can be
filled by inserting values into the slots [160]. These slots or blank spaces usually have associated
requirements specifying what kind of content-specific information can fill them [79, 160]. The
values inserted into the slots sometimes undergo further linguistic processing and are annotated
with linguistic and formatting information [63, 160].
Template filling is more flexible than canned text [91, 179], because templates can express their
non-linguistic input in varying degrees of directness [179]. They can thus be used in complex
domains such as sports [113] and healthcare [120], and in the latter case have been successfully
applied to generate customized patient information [48, 49, 52, 53, 54, 120].
Templates are advantageous because they provide some control for the quality of the output,
preventing the generation of ungrammatical structures [63]. This can be achieved through the use
of syntactically structured templates that enable the recursive filling of gaps, minimal templates,
or grammars to aid linguistic realization [179].
They however have two main disadvantages: (1) they are labour-intensive when handwrit-
ten, and (2) they do not scale well to applications that require considerable linguistic variation
[63]. The first disadvantage has recently been solved by learning templates from corpus data,
for example in Kondadadi, Howald, and Schilder [103], but the second still persists, and extends
to grammatically complex languages, such as Bantu languages. In fact, Keet and Khumalo [100]
showed templates to be inapplicable to Bantu languages unless used with a fully-fledged gram-
mar engine.
Statistical Approaches The statistical approaches are recent, and they aim to acquire probabilis-
tic grammars from large corpora [63]. This both reduces the amount of manual effort required
by handwritten grammars, and increases the coverage of the resulting grammars [63]. There
are three main approaches: the first, a forest representation of alternative realizations, obtained
from a small handwritten grammar, from which the optimal candidate is selected by a stochastic
reranker [63, 110, 111]. The second approach involves directly generating the optimal realization
from the statistical information in the corpora (for example, the PCRU system that uses Context-
Free Grammars to generate the most likely derivation of a sentence given a corpus [13, 63]. Both
of these approaches rely on a handwritten generator on which the realization task is based, and
statistical information is used to select the optimal output [63].
The third and most recent approach is to use fully data-driven grammars obtained from tree-
banks, thus also relying on statistical information for the base generator [63]. In this approach, a
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classifier or particular grammar formalism is used with a treebank corpus, and statistical language
models are used for reranking for the optimal output [63]. For example, the OpenCCG framework
[58, 185] uses a corpus of the Combinatory Categorial Grammar (CCG) formalism [169] derived
from the Penn Treebank [78] in its broad coverage English realizer [63]. However, the statistical
approach is resource-intensive, and therefore cannot be used by under-resourced languages.
Grammar Engine A grammar is a definition of a language as a set of strings and the analy-
ses or rules associated with these strings [155]. A grammar engine thus considers grammatical
categories (such as sentence, noun phrase, and verb phrase) and rules which implement the cate-
gories as objects with complex sets of properties (such as tense and grammatical form) associated
with them [91]. Realization systems that rely on a grammar engine make some or all of the deci-
sions based on the grammar of the selected language [63]. The Systemic Unification Realization
Grammar of English (SURGE), for example, is a reusable, domain-independent realization com-
ponent that comprises a comprehensive computational grammar of English; it has been applied
to generate text in several NLG systems with differing architectures [56]. The grammar can be
manually written (such as the Functional Unification Grammar [91]), in which case they require
very detailed input, or it can be modeled by traversing a network and making choices based on
grammatical and semantic information [63]. The Systemic Unification Realization Grammar of
English (SURGE), for example, is a comprehensive computational grammar of English that has
been applied to generate text in several NLG systems with different architectures [56].
Advantages of handwritten grammars guided by linguistic knowledge are: enabling precise,
logical analysis of content; predictability and easy programmability; support for detailed error
analysis and explanations; and not requiring a lot of data [155].
On the other hand, handwritten grammars suffer from limited coverage and an high initial
cost when they are being developed [155]. The former leads to the difficulty of how to make
choices among related options in grammar-based systems, where handwritten rules with the right
sensitivity to context and input are difficult to design [63].
One of the most well-known grammar formalisms is the Grammatical Framework (GF), which
is based on type theory and functional programming [154, 155]. It has successfully been used as a
platform for multilingual applications such as translation, localization, and information retrieval,
and currently supports over 30 languages [154, 155]. However, none of these languages are Bantu
languages, and an attempt to add Kiswahili (regarded as a Bantu language) managed to only
introduce some parameter types [143].
GF requires a large resource grammar, referred to as the Resource Grammar Library (RGL),
that has a core abstract syntax made up of 86 categories, 216 functions, and a test lexicon of 524
word senses [155]. Additionally, the abstract syntax of the RGL was originally designed for Eu-
ropean languages, though support for other language families (Thai, Japanese, and Chinese) has
been achieved [155]. This is done by ‘tweaking’ the grammar, but if the grammar of the new
language needs more parameters than currently supported by the abstract syntax, then the code
becomes more complex [155]. This partly explains why there is still no GF implementation for the
grammatically complex Bantu languages, and why the attempt in [143] to add Kiswahili did not
succeed in creating a resource grammar. Ranta, Tian, and Qiao [155] present the use of a chunking
grammar as an alternative to modifying the RGL, while increasing coverage. But they also admit
that this results in lower quality output, due to an absence of grammatical dependencies between
chunks, resulting in agreement errors and incorrect word order.
Grammar-based Linguistic Realizers Grammar engines have been used to develop realization
engines. One such engine is SimpleNLG, which offers direct control over the processes of build-
ing and combining phrases [64]. It comprises: (1) a lexical component that defines a lexicon,
morphological rules, and lexical items that correspond to major grammatical categories (noun,
verb, adjective, etc.); and (2) a syntactic component that handles different phrasal types defined
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by several grammatical features (tense, number, person, and mood) [64]. It was initially devel-
oped for English [64] and has since been ported to French [180], German [18], Italian 1, Mandarin
[34], Brazilian Portuguese [42], and Spanish [152]. However, to the best of our knowledge, there
is currently no implementation of SimpleNLG for any Bantu language.
Another multilingual NLG system is KPML, which is a graphical-based platform for large-
scale grammar engineering for multi-lingual text generation [12]. It supports the construction,
maintenance, and use of large-scale, broad-coverage grammars based on the generation architec-
ture developed from the sentence generation component of the Penman text generation system
[12, 127]. KPML has been used to develop grammars for Bulgarian, Chinese, Czech, Dutch, En-
glish, German, Russian, and Spanish2. To the best of our knowledge, there is currently no KPML
grammar for any Bantu language.
For Bantu languages, the pattern-grammar-based approach taken by Keet and Khumalo [98,
99] is one that has been used for linguistic realization through the verbalization of logical theories
in isiZulu, a Bantu language indigenous to South Africa. Mahlaza [121] also developed gram-
mars that were aimed at generating weather bulletin verbs in isiZulu and isiXhosa, another South
African Bantu language. The grammar rules developed by Keet and Khumalo [95] and Keet and
Khumalo [98, 99] account for: (1) the classes of nouns in isiZulu and the concordial agreement
these classes govern; (2) the isiZulu complex verb, covering negation, tense, aspect, mood, and
extensions; and (3) the agglutinative structure. These patterns were used to develop a surface
realizer for isiZulu [97]. To the best of our knowledge, these are the existing cases of surface
realization in Bantu languages.
Having presented the different NLG tasks and what they entail, we next discuss how these six
tasks can be organized to form an NLG system.
2.2.2 NLG Architectures and Approaches
Gatt and Krahmer [63] broadly distinguish among three dominant NLG architectures: (1) modular
approaches which, by design, involve fairly clear divisions and significant variations among the
NLG tasks; (2) planning-based approaches which avail a more integrated perspective on the NLG
tasks by viewing text generation as planning; and (3) global approaches which are heavily reliant
on statistical learning and correspondences between inputs and outputs, and therefore cut across
the divisions inherent in the NLG tasks.
Modular Approaches
Reiter and Dale [160] and [158] introduced a pipeline architecture where different modules incor-
porate the different NLG tasks described in Section 2.2.1. This approach is typically a three-tier
architecture comprising the text or document planner, the sentence planner or microplanner, and
the linguistic realizer [63, 160].
The first tier, the text or document planner, combines the first two tasks of content determi-
nation and discourse planning [63, 160] (see Section 2.2.1) in order to model the choice of ‘what
to say’ [63]. The output of this tier is a structured representation of messages referred to as the
text plan [63]. This then serves as the input to the next tier, referred to as the sentence plan or
microplanner, which combines sentence aggregation, lexicalization, and referring expression gen-
eration [63, 160] in order to model the choice of ‘how to say it’ [63]. The third tier is composed of
the task of linguistic realization, where the final text is generated in a grammatically correct way
[63, 160].
1The Italian implementation of SimpleNLG is available from https://github.com/alexmazzei/SimpleLEX-IT
2See http://www.fb10.uni-bremen.de/anglistik/langpro/kpml/kpml-description.htm for details of existing
grammars in KPML, and how to access them.
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This modular approach clearly separates the tasks regarded as strategic generation (content
determination and discourse planning), concerned with the ‘what’, from those regarded as tacti-
cal generation (sentence aggregation, lexicalization, referring expression generation, and linguistic
realization), which are concerned with the ‘how’ [63]. However, in practice, this division is not
universally accepted [63], with the organization of tasks into different tiers varying from system to
system, and in some cases with the same tasks split across tiers instead of being wholly contained
in a single tier [131]. Mellish et al. [131] thus proposed an alternative formalism that accommo-
dates different types of information flow between the NLG tasks, as opposed to ordering a specific
architecture. Their formalism, the ‘object-and-arrows’ framework, was intended to specify high
level descriptions of different architectures, whilst retaining the principle that the tasks are well-
defined and distinguished from each other, regardless of how they are organized [63, 131].
Reiter [157] also recognized the need for the pipeline architecture to accommodate raw, un-
structured inputs that require some preprocessing before undergoing text planning. Examples of
application domains with such inputs include generating weather reports and generating patient
summaries [63]. In these cases, some data abstraction followed by data interpretation is required
before the processes of text generation can begin. Reiter [157] therefore extends the pipeline back-
wards so as to account for processes carried out before text planning.
The two main limitations of a pipeline architecture are: (1) mismatches between strategic and
tactical components, where decisions made earlier in the pipeline lead to unforeseen consequences
further downstream; and (2) generating under constraints, where the output is restricted to certain
requirements, such as the length of the sentence [63]. In the first case, referred to by Meteer [133]
as the generation gap, the ordering of sentences determined by an NLG system during sentence
planning may, for example, result in ambiguous output during linguistic realization [63]. For the
second case, it might be possible during linguistic realization to formalize restrictions in terms of
words or characters, but it is much harder earlier in the pipeline where it is unpredictable to match
prelinguistic representations to the final text [63].
These problems, among others, have led to the development of alternative NLG architectures,
those that blur the boundaries between modules and the NLG system [63]. These are discussed
further below.
Planning-based Approaches
Planning-based approaches regard text generation as the execution of planned behavior, where the
planning problem is the process of identifying a sequence of one or more actions that satisfy the
communicative goal [63]. The overarching communicative goal can be subdivided into sub-goals
that are themselves satisfied by actions, with each action having its preconditions and effects [63].
In principle, therefore, there are no restrictions on what types of actions can be included in a plan,
thus making planning-based approaches able to cut across the NLG tasks that are split in to tiers
in Section 2.2.2 [63]. In this way, planning-based approaches combine both strategic and tactical
components by viewing ‘what to say’ and ‘how to say it’ as part of the same set of operations [63].
Planning can be achieved based on the grammar, or stochastically using reinforcement learning
[63].
Planning through the grammar is done by interpreting linguistic formalisms as planning oper-
ators, and requires grammar formalisms that integrate multiple levels of linguistic analysis, from
pragmatics to morpho-syntax [63], such as the lexicalized tree adjoining grammar [90] and the
combinatory categorial grammar [169]. Once the NLG goal is formulated using an appropriate
plan description language, it becomes possible, in principle, to then use any planner to generate
text [63]. However, the biggest drawback of planning-based approaches is that they incur consid-
erable computational expense because they require highly expressive formalisms to capture deep
reasoning about beliefs, desires, and intensions [63]; Koller and Petrick [102] found that planning-
based systems spend a significant amount of time on preprocessing.
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Stochastic planning, instead of regarding a planned action and its consequences as having a
fixed relationship, rather views the planning of a good solution to achieve the communicative goal
as a stochastic optimization problem [63]. The use of reinforcement learning in this context is a
recent development, where generation can be modeled as a Markov decision process with states
paired with possible actions, and each state-action pair having a probability of being moved by
action a from a state at a particular time t to a new state at time t+ 1 [63]. The transitions between
states are associated with a reinforcement signal in the learning algorithm, and this is done by a
reward function that uses simulations to quantify the optimality of the generated output through
associating rewards with different generation plans (possible paths through the states) [63]. This
approach was used to optimize the choice of selecting information during referring expression
generation [84], and it was shown to be effective for optimizing information presentation for gen-
erating restaurant recommendations [162].
Global Approaches
This is a broad category used to encompass several other integrated approaches to NLG which rely
on statistical methods, and thus take a global rather than a modularized view of the NLG process,
and also require large amounts of training materials that are pairs of inputs (data) and outputs
(text) [63]. There are several ways to model the NLG process, given the alignment between data
and text; these include modeling NLG as a sequential stochastic process, as a classification task,
as a parsing problem, or as a representation from deep neural networks [63].
When modeled as a sequential, stochastic process, the division between the strategic and tac-
tical choices (see Section sec:pipe:arch) is maintained, but statistical alignment between data and
text is used to determine content selection, while different NLG techniques (such as templates
and grammars) can be used for sentence planning and realization [63]. Stochastic planning can
also be used to form a single probabilistic model by combining strategic choices (database records
and fields) with tactical choices (word sequences), thus pairing data to text based on a sequential,
Markov process [116]. Further, an end-to-end architecture that maintains a division between the
three tiers in Section 2.2.2 (content selection, sentence planning, and linguistic realization) mod-
els each process as a sequence of decisions in a log-linear framework [5]. This is done by using
different sets of features to inform the decisions at each stage of text generation, such as basing
sentence planning and surface realization decisions on templates acquired from a corpus, and a
template is selected based on its likelihood given the database fields selected during content se-
lection [5]. They can thus handle long-range dependencies more flexibly by conditioning choices
on arbitrarily long histories of previous decisions [5]. Finally, a global solution to generation can
be achieved without distinguishing between strategic and tactic components, but rather using a
tree representation where the root represents a type of dialogue act, the leaves represent words,
and the non-terminals represent associations between pieces of input and words [63, 124]. There-
fore, by searching for the optimal sequence of word-input associations for a particular dialog act,
content selection and realization can be solved jointly [63, 124].
When NLG decisions are regarded as a classification problem, the generation process is mod-
eled using a cascade of classifiers that construct the output incrementally, with the output of a
previous classifier serving as input into the next classifier [63]. For example, Marciniak and Strube
[126] divided the process of generation into classification subproblems (such as determining linear
precedence of discourse units and determining lexical forms for verbs), and then applied corpus-
trained classifiers in a machine learning algorithm to generate instructional text. Zarrieß and
Kuhn [189] also used a sequence of classifiers to perform referring expression generation and
linguistic realization, starting with a corpus annotated with a dependency representation. Their
ranking model (based on Support Vector Machines) performs realization by mapping the input to
a shallow syntactic tree, and inserts referring expressions, for any given input dependency rep-
resentation that is extracted from the corpus [189]. The main limitation associated with using
a cascade of classifiers for NLG is error propagation (similar to the generation gap discussed in
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Section 2.2.2), where errors from earlier classifiers affect classification further downstream [63].
Zarrieß and Kuhn [189] solved this problem by using a revision-based architecture, where syntac-
tic mapping is followed by the insertion of referring expressions, and this in turn is followed by
the syntax being revised.
NLG can also be regarded in terms of parsing, where probabilistic context-free grammar for-
malisms are used to select which rules to expand during generation, based on the probabilities
derived from a corpus [63]. The base generator is hand-written, though extracting rules or tem-
plates from corpora is also possible [63]. This type of generation can also be used to produce
text from structured knowledge bases (expressed in formalisms such as the Resource Description
Framework (RDF)) by extracting pairings of textual descriptions with lexicalized grammars or
templates [57]. Chen and Mooney [33] took a statistical approach to generate text by identifying
the maximally probable sentence given a meaning representation, thus working from meaning
to text. But unlike their approach that separates content determination and linguistic realization
[33], Konstas and Lapata [104, 105] use a global approach that starts by aligning text with database
records, and models the generation process as grammar rules that implicitly incorporate different
types of decisions.
The most recent approach used for NLG is deep neural networks, commonly referred to as
deep learning methods [63]. Gatt and Krahmer [63] explain that neural networks are designed
to learn dense, low-dimensional, distributive representations in increasing levels of abstraction,
and that these representations are well-suited to capturing grammatical and semantic generaliza-
tions. There are two general categorizations in which different models can be placed: (1) encoder-
decoder architectures, and (2) conditioned language models [63]. Encoder-decoder architectures
use a neural network to encode the input into a vector representation, and this in turn serves as
the input into a decoder neural network [171]. They were used by Dušek and Jurcicek [55] to gen-
erate text without the need to align inputs and outputs, with the encoder producing deep syntax
trees that the decoder then uses as inputs to generate text. The second category, conditioned lan-
guage models, generate text by sampling words or characters from a distribution conditioned on
input features [63]. The input features may consist of semantic, contextual, or stylistic attributes
[63]. For example, semantic and sentiment attributes are the input features that are conditioned
on in order to generate product reviews in [118], where as it is the input context (both discrete and
continuous information) that is conditioned on in order to also generate product reviews [173].
Having presented the main aspects of the field of natural language generation, we next explain
the grammatical structure of Bantu languages.
2.3 Bantu Languages
Bantu languages are a group of languages indigenous to Africa [146]. They extend from the south,
below Nigeria, to most of central, east, and southern Africa, as shown in Figure 2.1 [146]. There are
Bantu-speaking communities in 27 of the continent’s 54 countries, with about 240 million speakers
[146]. The exact number of languages classified as Bantu ranges from 300 to 680, based on different
criteria by different authors [146].
The default phrasal structure across Bantu languages is Subject-Verb-Object (SVO), and the
noun precedes its modifiers within a noun phrase [146].
2.3.1 Noun Classification
Noun class systems are a strong areal feature in Africa, with an estimated two-thirds of the lan-
guages on the continent having noun classes [94]. Bantu languages assign all nouns to a class; and
there are over 20 noun classes, though some NCs have fallen into disuse in most languages [122,
136, 146]. The largest number of noun classes in a single language seems to be 21 [94], as is the
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FIGURE 2.1: The spread of Bantu languages across Africa [146]
case in Luganda [11]. The semantic generalizations of the types of nouns in each class are shown
in Table 2.1 [11, 88, 94, 99, 101, 122, 136, 174, 190].
The simple noun comprises a prefix and a stem [94]; for example, omuntu ‘person’ in Run-
yankore, which can be analyzed as the prefix o-mu- and stem -ntu. Therefore, in addition to the
semantic categorization of nouns shown in Table 2.1, nouns are also syntactically categorized ac-
cording to the prefixes they take [94]. This is the hallmark of Bantu nominal morphology [94].
In many Bantu languages, the class prefix may be preceded by a formative referred to as the
augment, pre-prefix, or initial vowel [94, 122]. In the above example of omuntu, the class prefix
o-mu- possesses the augment o. The augment is not found in all Bantu languages [94, 122]. For
instance, isiXhosa, isiZulu, Kinyarwanda, Luganda, and Runyankore nouns possess the augment
[8, 11, 101, 174], while chiShona and Kikuyu do not [88, 190]. However, the augment can be
eliminated in certain grammatical constructions, such as when used together with proper names,
kinship terms, vocative and predicative constructions, and when followed by a negative verb [94,
122].
Chapter 2. Literature Review 17
TABLE 2.1: Classification of Bantu nouns into noun classes (the ‘and’ indicates that
the two classes are a singular/plural pairing) [11, 88, 94, 99, 101, 122, 136, 174, 190]
Noun Class Description of Associated Nouns
1 and 2 People and kinship
3 and 4 Plants, nature, and some parts of the body
5 and 6 Fruits, liquids, some parts of the body, and paired
things
7 and 8 Inanimate objects
9 and 10 Tools and animals
11 Long thin stringy objects, languages, and inani-
mate objects
12 and 13 Diminutives
14 Abstract concepts
15 Infinitives and parts of the body
16, 17, and 18 Locative classes
19 Diminutives
20, 21, and 22 Augmentatives
23 Locative class
Noun classes do not only classify nouns, but are at the heart of an extensive system of concor-
dial agreement [94], that is, the change in the morphology of a word brought about by grammat-
ical agreement3. Each class determines the agreement with: concord patterns; nominal prefix in
nouns, locatives, and adjectives; numeral prefix; pronominal prefix for substitutives, connectives,
possessives, demonstratives, and determinatives; initial prefix in absolutive verb forms; and the
verbal infix [94, 122, 146, 175, 190]. Table 2.2 shows the noun class system of Runyankore (a Bantu
language indigenous to south-western Uganda [8]); the augment is depicted for each class prefix,
as well as the subject, adjective, and possessive concords for each class.
TABLE 2.2: The Runyankore noun class system, showing the subject, adjective, and
possessive concords for each class (the dashes between the letters in the prefix show
separation between the initial vowel (augment) and prefix)
Number Class Prefix Grammatical
Number
Subject Concord Possessive Con-
cord
Adjective Con-
cord
1 o-mu- singular -a- owa o-mu-
2 a-ba- plural -ba- aba a-ba-
3 o-mu- singular -gu- ogwa o-mu-
4 e-mi- plural -gi- eya e-mi-
5 ei-/e-ri- singular -ri- erya e-ri-
6 a-ma- plural -ga- aga a-ma-
7 e-ki- singular -ki- ekya e-ki-
8 e-bi- plural -bi- ebya e-bi-
9 e-n-/e-m- singular -e- eya e-n-
10 e-n-/e-m- plural -zi- eza e-n-
11 o-ru- singular -ru- orwa o-ru-
12 a-ka- singular -ka- aka a-ka-
13 o-tu- plural -tu- otwa o-tu-
14 o-bu- plural -bu- obwa o-bu -
15 o-ku- singular -ku- okwa o-ku-
16 a-ha- locative -ha- aha a-ha-
17 o-ku- locative -ha- - a-ha-
18 o-mu- locative -ha- - a-ha-
20 o-gu- singular -gu- ogwa o-gu-
21 a-ga- plural -ga- aga a-ga-
3Definition of ‘concordial’ and ‘agreement’ according to the online version of the Merriam Webster dictionary avail-
able at https://www.merriam-webster.com/dictionary/concordial.
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The concords are also used to distinguish between classes with the same class prefix (such as
classes 1, 3, and 18 in Table 2.2) because their concords differ [94, 122].
Throughout this research, we applied Meinhof’s noun classification, a standard among lin-
guists for defining noun classes, where the plural form of a noun is considered to belong to a
different class from its singular form [136]. Though Taljard and de Schryver [172] found through a
corpus analysis that the noun classes and genders should be regarded as dynamic instead of fixed,
we nonetheless use Meinhof’s noun classification in our research because it makes computation-
ally defining grammar rules more articulate. The most widespread singular/plural class pairings
are classes 1/2, 3/4, 5/6, 7/8, 9/10, 11/10, 12/13, and 14/6, while the less common pairings are
classes 3/6, 7/10, and 19/13 [94, 122]. Loan words are also usually found in classes 9/10 [122].
2.3.2 Agglutinative Morphology
We are particularly interested in Bantu languages with an agglutinating morphology, where words
are formed by adding affixes to their bases, and each affix carries meaning such as tense and
aspect [60, 88, 128, 136, 140, 146, 174, 177]. The example below shows the agglutinative nature of
Runyankore:
Runyankore: Tibakumureeba.
Morphemes: ti-ba-ku-mu-reeb-a
English: They do not see him/her.
The above Runyankore sentence consists of affixes, each with a separate meaning: ti, the nega-
tion morpheme; ba, noun class (NC) 2 subject concord for the third-person plural pronoun ‘they’;
ku, the infinitive; mu, the NC 1 third-person pronoun for ‘him/her’; reeb, the verb-root for ‘see’;
and a, the indicative final vowel.
2.3.3 Verbal Morphology
The morphological and phonological structure of Bantu verbs is very regular in most languages
[145, 165], with a typical verbal form consisting of: one or more bound morphemes, a verb-root,
and one or more extensions [165]. The general structure of the verb is as below [145]:
<Initial> <Subject> <Negative> <Tense and/or Aspect> <Object> <Root> <Extension>
<Final>
The morphemes preceding the verb-root specify the person, noun class, aspect, time, negation,
etc. [165]. The ‘initial’ usually expresses negation [145], while the subject and object depend on
the noun class [146]. The extensions specify valency-changing categories, which can be as many
as eleven [165], but the most common are: causative, applicative, stative, reciprocal, reversive,
and passive [145, 165]. The final usually contains morphemes associated with mood (indicative or
subjunctive) or aspect, but also tense in some languages [145].
Tense and Aspect
Nurse [145] defines tenses as representations of the time that contains a specific event, and locates
events in universe time. Aspects, on the other hand, are different representations of the time
within a specific event [145]. The widespread semantic features of both tense and aspect in most
languages are: (1) tense reference occurs before that of the aspect; and (2) a single verbal word can
express a single tense, several aspects, or both tense and aspect [145]. In most Bantu languages,
tense and aspect are encoded by inflection of the verb, tone, and extra verbs preceding the main
verb; and this is usually done using a single marker [145].
The number of tenses varies among languages, because different languages divide up the time-
line of events differently [145]. From an analysis of 120 languages from all but thirteen of over 80
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language zones, Nurse [145] concluded that, with a few exceptions, all the examined languages
either had one, two, three, or four past tenses, as well as one, two, or three discrete future tenses.
Aspect is however, more stable: the perfective, imperfective, and interior aspects are widespread
across languages in the world; the progressive and habitual are common, but less so; and, in
addition to possessing the five above, the persistive is characteristic of Bantu languages [145].
2.3.4 Language Zone Classification
Due to the large number of Bantu languages in existence, linguists have tried to group several sim-
ilar languages together as a means of classifying them. There are two main classification strategies
that have been applied: referential and genetic [164]. Referential classification groups together
languages with similar linguistic features (such as phonetic, semantic, and syntactic) that are geo-
graphically colocated, without presupposing their historical relatedness, while genetic classifica-
tion aims to create a ‘family tree’ of languages through the cross-linguistic comparison of historical
developments of lexical, grammatical, tonal, morphological, and phonological themes on a very
large scale [164].
The most well-known referential classification is that done by Malcolm Guthrie, resulting in
language classes referred to as ‘Guthrie Zones’ [72, 123]. It has been criticized as not always
being accurate or consistent as more linguistic knowledge has been revealed about individual
languages, but Maho [123] argues that there are fewer problems associated with establishing a
referential classification than a genetic one. Additionally, genetic classifications have not yet been
standardized and are constantly changing, and, despite some detailed genetic analysis on Bantu
migration offering origins for some language groups [67], the current state of some knowledge
about the internal subgrouping of Bantu languages, on which genetic classifications depend, is
still fragmentary [164]. On the other hand, referential classification is regarded as useful precisely
because it is independent of the differing opinions associated with genetic classification [164].
Guthrie zones categorize Bantu languages into 16 geographic zones, which are labeled using
the letters A, B, C, D, E, F, G, H, J, K, L, M, N, P, R, and S [123]. These are further subdivided into
decades, totaling about 80 zones [123, 146]. Zone J.10, for example, contains individual languages
from J.11 to J.19, while J.20, J.30, etc. represent different zones [123, 164]. Figure 2.2 shows how
this classification covers the Bantu languages throughout the African continent.
The inherent complexity of Bantu languages thus stems from the combination of the noun
class system, agglutinative structure, and verbal morphology; and is further compounded by their
under-resourced state.
2.3.5 Runyankore
Runyankore is a Bantu language spoken in the south-western part of Uganda by over 2 million
people, making it one of the top five most widely spoken languages in the country [8, 175, 177]. As
shown in Section 2.3.2, Runyankore is a highly agglutinative language [8, 175] to the extent that a
word can be composed of more than five constituents [32]. Like all Bantu languages, Runyankore
has several noun classes–20 according to Meinhof’s noun classification [8] as shown in Table 2.2.
Additionally, Runyankore possesses the verbal morphology presented in Section 2.3.3, where
the past and future tenses are further subdivided to express the degree of remoteness from the
present [177]. The past tense is subdivided into the immediate past, near past, and remote past,
while the future tense is subdivided into the near future and remote future [177]. This, when
combined with their participial forms, results in fourteen tenses [177]. Further, in addition to
the six common categories of extensions presented in Section 2.3.3, Runyankore expresses the
repetitive, intensive, and instrumental extensions [177].
This complex grammatical structure of Runyankore and other Bantu languages has to be ade-
quately captured during text generation in order to produce grammatically correct text. Chavula
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FIGURE 2.2: The spread and classification of Bantu languages by Malcolm Guthrie
[123]
and Keet [32] identified that a grammar engine should contain the following morphosyntactic
data that is important for the development of ontology-based applications for Bantu languages:
(1) A noun class system, its associated prefixes, and its association with lexical entries need to be
defined;
(2) Rules for verbs and adjectives which ensure agreement with the noun class need to be defined;
and
(3) Rules for the agglutination process need to be written.
2.4 Ontology
An ontology is an explicit formalism of the semantics of information in a domain, and the re-
lationships and constraints that hold among the information [30]. Ontologies aim to support
knowledge-sharing between humans and/or machines in a structured way, by: (1) enabling key
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concepts in a domain to be identified and defined in an unambiguous way, (2) facilitating the in-
tegration of different perspectives, and (3) capturing key distinctions in a given perspective [30].
Therefore, ontologies describe a domain [163].
An ontology can therefore be referred to as a set of statements which make up the essential
knowledge of the domain, that is, the knowledge which must always hold if the theory is to be
coherent [59]. Coherence is ensured through the explicit modeling of the domain knowledge as a
logical theory using a formal language, and thus is independent of natural language [23, 71].
The degree to which an ontology specifies depends on: the richness of the domain of discourse,
the richness of the vocabulary of the formal language chosen, and the axiomatization, which in
turn depends on the expressiveness of the language [71]. The simplest ontology describes a hi-
erarchical subsumption relationship between concepts, while more complex ontologies include
axioms which express more relationships between concepts and restrict their intended interpreta-
tion [30, 70].
Reasons for developing ontologies include [71, 144, 166]:
(1) To share a common understanding of the structure of information in a particular domain
among people or software agents;
(2) To facilitate the reuse of domain knowledge;
(3) To make domain assumptions underlying an implementation explicit, so as to allow for mod-
ifications to the assumptions as the domain changes;
(4) To separate domain knowledge from the operational knowledge; and
(5) To use a declarative specification of the terms in a domain to analyze domain knowledge.
An ontology has to be represented in terms of a well defined language, in order to provide the
mechanisms by which to model the knowledge in a domain [30]. Logics that have been specifically
designed to represent and reason upon structured knowledge are called description logics [30].
2.4.1 Description Logics
Description logics (DLs) are knowledge representation languages which can be used to represent
the knowledge of an application domain in a formally structured way [9]. A DL has a formal
syntax which specifies how to construct well-formed sentences, and formal semantics which re-
lates those sentences to a model [10]. In DLs, concepts represent categories being modeled in the
domain, are universal notions which can be instantiated, and denote sets of individuals; and roles
denote binary relationships between individuals [9, 10]. There are several DL language features
available, each offering a different level of expressiveness [10, 30]. The details on the specific DL
applied in our research are presented further in the thesis when presenting our methodology.
In Section 2.2.1, when discussing grammar-based linguistic realizers for Bantu languages, we
presented the case of isiZulu where text was generated by expressing logical theories (DL state-
ments) as natural language, and more details are provided in the next section. Safwat and Davis
[163], Schwitter [166], and Vinu and Kumar [182] stated that expressing DL statements in a Con-
trolled Natural Language (CNL) is necessary in order to ensure unambiguous interpretation. This
is a requirement for ontology verbalization [69].
2.4.2 Ontology Verbalization
The verbalization of an ontology is the generation of natural language descriptions from the model
[182]. Expressing the semantics captured in an ontology is done in a pseudo-natural language
composed of fixed-syntax sentences, which are a highly restricted syntactic subset of natural lan-
guage, referred to as Controlled Natural Language (CNL) [68, 163]. According to Kuhn [108], a
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language is called a controlled natural language if and only if: (1) it is based on exactly one natu-
ral language, its base language; (2) the key difference between it and its base language is that it is
more restrictive in lexicon, syntax, and/or semantics; (3) it reserves most of the natural properties
of its base language, to the extent that it is still understandable to speakers of the base language;
and (4) it is explicitly and consciously defined.
CNLs have to ensure the deterministic interpretation of the statements, and therefore some
statements are likely not to conform to a fully correct subset of natural language because obtaining
a predictable interpretation is the desired outcome, and this can only be ensured by having a
strict syntactic subset of natural language [68, 69, 108]. However, Hallett, Scott, and Power [73]
developed a method based on conceptual authoring that was able to overcome these limitations
and result in the composition of fluent and complex natural language questions. This is because, in
conceptual authoring, all editing operations are defined directly on the underlying ontology thus
making interpretation unambiguous, and users interact with the ontology in natural language
thus fostering usability [73].
Attempto Controlled English (ACE) is a CNL that has been used in ontology editors, rea-
soners, and for rule-based machine translation [108]. ACE can express complex noun phrases,
plurals, anaphoric references, subordinated clauses, modality, and questions [108]. Examples of
ACE statements are shown below [108]:
A customer owns a card that is invalid or that is damaged.
Every continent that is not Antarctica contains at least two countries.
The benefits of obtaining CNLs from verbalizing ontologies include [68, 69, 85, 93, 163]:
(1) Providing a common understanding of the semantics in a domain since natural language is
understandable to any speaker of that language;
(2) By bridging the communication gap between domain experts and logicians, CNLs enable the
involvement of domain experts in the conceptual modeling and validation phases of an ontol-
ogy (such as the knowledge editing method by [150] which enables a domain expert to reliably
edit an ontology and obtain feedback through its natural language descriptions);
(3) The use of plain text eliminates the need for dedicated ontology editors, since plain text can
be viewed and modified using any text editor;
(4) Plain text is easy to store and search; and
(5) Natural language hides the formal syntax of the ontology.
Ontology verbalization has even been the focus of NLG challenges, mainly WebNLG, which
focused on generating text from a training dataset composed of pairs of DBPedia data in the Re-
source Description Framework (RDF) format and their verbalizations [37, 61]. This challenge
aimed to promote the development of RDF verbalizers and microplanners that can handle a wide
range of linguistic constructions4 [37].
Ontology Verbalization Implementations
Safwat and Davis [163] categorized several CNL-based tools according to whether they are used
for ontology engineering, ontology querying, or other purposes. Here, we only present tools
that generate CNLs through ontology verbalization. CNL-based ontology engineering tools are
targeted at enabling domain experts to create ontologies in a manner which they are familiar with,
that is, natural language, and they include: What You Say Is What You Mean (WYSIWYM) [150],
Guided Input Natural language Ontology Editor (GINO) [14], Roundtrip Ontology Authoring
4The details on the WebNLG challenge can be found at http://webnlg.loria.fr/pages/challenge.html.
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(ROA) [40], ACEView [92], and ACEWiki [107]. The CNL-based tools that are used to query an
ontology include: Pseudo Natural Language (PNL) [125], Guided Input Natural language Search
Engine (GINSENG) [15], and OWLPath [178].
NaturalOWL is a template-based tool that verbalizes ontologies in English and Greek [4]. It
can generate fluent and coherent multi-sentence text describing the semantics in an ontology; the
text is targeted towards ordinary internet uses, such as customers at a retail website [4]. They
used a domain expert in their system to add high quality linguistic information required for ver-
balization, and the generation of high quality text is thus domain dependent. NaturalOWL uses
a three-tier NLG architecture: document planning, where the axioms to be verbalized are selected
and the order of sentences is determined; micro-planning, where the NLG tasks of lexicalization,
sentence aggregation, and referring expression generation are performed; and linguistic realiza-
tion, where internal sentence specifications are converted to text [4].
Gruzitis, Nespore, and Saulite [69] found that the methods used to verbalize ontologies in ana-
lytical languages which share fundamental characteristics (like english) cannot be directly reused
for highly synthetic languages (like Baltic languages). They therefore used Topic-Focus Articu-
lation (TFA) in order to capture the correct word order patterns in the sentence structure [69].
They were able to verbalize subsumption (one concept is a sub-class of another), conjunction (the
intersection of sets of concepts), disjointness (the compliment of a set of concepts with respect
to the universal set of a domain), existential quantification (the set of concepts, each of which in
exclusively satisfies a role), and universal quantification (the set of concepts whose features are
only concepts of a given role) in Latvian and Lithuanian [68, 69]. An evaluation of their verbaliza-
tions in controlled Baltic languages showed a preference for the verbalization in the singular for
all constructors except subsumption, because plural statements (such as ‘all professors’) are more
intuitive than singular ones (such as ‘each professor’) when making generalizations [69].
The verbalization tool by Keet, Xakaza, and Khumalo [96] generates text in isiZulu. They
developed a Python-based verbalizer that verbalizes named class subsumption, disjointness, exis-
tential quantification and its negation, universal quantification, and conjunction. The advantages
of this tool are that it allows for verbalization in other languages, which can be done by a language-
specific verbalization file, and the algorithms can be reused beyond OWL files if necessary [96].
The verbalization is based on patterns from [98, 99], which account for the need for the noun class
during verbalization. Ann experimental evaluation of the verbalization patterns by five linguists
and seven non-linguists showed that the singular verbalization patterns were preferred for most
constructors except universal quantification [99].
Ontology Lexicalization
When verbalizing ontologies, richer models capturing how concepts and relations are linguisti-
cally realized are needed to associate linguistic information (such as part-of-speech, morphologi-
cal decomposition, inflection, sub-categorization frames, etc.) with ontology elements (concepts,
roles, and individuals) [23, 35]. This association has been achieved through the use of annota-
tions. Annotation models were used by Androutsopoulos, Lampouras, and Galanis [4] to provide
a lexicon entry specifying the inflectional form for each noun, verb, or adjective, while Keet and
Chirema [97] annotated the ontology with the noun class, gender, case, tense, and prepositions.
Cimiano et al. [35] argued for more expressive models beyond simple RDF and OWL labels
in order to associate linguistic information with an ontology at any level of linguistic description
and expressivity. McCrae, Spohr, and Cimiano [130] developed just such a model, Lexicon Model
for Ontologies (Lemon), which supports the sharing and linking of terminological and lexicon
resources with ontologies. The structure of Lemon is as follows: a lexical object has a number of
terms in a lexicon (lexical entries) which comprise several inflectional variants (lexical forms), and
each form may have multiple representations (such as, written and phonetic) [130]. Lemon also
has senses that represent the correspondence between the lexical entry and the ontology entity;
and the lexical entry is linked to the semantic description of the ontology through a reference that
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specifies the meaning of the lexical entry [130]. This core model has been extended to form the
OntoLex-Lemon model by adding modules on syntax and semantics, decomposition, variation
and translation, and metadata [129].
Despite Lemon becoming the primary mechanism for the representation of lexical data on the
semantic web [129], it was found to be insufficient for use with Bantu languages, because it does
not account for noun class information [32]. On the other hand, an XML-based annotation model
was successfully used in the verbalization of two Bantu languages, isiZulu and ChiShona, where
the ontology was annotated with NC, tense, and prepositions [97].
2.5 Personalized Patient Information
There has been a growing trend towards patient-centric healthcare, which aims to directly involve
patients in the decision-making process by providing them with the information they need to
understand their medical condition [31, 49, 54, 186]. This has extended to the development and use
of technological interventions whose goal is to aid and motivate patients to adopt behaviors that
help to either promote better health or manage existing diseases [147]. The latter includes enabling
patients to make more informed decisions about their prescribed treatment [52, 54], which should
in turn promote greater compliance and satisfaction with their therapeutic regimens, resulting
in better patient outcomes and reduced healthcare costs [31, 52, 54, 77, 186]. This information
can serve to complement and reinforce the information communicated during the patient-doctor
consultation [31, 48, 49].
Studies in health communication have shown that health education material is likely to be
more effective if it is personalized according to the patient’s medical condition, demographic,
and personality profile [31, 48, 49, 52, 54, 77]. Also, patient educators support the notion that
customized patient information can enhance the uptake of information, bring about increased re-
ceptivity to behavioral change, and involve patients in their own healthcare decision-making [54].
Additionally, because patients consistently retain a rather small fraction of the verbal informa-
tion provided during the patient-doctor consultation [48, 49, 50], it is essential that educational
materials are given to the patient to complement and augment the face-to-face session [48, 50].
The problem with most health education and patient information material is its limited ef-
fectiveness when applied to a wide audience [48, 49, 53]. What is usually produced is either a
generic document with minimal information common to everyone [31, 49, 186], or a large docu-
ment which tries to provide the maximum amount of information considered relevant to someone
(and hence mostly irrelevant to many) [48, 49, 50, 53]. Such material, which omits relevant infor-
mation, or contains irrelevant information, or is not addressed to a particular patient, is likely to
be discounted or ignored [48, 50, 53].
The fundamental complexity in the customization of patient information is the number of dif-
ferent combinations of factors or characteristics, which can easily be in the tens or hundreds of
thousands [48, 50, 51, 53, 54]. On the other hand, methods from artificial intelligence and com-
putational linguistics have been applied to develop automated systems for personalizing health
information to individual patients [46, 48, 50, 52, 54], with the goal of providing more relevant,
patient-centric health content [54].
Several NLG systems have been developed for this purpose, and they generate personalized
text about: diagnosis and treatment information for cancer patients [31], mental health interven-
tions [81], oral medicine [117], affective messages for parents with babies in neonatal care [120],
health education materials [51, 53], and prescription explanations [46]. However, none of these
can be reused for Bantu languages because they are template-based and, as explained by Keet
and Khumalo [100], templates cannot handle the noun class system, agglutinative structure, and
complex verbal morphology of Bantu languages. Additionally, most Bantu languages are too
under-resourced for the use of machine translation algorithms on the text generated by these NLG
systems.
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2.6 Summary
In this chapter, we presented the literature on the main research areas in our research. In the field
of Natural Language Generation (NLG) described in Section 2.2, we described the six NLG tasks,
the four main NLG techniques, and the three main NLG architectures. The literature shows a
move towards corpus-driven statistical-based global approaches because they handle long-range
dependencies better and produce representations that are well-suited to capturing grammatical
and semantic generalizations. They do however require very large training corpora, and for the
purposes of Bantu language linguistics, the application of these approaches is still greatly limited
by the under-resourced state of these languages. On the other hand, the literature presented in Sec-
tion 2.3 shows that the grammar of Bantu languages is well documented generally, and specifically
for Runyankore, which draws our work towards the grammar-based NLG technique, where the
details on the noun class system, agglutinative structure, and verbal morphology can be formal-
ized as a grammar. And though this literature on the grammatical structures of Bantu languages
is informative about their nature, it also highlights the complexity of their grammar, which, cou-
pled with their under-resourced state, explains why the development of computational tools is
difficult. Despite this, the importance of CNLs and their limited scope presented in Section 2.4
provides a means of generating text in a manner that reduces the overall grammatical scope by
only considering a subset of natural language instead of the full grammar. In deed, we have seen
that this method has successfully been used to generate tex in a Bantu language. This therefore
offers a natural starting point for how to generate text in Runyankore.
The next chapter describes how one of the prerequisites to verbalization, noun pluralization,
was investigated.
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Chapter 3
Noun Pluralization in Runyankore
3.1 Overview
Our first research question, ‘How can noun pluralization and verb conjugation be achieved in
Runyankore’ in Section 1.2.1, is concerned with how to address the prerequisites to verbalization
of noun pluralization and verb conjugation. In this chapter, we present the findings from our
research on the first part of this question, RQ1 (a), regarding noun pluralization. In Section 2.4.2,
we explained that an axiom can be verbalized either in the singular or plural. This requires the
pluralization of the concepts to be addressed as part of the verbalization process.
At the start of this research, we found that there was no computational approach for plural-
izing Runyankore nouns. The approaches used to pluralize nouns of better resourced languages
like English and German rely on regular expressions for the endings of the nouns, and are based
on extensive linguistic resources that are easily used for the specification of the rules computa-
tionally [38, 141]. Pluralizing nouns in Arabic, a more complex language that is computationally
well resourced, focuses more on comparing techniques, such as the focus on the lexeme as a cen-
tral morphological concept, the use of a multi-tier Finite State Morphology (FSM), and modeling
form-based morphology [3] and refinements such as ‘broken’ plurals and irregular gender [2].
None of these methods can be applied to Runyankore because they are resource intensive and/or
incompatible with its grammatical structure.
On the other hand, the use of the noun classes in pluralization, by providing singular/plural
pairings, has been well documented for Bantu languages generally [94, 122] and Runyankore
specifically [8], providing information on the rules governing noun pluralization. However, the
pluralization of nouns in isiZulu (a Bantu language indigenous to South Africa) identified some
exceptions to the standard singular/plural pairings [29]. The term ‘exceptions’ in the context of
this research refers to nouns whose process of pluralization requires different computational rules
from, or additional computational rules to the approach taken for basic rules stated in the sin-
gular/plural pairings. Here, we explain the decisions and methodology we applied to develop
a noun pluralizer for Runyankore. We started with basic rules based on the standard singu-
lar/plural pairings according to the noun classes (NC) presented in Table 2.2 in Section 2.3.1 in
Chapter 2, and investigated the following questions:
RQ1 (a.1). How well does the ‘standard’ noun class table of prefixes work for computationally
pluralizing nouns in Runyankore?; and
RQ1 (a.2). Do the same exceptions to the standard identified for isiZulu exist in Runyankore, and
are there also rules among them?
Section 3.1 states the research questions about noun pluralization in Runyankore and the re-
sulting research contributions. In Section 3.2, we explain the rule-based approach we used to
pluralize nouns. Section 3.3 details how the standard NC singular/plural pairings formed the
pluralization algorithm. Section 3.4 explains the causes of exceptions to the standard pluraliza-
tion (mass nouns, compound nouns, prefix exceptions, singular-only nouns, and noun phrases),
and their solutions. In Section 3.5, we explain the phonological conditioning required during noun
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pluralization. We present the results on the evaluation of the pluralizer in Section 3.6. The main
contribution here is: a rule-based Runyankore noun pluralizer.
In this chapter, we extend the work published at the 17th International Conference on In-
telligent Text Processing and Computational Linguistics (CICLing 2016) [29] by presenting more
detailed pluralization algorithms in Sections 3.2, and 3.4, as well as the details on handling phono-
logical conditioning in Section 3.5, and the results from the evaluation of the pluralizer in Section
3.6.
3.2 Methodology
The design of a pluralizer based on the rules on noun pluralization can be done in two ways:
through a purely syntactic/morphological analysis that examines the characters of the string of
text; or through a semantic analysis using the meanings of the nouns. The first approach entails
an analysis of the patterns of the characters of the noun using a regular expression applied to the
beginning of the noun. However, there are several nouns in Runyankore that have similar prefixes
but are pluralized differently 1, which would result in some errors in pluralization; for example,
omuntu ‘person’ is pluralized as abantu, whereas omuti ‘tree’ in NC 3 is pluralized as emiti.
In the second approach, some encoding of the meaning of the noun, or its noun class (NC), is
stored with the noun. The noun is then associated with its NC, which enables the identification of
the correct pluralization for nouns with the same prefixes but belonging to different NCs. Once the
correct plural NC has been identified, a morphological or syntactic analysis is required to perform
the pluralization.
Based on the benefits and drawbacks of each approach, we applied an approach that combines
morphology with syntax and semantics. This involves storing each noun with its NC to cater
for the semantics, and then syntactically or morphologically pluralizing using the appropriate
plural prefix. The semantic approach, which involves storing the NC with the noun enables: (1)
the identification of nouns with the same prefix but belonging to different NCs, such as omuntu
‘person’ in NC 1 and omuti ‘tree’ in NC 3; (2) differentiation among nouns that have the same
spelling but different meanings and are in different noun classes, for example omubazi, which can
either refer to ‘accountant’ (NC 1) or ‘medicine’ (NC 3); and (3) categorizing loan words into two
groups, humans (NC 1) and others (NC 9), with the former pluralized as NC 2 and the latter
pluralized as NC 10.
3.3 Standard Noun Class Pluralization
We started with a pluralizer based on the Runyankore noun class system singular/plural pairings
shown in Table 3.1 (NC 14 is not included because it is a plural class, and NCs 16, 17, and 18 are
also left out because they are locative classes that have no plural forms).
From the singular/plural pairings in Table 3.1, Algorithm 3.3.1 was developed to add them as
rules in the pluralizer.
Algorithm 3.3.1 shows the pluralization rules for all singular NCs in Runyankore, including
how classes with multiple prefixes, such as NC 5, are accounted for. However, not all nouns in
Runyankore conform to the standard pluralization rules; these are treated as exceptions.
3.4 Pluralizing Exceptions
As explained in Section 3.1, the term ‘exceptions’ in the context of this research refers to nouns
whose process of pluralization requires different computational rules from, or additional compu-
tational rules to the approach taken for basic rules stated in the singular/plural pairings. While
1For a list of NCs with the same class prefixes, see classes 1, 3, and 18; and 15 and 17 in Table 2.2 in Section 2.3.1.
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TABLE 3.1: Standard singular/plural NC pairings for Runyankore
Singular NC Plural NC
1 (o-mu-) 2 (a-ba-)
3 (o-mu-) 4 (e-mi-)
5 (e-i-/e-ri-) 6 (a-ma-)
7 (e-ki-) 8 (e-bi-)
9 (e-n-/e-m-) 10 (e-n-/e-m-)
11 (o-ru-) 10 (e-n-)
12 (a-ka-) 13 (o-tu-)
15 (o-ku-) 6 (a-ma-)
20 (o-gu-) 21 (a-ga-)
Algorithm 3.3.1 accounts for all singular noun classes in Runyankore, we had two reasons to sus-
pect that the algorithm might not be able to pluralize all nouns. First, Maho [122] stated that a
traditional singular/plural distinction is not sufficient for all nouns. Second, work on an isiZulu
pluralizer identified exceptions from the standard pairings [29]. The exceptions identified were
found to be either due to nouns that do not conform to the standard rules of pluralization, or
due to the need for further preprocessing before pluralization [29]. The former group contains
mass nouns, prefix exceptions, or nouns with no plurals; while the latter comprises compound
nouns [29]. We also identified two types of noun phrases that can result from the name of the
concept in an ontology: definitions (which contain a conjugated verb), and those with adjectives.
Definitions occur whenever there is a concept in the ontology that cannot be directly translated to
Runyankore, and a definition is used instead. The presence of adjectives on the other hand mainly
results from the nature of the concept’s name in the ontology. In the following sections, we explain
our investigation into the rules to pluralize exceptions in Runyankore.
3.4.1 Compound Nouns
A compound noun is a noun composed of two or more nouns, where the main noun is modi-
fied by the other noun, such as ‘schoolteacher’ or ‘cat food’. Compound nouns in Runyankore
use the possessive concord to relate the main noun to the modifier noun, for example, omwegyesa
w’eishomero ‘teacher of school’ and ekyokurya ky’enjangu ‘food of cat’, with possessive concords wa
and kya respectively. The main challenge for pluralization here is the extra processing required,
where the main nouns, omwegyesa ‘teacher’ and ekyokurya ‘food’, are first pluralized and then the
plural possessive concord used with the modifier nouns. As explained in Section 2.3.1, the posses-
sive concord is dependent on the NC2, and pluralization thus requires extra steps to obtain it. We
designed a novel algorithm to pluralize compound nouns in Runyankore, shown in Algorithm
3.4.1.
In the singular and plural forms of a compound noun whose modifier noun starts with a conso-
nant, the possessive concord retains its ending vowel, and the three parts (main noun, possessive
concord, and modifier noun) are written as three separate words. This is shown in lines 7 and
8 in Algorithm 3.4.1. If, however, the modifier noun starts with a vowel, the possessive concord
drops its ending vowel and is assimilated into the modifier noun through a process called vowel
assimilation (lines 9, 10, and 11 in Algorithm 3.4.1). When this happens, the ending vowel of the
possessive concord is replaced with an apostrophe.
3.4.2 Prefix Exceptions
There are some singular nouns whose plural forms deviate from the standard NC pairings. These
are referred to as prefix exceptions, and are true exceptions because they belong in a singular class
A with singular/plural pairing A/B, yet their correct plural does not use the prefix of class B.
2The list of possessive concords is shown in Table 2.2 in Chapter 2.
Chapter 3. Noun Pluralization in Runyankore 29
Algorithm 3.3.1 Pluralization according to the standard singular/plural pairings
1: Variables: a1, a′1; Functions: getNC(a1), dropSingularPre f ix(a1, pre f ix)
2: n← getNC(a1) . Get the NC n of the noun
3: if N == 1 then
4: a′1 ← dropSingularPre f ix(a1, ‘omu’) . Drop the singular prefix from the stem of a1,the
noun
5: Result← “abaa′1” . Pluralize with aba, the plural prefix in NC 2
6: else if N == 3 then
7: a′1 ← dropSingularPre f ix(a1, ‘omu’) . Drop the singular prefix from the stem
8: Result← “emia′1” . Pluralize with emi, the plural prefix in NC 4
9: else if N == 5 then
10: if a1.startsWith(“ei′′) then
11: a′1 ← dropSingularPre f ix(a1, ‘ei’) . Drop the singular prefix from the stem
12: Result← “amaa′1” . Pluralize with ama
13: else
14: a′1 ← dropSingularPre f ix(a1, ‘eri’) . Drop the singular prefix from the stem
15: Result← “amaa′1” . Pluralize with ama
16: end if
17: else if N == 7 then
18: a′1 ← dropSingularPre f ix(a1, ‘eki’) . Drop the singular prefix from the stem
19: Result← “ebia′1” . Pluralize with ebi, the plural prefix in NC 8
20: else if N == 9 then
21: if a1.startsWith(“en′′) then
22: a′1 ← dropSingularPre f ix(a1, ‘en’) . Drop the singular prefix from the stem
23: Result← “ena′1” . Pluralize with en
24: else
25: a′1 ← dropSingularPre f ix(a1, ‘em’) . Drop the singular prefix from the stem
26: Result← “ema′1” . Pluralize with em
27: end if
28: else if N == 11 then
29: a′1 ← dropSingularPre f ix(a1, ‘oru’) . Drop the singular prefix from the stem
30: Result← “ena′1” . Pluralize with en, the plural prefix in NC 10
31: else if N == 12 then
32: a′1 ← dropSingularPre f ix(a1, ‘aka’) . Drop the singular prefix from the stem
33: Result← “otua′1” . Pluralize with otu, the plural prefix in NC 13
34: else if N == 15 then
35: a′1 ← dropSingularPre f ix(a1, ‘oku’) . Drop the singular prefix from the stem
36: Result← “amaa′1” . Pluralize with ama, the plural prefix in NC 6
37: else if N == 20 then
38: a′1 ← dropSingularPre f ix(a1, ‘ogu’) . Drop the singular prefix from the stem
39: Result← “agaa′1” . Pluralize with aga, the plural prefix in NC 21
40: end if
41: return Result
Table 3.2 shows examples of some exceptions, their incorrect plurals according to the NC, and
their correct plurals that deviate from the standard pairings.
These ‘true’ exceptions occur among nouns from different NCs, and their plurals, too, belong
to different NCs. Due to the lack of rules that can be generalized among them, we hard-coded
their plurals into a novel algorithm shown in Algorithm 3.4.2. More rules can be added to this
algorithm as new true exceptions are identified.
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Algorithm 3.4.1 Pluralization of compound nouns
1: Variables: N, a1, a′1, g, g
′, g′′, a2, n′; Functions: split(N), pluralize(a1, n′), getPluralNC(n),
getpossessiveconcord(n′), dropIV(g), dropLV(g)
2: a[]← split(N) . Split the compound noun into its constituents: the main noun, possessive
concord, and modifier noun
3: n′ ← getPluralNC(n) . Get the plural NC
4: a′1 ← pluralize(a1, n′) . Pluralize the main noun
5: g← getpossessiveconcord(n′) . Get the possessive concord of the pluralized noun
6: g′ ← dropIV(g) . The possessive concord drops its initial vowel
7: if a2.startsWithConsonant() then
8: Result← “a′1 g′ a2” . The pluralized compound noun contains the plural main noun and
plural possessive concord
9: else
10: g′′ ← dropLV(g′) . The plural possessive concord drops its ending vowel
11: Result← “a′1 g′′’a2” . The pluralized compound noun is composed of the plural main
noun, and vowel assimilation between the plural possessive concord and modifier noun
12: end if
13: return Result
TABLE 3.2: Examples of prefix exceptions, showing expected and actual plural forms
English Singular Incorrect NC Plural Deviant Correct Plural
Home Eka (NC 9) Eka (NC 10) Amaka (NC 6)
Shop Eduka (NC 9) Eduka (NC 10) Amaduka (NC 6)
Adolescent Omunyeeto (NC 1) Abanyeeto (NC 2) Eminyeeto (NC 4)
Rabbit Orume (NC 11) Enme (NC 10) Obume (NC 14)
Onion Orutunguru (NC 11) Entunguru (NC 10) Obutunguru (NC 14)
month Okweezi (NC 15) Ameezi (NC 6) Emyeezi (NC 4)
Algorithm 3.4.2 Pluralizing true exceptions
1: Variables: a1; Functions: pluralize(a1, N)
2: if a1.equals(‘Eka’) then
3: Result← “Amaka” . Pluralize with Amaka
4: else if a1.equals(‘Eduka’) then
5: Result← “Amaduka” . Pluralize with Amaduka
6: else if a1.equals(‘Omunyeeto’) then
7: Result← “Eminyeeto” . Pluralize with Eminyeeto
8: else if a1.equals(‘Orume’) then
9: Result← “Obume” . Pluralize with Obume
10: else if a1.equals(‘Orutunguru’) then
11: Result← “Obutunguru” . Pluralize with Obutunguru
12: else if a1.equals(‘Okweezi’) then
13: Result← “Emyeezi” . Pluralize with Emyeezi
14: else
15: Result← pluralize(a1, N) . Pluralize according to the NC
16: end if
17: return Result
3.4.3 Singular-only Nouns
There are several nouns in Runyankore that belong to a singular NC, but by their nature have no
plural. These include nouns that belong to a locative class (for example, aheekiikire ‘secret place’ in
NC 16); abstract nouns such as eiriho ‘thirst’ in NC 5, ekyanda ‘drought’ in NC 7, or omururu ‘greed’
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in NC 3; and seasons, such as akanda ‘autumn’ in NC 12; as well as translations for proper nouns
such as the days of the week (for example, Orwokubanza for ‘Monday’) that are all in NC 11.
Though there are no rules among these nouns, they can be generalized as nouns that should
not be pluralized. We thus placed all such identified nouns in a separate lookup file that is
searched before the pluralization process begins. A noun found in this list is returned without
being pluralized.
3.4.4 Mass Nouns
Mass nouns refer to those entities that are only countable in certain quantities, but not as discreet
objects. These nouns should not be pluralized, but left as they are. This is also true in Runyankore,
for which there are two categories of mass nouns: those belonging to a singular NC, and those
belonging to a plural NC. The latter present no challenge to pluralization because, by virtue of
belonging to a plural NC, cannot be pluralized. Examples of such nouns include: amaizi ‘water’
and amate ‘milk’ in NC 6, or obushera ‘porridge’ in NC 14. A rule stating that any noun belonging
to a plural NC should be returned as it is was added to the pluralizer (lines 2 and 3 in Algorithm
3.4.3).
The mass nouns belonging to singular NCs present the challenge of identifying if and when
they should be pluralized. This is because they can be further subdivided into two groups: (1)
singular-only mass nouns; and (2) mass nouns that can be pluralized in certain senses. Examples
of nouns found in group (1) are orwondo ‘mud’ in NC 11 or omugati ‘bread’ in NC 3. Group
(2) contains nouns such as eitaka ‘soil’ or ‘land’ and eigufa ‘bone’ in NC 5, which are in some
senses pluralizable (to amataka and amagufa respectively). In these senses, they are singular nouns
that can be pluralized according to the NC singular/plural pairings, but in some senses are mass
nouns and should not be pluralized. For both singular and plural groups, we used the same
identification strategy as used for the isiZulu pluralizer [29] marking all mass nouns that should
not be pluralized with an ‘m on the noun class (NC), and a new rule using the ‘m as a marker was
added to the pluralizer (lines 4 and 5 in Algorithm 3.4.3).
Algorithm 3.4.3 Pluralizing mass nouns
1: Variables: a1, N′; Functions: pluralize(a1, N′)
2: if N == 2 | 4 | 6 | 8 | 10 | 13 | 14 | 16 | 17 | 18 | 21 then
3: Result← “a1” . Return original noun if NC is plural
4: else if N.contains(‘m’) then
5: Result← “a1” . Return original noun if NC is marked with an ‘m’
6: else
7: Result← pluralize(a1, N′) . Pluralize according to the NC
8: end if
9: return Result
3.4.5 Pluralizing Noun Phrases
Noun phrases are a special case in pluralization because they contain other grammatical cate-
gories, which are also affected by the process of pluralization. Table 3.3 shows examples of the
two types of noun phrases we identified: those with verbs and those with adjectives.
We thus categorized these two kinds of noun phrases separately because they are handled
differently. When pluralizing definitions, the subject concord of the pluralized noun is required
to conjugate the verb in order to obtain the correct plural noun phrase. However, when adjectives
are present, the adjective concord of the pluralized noun is required to additionally pluralize the
adjective. In both cases, the NC is needed to obtain the subject and adjective concords. As there is
currently no morphological analyzer for Runyankore, a similar identification strategy as for mass
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TABLE 3.3: Examples of noun phrases resulting from definitions and adjectives
Source Example Runyankore
No direct translation Pet Enyamaishwa erikutungwa abantu
kuzaanisa
Opiate Omubazi gukusinza
ogukwejunisibwa kukyendeza obusaasi
Nature of concept’s
name
OldLady Omukazi mukuru
BroadSheet Ekipapura kihango
nouns was used to differentiate between definitions and adjective noun phrases. This involved
adding a ‘v or ‘j to the NC of a definition or adjective noun phrase respectively. We developed
Algorithm 3.4.4 to handle this.
Algorithm 3.4.4 Identifying noun phrases with verbs or adjectives
1: Variables: a1, a′1, N, N
′; Functions: getNC(a1), pluralizeWithAdjective(a1, N′),
pluralizeWithVerb(a1, N′)
2: if N.contains(‘v’) then
3: N′ ← getNC(a1) . Obtain the NC from the noun
4: Result← pluralizeWithVerb(a1, N′) . Pluralize as definition that contains verb
5: else if N.contains(‘j’) then
6: N′ ← getNC(a1) . Obtain the NC from the noun
7: Result← pluralizeWithAdjective(a1, N′) . Pluralize as noun phrase with adjective
8: else
9: Result← pluralize(a1, N) . Pluralize according to the NC
10: end if
11: return Result
The details of the pluralization process undertaken for each category are presented below.
Definitions
A definition is composed of the subject and the conjugated verb. The conjugated verb requires the
subject concord3 of the subject for its correct form. For example, in the definition of ‘pet’ in Table
3.3 as ‘an animal obtained by people for leisure’, the subject enyamaishwa ‘animal’ in NC 9 and the
conjugated verb erikutungwa ‘obtained’ are the focus for pluralization. The subject concord of the
singular subject in the conjugated verb (e) is from NC 9. After pluralization, however, the subject
concord of the plural subject (NC 10 -zi- in this case) is used instead, thus making the conjugated
verb zirikutungwa. Algorithm 3.4.5 shows the steps taken to pluralize definitions.
Algorithm 3.4.5 Pluralizing noun phrases containing a conjugated verb
1: Variables: A, n, n′, a1, c′; Functions: split(A), getPluralNC(n), pluralize(a[0], n′),
getPluralSC(n′)
2: a[]← split(A) . Split the noun phrase into its constituents
3: n′ ← getPluralNC(n) . Obtain the plural NC
4: a1 ← pluralize(a[0], n′) . Pluralize the noun (subject)
5: c′ ← getPluralSC(n′) . Use the plural nc to obtain the plural subject concord
6: Result← “a1 c′a[1] a[2] ...” . The pluralized noun phrase contains the plural noun, and verb
conjugated with the plural subject concord return Result
3For a list of subject concords and their respective NCs, see the column for ‘Subject Concord’ in Table 2.2 in Chapter
2.
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Noun Phrases Containing Adjectives
When pluralizing a noun phrase that contains one or more adjectives, for example omukazi mukuru
‘old lady’ in NC 1, first the noun (omukazi) is pluralized (to abakazi in NC 2), and then the plural
adjective concord is obtained and used to pluralize the adjective (from mukuru to bakuru). These
steps are shown in Algorithm 3.4.6.
Algorithm 3.4.6 Pluralizing noun phrases containing adjectives
1: Variables: A, n′, a1, d′, a2; Functions: split(A), getPluralNC(n), pluralize(a[0],
getPluralAdj(n′), pluralizeADJ(d′)
2: a← split(A) . Split the noun phrase into its constituents
3: n′ ← getPluralNC(n) . Obtain the plural NC
4: a1 ← pluralize(a[0], n) . Pluralize the noun
5: d′ ← getPluralAdj(n′) . Obtain the plural adjective concord
6: a2 ← pluralizeAdj(d′) . Pluralize the adjective
7: Result← “a1 a2” . The pluralized noun phrase contains the plural noun, and plural adjective
return Result
If the noun phrase contains more than 1 adjective (for example, ‘tall, beautiful tree’), then line
6 in Algorithm 3.4.6 is repeated for each adjective in the noun phrase.
3.5 Phonological Conditioning
Phonological conditioning is the change of a morpheme because of the phonological features of
the morphemes surrounding it, such as ‘s’ versus ‘es’ or ‘in’ versus ‘im’ in English [142]. In Run-
yankore, during pluralization, the plural prefix is concatenated with the stem. In some cases (for
example, when the stem starts with a vowel, or an ‘n’ followed by an ‘r’ or ‘p’) the resulting plural
text contains letter combinations that do not exist in Runyankore phonology. We used phono-
logical rules to make the required changes that reflect the sound change. This is referred to as
phonological conditioning [122].
We found the need for phonological conditioning evident across NCs, and it can be achieved
either through vowel coalescence (adding an extra vowel), vowel elision (deleting a vowel), or
by deleting or adding a consonant. Table 3.4 shows examples of how the need for phonological
conditioning arises, and how it is corrected for.
TABLE 3.4: Examples of the need for, and solutions to phonological conditioning
(‘VC’ and ‘VE’ refer to vowel coalescence and vowel elision, respectively)
Singular Plural Cause Solution Result
Omwegi (student) Abaegi ae in abaegi VE on a, then VC of e Abeegi
Omworo (poor person) Abaoro ao in abaoro VE on a, then VC of o Abooro
Omwaka (year) Emiaka ia in Emiaka VE on i, replaced with y Emyaka
Oruha (intestine) Enha nh in enha nh replaced with nd Enda
Orupapura (paper) Enpapura np in Enpapura np replaced with mp Empapura
Orurimi (language) Enrimi nr in enrimi nr replaced with nd Endimi
a Akaisho (tiny eye) Obuisho ui in obuisho VE on u, replaced with y Obwisho
We developed Algorithm 3.5.1 which contains the rules for phonological conditioning.
Note that the noun is first pluralized, and then corrected for using phonological conditioning,
if necessary.
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Algorithm 3.5.1 Performing phonological conditioning
1: Variables: I, P, v, n, n′; Functions: pluralize(a), replace(p1, p2)
2: I = {‘ae’, ‘ao’, ‘, ‘au’, (‘iv’, ‘ua’, ‘ue’, ‘ui’, ‘uo’, ‘nh’, ‘nr’, ‘np’, ‘nb’, ‘nm’} . An array of all the
incorrect orthography, where v is all vowels
3: P = {‘ee’, ‘oo’, ‘, ‘uu’, (‘yv’, ‘wa’, ‘we’, ‘wi’, ‘wo’, ‘mp’, ‘nd’, ‘mp’, ‘mb’, ‘m’} . An array of all
the phonologically conditioning corrections
4: a′ ← pluralize(a) . First pluralize the noun
5: if a′.contains(I(i)) then
6: Result← replace(I(i), P(i)) . For each element i, correct with its corresponding correction
7: end if
8: return Result
3.6 Evaluation of Pluralizer
We developed the Runyankore pluralizer as a Java application4. In order to evaluate how well the
algorithms developed capture the rules we identified, we evaluated the correctness of the output
with a Runyankore first-language speaker who was not involved in the development of the model
or the software. We continued to evaluate as we identified and added new rules to the pluralizer.
The details of the evaluation process are explained below.
3.6.1 Materials and Methods
After the development of the first version of the pluralizer based on Algorithm 3.3.1, we manually
compiled three word lists and used them to test the pluralizer. The first, Set1, was composed of 92
nouns, obtained by translating a list of random English words collected from multiple ontologies.
This list was created to test the isiZulu pluralizer [29], and initially comprised 101 nouns. How-
ever, only 88 were translatable to Runyankore, and we added four to include NC 20 and special
orthographical cases. This word list thus accounted for all the singular NCs in Runyankore.
The second word list, Set2, was composed of 2,543 nouns that we obtained by attempting to
automatically extract every noun from Tailor’s Runyankore dictionary [176]. We used this second
set to more comprehensively test the pluralizer after testing with Set1 achieved 100% accuracy.
Set2 accounts for all NCs except 20 and 21, because the placement of nouns in these classes is
common in speech rather than writing, since they are augmentative classes [8].
We used Set3 to test the rules for the pluralization of noun phrases, and it was composed of 20
noun phrases: 10 made up of definitions, and 10 made up of noun phrases with adjectives. Unlike
Set1, which we obtained by translating from English to Runyankore, we compiled Set2 and Set3
from Runyankore sources. The accuracy of the pluralizer was calculated as the percentage of
correctly pluralized nouns for each test set.
We first used Set1 to test the pluralizer, and as we identified incorrect plurals, we added more
rules to the pluralizer, and then tested again. After achieving 100% accuracy with this dataset, we
tested further with Set2, with the identification of incorrect plurals resulting in adding more rules
and retesting. Finally, we targeted Set3–testing the pluralization of noun phrases.
3.6.2 Results and Analysis
Table 3.5 shows the results of testing the pluralizer with the 3 datasets, calculated as a percentage
of words in the list that were pluralized correctly. The improvement in the accuracy of the plural-
izer as new rules were added can be seen, and they are presented in the table in the order in which
they were added.
4The Runyankore noun pluralizer can be accessed at https://github.com/ThesisResources/
RunyankorePluralizer
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TABLE 3.5: Results from testing the pluralizer on the three datasets (‘PC’ refers to
phonological conditioning, and ‘NP’ refers to noun phrase)
Pluralizer Version Set1 Set2 Set3
Whole words 88 - -
Words + NC 92 - -
Words + NC + loan words 97 - -
Words + NC + loan words + PC 98 - -
Words + NC + loan words + PC + compound nouns 99 67 -
Words + NC + loan words + PC + compound nouns + plural
exceptions
100 71 -
Words + NC + loan words + PC + compound nouns + plural
exceptions + singular-only
100 74 -
Words + NC + loan words + PC + compound nouns + plural
exceptions + singular-only + prefix exceptions
100 74.2 -
Words + NC + loan words + PC + compound nouns + plural
exceptions + singular-only + prefix exceptions + mass
100 81 -
Words + NC + loan words + PC + compound nouns + plural
exceptions + singular-only + prefix exceptions + mass + proper
nouns
100 85 -
Words + NC + loan words + PC + compound nouns + plural
exceptions + singular-only + prefix exceptions + mass + proper
nouns + more PC
100 94 -
Words + NC + loan words + PC + compound nouns + plural
exceptions + singular-only + prefix exceptions + mass + proper
nouns + more PC + NP
100 98 100
The results from the evaluation of the pluralizer shown in Table 3.5 demonstrate the impor-
tance of the new rules identified during pluralization. Associating a noun with its NC during plu-
ralization improved the accuracy of Set1 from 88% to 92%, due to correctly pluralizing nouns with
the same prefix but belonging to different NCs. Additionally, for Set2, which was a more com-
prehensive dataset, the inclusion of proper nouns in the lookup file containing nouns that should
not be pluralized increased the accuracy from 81% to 85%. The proper nouns in the dataset can be
categorized as: names of the days of the week (for example Orwokubanza, in NC 11, for ‘Monday’);
names of languages (for example Orujungu, in NC 11, for ‘English’); names of the months in the
year (for example Biruuru, in NC 9, for ‘January’); and names of countries (for example Bungyereza,
in NC 9, for ‘Britain’). Further, the effect of the phonological conditioning described in Section 3.5
is clearly depicted in the results of Set2, where accuracy improved from 85% to 94%.
One of the most notable findings of this evaluation was that the preferred plural for NC 12 is
NC 14, instead of NC 13 as stated according to Table 2.2 in Chapter 2. This was first raised by
the evaluator, and we further confirmed that pluralizing NC 12 as 13 is so irregular that no NC 13
plurals exist in the Runyankore dictionary [176]. Instead, for every noun in NC 12, its associated
plural is given in NC 14 [176]. While both NC 12 and 13 contain diminutive nouns, pluralizing
NC 12 (for example akasiisi for ‘small ant’) as NC 13 (otusiisi for ‘very very tiny ants’) is highly
irregular, because, semantically, it diminishes the object even further, as compared to pluralizing
with NC 14 (obusiisi for ‘small ants’). Consequently, throughout our research, we use NC 14 as the
plural for NC 12 for Runyankore. Adding this rule to the pluralizer improved the accuracy of the
results of Set2 from 67% to 71%.
Further, adding the rules for the pluralization of noun phrases described in Sections 3.4.5 and
3.4.5 also had an impact on the results of Set2, though Set3 was deliberately compiled for this
purpose. The accuracy of the pluralizer increased from 94% to 98% for Set2.
Algorithm 3.4.4 was first applied to the datasets in order to distinguish between noun phrases
with verbs, and those with adjectives. Table 3.6 shows illustrative results from different NCs on
pluralizing definitions when Algorithm 3.4.5 was used on Set3.
Table 3.7 shows some results of pluralizing Set3 using Algorithm 3.4.6, including those noun
phrases with several adjectives.
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TABLE 3.6: Results from pluralizing definitions
English Singular Plural
Medicine that intoxi-
cates as
a means of pain re-
duction
Omubazi gukusinza
ogukwejunisibwa kukyendeza obusaasi
Emibazi gikusinza
ogukwejunisibwa kukyendeza obusaasi
A lid that
is brightly colored
Ekifundikiso kirikutukura Ebifundikiso birikutukura
An animal obtained
by people for leisure
Enyamaishwa erikutungwa
abantu kuzaanisa
Enyamaishwa zirikutungwa
abantu kuzaanisa
A lecturer taking
4 courses
Omushomesa orikushomesa
amashomo ana
Abashomesa barikushomesa
amashomo ana
TABLE 3.7: Results from pluralizing noun phrases containing adjectives
English Singular Plural
Old person Omuntu mukuru Abantu bakuru
Big beautiful seed Ekijuma kihango kirungi Ebijuma bihango birungi
Thin tall tree Omuti mukye muraingwa Emiti mikye miraingwa
Thin tall tiny tree Akati kakye karaingwa Obuti bukye buraingwa
Big tall man Omushaija muhango muraingwa Abashaija bahango baraingwa
In Table 3.7, it can be seen that the NC of the noun changes the adjective both in the singular
and plural forms, for example, ‘big ’, ‘tall’, and ‘small’. The algorithm is also able to pluralize a
noun phrase with several adjectives, as is the case with ‘seed’, ‘tree’, ‘tiny tree’5, and ‘man’.
While the pluralizer was able to achieve 100% on both Set1 and Set3, there were still 49 in-
correct pluralizations with Set2. These remaining cases can be placed in two categories: (1) noun
phrases with definitions that require more morphological analysis than is currently supported;
and (2) some hyphenated and compound words that take several forms and the rules for their
pluralization are not clear6.
Results from Pluralizing Exceptions
Table 3.8 shows some examples of the results of applying Algorithm 3.4.1 to singular compound
nouns in the dataset7.
TABLE 3.8: Examples of singular compound nouns and their plurals (the class prefix
and its possessive concord are bolded)
English Singular Plural
President Omwebembezi w’eihanga Abeebembezi b’eihanga
Newspaper Orupapura rw’amakuru Empapura z’amakuru
Cup handle Omukono gw’ekikopo Emikono y’ekikopo
Eye sore Akaronda ky’erisho Oburonda bw’erisho
Rainmaker omwigi w’enjura abaigi b’enjura
5Diminutive objects are placed in NC 13, and so there is no separate adjective for ‘tiny’ in ‘tiny tree’. Rather, the stem
for ‘tree’, -ti, is used with the prefix of NC 12, aka-, instead of the prefix of NC 3, omu-. The translation for ‘tiny tree’ thus
becomes akati. This would be the same if the noun referred to a ‘tiny girl, cup, or car’, in which case the translations
would be akaishiki, akakopo, akamotoka, respectively, all in NC 12, instead of omwishiki (NC 1), ekikopo (NC 7), and emotoka
(NC 9), respectively.
6Hyphenated nouns in Runyankore take many forms, and the general rules for their pluralization are not clear, but
rather assessed on a case by case basis. For example, some are proper nouns, such as omubamba-njobe ‘small prickly
tree’, and so are not pluralized; while others, like ow’omu-ruganda ‘kinsman’, start with the possessive concord ow’,
and this is the only part of the noun which is pluralized, resulting in ab’omu-ruganda ‘kinsmen’; and others still, like
omuhwa-nshoni ‘a person with no shame’, can be pluralized, based on the prefix of the first word, to abahwa-nshoni.
7Note the effect of phonological conditioning when pluralizing omwebembezi, which is changed from abaebembezi to
abeebembezi.
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Prefix exceptions seem to be very rare in Runyankore, as only six were identified from a test
set of 2,543 nouns.
3.7 Discussion
The identification of rules for pluralization addresses one of the prerequisites for verbalization in
RQ1 in Section 1.2.1 in Chapter 1. Question RQ1 (a.1) in Section 3.1 was concerned with assessing
how well the standard noun class (NC) pairings work for pluralization. We have shown that,
based on the kinds of nouns likely to be found in the ontologies to be verbalized, the NC is crucial
to the pluralization process, but, in order to be applied in a computational context, the standard
NC pairings require more rules. The same result was found for isiZulu [29].
The development of this pluralizer required the use of a combined syntactic, morphological,
and semantic approach: the semantic approach to identify the kind of noun and how it should
be correctly pluralized; the morphological to replace the singular prefix with its corresponding
plural for simple nouns; and the syntactic for compound nouns and noun phrases. The semantic
approach was required because of the presence of nouns with the same singular prefix, but be-
longing to different NCs, and are therefore pluralized differently. This was also found to be the
case for isiZulu [29].
Question RQ1 (a.2) in Section 3.1 was concerned with whether the same exceptions identi-
fied for noun pluralization in isiZulu are present in Runyankore, and whether there are rules
among them. We found that the pluralization of compound nouns, prefix exceptions, singular-
only nouns, and mass nouns in Runyankore requires additional rules, as was found for isiZulu
[29]. In Section 3.4, we showed the algorithms that pluralize compound nouns by obtaining the
possessive concord, using a separate lookup file for singular-only nouns, referring to a list of hard-
coded correct plurals for prefix exceptions, and adding an identifier to the noun class to identify
mass nouns.
We also developed algorithms to pluralize noun phrases with definitions and noun phrases
with adjectives, as the name of a concept in an ontology can result in these two categories. In both
cases, the NC is required to obtain the concords with which to pluralize adjectives and verbs. The
final step in the pluralization process is phonological conditioning, to ensure correct orthography.
The rules and algorithm are presented in Section 3.5. The improvement in the accuracy of the
pluralizer as new rules are added to cater for all these cases is shown in Section 3.6.
When compared to the generation of noun plurals in English, our work is similar to early
approaches such as that presented by Minnen, Carroll, and Pearce [134] in three main ways: (1)
both start by using a morphological approach to pluralize nouns, and this usually works for many
nouns; (2) phonological conditioning is required in both languages (for example, if a noun ends
in ‘f’ or ‘fe’, then the plural form replaces it with ‘ves’, such as from ‘wolf’ to ‘wolves’ and ‘wife’
to ‘wives’); and (3) not all nouns can be correctly pluralized using the same rules, and these, also
termed ‘exceptions’ (for example, from ‘chef’ to ‘chefs’ and ‘stimulus’ to ‘stimuli’), are addressed
using different rules or placed in a look-up file [134]. However, there are two significant differ-
ences between these languages: (1) pluralization in Runyankore is performed on the noun prefix
while it is the suffix in English [134]; and (2) English does not have a complex system of noun clas-
sification that determines several grammatical processes including noun pluralization. Current
approaches are statistical and thus data-driven, as explained in Section 2.2.1, but these have not
been applied to Runyankore due to its under-resourced state.
On the other hand, in the work to pluralize nouns in isiZulu, the crucial role of the noun classes
(NCs) during pluralization is evident in the improvement in accuracy from 53% for Set1 and 45%
for Set2 to 92% and 78% respectively [29]. We therefore hypothesize that this approach to noun
pluralization may be generalizable to other Bantu languages with an agglutinating morphology.
We shall consider this more closely in Chapter 8.
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3.8 Summary
In this chapter, we explained how we solved one of the prerequisites of verbalization, noun plu-
ralization. We found that noun pluralization requires an approach that combines morphology
with syntax and semantics, which we first based on the standard NC singular/plural pairings,
and then extended to handle exceptions. These exceptions include compound nouns, prefix ex-
ceptions, singular-only nouns, mass nouns, and noun phrases. Additionally, we presented the
rules for the phonological conditioning required after pluralization. We evaluated the pluralizer
with three datasets, two of which achieved 100%, and the third, 98%.
Having completed and evaluated the pluralization component of verbalization, we next ad-
dress the second prerequisite, verb conjugation.
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Chapter 4
Verb Conjugation in Runyankore
4.1 Overview
Our first research question, RQ1, ‘How can noun pluralization and verb conjugation be achieved
in Runyankore’ in Section 1.2.1 in Chapter 1 is concerned with how to address the prerequisites
to verbalization of noun pluralization and verb conjugation. The previous chapter presented our
findings on the first part of this question, RQ1 (a), regarding noun pluralization. In this chapter, we
present our findings on the research into the second part of this question, RQ1 (b), regarding verb
conjugation. In Section 2.4.1, we explained that in ontologies roles denote binary relationships
between individuals [9, 10, 59]. These roles may be expressed as verbs, whose verbalization re-
quires verb conjugation. In this chapter, we present the methodology undertaken to achieve verb
conjugation in Runyankore. Our research was based on the following question: are Context-Free
Grammars sufficient to conjugate verbs in Runyankore?
We begin this chapter by providing details on the verbal morphology of Runyankore in Section
4.2, in order to properly explain how tense and aspect are expressed in the language. In Section
4.3, we explain the corpus-based analysis that led to the selection of the progressive aspect, simple
present tense, participial present continuous tense, and the passive as sufficient for our target
domain. Section 4.4 then explains why we found Context-Free Grammars (CFGs) to be sufficient
to conjugate verbs in Runyankore, and we show the CFGs for standard verbs and deviations from
the standard. We provide details on phonological conditioning during verb conjugation in Section
4.5, and present the results of the evaluation of the CFGs by two linguists in Section 4.6. The main
contributions in this chapter are:
• The identification of the appropriate tense and aspect for healthcare messages in Section 4.3;
and
• The approach to verb conjugation for Runyankore using CFGs in Section 4.4.
In this chapter, we extend the work published in the 9th and 10th International Conference
on Natural Language Generation [25, 26] by selecting the tense and aspect from a Runyankore
corpus instead of an English one in Section 4.3, providing details on phonological conditioning
during verb conjugation in Section 4.5, and providing details on evaluating the conjugated verbs
in Section 4.6. Throughout this chapter, we rely on Turamyomwe’s thesis on tense and aspect in
Runyankore [177]. Additionally, though we use healthcare examples throughout this chapter to
show how verbs can be generated for our domain of interest, the verb conjugation aspects are
applicable to other verbs in other domains.
4.2 Runyankore Verbal Morphology
In Runyankore, and indeed other Bantu languages [145], the standard categories of tense–past,
present, and future–are further subdivided for each category [177]. For example, the past and
future tenses are subdivided to express the degree of remoteness from the present: the past tense,
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into immediate past, near past, and remote past; and the future tense, into near future and remote
future [177]. This, together with the participial forms, results in a total of fourteen tenses.
Aspect, on the other hand, focuses on the internal nature of events, as opposed to their ground-
ing in time [145, 177]. There are two major aspects in Runyankore: the perfective and imperfective;
the imperfective is further subdivided into the persistive, habitual, and continuous aspects, with
the progressive as a subtype of the continuous [177]. It is also generally accepted that Runyankore
expresses tense as prefixes and aspect as affixes, and is generally depicted by encoding tense to
the left of the verb stem and aspect to the right, though not always [177].
Table 4.1 from Turamyomwe [177] shows the different ‘slots’ in Runyankore’s verbal morphol-
ogy, as well as the morphemes which occupy these slots1.
TABLE 4.1: Verbal morphology of Runyankore; App: applicative, Cs: causative, Ps:
passive, Rec: reciprocal, Rev: reversive, Stv: stative, Itv: intensive, Red: reduplica-
tive, Ism: instrumental [177]
Slot Grammatical Category Morpheme
pre-initial 1. primary negative
2. continuous marker
1. ti-
2. ni-
initial subject concord depends on the NC as shown in Ta-
ble 2.2
post-initial secondary negative -ta-
formative tense all tenses except near past
limitative persistive aspect -ki-
infix object concord depends on NC
extentions App; Cs; Ps; Rec; Rev;
Stv; Itv; Red; Ism
-er-, -erer-, -ir-; zi-, -is-; -w-; -n-; -ur-,
-uur-; -gur-; repeat the stem; -is + pre-
initial
final 1. final vowel
(a) indicative
(b) subjunctive
2. near past tense
1.
(a) -a
(b) -e
2. -ire
post-final 1. locative
2. emphatic
3. declarative
1. -ho, -mu-yo
2. -ga
3. -nu
The depiction of the verbal morphology shown in Table 4.1 does not imply that the tense and
aspect markers are always limited to one slot [177]. Additionally, some of the slots are optional:
some can co-occur, while others, like the continuous aspect and negation in the ‘pre-initial’, cannot
[177]. The compulsory slots that must always be filled are the ‘initial’, ‘formative’ (except in the
case of the universal and near past tenses), ‘verb-root’, and ‘final’ [177]. Table 4.1 shows that
the ‘initial’ contains the subject concord of the subject in the sentence, the ‘formative’ encodes all
tenses except the universal and near past, and the ‘final’ either holds the indicative or subjunctive
vowel, or the near past tense.
An illustration of the complex structure of the Runyankore verbal morphology is presented
in the example below, where ‘neg’ is negation, ‘RM’ is remote past, ‘VR’ is verb-root, ‘App’ is
applicative, ‘FV’ is final vowel, ‘Loc’ is locative, ‘Emp’ is emphatic, and ‘Dec’ is declarative.
Runyankore: titukakimureeterahoganu
English: ‘We have never ever brought it to him’
1According to Oxford Bibliographies Online, Oxford Research Encyclopedia of Linguistics, and Oxford Handbooks
Online, the ‘applicative’ is used to express an indirect participant as a direct participant; the ‘causative’ is used to
express an event and what or who caused it; the ‘passive’ is used to express the object as the subject; the ‘Reciprocal’ is
used to express the notion of mutuality using ‘each ... other’ or ‘one ... another’; the ‘reversive’ is used to express the
overturning of an action; the ‘stative’ is used to express the state of the subject rather than the action being done; the
‘intensive’ is used to express more pressure of the action than is expressed by the root verb; the ‘Reduplicative’ is used
to express meaning by repeating all or part of a word; and the ‘Instrumental’ is used to mark the semantic role of an
instrument.
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Morphemes: ti-tu-ka-ki-mu-reet-er-a-ho-ga-nu
Grammatical Units: neg-(NC2 SC)-RM-(NC7 SC)-(NC1 SC)-VR-App-FV-Loc-Emp-Dec
4.3 Tense and Aspect in Prescription Explanations
Due to the complex verbal morphology of Runyankore, we decided to narrow our scope to the
tense and aspect that would be necessary for the domain of interest, healthcare. We further limited
the scope to explanations of prescribed medications because, as explained in Section 2.5, providing
patients with extra information leads to patients making more informed decisions about their
prescribed treatments [52, 54].
To the best of our knowledge, there is no prior work specifically discussing tense and aspect
for explanations of prescribed medications. In order to research this for Runyankore, we collected
and manually analyzed text describing drug prescriptions from empirical studies and transcribed
corpora, [16, 17, 41, 45, 46], in order to identify the tense and aspect used. We limited our analysis
to these authors because other literature regarding drug prescriptions focused on presentation
style, the effects of including information on side effects, and simplifying applied terminologies.
Berry, Gillie, and Banbury [16] and Berry et al. [17] looked into what kind of information pa-
tients wanted to know about their prescribed medication through a series of empirical studies.
They had participants make lists of what kind of questions they would want to ask the doctor
about a prescription, and then categorized the questions and used the categories to generate ex-
planations, which were then presented to participants for validation [16]. In a follow-up study that
also generated drug explanations from the doctors’ perspectives [17], both patients and doctors
were asked to rate which informational categories they preferred. Five categories were identi-
fied as important by both patients and doctors: side effects, what the medication does, lifestyle
changes, how to take the medication, and interaction with prescribed medication [16, 17]. Below
are examples from the corpora for each category:
(a) Fennodil has no known side effects, and is not addictive.
(b) It reduces the amount of acid in your stomach allowing your ulcer to heal, and relieves painful
symptoms.
(c) It is safe to drink alcohol, drive, or operate machinery while taking this medication.
(d) You should always take Fennodil with a glass of milk.
(e) These tablets are safe to take with any other prescribed medication you may be taking.
De Carolis et al. [41] and De Rosis and Grasso [45] presented text transcribed from doctors’
recordings of prescription explanations based on hypothetical cases. Some excerpts are shown
below:
Prescription for Angina:
(a) All the tests show that you have three separate problems. The first is the chest pain,
which we know to be angina, that is, heart pain, which is very similar to the cramp you
get in your legs when you walk too far.
(b) This combination of problems necessitates treatment with some special tablets that I’m
going to give you.
(c) The first tablet is simple aspirin, which has been shown to help people with angina, and
reduce the risk of you having a heart attack.
Prescription for Tuberculosis:
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(a) Mr. Smith, unfortunately, you have an infection of the chest, which is called tuberculosis.
(b) The problem with this infection is it takes a long time to eradicate it from the body, and
therefore we have to undertake quite a long course of treatment, which is essential for
you to fulfill for the full course.
(c) Therefore, initially, we are going to start off with three, and we may even add four drugs
when we talk to the microbiologist. These drugs will have to be taken every day, and
then we will reassess the situation in three months time.
From the corpus by De Carolis et al. [41] and De Rosis and Grasso [45], we observed that
the focus was on explaining the diagnosis rather than the prescription. On the other hand, the
corpora from Berry, Gillie, and Banbury [16] and Berry et al. [17] focused on the explanations of
the prescribed medications, which is what we were interested in. We therefore did not include the
corpus from De Carolis et al. [41] and De Rosis and Grasso [45] in the final analysis.
4.3.1 Analysis for Tense and Aspect
We considered 33 sentences from [16, 17] for our analysis of tense and aspect describing medica-
tion prescriptions. These were translated by a linguist in their entirety to Runyankore2, though
our analysis is limited only to the tense in the main clause, because it can provide complete mean-
ing and contains the tense of the entire sentence. For example, from the above excerpts, only, ‘It is
safe to drink alcohol’ (in sentence (c)) is considered, which in the translated corpus is Tikiine kabi
kunywa amaarwa3.
We then performed a manual analysis on the corpus, focusing on the form of the verb, in order
to identify the tense and aspect used. Table 4.2 shows how often each verb form occured in each
unique sentence in the corpus. ‘Unique sentence’ is emphasized here because some sentences
are duplicated in different categorizations of the corpus, sometimes with slight modifications, for
example: (1) ‘Fennodil and Nozydril tablets are safe to take ...’; and (2) ‘These tablets are safe
to take ...’ [17]. In such situations, these sentences were counted as one unique sentence, which
resulted in a final analysis of 26 sentences: 18 from [17] and 8 from [16].
TABLE 4.2: Tense and aspect used in prescription explanations
Example Constitution Tense, Aspect Incidence
tigwine ti-gw-in-e simple present subjunctive negation 6
neekyendeeza n-ee-kyendeez-a simple present indicative, progressive 3
nikiragiirwa ni-ki-ragiir-w-a simple present indicative + passive, pro-
gressive
5
kaine ka-in-e simple present subjunctive 3
gutakyendeeze gu-ta-kyendeez-e participial near future negation, perfective 1
bukozirwe bu-koz-ir-w-e participial near future (applicative + pas-
sive), perfective
2
otakoreise o-ta-kore-is-e participial near future + causative, perfec-
tive
1
tiburikurahuka ti-bu-riku-rahuk-a
ku-kor-a
participial present continuous negation 1
oyerinde o-ye-rind-e participial near future, perfective 2
tihariho Ti-ha-ri-ho simple present + locative, progressive 1
tibugumire ti-bu-gum-ire near past negation, progressive 1
During the analysis, we regarded verbs conjugated in the same tense and aspect but with
different subject concords as having the same tense and aspect. For example, ka-in-e, o-in-e, and
e-in-e are in the same tense and aspect (simple present subjunctive), with the difference in the
conjugated verb originating from the subject concords, which thus resulted in a count of three.
2The initial analysis done on the English corpus can be found in [25].
3The Runyankore and English corpora can be accessed from https://github.com/ThesisResources/TNADatasets
Chapter 4. Verb Conjugation in Runyankore 43
From Table 4.2, the simple present tense is used in 69.23% of the corpus: in 30.77% of cases with
the indicative, in 34.62% with the subjunctive, and in 19.23% with the passive. Additionally, it can
be seen that with the simple present tense, the subjunctive in this corpus is only used when the
verb-root is -in- ‘has’. From these results, we selected the tense and aspect that had a cumulative
count greater than five in the corpus, resulting in the selection of the simple present tense with the
progressive aspect, the passive, and indicative and subjunctive final vowels where appropriate.
Comparison With English Corpus Analysis In [25], we carried out a similar manual analysis
to identify the tense and aspect on the same corpora from [16, 17]. However, this analysis was
carried out on the English, not Runyankore, corpus. We found that the simple present tense was
used in 55.5% of the corpus, as compared to 69.23% for the Runyankore corpus. The indicative in
the simple present tense was used in 48.2% of the English corpus, but 30.77% in the Runyankore
one. The use of the subjunctive in the simple present tense is more evident in the Runyankore
corpus (34.62%) as compared to 7.7% in the English corpus.
4.4 Context-Free Grammars for Verb Conjugation
Similar to Bantu languages, other agglutinative languages place importance on the placement of
morphemes in a word and rules governing the combinations of morphemes to form semantic
categories [87]. Additionally, the sequence of their morphemes can also express mood, tense, and
aspect, as well as sense of assertion, negation, interrogation, emphasis, and reflection [87, 151,
177].
We therefore first investigated the existing tools for verb conjugation of agglutinative lan-
guages [7, 87, 132, 148, 168], like Tamil [151] and Kannada [168]. The existing approaches that
handle verb conjugation during text generation in agglutinative languages can be classified as:
corpus-based, paradigm-based, Finite-State Transducer (FST) based, rule-based, and algorithm-
based [7].
Not all of these approaches are applicable for our purposes. Runyankore’s under-resourced
state renders the corpus-based approach impractical, while the paradigm-based approach is not
compatible with Runyankore’s verbal morphology. On the other hand, the FST, algorithm, and
rule-based approaches can be applied to Runyankore’s verbal morphology. However, while rule-
based approaches are typically implemented independently, the FST and algorithm-based ap-
proaches are typically combined with other approaches in an implementation, for example, the
two-level morphology [80, 106], the combined FST and rule-based [132], FST and paradigm-based
[148], or the FST and algorithm and paradigm-based [109]. This makes implementations based on
the FST and algorithms more complicated to implement than a rule-based approach. Addition-
ally, Context-Free Grammars (CFG), a rule-based grammar formalism, has been shown to handle
complex verb conjugation in isiZulu [95].
We thus applied a rule-based approach, specifically, a Context-Free Grammar (CFG) to conju-
gate verbs for tense and aspect in Runyankore. A context-free grammar G is a tuple defined by
four parameters: G = N σ R S, where N is a finite set of non-terminals, variables that express
generalizations of words; σ is a set of terminal symbols corresponding to words in the language
and are disjoint from N; R is a set of rules or productions expressing how symbols of the language
can be grouped and ordered; and S is the designated start symbol [188]. Sentences are gener-
ated by recursively rewriting the start symbol using the productions until only terminal symbols
remain [91].
CFGs are powerful enough to depict complex relations among words in a sentence, yet compu-
tationally tractable enough to enable efficient algorithms to be developed [188]. We thus applied a
CFG based on the phrase-structure grammar [75], as a sentence generator through the derivation
of a string of words [188]. In this case, some of the grammatical categories presented in Section 4.2
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formed the non-terminals in the CFG, and only those associated with the identified tense and as-
pect categories (the simple present tense, progressive aspect, and the passive) are considered. The
simple present tense has no special tense marker, and is sometimes called the ‘null tense’ [177].
The CFG comprised the following grammatical slots as non-terminals:
(a) Pre-initial for the negation (ti) and progressive aspect (ni) morphemes;
(b) Initial for all subject concords;
(c) Formative for the tense marker;
(d) Verb-root;
(e) Extensions for the passive;
(f) Final for the final vowel; and
(g) Initial group to represent the production to the ‘pre-initial’ and ‘initial’.
We assigned these seven non-terminals the symbols: IG for initial group, PN for pre-initial
(the progressive aspect), IT for initial, FM for formative (the tense marker), VR for verb-root, EX
for extensions (the passive), and FV for final vowel (indicative and subjunctive). Additionally,
throughout this chapter, we refer to the verbs whose conjugation adheres to the four ‘compulsory’
slots explained in Section 4.2 as ‘standard’, and those that omit one or more of these compulsory
slots as ‘deviations from the standard’.
The CFG below shows the production rules for conjugating standard verbs in Runyankore
(verb-roots: kyendeez (reduce), mir (swallow), vug (drive), reeb (see), shom (read), gamb (speak), and
twar (take)).
S→ IG FM VR EX FV
IG → PN IT
PN → ti | ni
IT → a | o | n | tu |mu | ba | gu | gi | ri | ga | ki |
bi | e | zi | ru | tu | ka | bu | ku | gu | ga
FM→ ∅
VR→ kyendeez |mir | vug | reeb | shom | gamb | twar
EX → w | er | erer | ir | zi | is | n | ur | uur | gur |
VR | isPN
FV → a | e | ire
The production of IT has several possible values, depending on the noun class of the subject of the
sentence. The formative is ∅ because the simple present tense has no tense morpheme. Further,
the extensions grammatical slot can take several values for the passive, applicative, causative,
reciprocal, reversive, stative, intensive, reduplicative, and instrumental, as shown in Table 4.1.
Finally, for all verbs, except ‘has’ and ‘to be’, FV will always be the indicative final vowel ‘a’. The
above CFG thus generates verbs like nibatwara ‘they take’, tizikyendeeza ‘they do not reduce’, and
nizivugwa ‘they are driven by’.
The CFG is responsible for verb conjugation of the roles in an ontology. The following ex-
amples show the derivation of several verbs, and are related to examples of drug prescription
explanations in the corpus by [16, 17]. We only show the derivation of the verb here, and cover
the entire verbalization process in the next chapter.
(a) Fennodil v ∃ reduces.Pain
Verb-root: kyendeez]
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Derivation: S⇒ IG FM VR EX FV
⇒ PN IT FM VR EX FV
⇒ n IT FM VR EX FV
⇒ nee FM VR EX FV ⇒ neeVR EX FV
⇒ neekyendeez EX FV
⇒ neekyendeez FV ⇒ neekyendeeza
(b) Fennodil v ¬ ∃ causes.Ulcer
Verb-root: reet, and requires negation
Derivation: S⇒ IG FM VR EX FV
⇒ PN IT FM VR EX FV
⇒ t IT FM VR EX FV
⇒ te FM VR EX FV
⇒ teVR EX FV
⇒ tereet EX FV ⇒ tereet FV
⇒ tereeta
(c) Fennodil v ∃ takenWith.Milk
Verb-root: twar, and requires the passive
Derivation: S⇒ IG FM VR EX FV
⇒ PN IT FM VR EX FV
⇒ n IT FM VR EX FV
⇒ nee FM VR EX FV ⇒ neeVR EX FV
⇒ neetwar EX FV ⇒ neetwarw FV
⇒ neetwarwa
4.4.1 Deviations from Standard Conjugation
In the context of this research, we define ‘deviations’ as those verbs whose conjugation does not
use one or more of the four compulsory slots explained in Section 4.2. We found two verbs which
deviate from the standard Runyankore grammar: the auxiliary ‘has’ (verb-root -in-) and the cop-
ulative ‘to be’ (verb-root -ri-). They however deviate in different ways, and we thus used separate
CFGs for each of them, in order to prevent the generation of words that do not exist in the lan-
guage.
CFG for the Auxiliary
The auxiliary deviates from the standard grammar in four ways:
(a) the continuous marker is dropped;
(b) there is never a tense morpheme;
(c) not all the extensions apply; and
(d) the subjunctive final vowel e is used.
This results in the following CFG:
S→ IG FM VR EX FV
IG → PN IT
PN → ti
IT → a | o | n | tu |mu | ba | gu | gi | ri | ga | ki |
bi | e | zi | ru | tu | ka | bu | ku | gu | ga
FM→ ∅
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VR→ in
EX → w | is | VR
FV → e
The above CFG can therefore generate verbs like baine ‘they have’, tigwine ‘it does not have’, or
ziinwe ‘they are with’, expressing ‘had’ in the passive). Additionally, having a separate CFG for
the auxiliary prevents the generation of verbs like nibaine or tigurikwine, which would otherwise
be generated by the standard CFG.
An example derivation of this CFG, based on the corpus from [16, 17], is for the negation
of ‘have’ in the axiom, Fennodil v ¬ ∃ has.SideEffect, would be: S ⇒ IG FM VR EX FV ⇒
PN IT FM VR EX FV ⇒ t IT FM VR EX FV ⇒ te FM VR EX FV ⇒ teVR EX FV ⇒ tein EX FV ⇒
tein FV ⇒ teine
CFG for Copulative
The copulative deviates even further from the standard grammar than the auxiliary. In addition to
dropping the continuous marker and having no tense morpheme, the copulative has no extensions
and does not apply a or e as its final vowel. The CFG below is thus used in this case:
S→ IG FM VR EX FV
IG → PN IT
PN → ti
IT → a | o | n | tu |mu | ba | gu | gi | ri | ga | ki |
bi | e | zi | ru | tu | ka | bu | ku | gu | ga
FM→ ∅
VR→ ri
EX → ∅
FV → ∅
This CFG can generate verbs like gari ‘they are’, ari ‘he or she is’, and tiguri ‘it is not’, and prevents
the generation of verbs that do not exist in the language, such as nibaria from the standard CFG,
and gurie from the auxiliary CFG.
The use of the copulative during verbalization is not immediately apparent from the axiom,
as is the case for the standard and the auxiliary. Rather, it arises from the verbalization of axioms
with complex roles, such as this below:
Axiom: Fennodil v ∃ hasSideEffect.Diarrhea
English: ‘Each Fennodil has at least one side effect, which is diarrhoea’
Runyankore: ‘Buri Fennodil eine hakiri ekirikurugamu kitagyendereirwe kimwe kiri okwirukana’
Derivation: S⇒ IG FM VR EX FV
⇒ PN IT FM VR EX FV
⇒ IT FM VR EX FV
⇒ ki FM VR EX FV ⇒ kiVR EX FV
⇒ kiri EX FV ⇒ kiri FV ⇒ kiri
4.5 Phonological Conditioning
The phonological conditioning required after verb conjugation is due to agglutination. We used
a different phonological conditioning module to account for the rules for verbs, separate from
that for nouns in Section 3.5, because not all the rules identified for nouns were computationally
applicable to verbs. In the case of verb conjugation, the corrective measures are also vowel co-
alescence, vowel elision, or deleting or adding consonants. Table 4.3 presents examples of the
circumstances that create the need for phonological conditioning (source), the letter combinations
that are affected (causes) and their corresponding corrective measures (solutions) for verbs. We
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hard-coded them into the application, to check for and perform phonological conditioning of the
verb returned by the CFG.
TABLE 4.3: The need for and addressing phonological conditioning during verb con-
jugation (‘VC’ is vowel coalescence, ‘VE’ vowel elision, ‘CM’ continuous marker, and
‘SC’ is subject concord)
Generated Verb Cause Solution Result
Niagenda ia resulting from CM followed by
vowel-only SC
VE on i, and VC of SC (for vowel
harmony)
Naagenda
Tierya ie from negation and vowel-only SC VE on i Terikurya
Niaegyesa iae from CM, vowel-only SC,
and verb-root starting with vowel
VE on i, VC on SC,
and y between SC and verb-root
Naayegyesa
nigucwwa ww from verb-root ending in w, s, or
z
and the passive
Replace passive’s w with ibw Nigucwibwa
It should be noted that vowel harmony is only required if the subject concord is a single vowel.
This is the case for a in NC 1 and e in NC 9 (see Table 2.2 in Chapter 2), and can be seen in the
example derivations from the standard and auxiliary CFGs. We required a separate phonologi-
cal conditioning module for the case of verb conjugation because some of the rules for nouns in
Section 3.5 can result in incorrect orthography for this case. For example, the correction for vowel
harmony from niagenda to naagenda would have incorrectly been done as nyagenda using the rules
in Section 3.5 (because i followed by a vowel is always changed to y).
4.6 Evaluation of CFG Output
We evaluated the output from the three CFGs shown above with the assistance of two linguists.
We purposefully selected linguists for this evaluation because verb conjugation requires knowl-
edge about the Runyankore verbal morphology, which non-linguists typically do not have. The
details of how the evaluation was done are presented below.
4.6.1 Materials and Methods
We used the CFG Java tool by Xu, Zheng, and Zhen [188] to implement the verb conjugation
module as a Java application. Their CFG implementation extends Purdom’s algorithm to fulfill
Context-Dependent Rule Coverage (CDRC), with the benefits of generating more and simpler
sentences [188]. The verb conjugation module comprises the three CFGs and the phonological
conditioning module. We generated 117 verbs from the three CFGs for the evaluation. The fol-
lowing were taken into account when generating and selecting the verbs:
(1) The standard verbs, auxiliary, and copulative;
(2) Simple present tense with progressive aspect;
(3) Negation;
(4) The passive;
(5) All the subject concords, except the locative classes 16, 17, and 18; and
(6) The need for phonological conditioning.
We selected 99 verbs from the list of generated verbs by omitting verbs from NCs with the same
subject concord that resulted in duplicates being generated. For example, both NC 6 and NC 21
have -ga- as their subject concord, while NC 3 and NC 20 have -gu- as their subject concord. This
resulted in duplicate verbs, which were removed from the final list given to the linguists.
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We presented the selected 99 verbs to two linguists in a questionnaire that can be found in
Appendix A. The linguists were instructed to identify the output as either being: (1) grammatically
incorrect verbs; (2) grammatically correct except for the need for phonological conditioning; or (3)
correct verbs, but would be better presented in another form. They were instructed to use an
asterisk (*) to flag these verbs, and to write an explanation after it. Any verbs not flagged were
thus regarded as correct. Where there were discrepancies between the linguists’ choices, we would
inform them about this, and ask whether they agreed with the assessment from the other linguist.
We only accepted a decision where there was consensus between the linguists. There was no case
where they were still in disagreement after the clarification process.
4.6.2 Results and Analysis
From the first linguist, L1, 11 of the 99 verbs were explicitly flagged as falling into one of the
three categories presented above; while the second linguist, L2, explicitly identified 24 as being
erroneous. There were also some verbs that were not flagged, but the linguist instead noted the
error at the bottom of the questionnaire in an explanatory paragraph. Table 4.4 shows the number
of verbs flagged for each category, the reasons given, and the linguist who identified them.
TABLE 4.4: Results of the evaluation of conjugated verbs by linguists (‘PC’ is ‘Phono-
logical Conditioning’ and ‘NBNEI’ is ‘Noted, But Not Explicitly Identified’)
Category Reason Number by
L1
Number by
L2
1. Incorrect Verb Incorrect subject concord 1 1Incorrect phonological conditioning - 1
2. Need for PC PC through vowel coalescence for vowel harmony 8 NBNEI
3. Recommendations PC with extra suffix for copulative and vowel SC 2 -Participial present continuous tense preferred for
formal Runyankore
- 22
Several reasons were given by the linguists during the evaluation, some explicitly, and others
in an explanation at the bottom of the questionnaire. Table 4.4 shows that there were some verbs
flagged by one linguist but not another. For example, L1 flagged a verb as having an incorrect
subject concord, but L2 did not. We contacted L2 for further clarification, and L2 explained that in
some cases, where a category of an error was highlighted on one word, it was not repeated when
found again on a different word, as it was assumed that we would understand that the error was
true wherever it existed. We thus had agreement between both linguists in all cases.
Besides correcting errors like those for category 1 in Table 4.4, this evaluation is important
because three main issues were made apparent: (1) the need for phonological conditioning for
vowel harmony whenever the subject concord is a vowel; (2) the recommendation that whenever
the subject concord is a vowel, the suffix ya should preferably be used with the copulative ri; and
(3) the use of the participial present continuous tense (riku) during negation in formal written
Runyankore, because, as explained by L2, the use of the participial present tense ku is colloquial.
The application of the required phonological conditioning rules was done as presented in Sec-
tion 4.5. We also updated the standard CFG in Section 4.4 to account for the participial present
continuous tense. This only required adding its tense marker riku as an option for the formative
grammatical slot, as below:
FM→ ∅ | riku
The conjugation of the verb when verbalizing the axiom, Fennodil v ¬ ∃ causes.Ulcer, thus be-
comes:
Verb-root: reet, and requires negation
Derivation: S⇒ IG FM VR EX FV
⇒ PN IT FM VR EX FV
⇒ t IT FM VR EX FV
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⇒ te FM VR EX FV ⇒ terikuVR EX FV
⇒ terikureet EX FV ⇒ terikureet FV ⇒ terikureeta
However, the auxiliary and copulative do not use this tense during negation, and there was
therefore no need to update their CFGs.
4.7 Discussion
The question under investigation in this chapter was whether CFGs are sufficient to conjugate
verbs in Runyankore. We found verb conjugation in Runyankore to be complicated, due to Run-
yankore’s complex verbal morphology comprising 14 tenses, six aspects, and nine extensions (pre-
sented in Section 4.2). The complexity also results from the rules about how the grammatical slots
are arranged during conjugation, as well as which morphemes can co-occur and which cannot
[177]. We therefore narrowed our scope to the tense and aspect used in drug prescription ex-
planations, in line with our domain of interest, healthcare. However, the CFGs presented above
can be used to generate verbs in other domains. Additionally, a CFG can be applied to generate
more complex verbs, as shown by Keet and Khumalo [95], who used a CFG to generate verbs in
isiZulu, covering the subject and object concords, present tense, negation, aspect, mood, four ex-
tensions (causative, applicative, stative, reciprocal), politeness, wh-question modifiers, and aspect
doubling. The resulting grammar was shown to be applicable for a range of applications, and a
computational evaluation of the grammar showed that it was correctly specified [95].
We carried out a manual analysis of a corpus of drug prescription explanations in Section 4.3.
From the corpus analysis, we identified the simple present tense, progressive aspect, and passive;
while we used the participial present continuous tense during negation, based on the evaluation
by linguists in Section 4.6.
The results on the identified tense and aspect are interesting because they reflect the tense
and aspect used in roles in an ontology. These roles usually have names such as ‘causes’, ‘treats’,
‘takenWith’, or ‘causedBy’, which are either in the simple present tense or the passive, as shown in
the axioms used to demonstrate the derivations of the CFG. The application of a similar tense and
aspect in the verbalizations should thus correlate with the semantics expressed in the ontology, as
shown in the derivations throughout Section 4.4.
We showed that some verbs in Runyankore can be generated from a CFG, and seven non-
terminals were sufficient for the selected tense and aspect. CFGs have commonly been used to
generate entire sentences in English [91, 188] and verbs in English are also conjugated for tense,
aspect, mood, and agreement with the subject [64, 134]. Additionally, phonological conditioning
is also performed in English; for example, the use of ‘consonant doubling’ in the past and present
continuous tenses (such as, from ‘submit’ to ‘submitted’ or ‘submitting’) [134]. However, early
rule-based English NLG systems such as the generator by Minnen, Carroll, and Pearce [134] used
a look-up file for such verbs. But for Runyankore, due to our limited domain, we are able to
generate the verbs, though a separate phonological conditioning module is used for verbs.
4.8 Summary
In this chapter, we undertook first steps towards solving the problem of verb conjugation in Run-
yankore, which is the second prerequisite to verbalization. In order to identify the appropriate
tense and aspect for the healthcare domain, we undertook a manual analysis of a corpus of drug
prescription explanations. From this analysis, we identified the simple present tense, progres-
sive aspect, and passive; while the participial present continuous tense was recommended for
verb negation by the linguists. We used a CFG for verb conjugation, where we limited the non-
terminals to seven. We showed three CFGs: for the standard grammar, the auxiliary, and the
copulative; the last two being deviations from the standard grammar. We further explained the
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phonological conditioning rules specific to verb conjugation, and presented the results of the eval-
uation of the CFGs done by two linguists, which showed that most of the verbs generated by the
CFG were grammatically correct.
Having solved both prerequisites to verbalization, noun pluralization in Chapter 3 and verb
conjugation in this chapter, the next chapter explains how we proceeded to answer RQ2 by ver-
balizing the DL ALCQ.
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Chapter 5
Runyankore Verbalizations of ALCQ
Constructors
5.1 Overview
In Chapters 3 and 4, we presented the research to answer RQ1 in Section 1.2.1 concerned with ad-
dressing noun pluralization and verb conjugation as prerequisites to verbalization. This chapter
presents our work on the second research question, RQ2, ‘What are the Runyankore verbalization
patterns for the selected ALCQ constructors’ in Section 1.2.1 in Chapter 1. The work in this chap-
ter focuses on ontology verbalization, which, as explained in Section 2.4.1, involves expressing
as natural language the semantics found in description logics (formal syntax specifying how to
construct well-formed sentences based on formal semantics that relate those sentences to a model
[10]). In order to undertake this, we needed to answer the following questions:
RQ2 (a). Which description logic constructors should be verbalized in order to generate health-
care messages in Runyankore?
RQ2 (b). What factors affect verbalization in Runyankore?
RQ2 (c). How can these factors be applied to develop verbalization patterns for the selected con-
structors?
In Section 5.2, we explain how we selected the constructors to verbalize based on the drug pre-
scription corpus from [16, 17], and in Section 5.3, explain how we identified the factors affecting
verbalization, which form the basis for the verbalization patterns identified and presented there-
after. In Section 5.6, we present the results on the evaluation done with non-linguists, who are also
non-experts in ontologies, from whom we selected which verbalization to implement.
In this chapter, we extend the work published at the 5th Workshop on Controlled Natural
Language (CNL 2016) [24] by presenting the verbalizations in Section 5.3 independent of boot-
strapping, as well as providing more details regarding the verbalization of complex roles, nega-
tion of roles during verb conjugation in Section 5.3.5, and phonological conditioning of the nasal
compound in Section 5.5. The main contributions in this chapter are:
• The identification of the factors affecting verbalization in Runyankore; and
• The verbalization patterns for the selected constructors.
5.2 Selected DL Constructors
To recap, in Section 2.4.1, we explained that there are several description logics, each specifying a
different level of expressiveness. In order to identify which DL to verbalize, we developed logical
theories from the same corpora used to identify the tense and aspect in Section 4.3. In order
to do this, we first converted the sentences in the corpus by [16, 17] to a more restrictive form
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called Controlled Natural Language (CNL). We specifically used Attempto Controlled English
(ACE), which, as explained in Section 2.4.2, is a CNL used in ontology editors and reasoners [108].
We did this in order to avoid the ambiguity inherent in natural language, and thus ensure the
deterministic interpretation of the resulting statements. We then removed repeating sentences,
which left us with 16 sentences1 that we used to form DL axioms. Table 5.1 shows examples of the
CNL, the DL axiom formed, and the constructors in that axiom.
TABLE 5.1: The original, ACE, and DL axiom extracted from the drug prescription
corpus
CNL DL Axiom Constructor
Fennodil is a well proven drug FennodilvWellProvenDrug Simple Named Class
Subsumption
Fennodil and Nozydril Fennodil u Nozydril Conjunction
Each Nozydril is not addictive Nozydril v ¬ Addictive Negation of Sub-
sumption
All Fennodil reduce some stomach acid Fennodil v ∃ re-
duces.StomachAcid
Existential Quantifi-
cation
Each Nozydril is not taken with some alcohol Nozydril v ¬∃ taken-
With.Alcohol
Negation of Roles
All Fennodil are only taken with milk Fennodil v ∀ taken-
With.Milk
Universal Quantifica-
tion
Each tablet has exactly 20 mg of Flavotine Tablet v= 20 hasMGFlavo-
tine
Exact Cardinality
All Fennodil act within a maximum of a week Fennodil v≥ 1
actsWithIn.Week
Maximum Cardinal-
ity
All tablets are taken at least 8 hours apart Tablet v≤ 8
taken.HoursApart
Minimum Cardinal-
ity
The constructors we found, shown in Table 5.1, are: subsumption (v) and its negation (v),
conjunction (u), negation of roles (¬), existential quantification (∃), universal quantification (∀),
maximum cardinality (≤), minimum cardinality (≥), and exact cardinality (=). These eight con-
structors are from the DL ALCQ (see Section 2.4.1).
5.3 Verbalization of ALCQ
Having identified the constructors to verbalize, we developed natural language descriptions from
these constructors, from which we identified that verbalization is affected by six factors:
(1) The noun class of the concept’s name;
(2) The concept’s category;
(3) Whether the concept is atomic or an expression;
(4) The quantifier used in the axiom;
(5) The position of the concept in the axiom; and
(6) The number restriction in the axiom
Based on these factors, we observed patterns in the verbalizations. The following sections
show, with examples and algorithms, the verbalization patterns for each constructor. Whenever
there is a need for pluralization or verb conjugation, we simply state this as a step in the algo-
rithm with no further illustration, as the details have already been presented in Chapters 3 and 4
respectively.
1All the 16 CNL statements can be found in Appendix B.
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5.3.1 Simple Named Class Subsumption (v)
Subsumption (v) represents a taxonomic relationship, with the sub-class to the left, and the super-
class to the right. Subsumption is verbalized in English as ‘is a’, which is ni in Runyankore. If
however the name of the super-class starts with a vowel, then a process called vowel assimilation
occurs, where the i in ni is dropped and replaced with an apostrophe, and the two are combined
into a single word.
We voiced the universal quantification in the verbalization of v, which is either verbalized
as ‘each’ or ‘all’, which in Runyankore are buri or -ona respectively. -ona requires the possessive
concord of the NC of the name of the sub-class, in order to form the full translation for ‘all’, and
the NC of the name of the sub-class is required to obtain the possessive concord. On the other
hand, buri is always buri, regardless of the NC of the name of the sub-class. It however can only
be followed by a singular noun, which drops its initial vowel. We only used ‘all’ when the name
of the sub-class and/or super-class was in the plural form or was a mass noun. The examples
below show the verbalization of ‘is a’, ‘each’, ‘all’, and vowel assimilation (the underlined portions
highlight were the possessive concord is required in Axiom2, which is not the case when buri is
used in Axiom1):
Axiom1: Panado vMedicine
English: Each Panado is a medicine.
Runyankore: Buri Panado n’omubazi
Axiom2: Pain v Symptom
English: All pain is a symptom
Runyankore: Obusaasi bwoona n’emicucumo
It can be seen that buri is placed before the sub-class, while -ona is placed after it. Additionally,
in Axiom2, the possessive concord of obusaasi ‘pain’ is bwa. In the resulting concatenation, bwa +
ona = bwaona, and ao becomes oo as a result of the phonological conditioning described in Section
3.5. On the other hand, Axiom1 requires no possessive concord because buri is used.
In Algorithm 5.3.1, we show all the steps taken to implement the pattern identified in the
verbalization of v, which are: universal quantification, check for the grammatical form, negation,
and pluralization. The details of the phonological conditioning are left out of this algorithm and
presented later in this chapter.
If the subsumption is followed by negation (v ¬), that is, disjointness, then it is verbalized
as ‘is not a’ in English, which is ti in Runyankore. The other difference between the verbalization
of subsumption and of its negation is that, if the name of the concept after ¬ starts with a vowel,
instead of performing vowel assimilation, the name drops its initial vowel, and the two remain
separate words. This follows with the literature on the initial vowel or augment that can be elim-
inated in certain grammatical constructions, such as when the noun follows a negative verb [94,
122]. The following examples show these two situations:
Axiom1: Diabetes v ¬Malaria
English: Diabetes is not Malaria
Runyankore: Endwara ya shukari ti Malaria
Axiom2: Pill v ¬ Sedative
English: Pill is not a sedative
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Algorithm 5.3.1 Verbalization of simple named class subsumption (v)
1: Axiom A; Variables: a1, n1, a2, n2, d, d′, g1; Functions: getSubClass(A), getSuperClass(A),
dropLV(d), pluralize(a2, n2), getNC(a), isSingular(n), getSubClasspossessiveConcord(n1)
2: a1 ← getSubClass(A) . Get the sub-class in the axiom
3: a2 ← getSuperClass(A) . Get the super-class in the axiom
4: n1 ← getNC(a1) . Get the NC of the sub-class
5: n2 ← getNC(a2) . Get the NC of the super-class
6: if checkNegation(A) == true then
7: Result← disjointness(a1, a2) . This is a function call to the disjointness function in
Algorithm 5.3.2
8: else
9: if a1.isSingular(n1) then
10: if a2.isSingular(n2) then
11: if a2.startsWithVowel then
12: d′ ← dropLV(d) . ni drops its last vowel i
13: Result← “buri a1 d′’a2” . Verbalize v with buri and n’
14: else
15: Result← “buri a1 d a2” . Verbalize v with buri and ni
16: end if
17: end if
18: else
19: if a2.isSingular(n2) then
20: a2 ← pluralize(a2, n2) . Pluralize the super-class
21: end if
22: g1 ← getSubClasspossessiveConcord(n1)
23: if a2.startsWithVowel then
24: d′ ← dropLV(d) . ni drops its last vowel i
25: Result← “a1 g1ona d′’a2” . Verbalize v with -ona and n’
26: else
27: Result← “a1 g1ona d a2” . Verbalize v with -ona and ni
28: end if
29: end if
30: end if
31: return Result
Runyankore: Akajuma ti mubazi gurikugwejagisa
In Axiom2, the translation for ‘sedative’ is a definition: omubazi gurikugwejagisa (medication
that makes one fall asleep). Here omubazi drops its initial vowel because of negation, and becomes
mubazi.
In Algorithm 5.3.2, we show the function for the pattern for negation of subsumption. It is
called in line 6 of Algorithm 5.3.1 if line 4 is true.
The verbalization of v is thus affected by two factors: the NC of the concept’s name and the
category of the concept. There are two general categories into which the concepts can be placed:
(1) both are singular, in which case buri is used; or (2) either one or both are plural or a mass noun,
in which case -ona is used, and pluralization may be required. Additionally, we further subdivide
Category 1 into concepts whose names start with a vowel, and those which do not. This is used
to determine whether to use ni or n’ for subsumption, or whether a concept’s name should drop
its initial vowel for the negation of subsumption. The need for the NC arises when -ona is used,
as shown in the examples and algorithms. Further, checking whether a noun is singular or plural
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Algorithm 5.3.2 Verbalization of the negation of subsumption (v ¬)
1: Variables: a1, a2, n, a′2; Functions: dropIV(a2)
2: function DISJOINTNESS(a1, a2)
3: if a2.startsWithVowel then
4: a′2 ← dropIV(a2) . The concept to the RHS drops its initial vowel
5: Result← “a1 n a′2” . Verbalize v ¬ with ti
6: else
7: Result← “a1 n a2” . Verbalize v ¬ with ti
8: end if
9: return Result
10: end function
(line 7 in Algorithm 5.3.2) is done by checking the NC of the noun2. If the sub-class is plural but
the super-class singular (as is the case with: Pain v Symptom, above), then the super-class is first
pluralized, followed by the verbalization with -ona. If both are plural, then the verbalization is
more straightforward, with the possessive concord obtained, and -ona used.
5.3.2 Conjunction (u)
Conjunction (u) is verbalized as ‘and’. In Runyankore, its verbalization depends on whether ‘and’
is used for a list of things or to connect clauses. For the former, na is used when the list comprises
only nouns. In the latter case, kandi is used, and this also applies when a list contains adjectives.
The examples below show the different circumstances under which na and kandi are used.
Simple Nouns: Disease u Symptom
Runyankore: Endwara n’omucecemo
Adjectives: Large u Strong
Runyankore: Bihango kandi by’amaani
Clauses: . . . ∃ reads.NewsPaper u . . . ∃ drinks.Milk
Runyankore: ... hakiri naashoma orupapura rw’amakuru rumwe kandi ... hakiri naanywa amate
For the above examples, the verbalization of u in English will always be ‘and’. In Runyankore,
however, we see how the verbalization changes based on the context of u: clauses and adjectives
use kandi while nouns, regardless of form, use na. The examples on simple and compound nouns
also show when vowel assimilation is necessary. In Algorithm 5.3.3, we show the steps in the
pattern to verbalize conjunction:
The verbalization of u is thus affected by two factors: (1) whether the name of the concept can
be categorized as a noun or adjective, and (2) whether the concept is atomic or an expression. If
the concepts are atomic, and both are nouns, then either n’ or na is used depending on whether the
name of the concept starts with a vowel or not respectively. If either of the concepts is an adjective,
then u is verbalized as kandi. Additionally, if the concept is an expression, then kandi is also used.
5.3.3 Existential Quantification (∃)
Existential quantification (∃) is verbalized as either ‘some’ or ‘at least one’. In Runyankore, both
‘some’ and ‘at least’ are translated as hakiri, while ‘one’ is -mwe. The relative concord3 of the
2The categorization of the singular and plural noun classes is presented in Table 3.1 in Chapter 3.
3For a list of the relative concords and their NCs, refer to Table 2.2 in Chapter 2.
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Algorithm 5.3.3 Verbalization of conjunction (u)
1: A axiom; Variables: a1, a2, p1, p2; Functions: getLHS(A), getRHS(A), getPOS(a)
2: a1 ← getLHS(A) . get entity to the left of u
3: a2 ← getRHS(A) . get entity to the right of u
4: p1 ← getPOS(a1) . get the part of speech for a1
5: p2 ← getPOS(a2) . get the part of speech for a2
6: if p1 == noun and p2 == noun then
7: if a2.startsWithVowel() then
8: Result← “a1 n’a2” . Verbalize with n’
9: else
10: Result← “a1 na a2” . Verbalize with na
11: end if
12: else
13: Result← “a1 kandi a2” . Verbalize with kandi
14: end if
15: return Result
concept quantified over is required to form the full word for ‘one’. The examples below show how
∃ can be verbalized (the prefix of the noun and the subject concord with -mwe are underlined):
Axiom1: Pill v ∃ reduces.Pain
English: Every pill reduces some pain.
Runyankore: Buri kajuma hakiri nikakyeendeza obusaasi.
Axiom2: Medicine v ∃ takenWith.Milk
English: Every medicine is taken with some milk.
Runyankore: Buri mubazi hakiri neetwaarwa n’amate.
Axiom3: Pill v ∃ has.ActiveIngredient
English: Every pill has at least one active ingredient.
Runyankore: Buri kajuma hakiri kaine ekirungo ky’amaani kimwe.
In axioms 1 and 2, ∃ is verbalized as ‘some’ because the nouns quantified over, ‘pain’ and
‘milk’, are an abstract concept and a mass noun, respectively. Similarly, in Runyankore, only hakiri
is used in the verbalization. Axiom 3, on the other hand, verbalizes ∃ as ‘at least one’, and shows
how, for Runyankore, the relative concord ki (NC 7) of the concept quantified over is required to
form kimwe ‘one’. Further, in axioms 1 and 3, we show the verbalization of simple roles (‘reduces’
and ‘has’), while axiom 3 is more than a binary relation and contains an indirect object. Finally, the
verbalizations all show how the verb conjugation described in Section 4.4 fits into the verbalization
process. For axioms 1 and 2, the standard CFG in Section 4.4 is used to conjugate nikakyeendeza
‘reduces’ and neetwaarwa ‘taken’. The verb conjugation in Axiom 2 is in the passive (w) and applies
phonological conditioning (ee). In Axiom 3, the CFG for the auxiliary in Section 4.4.1 is used to
conjugate kaine. Algorithm 5.3.4 shows the steps taken to verbalize ∃, for both simple and complex
roles.
There are three factors that affect the verbalization of ∃, the first being the NC of the concept’s
name, which is required to obtain the relative concord in order to form the full word for ‘one’
(lines 4 and 5 in Algorithm 5.3.4). The second is the quantifier, ∃, which is verbalized as ‘... hakiri
... -mwe for countable nouns, but as hakiri for mass nouns. Thirdly, the position of the concept
Chapter 5. Runyankore Verbalizations of ALCQ Constructors 57
Algorithm 5.3.4 Verbalization of existential quantification (∃)
1: A axiom; Variables: a, c, r, r′, rp, n; Functions: getRole(A), getRoleClass(r), getNC(a),
getSC(n), split(r), handlePrepositions(r(i)), assignAsNoun(r(i))
2: r ← getRole(A) . Get the role in the axiom
3: a← getRoleClass(r) . Get the noun quantified over
4: n← getNC(a) . Get the NC of the noun quantified over
5: c← getSC(n) . Use the NC to obtain the subject concord
6: if r.isComplexRole() then
7: r[]← split(r) . Split the role into its constituents
8: r′ ← r(0) . The first element is the verb
9: for i = 1; i < length(r); i ++ do
10: if r(i).isPreposition() then
11: rp ← handlePrepositions(r(i)) . The handling of prepositions is described in
Section 5.4
12: else if r(i).isConcept() then
13: a← assignAsNoun(r(i)) . This term becomes the concept quantified over
14: n← getNC(a) . Get the NC of the noun quantified over
15: c← getSC(n) . Use the NC to obtain the subject concord
16: end if
17: end for
18: if a.isCountableNoun() then
19: Result← “hakiri r′ a cmwe” . Verbalize with hakiri and -mwe
20: else
21: Result← “hakiri r′ a” . Verbalize only with hakiri for plural a
22: end if
23: else
24: if a.isCountableNoun() then
25: Result← “hakiri r a cmwe” . Verbalize with hakiri and -mwe
26: else
27: Result← “hakiri r a” . Verbalize only with hakiri for plural a
28: end if
29: end if
30: return Result
determines whose NC will be used with -mwe. This is evident when a complex role contains a
concept in its name. Consider the case where a complex role is composed of a verb, adjective, and
noun (for example: ∃ hasActiveIngredient.Hydrocodone). It can be seen that the role contains
a concept (Ingredient), whose position in the complex role makes it the concept quantified over,
rather than ‘Hydrocodone’. Therefore, the relative concord used with -mwe is that of ‘Ingredient’
(ekirungo in NC 7), resulting in kimwe, instead of emwe (from ‘Hydrocodone’ in NC 9).
5.3.4 Universal Quantification of Roles (∀)
While the verbalization of universal quantification in the context of subsumption is verbalized as
‘all/each’, the universal quantification of roles is verbalized as ‘only’. In Runyankore, ‘only’ is
-onka and it requires the possessive concord of the noun quantified over for the full verbalization.
This is demonstrated in the examples below, with the possessive concord underlined:
Axiom1: Panado v ∀ reduces.Pain
English: Every Panado only reduces pain.
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Runyankore: Buri Panado neekyendeeza obusaasi bwonka.
Axiom2: Fennodil v ∀ takenWith.Milk
English: Every Fennodil is only taken with milk.
Runyankore: Buri Fennodil neetwarwa na amate gonka.
The possessive concords of obusaasi ‘pain’ and amate ‘milk’, bwa and ga respectively, are re-
quired to verbalize ∀, resulting in bwonka and gonka respectively. This verbalization requires
phonological conditioning, which is explained further in Section 5.5. In Algorithm 5.3.5, we show
the steps required to verbalize ∀:
Algorithm 5.3.5 Verbalization of the universal quantification of roles (∀)
1: A axiom; Variables: a1, r, n1, g1; Functions: getRole(A), getNoun(r), getNC(a1),
getPossessiveConcord(n1)
2: r ← getRole(A) . Get the role in the axiom
3: if r.isComplexRole() then
4: See lines 6 to 13 in Algorithm 5.3.4
5: end if
6: a1 ← getNoun(r) . Get the noun quantified over
7: n1 ← getNC(a1) . Get the NC
8: g1 ← getPossessiveConcord(n1) . Use the NC to obtain the possessive concord
9: Result← “r a1 g1onka” . Verbalize with the appropriate possessive concord return Result
Similar to existential quantification, the verbalization of ∀ is also affected by three factors. The
NC of the concept’s name is required to obtain the correct possessive concord to use with -onka
(lines 3 and 4 in Algorithm 5.3.5). The verbalization is also determined by the quantifier, where
-onka verbalizes ∀. Again, similar to the verbalization of ∃, the position of the concept in the
axiom determines which possessive concord should be used in the case of complex roles. If the
role contains a concept in its name, then the concept quantified over becomes the concept within
the role, thus affecting which possessive concord -onka is completed with.
5.3.5 Negation of Roles (¬)
Negation of roles differs from negation of subsumption presented in Section 5.3.1 because it in-
volves verb conjugation. Therefore, the verbal morphology described in Section 4.2 is referenced,
with an emphasis on the pre-initial and formative grammatical slots. Negation of roles is repre-
sented by the use of the primary negative, ti, which occupies the pre-initial slot. Additionally,
negation in this context is done in the participial present continuous tense, which places riku in
the formative slot. If the role is complex, it is first split, as shown in line 7 of Algorithm 5.3.4, and
then the verb is conjugated. In the examples below, we focus on the negation in the conjugated
verb, ignoring the quantifiers already described in Sections 5.3.3 and 5.3.4.
Axiom1: Medicine v ¬ ∀ reduces.Headache
English: Every medicine does not reduce headache only.
Runyankore: Buri mubazi tigurikukyeendeza obusaasi bw’omutwe bwonka.
Axiom2: Pill v ¬ ∃ heals.Ulcer
English: Every pill does not heal some ulcers.
Runyankore: Buri kajuma tikarikukiza ebironda by’omunda.
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Axiom3: Medication v ¬ ∃ hasActiveIngredient.Hydrocodone
English: Every medication does not have at least one active ingredient which is Hydrocodone.
Runyankore: Buri mubazi tigwine ekirungo ky’amaani kimwe, ekiri omubazi gwa Hydrocodone.
The negation of roles is itself not affected by any of the six factors, as ti is always used. How-
ever, the verb conjugation is affected by the NC of the concept’s name, which is required to obtain
the correct subject concord for the initial slot; the position of the concept in the axiom, which af-
fects which concept’s NC will be used to obtain the subject concord; and the quantifier used. If the
quantifier is ∀, then the same verbalization pattern presented in Algorithm 5.3.5 is used, with the
only difference being that the verb is negated. If, on the other hand, the quantifier is ∃ as shown in
axioms 2 and 3, then hakiri is dropped from the verbalization, as it introduces a positive sentiment.
Algorithm 5.3.6 shows the steps taken during the negation of roles, which includes obtaining the
subject concord for verb conjugation:
Algorithm 5.3.6 Verbalization of negation of roles (¬)
1: A Axiom; Variables: a1, r1, c1, nc, sc; Functions: getRole(A), getConstructor(A), getNoun(A),
getNC(a1), getSubjectConcord(nc)
2: r1 ← getRole(A) . Get the role in the axiom
3: c1 ← getConstructor(A) . Get the constructor in the axiom
4: a1 ← getNoun(A) . Get the noun in the axiom
5: nc ← getNC(a1) . Get the NC of the noun
6: sc ← getSubjectConcord(nc) . Get the subject concord
7: if containsNegation(c1) then
8: Result← “tiscrikur1” . Conjugate the verb with the subject concord, -riku-, as the tense,
and pre-initial as the negation ti-
9: else
10: Result← “niscr1” . Conjugate the verb with the subject concord, no tense morpheme, and
pre-initial as the continuous marker ni-
11: end if
12: return Result
5.3.6 Maximum Cardinality (≤)
Maximum cardinality (≤) can be verbalized in English as either ‘... a maximum of ...’ or ‘... not
more than ...’. We use the latter for the Runyankore verbalization because it is the direct translation
of ≤, and it is translated as -tarikurenga. In order to form the full word for ‘not more than’, the
subject concord of the concept quantified over is required. This is shown in the examples below,
where the subject concord is underlined:
Axiom1: Patient v ≤ 2 treatedBy.Doctor
English: Every patient is treated by not more than 2 doctors.
Runyankore: Buri murwire naajaanjibwa abashaho batarikurenga 2.
Axiom2: Pill v ≤ 4 has.SideEffect
English: Every pill has not more than 4 side effects.
Runyankore: Buri kajuma kaine ebikurugamu bitagendereirwe bitarikurenga 4.
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In the above examples, the subject concords of ‘doctors’ (abashaho in NC 2) and ‘side effects’
(ebikurugamu bitagendereirwe in NC 8) ba and bi respectively, are required to fully verbalize with
-tarikurenga. Additionally, if the number restriction is greater than one, then the noun quantified
over is pluralized. Algorithm 5.3.7 shows the steps taken to generate this pattern:
Algorithm 5.3.7 Verbalization of maximum cardinality (≤)
1: A axiom; Variables: a1, o, n1, np, ncp, and cp; Functions: getNumber(A), getNext(A),
getNoun(o), pluralize(n), getNC(np), and getSC(ncp)
2: a1 ← getNumber(A) . Get the number restriction
3: o ← getNext(A) . Get the role after the number
4: n1 ← getNoun(A) . Get the noun from the axiom
5: if a1 = 1 then
6: nc1 ← getNC(n1) . Get the NC
7: c1 ← getSC(nc1) . Use the NC to obtain the subject concord
8: Result← “c1tarikurenga a1 n1” . Verbalize with the appropriate subject concord
9: else
10: np ← pluralize(n1) . Pluralize the noun
11: ncp ← getNC(np) . Get the plural NC
12: cp ← getSC(ncp) . Get the plural subject concord
13: Result← “cptarikurenga a1 np” . Verbalize with the plural noun and subject concord
14: end if
15: return Result
The verbalization of ≤ is affected by three factors: the NC of the concept’s name, the position
of the concept in the axiom, and the number restriction. The NC is required to obtain the correct
subject concord (lines 7 and 12 in Algorithm 5.3.7). Similar to the verbalizations of ∃ and ∀, the
presence of a concept in the name of a complex role changes the concept whose NC is used to
obtain the subject concord. The number in the cardinality constraint determines whether plural-
ization is required or not (lines 4 and 8 in Algorithm 5.3.7).
5.3.7 Minimum Cardinality (≥)
Minimum cardinality (≥) can be verbalized in English as ‘... a minimum of ...’, ‘... not less than ...’,
or ‘... at least ...’. We used the last (‘... at least ...’), which is hakiri, in the Runyankore verbalization
because this is a more directly translatable version. If the number restriction is ‘1’, then the ver-
balization of ≥ is exactly the same as that of ∃ described in Section 5.3.3. Otherwise, the number
itself is used in the verbalization, instead of -mwe, and the noun is pluralized. We demonstrate
these two situations in the examples below:
Axiom1: Medication v ≥ 3 takes.Day
English: Every medication takes at least 3 days.
Runyankore: Buri mubazi hakiri nigutwara ebiro 3.
Axiom2: Patient v ≥ 1 has.Symptom
English: Every patient has at least one symptom.
Runyankore: Buri murweire hakiri aine omucucumo gumwe.
Axiom2 is verbalized exactly the same way as ∃, because the number restriction is ‘1’. In Ax-
iom1, there is a need to pluralize the noun quantified over (‘day’) because the number restriction
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Algorithm 5.3.8 Verbalization of minimum cardinality (≥)
1: A axiom; Variables: a1, o, n1, np; Functions: getNumber(A), getNext(A), getNoun(o),
pluralize(n)
2: a1 ← getNumber(A) . Get the number restriction
3: o ← getNext(A) . Get the role after the number
4: n1 ← getNoun(A) . Get the noun from the axiom
5: if a1 = 1 then
6: call Algorithm 5.3.4 . Verbalize ≥ as ‘at least one’
7: else
8: np ← pluralize(n1) . Pluralize the noun
9: Result← “hakiri o np a1” . Verbalize with hakiri and the number
10: end if
11: return Result
is greater than ‘1’. Algorithm 5.3.8, only shows the steps taken in the latter situation, as the ver-
balization when the number restriction is ‘1’ is already presented in Algorithm 5.3.4:
The verbalization of ≥ is affected by the NC of the concept’s name (only in certain situations)
and the number restriction. If the number is ‘1’, then this is the exact same verbalization as ∃ and
it is therefore handled by Algorithm 5.3.4. If, on the other hand, the number is greater than ‘1’,
then the NC is required in order to perform the pluralization (line 8).
5.3.8 Exact Cardinality (=)
The verbalization of exact cardinality (=) in English is ‘... exactly ...’. However, Runyankore
does not have a direct translation for ‘exactly4’, but uses ‘only’ instead, which is -onka. Similar
to the verbalization of ∀, the possessive concord is required to form the full word for ‘only’. The
verbalization of =, however, differs from that of ∀ in two ways: first, the number is included in
the verbalization; and second, there is a need to pluralize the noun if the number is greater than
‘1’. This is depicted in the examples below:
Axiom1: Patient v = 2 takes.Pill
English: Every patient takes exactly 2 pills.
Runyankore: Buri murweire natwara obujuma 2 bwonka.
Axiom2: Medication v = 1 has.ActiveIngredient
English: Every medication has exactly 1 active ingredient.
Runyankore: Buri mubazi gwine ekirungo ky’amaani 1 kyonka.
The possessive concords, bwa for obujuma and kya for ekirungo, are used in the verbalization of
=. Due to phonological conditioning (described later in Section 5.5), bwaonka and kyaonka become
bwonka and kyonka respectively. Axiom1 also shows when pluralization is required. In Algorithm
5.3.9, we algorithmically specify these steps:
The verbalization of = is affected by three factors: the NC of the concept’s name, the position
of the concept in the axiom, and the number restriction. The NC is required to obtain the correct
4It should be noted that a Runyankore dictionary [176] has a translation of ‘exactly’ as buzima. buzima is the NC 14
abstract concept for amazima ‘truth’, and can express the level of ‘truthfulness’. So, in the following example, ‘That is
exactly what he said’, ‘exactly’ here can be translated as buzima. However, when stating that, ‘I can honestly say that he
has exactly two children’, then the translation is Buzima aine abaana 2 bonka, with buzima affirming the truthfulness ‘I
can honestly say’, and bonka translating ‘exactly’ in this context.
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Algorithm 5.3.9 Verbalization of exact cardinality (=)
1: A axiom; Variables: a1, o, n1, np, ncp, and gp; Functions: getNumber(A), getNext(A),
getNoun(o), pluralize(n), getNC(np), getPossessiveConcord(ncp)
2: a1 ← getNumber(A) . Get the number restriction
3: o ← getNext(A) . Get the role after the number
4: n1 ← getNoun(A) . Get the noun from the axiom
5: if a1 == 1 then
6: nc1 ← getNC(n1) . Get the NC
7: g1 ← getPossessiveConcord(nc1) . Use the NC to obtain the possessive concord
8: Result← “n1 a1 g1onka” . Verbalize with the appropriate possessive concord
9: else
10: np ← pluralize(n1) . Pluralize the noun
11: ncp ← getNC(np) . Get the plural NC
12: gp ← getPossessiveConcord(ncp) . Get the plural possessive concord
13: Result← “np a1 gponka” . Verbalize with the plural noun and possessive concord
14: end if
15: return Result
possessive concord (lines 7 and 12 in Algorithm 5.3.9). The presence of a concept in the name of a
complex role affects which NC will be used in the verbalization. Finally, the number determines
whether pluralization is required or not, and if required, the NC is needed to pluralize the noun
correctly.
5.4 Handling Prepositions
The presence of prepositions in roles (relations), such as ‘takenWith’, and passives, such as ‘oper-
atedBy’, changes the pattern in which the role is verbalized. Although the developed algorithms
cannot handle every preposition, we cover those that appear in the test ontologies. These include:
‘with’ (na), ‘in’ (omu), ‘of’ (depends on the NC of the noun), and ‘by’ (w). The algorithms for ‘of’
and ‘by’ are limited to the situations where the former appears after a noun, and where the verb
is in the past tense for the latter. Examples of roles containing these prepositions are:
With: Doctor v ∃ worksWith.Nurse
Runyankore: Buri mushaho hakiri naakora na omujaanjaabi omwe.
In: Doctor v ∀ foundIn.Hospital
Runyankore: Buri mushaho naashaangwa omu eirwariro ryonka.
Of: Heart v ∃ partOf.Body
Runyankore: Buri mutima hakiri guri ekicweka ky’omubiri gumwe.
By: Patient v ∀ treatedBy.Doctor
Runyankore: Buri murweire naajaanjibwa omushaho wenka.
From these examples, we see that ‘with’ and ‘in’ are translated as na and omu respectively. If,
however, the verb in the role is in the past tense (such as, ‘found’, above), the passive is introduced
into the verbalization (as is the case with naashaangwa). We have already explained this use of the
passive with the conjugated verb (as is the case for the verbalization of ‘by’) in Section 4.4, and it
is therefore not repeated here.
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The verbalization of ‘of’ is different, as the NC of the noun (NC 7 in the example above) is
required to obtain the possessive concord (ekya), which then drops its initial vowel to form kya.
Additionally, if the noun after the possessive concord starts with a vowel, then vowel assimilation
occurs. In Algorithm 5.4.1, we show the steps to verbalize prepositions.
Algorithm 5.4.1 Verbalization of the prepositions ‘with’, ‘in’, ‘by’, and ‘of’
1: A axiom; Variables: a1, g1, g′1, r, n1, p1, fv; Functions: getNoun(A), getRole(A), getNC(a1),
splitRole(r), getPossessiveConcord(n1), and dropIV(g1)
2: a1 ← getNoun(A) . Get the noun in the axiom
3: r ← getRole(A) . Get the complex role in the axiom
4: p1 ← splitRole(r) . Get the preposition by splitting the complex role
5: if p1.equals(‘with’) then
6: Result← “a1 r[0] na ” . Verbalize ‘with’ as na
7: else if p1.equals(‘in’) then
8: Result← “a1 r[0] omu ” . Verbalize ‘in’ as omu
9: else if p1.equals(‘by’) then
10: Result← “a1 r[0]w fv” . Verbalize ‘by’ by conjugating the verb with -w- before the final
vowel fv
11: else if p1.equals(‘of’) then
12: n1 ← getNC(a1) . Get the NC
13: g1 ← getPossessiveConcord(n1) . Use the NC to obtain the possessive concord
14: g′1 ← dropIV(g1) . Drop the initial vowel of the possessive concord
15: Result← “a1 r[0] g′1” . Verbalize with the noun and the possessive concord
16: else
17: Result← “a1 r ” . Verbalize without accounting for prepositions
18: end if
19: return Result
Because these prepositions exist in complex roles, there is a preprocessing step to their verbal-
ization involving splitting the complex role (see line 7 in Algorithm 5.3.4 and line 4 in Algorithm
5.4.1). Additionally, the verbalization of prepositions (even ‘of’, which requires the NC; see lines
5 and 6 in Algorithm 5.4.1) is not affected when pluralization is required.
5.5 Phonological Conditioning for the Nasal Compound nk
Recall that phonological conditioning is the change of a morpheme because of the phonologi-
cal features of the morphemes surrounding it [142]. In Sections 3.5 and 4.5, we presented how
phonological conditioning was achieved for nouns during pluralization, and for verbs during
conjugation. We also explained that, while the phonological conditioning described in Section 4.5
is restricted to verbs, the rules described in Section 3.5 hold throughout Runyankore orthography,
except where they contradict those for verbs. Here, we present a single aspect of phonological
conditioning, whose need was identified during verbalization, specifically the verbalization of
-onka ‘only’.
Recall that in Sections 5.3.4 and 5.3.8, the possessive concord is required to correctly verbalize
-onka; for example:
Axiom: Week v = 7 has.Day
English: Every week has only 7 days.
Runyankore: Buri saande eine ebiro 7 byonka.
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Byonka is composed of ebya and -onka. However, the possessive concord drops its initial vowel
and the concatenation becomes byaonka. While ao is usually resolved by the vowel elision of a
followed by vowel coalescence of o (explained in Section 3.5), resulting in a double vowel byoonka,
this is not so here. Due to the presence of the nasal compound nk, the double vowel is not required.
Consequently, the phonological conditioning for -onka is achieved through the vowel elision of a
only, resulting in byonka.
We added this rule to the phonological conditioning module described in Section 3.5, as it, too,
is true throughout Runyankore orthography, whenever a nasal compound is present.
5.6 Evaluation of Verbalizations of ALC Constructors
When investigating verbalization, we began with most constructors in the DL ALC, as a means
of limiting the initial scope. These included: v, u, ¬, ∃, and ∀. Once this was successful, we
extended it to the DLALCQ by including cardinality constructors. During the verbalization ofv,
¬, ∃, and ∀, we had several alternative verbalizations to consider. These were due to: (1) singular
and plural alternatives; (2) the placement of the verbalization of the constructor in the sentence;
and (3) the appropriate tense in which to conjugate the verb during verbalization. In order to
decide which verbalization to implement, we carried out an evaluation similar to that of [69, 99],
and asked study participants to identify which verbalization they preferred. The verbalization
preferred by most of the study participants is the one whose pattern is in the algorithms in Section
5.3.
5.6.1 Materials and Methods
We used a questionnaire with five questions during this survey. These questions tested verbaliza-
tions and alternatives for the following constructors:
(1) Existential Quantification (∃), which had four alternatives, hakiri after the noun, hakiri after the
verb, no -mwe, or plural.
A. Buri mwegyesa hakiri nayegyesa eishomo rimwe.
B. Buri mwegyesa nayegyesa hakiri eishomo rimwe.
C. Buri mwegyesa hakiri nayegyesa eishomo.
D. Abeegyesa boona nibeegyesa hakiri eishomo rimwe.
(2) Negation of Subsumption (v ¬), which had four alternatives, singular, plural, or using either
ti or ti -ri.
A. Ekikopo ti kintu
B. Ekikopo ti kiri kintu
C. Ebikopo ti bintu
D. Ebikopo ti biri bintu
(3) Subsumption (v), which had two alternatives, singular or plural.
A. Buri njangu n’enyamishwa
B. Enjangu zoona n’enyamishwa
(4) Existential Quantification (∃ with complex roles), which had six alternatives, singular, plural,
the placement of hakiri before or after the verb, or whether to include -mwe.
A. Buri musheija hakiri aine omwaana omwe ori omushaho
B. Buri musheija aine hakiri omwaana omwe ori omushaho
c. Buri musheija hakiri aine omwaana ori omushaho
D. Abasheija boona hakiri baine omwaana omwe ori omushaho
E. Abasheija boona baine hakiri omwaana omwe ori omushaho
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F. Abasheija boona hakiri baine omwaana ori omushaho
(5) Negation of Roles (¬∃), which had six alternatives, singular, plural, or whether to use the
present tense, participial present tense, or the participial present continuous tense.
A. Buri ntwiga terya nyama
B. Buri ntwiga tekurya nyama
C. Buri ntwiga terikurya nyama
D. Entwiga zoona tikirya nyama
E. Entwiga zoona tizikurya nyama
F. Entwiga zoona tizirikurya nyama
We obtained the study participants from Runyankore speakers in Kampala, Uganda; and used
WhatsApp5 to distribute the questionnaire because it is more familiar and widely used than email
or online surveys. We recruited the participants using snowball sampling, where we started with
a single family WhatsApp group, who then went on to send the questionnaire to other groups and
individuals. We instructed the study participants to answer each of the five questions subjectively
by selecting which verbalization they preferred, and encouraged them to explain the reasons for
their choices. The answers were delivered to us via WhatsApp, each one consisting of the number
of the question and the alternative selected (for example, 1C, 2A, 3A, etc.).
5.6.2 Results
We received 19 responses, but excluded one because it was incomplete. All of the 18 participants
were middle-class Banyankore and spoke both English and Runyankore. For this reason, the
results from these study participants cannot be generalized to the entire Runyankore speaking
population that also includes first language Runyankore speakers. 78.8% were female and their
age ranged from 24 to 59. Only three participants explained the reasons for their choices. Table
5.2 shows the number of participants who selected each alternative.
From the results shown in Table 5.2, the singular form was generally preferred by the majority
of survey participants. For the first question, on the verbalization of ∃, 72.2% preferred the sin-
gular form with hakiri after the noun. The singular was also preferred in the second question, by
55.6%, for the negation of subsumption using ti. Further, for the third question, the singular was
preferred for the verbalization of subsumption by 72.2% of survey participants. The plural form
was only preferred in the fifth question, by 33.3% of participants, on the negation of roles.
The forth survey question, on the verbalization of complex roles, produced mixed results on
individual alternatives: 27.8% of participants preferred the singular with hakiri after the noun, the
singular with hakiri after the verb, and the plural with hakiri after the noun. We therefore further
analyzed these results by classifying them into three groups: (1) singular versus plural; (2) hakiri
after the noun versus hakiri after the verb; and (3) with -mwe versus without -mwe. Based on these
categories, 72.2% selected the singular for group (1); and in group (2), 44.4% preferred hakiri after
the noun that included -mwe for group (3).
Further, we evaluated for the appropriate tense to use during the negation of roles, to ascertain
whether ordinary Runyankore speakers agreed with the linguists who recommended the use of
the participial present continuous tense in Section 4.6. We found that both the use of the simple
present tense and participial present continuous tense were preferred by 27.8% of participants.
Based on the preferences by non-linguists and recommendations by linguists, we maintained the
decision to use the participial present continuous tense for the negation of roles.
5WhatsApp is a mobile and desktop application that supports the sending and receiving of text, audio, video,
documents, and location messages, as well as making voice and video calls. Further details are available at https:
//www.whatsapp.com/about/.
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TABLE 5.2: Results from the evaluation on preferences of verbalization alternatives
Question Alternatives Number of
Preferences
1 (∃)
A. Singular with hakiri after the noun 13
B. Singular with hakiri after the verb 1
C. Singular with no -mwe 2
D. Plural 2
2 (v ¬)
A. Singular with ti 10
B. Singular with ti...ri 3
C. Plural with ti 4
D. Plural with ti...ri 1
3 (v) A. Singular 13B. Plural 5
4 (complex ∃)
A. Singular with hakiri after noun 5
B. Singular with hakiri after verb 3
C. Singular with no -mwe 3
D. Plural with hakiri after noun 5
E. Plural with hakiri after verb 0
F. Plural with no -mwe 0
5 (¬ of roles)
A. Singular with simple present tense 5
B. Singular with participial present tense 0
C. Singular with participial present continuous tense 1
D. Plural with simple present tense 6
E. Plural with participial present tense 1
F. Plural with participial present continuous tense 5
5.7 Discussion
We began the work to verbalize ontologies in Runyankore by identifying which constructors to
verbalize. Based on the kind of messages we aimed to generate in the healthcare domain, we
selected eight constructors. They are: subsumption and its negation, conjunction, existential and
universal quantification, negation of roles, and maximum, minimum, and exact cardinality.
Next, by verbalizing these constructors in Runyankore, and comparing with similar work in
isiZulu [98, 99], we were able to identify that six factors affect verbalization. Five of these were
identified for the verbalization of ALC in isiZulu [99], and these are:
(1) The noun class of the concept’s name;
(2) The concept’s category;
(3) Whether the concept is atomic or an expression;
(4) The quantifier used in the axiom; and
(5) The position of the concept in the axiom.
We found that these also affect verbalization in Runyankore, and additionally, for ALCQ with
cardinality constructors, the number restriction was also a factor. These factors were the basis for
the verbalization patterns shown in the algorithms.
Several tools exist for the verbalization of ontologies in English [85, 93], Greek [4], and syn-
thetic languages like Latvian and Lithuanian [68, 69]. However, we cannot use these tools because
they are template-based, and templates were found to be inapplicable to Bantu languages [4]. We
instead based our work on that by Keet and Khumalo [98, 99], where patterns were used to under-
take the verbalization, and accounted for the need for the NC. We were therefore able to bootstrap
the verbalizations of five constructors (subsumption and its negation, conjunction, existential and
universal quantification, and negation of roles) from the isiZulu patterns in [24]. This enabled us
to extend our work to include complex roles and the cardinality constructors.
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The evaluation presented in Section 5.6 showed that the singular form was preferred for all
constructors except for the negation of roles. This preference for the singular verbalization for
most constructors was also seen in the evaluation of controlled Baltic languages [69] and isiZulu
[99]. Finally, we cannot conclude that the results from this evaluation will generalize to other
dialects of Runyankore because there is disagreement among linguists about whether to regard
Runyankore, Rutooro, Runyoro, and Rukiga as dialects of the language called Runyakitara. This
issue is quite hotly contested.
5.8 Summary
In this chapter, we answered RQ2, which is about the verbalization patterns, by explaining how
we selected the appropriate constructors, identified the factors affecting verbalization, showed the
verbalization patterns for the selected constructors, and evaluated alternative verbalizations based
on the preferences of study participants. We verbalized eight constructors in the description logic
ALCQ, and showed the verbalization patterns for subsumption (v) and its negation, conjunction
(u), existential quantification (∃), universal quantification of roles (∀), negation of roles (¬), as
well as the cardinality constructors: maximum (≤), minimum (≥), and exact (=). In each case,
we used examples to depict the axiom input and the corresponding Runyankore output, and we
used algorithms to show the steps taken during verbalization. Further, we presented the rules
for phonological conditioning in the presence of a nasal compound. Finally, we evaluated the
alternative verbalizations forv,v ¬, ∃ for simple and complex roles, and for the negation of roles.
The results of this evaluation showed that: (1) the singular form was preferred for all constructors
except the negation of roles; (2) the placement of hakiri after the noun was preferred to after the
verb; (3) it was preferred for -mwe to be present rather than absent; and (4) the participial present
continuous tense was preferred for the negation of roles.
Now that we have a pluralizer from Chapter 3, the CFGs from Chapter 4, and these verbal-
ization patterns, the next chapter describes how we combined these three components in order to
answer RQ3 from Section 1.2.1 in Chapter 1, about developing the grammar engine.
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Chapter 6
Implementation of Runyankore
Grammar Engine
6.1 Overview
In the previous chapter, we presented the verbalization algorithms for a subset of the DL ALCQ,
the final verbalization component, after noun pluralization presented in Chapter 3 and verb con-
jugation presented in Chapter 4. In this chapter, we answer RQ3, ‘How can the Runyankore ver-
balization components be combined to form the grammar engine’, from Section 1.2.1 in Chapter
1. We had three questions regarding implementation and evaluation:
RQ3 (a). Which annotation model should be used to associate concepts and roles with their cor-
responding linguistic information?
RQ3 (b). What form should the grammar engine take?
RQ3 (c). What is the appropriate evaluation strategy for the text generated in Runyankore?
In Section 6.2, we explain the decisions made in the design of the grammar engine, including
the annotation model and type of application. In Section 6.3, we explain and show the architecture
of the grammar engine; while Section 6.4 describes the implementation of the annotator, pluralizer,
CFGs, and verbalization algorithms in Java as a Protégé plugin. Section 6.5 details the evaluation
of the grammar engine by linguists and non-linguists. There are two main contributions here:
• an architecture for linguistic realization of an agglutinating Bantu language; and
• a Runyankore grammar engine for linguistic realization through ontology verbalization.
In this chapter, we extend the work published at the 10th International Conference on Natural
Language Generation (INLG 2017) [26, 27] by showing the architecture of the grammar engine in
Section 6.3, presenting a step-by-step example of the text generation process in Section 6.4, and
providing details of the evaluation performed with the second linguist in Section 6.5.
6.2 Design Considerations
To recap, we explained in Section 2.4.2 that the verbalization process requires linguistic anno-
tations to associate the ontological elements with linguistic information. We also identified in
sections 3.2, 4.4, and 5.3 that linguistic information about each concept’s and role’s translation,
part-of-speech, and NC is required for verbalization. From the various annotation models dis-
cussed in Section 2.4.2, we chose the XML-based annotation model by [97] because it enabled the
annotation of an ontology with noun class information, and was successfully used in the verbal-
ization of two Bantu languages, isiZulu and ChiShona.
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We decided to implement the grammar engine as a Protégé5.X plugin. Protégé is a free, open-
source ontology editor and framework for building intelligent systems1. It was developed by
the Stanford Center for Biomedical Informatics Research at the Stanford University School of
Medicine2. Protégé is widely used for creating, modifying, and reasoning on ontologies, and
implementing the grammar engine as a plugin provides a seamless, quick, and easy means to ver-
balize existing or new ontologies in Runyankore. Since Protégé, the CFG tool [188], and the noun
pluralizer are Java implementations, we decided to also implement the verbalization algorithms,
phonological conditioning modules, and utility functions as a Java application. We selected a hash
map as the data structure to represent the NC information in Table 2.2, with the NC number as the
key, through which the corresponding subject concord, adjective concord, and possessive concord
can be obtained.
6.3 Architecture of Grammar Engine
Figure 6.1 shows the architecture of the grammar engine, and how the different modules (Pro-
tégé’s user interface, annotations, pluralizer, CFGs, verbalization algorithms, and phonological
conditioning modules) interact to generate text.
FIGURE 6.1: The architecture of the grammar engine, showing the interactions
among Protégé’s UI, noun class system (NCS), the pluralizer, CFG, verbalizer,
phonological conditioning modules (GeneralPC and VerbPC), and utility functions
(Utility)
The architecture presented in Figure 6.1 shows the main modules of the grammar engine.
Protégé provides the user interface through which: (1) the grammar engine accesses the ontology;
(2) the XML annotation file is created after annotating the concepts and roles through the ‘View’
1For more details on obtaining a license and downloading Protégé, see https://protege.stanford.edu.
2For details about the aims and background to the development of Protégé, see https://protege.stanford.edu/
about.php.
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tab; and (3) the action to verbalize the ontology is performed through the ‘Runyankore’ submenu
under the ‘Tools’ menu.
The main modules for text generation (verbalizer, pluralizer, and CFG) are shown, with the
importance of the noun class system (NCS) highlighted. The Verbalizer obtains the NC, part-of-
speech, and translation from Annotations.xml, and then uses the NC during pluralization and
verb conjugation, which all require subject concords, prefixes and possessive concords from the
NCS.
Utility and GeneralPC can be regarded as helper modules, with Utility performing prepro-
cessing checks and actions, like checking if the name of a concept starts with a vowel, or splitting
complex roles; and GeneralPC performing the phonological conditioning described in Sections 3.5
and 5.5 for pluralization and verbalization respectively. The phonological conditioning required
for verbs, explained in Section 4.5, is internally handled by VerbPC during verb conjugation.
6.4 Implementation of Grammar Engine
As shown in Figure 6.1, Protégé provides the user interface for the plugin. We ensured that when
an ontology is loaded, only the axioms that contain the eight constructors (described in Chapter
5) are selected for verbalization. The concepts and roles are then obtained from these axioms, and
complex roles split into their constituents, which are then output to the annotate ‘View’ tab to be
annotated with their corresponding translation, part-of-speech, and noun class (NC).
6.4.1 Annotate ‘View’ Tab
Protégé has a user interface element called a “View’ tab’, through which one can view and modify
concepts, roles, and axioms. We added a ‘View’ tab with a panel through which information can
be input in order to annotate the ontology.
We added several integrity checks during the entry of the annotations to ensure that the part-
of-speech and NC information is input in the required format. The input of the part-of-speech is
restricted to either ‘A’ for adjective, ‘P’ for preposition, ‘N’ for noun, or ‘V’ for verb, regardless
of case. The NC is restricted to integers from 0 to 18, and 20 and 21, because there are 20 NCs in
Runyankore, excluding ‘19’ and ‘0’ is allocated to the non-noun parts-of-speech (verbs, adjectives,
and prepositions). Additionally, entries where the NC contains an ‘a’, ‘d’, or ‘m’ to indicate noun
phrases with adjectives, definitions, and mass nouns respectively are accepted. Any entries that
differ from these for the part-of-speech and NC result in an error dialog informing the user of the
expected inputs. This integrity checking was implemented through the use of document filters.
Figure 6.2 shows a screenshot of Protégé’s user interface, with the Runyankore annotate View
tab selected. In the screenshot, a subset of the concepts and roles in the healthcare ontology
SNOMED-CT [83] is shown, with their corresponding fields for translation, part-of-speech, and
NC.
After annotating all the concepts and roles, clicking the ‘Submit’ button saves this information
in an XML file. A sample of the structure of the XML annotation model is shown below. Notice
the impact of splitting complex roles, which results in entities that do not contain the Internation-
alized Resource Identifier (IRI) of the ontology (see ‘Has’ and ‘active ingredient’), as compared to
‘Opiate’.
<?xml version=“1.0” encoding=“UTF-8” standalone=“no”?>
<ontology xmlns=“&lt;http://www.ihtsdo.org/snomedct.owl&gt;”>
<annotation entity=“&lt;http://www.ihtsdo.org/snomedct.owl#Opiate&gt;”>
<translation>omubazi ogukusinza ogukwejunisibwa kukyendeza obusaasi</translation>
<partOfSpeech>n</partOfSpeech>
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FIGURE 6.2: Protégé’s UI, showing the ‘View’ Tab, used to annotate concepts and
roles in the ontology
<nounClass>3d</nounClass>
</annotation>
<annotation entity=“Has”>
<translation>in</translation>
<partOfSpeech>v</partOfSpeech>
<nounClass>0</nounClass>
</annotation>
<annotation entity=“active ingredient”>
<translation>ekirungo eky’amaani</translation>
<partOfSpeech>n</partOfSpeech>
<nounClass>7</nounClass>
</annotation>
</ontology>
There is a separate XML annotation file for each ontology to be verbalized. As shown in Figure
6.1, during verbalization the annotation file is queried for information about the translation, part-
of-speech, and NC of the concept or role of interest
6.4.2 Implementation of Verbalization Algorithms
We implemented the verbalization algorithms shown in Section 5.3 as methods in one Java class.
Before verbalization can be attempted, the presence of the XML annotation file corresponding to
the active ontology must be established. If it does not exist, a message dialog is used to alert the
user to this. Further, once the verbalization process has started, partial or incomplete annotation of
all concepts and roles of interest results in an exception, with the unannotated concept(s) and/or
role(s) displayed in the error message. Adding the missing annotations results in the verbalization
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process being completed. Here, we explain the step-by-step implementation of Algorithm 5.3.4 for
Hydrocodone v ∃Has_active_ingredient.Hydrocodone. This axiom has been directly taken from the
healthcare ontology SNOMED-CT [83]..
First, the utility class splits the complex role ‘Has_active_ingredient’ into ‘Has’ and ‘active
ingredient’. These two, together with ‘Hydrocodone’ are annotated through the ‘View’ tab with
their translations, parts-of-speech, and NCs, as shown in Figure 6.2, resulting in the creation of an
XML file.
The NC of ‘Hydrocodone’ is then obtained from the XML file and used to check whether it is
singular or plural, and because it is singular (NC 9), Buri ‘each’ is used to verbalize v. Addition-
ally, because ‘active ingredient’ is neither a mass noun nor belongs to a plural NC, ∃ is verbalized
as hakiri ... -mwe (at least one). The NC of ‘active ingredient’ (NC 7) is used to obtain the relative
concord ki, with which to form the full word for ‘one’, kimwe, as shown in lines 4, 5, and 9 in
Algorithm 5.3.4. The CFG for the auxiliary shown in Section 4.4 is applied in this case, because
the verb is ‘has’.
This results in the following output:
Axiom: Hydrocodone v ∃Has_active_ingredient.Hydrocodone
English: each Hydrocodone has at least one active ingredient that is Hydrocodone
Runyankore: Buri mubazi gwa Hydrocodone hakiri gwine ekirungo eky’amaani kimwe kiri omubazi
gwa Hydrocodone
omubazi gwa Hydrocodone is the translation of ‘Hydrocodone’; ekirungo eky’amaani is the transla-
tion of ‘active ingredient’; gwine3 is the conjugated verb for ‘has’ with verb-root in; and kiri results
from the conjugation of the copulative (is) with verb-root ri.
When the verbalization has been completed, a message dialog is used to alert the user and
provide the name of the text file to which the text generated is saved.
6.4.3 Testing
We tested the grammar engine with four ontologies: (1) a subset of SNOMED-CT [83], a very large
healthcare ontology; (2) university ontology4; (3) people ontology5; and (4) family ontology6. We
used ontologies outside the healthcare domain in order to test the generalizability of the verbal-
ization algorithms7.
6.5 Evaluation of Generated Text
There are two fundamental methods of evaluating NLG systems: intrinsic and extrinsic [63]. We
were interested in the intrinsic methods because they measure the performance of the NLG sys-
tem independently of its setup, and usually test for correctness and readability of output [63].
There are three main evaluation strategies associated with these methods: (1) subjective human
judgements, to assess the correctness of the generated text; (2) a human-based comparison of the
generated text to a baseline, such as a state-of-the-art NLG system or human-authored text; and
(3) an automatic metric, which assesses the generated text based on a standard metric [63, 159].
The automated metric evaluation requires high-quality reference text [63] which was not available
for Runyankore, and it was therefore not used in our evaluation.
3It should be noted that gwine has undergone phonological conditioning, because the subject concord gu is conju-
gated with the verb-root in.
4http://www.mindswap.org/ontologies/debugging/university.owl
5http://owl.man.ac.uk/2005/07/sssw/people
6http://www.mindswap.org/ontologies/family.owl
7The implemented grammar engine can be accessed at https://github.com/runyankorenlg/
RunyankoreNLGSystem.
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Instead, we used subjective human judgements (referred from here on as ‘the rate test’) and
the human-based comparison test. The rate test involves presenting the generated text to human
subjects (domain experts, linguists, and/or target population) in order to obtain their opinions on
the structure and correctness of the generated text [63, 159], as was done by DiMarco et al. [54], de
Rosis, Grasso, and Berry [46], and Hussain et al. [81] in their healthcare-based NLG systems. The
human-based comparison test involves comparing the generated text to the state-of-the-art text,
which is usually human-authored text, based on the opinions of human subjects [63]; de Rosis,
Grasso, and Berry [46] and Hussain et al. [81] also used this test.
For the rate test, we asked subjects to read and judge the generated text for grammatical
correctness and understandability. For the human-based comparison to a baseline standard, we
tested whether the generated text could be distinguished from human-authored text.
6.5.1 Procedure
We applied for and received ethics approval from the Faculty of Science Research Ethics Commit-
tee at the University of Cape Town, approval code FSREC 079-20168. We used a questionnaire
in this study, which was conducted with non-linguists from Mbarara, a district in Uganda where
Runyankore is ethnically and predominantly spoken. We were assisted by a member of the Mi-
rama community to make an announcement at the local Catholic church after the Sunday service.
A request was also made to the headmaster of a nearby school, who agreed to let his students and
staff take part in our study. All our study participants were at least 18 years old.
The study was undertaken on the school premises with the permission of the headmaster, and
the 100 participants gathered in a single classroom. They were briefed about the purpose of the
study, the consent form, and the different sections of the questionnaire. Any questions arising
after the briefing were answered before the study commenced. After the consent forms were
signed and collected, the participants proceeded to complete the Runyankore questionnaire, after
which they were each compensated with UGX 5000 (about USD 1.31).
The linguists were contacted via email. We first contacted one from the Department of African
Languages in the College of Humanities and Social Sciences at Makerere University in Uganda,
and she then recommended two more, who were also requested to take part in the study. Of the
three contacted, only two agreed to take part in the study, and they were briefed and given the
English questionnaire via email. They in turn used email to return both the signed consent form
and completed questionnaire. No compensation was given to the linguists.
6.5.2 Materials and Methods
We used a questionnaire with three main sections: (1) age, highest level of education, occupa-
tion, and first language; (2) ten generated sentences for the rate test; and ten sentences, with five
generated and five human-authored, for the comparison test. We included sentences from the
output of the grammar engine after verbalizing the four ontologies stated above, and we purpo-
sively selected sentences that could be used to evaluate important edge cases such as prepositions,
complex roles, the passive, and noun phrases in the names of concepts.
For the non-linguists, we purposively chose participants who could read, write, and speak
Runyankore. The consent form and questionnaire for non-linguists was translated to Runyankore,
and this can be found in Appendix D.
On the other hand, the linguists were given an English version of the questionnaire9. We
also replaced sentence I in the linguists’ questionnaire with Old_Lady v ∃ reads.Publication u ∀
reads.Tabloid, which was verbalized as: Buri mukaikuru hakiri nashoma ekihandiiko ekishohoziibwe
8The full ethics approval statement is available in Figure C.1 in Appendix C.
9The English version of the questionnaire given to linguists is available at https://github.com/ThesisResources/
EnglishQuestionnaire.
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TABLE 6.1: Sentences evaluated for grammatical correctness and understandability.
DL Axiom Constructor Inves-
tigated
Runyankore Sentence
A Chlordiazepoxide_hydro chlo-
ride v ∃ Has_active_ ingre-
dient(Chlordiazepoxide)
∃ in medical do-
main
Buri mubazi gwa hydrochloride ya Chlordiazepoxide
hakiri gwine ekirungo eky’amaani kimwe kiri omubazi
gwa Chlordiazepoxide.
B Giraffe v ∀ eats.Leaf ∀ Buri ntwiga nerya amapapa goonka.
C Leaf v ∃ part_of.Leaf ∃ with preposition Buri eipapa hakiri n’ekicweka kya omuti gumwe.
D Newspaper v Publication v Buri rupapura rw’amakuru n’ekihandiiko ekishohozi-
ibwe.
E Person v = 2 has.Parent = Buri muntu aine abazaire 2 boonka.
F Student v ≥ 1 hasDegree ≥ Buri mwegi hakiri aine diguri emwe.
G ScienceProfessor v ∀ adviso-
rOf.ScienceStudent
∀ with preposition Buri purofeesa wa sayansi n’omuhabuzi wa boonka abari
abeegi ba sayansi.
H Man v ¬ Woman disjointness (v ¬) Omukazi ti mushaija.
I Old_Lady v ∃
has_pet.Animal u ∀
has_pet.Cat
u Buri mukaikuru hakiri aine enyamaishwa erikutungwa
abantu kuzaanisa emwe eri enyamishwa, kandi aine
enyamaishwa erikutungwa abantu kuzaanisa zoonka
eziri enjangu.
J LecturerTaking4Coursesv = 4
takes.Course
= with noun phrase Buri mushomesa orikushomesa amashomo ana natwara
amashomo 4 goonka.
kimwe, kandi naashoma taburoyidi zoonka. We did this to avoid having a definition in the verbaliza-
tion.
We verbalized a small sample of SNOMED-CT [83] and this required the translation of med-
ical jargon into Runyankore. Based on the translations provided by a linguist, we identified the
following:
(1) For terms that are well known and commonly used, like ‘Panado’, the term is maintained;
(2) Other terms are given context in the translation; for example, ‘Hydrocodone’ is translated as
omubazi gwa hydrocodone ‘medicine of hydrocodone’;
(3) Others still are both translated and contextualized; for example, ‘diabetes’ is translated as
endwara ya shukari ‘disease of sugar’; and
(4) Where the above three options are not applicable, the term is defined; for example, ‘opiate’ is
translated as omubazi ogukusinza ogukwejunisibwa kukyendeza obusaasi ‘medicine which intoxi-
cates as treatment to reduce pain’.
Grammatical Correctness and/or understandability
The 10 sentences used for the rate test were required to be graded each according to four criteria:
grammatically correct and understandable, incorrect grammar but understandable, grammati-
cally correct but not understandable, and incorrect grammar and not understandable. Table 6.1
shows all the sentences in the questionnaire, as well as the DL axioms they verbalize, and the
specific constructor whose verbalization we were testing for.
Sentence G originally had ‘ProfessorInHCIorAI’ and ‘AIStudent’ as concepts in the axiom.
However, ‘AI’ and ‘HCI’ were replaced with ‘Science’ before the evaluation, because they were
unfamiliar to the study participants, and this could have negatively affected how the sentence
was graded.
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TABLE 6.2: Sentences evaluated as either computer generated (C) or human-
authored (H)
Label DL Axiom Runyankore Sentence
C1 Dog v ∃ eats.Bone Buri mbwa hakiri nerya eigufa rimwe.
C2 Hydrocodone v Morphine_derivative Buri mubazi gwa Hydrocodone n’omubazi gw’okukyendeeza
obusaasi.
H1 Lecturer v ¬ Professor Omushomesa wa yunivasite ti purofeesa.
C3 Sheep v ∀ eats.Grass Buri ntaama nerya ebinyaansi byoonka.
H2 Student v ≤ 7 studies.Course Buri mwegi naashoma amashomo gatarikurenga 7.
C4 TeachingFaculty v ≤ 3 takes.Course Abashomesa omu kitongore boona nibatwara amashomo
gatarikurenga 3.
H3 Hydrocodone v Opiate Buri mubazi gwa Hydrocodone gurimu ebirungo ebirikukyen-
deeza obusaasi.
H4 Parent v ∃ hasChild Buri muzaire n’omuntu oine haakiri omwana omwe.
C5 Cat v ¬ Dog Enjangu ti mbwa.
H5 Van v Vehicle Buri vaani n’emotoka.
Computer Generated versus Human-Authored
10 sentences, with 5 authored by a Runyankore Linguist (H) and 5 computer generated (C), were
presented to study participants. They were then required to grade each sentence either as human-
authored or computer generated, based on its construction. The sentences used in this part of the
questionnaire are presented in Table ??, along with the DL axioms verbalized.
All study participants received a questionnaire containing the questions for evaluating gram-
matical correctness and understandability, and computer generated vs. human-authored.
6.5.3 Results and Analysis
Of the 100 non-linguists that took part in the study, 99% were aged between 18 and 30 years.
Regarding their current occupation, 94% were students, 5% were teachers, and 1% were retired
nurses. Additionally, 54% were female, 94% had high school as their highest level of education,
and they all spoke Runyankore as their first language.
Grammatical Correctness and/or Understandability
For the evaluation on the grammatical correctness and understandability through the rate test, we
aimed to obtain a grading of ‘grammatically correct and understandable’ by over 50% of the study
participants. Figure 6.3 summarizes the results, where:
(1) The sentences that verbalized ∃ for the medical domain,v, =, ∀with preposition, andv ¬–A,
D, E, G, and H–were rated as ‘grammatically correct and understandable’ by 66%, 80%, 86%,
71%, and 92% of study participants, respectively.
(2) The sentences that verbalized ∀ and = with noun phrase–B and J–received the next highest
scores for ‘grammatically correct and understandable’ 47% and 38%, respectively.
(3) The sentences that verbalized ∃-with preposition, ≥, and u–C, F, and I–were rated as ‘gram-
matically correct and understandable’ by only 8%, 34%, and 26% of the study participants„
respectively.
Table 6.3 shows the results from calculating the statistical significance of the rating for each
sentence using the multinomial exact test.
From Table 6.3, the results are statistically significant for Sentences A, B, D, E, G, H, and J
being rated as both grammatically correct and understandable; Sentences C and F rated as having
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FIGURE 6.3: Evaluation results: A, D, E, G, and H performed very well (> 65%); C,
F, and I performed poorly (< 35%); B and J performed marginally
incorrect grammar but understandable; and Sentence I as being both grammatically incorrect and
not understandable.
We used the results of this evaluation to update the algorithms in the grammar engine in accor-
dance with the reasons given for not grading a sentence as ‘grammatically correct and understand-
able’. For example, sentence I, Buri mukaikuru hakiri aine enyamaishwa erikutungwa abantu kuzaanisa
emwe eri enyamishwa, kandi aine enyamaishwa erikutungwa abantu kuzaanisa zoonka eziri enjangu., had
the worst outcome (mostly regarded as incorrect). This was because the noun phrase enyamaishwa
erikutungwa abantu kuzaanisa (pet) was incorrectly pluralized when verbalizing ∀. We resolved
this by developing the algorithm for the pluralization of noun phrases with verbs presented in
Section 3.4.5, which pluralizes the noun phrase correctly as enyamaishwa textbfzirikutungwa abantu
kuzaanisa zoonka.
Computer Generated Versus Human-Authored
For the comparison test, our desired outcome was to have all computer generated sentences
graded as human-authored by over two-thirds of study participants. Hussain et al. [81] also used
a human-based comparison test with 3 professionals, and their best result was that 64% of the
overall text was regarded as human-authored. Figure 6.4 summarizes the results, where:
(1) All computer generated sentences (C) were regarded as human-authored.
(2) The generated sentences that verbalized ∀ and v ¬–C3 and C5–were regarded as human-
authored by 90% and 97% of study participants respectively.
(3) The human-authored sentence that verbalized v (H5) was regarded as human-authored by
only 56% of study participants.
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TABLE 6.3: Results on the p-values of different ratings for each test
Sentence P-value
A 2.38exp−17
B 9.8exp−15
C 1.91exp−07
D 1.79exp−27
E 7.76exp−37
F 0.001427
G 6.37exp−26
H 1.39exp−42
I 0.007307
J 1.09exp−03
Table 6.4 shows the results from using the binomial exact test to calculate the statistical signif-
icance of a computer generated sentence being regarded as human-authored.
TABLE 6.4: Results on the statistical significance of regarding a computer generated
sentence as human-authored
Sentence P-value
C1 1.59exp−05
C2 3.22exp−02
C3 < 2.2exp−16
C4 0.006637
C5 < 2.2exp−16
From Table 6.4, the results are statistically significant for Sentences C1, C2, C3, and C5 being
regarded as human-authored; but not for C4. Using the binomial exact test on the results ob-
tained for the human-authored sentences showed that the results were statistically significant for
Sentences H1, H2, and H3; but not for H3 and H5.
The result that most study participants (> 60%) regarded all generated text as having been
written by a human being is a positive outcome, which is further supported by obtaining statisti-
cally significant results for four out of the five computer generated sentences.
Results from Linguists
Table 6.5 summarizes the results by linguists, showing how they graded each sentence.
TABLE 6.5: Results from the evaluation by linguists
Test Grading L1 L2
Rate Test
Grammatically correct and under-
standable
B, F, H, J D, E, F, H
Grammatically correct but not un-
derstandable
I J
Incorrect grammar but understand-
able
A, D, E, G A, B, G, I
Incorrect grammar and not under-
standable
C C
Comparison Test Computer generated H1, C3, H4, C5, H5 C3, C4Human-authored C2, H2, C4, H3 C1, C2, H1, H2, H3,
H4, C5, H5
There were similarities and differences between the linguists’ evaluations, as shown in Table
6.5. Only L1 provided explanations for the ratings given, and they include:
Chapter 6. Implementation of Runyankore Grammar Engine 78
FIGURE 6.4: Computer vs Human: C1, C2, C3, C5 were considered human authored
by more than 66%; H2, H3, H5 performed worse than C1, C2, C3, and C5
(1) Problems with the translation of a medical terminology in Sentence A, where the use of the
possessive concord ya in mubazi gwa hydrochloride ya Chlordiazepoxide was discouraged because
it ‘sounds ungrammatical in foreign words adapted in Runyankore’;
(2) The nature of the concepts in Sentence D, which makes it ‘sound ambiguous’;
(3) The lack of phonological conditioning for the nasal compound nk in -oonka in Sentences E and
J;
(4) The incorrect placement of the prepositional phrase wa boona abari abeegi ba sayansi in Sentence
G; and
(5) Problem with the conventional way of translating the loan word taburoyidi ‘tabloid’ in Sentence
I.
Following this evaluation, we made updates to the algorithms in the grammar engine, for
example, developing the algorithm for the phonological conditioning of the nasal compound pre-
sented in Section 5.5.
Comparison Between Results by Linguists and Non-linguists
There was some agreement between the evaluations done by linguists and non-linguists. For the
rate test, all the sentences, except A and G, graded as ‘grammatically correct and understandable’
by the majority of non-linguists were graded the same by one of the linguists; while Sentences A
and G, with statistically significant results from non-linguists, were graded differently as ‘incorrect
grammar but understandable’ by both linguists. Sentence F, regarded as ‘grammatically correct
and understandable’ by both linguists, was graded as ‘incorrect grammar but understandable’
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by a statistically significant number of non-linguists, along with sentence C, which was regarded
as ‘incorrect grammar and not understandable’ by both linguists. We find it positive that for all
study participants, very few sentences were regarded as having both incorrect grammar and not
being understandable.
The human-based comparison test also produced varied results between linguists and non-
linguists. Four of the generated sentences (C1, C2, C3, and C5) were regarded as human-authored
by a statistically significant number of non-linguists. However, both C3 and C5 were graded as
computer generated by L1, and C3 and C4 were regarded as such by L2. The reasons for these
differences are unclear, as the participants did not explain their choices. On the whole, however, it
is encouraging that most of the computer generated sentences were considered human-authored
by linguists.
6.6 Discussion
Our implementation of a grammar engine that verbalizes ontologies in Runyankore is a step both
in text generation and in producing computational resources for under-resourced languages. A
popular grammar-based surface realizer is SimpleNLG [64], which is also implemented in Java.
Though SimpleNLG does not generate text through ontology verbalization, its lexical component
performs a similar function to the XML-based annotation model, by defining a lexicon and lexical
items that correspond to major grammatical categories (noun, verb, adjective, etc.) [64]. Addition-
ally, SimpleNLG’s syntactic component, which handles different phrasal types defined by several
grammatical features (such as tense, number, person, and mood) [64] performs similar functions
to the verbalization algorithms and Context-Free Grammars in the Runyankore grammar engine.
The architecture presented in Section 6.3 shows that the grammatical complexity unique to ag-
glutinating Bantu languages can be attributed to the noun class system. The architecture in Figure
6.1 shows how the noun class system NCS is integrated into all the key components of text gen-
eration: pluralization, verb conjugation, and verbalization. Given that other agglutinating Bantu
languages are just as grammatically complex as Runyankore, the architecture for the Runyankore
grammar engine might not be specific to Runyankore, but might be generalizable to the text gen-
eration needs of other agglutinating Bantu languages. If this is the case, then the Runyankore
grammar engine can serve as a reference point into similar research for this class of languages.
6.6.1 Grammar Engine Implementation
We answered RQ3 (a), regarding how to associate each concept and role of interest in an ontology
with its Runyankore translation, part-of-speech, and NC by using an XML annotation model. This
decision, based on the ability of an XML annotation model to account for the NC, also has impli-
cations for the generalizability of this approach to other agglutinating Bantu languages, because a
separate annotation file can be created and used during text generation for each language. Hav-
ing the Runyankore translations as part of the annotations, as opposed to directly translating the
concepts and roles in the ontology, has two advantages. Firstly, it separates linguistic information
from the ontology, which is the recommended approach [36, 76, 112]; and secondly, it leaves room
for generalization, as English can then be used as the base source language during translation.
The problem of providing NC-specific information during verbalization was solved using a
hash map. While this solution worked perfectly for the Runyankore grammar engine, it limits
the generalizability of this approach to other agglutinating Bantu languages, because they have
different NC information. A possible solution would be to put the NC information in a text file,
one for each language, which would then be loaded into the hash map once the desired language
has been selected.
RQ3 (b), about what form the grammar engine should take was answered by implementing it
as a Protégé plugin, and this makes it easy to use, as one is only required to create or load their
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ontology, annotate the concepts and roles and, through the ‘Runyankore’ submenu under ‘Tools’,
generate Runyankore text to a text file. However, it should be noted that the role of Protégé in
the architecture shown in Figure 6.1 is for the input of the ontology and annotations). These two
functions can be performed just as well by a stand-alone user interface or even the command-
line. The choice of Protégé however provides a familiar location for verbalization in Runyankore
among those who are already dealing with ontologies.
6.6.2 Evaluation of Grammar Engine
When answering RQ3 (c), we obtained encouraging results from the evaluation of the grammar
engine by 100 non-linguists and two linguists using the rate test and human-based comparison
test. For the rate test, we obtained statistically significant results from non-linguists for the best
rating, ‘grammatically correct and understandable’, for seven (Sentences A, B, D, E, G, H, and J) of
the ten sentences. Additionally, of the five computer generated sentences, four of them (Sentences
C1, C2, C3, and C4) were regarded as human-authored by a statistically significant number of non-
linguists. We used the’ feedback from both linguists and non-linguists to improve the algorithms
in the grammar engine, specifically regarding phonological conditioning, vowel assimilation, and
the pluralization of noun phrases.
An interesting insight obtained during the evaluation is concerned with the four translation
strategies for medical jargon explained in Section 6.5.2, which can be seen in the examples pre-
sented throughout this thesis. While these strategies make translating some medical jargon possi-
ble, there are still several terms for anatomy, diseases, and drugs which are not directly translatable
to Runyankore. However, these strategies offer a starting point to handle such cases.
6.7 Summary
This chapter detailed how we answered RQ3 from Section 1.2.1, concerned with how to combine
the different verbalization components into a grammar engine. We implemented the pluralizer,
Context-Free Grammars (CFGs), and verbalization algorithms presented in Chapters 3, 4, and 5.
We undertook the implementation in Java as a Protégé5.X plugin. We used an XML-based an-
notation model to associate concepts and roles with linguistic information about the translation,
part-of-speech, and NC. The architecture of the grammar engine in Figure 6.1 shows how the vari-
ous components interact to generate text. The generated text is accessible from the text file created
after verbalization. Further, we explained and demonstrated the implementation details using
an example. We used the rate test and human-based comparison test to evaluate the generated
text, and the results showed that most of the generated text was rated as ‘grammatically correct
and understandable’, and all generated text was regarded as human-authored by a majority of
non-linguists.
These results answer phase one of our research explained in Section 1.3 in Chapter 1, regarding
whether it is possible to verbalize ontologies in Runyankore. The next chapter presents phase two
of our research, on the generalizability of the Runyankore approach to other agglutinating Bantu
languages.
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Chapter 7
Generalizability and Bootstrappability
7.1 Overview
In the previous chapter, we explained how we used a grammar engine as a surface realizer for
Runyankore. Similar research on ontology verbalization in isiZulu [29, 96, 98, 99, 100] showed
similar success with the same approach. Therefore, we investigated whether the same approach
to verbalization is generalizable to other agglutinating Bantu languages.
When initially researching the verbalization patterns for Runyankore, we were able to re-
duce time and effort by bootstrapping from the existing isiZulu verbalization patterns in [98, 99].
Through the bootstrap approach, we were able to tailor Runyankore patterns for subsumption and
its negation, conjunction, existential quantification, and universal quantification [24]; after which
we extended the coverage to include complex roles, negation of roles, and number restrictions for
Runyankore [26]. We therefore also investigated whether the bootstrap approach could be applied
to identify verbalization patterns for other agglutinating Bantu languages.
Despite Guthrie’s language classification not always remaining accurate or consistent as more
linguistic knowledge is revealed about individual languages, Maho [123] argues that there are
fewer problems associated with establishing a referential classification than a genetic one, and has
updated the Guthrie zones to reflect new linguistic findings. We therefore found the ability to
bootstrap from isiZulu to Runyankore unexpected because they belong to different Guthrie zones
(S.40 and J.10 [123] respectively), and further investigated whether bootstrapping across zones is
unique to Runyankore and isiZulu, or possible between other languages. We also investigated
whether it is more efficient to bootstrap between languages in the same zone than across zones.
Throughout this thesis, we have used the noun classification according to Meinhof (presented
in Section 2.3.1). However, for both Runyankore and isiZulu, we identified several limitations in
this noun classification when applied to computational tasks, which indicate a possible barrier to
generalizability. These include:
(1) The presence of multiple class prefixes in a single NC (for example NC 5 in Runyankore with
prefixes ei and eri), and the same class prefix for different NCs (for example NCs 1 and 3 in
Runyankore and isiZulu [29]); this can cause non-determinism in noun pluralization algo-
rithms (as explained in [29] and Chapter 3);
(2) Some of the rules specified by Meinhof’s NC tables, especially for lesser known cases, make
generalizing computational tasks to multiple languages difficult; for example, the need for
phonological conditioning when pluralizing nouns in NC 1 which have a stem commencing
with a vowel other than u in isiZulu [29] and Runyankore;
(3) In Chapter 3, we defined ‘exceptions’ as nouns whose pluralization algorithm requires more
or different rules than the basic ones in the NC singular/plural pairings, and their rules are
specific to a language, thus limiting generalizability; and
(4) The same concepts are classified differently in different languages, and this too limits the abil-
ity to develop language-independent computational tools; for example, Runyankore’s noun
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classes do not have a separate class for kinship like isiZulu’s, yet kinship terms are pluralized
differently from other ‘people’ nouns;
When answering RQ4, ‘How can the Runyankore and isiZulu approaches to ontology verbal-
ization be generalized to other agglutinating Bantu languages’ from Section 1.2.1 in Chapter 1, we
had the following questions:
RQ4 (a.1). When applied to computational tasks, are the limitations of Meinhof’s noun classifi-
cation that are observed in Runyankore and isiZulu present in other agglutinating Bantu
languages; and if so, how can it be revised systematically to foster generalizability?
RQ4 (a.2). Given that Guthrie’s classification, despite its limitations, is regarded as relevant by
some linguists, is it more efficient to bootstrap between languages in the same zone than
across zones?
RQ4 (a.3). When there are multiple source languages from which to bootstrap, how can the most
efficient source–target language pair be identified?
In the context of this research, ‘bootstrappability’ refers to how efficiently a target language can
be bootstrapped from one or more source languages. In Section 7.2, we present the methodology
we undertook during this investigation. Section 7.3 explains how the five languages investigated
were selected, as well as their grammatical features. The regrouping of the classes of Meinhof’s
noun classification is presented in Section 7.4. In Section 7.5, we present the analyses undertaken
to investigate bootstrappability, and we explain the resulting metric developed to measure boot-
strappability in Section 7.6. The major contributions in this chapter are:
• The regrouping of the class prefixes of Meinhof’s noun classification in Section 7.4; and
• A metric for measuring the efficiency of bootstrappability in Section 7.5.
In this chapter, we extend the work published at the 27th International Conference on Com-
putational Linguistics (COLING 2018) [28] with results in Section 7.4 to show that the class re-
grouping can extend to other Bantu languages, beyond the seven used in this investigation. We
also present the analyses performed when investigating bootstrappability in Section 7.5 and its
efficiency in Section 7.6.
7.2 Methodology
The development of computational resources is an intensive activity for any language [21], and
this is even more so for very under-resourced languages like the Bantu languages. The develop-
ment of language resources in new languages can be fostered by transferring the existing knowl-
edge and resources from a resource-rich language to a language with fewer resources [82]. This
application of existing resources to solve a similar problem in another language is referred to as
bootstrapping.
The bootstrap approach has successfully been used to develop text generation resources using
different methods. Jarrar, Keet, and Dongilli [86] used templates to develop multilingual ver-
balizations of logical theories. The initial verbalization template file, in Dutch, was tailored to a
grammatically related language, in this case, German, by varying the text in the text tags and their
position, to reflect the language structure of the target language [86]. The structure of the abstract
syntax of the Resource Grammar Library (RGL) used to generate text in the Grammatical Frame-
work (GF), discussed in Chapter 2, was originally designed for European languages, but support
for languages in other language families (Thai, Japanese, and Chinese) has been achieved by boot-
strapping from the initial abstract syntax [155]. GF currently supports over 30 languages [154,
155]. SimpleNLG, a realization engine initially developed in English [64], has since been ported to
French [180], German [18], Italian 1, Mandarin [34], Brazilian Portuguese [42], and Spanish [152].
1The Italian implementation of SimpleNLG is available from https://github.com/alexmazzei/SimpleLEX-IT
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This was achieved by using language-specific components like the lexicon, while tailoring the syn-
tactic component to each language’s grammar [18, 34, 42, 152, 180]. JSrealB, an English and French
surface realizer, bootstraps from the French version of SimpleNLG [180] and JSreal (a web surface
realizer written in JavaScript) [39] to produce a bilingual text realizer for French and English [137].
JSrealB uses the lexicon structure and rules from JSreal, while SimpleNLG provides the syntactic
hierarchical tree representation to generate the text [137].
For Bantu languages, Bosch, Pretorius, and Fleisch [21] applied an experimental bootstrap-
ping approach to develop morphological analyzers for isiXhosa, seSwati, and isiNdebele based
on the existing one for isiZulu. Starting with the isiZulu morphological analyzer, they made the
following language-specific modifications for each language: word roots lexicon, grammatical
morpheme lexicon, as well as the language appropriate morphophonological rules [21]. The boot-
strap approach was also used to obtain Runyankore verbalization patterns, based on the isiZulu
ones [24]. The same factors affecting verbalization of five constructors in isiZulu were found to
also hold for Runyankore (see Section 5.7), and the Runyankore verbalization patterns were then
tailored from the isiZulu ones [24].
The benefits of using the bootstrap approach to develop language resources include: (1) re-
duction in development time and effort, for example, in [6], English initially required four days,
while the others each required a matter of hours; and (2) maintaining a high level of accuracy, for
example, the increase from an average of 71.3% to 95.6% in [21].
When investigating the use of the bootstrap approach for other agglutinating Bantu languages,
we used the following questions:
(1) Do the same factors that affect verbalization in Runyankore and isiZulu also hold for other
agglutinating Bantu languages?
(2) Given multiple source and target languages, how can the most efficient source–language boot-
strap pair be identified?
Here, we investigate the verbalization of most constructors in the description logic ALC, on
which bootstrapping from isiZulu to Runyankore [24] was performed. We differentiate between
bootstrapping among languages in the same zone (intra-zone bootstrappability) and bootstrap-
ping among languages across different zones (inter-zone bootstrappability). For the former, we
selected two languages, Luganda, from the same zone as Runyankore (J.10), and isiXhosa, from
the same zone as isiZulu (S.40). For inter-zone bootstrappability, we only considered agglutinat-
ing Bantu languages, with the same morphology as Runyankore and isiZulu. We selected three
languages from three different Guthrie zones: Kinyarwanda (J.60), Kikuyu (E.50), and chiShona
(S.10). Figure 7.1 shows the location of the selected languages across Africa.
We selected these five languages because they are actively used in their countries of ori-
gin–isiXhosa in South Africa, Luganda in Uganda, Kinyarwanda in Rwanda, Kikuyu in Kenya,
and chiShona in Zimbabwe. Additionally, their linguistics are taught at university level, which
provides access to current documentation.
In Sections 2.3.1, 2.3.2, and 2.3.3, we explained that the grammatical complexity of Bantu lan-
guages is due to noun classification, agglutination, and their verbal morphology. We thus re-
searched the grammatical structures of the selected five languages.
7.3 Grammatical Features of Selected Languages
There are several aspects of the grammars of chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Lu-
ganda which we were interested in: (1) the Guthrie zones [123] to which they belonged, in order
to ensure that we could investigate both intra-zone and inter-zone bootstrapping; (2) their noun
class (NC) systems, which, as shown in Figure 6.1 in Chapter 6, are crucial to the text genera-
tion process; (3) their verbal morphologies, which are generally complex for Bantu languages as
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FIGURE 7.1: The Guthrie zones of the selected languages: (1) Kikuyu (E.50), (2)
Runyankore and (3) Luganda (J.10), (4) Kinyarwanda (J.60), (5) chiShona (S.10), (6)
isiZulu and (7) isiXhosa (S.40)
explained in Sections 2.3.3 and 2.3.3; and (4) the need for phonological conditioning, which we
have shown to be necessary during noun pluralization, verb conjugation, and verbalization. The
summary of this information is presented in Table 7.1 [11, 47, 60, 88, 89, 101, 128, 140, 174, 190].
Similar to Runyankore and isiZulu, these five languages also possess noun classes with the
same class prefix but belonging to different NCs [11, 47, 88, 101, 128, 174, 190], which are high-
lighted in Table 7.2.
Katamba [94] explained that some NCs have gone into disuse in some Bantu languages, which
can be seen in the number of NCs in Table 7.1 and the marking with ‘N/A’ in Table 7.2. Further, as
explained in Section 2.3 and in Chapters 3, 4, and 5, the NC determines the agreement markers on
the associated lexical categories, which is depicted with the NC-dependent subject concord (‘SC’)
in Table 7.12.
The details of the grammatical features of these five languages revealed the following features
common among them and Runyankore and isiZulu:
2The details on other lexical categories determined by the NC for chiShona, isiXhosa, isiZulu, Kikuyu, Kinyarwanda,
and Luganda can be seen in tables F.1, F.2, F.3, F.4, and F.5 in Appendix F.
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TABLE 7.1: Relevant features possessed by the selected languages (‘FV’, Final Vowel;
‘Neg’, Negation; ‘NegSC’, Negative Subject Concord; ‘SC’, Subject Concord; ‘TnA’,
Tense and Aspect; ‘VC’, Vowel Coalescence; ‘VE’, Vowel Elision; ‘VH’, Vowel Har-
mony; and ‘VR’, Verb-Root)
Language Guthrie Zone Number of NCs Verbal Morphology
Simple Present | Negation
Phonological Condi-
tioning
chiShona S.40 20 SC-TnA-VR-FV | Neg-SC-
VR-FV
Yes, with VC, VE,
and VH
isiXhosa S.40 15 SC-VR-FV | Neg-
SC/NegSC-VR-FV
Yes, with VC and VE
Kikuyu E.50 17 SC-VR-TnA-FV | Neg-SC-
VR-TnA-FV or SC-Neg-VR-
TnA-FV
Yes
Kinyarwanda J.60 16 SC-VR-FV | Neg-SC-VR-FV Yes, with VC and VE
Luganda J.10 21 SC-TnA-VR-FV | Neg-SC-
TnA-VR-FV
Yes, with VC and VE
(1) They require phonological conditioning [47, 60, 88, 101, 128].
(2) Their phrasal structure is ‘subject, verb, object’, and the adjective is always placed after the
noun [47, 60, 88, 101, 128].
(3) As shown in Table 2.1 in Section 2.3.1, those languages with NCs 12 and 13 (chiShona, Kikuyu,
Kinyarwanda, Luganda, and Runyankore) all place diminutive objects in these classes [11, 88,
101, 190].
(4) Also shown in Table 2.1 and found here is that NC 15 contains infinitives, abstract nouns are
found in NC 14, and NCs 16, 17, and 18 are locative classes [11, 47, 88, 101].
On the other hand, tables 7.1 and 7.2 show several differences among these languages, which
prevent the direct reuse of the Runyankore and isiZulu algorithms:
(1) Each language has its own lexicon; and they have varying numbers of NCs, sometimes with
different NC prefixes and associated affixes.
(2) The simple verbal morphology presented in Table 7.1 shows that the placement of morphemes
for the simple present tense and negation varies for each language; and this is made even more
apparent when the full range of tenses, aspects, and extensions presented in Section 2.3.3 is
considered for each language [60, 88, 101, 128, 140].
(3) Finally, while some rules for handling phonological conditioning, such as u + vowel = w +
vowel, are found in some languages like isiZulu, Kinyarwanda, Luganda, and Runyankore
[47, 60, 88, 101, 140], it is not the case for other languages like Kikuyu and chiShona. Addition-
ally, there are language-specific rules, for example; Runyankore uses vowel coalescence and
elision next to a nasal compound, while Luganda only uses vowel elision.
The grammatical similarities among these languages offer areas around which to generalize
algorithms. However, the differences between them indicate a need for language-specific algo-
rithms. One of the main limitations to generalizability is the complexity of computationally ap-
plying Meinhof’s noun classification system across multiple languages.
7.3.1 Computational Limitations to Generalizing Meinhof’s Noun Classification
For noun pluralization algorithms, the structure of Meinhof’s noun classification does not pro-
vide a one-to-one singular/plural mapping. Maho [122] admits that only considering the class
prefixes to obtain the correct plural can lead to mistakes owing to the presence of classes with the
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TABLE 7.2: Standard NC classification by singular/plural pair (the first line is sin-
gular, and its plural is the second or third line), highlighting the same prefixes across
more than one NC for a language. The dashes between the letters in the prefix rep-
resent separation between the initial vowel (augment) and prefix; ‘-’: empty prefix;
‘N/A’: the NC is not present in that language (none use NC19 or NC22).
NC chiShona isiXhosa isiZulu Kikuyu Kinyarwanda Luganda Runyankore
1 mu- u-m- u-m-/u-mu- mu- u-mu- o-mu- o-mu-
2 va- a-ba- a-ba-/a-b- a- a-ba- a-ba- a-ba-
1a - u- u- - N/A N/A N/A
2a vana- oo- o- - N/A N/A N/A
2b a- N/A N/A N/A N/A N/A N/A
3a N/A N/A u- N/A N/A N/A N/A
2a N/A N/A o- N/A N/A N/A N/A
3 mu- u-m- u-m-/u-mu- mu- u-mu- o-mu- o-mu-
4 mi- i-mi- i-mi- mi- i-mi- e-mi- e-mi-
5 - i-/i-li- i-/i-li- ri- i-/i-ri- e-/e-li- e-i-/e-ri-
6 ma- a-ma- a-ma- ma- a-ma- a-ma- a-ma-
7 chi- i-si- i-si- ki-/gi- i-ki-/i-cy-/i-gi- e-ki- e-ki-
8 zvi- i-zi- i-zi- ci-/i- i-bi- e-bi- e-bi-
9 n- i-/i-n- i-/i-n- n- i-/i-n-/i-nz- e-n-/e-m- e-n-/e-m-
10 n-/dzi- ii-/i-zin- i-zi-/i-zin- n- i-/i-n-/i-nz- e-n-/e-m- e-n-/e-m-
9a N/A N/A i- - N/A N/A N/A
10a N/A N/A N/A - N/A N/A N/A
6 N/A N/A a-ma- N/A N/A N/A N/A
11 ru- u-/u-lu- u-/u-lu- ru- u-ru- o-lu- o-ru-
10 n-/dzi- ii-/i-zin- i-zi-/i-zin- n- i-/i-n-/i-nz- e-n-/e-m- e-n-/e-m-
12 ka- N/A N/A ka-/ga- a-ka-/a-ga- a-ka- a-ka-
13 tu- N/A N/A tu- u-tu- o-tu- o-tu-
14 u- u-bu- u-bu- - u-bu- o-bu- o-bu-
6 ma- N/A N/A N/A N/A N/A N/A
15 ku- u-ku- u-ku- ku-/gu- u-ku-/u-du- o-ku- o-ku-
6 N/A N/A N/A ma- a-ma- a-ma- a-ma-
16 ha- N/A N/A ha- a-ha- a-ha- a-ha-
17 ku- N/A ku- ku-/gu- N/A o-ku- o-ku-
18 mu- N/A N/A N/A N/A o-mu- o-mu-
20 N/A N/A N/A N/A N/A o-gu- o-gu-
21 N/A N/A N/A N/A N/A a-ga- a-ga-
21 zi- N/A N/A N/A N/A N/A N/A
6 ma- N/A N/A N/A N/A N/A N/A
23 N/A N/A N/A N/A N/A e- N/A
same prefix, such as NCs 1 and 3 in Table 7.2. Another source of non-determinism for pluraliza-
tion algorithms is the presence of multiple class prefixes for a single class (for example, NC 5 in
Table 7.2 for all languages except chiShona). This was handled in Algorithm 3.3.1 in Chapter 3
using if-statements with language-specific class prefixes, which impedes generalizability to other
languages.
Further, the different numbers of noun classes in each language (see Table 7.1) with different
class prefixes (see Table 7.2) also make the direct reuse of algorithms such as Algorithm 3.3.1 in
Chapter 3 by another language impossible. This is because the noun class (NC) number and class
prefix are included in the algorithm. This limitation further affects the pluralization of compound
nouns and noun phrases which require concords obtained through the NC.
Finally, Maho [122] makes a distinction between additive and substitutive pluralization. Addi-
tive pluralization occurs when the plural prefix attaches to the entire noun without dropping the
singular prefix, while substitutive pluralization occurs when the plural prefix replaces the singu-
lar prefix [122]. Computationally specifying the rules for individual cases for each language also
renders the reuse of the Runyankore and isiZulu algorithms impractical, especially for unseen
cases.
These limitations to the reuse of the existing Runyankore and isiZulu algorithms led us to
investigate whether Meinhof’s NC system can be regrouped with the aim of implementing generic
algorithms.
7.4 Regrouping of Meinhof’s Noun Class System
There are several ways in which the regrouping of Meinhof’s NC system can be done: (1) morpho-
logically (and syntactically for compound nouns), where each different class prefix is regrouped
as a subdivision of the general class, with the subdivision indicated using roman numerals, such
as, NC5, NC5i, etc.; (2) semantically, based on the meaning of a noun and thus be able to account
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for special categories of nouns such as mass nouns, singular-only nouns, and prefix exceptions; (3)
revising the entire NC classification to account for all fine-grained details regarding class prefixes,
concords, and agreement; and (4) a semantic non-morphological reclassification.
Option (2) requires extensive linguistic analysis of each language, such as further classify-
ing nouns into two categories based on grammatical number: individuated (for singular count
nouns), and non-individuated (plural count nouns and mass nouns), which would also apply to
singular-only nouns that would no longer be regarded as singular, but rather placed in the plural
NC and marked as non-individuated [122]. Option (3) also requires extensive linguistic analy-
sis, such as that presented by Taraldsen [174] for Nguni languages, where it is suggested that the
singular/plural pairings manifest a partial flexibility that leaves the concords as the only way of
determining a noun’s class membership. However, such analyses are beyond the scope of our
work and better suited to the domain of linguists. Option (4) has been found to be inconsistent be-
cause, as in all languages, all semantic analyses of Bantu NC systems end up with miscellaneous
or inconsistent categories [122].
For our immediate computational needs, we applied an approach of morphology and syntax
to the regrouping which ensures that there is always a one-to-one singular-plural mapping, but a
many to one plural mapping. Table 7.3 shows the regrouped NC systems; the new classes added
are those with one or more ‘i’s after the number.
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TABLE 7.3: Regrouped noun classes (NCs). The first line in each pairing is the singu-
lar and the other line(s) its plural class (if more than one line is paired, the one with
the prefix is applicable, or it is N/A); ‘-’: empty prefix; ‘N/A’: NC is not present in
that language.
NC chiShona isiXhosa isiZulu Kikuyu Kinyarwanda Luganda Runyankore
1 mu- u-m- u-mu mu- u-mu- o-mu- o-mu-
2 va- a-ba- a-ba- a- a-ba- a-ba- a-ba-
1a - u- u- - N/A N/A N/A
2a vana- oo- o- - N/A N/A N/A
2b a- N/A N/A N/A N/A N/A N/A
1i mw- N/A u-m- mw- u-mw- o-mw- o-mw-
2i v- N/A N/A N/A a-b- N/A N/A
2 N/A N/A a-ba- N/A N/A a-ba- a-ba-
2a N/A N/A N/A - N/A N/A N/A
1ii N/A N/A u-m- m- - - -
2i N/A N/A a-b- N/A N/A N/A N/A
2ii N/A N/A N/A N/A ba- ba- ba-
2 N/A N/A N/A a- N/A N/A N/A
3a N/A N/A u- N/A N/A N/A N/A
2a N/A N/A o- N/A N/A N/A N/A
3 mu- u-m- u-mu- mu- u-mu- o-mu- o-mu-
4 mi- i-mi- i-mi- mi- i-mi- e-mi- e-mi-
3i mw- N/A u-m- m- u-mw- o-mw- o-mw-
4 mi- N/A i-mi- mi- N/A N/A N/A
4i N/A N/A N/A N/A i-my- e-my- e-my-
5 - i- i- ri- i- e- e-i-
6 ma- a-ma- a-ma- ma- a-ma- a-ma- a-ma-
5i N/A i-li- i-li- i- i-ri- e-li- e-ri-
6 N/A a-ma- a-ma- ma- a-ma- a-ma- a-ma-
5ii N/A N/A N/A - N/A N/A N/A
6 N/A N/A N/A ma- N/A N/A N/A
7 chi- i-si- i-si- ki- i-ki- e-ki- e-ki-
8 zvi- i-zi- i-zi- i- i-bi- e-bi- e-bi-
7i N/A i-s- i-s- gi- i-cy- e-ky- e-ky-
8i N/A i-z- i-z- N/A N/A e-by- e-by-
8 N/A N/A N/A i- i-bi- N/A N/A
7ii N/A N/A N/A N/A i-gi- N/A N/A
8 N/A N/A N/A N/A i-bi- N/A N/A
9a N/A N/A i- - N/A N/A N/A
10a N/A N/A N/A - N/A N/A N/A
6 N/A N/A a-ma- N/A N/A N/A N/A
9 n- i- i- n- i- e-n- e-n-
10 dzi- ii- i-zi- n- i- e-n- e-n-
9i N/A i-n- i-n- N/A i-n- e-m- e-m-
10i N/A i-zin- i-zin- N/A i-n- e-m- e-m-
9ii - N/A N/A N/A - - -
10ii - N/A N/A N/A - - -
9iii N/A N/A N/A N/A i-zn- N/A N/A
10iii N/A N/A N/A N/A i-zn- N/A N/A
11 ru- u- u- ru- u-ru- o-lu- o-ru-
10 N/A ii- i-zi- n- N/A e-n- e-n-
10i N/A N/A N/A N/A i-n- N/A N/A
6 ma- N/A N/A N/A N/A N/A N/A
11i N/A u-lu- u-lu- N/A u-rw- o-lw- o-rw-
10 N/A ii- i-zi- N/A i- N/A N/A
12 N/A N/A N/A N/A N/A a-ka- a-ka-
12 ka- N/A N/A ka- a-ka- a-ka- a-ka-
13 tu- N/A N/A tu- u-tu- N/A N/A
14 N/A N/A N/A N/A N/A o-bu- o-bu-
12i N/A N/A N/A ga- a-ga- a-k- a-k-
13 N/A N/A N/A tu- N/A N/A N/A
13ii N/A N/A N/A N/A u-du- N/A N/A
14i N/A N/A N/A N/A N/A o-bw- o-bw-
13 N/A N/A N/A N/A N/A o-tu- o-tu-
13i N/A N/A N/A N/A u-tw- o-tw- o-tw-
14 u- u-bu- u-bu- - u-bu- o-bu- o-bu-
6 ma- N/A N/A ma- N/A N/A N/A
14i N/A N/A N/A N/A u-bw- o-bw- o-bw-
15 ku- u-ku- u-ku- ku- u-ku- o-ku- o-ku-
6 N/A N/A N/A ma- a-ma- a-ma- a-ma-
15i N/A N/A u-kw- gu- u-kw- o-kw- o-kw-
6 N/A N/A N/A ma- a-ma- a-ma- a-ma-
15ii N/A N/A N/A N/A u-gu- N/A N/A
6 N/A N/A N/A N/A a-ma- N/A N/A
16 ha- N/A N/A ha- a-ha- a-ha- a-ha-
17 ku- N/A ku- ku-/gu- N/A o-ku- o-ku-
18 mu- N/A N/A N/A N/A o-mu- o-mu-
20 N/A N/A N/A N/A N/A o-gu- o-gu-
21 N/A N/A N/A N/A N/A a-ga- a-ga-
20i N/A N/A N/A N/A N/A o-gw- o-gw-
21 N/A N/A N/A N/A N/A a-ga- a-ga-
21 zi- N/A N/A N/A N/A N/A N/A
6 ma- N/A N/A N/A N/A N/A N/A
23 N/A N/A N/A N/A N/A e- N/A
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We used the concords and similar prefix features among languages to guide our regrouping.
The concords, as explained by Katamba [94] and Maho [122], are used to distinguish between
classes. This was very helpful when deciding how to regroup nouns with no class prefixes. Our
regrouped noun classes are thus based on the following:
(1) For NCs 1, 3, 11, 13, 14, 17, and 20, instead of using if-statements to handle the differences be-
tween vowel-commencing stems (prefix ends in w) and consonant-commencing stems (prefix
ends in u), we regrouped the vowel-commencing stems into a new noun class, NCs 1i, 3i, 11i,
13i, 14i, 17i, and 20i;
(2) For NCs 7 and 8, instead of using if-statements to handle the differences between vowel-
commencing stems (prefix ends in y) and consonant-commencing stems (prefix ends in i),
we regrouped the vowel-commencing stems into a new noun class, NCs 7i and 8i;
(3) Nouns without prefixes in the singular and/or plural are placed in a new NC with ii such as
NCs 1ii, 5ii, 9ii, and 10ii; NC 2ii is the pairing for NC 1ii; and
(4) Instead of using if-statements to handle NCs with multiple class prefixes in a single class (not
resulting from conditioning for vowel-commencing stems) such as NC 5, we regrouped the
alternative prefix to the new class with an ‘i’.
The NC regrouping shown in Table 7.3 addresses the limitations presented in Section 7.3.1
regarding generalizing computational resources to multiple Bantu languages. The problem of how
to generalize resources when similar concepts are represented differently in different languages
is also addressed by this regrouping. Consider kinship terms that are placed in a separate NC
in chiShona, isiXhosa, isiZulu, and Kikuyu, but not in Runyankore and Luganda. These are now
regrouped as NC 1ii in Runyankore and Luganda because they do not have a class prefix (for
example, maama ‘mother’ and taata ‘father’). These can be paired as having NC 2ii as their plural
(resulting in bamaama and bataata).
The regrouped NC system in Table 7.3 is based on the NC systems of seven languages across
five Guthrie zones. However, given that there are over 300 Bantu languages spread over 80
Guthrie zones, we further analyzed the stability of our regrouping criteria to evaluate whether
it is consistent with the NCs in other agglutinating Bantu languages. We refer to the research
done by Maho [122], which presents a comparative analysis of the Bantu noun class system. We
selected this for our evaluation for three main reasons: (1) his work is completely focused on the
Bantu noun class system; (2) his analysis is based on data from 333 languages; and (3) all Guthrie
zones are represented in the analysis by at least three languages each.
Maho [122] stated that information about noun class membership can be deduced from the
concords, because the series of concords are distinct for each noun class. This supports the ra-
tionale by which we regrouped the noun classes, which focused on upholding the concordial
agreement system.
In our regrouped NC system, we can develop algorithms to handle additive and substitutive
pluralization. Examples of additive pluralization in other Bantu languages include: Thimbukushu
(guthu ‘camel thorn tree’ in NC 14 is pluralized as maghuthu); Chinyanja (lilime ‘toungue’ in NC 5
is pluralized as malilime in NC 6); and Northern Sotho (nta ‘louse’ in NC 9 is pluralized as dinta
in NC 10) [122]. We regroup nouns that undergo additive pluralization as ‘ii’ (for example, NCs
1ii, 5ii, and 9ii), while nouns that undergo substitutive pluralization are grouped in the original
noun class. Since both additive and substitutive pluralization are found to be operational in any
given language [122], algorithms based on this regrouping can be generalized to other languages
without changing the core rules.
Finally, several exceptional NCs have been observed in specific languages, and their occur-
rence has been mostly attributed to class mergers and near mergers [122]. However, where this
has been evident, it seems to result in a subset of consistent rules for pluralization [122]. Using
our regrouped noun classes, where the standard singular prefix as the main NC, and the merged
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or near-merged prefix as the regrouped NC with an ‘i’, it is possible to develop algorithms that
result in a deterministic output during noun pluralization.
So, based on our regrouped noun classes, we can develop language-independent algorithms
that can handle multiple class prefixes in a single NC, as wel as both additive and substitutive plu-
ralization. Having regrouped the noun classes in a manner that fosters generalizability, we next
investigated whether the bootstrap approach could be used to obtain the verbalization patterns in
other agglutinating Bantu languages.
7.5 Bootstrapping Language Resources for Agglutinating Bantu Lan-
guages
We first obtained natural language descriptions for subsumption and its negation, conjunction,
negation of roles, existential quantification, and universal quantification for each of the five lan-
guages. We next analyzed the verbalizations to identify the factors affecting verbalization for each
language.
7.5.1 Factors Affecting Verbalization
The verbalization of subsumption and its negation, conjunction, negation of roles, existential
quantification, and universal quantification in Runyankore and isiZulu [99] is affected by five
factors:
(1) The noun class of a concept’s name,
(2) The concept name’s category,
(3) Whether the concept is atomic or an expression,
(4) The quantifier, and
(5) The position of the concept in the axiom.
From the natural language descriptions of the five constructors in chiShona, isiXhosa, Kikuyu,
Kinyarwanda, and Luganda, we found that the same factors affect verbalization in these lan-
guages. We then investigated intra-zone bootstrappability, (where we use Runyankore and isiZulu
as the source languages, and Luganda and isiXhosa as the target languages.
7.5.2 Intra-zone Bootstrappability
In the context of this research, the term ‘bootstrappability’ refers to how efficiently a target lan-
guage can be bootstrapped from one or more source languages. Table 7.4 summarizes the sim-
ilarities and differences in how verbalization in isiXhosa, isiZulu, Luganda, and Runyankore is
achieved; such as where the NC is required, or where the category of a concept applies.
In the following sections, we use examples to explain intra-zone bootstrappability.
Subsumption
The verbalization of subsumption (v) as ‘is a’ in isiXhosa and Luganda depends on several factors
as shown in Table 7.4. In isiXhosa, the copulative depends on the NC of C1, the name of the
concept to the left of v, and the name of the concept to the right, C2, drops its initial vowel, and
the two are combined to form a single word. Luganda, on the other hand, has no copulative in the
translation, but C2 drops its initial vowel if it has one. The examples below show this:
Axiom: Panado vMedicine
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TABLE 7.4: Verbalization of the five constructors in isiXhosa, isiZulu, Luganda, and
Runyankore (Nc, NC; C1 and C2, the concepts to the LHS and RHS of the construc-
tor respectively; R, the roles in the axiom; Cr, the concept quantified over; ‘IV’, the
initial vowel; Sc, Rc, Qc, Pc, and Negc, the subject, relative, quantitative, possessive,
and negative concords respectively; Ep, the enumerative prefix; Pa, the prepositional
agreement; and Pn, the pronominal)
DL English isiZulu isiXhosa Runyankore Luganda
1. v
... is a... Category of
C2
Nc1 + cat-
egory of
C2
Category of
C2
Category of
C2
All Rc1 + onke Rc1 + onke Pc1 + ona Pc1 + onna
Each Rc1 + onke nganye,
placed af-
ter C1
buri, placed
before C1
buli, placed
before C1
v ¬ ... is not ... Negc1 + Pn asi + Pa1 Category of
C2
Category of
C2
2. u And (enu-meration)
na, ne, or no na, ne, or no na or n’ na or n’
And (con-
necting
clauses)
kanye or futhi kweye kandi Ate
3. ∃ ... at leastone ...
Rc2 + Qc2 +
dwa
nokuba Rcr +
nye
hakiri ...
RCr + mwe
kyeenkana ...
Rcr + mu
Some noma Ep + phi Rcr + nye hakiri ko ku
4. ∀ Only Rcr + odwa Rcr + odwa Pcr + onka Pcr + okka
5. ¬ ... R.C Not Negc, verb
conjugation
Negc, verb
conjugation
ti, verb conju-
gation
te or si, verb
conjugation
English: Panado is a medicine
isiXhosa: Ipanado liyeza
Luganda: Panado mubazi
In Luganda, omubazi ‘medicine’ drops its initial vowel and becomes mubazi. For isiXhosa, the
copulative depends on the NC of the name of the noun [89], and if C2 (the name of the concept
to the right of v) belongs to NCs 1, 1a, 2, 2a, 3, or 6, the copulative ng-a/o/u is placed after the
copulative of C1, and is then followed by C2. In the example below, the second copulative is
underlined:
English: Panados are medicines
isiXhosa: iipanado zingamayeza
In the above example, zi is the copulative for iipanado in NC 10, and nga is the copulative for
mayeza ‘medicines’ in NC 6.
When voicing the universal quantification in the subsumption, there are alternatives between
singular (‘each’) and plural (‘all’). For the singular, both isiXhosa and Luganda have a direct
translation, nganye and buli respectively. However, isiXhosa places nganye after C1, while Luganda
places buli before C1, which drops its initial vowel if it has one. The examples below show this:
Axiom: Panado vMedicine
English: Each Panado is a medicine
isiXhosa: Ipanado nganye liyeza
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Luganda: Buli Panado mubazi
In the plural, the translation of ‘all’ for both isiXhosa and Luganda relies on the NC of C1 to
obtain the relative concord to form the full word. isiXhosa uses -onke, which is placed before C1;
while Luganda uses -onna, placed after C1. Consider the examples below (the relative concord is
underlined):
Axiom: Panado vMedicine
English: All Panado are medicines
isiXhosa: Zonke iipanado zingamayeza
Luganda: Panado zonna mibazi
In both isiXhosa and Luganda, the relative concords, z- and za- respectively, are obtained
through the NC. Additionally, this verbalization requires pluralization of both concepts.
Analysis The copulative in isiZulu is ng for nouns starting with ‘a’, ‘o’, or ‘u’; but y everywhere
else [98]. In Runyankore, the copulative is ni if C2 starts with a consonant, and they are written
as separate words; but n’ for nouns starting with a vowel, which are written as a single word
[24]. This reliance on a syntactic approach that depends on the first letter of C2 was the basis for
bootstrapping from isiZulu to Runyankore.
The Luganda verbalization has some similarities with that of both Runyankore and isiZulu
because it also depends on whether C2 starts with a vowel. The two differences however, are:
(1) Luganda has no word for the copulative; and (2) the initial vowel is dropped if it exists. The
isiXhosa verbalization, on the other hand, is unique, as it requires the NC for the copulative, which
the others do not.
When voicing the universal quantification, we see that Runyankore, Luganda, and isiXhosa
all have a direct translation for ‘each’, while isiZulu requires the NC for the relative concord.
Additionally, Runyankore and Luganda place the verbalization before C1, which drops its initial
vowel. However, isiXhosa places nganye after C1.
In the plural, all four languages require the NC for the relative concord. isiZulu and isiXhosa
use identical verbalizations for ‘all’, both using -onke placed before C1. Runyankore and Luganda
have different translations for ‘all’, (-ona and -onna respectively), but both place it after C1 and
require phonological conditioning (for example, in Luganda, from zaonna to zonna).
Negation of Subsumption
The negation of subsumption in isiXhosa requires the NC of C1, the name of the concept to the left
of v, to form the negation of the copulative, which comprises the negative prefix a, negative affix
si, and the NC-dependent prepositional agreement); the copulative is omitted [89]. In Luganda,
the translation for the negation of the copulative is always si, but C2, the name of the concept to
the right of v ¬, drops its initial vowel if it has one. Below are examples to show this:
Axiom: Cup v ¬ Glass
English: A cup is not a glass
isiXhosa: Ikapu asiyo igilasi
Luganda: Ekikopo si gilasi
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Analysis In isiZulu, the negation of subsumption omits the copulative, and combines the nega-
tive subject concord (which is obtained through the NC) with the pronomial to form the negation
[98]. This pattern is similar to that of isiXhosa, but requires the morphemes to be tailored to each
language.
Runyankore and Luganda follow the same pattern; both use a direct translation for the nega-
tion of the copulative (ti and si respectively), and C2 drops its initial vowel.
Conjunction
In both isiXhosa and Luganda, the verbalization of u depends on whether u is used for enumer-
ation or to join clauses. Luganda makes a further distinction between the items in a list: whether
they are only nouns, or whether they contain adjectives. Table 7.5 shows the verbalization of u in
these different situations for each language.
TABLE 7.5: Verbalization of u in different conditions in isiXhosa and Luganda (‘C2’,
the name of the concept after u in the axiom; ‘IV’, initial vowel)
Condition isiXhosa Luganda
(1) Enumeration of nouns na, ne, or no, depending on IV of C2,
and C2 drops IV
na or n’, depending on IV of C2
(2) Enumeration of adjec-
tives
na, ne, or no, depending on IV of C2,
and C2 drops IV
ate
(3) Joining clauses kweye ate
Analysis In isiXhosa, isiZulu, Luganda, and Runyankore, the verbalization of u depends on
whether the concept is atomic (enumeration) or an expression (join clauses). In the former, in all
these languages, u is verbalized using na, which is altered depending on the first letter of C2. In
both isiZulu and isiXhosa, if C2 starts with i or u, then na becomes ne or no respectively; this is
then combined with C2, which drops its initial vowel. Both Luganda and Runyankore use na if
C2 starts with a consonant, and the two are written as separate words; but n’ if C2 starts with a
vowel, and the two are combined into one word.
Runyankore and Luganda make a further distinction when u is used for enumeration, condi-
tional on whether the items in the list are only nouns, or contain adjectives. In the former case,
both use na as explained above, while in the latter case, both use a different verbalization (kandi
for Runyankore and ate for Luganda).
When joining clauses, which are represented as expressions in the DL, the pattern is the same
for all four languages, but requires their respective translations for ‘and’: kanye or futhi for isiZulu
[98], kweye for isiXhosa, kandi for Runyankore, and ate for Luganda.
Existential Quantification
The verbalization of ∃ is either ‘... at least one ...’ or ‘some’. Both isiXhosa and Luganda have
a direct translation for ‘at least’, but the NC of Cr, the name of the concept quantified over, is
required to form the full word for ‘one’, which is -nye for isiXhosa and -mu for Luganda. Consider
the examples below, where the relative concord is underlined:
Axiom: Teacher v ∃ teaches.Subject
English: Every teacher teaches at least one subject
isiXhosa: Utishala nganye ufundisa isifundo nokuba sinye
Luganda: Buli musomesa asomesa kyeenkana esomo limu
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In the above example, ‘at least’ is translated as nokuba in isiXhosa and kyeenkana in Luganda.
In isiXhosa, ‘one’ is translated as sinye, where si- is the relative concord of isifundo ‘subject’ from
NC 7. In Luganda, limu for ‘one’ contains li-, the relative concord of esomo ‘subject’ from NC 5.
The verbalization of ∃ as ‘some’ is a little different. isiXhosa still verbalizes this using -nye
prefixed with the relative concord obtained through the NC of Cr, and nokuba is dropped from the
verbalization. Luganda uses a totally different pattern, conjugating the morpheme ko at the end
of the verb, thus introducing a notion of ‘a portion of’ into the semantics; and ku is placed before
Cr, which drops its initial vowel if it has one. The examples below show this:
Axiom: Panado v ∃ reduces.Pain
English: Every Panado reduces some pain
isiXhosa: Ipanado nganye lihlisa ezinye iintlungu
Luganda: Buli Panado ekendeezako ku busaasi
In the above example, the relative concord ezi- for iintlungu ‘pain’ in NC 10 is attached to -nye
to form the word for ‘some’ in isiXhosa. Luganda uses ko conjugated with the verb, and ku in its
verbalization, and obusaasi ‘pain’ drops its initial vowel to become busaasi.
Analysis Runyankore also has a direct translation for ‘at least’, hakiri, and requires the relative
concord of Cr to form the full word for ‘one’ using -mwe. isiZulu on the other hand verbalizes ‘...at
least one...’ using the quantitative suffix -dwa, which is prefixed by the relative and quantitative
concords (both are determined by the NC of Cr) [98].
The pattern for the isiXhosa and Luganda verbalizations is similar to that of Runyankore (ex-
cept for the positions and translations of the terms). They all have separate translations for ‘at
least’ and ‘one’.
The verbalization of ∃ as ‘some’ is also different in Runyankore and isiZulu. Runyankore drops
the -mwe and only uses hakiri, while isiZulu uses noma, the enumerative prefix, and phi [99]. These
two differ from isiXhosa, which requires the NC for the relative concord, and Luganda, which
uses ko conjugated with the verb.
Universal Quantification
In both isiXhosa and Luganda, the verbalization of ∀ depends on the NC of Cr (the name of the
concept quantified over) to obtain the relative and possessive concords, respectively. isiXhosa ver-
balizes ∀ as -odwa, while Luganda uses -okka. This is shown in the examples below (the concords
are underlined):
Axiom: Sheep v ∀ eats.Grass
English: All sheep eat only grass
isiXhosa: Zonke iigusha zitya ingca yodwa
Luganda: endiga zonna ziry’ebisubi byokka
For isiXhosa, y, the relative concord of NC 93 is used with -odwa, because Cr is ingca ‘grass’,
which is in NC 9. Similarly, in Luganda, the NC 84 possessive concord bya is used with -okka,
because Cr, ebisubi ‘grass’, is in NC 8.
3See Table F.2 in Appendix F for some concords in isiXhosa.
4See Table F.5 in Appendix F for some concords in Luganda.
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Analysis Both Runyankore and isiZulu require the NC to obtain the concords with which to
verbalize ∀ using -onka and -odwa respectively. The isiZulu and isiXhosa verbalizations are exactly
the same; both require the relative concords. The Runyankore and Luganda verbalizations only
differ in the translations; otherwise, the pattern is the same, and they both require the possessive
concord. They both also require phonological conditioning (for example, from byaokka to byokka in
Luganda).
Negation of Roles
As shown in Table 7.4, negation of roles in isiXhosa and Luganda is undertaken during verb
conjugation [60, 89], and Table 7.1 shows the arrangement of the morphemes in the conjugated
verb. Luganda uses two different morphemes during negation, te or si, the latter only used if the
subject is the first person singular [60]. isiXhosa on the other hand depends on the NC to obtain
the negative subject concord [175].
Analysis In both Runyankore and isiZulu, the negation of roles is undertaken during verb conju-
gation [25, 100]. However, whereas Runyankore has a single negation morpheme, ti [177], isiZulu
requires the noun class to obtain the correct negative subject concord [100]. When considering how
the negation morpheme is obtained, isiZulu and isiXhosa have the same pattern that requires the
NC, while Runyankore and Luganda have a similar pattern with direct translations.
Discussion on Intra-zone Bootstrappability
Our analysis of the verbalizations of isiXhosa and Luganda throughout Section 7.5.2 is aimed
at identifying whether it is indeed more efficient to bootstrap between languages in the same
Guthrie zone. We have categorized bootstrappability into three broad categories: (1) same pattern
and same lexicon; (2) same pattern but different lexicon; and (3) different pattern and different
lexicon.
Category (1) is evident between isiZulu and isiXhosa in the verbalization of subsumption in the
plural, conjunction, and universal quantification; as well as between Runyankore and Luganda
when u is used to enumerate a list of nouns.
Category (2) can be seen in the verbalization of subsumption in the singular and plural, nega-
tion of subsumption, conjunction when the concept is an expression or adjective, and for univer-
sal quantification, when bootstrapping from Runyankore to Luganda. This is the same case for
isiZulu and isiXhosa when verbalizing conjunction when the name of the concept is an expression.
Another similarity in this category between Runyankore and Luganda is the need for phono-
logical conditioning when verbalizing subsumption in the plural and universal quantification. In
Sections 3.5 and 5.5, we explained that Runyankore uses both vowel coalescence and elision for
-ona, while only vowel elision is used in the presence of a nasal compound (as is the case with
-onka). However, Luganda uses vowel elision for both -onna and -okka.
Categories (1) and (2) offer some evidence in support of intra-zone bootstrappability being the
better option, though they do not quantify by how much. Category (3) on the other hand provides
mixed results: for example, the patterns for the verbalizations of the copulative in isiXhosa and
Luganda are different from those of Runyankore and isiZulu. However, the Luganda pattern
shows more similarity to the Runyankore and isiZulu patterns, which are all based on the first
letter of C2. On the other hand, isiXhosa’s is NC-dependent, unlike the rest.
Additionally, the verbalization of existential quantification as ‘... at least one...’ in Luganda
and isiXhosa is more similar to the Runyankore pattern than the isiZulu one. This is because the
three have separate translations for ‘at least’ and ‘one’, while isiZulu has a single verbalization. In
each case, however, we cannot yet quantify by how much bootstrapping from one source language
instead of another improves the efficiency of verbalization.
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Similar patterns between languages in different zones have been observed, and this is inter-
zone bootstrappability. In the following section, we investigate further across five Guthrie zones[123].
7.5.3 Inter-zone Bootstrappability
For this investigation, we selected three languages from three different Guthrie zones: chiShona
(zone S.10), Kikuyu (zone E.50), and Kinyarwanda (zone J.60) (see Figure 7.1 in Section 7.2). Table
7.6 summarizes the factors that affect the verbalization of the five selected constructors.
TABLE 7.6: Verbalization of the five constructors in chiShona, Kikuyu, and Kin-
yarwanda (C1 and C2, the concepts to the LHS and RHS of the constructor respec-
tively; R, the roles in the axiom; Cr, the concept quantified over; ‘IV’, the initial
vowel; Rc and Pc, the relative and possessive concords respectively)
DL English chiShona Kikuyu Kinyarwanda
1. v
...is a... - ni ni, Depends on IV
of C2
All Rc1 + ose Pc1 + othe Pc1 + ose
Each Rc1 + ese oo buri
v ¬ ...is not... ha + Rc1 + si ti ntabwo ari, IV of C2
2. u And, Enumera-tion
na or ne na na or n’, IV of C2
Joining clauses uye na kandi
3. ∃ ...at least one... Rcr + mwe chetezvichienda mberi
Rcr + mwe kana-
makeria
nibura RCr + mwe
Some Rcr + mwe Rcr + mwe Rcr + ke
4. ∀ Only chete tu gusa
5. ¬ ...
R.C
Not ha, verb conjugation nd or ti, verb conju-
gation
nti, verb conjuga-
tion
We present the details in the following sections, where Runyankore and isiZulu are considered
as source languages.
Subsumption
Subsumption (v), verbalized as ‘is a’ in English, is ni in both Kikuyu and Kinyarwanda. Also, in
Kinyarwanda, ni becomes n’ if C2, the name of the concept to the right of v, starts with a vowel.
chiShona, on the other hand, has no translation for the copulative. This is shown in the examples
below:
Axiom: Panado vMedicine
English: Panado is a medicine
chiShona: Panado mushonga
Kikuyu: Panado ni dawa
Kinyarwanda: Panado n’umuti
When the universal quantification in the subsumption is voiced, there are two possible verbal-
izations: singular, ‘each’, or plural, ‘all’. chiShona, Kikuyu, and Kinyarwanda all have separate
translations for both cases. ‘Each’ is -ese in chiShona, and requires the NC of C1, the name of the
concept to the left of v, to form the full word. Kikuyu and Kinyarwanda both have direct trans-
lations for ‘each’: oo and buri, respectively. The examples below show this (the relative concord is
underlined):
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Axiom: Panado vMedicine
English: Each Panado is a medicine
chiShona: Panado yese mushonga
Kikuyu: Oo Panado ni dawa
Kinyarwanda: Buri Panado n’umuti
For chiShona, y, the relative concord of NC 9 to which panado belongs, is required for the
verbalization. In addition to having a direct translation for ‘each’, both Kikuyu and Kinyarwanda
place it before C1, while chiShona places it after C1.
The plural ‘all’ require the NC of C1 to obtain the appropriate concords in the three languages.
Both chiShona and Kinyarwanda verbalize ‘all’ as -ose, while Kikuyu uses -othe. Consider the
examples below (the concords are underlined):
Axiom: Panado vMedicine
English: All Panado are medicines
chiShona: Panado dzose mushonga
Kikuyu: Panado ciothe ni dawa
Kinyarwanda: Panado zose n’imiti
The verbalization is placed after C1 in all these languages. chiShona’s requires the relative
concord dz, while Kikuyu and Kinyarwanda verbalizations require the possessive concord, cia
and za, respectively. These two also require phonological conditioning through vowel elision.
Analysis We have seen in Section 7.5.2 that the verbalization of the copulative in Runyankore
and isiZulu is determined by the first letter of C2. Kinyarwanda has the exact same verbalization
as Runyankore, while Kikuyu, like Runyankore, uses ni, though it is not affected by C2. chiShona’s
verbalization, which has no copulative, is different from both Runyankore and isiZulu.
When voicing the universal quantification in the singular, both Runyankore and Kinyarwanda
are exactly the same, as they both use buri, placed before C1, which drops its initial vowel. Kikuyu
is similar, in that it also has a direct translation (oo) and places it before C1. On the other hand,
the patterns for isiZulu and chiShona are the same; both require the NC for the full translation
and place the verbalization after C1. There is, however, a need to change -onke in isiZulu to -ese in
chiShona.
For the plural form, all five languages require the NC during verbalization. Runyankore (with -
ona), Kikuyu (-othe), and Kinyarwanda (-ose) use the possessive concord, and require phonological
conditioning. isiZulu (-onke) and chiShona (-ose) require the relative concord. Unlike isiZulu,
however, the rest place the verbalization after C1.
Negation of Subsumption
Kikuyu and Kinyarwanda both have direct translations for the negation of subsumption: ti and
ntabwo ari, respectively. The chiShona verbalization requires the NC to obtain the relative concord
of C1, the name of the concept to the left of v ¬. Consider the examples below (the relative
concord is underlined):
Axiom: Cup v ¬ Glass
English: A cup is not a glass
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chiShona: Mukombe hausi girazi
Kikuyu: Gikobe ti girathi
Kinyarwanda: Igikombe ntabwo ari ikirahure
In chiShona, the relative concord u from NC 3 (the NC of mukombe ‘cup’) is used with the
negation morpheme ha and the affix si, to negate the copulative.
Analysis Similar to Kikuyu, Runyankore negates the copulative with ti, but additionally re-
quires C2 to drop its initial vowel. Kinyarwanda also has a direct translation, but C2 does not
drop its initial vowel. Both isiZulu and chiShona’s verbalizations require concords that are ob-
tained through the NC.
Conjunction
Both chiShona and Kinyarwanda verbalize conjunction differently when used to enumerate list
items or join clauses, while Kikuyu uses the same verbalization in both cases. Table 7.7 shows the
verbalization of u in these different situations for each language.
TABLE 7.7: Verbalization of u in different conditions in chiShona, Kikuyu, and Kin-
yarwanda (‘C2’, the name of the concept after u in the axiom; ‘IV’, initial vowel)
Condition chiShona Kikuyu Kinyarwanda
(1) Enumeration of nouns na na na or n’, depending on IV of
C2
(2) Enumeration of adjec-
tives
na na kandi
(3) Joining clauses uye na kandi
Analysis Runyankore, isiZulu, chiShona, and Kinyarwanda verbalize u differently depending
on whether the concept is atomic or an expression. In the former case, all five languages use na
for the verbalization. Additionally, both isiZulu and chiShona require phonological conditioning
here. Further, the Kinyarwanda verbalization is exactly the same as that of Runyankore in terms
of the lexicon and conditions that apply.
Existential Quantification
Existential quantification can either be verbalized as ‘...at least one...’ or ‘some’. When verbalized
as ‘...at least one...’, all three languages have a direct translation for ‘at least’, but the NC of Cr,
the name of the concept quantified over, is required to obtain the relative concord for the full
verbalization of ‘one’. This is shown in the examples below (the relative concord is underlined):
Axiom: Teacher v ∃ teaches.Subject
English: Every teacher teaches at least one subject
chiShona: Mudzidzisi wese anodzidzisa chidzidzo chimwe chete zvichienda mberi
Kikuyu: Oo mwarimu athomithagia ithomo rimwe kanamakeria
Kinyarwanda: Buri Mwalimu yigisha nibura isomo rimwe
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The direct translation for ‘at least’ is chete zvichienda mberi in chiShona, kanamakeria in Kikuyu, and
nibura in Kinyarwanda. All three languages translate ‘one’ as -mwe and the relative concord of Cr
(‘Subject’, in the above example) is required for the full translation: chi- from NC 7 in chiShona,
and ri from NC 5 in Kikuyu and Kinyarwanda.
The verbalization of ∃ as ‘some’ is the same in chiShona and Kikuyu, which both drop ‘at least’
but retain ‘one’ (-mwe). Kinyarwanda translates ‘some’ as -ke, which requires the NC of Cr for the
full verbalization. Consider the examples below (the relative concord is underlined):
Axiom: Panado v ∃ reduces.Pain
English: Every Panado reduces some pain
chiShona: Panado yese inoderedza mamwe marwadzo
Kikuyu: Oo panado enyihagia ruo rumwe
Kinyarwanda: Buri panado ugabanya uburibwe buke
Analysis The verbalization of ∃ as ‘...at least one...’ in chiShona, Kikuyu, and Kinyarwanda is
similar to that of Runyankore, which also has separate translations for ‘at least’ and ‘one’. Addi-
tionally, these four languages translate ‘one’ as -mwe and it requires the NC to obtain the relative
concord. The differences among their verbalizations lie in the lexicon used to translate ‘at least’
and in the placement of terms in the verbalization: before the verb, after the verb, before Cr, or
after Cr.
When verbalizing ∃ as ‘some’, isiZulu, chiShona, Kikuyu, and Kinyarwanda require the NC of
Cr. The difference lies in the lexicon of each language, and the concords required; the enumerative
prefix in isiZulu, and relative concord for chiShona, Kikuyu, and Kinyarwanda.
Universal Quantification
Universal quantification (∀), verbalized as ‘only’ in English, has direct translations in chiShona,
Kikuyu, and Kinyarwanda: chete, tu, and gusa, respectively. This can be seen in the examples
below:
Axiom: Sheep v ∀ eats.Grass
English: All sheep eat only grass
chiShona: Makwai ose anodya uswa chete
Kikuyu: Gondu ciothe iriaga nyeki tu
Kinyarwanda: Intama zose zirya gusa ibyatsi
Analysis Both Runyankore and isiZulu require the NC to obtain the appropriate concord with
which to verbalize ∀. The patterns for verbalization in chiShona, Kikuyu, and Kinyarwanda are
different from those of Runyankore and isiZulu.
Negation of Roles
As shown in Table 7.6, negation of roles in chiShona, Kikuyu, and Kinyarwanda happens during
verb conjugation [88, 128, 140], and Table 7.1 shows the arrangement of the morphemes in the
conjugated verb. chiShona and Kinyarwanda each have a single negation morpheme: ha and nti,
respectively [128, 140]. Kikuyu has two morphemes for negation, and they depend on the nature
of the subject concord: if the subject concord is a vowel only, then nd is used and it is placed before
the subject concord; but in all other cases, ti is used and it is placed after the subject concord [88].
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Analysis Runyankore, like chiShona and Kinyarwanda, has a single negation morpheme, ti.
Negation in Kikuyu bares some similarity to Runyankore, because it has ti as one of its trans-
lations. And although further processing is required to check the nature of the subject concord,
Kikuyu’s verbalization is still different to that of isiZulu, which requires the NC to obtain the
correct negative concord..
We make no further comparisons because the verbal morphologies of these languages differ
in the number, placement, and lexicon of the morphemes used.
Discussion on Inter-zone Bootstrappability
The analysis presented in Section 7.5.3 offers more evidence for inter-zone bootstrappability. The
three broad categories presented in Section 7.5.2 also apply here: (1) same pattern and same lexi-
con; (2) same pattern but different lexicon; and (3) different pattern and different lexicon. We also
identified a fourth category in inter-zone bootstrapping: different pattern but same lexicon.
Category (1) is evident only between Runyankore and Kinyarwanda for the verbalization of
the copulative, subsumption in the singular, and conjunction.
Category (2) can be seen between isiZulu and chiShona for the verbalization of negation of
subsumption and conjunction. This category is also observed between Runyankore and chiShona,
Kikuyu, and Kinyarwanda for the verbalization of subsumption in the plural, and for existential
quantification as ‘...at least one...’.
Category (3) is observed between Runyankore and Kinyarwanda for the verbalization of the
negation of subsumption; as well as between both source languages and all target languages for
the verbalization of existential quantification as ‘some’, universal quantification, and negation of
roles.
Category (4), same lexicon but different pattern, is evident between Runyankore and Kikuyu
for the verbalization of the copulative and for the negation of subsumption. This is due to Kikuyu
not having the augment, which Runyankore drops under some conditions.
Though these categories enable us to group different bootstrapping possibilities, they do not
reveal the degree to which a target language is bootstrappable from each source language.
We therefore used the analyses carried out for both intra-zone and inter-zone bootstrappability
to investigate how to quantify the bootstrap process, in an attempt to measure bootstrappability.
7.6 Measuring Bootstrappability
Bootstrappability refers to how efficiently a target language can be bootstrapped from one or more
source languages. In our investigation into bootstrappability, we have used two source languages,
and this raises the question of whether, for a given target language, it is more efficient to bootstrap
from Runyankore or isiZulu. We therefore need to identify the most efficient source–target lan-
guage pair. To do this, we investigated whether the bootstrap process can be measured, and dis-
covered that by considering the nature of actions required to convert the source language pattern
to the target language pattern, we can categorize bootstrappability.
Based on the broad categories into which bootstrappability was placed in Sections 7.5.2 and
7.5.3, we developed an ordinal scale that identifies five levels of bootstrappability, which represent
the extremes, from Level1, 100% the same pattern, to Level5, 100% not bootstrappable. Further,
based on the findings from Sections 7.5.2 and 7.5.3, we assigned events to these five levels as
below:
Level1: 100% bootstrappable; same pattern and same lexicon;
Level2: Same pattern, but different lexicon;
Level3: Different pattern, but same lexicon;
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Level4: Different pattern and different lexicon;
Level5: Not bootstrappable
This categorization is intended to convey that the difficulty of bootstrapping increases as the
levels increase from 1 to 5. It can be interpreted as, at Level1 bootstrappability, no action is taken
to convert from source to target pair; essentially, the source pattern is directly reused to generate
text in the target language. On the other extreme, Level5 can be interpreted as requiring more
effort to bootstrap than would be required to create the target language pattern from scratch. In
between these two extremes, we have levels 2, 3, and 4 representing increasing effort from end to
end.
However, though this categorization helps to frame the problem of bootstrapping according
to effort, it does not quantify it in a manner that would enable us to precisely identify the more
efficient bootstrap pair. We therefore investigated whether, by considering the actions performed
when converting a source language pattern to that of the target language, we can assign weights to
these actions, thus quantifying bootstrappability. We relied on two key concepts here: minimum
edit distance [91] and linear gap penalty [66].
7.6.1 Minimum Edit Distance
Our task is to quantify the number of edit operations required to convert a source language verbal-
ization pattern to a target language pattern. This is very similar to ‘edit distance’, which measures
the operations required to transform one string into another [91]. We thus applied the concept of
minimum edit distance, but in the context of transforming one pattern into another, and adopted
the use of the three operations (insertion, deletion, and substitution [91]) to our context, as below:
(1) Substitution is used to tailor the lexicon from that of the source language to that of the target
language;
(2) Insertion is used to insert a new step into the pattern–a step that the source pattern lacks but
is required in the target pattern; and
(3) Deletion is used to remove a step in the source pattern that does not apply in the target pattern.
When we apply these operations to the events associated with each level of bootstrappability,
we get the following:
Level1: no operations;
Level2: Same pattern, but different lexicon (substitution only);
Level3: Different pattern, but same lexicon (deletion and/or insertion only);
Level4: Different pattern and different lexicon (substitution and deletion, and/or insertion); and
Level5: Not bootstrappable
When measuring minimum edit distance, weights are usually assigned to each operation. The
simplest weighting factor, the Levenshtein distance, assigns a weight of one to each operation [91,
115]. However, we consider tailoring the lexicon in the pattern (substitution) to require less effort
than deletion or insertion, because they alter the structure of the pattern. Therefore, in order to
quantify the weights for creating a gap (deletion) or extending a gap (insertion) in the pattern, we
used Linear Gap Penalty [66].
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7.6.2 Linear Gap Penalty
We applied Gotoh [66]’s definition of the Linear Gap Penalty used to compare protein sequences
by calculating the distance of converting one sequence to another. We find this metric adequate for
our task because: (1) it focuses on quantifying deletions and insertions (which alter a pattern) in
the sequence, which we are interested in; and (2) Gotoh [66]’s metric is a more efficient update to
previous metrics in this area. Additionally, we found that verbalization patterns can be regarded
to have some similarity to the biological sequences that this metric is intended for, because in both
the sequence of steps is important.
Gotoh [66]’s definition of the linear gap penalty is: W = G + XL, where G is the gap opening
penalty, X is the gap extension penalty, and L is the length of the gap.
We associated the linear gap penalty with any operation that creates or extends a gap in the
pattern, that is, deletion and insertion, where the former creates a gap in the pattern, and the latter
both creates and extends a gap in the pattern. Therefore, the weight of deletion will only be the
gap opening penalty G, while that of insertion will be W, the linear gap penalty that accounts for
both opening and extending a gap.
7.6.3 Bootstrappability Metric
Having found a way to quantify the operations required to transform a source pattern to a target
pattern, we assigned the following weights to each operation:
- Substitution S = n, where n is a real number;
- Deletion D = G, the gap opening penalty; and
- Insertion I = W = (G + XL), the linear gap penalty.
Where: n < G, n < R, and G > R.
The measure of bootstrappability, B, is therefore the minimum number of operations required
to transform a source pattern to a target pattern, and can be obtained by summing the number of
operations used for bootstrapping as below: B = ΣS + ΣD + ΣI. The higher the bootstrappa-
bility value, the more the effort required for bootstrapping. Therefore, Level1, which represents
100% bootstrappable, is always 0, as it requires no operations. This measure of bootstrappability
continues to increase until Level5. Additionally, when there are two or more source patterns from
which to bootstrap, this metric can be used to determine the most efficient source–target bootstrap
pair.
7.6.4 Application of Bootstrappability Metric
We applied the above measure of bootstrappability to the analysis carried out for intra-zone
bootstrappability in Section 7.5.2 and inter-zone bootstrappability in Section 7.5.3. Following the
weighting criteria explained in Section 7.6.3, we assigned arbitrary initial weights to the variables
in the metric: n = 0.5, G = 1, and X = 0.755; and obtained the following results.
Intra-zone Bootstrappability
From the analyses in Section 7.5.2, we represented the verbalization pattern of each constructor for
each source language as a sequence of steps, and then showed how the three operations (substitu-
tion, deletion, and insertion) can be used to transform the source pattern to the target pattern. We
then calculated B, the measure of bootstrappability, for each source–target language pair. Table
7.8 shows the results obtained.
5Different values for the weights were tested, resulting in consistent conclusions. The resources of this further
analysis as well as more detailed analyses, including the steps for each language and other values considered for n, G,
and W, are available at https://github.com/ThesisResources/BootstrappabilityResults.
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TABLE 7.8: Measures of intra-zone bootstrappability for each source–target language
bootstrap pair (n, the weight for substitution; G, the gap penalty; W, the linear gap
penalty; and L, the length of the extension)
DL English Runyankore isiZuluisiXhosa Luganda isiXhosa Luganda
v
is a Level5 1G + 1W (L =
3) + 1n = 4.75
Level5 1G + 1W (L =
3) + 2n = 5.25
each 1G + 2n = 2 1n = 0.5 2G + 2n = 3 2G + 1n +
1W (L = 3) =
4.75
all 2n = 1 1n = 0.5 0 2n = 1
u and (enumeration) 2G + 1W (L =3) + 2n = 6.25
1n = 0.5 0 3G + 2W (L =
4) + 2n = 10
and (joining
clauses)
1n = 0.5 1n = 0.5 1n = 0.5 1n = 0.5
∃ at least one 3n = 1.5 3n = 1.5 1G + 1W (L =3) + 1n = 3.75
1G + 1W (L =
3) + 1n = 3.75
some 2W (L = 3) +
1n = 5
1W (L = 1) +
2n = 2.75
1G + 3n = 2.5 3G + 1W (L =
1) + 2n = 5.75
∀ only 1n = 0.5 1n = 0.5 0 1n = 0.5
From the results in Table 7.8, we conclude the following for intra-zone bootstrappability:
(1) Intra-zone bootstrappability is more efficient than inter-zone bootstrappability between Run-
yankore and Luganda for the verbalization of v in both singular and plural, conjunction, and
∃ as ‘...at least one...’ and ‘some’; as well as between isiZulu and isiXhosa for plural v, con-
junction, ∃ as ‘some’, and ∀.
(2) Inter-zone bootstrappability is more efficient than intra-zone bootstrappability when Run-
yankore, instead of isiZulu, is used to bootstrap the verbalizations of v as ‘each’ and ∃ as
‘...at least one...’ in isiXhosa.
(3) Sometimes intra-zone and inter-zone bootstrappability are equally efficient, such as in the
verbalization of ∀ for Luganda and u for joining clauses for both source and target languages.
(4) The verbalization of the copulative in isiXhosa is marked as Level5 because bootstrapping
from either Runyankore or isiZulu requires deleting all the steps in the source pattern, fol-
lowed by inserting the isiXhosa steps to form the new pattern. It would therefore be more
efficient to create the new pattern (associated only with the weights of inserting new steps)
than to bootstrap (associated with both the weights of deleting all the source steps plus in-
serting new steps). For this reason, we regard it as not bootstrappable from either source
language.
Inter-zone Bootstrappability
From the analyses in Section 7.5.3, we represented the verbalization pattern of each constructor for
each source language as a sequence of steps, and then showed how the three operations (substitu-
tion, deletion, and insertion) can be used to transform the source pattern to the target pattern. We
then calculated B, the measure of bootstrappability, for each source–target language pair. Table
7.9 shows the results obtained (more detailed analysis, including the steps for each language and
other values considered for n, G, and X, are available at https://github.com/ThesisResources/
BootstrappabilityResults).
From the results shown in Table 7.9, we have concluded the following on inter-zone bootstrap-
pability:
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TABLE 7.9: Measures of inter-zone bootstrappability for each source–target language
bootstrap pair (n, the weight for substitution; G, the gap penalty; W, the linear gap
penalty; and L, the length of the extension).
DL English Runyankore isiZuluchiShona Kikuyu Kinyarwanda chiShona Kikuyu Kinyarwanda
v
is a 2G + 1n =
2.5
2G = 2 0 2G + 1n =
2.5
2G + 1n
= 2.5
3n = 1.5
each 2G + 2W
(L = 3) =
8.5
1G + 1n
= 1.5
0 2n = 1 2G + 1n
= 2.5
2G + 1n + 1W (L
= 3) = 4.75
all 1n = 0.5 1n = 0.5 1n = 0.5 2n = 1 2n = 1 2n = 1
u and(enumer-
ation)
4G + 1n =
4.5
4G = 4 0 5G = 5 5G = 5 3G + 2W (L = 4)
+ 2n = 10
and
(joining
clauses)
1n = 0.5 1n = 0.5 0 1n = 0.5 1n = 0.5 1n = 0.5
∃ at leastone
2n = 1 2n = 1 2n = 1 1G + 1W
(L = 3) +
1n = 3.75
1G + 1W
(L = 3) +
1n = 3.75
1G + 1W (L = 3)
+ 1n = 3.75
some 2W (L = 3)
+ 1n = 5
2W (L =
3) + 1n =
5
2W (L = 3) + 1n
= 5
1G + 3n =
2.5
1G + 3n
= 2.5
1G + 3n = 2.5
∀ only 2G + 1n =
2.5
2G + 1n
= 2.5
2G + 2n = 3 2G + 1n =
2.5
2G + 1n
= 2.5
2G + 2n = 3
(1) Bootstrappability is more efficient with Runyankore as the source language for the verbal-
izations of: the copulative and singular v in Kikuyu and Kinyarwanda; u for enumeration,
pluralv, and ∃ as ‘...at least one...’ in all three target languages; as well as u for joining clauses
in Kinyarwanda.
(2) isiZulu is a more efficient source language for bootstrapping the verbalizations of: singular v
in chiShona; and ∃ as ‘some’ in all three target languages.
(3) Both Runyankore and isiZulu are equally efficient as source languages when bootstrapping
the verbalizations of: the copulative in chiShona; u for joining clauses in chiShona and Kikuyu;
and ∀ in all three target languages.
7.7 General Discussion
We carried out this investigation in order to answer RQ4 from Section 1.2.1 in Chapter 1 by finding
out whether the Runyankore and isiZulu approaches to ontology verbalization can be generalized
to other agglutinating Bantu languages.
7.7.1 Noun Class Reclassification
When answering RQ4 (a.1) about the limitations of applying Meinhof’s NC system to compu-
tational tasks, we found the same limitations present in other Bantu languages. We therefore
used a morphological and syntactic approach to regroup the noun classes from 29 classes (Table
7.2) to 54 classes (Table 7.3). The regrouped noun classes ensure a deterministic outcome during
noun pluralization, and can handle additive and substitutive pluralization in multiple languages
using language-independent rules. Our NC regrouping also respects the details on concordial
agreement in Meinhof’s noun classification, which are important for verbalization and verb con-
jugation.
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7.7.2 Bootstrappability
When answering RQ4 (a.2) about bootstrappability, we divided our investigation into two parts:
intra-zone bootstrappability and inter-zone bootstrappability. Under the former, we selected Lu-
ganda and isiXhosa, in the same zones as Runyankore and isiZulu respectively, to investigate
whether it is more efficient to bootstrap between languages in the same zone. For inter-zone boot-
strappability, we selected chiShona, Kikuyu, and Kinyarwanda to investigate whether it is always
possible to bootstrap among languages from different zones.
We investigated whether the same five factors that affect the verbalization of ALC in Run-
yankore and isiZulu also apply to these five languages, and found that they do indeed. The
factors are:
(1) The noun class of a concept’s name affects the verbalization of subsumption in the plural and
existential quantification for all five languages; negation of subsumption in chiShona and isiX-
hosa; universal quantification in isiXhosa and Luganda; singular subsumption in chiShona; as
well as the copulative and negation of roles in isiXhosa.
(2) The concept name’s category affects the verbalization of the copulative and singular subsump-
tion in Kinyarwanda and Luganda; and u for enumeration in all languages but Kikuyu.
(3) Whether the concept is atomic or an expression affects the verbalization of u in all languages
but Kikuyu.
(4) The quantifier affects the verbalization of ∃ and ∀ in all languages.
(5) The position of the concept in the axiom affects the verbalization of ∃ in all languages; and ∀
in isiXhosa and Luganda.
Intra-zone Bootstrappability
The results of the analysis presented in Section 7.5.2 as well as the results in Table 7.8 show that,
for most cases, the Guthrie zone does affect bootstrappability, as we found intra-zone bootstrap-
pability to be more efficient than inter-zone bootstrappability. The metric developed in Section 7.6
answers RQ4 (a.3) concerned with measuring bootstrappability. For example, in the verbalization
of the copulative in Luganda, inter-zone bootstrappability is 8.5 times more costly than intra-zone
bootstrappability.
Further, quantifying bootstrappability enables us to measure the cumulative weight of an en-
tire axiom; for example, Panado v Medicine, has a cumulative weight of 5.75 in the singular and
plural for Luganda with Runyankore as the source language; but 9.5 in the singular and 6.25 in
the plural with isiZulu as the source language. What is important about these results is that the
least ‘costly’ source language can be identified for an entire axiom. It is also possible to set a
value beyond which a source language can be regarded as not bootstrappable. For the case of the
copulative in isiXhosa, we regard it as Level5 because bootstrapping essentially incurs the cost of
throwing out the source pattern plus inserting the target pattern.
We can extend this to measure even more complex axioms, such as: Old_Ladyv ∃ reads.Publication
u ∀ reads.Tabloid, which has a cumulative weight of 3 in the singular and plural for Luganda with
Runyankore as the source language; but 9 in the singular and 5.75 in the plural with isiZulu as the
source language. The calculation involves the cumulative weight of verbalizing ‘each/all’, ‘...at
least one...’, joining clauses, and ‘only’.
Inter-zone Bootstrappability
The results of the analysis presented in Section 7.5.3 as well as the results in Table 7.9 show that
inter-zone bootstrappability is possible for our selected source and target languages. Additionally,
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the metric developed in Section 7.6 enables us to select the most efficient source–target language
pair, that is, the one with the least weight. For example, in the verbalization of ∃ as ‘some’ in
chiShona, Kikuyu, and Kinyarwanda, using Runyankore as the source language is twice as costly
as using isiZulu.
Further, quantifying bootstrappability enables us to measure the cumulative weight of an en-
tire axiom. For example, Panado v Medicine, has a cumulative weight of 3.5 in the singular and
plural for chiShona with isiZulu as the source language; but 11 in the singular and 3 in the plural
with Runyankore as the source language.
We can extend this to measure even more complex axioms, such as: Old_Ladyv ∃ reads.Publication
u ∀ reads.Tabloid, which has a cumulative weight of 7.75 in the singular and plural for chiShona
with isiZulu as the source language; but 12.5 in the singular and 4.5 in the plural with Runyankore
as the source language.
Our measure of bootstrappability makes it possible to identify the more efficient source–target
language pair for an individual constructor (singular or plural) or an entire axiom.
7.7.3 Other Considerations
Throughout this chapter, we have used Runyankore and isiZulu as our source languages because
they were the only available ones at the time. However, having identified the verbalization pat-
terns for chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda, they can now also be regarded
as source languages. For some verbalizations, this can result in Level1 bootstrappability; for ex-
ample, between chiShona and Luganda that both have no word for the copulative; between chiS-
hona and Kinyarwanda for ‘all’, as they both use -ose; and between Kikuyu and Luganda during
negation of roles, as they both have two negation morphemes that depend on the structure of the
subject concord.
7.8 Summary
In this chapter, we investigated the generalizability and bootstrappability of the Runyankore and
isiZulu verbalization approaches, to other agglutinating Bantu Languages, in order to answer the
first part of RQ4, “How can the Runyankore and isiZulu approaches to ontology verbalization be
generalized to other agglutinating Bantu languages” from Section 1.2.1 in Chapter 1. We selected
five languages: chiShona (zone S.10), isiXhosa (zone S.40), Kikuyu (zone E.50), Kinyarwanda
(zone J.60), and Luganda (zone J.10). We used Luganda and isiXhosa (in the same zones as Run-
yankore and isiZulu, respectively) to investigate whether it is more efficient to bootstrap between
languages in the same zone (intra-zone bootstrappability). We used chiShona, Kikuyu, and Kin-
yarwanda in the investigation into bootstrapping among languages in different zones (inter-zone
bootstrappability).
We analyzed the noun class systems of these five languages, and found that, like in Run-
yankore and isiZulu, Meinhof’s NC system has several limitations when applied to computational
tasks. We thus revised Meinhof’s NC system by adding 25 extra classes to account for multiple
class prefixes in a single NC, and additive and substitutive pluralization. We also showed that our
revised classification can support the NC systems of other Bantu languages.
When investigating bootstrappability, we verbalized five constructors in the DL ALC in five
languages and analyzed their verbalizations. From these results, we were able to categorize boot-
strappability into five levels, and develop a metric to quantify bootstrappability, and then show
that, for most constructors, intra-zone bootstrappability is more efficient than inter-zone boot-
strappability. We also used the metric to identify the more efficient source–target language pair
when there are multiple source languages.
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In the next chapter, we further investigate generalizability to find out whether the Runyankore
and isiZulu approaches to noun pluralization and verb conjugation are applicable to other agglu-
tinating Bantu languages.
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Chapter 8
Architecture for API for Agglutinating
Bantu Languages
8.1 Overview
In Chapter 7, we showed how the bootstrap process can be used to reduce the time and effort
required to obtain verbalization patterns for new languages. We also regrouped Meinhof’s noun
class (NC) system in order to foster generalizability. In this chapter, we continue to answer RQ4,
‘How can the Runyankore and isiZulu approaches to ontology verbalization be generalized to
other agglutinating Bantu languages’ from Section 1.2.1 in Chapter 1. Here, we investigate the
generalizability of the approaches taken for noun pluralization and verb conjugation (having ob-
tained the verbalization patterns in Chapter 7). For this investigation, we also use chiShona, isiX-
hosa, Kikuyu, Kinyarwanda, and Luganda to ultimately investigate the feasibility of having an
API to verbalize ontologies in agglutinating Bantu languages. We had the following questions:
RQ4 (b.1). Is the combined morphology with syntax and semantics approach used for Runyankore
and isiZulu also needed to pluralize nouns in other agglutinating Bantu languages?
RQ4 (b.2). Are the same classes of pluralization exceptions, found in Runyankore and isiZulu,
also present in other agglutinating Bantu languages, and if so, are the Runyankore and
isiZulu solutions applicable to corresponding exceptions in other languages?
RQ4 (b.3). In attempting to develop a generic pluralizer, how can the language-specific pluraliz-
ers be generalized whilst maintaining roughly the same accuracy?
RQ4 (b.4) Are Context-Free Grammars (CFGs), used for verb conjugation in Runyankore and
isiZulu, also sufficient for conjugating verbs in other agglutinating Bantu languages, and if
so, is the use of a generic CFG possible?
RQ4 (b.5). Given the processes and resources that are language-specific, can enough areas for
generalizability be identified to support the development of an API to generate text in ag-
glutinating Bantu languages?
In Section 8.2, we present the results from the investigation into the development of a generic
pluralizer, including details on handling exceptions. Section 8.3 presents the analyses done on
the verbal morphologies of chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda in order to
identify whether their verbs can be conjugated using CFGs. Finally, the architecture that describes
how an API can be developed is presented in Section 8.4. The main contributions in this chapter
are:
• A generic pluralizer for agglutinating Bantu languages;
• More evidence to support the use of CFGs to conjugate verbs in agglutinating Bantu lan-
guages; and
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• An architecture to show how an API can be built to verbalize ontologies in agglutinating
Bantu languages.
Some of the work on the generic noun pluralizer in this chapter was published at the 27th
International Conference on Computational Linguistics (COLING 2018) [28]. We however pro-
vide more analyses in Section 8.5.1 on how our work generalizes to other agglutinating Bantu
languages not used in this investigation.
8.2 Generic Pluralizer
In Section 3.2 in Chapter 3, we explained the limitations of the existing noun pluralization ap-
proaches, which resulted in the use of an approach that combines morphology with syntax and
semantics to pluralize nouns in Runyankore and for isiZulu [29]. We used the same approach to
develop the generic pluralizer because: (1) it achieved high accuracy with two Bantu languages,
Runyankore and isiZulu [29]; and (2) a deterministic outcome is now possible due to the noun
class regrouping in Table 7.3 in Section 7.4 in Chapter 7. Having a deterministic outcome is im-
portant for generalizability because it ensures a one-to-one singular/plural mapping.
8.2.1 Design Decisions
We first investigated how the language-specific rules in the algorithms based on the standard
singular/plural pairings can be generalized. We later extended this to handle exceptions.
Standard Noun Class Pluralization
We have seen that the NC determines pluralization, and that the singular/plural pairings are
language-specific. However, having ensured a one-to-one mapping in the regrouped noun classes
in Table 7.3 in Section 7.4 in Chapter 7, we found that, if the NC is stored as an external resource,
it can be loaded into the pluralizer as variables, and a generic pluralization algorithm can then be
applied. This keeps the NC details language-specific but makes the rules for pluralization generic.
Algorithm 8.2.1 shows the generic pluralization rules:
Algorithm 8.2.1 Generic pluralization rules based on variables
1: Variables: N, noun to be pluralized; Cn, the NC of the noun; C, the NC in the NC system; Sp,
the singular prefix; Pp, the plural prefix; and Ls, the length of the singular prefix
2: if Cn == C then
3: Ls ← getLength(Sp) . Get the number of characters in the singular prefix
4: Result← “Pp + N.substring(Ls)” . Pluralize by replacing the singular prefix with the
plural prefix
5: end if
6: return Result
The rules in Algorithm 8.2.1 are written once, and the language specific noun class pairings are
loaded as variables for each language during pluralization. This can, for example, pluralize nouns
like eishomero and eriisho in Runyankore, which are in NC 5 and NC 5i respectively, according
to Table 7.3. However, before the noun class regrouping (both belonged to NC 5) pluralization
required the hard-coding of the rules from line 6 in Algorithm 3.3.1, which cannot be generalized.
Handling Exceptions
Recall that in Chapter 3, we defined ‘exceptions’ as those nouns whose pluralization requires dif-
ferent rules or additional rules to the basic ones in the singular/plural noun class (NC) pairings.
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We have seen in Section 3.4 in Chapter 3 that there are several types of exceptions: (1) mass nouns
(whose noun class is marked with an ‘m’ for identification); (2) prefix exceptions (whose correct
plural is made directly available to the pluralizer); (3) singular-only nouns (placed in a separate
look-up file for identification); and (4) compound nouns and noun phrases (require further pro-
cessing with concords).
We found that the same exceptions occur during pluralization in other agglutinating Bantu
languages, and that the same solutions used for Runyankore and isiZulu are also applicable to
other agglutinating Bantu languages. However, instead of hard-coding the rules for prefix excep-
tions as we did for Runyankore, we placed them in a look-up file (this was done for isiZulu in
[29]). Algorithm 8.2.2 shows the generic rules to handle exceptions.
Algorithm 8.2.2 Pluralizing mass nouns, singular-only nouns, compound nouns, and prefix ex-
ceptions in the generic pluralizer
1: Variables: N, noun to be pluralized; Cn, the NC of the noun; N′, the prefix exception plural;
N1, the pluralized noun; Cp, the plural NC; Pc, the possessive concord
2: if SingularOnlyFile.contains(N) then
3: Result← “N” . Return noun unchanged if it is found in the ‘singular-only’ file
4: else if ExceptionsFile.contains(N) then
5: N′ ← getExceptionPlural(N) . Get the prefix exception plural from the ‘exceptions’ file
6: Result← “N′” . Pluralize with the prefix exception
7: else if Cn.contains(‘m’) then
8: Result← “N” . Return original noun if NC is marked with an ‘m’
9: else if N.isCompoundNoun() then
10: a[]← split(N) . Split the compound noun into: main noun, possessive concord, and
modifier noun
11: N1 ← pluralize(A[0], Cn) . Pluralize main noun according to Algorithm 8.2.1
12: Pc ← getPossessiveConcord(Cn) . Get the possessive concord of the pluralized noun
13: Result← “N1 Pc A[2]” . Pluralize with the plural main noun, plural possessive concord,
and original modifier noun
14: else
15: N1 ← pluralize(A[0], Cn) . Pluralize main noun according to Algorithm 8.2.1
16: end if
17: return Result
The handling of exceptions in Algorithm 8.2.2 is generic and is made language-specific by
loading the resources containing the noun class system, singular-only nouns, and prefix excep-
tions for each language, and using them as variables as shown in lines 4, 5, and 6 in Algorithm
8.2.2. However, our algorithm is limited to compound nouns that require the possessive concord
for pluralization, and no phonological conditioning is performed here.
Architecture of Generic Pluralizer
The design of the generic pluralizer needs to achieve the following:
(1) Provide a singular noun and its NC, so as to obtain its plural prefix;
(2) Ensure that mass nouns and singular-only nouns are not pluralized;
(3) Obtain the plural of the main noun and its plural possessive concord during the pluralization
of compound nouns; and
(4) Correctly pluralize nouns whose pluralization deviates from the NC pairings.
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The language-specific NC details are made available to the pluralizer through text files, one for
each language, which are read into the program, and made available to the pluralizer as variables,
as shown in the architecture in Figure 8.1.
FIGURE 8.1: The architecture of the generic pluralizer: ‘PP’, plural prefix; ‘SP’, sin-
gular prefix; ‘NC’, noun class
Figure 8.1 shows how the selected language and noun(s) to be pluralized are entered through
the UI. Through the Languages resources, the text files that contain the regrouped noun classes,
the singular/plural pairings, as well as prefix exceptions are loaded into the Pluralizer as vari-
ables. The following then takes place (as shown in Algorithm 8.2.2):
(1) If the noun is found in the Exceptions look-up file, it is pluralized according to the exceptions
prefix instead of the standard one;
(2) If the noun is a mass noun (with an ‘m’ on the NC), then it is returned without pluralization;
and
(3) If the noun’s NC is the same as that in NCS (the noun class system), then it is pluralized
accordingly.
We implemented the algorithms for the generic pluralizer as a Java application, and created
a ‘Resources’ folder in which language-specific resources (text files for the noun class system,
singular-only nouns, and exceptions) are contained1.
8.2.2 Evaluation of Generic Pluralizer
We evaluated the generic pluralizer using seven agglutinating Bantu languages: chiShona, isiX-
hosa, isiZulu, Kikuyu, Kinyarwanda, Luganda, and Runyankore; and carried out two types of
evaluation: verification and validation. Verification was used to ensure that all NCs were ac-
counted for (based on what the literature states should be in each NC) and were correctly plu-
ralized. Validation was aimed at comparing the accuracy of the generic pluralizer to that of the
language-specific Runyankore and isiZulu pluralizers in [29].
1The generic pluralizer can be accessed from https://github.com/runyankorenlg/Generic-Pluralizer.
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Materials and Methods
We used two test sets, one for verification (internal) testing, SetI, and another for validation (cov-
erage) testing, SetC. Both test sets were compiled from English sources and then translated into
each of the seven languages. We did this because most of the test languages are computationally
under-resourced, and thus lack resources such as dictionaries from which singular nouns could
otherwise have been extracted randomly.
SetI is a wordlist comprising 81 nouns that was compiled to reflect the contents of each NC
according to the semantic generalizations presented in Table 2.1 in Section 2.3.1. Mass nouns,
abstract concepts, and compound nouns were purposefully added to this test set. SetC is the
same wordlist used as Set1 in Section 3.6 to evaluate the Runyankore and isiZulu pluralizers [29].
It consists of 101 words informed by multiple ontologies 2.
These two test sets were translated from English to chiShona, isiXhosa, isiZulu, Kikuyu, Lu-
ganda, and Runyankore by native speakers. The noun class (NC) (according to the regrouping in
Table 7.3) was then associated with each noun in each test set. For Runyankore and isiZulu, we
updated the NCs in SectC according to the regrouping in Table 7.3. While not all nouns in the
English wordlist were translatable into all languages, all NCs were accounted for in the resulting
wordlists.
We used accuracy as the metric for evaluation, which is determined as the percentage of correct
plurals over the test set. Additionally, for compound nouns, the evaluation tested for the ability to
correctly pluralize the main noun and then use it to obtain the correct plural possessive concord.
We have stated that phonological conditioning cannot be performed by the generic pluralizer,
due to the rules largely being language-specific. We thus evaluated the correctness of compound
nouns based on: correctly pluralizing the main noun, and obtaining the correct plural possessive
concord.
Results and Analysis
Table 8.1 shows the accuracy of the generic pluralizer for each language and for both test sets,
except for SetC for Kinyarwanda where we were unable to get the translations for this dataset.
The accuracy is based on the total number of translatable nouns.
TABLE 8.1: Accuracy of the generic pluralizer.
SetI SetC
Language Translatable Nouns Accuracy Translatable Nouns Accuracy
chiShona 68 94.12% 74 94.59%
isiXhosa 74 97.30% 83 100%
isiZulu 71 100% 101 97.03%
Kikuyu 77 96.10% 76 94.74%
Kinyarwanda 70 97.14% - -
Luganda 75 93.33% 78 97.44%
Runyankore 81 93.83% 88 96.59%
From Table 8.1, it can be seen that the lowest accuracy is 93%, and up to 100% is achieved
for isiZulu for SetI. With the exception of SetC for isiZulu, all the incorrect plurals for the other
languages and both test sets are due to the lack of phonological conditioning. In chiShona, for
example, gumbo ‘leg’, is pluralized as makumbo, instead of the generated magumbo.
The lower accuracy in SetC for isiZulu is due to the generic pluralizer only handling com-
pound nouns with the possessive concord. The isiZulu pluralizer in [29] handles compound
nouns with adjectives using the adjective concord3.
2TheEnglish 101 wordlist can be found in Appendix G.
3The detailed accuracy statistics for all languages can be accessed at https://github.com/runyankorenlg/
Generic-Pluralizer.
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Prefix Exceptions We identified nouns in chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Lu-
ganda which deviate from the singular/plural rules. We placed these exceptions in a separate
look-up file with their corresponding plurals, because there are no rules among these true excep-
tions. The file was added to the resources of each language (as shown in Figure 8.1). They are
then pluralized according to lines 4, 5, and 6 in Algorithm 8.2.2. Table 8.2 shows an example of
the prefix exceptions identified for each language.
TABLE 8.2: Examples of prefix exceptions identified for each language
Language Singular NC-based Plural Correct Plural
chiShona imbwa (dog) dzimbwa imbwa
isiXhosa umakhulu (grandmother) oomakhulu imithi
Kikuyu dagetari (doctor) dagetari madagetari
Kinyarwanda inzu (house) inzu amazu
Luganda akakelenda (pill) otukelenda amakelenda
We also observed that the Prefix exceptions appear to be rare in each language.
Singular-only Nouns We found that singular-only nouns in the five additional languages are
also nouns for abstract concepts (such as ‘greed’ and ‘thirst’) or infinitive nouns (in NCs 15 and
15i). We also placed these nouns in a separate look-up file, and lines 2 and 3 in Algorithm 8.2.2
ensure that they are not pluralized. Table 8.3 shows some of the singular-only nouns identified in
the test sets.
TABLE 8.3: Examples of singular-only nouns identified in each language
Language Singular-only Nouns Identified
chiShona moto (fire); zuva (sun); kunaka (beauty); hushamwari (friendship)
isiXhosa ubuhle (beauty); ubuhlobo (friendship); ukulala (sleep); ukunxanwa (thirst); indlala
(hunger)
Kikuyu toro (sleep); ukoroku (greed); wedo (love); nyota (thirst); ngaragu (hunger)
Kinyarwanda umuriro (fire); izuba (sun); umucyo (daylight); urukundo (love); kwangana (hate)
Luganda omululu (greed); enyoonta (thirst); enjala (hunger); okukyawa (hate); omukwano (friend-
ship)
Abstract nouns (such as ‘beauty’) can be found in either singular or plural NCs. All nouns in
plural NCs are returned without modification.
Mass Nouns We applied the same identification strategy used for Runyankore and isiZulu [29]
to flag mass nouns in chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda. This involves
marking the NC with an ‘m’ so that it is not pluralized (lines 7 and 8 in Algorithm 8.2.2). Examples
of some singular mass nouns identified include: iria ‘milk’ in NC 5 in Kikuyu; and ‘wine’, which
is doro in NC5 in chiShona and umdiliya-omfaxangiweyo in NC 3 in isiXhosa.
Mass nouns that belong to plural NCs, such as mae (NC6, Kikuyu), mvura (NC10ii, chiShona),
and amanzi (NC6, isiXhosa), the translations for ‘water’, are left unmodified.
Compound Nouns Compound nouns in chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Lu-
ganda are also pluralized by first pluralizing the main noun, obtaining the plural possessive con-
cord, and then associating it with the modifier noun (lines 10, 11, 12, and 13 in Algorithm 8.2.2).
We also found that, with the exception of Kikuyu, phonological conditioning is required for
the pluralization of compound nouns for all these languages. However, as explained in Section
7.3, the rules for phonological conditioning are largely language-specific. We instead reverse the
phonological conditioning in the singular inputs to the generic pluralizer, and assessed correct-
ness based on whether the generic pluralizer is able to pluralize the main noun and obtain the
correct plural possessive concord. Table 8.4 shows the results of pluralizing ‘schoolteacher’ in
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each language, as well as the phonologically-reversed inputs and generated output. We include
their phonologically conditioned versions for clarity.
TABLE 8.4: Pluralizing compound nouns in the five languages; example:
‘schoolteacher’ (‘PC’, Phonologically Conditioned)
Language PC Singular Non-PC Singular PC Plural Generated Plural
chiShona Mudzidzisi wechikoro Mudzidzisi wa chikoro vadzidzisi vechikoro vadzidzisi va chikoro
isiXhosa utishala wesikolo utishala wa isikolo ootishala besikolo ootishala ba isikolo
Kikuyu - mwarimu wa cukuru - arimu a cukuru
Kinyarwanda umurezi wishuri umurezi wa ishuri abarizi bishuri abarizi ba ishuri
Luganda omusomesa w’esomelo omusomesa wa es-
omelo
abasomesa b’esomelo abasomesa ba esomelo
This evaluation completes our investigation into whether it is possible to develop a generic
pluralizer. Next, we investigate whether Context-Free Grammars (CFGs) are adequate for verb
conjugation in other agglutinating Bantu languages.
8.3 Verb Conjugation with Context-Free Grammars
In Runyankore [25] and isiZulu [100], verb conjugation was achieved through the use of Context-
Free Grammars (CFGs). When investigating whether CFGs could be similarly applied to other
agglutinating Bantu languages, we started by researching their verbal morphologies. We used
chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda in this investigation. We have seen (in
Section 2.3.3) that the verbal morphology of Bantu languages is very complex. We therefore lim-
ited the scope of this analysis to the simple present tense and negation, which offer a starting point
from which further analyses can be extended.
We studied the literature on the verbal morphologies of these languages, and found the fol-
lowing [60, 88, 89, 101, 121, 128, 140]:
(1) The subject concord, verb-root, and final are required verbal slots in all languages;
(2) Other verbal slots (such as negation, tense and aspect, object concords, and extensions) are
subject to the context;
(3) Each verbal slot holds one or more morphemes; and
(4) As shown in Table 7.1 in Section 7.3 in Chapter 7, the arrangement of the verbal slots varies
from language to language.
Runyankore and isiZulu, whose verbs can be conjugated using CFGs, also share the verbal
structure documented about the five additional languages. We therefore hypothesized that CFGs
can also be applied to conjugate verbs in these languages, with the verbal slots making up the non-
terminals in the CFGs. In the next sections, we provide details of the verbal morphologies of each
of the five languages, and the analyses performed to determine that CFGs can be used to conjugate
verbs in the simple present tense and negation. Though we use verbs from the healthcare domain
as examples, the conjugation process is the same for verbs in other domains.
8.3.1 chiShona
chiShona has fourteen verbal slots, though only the five shown in Table 8.5 are needed for the
simple present tense and negation.
The negation verbal slot is placed before the subject concord, and does not coexist with the
aspect marker [128]. Additionally, the final vowel a is indicative and used when the simple present
tense is applied, while e is used during negation [128]. We found that this verbal structure can be
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TABLE 8.5: The verbal slots and morphemes for the simple present tense and nega-
tion in chiShona
Verbal Slot Morpheme
Negation ha
Subject See subject concords shown
in Table F.1 in Appendix F
Continuous Aspect Marker no
Verb-Root VR
Final Vowel a | e
represented with a CFG, with the non-terminals NG, SC, AS, VR, FV used to represent the verbal
slots for negation, subject concords, aspect, verb-root, and final vowel respectively. The CFG is
shown below (VR, the verb-roots ‘eat’, ‘cure’, and ‘reduce’ as examples).
S→ NG SC AS VS FV
NG → ∅ | ha
SC → a | va | u | i | ri | a | chi | zvi | dzi | ru | ka |
tu | hu | ku
AS→ ∅ | no
VR→ dy | rap | deredz
FV → a | e
The examples below show the derivations for the simple present tense and negation:
Simple Present Tense: Every medicine reduces only pain.
chiShona: Mushonga wese unoderedza marwadzo chete
Derivation: S → NG SC AS VR FV → SC AS VR FV → u AS VR FV → uno VR FV →
unoderedz FV → unoderedza
Negation: All medicine does not only cure fever.
chiShona: Mishonga yese hairape gwirikwiti chete.
Derivation: S→ NG SC AS VR FV → ha SC AS VR FV → hai AS VR FV → hai VR FV →
hairap FV → hairape
8.3.2 isiXhosa
isiXhosa has three verbal slots for conjugating verbs in the indicative simple present tense, but
four with negation [89]. These are shown in Table 8.6 along with their associated morphemes.
TABLE 8.6: The verbal slots and morphemes for the simple present tense and nega-
tion in isiXhosa
Verbal Slot Morpheme
Negative Affix a
Subject See the subject concords in
Table F.2 in Appendix F
Negation Negative subject concord ob-
tained through the NC
Verb-Root VR
Final Vowel a | i
The negation and subject verbal slots do not cooccur: during negation, only the negative sub-
ject concord is used, while the subject concord applies outside negation [89]. The NC-based nega-
tive subject concords are shown in Table 8.7.
In the indicative present tense, the negative affix a is used with the final vowel i [89]. However,
the final vowel i is omitted if the verb does not end with a [89].
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TABLE 8.7: The negative subject concords for each NC in isiXhosa (‘1PS’, first per-
son singular; ‘1PP’„ first person plural; ‘2PS’, second person singular; ‘2PP’, second
person plural)
NC Negative Subject
Concord
1PS -ndi-
1PP -si-
2PS -wu-/-ku-
2PP -m-
1 -ka-
2 -ba-
3 -wu-
4 -yl-
5 -Ii-
6 -wa-
7 -Si-
8 -Zi-
9 -yi-
10 -zi-
11 -Iu-
14 -bu-
15 -ku-
This structure can be represented using a CFG with the non-terminals NA, IN, SC, NG, VR,
FV for the negative affix, initial, subject concords, negative concords, verb-root, and final vowel
respectively. The ‘initial’ verbal slot contains the production rule that results in either the subjunc-
tive concords or the negative concords, as they cannot cooccur. The CFG is shown below (VR, the
verb-roots ‘reduce’, ‘read’, and ‘cure’ as examples).
S→ NA IN VR FV
NA→ ∅ | a
IN → SC | NG
SC → u | ba | i | li | a | si | zi | lu | bu | ku
NG → ndi | si | wu | ku |m | ka | ba | wu | yl | Ii | wa |
Si | Zi | yi | zi | Iu | bu | ku
VR→ nciphis | dl | philis
FV → a | i
The derivations from this CFG are shown in the examples below:
Simple Present Tense: Every medication reduces only pain.
isiXhosa: Iyeza nganye lihlisa intlungu zodwa.
Derivation: S→ NA IN VR FV → IN VR FV → SC VR FV → li VR FV → lihlis FV →
lihlisa
Negation: All medicine does not only cure fever.
isiXhosa: Onke amayenza ayiphilisi umkhuhlane wodwa.
Derivation: S → NA IN VR FV → a IN VR FV → a NG VR FV → ayi VR FV →
ayiphilis FV → ayiphilisi
8.3.3 Kikuyu
In Kikuyu, the simple present tense is usually presented with the habitual aspect, whose verbal
slot appears between the verb-root and final vowel [88]. The other verbal slots for the simple
present tense and negation are shown in Table 8.8, along with their respective morphemes.
Chapter 8. Architecture for API for Agglutinating Bantu Languages 117
TABLE 8.8: The verbal slots and morphemes for the simple present tense and nega-
tion in Kikuyu
Verbal Slot Morpheme
Negation nd | ti
Subject See the subject concords in
Table F.3 in Appendix F
Verb-Root VR
Habitual Aspect Marker ag
Final Vowel a
The morpheme and its placement during negation depend on the nature of the subject concord:
if the subject concord is a vowel only, then nd is used and it is placed before the subject concord; but
in all other cases, ti is used and it is placed after the subject concord [88]. This verbal structure can
also be represented with a CFG. However, in order to account for the special conditions around
negation, we used two non-terminals to represent the different negation morphemes, especially
because their placement in the verb changes. The CFG thus comprises the non-terminals VN, SC,
CN, VR, AS, FV used to represent the verbal slots for negation with a vowel subject concord,
subject concords, negation with a subject concord starting with a consonant, verb-root, aspect,
and final vowel respectively. The CFG is shown below (verb-roots ‘reduce’, ‘eat’, and ‘cure’ as
examples):
S→ VN SC CN VS AS FV
VN → ∅ | nd
SC → a |ma | u | i | ri | ki | ci | ru | ka | tu | ku
CN → ∅ | ti
VR→ nyih | re | hon
AS→ ∅ | ag
FV → a
We show the derivations from the above CFG in the examples below:
Simple Present Tense: Every medication reduces only pain.
Kikuyu: Oo dawa enyihaga ruo tu.
Derivation: S → VN SC CN VR AS FV → SC CN VR AS FV → e CN VR AS FV →
e VR AS FV → enyih AS FV → enyihag FV → enyihaga
Negation (Vowel SC): Every medication does not only cure fever.
Kikuyu: Oo dawa ndehonaga homa tu.
Derivation: S→ VN SC CN VR AS FV → nd SC CN VR AS FV → nde CN VR AS FV →
nde VR AS FV → ndehon AS FV → ndehonag FV → ndehonaga
Negation, Other: All medications do not only reduce pain.
Kikuyu: Dawa ciothe citinyihaga ruo tu.
Derivation: S → VN SC CN VR AS FV → SC CN VR AS FV → ci CN VR AS FV →
citi VR AS FV → citinyih AS FV → citinyihag FV → citinyihaga
8.3.4 Kinyarwanda
Kinyarwanda uses four verbal slots for the simple present tense and negation [101]. These are
shown in Table 8.9, together with their respective morphemes.
In the simple present tense, the final vowel is also considered to be the aspect marker [101].
The negation morpheme is found in the pre-prefix slot (placed before the subject), which is either
the negation morpheme nti or the temporal morpheme ni [101]. This verbal structure is derivable
using a CFG, with the non-terminals PP, SC, VR, FV used to represent the grammatical slots for
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TABLE 8.9: The verbal slots and morphemes for the simple present tense and nega-
tion in Kinyarwanda
Verbal Slot Morpheme
Pre-prefix nti | ni
Subject See the subject concords in
Table F.4 in Appendix F
Verb-Root VR
Final Vowel a | e
the pre-prefix, subject concords, verb-root, and final vowel respectively. The CFG is shown below
(verb-roots ‘reduce’, ‘eat’, and ‘cure’ as examples).
S→ PP SC VS FV
PP→ ∅ | nti | ni
SC → a | o | n | ba | u | i | ri | a | ki | bi | i |
zi | ru | ka | tu | bu | ku | ha
VR→ gabany | ry | kijij
FV → a | e | ire
The derivations from the above CFG are shown in the examples below:
Simple Present Tense: Every medication reduces only pain.
Kinyarwanda: Buri muti ugabanya gusa uburibwe.
Derivation: S→ PP SC VR FV → SC VR FV → u VR FV → ugabany FV → ugabanya
Negation: All medicine does not only cure fever.
Kinyarwanda: Imiti yose ntikijija gusa ubuganga.
Derivation: S→ PP SC VR FV → nti SC VR FV → nti VR FV → ntikijij FV → ntikijija
8.3.5 Luganda
Luganda also requires four verbal slots to conjugate verbs in the simple present tense and nega-
tion. These, with their associated morphemes, are shown in Table 8.10.
TABLE 8.10: The verbal slots and morphemes for the simple present tense and nega-
tion in Luganda
Verbal Slot Morpheme
Negation te | si
Subject See the subject concords in
Table F.5 in Appendix F
Verb-Root VR
Final Vowel a | e
The morpheme te is always used for negation, except in the first person singular, when si is
used instead [60]. The final vowel is also sometimes referred to as the aspect marker, and it can be
either the indicative a or the subjunctive e [60]. A CFG can also be used to conjugate this structure,
with the non-terminals NG, SC, VR, FV used to represent the verbal slots for the negation, subject
concords, verb-root, and final vowel respectively. The CFG is shown below (verb-roots ‘reduce’,
‘eat’„ and ‘cure’).
S→ NG SC VS FV
NG → ∅ | te | si
SC → a | o | n | tu |mu | ba | gu | gi | li | ga | ki |
bi | e | zi | lu | tu | ka | bu | ku | gu | ga
VR→ kendez | ly | janjab
FV → a | e | ire
Chapter 8. Architecture for API for Agglutinating Bantu Languages 119
The derivations from this CFG are shown in the examples below:
Simple Present Tense: Every medicine reduces only pain.
Luganda: Buli mubazi gukendeza obusassi bwokka.
Derivation: S→ NG SC VR FV → SC VR FV → gu VR FV → gukendez FV → gukendeza
Negation: All medication does not only cure fever.
Luganda: Emibazi yonna tegijajamba omusujja gwokka.
Derivation: S → NG SC VR FV → te SC VR FV → tegi VR FV → tegijanjab FV →
tegijanjaba
Though the above results show that CFGs can also be used to conjugate verbs in chiShona,
isiXhosa, Kikuyu, Kinyarwanda, and Luganda in the simple present tense and negation, it can
also be seen that separate CFGs are required for each language, because of their different verbal
morphologies, and the use of a generic CFG for verb conjugation is not possible.
We next investigate whether the generic pluralizer in Section 8.2, CFGs in Section 8.3, and
verbalization patterns in Section 7.5 can be integrated into a single API to verbalize ontologies in
agglutinating Bantu languages.
8.4 Architecture of API
When investigating how the bootstrapped verbalizations, generic pluralizer, and CFGs can be
combined into an API to generate text in agglutinating Bantu languages, we identified the follow-
ing requirements:
(1) An annotation model is necessary to associate a concept with its translation, part of speech,
and NC;
(2) There are language-specific processes, like verb conjugation and phonological conditioning,
that are required for text generation, but are language-specific;
(3) There are language-specific resources, such as the noun class (NC) system, which are required
across several modules; for example, pluralization, verb conjugation, and verbalization all
require the NC;
(4) There are algorithms, such as the generic pluralizer, that can be generalized; and
(5) There are features whose role is only to provide access, but are not involved in the verbaliza-
tion process, but are still nonetheless necessary.
8.4.1 Key Processes
Similar to Runyankore and isiZulu, there are three key processes required to generate text in chiS-
hona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda: noun pluralization, verb conjugation, and
verbalization.
We developed a generic pluralizer in Section 8.2 that can handle the same exceptions as the
Runyankore and isiZulu pluralizers, and it achieved high levels of accuracy. This pluralizer can
be integrated into an API in the same manner as that for Runyankore in Figure 6.1, however, there
is a need to make available the language-specific resources shown in Figure 8.1.
We have shown that verbs in these languages can be conjugated using CFGs. However, due
to their different verbal morphologies, a generic CFG cannot be applied to verbs in agglutinating
Bantu languages. This is true regardless of whether the languages being compared are in the
same zone or different zones (shown in Section 8.3; also see Table 7.1). Considering that our
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analysis in Section 8.3 is limited to the simple present tense and negation, the verbal morphology
becomes more complex as more tenses, aspects, moods, and extensions are considered. In an
API, therefore, verb conjugation has to be handled at the language-specific scope. Additionally, a
means of accessing the noun class is necessary for verb conjugation.
Verbalization is also largely language-specific, as shown in Section 7.5. With the exception
of conjunction, all other constructors considered (in at least two cases for each language) require
the NC during verbalization. This also places the verbalization patterns at the language-specific
scope, requiring access to the NC.
Phonological conditioning is another key process. It is necessary to correct the errors that arise
from agglutination. Runyankore requires two separate modules: one for nouns and verbaliza-
tions, and another for verbs (see Figure 6.1). The need for phonological conditioning in chiShona,
isiXhosa, Kikuyu, Kinyarwanda, and Luganda during noun pluralization (see Section 8.2) and
verbalization (see Section 7.5) has been explained. During verb conjugation, for example negation
in Kinyarwanda and Luganda, phonological conditioning is also required. Similar to Runyankore,
the negation morphemes of Kinyarwanda (nti) and Luganda (te) undergo vowel elision if the sub-
ject concord is a vowel only. In isiXhosa, phonological conditioning was found to affect at least
45% of conjugated verbs; it is as high as 67% in isiZulu [121]. Additionally, rules for phonological
conditioning are largely language-specific, and an API would therefore include a phonological
conditioning module for each language.
8.4.2 Complementary Process
We consider bootstrapping verbalizations as a complementary process to reduce the time and
effort required to add a new language to an API. A bootstrap module, which makes use of the
bootstrappability metric developed in Section 7.6, would allow the selecting of one or more source
language patterns, tailoring them to the target language, and saving the result from the most
efficient bootstrap pair. We consider this module as a generic process, which selects from the
available source languages.
8.4.3 Resources
The most important resource that the API must possess is the NC system for each language. As we
have explained, the NC is required for noun pluralization, verb conjugation, and verbalization.
Annotations are another important resource. We explained in Section 2.4.2 that when verbal-
izing ontologies, it is necessary to associate linguistic information with ontology elements [23, 35].
Based on this, an API needs to also provide a means through which the concepts and roles can be
annotated with linguistic information such as the translation, part of speech, and NC. We used an
XML-based annotation model for this purpose for Runyankore in Section 6.2 in Chapter 6. While
the same annotation model can be used for different languages, the resulting annotations will be
language-specific.
Other resources required for pluralization are a list of singular-only nouns and prefix excep-
tions for each language (see Figure 8.1). An API also needs to include them.
8.4.4 Architecture
Based on the above requirements, and keeping in mind the need to foster generalizability whilst
allowing for language specificity, we developed the architecture for an API, shown in Figure 8.2.
RESOURCES contains the rules and lexica that are language-specific. The former include the
Context-Free Grammars for verb conjugation (CFG), the verbalization patterns (Patterns), and
the phonological conditioning module (PC). The lexicon includes the noun class system (NCS),
singular-only nouns (SON), prefix exceptions (EXP), and the annotations (Annotations). The CFG
and Patterns both access NCS to obtain the appropriate concords.
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FIGURE 8.2: The proposed architecture of an API, showing the interaction among
RESOURCES, UI, GenericPL, Bootstrap, and Verbalizer
The generic pluralizer (GenericPL) is not language-specific, but it accesses the language-specific
NCS and Util in order to function. We showed the details of this in Figure 8.1.
The bootstrap module (Bootstrap) is also generic, but it uses existing language-specific pat-
terns, generates the target-language pattern, and then saves it to the resources of the target lan-
guage.
Verbalization is performed through Verbalizer, and this accesses GenericPL as well as the
language-specific noun class system (NCS), verbalization patterns (Patterns), Context-Free Gram-
mar (CFG), phonological conditioning module (PC), and the annotations with the translation, part
of speech, and NC (Annotations).
The user interface (UI) is used to select a particular language (Language), load the OWL file
to be verbalized (LoadOWL), annotate the concepts and roles in the OWL file (Annotator), and
receive the text generated after verbalization (Output).
Once a particular language has been selected, its RESOURCES are loaded. The axioms in the
loaded OWL file are passed to Verbalizer for verbalization, and the annotations are saved in Util
as a resource. The generated text (Output) is passed back to UI.
The architecture in Figure 8.2 thus addresses all the requirements identified; that is, it is able
to separate generic and language-specific components, thereby fostering generalizability while
respecting language-specific features.
8.5 Discussion
In this investigation into developing an API to generate text in agglutinating Bantu languages, we
identified the generic and language-specific components, and then used the architecture in Figure
8.2 to show how they can interact to generate text. The results obtained in sections 7.5, 8.2, and
8.3 show that using the bootstrap approach does reduce development time, as the solutions to
verbalization, noun pluralization, and verb conjugation for five more languages were identified
faster than they were for Runyankore and isiZulu. This was mainly because the requirements were
already known from the research into Runyankore and isiZulu, and these were then investigated
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for the other languages. The results on the evaluation of the generic pluralizer presented in Section
8.2.2 provide more proof that using the bootstrap approach does result in high levels of accuracy.
8.5.1 Generic Pluralization
When investigating noun pluralization for agglutinating Bantu languages, we had three questions
based on the work in Runyankore and isiZulu: RQ4 (b.1), whether the same approach can be
applied; RQ4 (b.2), whether the same exceptions are present; and RQ4 (b.3), whether a similar
level of accuracy can be achieved.
We found that, due to the presence of the same class prefixes across different NCs, a com-
bined morphology with syntax and semantics approach was also necessary to pluralize nouns in
chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda. Additionally, by purposively including
the kinds of exceptions identified for Runyankore and isiZulu in the test sets, we showed that
the same exceptions are present in these five languages. Further, through the regrouping of the
classes in Table 7.3, we were able to develop generic rules for pluralization (as shown in algo-
rithms 8.2.1 and 8.2.2). These algorithms make use of language-specific resources (as shown in
Figure 8.1). Finally, the evaluation of the generic pluralizer achieved accuracy levels comparable
to the language-specific pluralizers in [29].
Noun pluralization is still a recognized problem area in Bantu language computational lin-
guistics, and generalizing existing approaches to new languages is further limited by the observed
inconsistencies with determining the grammatical number of a noun based on the class prefixes
[122]. The exceptions to pluralization identified for Runyankore, isiZulu, and the five additional
languages, have also been identified in other Bantu languages. Mass nouns, for example, are not
always treated as such in all languages, and can be found in singular NCs; for example, ‘milk’ in
Bobe, Ifumu, Tshivenda, Kamba, and Emakhuwa; ‘oil’ in Bushong and Thimbukushu; and ‘wa-
ter’ in Kikongo [122]. Maho [122] presents a case of Lingala, where an analysis of nouns in NCs
5 and 64 led to the proposal of differentiating between individuated (singular count nouns) and
non-individuated (plural count nouns and mass nouns), because non-individuated nouns are un-
marked in relation to individuated nouns. We used a ‘marking system’ for mass nouns with an
‘m’ that serves to differentiate between the two.
Further, singular-only nouns are another exception found across Bantu languages and, as
shown in the results of the generic pluralizer, they traditionally lack plural forms [122]. These
arise from abstract nouns that are found in singular NCs; for example, unene ‘bigness’ in NC 3 in
Umbundu, libunga ‘forgetfulness’ and limemia ‘respect’ in NC 5 in Lingala, and ‘truth’ in NC 9 in
Duala, Tunen, Ifumu, Kinyamwezi, Kiswahili, and Tshivenda [122].
Further still, prefix exceptions are not limited to the seven languages we have presented. In
Lingala, as in many Bantu languages, there are singular count nouns in NC 14 (typically a class of
singular nouns with no plurals, such as abstract nouns); for example, bwoto ‘canoe’ is pluralized
as mato in NC 6 [122]. Maho [122] admits that such nouns may be regarded as exceptional, which
is how we handled any nouns that deviated from the standard NC pairings.
We identified the need to handle phonological conditioning in the generic pluralizer from the
incorrect plurals it generated. This need for phonological conditioning during noun pluralization
has also been found in other Bantu languages, sometimes for NCs 3 and 4, but commonly for
NC 9, due to the presence of a homorganic nasal, that is, a nasal that is phonologically adapted
to an immediately following consonant [122]. However, as explained in sections 7.3 and 8.2.2,
phonological conditioning is largely language-specific.
In Runyankore, we found that prefix exceptions are rare (see Section 3.4.2). The same is true for
isiZulu [29] and the five additional languages, and is reported to be so in other Bantu languages
4For the semantic categorization of nouns in NC 5 and NC 6, see Table 2.1 in Section 2.3.1 in Chapter 2.
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[122]. However, we found a larger number of prefix exceptions in Kikuyu than in the other lan-
guages, as shown in Table 8.11 (for Runyankore and isiZulu, no exceptions were found in these
test sets; however, six were identified for Runyankore and two for isiZulu in [29]).
TABLE 8.11: Number of prefix exceptions found in both test sets for each language
Language Number of Prefix Excep-
tions
chiShona 9
isiXhosa 2
isiZulu 0
Kikuyu 14
Kinyarwanda 5
Luganda 2
Runyankore 0
The higher number of exceptions in Kikuyu is due to it having several nouns whose plural-
ization deviates from the standard rules. Jeon et al. [88] state that the singular/plural pairings of
9/6, 11/6, 12/6 are rare, while 7/6, 1/8, 14/10 are extremely rare. Consequently, the number of
observed prefix exceptions is larger than that of the other languages.
Another oddity first observed with the Runyankore pluralizer was that, instead of the pairing
12/13 as stated in the standard NC pairings, the correct pluralization is in fact 12/14. We did not
only verify this with a Runyankore speaker, but also with a Runyankore dictionary [176], where
no NC 13 nouns are found as plurals to NC 12. We found the same result in Luganda, but not in
the others. According to the analysis by Maho [122], pairing 12/14 does occur in some languages,
though the most common NC 12 plural is NC 13.
Finally, the processing of the resources required to add a new language to the generic plural-
izer is quite considerable, with text files required for the noun class system (NC number, class
prefixes, and possessive and adjective concords), noun class pairings, and for singular-only nouns
and prefix exceptions, if known. This amount of effort is however still considerably less than that
required by other multilingual noun pluralization implementations, notably, GF [155] and Sim-
pleNLG [64]. The GF approach uses distinct functions for singulars and plurals, and linearization
rules to handle the language-specific inflectional forms of nouns during pluralization [154, 155],
and this requires the definition of a large resource grammar for each language [154]. For Sim-
pleNLG, where pluralization is achieved through the language-specific lexicon saved as an XML
file [64], both the singular and plural forms should be stated for each word in the lexicon [64, 135].
8.5.2 Verb Conjugation with CFGs
When answering RQ4 (b.4), the results from our research on literature on the verbal morphologies
of chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda showed that Context-Free Grammars
(CFGs) can also be used to conjugate verbs in these languages. However, even with the limited
scope of the simple present tense and negation, we found differences in their verbal morphologies
that make the use of a generic CFG for agglutinating Bantu languages not possible.
The limitations of using a generic CFG are still true for languages in the same zone. For exam-
ple, negation in Luganda (see Table 8.10 in Section 8.3.5) uses two morphemes dependent on the
nature of the subject concord, while Runyankore uses a single morpheme. Additionally, investi-
gation by [121] into the grammatical similarity between isiXhosa and isiZulu revealed that, for the
past, present, and future tenses and for the inductive, subjunctive, and participial moods, their
verbs are at most 59.5% similar. Though the differences between them were found to be minor,
this study concluded that the use of a singular merged set of grammar rules to generate verbs
in both languages would require significant maintenance, due to dependencies that exist in one
language but not in the other [121].
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On the other hand, the general verbal morphology of Bantu languages, which is typically ar-
ranged with morphemes preceding and proceeding the verb-root, should also be derivable from a
CFG. The morphemes that precede the verb-root typically represent the person or noun class (NC)
of the subject, and inflectional categories such as time, negation, or aspect [165]. The morphemes
proceeding the verb-root are typically the extensions (causative, applicative, stative, reciprocal,
reversive, and passive) and the final (mood or final vowel) [145].
In Section 4.5, we found that phonological conditioning is required during verb conjugation.
For isiZulu and isiXhosa, the need for phonological conditioning was identified in 67% and 45%,
respectively, of verbs generated in the past, present, and future tenses and for the inductive, sub-
junctive, and participial moods [121]. We also found phonological conditioning necessary for
Kinyarwanda and Luganda verbs, and further research is required to fully assess its rules in other
agglutinating Bantu languages. Nonetheless, we can still conclude that the use of a generic phono-
logical conditioning module for verb conjugation in all these languages is not possible.
8.5.3 Architecture for API
The key processes necessary for ontology verbalization were already known for Runyankore and
isiZulu; and these are: noun pluralization, verb conjugation, and verbalization. Having boot-
strapped the verbalizations, developed a generic pluralizer, and showed that CFGs can also be
used for verb conjugation in chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda, we pro-
ceeded to propose an architecture for an API to generate text in agglutinating Bantu languages in
order to answer RQ4 (b.5).
The architecture in Figure 8.2 shows both the generic and language-specific processes and
resources. The pluralizer, verbalizer, and bootstrap modules are generic; while the CFGs, ver-
balization patterns, and phonological conditioning modules are language-specific. There are also
language-specific resources: the NC system, singular-only nouns, prefix exceptions, and annota-
tions for each language.
While the architecture shown in Figure 8.2 shows that the interactions between the different
processes and resources are quite complex, it nonetheless provides a means by which an API
can be developed to verbalize ontologies in agglutinating Bantu languages. Further, the work
presented in sections 7.5, 8.2, and 8.3 provides solutions to the generalizability and/or bootstrap-
pability of these key processes, thus leaving their integration into an API as the only remaining
issue. Figure 8.2 shows how the integration can be done.
8.6 Summary
In this chapter, we answered RQ4, ‘How can the Runyankore and isiZulu approaches to ontology
verbalization be generalized to other agglutinating Bantu languages’ from Section 1.2.1 in Chapter
1. We investigated whether it is possible to develop an API for this purpose using five languages:
chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda. We had five questions: RQ4 (b.1), RQ4
(b.2), and RQ4 (b.3) were on the development of a generic pluralizer; RQ4 (b.4) was on the use
of CFGs for verb conjugation; and RQ4 (b.5) was on the API. In Section 8.2, we showed that it is
indeed possible to develop a generic pluralizer based on a combined morphology with syntax and
semantics approach, which comprises generic pluralization rules but language-specific resources.
The generic pluralizer achieved high levels of accuracy. We also showed that the same exceptions
to pluralization identified for Runyankore and isiZulu are found in the five additional languages,
as well as in other Bantu languages. In Section 8.3, we showed that CFGs can also be used to
conjugate verbs in the five additional languages, though the use of a generic CFG for agglutinating
Bantu languages is not possible. Finally, In Section 8.4, we showed the architecture for an API to
generate text in agglutinating Bantu languages, which showed the generic and language-specific
processes and resources.
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The next chapter presents conclusions and directions for future work.
126
Chapter 9
Conclusions
9.1 Overview
This research proposed an approach to verbalize ontologies in a hitherto largely unexplored family
of languages, Bantu languages. Our research had two main objectives: (1) investigate how a
grammar engine can be used to verbalize ontologies in Runyankore; and (2) investigate how the
same solution can be generalized to other agglutinating Bantu languages. These four research
questions were the basis of our investigations:
RQ1: How can noun pluralization and verb conjugation be achieved in Runyankore?
RQ2: What are the Runyankore verbalization patterns for the selected ALCQ constructors?
RQ3: How can the Runyankore verbalization patterns be implemented as algorithms in a gram-
mar engine to verbalize ontologies?
RQ4: How can the Runyankore and isiZulu approaches to ontology verbalization be generalized
to other agglutinating Bantu languages?
In this chapter, we present the research achievements in Section 9.2, and the contributions to
this area of research in Section 9.3. The areas remaining for research in future are presented in
Section 9.4, and final remarks in Section 9.5.
9.2 Research Achievements
We carried out our research in two phases: we investigated the approach for a single language,
Runyankore, and then investigated whether that approach is generalizable to other agglutinating
Bantu languages. In each phase, we investigated the processes of noun pluralization in Chapter 3,
verb conjugation in Chapter 4, and verbalization in Chapter 5. Our domain of interest was health-
care, so we took a knowledge-to-text approach, because the healthcare field is well represented in
ontologies, and used healthcare-related examples in this thesis.
9.2.1 RQ1: How can noun pluralization and verb conjugation be achieved in Run-
yankore?
We found that an approach that combines morphology with syntax and semantics is necessary
to pluralize nouns in Runyankore. This is due to the presence of nouns that have the same class
prefix but belong to different noun classes, and are therefore pluralized differently. The first ver-
sion of the pluralizer in Section 3.3 was based on the standard singular/plural pairings, and we
repeatedly tested it and added new rules as errors were identified. Through this approach, we
identified six exceptional cases during noun pluralization in Runyankore and developed algo-
rithms for them. These are: compound nouns in Section 3.4.1, prefix exceptions in Section 3.4.2,
Chapter 9. Conclusions 127
singular-only nouns in Section 3.4.3, mass nouns in Section 3.4.4, noun phrases with verbs in Sec-
tion 3.4.5, and noun phrases with adjectives in Section 3.4.5. Our pluralizer achieved 100% on two
datasets and over 98% on a larger dataset.
For verb conjugation, we first selected the tense and aspect to use by analyzing a corpus of
drug prescription explanations, where the simple present tense, progressive aspect, and passive
were identified. The participial present continuous tense was later recommended by a linguist as
more appropriate for written communication. In Section 4.4, we found that Context-Free Gram-
mars [188] can handle the selected tense and aspect using seven non-terminals. We used separate
CFGs for the auxiliary and copulative in Section 4.4.1 because they deviate from the standard.
Evaluation with two linguists showed that the majority of the 99 generated verbs were regarded
as grammatically correct, with most errors resulting from the need for phonological conditioning,
which we addressed in Section 4.5.
9.2.2 RQ2: What are the Runyankore verbalization patterns for the selected ALCQ
constructors?
In Section 5.2, we selected the description logic ALCQ as sufficient for generating text for the
healthcare domain. Specifically, we selected eight constructors for verbalization: subsumption
(v), conjunction (u), negation (¬), existential quantification (∃), universal quantification (∀), max-
imum cardinality (≤), minimum cardinality (≥), and exact cardinality (=). In Section 5.3, we
found that verbalization is affected by six factors:
(1) The noun class of the concept’s name;
(2) The concept’s category;
(3) Whether the concept is atomic or an expression;
(4) The quantifier used in the axiom;
(5) The position of the concept in the axiom; and
(6) The number restriction in the axiom
We developed verbalization algorithms for the selected constructors. The evaluation carried
out with non-linguists showed that the singular form was preferred for all constructors except for
the negation of roles.
9.2.3 RQ3: How can the Runyankore verbalization patterns be implemented as algo-
rithms in a grammar engine to verbalize ontologies?
We combined the pluralizer, CFGs, and verbalization algorithms into a single Java implementation
as a Protégé plugin. We used an XML-based annotation model to associate each concept and role
in an ontology with its Runyankore translation, part-of-speech, and noun class. In Section 6.3, we
developed the architecture of the grammar engine, which explains how crucial the noun class is to
the verbalization process. In Section 6.5, we used the rate test and the human-based comparison
test to evaluate the generated text with 100 non-linguists and two linguists. For the rate test, most
of the generated text was regarded as grammatically correct and understandable by a statistically
significant number of study participants; while the human-based comparison test resulted in all
the generated text being regarded as human-authored by the majority of non-linguists.
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9.2.4 RQ4: How can the Runyankore and isiZulu approaches to ontology verbaliza-
tion be generalized to other agglutinating Bantu languages?
When investigating generalizability, we focused on the use of the bootstrap approach because
some Runyankore verbalization patterns were bootstrapped from isiZulu ones. So because Run-
yankore and isiZulu belong to different Guthrie zones [123] (see Figure 7.1 in Section 7.2 in Chap-
ter 7), we investigated both bootstrapping among languages in different zones (inter-zone boot-
strappability), and bootstrapping among languages in the same zone (intra-zone bootstrappabil-
ity). We selected five languages, two in the same zones as Runyankore and isiZulu, Luganda (J.10)
and isiXhosa (S.40) respectively; and three from three different zones: chiShona (S.10), Kikuyu
(E.50), and Kinyarwanda (J.60). In Section 7.3, we found that the same limitations that affect Mein-
hof’s noun class system [136] when it is used in computational tasks identified in Runyankore and
isiZulu are also present in these five languages. We then systematically regrouped the noun class
system based on a syntactic and morphological approach in Section 7.4, which increased the num-
ber of NCs from 29 to 54.
In Section 7.5, we investigated bootstrappability by verbalizing five constructors from the DL
ALC in chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda. We found that the same fac-
tors that affect verbalization in Runyankore and isiZulu also apply to verbalization in these five
languages, and showed how their verbalizations can be bootstrapped from Runyankore and/or
isiZulu. Due to having two source languages, we developed a measure of bootstrappability in Sec-
tion 7.6, in order to identify the most efficient source–target language bootstrap pair. The higher
the bootstrappability value, the more the effort required for bootstrapping, implying inefficiency.
Using this metric, we showed that intra-zone bootstrappability is mostly more efficient than inter-
zone bootstrappability, and that inter-zone bootstrappability is mostly possible.
In Section 8.2, we investigated whether the same approach used to pluralize nouns in Run-
yankore and isiZulu can pluralize nouns in other agglutinating Bantu languages, we found that a
combined morphology with syntax and semantic approach was also necessary for noun pluraliza-
tion in chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda. We found that when language-
specific resources are used, the rules on pluralizing standard nouns and exceptions can be gener-
alized. We developed a generic pluralizer which achieved high levels of accuracy in both verifica-
tion and validation testing, with a minimum of 93% and up to 100%.
In Section 8.3, we investigated whether Context-Free Grammars (CFGs) can also be used to
conjugate verbs in other agglutinating Bantu languages. By studying literature on the verbal mor-
phologies of chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda, we found that CFGs can
also be used to conjugate their verbs, and showed the CFGs and derivations for each language.
However, due to differences in their verbal morphologies, we concluded that a generic CFG can-
not be applied.
In Section 8.4, we investigated the possibility of developing an API to verbalize ontologies
in agglutinating Bantu languages. We did this by identifying: (1) the language-specific pro-
cesses, which are verb conjugation, verbalization patterns, and phonological conditioning; (2)
the language-specific resources, which are the noun class system, ontology annotations, singular-
only nouns, and prefix exceptions; and (3) the generic processes, which are the processes of noun
pluralization, bootstrapping, annotating, and verbalizing. We showed the relationships between
these components in the architecture in Figure 8.2.
9.3 Research Contributions
This research aimed to generate text in a grammatically complex and computationally under-
resourced family of languages, agglutinating Bantu languages. The results of our research provide
contributions in this area, both methodologically and resource-wise.
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9.3.1 Surface Realization in Agglutinating Bantu Languages
Our research lies in the field of Natural Language Generation (NLG). Of the six NLG tasks, we fo-
cused on linguistic realization, because the first three (content determination, discourse planning,
and sentence aggregation) are language-independent [63], and therefore not concerned with the
linguistic complexity of Bantu languages. Referring expression generation was also not researched
here because it has received a lot of attention over the years, and a number of stand-alone solu-
tions exist [63]. For lexicalization, we applied a straightforward model by converting domain
concepts into lexical items, because we were working in a well-defined domain [63]. We instead
made contributions to the task of linguistic realization, particularly on generating the right mor-
phological forms, which include verb conjugation, agreement, noun pluralization, verbalization,
and phonological conditioning.
We selected ontologies as inputs, which have been used to generate text in English [4, 85,
93], as well as in highly synthetic languages like Latvian and Lithuanian [68, 69]. We have now
contributed the verbalization of some Bantu languages to this field, and have shown our approach
to be applicable, not just to a single Bantu language, but to be generalizable to other agglutinating
Bantu languages. The benefit of working at the level of linguistic realization is that our approach
is independent of a specific application, and can thus be shared among applications, as noted by
Gatt and Krahmer [63].
9.3.2 Linguistic Approaches, Resources, and Tools
During the course of this research, we have developed several approaches, resources, and software
tools that can be used for Bantu languages, where the existing ones were found to be inapplicable
to Bantu languages due to their complex grammatical structure and under-resourced state. Our
work has contributed to filling this gap.
Approaches
We have contributed the following approaches during this research:
(1) An approach to bootstrap Controlled Natural Languages (CNLs) for agglutinating Bantu lan-
guages based on a grammar engine in [139];
(2) An approach for handling phonological conditioning during noun pluralization in Section 3.5,
verb conjugation in Section 4.5, and verbalization of a nasal compound in Section 5.5;
(3) Architectures for a grammar engine for a single Bantu language, Runyankore, in Section 6.3,
for a generic pluralizer in Section 8.2, and for an API for agglutinating Bantu languages in
Section 8.4; and
(4) A combined morphology with syntax approach to systematically regroup the NC system, so
as to reduce its limitations when applied in a computational context.
We have contributed two architectures which show how computational resources can be devel-
oped for agglutinating Bantu languages, despite their complex grammatical structure. In Figure
6.1, we represented the architecture of the Runyankore grammar engine as a Protégé5X plugin,
with Protégé only providing the user interface. The architecture includes the key processes of
noun pluralization, verb conjugation, and verbalization, which all require phonological condi-
tioning, as well as access to the NC system. It is an architecture that can apply to any other
agglutinating Bantu language. In Figure 8.2, we showed the architecture for an API for verbaliza-
tion of agglutinating Bantu languages. This architecture shows how to solve the problem of how
to generalize when there are several language-specific aspects to consider, by showing how the
language-specific and generic processes and resources interact to generate text.
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One of the major contributions of our research is the regrouping of noun classes in Section
7.4, where we explained the rationale behind the regrouping. This should make it possible for
other researchers of Bantu languages not covered in this research to also regroup the noun classes
of their languages when attempting to develop language-independent computational tools. The
most important thing about our noun class regrouping is that it fosters generalizability by elim-
inating non-determinism. With over 300 known Bantu languages, generalizing computational
approaches is the best way to achieve wide coverage.
Software Tools
The following tools were developed and have been made available during this research:
(1) A Runyankore noun pluralizer1;
(2) A Runyankore verbalizer as a Protégé5X plugin2; and
(3) A generic noun pluralizer3.
Resources
We also contribute the following resources used and/or identified during this research:
(1) Noun pluralization datasets for chiShona, isiXhosa, Kikuyu, Kinyarwanda, Luganda, and
Runyankore4;
(2) Verbalizing the DLALC in chiShona, isiXhosa, Kikuyu, Kinyarwanda, and Luganda in Section
7.5; and for Runyankore, the DL ALCQ in Section 5.3;
(3) Derivation rules for CFGs [188] for the simple present tense with negation in chiShona, isiX-
hosa, Kikuyu, Kinyarwanda, and Luganda (see Section 8.3 in Chapter 8); and for Runyankore,
additionally including the participial present continuous tense and the passive (See Sections
4.4 and 4.6 in Chapter 4); and
(4) Regrouped noun classes for chiShona, isiXhosa, isiZulu, Kikuyu, Kinyarwanda, Luganda, and
Runyankore.
9.3.3 Metric for Measuring Bootstrappability
Our work to bootstrap the Runyankore verbalization patterns from the isiZulu ones was the first
for this class of languages. We identified the need to measure the efficiency of bootstrapping when
there are multiple source languages, and developed a metric for this in Section 7.6. This novel
metric is based on the concepts of minimum edit distance [91] and linear gap penalty [66]. By
investigating bootstrappability, our research also contributes verbalization patterns for chiShona,
isiXhosa, Kikuyu, Kinyarwanda, and Luganda. These, in addition to Runyankore and isiZulu, can
be used as source languages by researchers for a new language in this area, and our metric makes
it possible to identify the most efficient source–target language bootstrap pair.
1The Runyankore noun Pluralizer is available at https://github.com/ThesisResources/RunyankorePluralizer.
2The Protégé plugin is available at https://github.com/runyankorenlg/RunyankoreNLGSystem.
3The generic pluralizer is available at https://github.com/runyankorenlg/Generic-Pluralizer.
4These datasets are available at https://github.com/runyankorenlg/Generic-Pluralizer.
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9.3.4 Applicability to the Healthcare Domain
The healthcare domain was our focus in this research, due to the need to provide patients with ad-
ditional information in the language that the patients understand. Efforts to address the commu-
nication gap between healthcare practitioners and patients in South Africa have resulted in mobile
translators like Mobile Xhosa [138] and Mobile Zulu [139], which are composed of translations of
basic medical phrases in English, isiZulu, and isiXhosa; or mobile assisted language learning tools
targeted at teaching healthcare practitioners healthcare vocabulary in an indigenous language, for
example, Northern Sotho [187]. The limitations of these approaches are: the mobile translators
provide text that is fixed and cannot be updated as need arises; and the mobile assisted language
learning tools require the healthcare practitioners to learn a new language. We proposed a dy-
namic approach, NLG for healthcare, which has successfully been applied elsewhere [31, 46, 53,
81, 117, 120] but not with a Bantu language. While our research has not resulted in a full NLG
system for this task, we have contributed towards the task of linguistic realization, which over-
comes the limitations originating from the complex grammatical structure of Bantu languages.
Additionally, the healthcare text generated in Runyankore by verbalizing part of SNOMED-CT
was regarded as grammatically correct and understandable by 66% of non-linguists, and was re-
garded as human-authored by 71% of non-linguists and by both linguists. This suggests that the
generated text could be trusted by non-linguists as having been written by a human, and they
would be able to understand it. Further, by generalizing the Runyankore approach to five more
Bantu languages, and showing that it can be applied to even more, our research contributes a cru-
cial component required to build an NLG system for healthcare messages in agglutinating Bantu
languages.
9.4 Future Work
We have identified areas for future work, which we present below.
9.4.1 Runyankore NLG System
The grammar engine we have developed is a surface realizer for Runyankore. It would be ideal
to develop a complete NLG system that accounts for all the NLG tasks.
9.4.2 Evaluating Generated Healthcare Messages in a Real-world Setting
Our domain of interest in this research was healthcare. Though we used examples of health-
care messages in this thesis, and the healthcare-based sentences in the Runyankore evaluation in
Section 6.5 in Chapter 6 were regarded as grammatically correct, understandable, and human-
authored by a statistically significant number of non-linguists, it would be ideal to test the efficacy
of such generated text in a real-world, in order to assess the value of such personalized messages
to Bantu language speakers.
9.4.3 Handling Phonological Conditioning in Generic Pluralizer
With the exception of isiZulu, all the errors found in the results of the generic pluralizer resulted
from the need for phonological conditioning. Though the rules for phonological conditioning
are largely language-specific, an investigation into how this can be achieved whilst maintaining
generalizability would be ideal.
9.4.4 Better Grammar Formalism for Verb Conjugation
While CFGs were successfully used to conjugate verbs in Runyankore and isiZulu, and showed
to also be applicable to five more agglutinating Bantu languages, a limited scope of the verbal
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morphology had to be used in each case. This is because CFGs are not sufficient to account for the
entire verbal morphology of Bantu languages, including phonological conditioning. And while,
in theory, a very large CFG can be developed with additional rules to handle phonological con-
ditioning, it would be a very inefficient approach. It would thus be ideal to develop a grammar
formalism specific for the complex verbal morphology of Bantu languages.
9.4.5 Building API
We proposed an architecture for an API to verbalize ontologies in agglutinating Bantu languages.
It would be ideal to develop an API based on this architecture and evaluate its output.
9.5 Final Remarks
The large number of indigenous languages in use in Africa has created a communication prob-
lem between health practitioners and the populations they serve, where healthcare practitioners
are unable to speak their patients’ first languages, especially in the rural areas where indigenous
languages are still predominantly spoken. With existing technology-based efforts to solve this
problem, we hope that our work can be applied to these existing efforts, in order to bridge the
communication gap by generating localized medical text for millions of patients in Africa.
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Appendix A
Evaluation of CFG Output
FIGURE A.1: Part D: Evaluation of CFG output
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Appendix B
Controlled Natural Language (CNL)
Statements
(1) Fennodil is a well proven drug
(2) Fennodil and Nozydril
(3) Each Fennodil has no known side effects
(4) Each Nozydril is not addictive
(5) All Fennodil reduce some stomach acid
(6) All Nozydril relieve some painful symptoms
(7) All Fennodil are only taken with milk
(8) Each tablet has exactly 20 mg of Flavotine
(9) All tablets have some very high success rate
(10) All tablets only act directly on ulcers
(11) All Fennodil cause some nausea
(12) Each Nozydril is not taken with some alcohol
(13) All tablets have som adverse reaction with other prescribed medication
(14) All Fennodil act within a maximum of a week
(15) All tablets are taken at least 8 hours apart
148
Appendix C. Ethics Approval 149
Appendix C
Ethics Approval
FIGURE C.1: Ethics approval received from the University of Cape Town
signature removed to avoid exposure online
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Appendix D
Translated Questionnaire for
Non-Linguists
FIGURE D.1: Translated consent form and questionnaire given to non-linguists
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Appendix E. English Version of Questionnaire for Non-Linguists 153
Appendix E
English Version of Questionnaire for
Non-Linguists
FIGURE E.1: The original English consent form and questionnaire intended for non-
linguists
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Appendix F
Noun Class Systems for Five
Agglutinating Bantu Languages
TABLE F.1: The chiShona noun class system, showing the subject, adjective, and
possessive concords [190] [190]
No Class Prefix Grammatical Form Subject Concord Possessive Concord Adjective Concord
1 mu- singular -a- wa- mu-
1a- – singular -a- wa- mu-
2 va- plural -va- va- va-
2a- vana- – -va- va- va-
2b a– singular -va- va- a-
3 mu- singular -u- wa- mu-
4 mi- plural -i- ya- mi-
5 – singular -ri- ra- ri-
6 ma- plural -a- a- ma-
7 chi- singular -chi- cha- chi-
8 zvi- plural -zvi- zva- zvi-
9 n- singular -i- ya- n-
10 n-/dzi- plural -dzi- dza- n-
11 ru- singular -ru- rwa- ru-
12 ka- singular -ka- ka- ka-
13 tu- plural -tu- twa- tu-
14 u- singular -hu- hwa- u-
15 ku- singular -ku- kwa- ku-
16 ha- locative -ha- ha- ha-
17 ku- locative -ku- kwa- ku-
18 mu- locative -mu- mwa- mu-
21 zi- singular -ri- ra- zi-
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TABLE F.2: The isiXhosa noun class system, showing the subject, adjective, and pos-
sessive concords [174]
No Class Prefix Grammatical Form Subject Concord Possessive Concord Adjective Concord
1 u-m- singular -u- wa- m-
1a- u- singular -u- wa- m-
2 a-ba- plural -ba- ba- ba-
2a- oo- plural -ba- ba- ba-
3 u-m- singular -u- wa- m-
4 i-mi- plural -i- ya- mi-
5 i-/i-li- singular -li- la- li-
6 a-ma- plural -a- a- ma-
7 i-si-/i-s- singular -si- sa- si-
8 i-zi-/i-z- plural -zi- za- zi-
9 i-/i-n- singular -i- ya- i-n-
10 ii-/i-zin- plural -zi- za- zin-
11 u-/u-lu- singular -lu- lwa- lu-
14 u-bu- singular -bu- ba- bu-
15 u-ku- singular -ku- kwa- ku-
TABLE F.3: The Kikuyu noun class system, showing the subject, adjective, and pos-
sessive concords [88]
No Noun
Class
Grammatical
Form
Subject
Concord
Subject
Prefix
Possessive
Concord
Adjective
Concord
1 mu- singular -a- u- wa- mu-
1a- – singular -a- u- wa- mu-
2 a- plural -ma- a- a- a-
2a- – plural -ma- a- a- a-
3 mu- singular -u- u- wa- mu-
4 mi- plural -i- i- ya- mi-
5 ri-/i- singular -ri- ri-/-i- ria- ri-/i-
6 ma- plural -ma- ma- ma- ma
7 ki-/gi- singular -ki- ki-/-gi- kia- ki-/gi-
8 ci-/i- plural -ci-/-i- ci-/-i- cia- n-
9 n- singular -i- i- ya- n-
9a- – singular -i- i- ya- n-
10 n- plural -ci- ci- cia- n-
10a- – plural -ci- ci- cia- n-
11 ru- singular -ru- ru- rua- ru-
12 ka-/ga- singular -ka- ka-/-ga- ka- ka-/ga-
13 tu- plural -tu- tu- tua- tu-
14 – singular -u- u- wa- mu-
15 ku-/gu- singular -ku- ku-/-gu- kua- ku-/gu-
16 ha- locative -ha- ha- ha- ha-
17 ku-/gu- locative -ku- ku-/-gu- kua- ku-/gu-
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TABLE F.4: The Kinyarwanda noun class system, showing the subject, adjective, and
possessive concords [101]
No Noun Class Grammatical Form Subject Concord Possessive Concord Adjective Concord
1 u-mu- singular -a- wa- u-mu-
2 a-ba- plural -ba- ba- ba-
3 u-mu- singular -u- wa- mu-
4 i-mi- plural -i- ya- mi-
5 i-, i-ri- singular -ri- rya- ri-
6 a-ma- plural -a- ya- ma-
7 i-ki-/i-cy-/i-gi- singular -ki- cya- ki-
8 i-bi- plural -bi- bya- bi-
9 i-/i-n-/i-nz- singular -i- ya- n-
10 i-/i-n-/i-nz- plural -zi- za- n-
11 u-ru- singular -ru- rwa- ru-
12 a-ka-/a-ga- singular -ka- ka- ka-
13 u-tu-/u-du- plural -tu- twa- tu-
14 u-bu- plural -bu- bwa- bu-
15 u-ku-/u-gu- infinitives -ku- kwa- ku-
16 a-ha- locative -ha- ha- ha-
TABLE F.5: Luganda noun class system, showing the subject, adjective, and posses-
sive concords [11]
No Noun Class Grammatical Form Subject Concord Possessive Concord Adjective Concord
1 o-mu- singular -a- w- o-mu-
2 a-ba- plural -ba- b- a-ba
3 u-mu- singular -gu- gw- u-mu-
4 e-mi- plural -gi- gy- e-mi-
5 e-li-/e- singular -li- ly- e-li-
6 a-ma- plural -ga- g- a-ma-
7 e-ki- singular -kii- ky- e-ki-
8 e-bi- plural -bi- by- e-bi-
9 e-n- singular -e- y- e-n-
10 e-n- plural -zi- z- e-n-
11 o-lu- singular -lu- lw- o-lu-
12 a-ka- singular -ka- k- a-ka-
13 o-tu- plural -tu- tw- o-tu-
14 o-bu- plural -bu- bw- o-bu-
15 o-ku- singular -ku- kw- o-ku-
16 wa- locative -wa- wa- w–
17 ku- locative -ku- kw- ku-
18 mu- locative -mu- mw- mu-
20 o-gu- singular -gu- gw- o-gu-
21 a-ga- plural -ga- g- a-ga-
23 e- locative -e- –
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Appendix G
Original 101 Wordlist Used as SetC
(1) Tree
(2) Plant
(3) Elephant
(4) Meal
(5) Meat
(6) Herbivore
(7) Wine
(8) Grape
(9) Region
(10) Bottle
(11) University
(12) Lecturer/proffessor
(13) Undergraduate student
(14) Course
(15) Doctor
(16) Dog
(17) Cat food
(18) Bird
(19) Owner
(20) Pet
(21) Toy
(22) Building
(23) Room
(24) Wall
(25) Cottage
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(26) Window
(27) King
(28) President
(29) Council
(30) Committee
(31) Parliament
(32) Representative
(33) Mediator
(34) Nurse
(35) Operation
(36) Medicine
(37) Pill
(38) Prescription
(39) Diagnosis
(40) Symptom
(41) Stomach
(42) Leg
(43) Eye
(44) Camping
(45) Camera
(46) Hotel
(47) Beach
(48) Holiday
(49) Ice cream
(50) Swimming pool
(51) Mayonnaise
(52) Water
(53) Orange (the fruit)
(54) Green (the colour)
(55) Potato
(56) Key
(57) Airplane
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(58) Car
(59) Money
(60) Police
(61) Tea
(62) Flood
(63) Ditch
(64) Field (in the sense of veld/grassfield)
(65) Mountain
(66) River
(67) Sea
(68) Fish
(69) Land
(70) Country
(71) Raspberry
(72) Samp
(73) Chicken
(74) Cafe
(75) Book
(76) Ball
(77) Worker
(78) Company (the one one works for)
(79) Society
(80) Box
(81) Pot (for cooking)
(82) Computer
(83) Pipe
(84) Pie
(85) News
(86) Speaker (the person)
(87) Shoe
(88) Sock
(89) Flower
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(90) Walk
(91) Beauty
(92) Lamp
(93) Street
(94) Bag
(95) Niece
(96) Decoration
(97) Cigarette
(98) Painting
(99) Stick
(100) Guardian
(101) Blanket
