We introduce the circular chromatic Ramsey number R χc (F, G) as the infimum of the circular chromatic numbers of graphs H such that every red/blue edge-coloring of H yields a red copy of a graph in F or a blue copy of a graph in G. We prove R χc (K 3 , K 3 ) = 6 and R χc (K 3 , K 4 ) = 9. Also, if F and G each contain a graph with circular chromatic number at most 5/2 (such as any odd cycle of length at least 5), then R χc (F, G) = 4. Furthermore, no graph has circular chromatic Ramsey number between 4 and 5. Finally, with R χc (z) = inf{R χc (G) : χ c (G) ≥ z}, we prove R χc (k) ≤ k(k − 1) for k ∈ N − {1}.
Introduction
Given target families F and G of graphs, classical graph Ramsey theory seeks a host graph H such that every red/blue edge-coloring of H produces a red copy of a graph in F or a blue copy of a graph in G; we then write H → (F , G) and say that H arrows or forces (F , G). The classical Ramsey number R(F , G) is min{|V (H)| : H → (F , G)}.
For any mononotone graph parameter ρ, the ρ-Ramsey number of (F , G), written R ρ (F , G), is inf{ρ(H) : H → (F , G)}. Classically, ρ was the number of vertices; the notion has also been studied with ρ being the the clique number [4, 10] , the chromatic number [2, 14] , the number of edges (yielding the "size Ramsey number") [3, 11] , and the maximum degree [8, 9] . We will study the parameter Ramsey problem in which ρ is the "circular chromatic number".
Given positive integers p and q with p ≥ 2q, the generalized complete graph or circular clique K p:q has vertex set {v i : 0 ≤ i ≤ p − 1} and edge set {v i v j : q ≤ |i − j| ≤ p − q}; note that K p:1 is the complete graph K p . A homomorphism of a graph G to a graph H R χc (F , G) = inf{χ c (H) : H → (F , G)}.
Because χ c may have any rational value at least 2, infimum is needed; the minimum may not exist. We begin with a monotonicity property for R χc . Given a family F of graphs, let Hom(F ) denote the family of all homomorphic images of graphs in F via surjective maps. Lemma 1.1. If H → (F , G) and there is a homomorphism from H to H ′ , then H ′ → (Hom(F ), Hom(G)).
Proof. Let φ be a homomorphism from H to H ′ . Consider any red/blue edge-coloring f of H ′ . Lift the coloring f back to H, giving each edge in H the color of its image under φ. In the resulting edge-coloring of H, the red graph in F or blue graph in G forced by H maps under φ to a graph in Hom(F ) or Hom(G) that is monochromatic under f . Hence H ′ → (Hom(F ), Hom(G)).
Similar to χ(H) − 1 < χ c (H) ≤ χ(H), we obtain the following bounds on R χc (F , G).
Proof. Since χ c (H) ≤ χ(H) when H → (F , G), we have R χc (F , G) ≤ R χ (F , G). For the other inequality, if k ≤ R χc (F , G) < k + 1 for some integer k, then H → (F , G) for some graph H with k ≤ χ c (H) < k + 1. Since k ≤ χ(H) ≤ k + 1, we have R χ (F , G) ≤ k + 1, and hence R χ (F , G) ≤ R χc (F , G) + 1.
Early work on the circular chromatic number asked when χ c (H) equals χ(H) or is close to χ(H) − 1. We ask the same for the bounds on R χc (F , G) in Proposition 1.2.
The circular chromatic Ramsey number, like the chromatic Ramsey number in [2] , can be described in terms of a classical graph Ramsey problem. A homomorphic image of a graph G is obtained by collapsing independent sets of vertices into single vertices so that edges are preserved; extra copies of resulting edges are deleted. Conversely, if H contains a homomorphic image of an n-vertex graph G, then H[n] contains G, where H[n] is obtained from H by expanding each vertex into an independent set of size n (and each edge into a copy of the complete bipartite graph K n,n ). Since H[n] admits a homomorphism into H and homomorphisms compose, χ c (H[n]) ≤ χ c (H). By monotonicity, equality holds.
Burr, Erdős, and Lovász [2] proved
Their idea in [2] applies also to R χc , yielding the following result.
Proof. Suppose that a graph H with χ c (H) = p/q forces (F , G). Since H has a homomorphism into K p:q , by Lemma 1.1 we have
For the reverse inequality, suppose
, where n is the largest number of vertices among graphs in F or G. When N is sufficiently large, every 2-edge-coloring of H[N] contains a copy of H in which each copy of K n,n corresponding to a single edge of K p:q is monochromatic. This is proved by iterating the bipartite version of Ramsey's Theorem, as in [2] . In the corresponding 2-edge-coloring of K p:q , there is a red copy of some graph in Hom(F ) or a blue copy of some graph in Hom(G), since K p:q → (Hom(F ), Hom(G)). In the 2-edge-coloring of H, this subgraph expands into a monochromatic copy of the corresponding graph in F or G with the right color. Hence
Lemma 1.4. If each graph in the family F ′ contains a homomorphic image of some graph in the family F , and similarly for G ′ and G, then
Proof. By hypothesis, Hom(F ′ ) ⊆ Hom(F ) and Hom(G ′ ) ⊆ Hom(G). Therefore,
For simplicity, when F = {F } and G = {G} we write
is of interest to give upper bounds on R χc (G), especially when χ c (G) is small. In Section 2, we compute circular chromatic Ramsey numbers for small complete graphs.
Section 3 presents the proof of R χc (C 5 ) = 4 as Theorem 3.4. As a consequence, Corollary 1.5. R χc (F , G) ≤ 4 whenever F and G each contain some graph with circular chromatic number at most
Every graph with chromatic number at most 4 decomposes into two bipartite graphs. Hence R χc (G) ≥ 4 when G is non-bipartite. From the characterization of R χ (G) in [2] , it follows that the chromatic Ramsey number of any 3-chromatic graph G is 5 or 6, and it is 5 if and only if G admits a homomorphism to C 5 , meaning χ c (G) ≤ implies R χc (G) = 4, from Corollary 1.5. In particular, R χc and R χ are different. Corollary 1.5 begs the question of determining R χc (G) when
< χ c (G) ≤ 3 implies 5 ≤ R χc (G) ≤ 6, and hence there are no circular chromatic Ramsey numbers between 4 and 5. In fact, we have not found any noninteger circular chromatic Ramsey number.
The situation may be different for the "nondiagonal" case R χc (F, G) with F = G. In Section 4 we prove
These results do not yet yield any noninteger circular Ramsey numbers, even in the nondiagonal case, but the separation between R χc (C 3 , C 5 ) and R χc (C 3 , C 7 ) is interesting and is quite different from the diagonal result for odd cycles. Finally, note that the values of R χc (G) vary exponentially when χ c (G) is fixed. Let
k , using the well-known lower bound on classical Ramsey numbers. In particular, R χc (G) is not determined by χ c (G).
Complete Graphs
The length of an edge v i v j in K p:q is min{|i − j|, p − |i − j|}.
Proof. Since R χ (K 3 ) = 6, we have R χc (K 3 ) ≤ 6. For the lower bound, it suffices to find for all q a 2-edge-coloring of K 6q−1:q having no monochromatic triangle. Assign red to the edges with lengths q, . . . , 2q − 1, and assign blue to the edges with lengths 2q, . . . , 
For the lower bound, it suffices to find for all q a 2-edge-coloring of K 9q−1:q having no red triangle and no blue 4-clique. Assign blue to all edges with lengths q, . . . , 3q − 1 and red to the edges with lengths 3q, . . . ,
. The lengths of the three edges of a triangle in K 9q−1:q can be indexed as a, b, c with a ≤ b ≤ c so that a + b + c = 9q − 1 or a + b = c ≤ (9q − 1)/2. Since the lengths of three red edges sum to at least 9q, and two sum to at least 6q, there is no red triangle.
Consider the four vertices of a 4-clique in K 9q−1:q in cyclic order of indices. The edge joining two opposite vertices u and v forms triangles with each of the two remaining vertices, x and y. In one of these triangles, the three lengths sum to 9q − 1. Since three blue lengths sum to at most 9q − 3, there is no blue copy of K 4 .
The particular coloring presented in Theorem 2.2 was noticed by Daniel Cranston. It is slightly simpler than our original coloring.
Greenwood and Gleason [6] showed R(K 4 ) = 18 by coloring K 17 with no monochromatic 4-clique. We call the host K 17:1 because the coloring has cyclic symmetry, constant on edges of fixed length. Edges of lengths 1, 2, 4, 8 are red; those of lengths 2, 5, 6, 7 are blue. There are monochromatic 4-cycles, but then the diagonals do not both have that color.
To show R χc (K 4 ) = 18, we could try to color E(K 18q−1:q ) similarly. Following the constructions for the theorems above, we would make the edges of lengths jq, . . . , (j + 1)q − 1 red for j ∈ {1, 2, 4, 8} and blue for j ∈ {3, 5, 6, 7}. Since the maximum length is 9q − 1, this colors all the edges. Unfortunately, when q = 2 this coloring of K 35:2 creates a blue 4-clique having an outer 4-cycle with edges of lengths 10, 10, 10, 5 and diagonals of length 15. This suggests trying to show R χc (K 4 ) = 17 by showing K 17q+1:q → K 4 for q > 1, but we have not been able to do this.
Similar difficultes arise with
is known. The cyclic coloring of K 13 with red on edges of lengths 1 and 5 and blue on the rest yields no red triangle or blue copy of K 5 . However, giving red to edges of lengths in {2, 3, 10, 11} in K 27:2 and blue to the rest yields not only a blue copy of K 5 but in fact a blue copy of K 6 , with distances along the outer cycle alternating between 4 and 5. Again this suggests 
Odd Cycles
Our main task in this section is to prove R χc (C 5 ) = 4. Since C 3 and C 5 are homomorphic images of C 5 , we accomplish this by proving for q ≥ 1 that every 2-edge-coloring of K 4q+1:q has a monochromatic 3-cycle or a monochromatic 5-cycle.
Let K − p:q denote K p:q − v 0 v q (deleting a shortest edge). In this graph we call the endpoints of the edge that was deleted the special pair. Let a 3, 5-free coloring of a graph G be a 2-edge-coloring having no monochromatic 3-cycle or 5-cycle. Proof. Consider a 3, 5-free coloring. There are nine edges; let red be the larger class. Each color class must be bipartite.
There are five or six red edges, since the maximum number of edges in a bipartite subgraph of K 5 is 6, achieved only by K 2,3 . To have at least five red edges, the partite sets of the red graph must have sizes 2 and 3. Hence the red graph is K 2,3 with at most one edge deleted.
Since the blue graph must not contain a triangle, the partite set of size 3 must contain {v 0 , v 4 }. Now there is a blue path joining them through the third vertex of that part. There is a red path joining them via the other partite set, because there are two such possible paths and at most one edge was deleted from K 2,3 to form the red graph.
, with {v q+1 , v 2q } being the special pair when S is deleted and {v 2q+1 , v 3q } being the special pair when T is deleted.
Proof. The vertices of S or T are spaced by q, q, q, q + 1 (in cyclic order) along the indexing. Hence when S or T is deleted, any two vertices at least q − 1 steps apart in the new indexing were separated by a deleted vertex and hence were at least q steps apart in the old indexing, except the pair {v q+1 , v 2q } in the first case and the pair {v 2q+1 , v 3q } in the second case. Hence the edges are those of K − 4(q−1)+1:q−1 , with the special pairs as specified.
When q = 2, the special pairs in the two resulting subgraphs in Lemma 3.2 are {v 3 , v 4 } and {v 5 , v 6 }. In the inductive proof of the main theorem, we will combine Lemma 3.2 with the following technical result about these two pairs in K 
• Proof. It suffices to show K 4q+1:q → {C 3 , C 5 } for q ≥ 1. We use induction on q to prove that every 3, 5-free coloring of K 
Non-diagonal Ramsey numbers for Cycles
In this section we prove 4 ≤ R χc (C 3 , C 7 ) ≤ 9 2
For R χc (C 3 , C 5 ), we first found a lower bound of 9 2 using a red/blue coloring of K 9:2 that was not constant on distance classes. In fact, this coloring arises by the natural homomorphism from K 9:2 into the coloring of K 14:3 in Theorem 4.1, which was found by Daniel Cranston). It is not yet known whether distance-invariant optimal lower-bound colorings can always be found for R χc (F, G), although certainly such colorings are much easier to study than more general colorings. 
Proof. For the upper bound, it suffices to show K 5:1 → (Hom(C 3 ), Hom(C 5 )). Note that Hom(C 5 ) = {C 3 , C 5 }. It is well known that the only red/blue-coloring of K 5 having no monochromatic triangle has monochromatic 5-cycles in both colors.
For the lower bound, we color E(K 14:3 ). Edges of lengths 3 and 4 are blue; edges of lengths 5, 6, and 7 are red. Since the lengths of two red edges sum to at least 10 and the lengths of three sum to at least 15, there is no red triangle. The lengths of two blue edges sum to at least 6 and the lengths of three sum to at most 12, so there is no blue triangle. Now consider blue 5-cycles. The cycle may take steps in both directions, but the total net movement in one direction must be a multiple of 14. With five steps in the same direction, the sum is at least 15 and at most 20. With four edges in one direction (total from 12 to 16) and one in the other (length 3 or 4), the net movement is at least 8 and at most 13, not a multiple of 14. Similarly, three edge in one direction (total from 9 to 12) and two in the other (total from 6 to 8) yield net movement at least 1 and at most 6, again not a multiple of 14. Hence there is no blue 5-cycle.
Other colorings of E(K 14:3 ) also establish this lower bound. One can make the edges of lengths 3 and 4 red, the edges of lengths 6 and 7 blue, and alternate red and blue along the 14-cycle formed by the edges of length 5. Both this and the coloring in Theorem 4.1 have 35 red edges and 28 blue edges, but they are not isomorphic. There is also a messy coloring that is not distance-invariant. This multiplicity of colorings suggests that there could be better colorings, but we show next that they will be hard to find. Remark 4.2. The construction in Theorem 4.1 does not generalize to give either a larger lower bound for R χc (C 3 , C 5 ) or a smaller lower bound for R χc (C 3 , C 2k+1 ). Consider a red/blue coloring of E(K p:q ) with p/q > 4 such that all edges with lengths from q to r are blue, all edges with lengths from r + 1 to ⌊p/2⌋ are red, no triangle is red, and no odd cycle of length at most 2k + 1 is blue. In Theorem 4.1 we have the case (p, q, r) = (14, 3, 4) and k = 2.
To avoid red triangles, we must have r + 1 > p/3. Avoiding blue triangles requires r < p/3. Hence p ∈ {3r + 1, 3r + 2}. To avoid creating blue 5-cycles that take three steps forward and two steps back, we need 3q > 2r. Now 2p ≤ 6r + 4 ≤ 9q + 1. However, we must also avoid blue 5-cycles with four steps forward and one step back for net movement p. The smallest such total is 4q − r, the largest is 4r − q, and all values between them are achievable. With q = r − s, these values range from 3r − 3s to 3r + s.
Since p ∈ {3r + 1, 3r + 2}, the range includes p unless s = 1 and p = 3r + 2. Now also q = r − 1, so p/q = 3 + 5/q. Since we want 4 < p/q < 5, the only possible instances are (p, q, r) = (14, 3, 4) (as in Theorem 4.1) and (p, q, r) = (17, 4, 5). Since , the second construction would be of interest only for R χc (C 3 , C 7 ). However, the construction contains a blue 7-cycle in that case, since 6 · 5 + 4 = 2 · 17.
Making the short edges red and long edges blue also does not succeed.
We next give an upper bound for R χc (C 3 , C 7 ). Let a good coloring of a graph be a red/blue edge-coloring having no red triangle and no blue triangle or 5-cycle. Recall from Section 3 that the endpoints of the missing edge in K Proof. It suffices to show that every red/blue coloring of K 9:2 has a red triangle or a blue odd cycle with length at most 7. Consider a coloring that avoids this.
If the edges of length 2 are all red, then the edges of length 4 form a blue 9-cycle. Any additional blue edge would be a chord yielding a shorter blue odd cycle, so the edges of length 3 are all red and form triangles.
Hence we may assume by symmetry that the edge v 0 v 2 is blue. Consider the copies of K − and Q + have good colorings of the second type, then the union of the guaranteed blue paths with the edge v 2 v 0 is a blue 9-cycle. Again any additional blue edge would yield a shorter blue odd cycle, so the blue graph is precisely a 9-cycle.
If both copies have blue paths of length 4, then G has a blue 9-cycle and any additional blue edge is a chord and completes a shorter cycle. Therefore, the blue graph is C 9 . Edges joining V (Q − ) and V (Q + ) must now all be red. These include v 0 v 4 , v 4 v 7 , v 0 v 6 , and v 6 v 3 . To avoid red triangles, v 0 v 7 and v 0 v 3 must be blue. Now v 0 has two incident blue edges other than v 0 v 2 , which contradicts the blue graph being C 9 .
The difficulty of extending the construction of Theorem 4.1 via Remark 4.2 suggests that perhaps R χc (C 3 , C 5 ) = 14 3 . The same difficulty, coupled with Theorem 4.4, suggests that perhaps R χc (C 3 , C 2k+1 ) = 4 for k ≥ 3.
Minimizing R χ c (G)
As defined in Section 1, R χc (z) = inf{R χc (G) : χ c (G) = z} and R χ (k) = inf{R χ (G) : χ(G) = k}. Since Zhu [15] proved the conjecture from [2] that R χ (k) = (k − 1)
2 + 1, we obtain
Here we use {G : χ c (G) ≥ k} instead of {G : χ c (G) = k} so that when we move to {G : χ(G) ≥ k+1} we will not enlarge the set and thereby reduce the infimum. In particular, this is why we cannot obtain inf{R χc (G) :
We prove the stronger inequality R χc (k) ≤ k(k − 1) using the method of [15] . The fractional chromatic number of a graph G, written χ f (G), is the linear programming relaxation of the chromatic number. That is, χ f (G) is the minimum sum of weights on the independent sets in G such that each vertex receives total weight at least 1. A (p, q)-coloring of G provides such a weighting with total weight p/q, so χ f (G) ≤ χ c (G).
The categorical or direct product G × H of graphs G and H has vertex set V (G) × V (H), with (u, v) and (u ′ , v ′ ) adjacent if and only if uu ′ ∈ E(G) and vv ′ ∈ V (H). By coloring G × H according to a proper coloring φ of one factor (for example, let the color of (u, v) be φ(u) for all v), always χ(G × H) ≤ min{χ(G), χ(H)}, and the corresponding inequalities for χ c and χ f also hold. Hedetniemi [7] conjectured that always χ(G × H) = min{χ(G), χ(H)}. Zhu [15] proved the equality for χ f , and Tardif [12] proved the equality for χ c when the minimum over the factors is at most 4. Proof. Let t be the number of 2-edge-colorings of H. Let G i be a graph with fractional chromatic number at least z that occurs as a monochromatic subgraph in the ith coloring. Let G = G 1 × · · · × G t . Each G i is a homomorphic image of G, obtained by mapping the independent sets having a fixed value in the ith coordinate into the corresponding vertices in G i . Hence H → Hom(G), by construction.
The statement about χ f (G) or χ c (G) follows from Theorem 5.1 or Theorem 5.2. In the latter case, if the circular chromatic numbers of the specified monochromatic subgraphs all exceed 4, then considering a 4-chromatic subgraph of one of them yields χ c (G) ≥ z.
In the next result, the comment about circular chromatic number improves the upper bound on R χc (z) when z ≤ 4, because a monochromatic subgraph with χ c ≥ z may be forced by K p:q with smaller p/q than needed for χ f ≥ z, since always χ c ≥ χ f .
Lemma 5.4. If every 2-edge-coloring of K p:q contains a monochromatic subgraph with fractional chromatic number at least z, then R χc (z) ≤ p/q; that is, there exists a graph G with χ c (G) ≥ z and R χc (G) ≤ p/q. When z ≤ 4, the same conclusion follows also when the monochromatic subgraphs are only required to have circular chromatic number at least z.
Proof. By Lemma 5.3, there exist a graph G with χ f (G) ≥ z and K p:q → Hom(G). Since χ c (G) ≥ χ f (G) and R χc (G) = inf{p/q : K p:q → Hom(G)}, the claim follows. When z ≤ 4, applying the second statement of Lemma 5.3 yields R χc (z) ≤ p/q directly.
Theorem 5.5. R χc (k) ≤ k(k − 1) for k ∈ N − {1}.
Proof. Let R and B be the spanning subgraphs formed by the color classes in a red/blue edge-coloring of K k(k−1) . If R has a clique of size k, then χ f (R) ≥ k; otherwise, B has independence number at most k − 1, and then χ f (B) ≥ k(k − 1)/(k − 1) = k. Since K k(k−1) = K k(k−1):1 , the claim follows from Lemma 5.4.
In Section 3, we proved that R χc (z) = 4 for 2 < z ≤ 5/2. Theorem 5.5 includes R χc (3) ≤ 6, which also follows directly from R(K 3 , K 3 ) = 6. Nevertheless, it seems likely that this easy upper bound can be improved. Since there is no circular Ramsey number between 4 and 5, it follows that R χc (z) ≥ 5 for z > 5/2. Question 5.6. Is it true that R χc (z) = 5 for 5/2 < z ≤ 3?
A positive answer would follow from showing for q ≥ 1 that every red/blue edge-coloring of K 5t+1:t contains a monochromatic subgraph with circular chromatic number at least 3.
Remark 5.7. A step in this direction would be to show that every 2-edge-coloring of K 11:2 contains a monochromatic subgraph with circular chromatic number at least some value z with z > 5/2, perhaps 8/3 or even 11/4. Such a result would yield R χc (z) ≤ 5.5.
Possibly also we can determine or bound R χc for one or more of the graphs in Figure 2 . In particular, the graph G on the right is an induced subgraph of the Petersen graph, and χ c (G) = 3. We do not know R χc (G). Since G has no triangles, possibly R χc (G) < 6, which would yield R χc (3) < 6.
