We examine the simulated Arctic sea-ice drift speed for the period 2003-2014 in the coupled Arctic regional climate model HIRHAM-NAOSIM 2.0. In particular, we evaluate the dependency of the drift speed on the near-surface wind speed and sea-ice conditions. Considering the seasonal cycle of Arctic basin averaged drift speed, the model reproduces the summerautumn drift speed well, but significantly overestimates the winter-spring drift speed, compared to satellite-derived 15 observations. Also, the model does not capture the observed seasonal phase lag between drift and wind speed, but the simulated drift speed is more in phase with near-surface wind. The model calculates a realistic negative relationship between drift speed and ice thickness and between drift speed and ice concentration during summer-autumn when concentration is relatively low, but the correlation is weaker than observed. A daily grid-scale diagnostic indicates that the model reproduces the observed positive relationship between drift and wind speed. The strongest impact of wind changes on drift speed occurs for high and 20 moderate wind speeds, with a low impact for calm conditions. The correlation under low-wind conditions is overestimated in the simulations, compared to observation/reanalysis. A sensitivity experiment demonstrates the significant effects of sea-ice form drag included by an improved parameterization of the transfer coefficients for momentum and heat over sea ice. However, this does not improve the agreement of the modelled drift speed/wind speed ratio with observations based on reanalysis for wind and remote sensing for sea ice drift. An improvement might be possible, among others, by tuning the open parameters of 25 the parameterization in future.
where , ( ℎ , ) are the drag (heat transfer) coefficients under neutral atmospheric stratification over ice and , ( ℎ, ) are the stability correction functions over ice to adjust , ( ℎ , ) based on atmosphere stability. , is calculated as 
where , represents the scalar roughness length over ice.
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In (1 − )
where 10 represents the effective resistance coefficient (both the aerodynamic resistance coefficient of individual floes and the shape factor), 0, represents the (form) roughness length, and is a constant exponent describing the dependence of cross 140 wind dimension of a floe on A. The values of 10 , 0, and are 2.8·10 -3 , 0.57·10 -3 m and 1.1 respectively. ℎ , is calculated
where
145 0, =0.69·10 -3 m (10)
CTRL and SENS simulations comprise each an ensemble of 10 members, which only differ in their ice-ocean initial state.
ERA-I provided the boundary forcing as in the BASE simulations. much wider spatial and temporal coverage and is therefore appropriate for regional model evaluation (Sumata et al., 2015) .
Another advantage of the KIMURA product is that it provides ice drift data both in winter and summer. More details are given by Kimura et al. (2013) and Sumata et al. (2015) .
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In addition, daily sea-ice drift speed from the Pan-Arctic 
Sea-ice concentration
For sea-ice concentration (SIC), the NSIDC bootstrap daily SIC over Northern Hemisphere Version 3 (https://nsidc.org/data/nsidc-0079) is used. This SIC dataset is based on Nimbus-7 SMMR and DMSP SSM/I-SSMIS passive microwave data. It provides an accuracy of 5-10% and is gridded on the 25 x 25 km 2 polar stereographic grid (Comiso, 2017).
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Sea-ice thickness
Since Arctic basin-wide long-term sea-ice thickness (SIT) observations are not available, SIT data from PIOMAS are used in this study as a substitute for observational SIT as done in previous studies (Docquier et al., 2017; Johnson et al., 2012; Shu et al., 2015; J. Stroeve et al., 2014) . However, we have to recall that PIOMAS is based on a coupled ice-ocean model, even though constrained through the assimilation of observed sea-ice concentrations and sea surface temperatures. Schweiger et al.
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(2011) showed that the PIOMAS ice thickness agrees with ICESat ice thickness retrievals (in the order of 0.1 m mean difference) and that the spatial thickness patterns agree with each other (pattern correlation coefficients > 0.8). However, PIOMAS appears to overestimate thin ice thickness and to underestimate thick ice (Schweiger et al., 2011).
Near-surface wind
For the near-surface wind speed (WS), daily 10-m wind speed from ERA-I with 0.25º x 0.25º horizontal resolution are used.
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More information about this dataset is given by Berrisford et al. (2011) . The NCEP/NCAR 10-m wind speed with 1.875º x 1.9º horizontal resolution is used to accompany the PIOMAS sea-ice data as this data were used as the wind forcing for PIOMAS. More information about the NCEP/NCAR dataset is given by Kalnay et al. (1996) .
Analysis methods
As the different evaluation datasets for sea ice have different spatial resolution, the bilinear interpolation method is used to 185 remap them onto the NAOSIM grid. The common analysis period used in this study is the 12-year-long period [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] (only December is included for 2012). This limitation is because of the KIMURA data, which are only available since October 2002, and January to November data are missing in 2012 due to transition from AMSR-E to AMSR-2. We focus on summer (JJAS) and winter (DJFM).
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The domain for the basin-wide analysis covers the Arctic Ocean (referred to as study domain hereafter; enclosed by the purple line in Figure 1 ). The study domain is defined following Tandon et al. 2014. Furthermore, we present evaluation results based on daily data on the grid scale, i.e. for all grid points within the study domain. With this we aim to statistically evaluate the high spatial and temporal variability in the domain, and we represent this by means of box-whisker plots. Therein, the horizontal bar represents the median, the notch represents the 95% confidence Normalized ensemble mean differences between SENS and CTRL run are used to investigate the influence of sea-ice form 205 drag on atmosphere-ice momentum and heat fluxes, sea-ice states and motion and were calculated by dividing ensemble mean differences of SENS minus CTRL with ensemble standard deviations of these differences. Assuming that the differences between two random simulations are normally distributed around zero, the normalized differences enable a rough estimate of the statistical significance of the differences. Normalized differences greater than 2 (3) or lower than -2 (-3) indicate that the difference is significant on the 95 % (99.7 %) level.
3 Evaluation of simulated sea-ice drift speed
First, the skill of the BASE simulated mean sea-ice drift speed (SID) is quantified (Section 3.1). SID is forced by the nearsurface wind, but it is also influenced by sea-ice roughness and the internal friction. The former is influenced by SIC and the latter is influenced both by SIC and SIT. Therefore, the SID dependency on near-surface wind speed (WS) (section 3.2) and on sea-ice conditions (Sections 3.3-3.4) is evaluated afterwards, in each case in terms of both the climatological and the daily 215 grid-scale views.
Multi-year mean sea-ice drift speed (SID)
The simulated mean SID shows a distinct spatial pattern with highest drift speed near the ice edges in the Barents Sea, Greenland Sea, and Labrador Sea in winter and over the Alaskan coast in summer (Figure 1a ). Compared to the KIMURA dataset, the study-domain-mean bias (RMSE) is 1.72 km d -1 (2.12 km d -1 ) in winter and -0.03 km d -1 (0.91 km d -1 ) in summer.
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The model generally overestimates SID in the ice edge zone and north of the Canadian archipelago, the region of thickest ice, with a maximum bias of ca. 6 km d -1 in winter and a smaller bias in summer (Figure 1b and 1d ). This overestimation of SID in the thick-ice region may be linked to the underestimation of SIT and SIC and overestimation of WS over that region (Suppl. Figures S1-S3 ). The underestimation of SIT and sea-ice volume compared to PIOMAS has been discussed by Dorn et al. (2019) for the longer time period 1979-2016.
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The model reproduces the basic mean seasonal cycle of SID compared to the KIMURA data ( Figure 2) 
