Abstract. The aim of this paper is to derive new representations for the Hankel functions, the Bessel functions and their derivatives, exploiting the reformulation of the method of steepest descents by M. V. Berry and C. J. Howls (Berry and Howls, Proc. R. Soc. Lond. A 434 (1991) 657-675). Using these representations, we obtain a number of properties of the asymptotic expansions of the Hankel and Bessel functions and their derivatives of nearly equal order and argument, including explicit and numerically computable error bounds, asymptotics for the late coefficients, exponentially improved asymptotic expansions, and the smooth transition of the Stokes discontinuities.
Introduction and main results
At about the same time, Nicholson [17] and Debye [8] investigated the asymptotic behaviour of the Hankel functions H , as z → +∞ with κ = z − ν. For these series, to be asymptotic series in Poincaré's sense, it has to be assumed that κ = o z 1/3 . The coefficients B n (κ) are polynomials in κ of degree n, the first few being For higher coefficients, see Airey [1] and Schöbe [25] . Watson [26, pp. 245-248] extended these expansions to the sector |arg z| ≤ π − δ < π, with 0 < δ ≤ π being fixed. In Appendix B, we will show that the asymptotic expansions (1.1) and (1.2) are valid in the even larger regions −π + δ ≤ arg z ≤ 2π − δ and −2π + δ ≤ arg z ≤ π − δ, respectively. The Stokes phenomenon associated with these series shows that these are the largest possible regions of validity. Another type of asymptotic series, valid when κ = O z 1/3 , were obtained by Olver [19] (see also Schöbe [25] ).
The case when κ = 0, i.e., z = ν was studied in detail in the previous paper [16] of the author. The aim of this paper is to establish new resurgence-type integral representations for the remainders of the asymptotic expansions (1.1)-(1.4). Our derivation is based on the reformulation of the method of steepest descents by Berry and Howls [5] (see also Boyd [6] and Paris [24, pp. 94-99] ). Here resurgence has to be understood in the sense of Berry and Howls, meaning that the function reappears in the remainder of its own asymptotic series. We also consider the corresponding asymptotic series for the derivatives. Using these representations, we obtain several new properties of Nicholson's and Debye's classical expansions, including asymptotics for the late coefficients, exponentially improved asymptotic expansions, and the smooth transition of the Stokes discontinuities. As a consequence of the late term formula, we solve a problem of Watson regarding the approximation of the polynomials B n (κ).
We also obtain explicit and numerically computable error bounds for these asymptotic series when κ = 0. These bounds are extensions and improvements of the results in the paper [16] . A brief discussion about the general κ case is given in Section 6.
Our first theorem describes the resurgence properties of the asymptotic expansions of H
(1) ν (z), H (2) ν (z), J ν (z) and Y ν (z). Throughout this paper, empty sums are taken to be zero. 
it−κ (it) dt.
(1.12)
The cube roots are defined to be positive on the positive real line and are defined by analytic continuation elsewhere.
We remark that an equivalent form of the first representation in (1.9) was also given by Watson [26, p. 246] . Some other formulas for the coefficients B n (κ) can be found in Appendix A.
Using the continuation formulas (see, e.g., [22, 10.11]) sin (πν) H (1) νe 2πim ze 2πim = sin (πν) H 
ν (z) + e πiν sin (2πmν) H (1) ν (z) , and the resurgence formulas (1.5), (1.6) and (1.10), we can derive analogous representations in sectors of the form 2m − 1 2 π < arg z < 2m + 3 2 π and 2m − 3 2 π < arg z < 2m + 1 2 π, m ∈ Z, respectively. The lines arg z = 2m − ν (z). Similarly, applying the continuation formulas
ν (z) and the representations (1.5)-(1.12), we can obtain analogous formulas in any sector of the form 2m + 1 2 π < arg z < 2m + 3 2 π, m ∈ Z.
Finally, from
and the resurgence formulas (1.7), (1.8), (1.11) and (1.12), we can derive the corresponding representations in sectors of the form
The lines arg z = 2m ± 1 2 π are the Stokes lines for the functions J ν (z) and Y ν (z). When ν is an integer, the limiting values have to be taken in these continuation formulas. The second theorem provides resurgence formulas for the z-derivatives of the Hankel and Bessel functions. The results are direct consequences of Theorem 1.1 and the functional relation 2C
Theorem 1.2. Let N > 2 be an integer, and κ be a complex number such that ν + κ = z and
with the second representation being true if |ℜ (κ)| + 1 < n+1 3 . The remainder terms can be expressed as
e (N +1)πi 3
and
where K and L are arbitrary fixed non-negative integers and
The rest of the paper is organised as follows. In Section 2, we prove the resurgence formulas stated in Theorem 1.1. In Section 3, we give explicit and numerically computable error bounds for the Nicholson-Debye expansions when κ = 0 using the results of Section 2. In Section 4, asymptotic approximations for the coefficients B n (κ) are given. In Section 5, we prove the exponentially improved expansions presented in Theorem 1.3, and provide a detailed discussion of the Stokes phenomenon related to the expansion of H (1) ν (z). The paper concludes with a discussion in Section 6.
Proofs of the resurgence formulas
In this section we prove the resurgence formulas given in Theorem 1.1. In the first subsection, we prove the results related to the Hankel functions. In the second subsection we show how the corresponding formulas for the Bessel functions can be derived using the results for the Hankel functions. 
The Hankel functions H
The saddle points of the integrand are the roots of the equation cosh t = 1. Hence, the saddle points are given by t (k) = 2πik. We denote by C (k) (θ) the portion of the steepest descent paths that pass through the saddle point t (k) . Here, and subsequently, we write θ = arg z. For the integral (2.1), we need to consider only the saddle point t (0) = 0. Let f (t) = sinh t − t. The steepest descent paths in this case are given by
The path C (0) (θ) for θ = 0, with an appropriate orientation, is shown in Figure 1 . We assume that θ = 0 and later we shall use an analytic continuation argument to extend the results to complex values of z. Denote by P (0) (0) and L (0) (0) the curves ABC and ABD, respectively (see Figure 1 ). By Cauchy's theorem, we can deform the path of integration in (2.1) to P (0) (0). (The path L (0) (0) can be taken as the integration path in the corresponding integral representation By the definition of C (0) (0), for t ∈ P (0) (0), τ is real and positive. Then, corresponding to each positive τ , there are two values of t, called t 1 and t 2 , such that t 1 is a complex number with a positive real part and t 2 is a negative real number. In terms of τ , (2.1) becomes
Following Berry and Howls, the function in the large parentheses can be represented as a contour integral using the residue theorem, to yield
where the contour Γ (0) encloses P (0) (0) in an anti-clockwise loop, and does not enclose any of the saddle points t (k) = t (0) . The cube root is defined so that (−f (t)) 1 3 is positive on the portion of P (0) (0) that starts at t = −∞ and ends at t = t (0) . The contour integral converges as long as |ℜ (κ)| < 
to expand the function under the contour integral in powers of τ
By analytic continuation, this expression is valid as long as |ℜ (κ)| < N +1
3 . The path Γ (0) in the sum can be shrunk into a small circle around t (0) = 0, and we arrive at 
ν (z) through the saddle point
is an adjacent contour to
.
Applying the change of variable zτ = s in (2.3) gives
As θ varies, the path C (0) (θ) varies smoothly, so we can define the paths P (0) (θ) and L (0) (θ).
The representation (2.5) of R (H) N (z, κ) and the formula (2.4) can be continued analytically if we choose Γ (0) = Γ (0) (θ) to be an infinite contour that surrounds the path P (0) (θ) in the anti-clockwise direction and that does not encircle any of the saddle points t (k) = t (0) . This continuation argument works until the path P (0) (θ) runs into an other saddle point. In the terminology of Berry and Howls, such saddle points are called adjacent to t (0) . In our case, the relevant path is P (0) (θ), for the adjacency problem, however, we also need to consider
2 , the path P (0) (θ) connects to the saddle point t
2 , the path L (0) (θ) connects to the saddle point t (−1) = −2πi. Therefore, the adjacent saddles are t (±1) (see Figure 2 ). The set
forms a domain in the complex plane whose boundaries are the steepest descent paths L (1) − π 2
and P (−1) π 2 , the adjacent contours to t (0) (they are defined analogously to P (0) and L (0) ). The function under the contour integral in (2.5) is an analytic function of u in the domain ∆ (0) , therefore we can deform Γ (0) over the adjacent contours. We thus find that for − π 2 < θ < 3π 2
and N ≥ 0, (2.5) can be written
3 . Now we perform the changes of variable
in the first, and
in the second double integral. The quantities f (±2πi) − f (0) = ∓2πi were essentially called the "singulants" by Dingle [9, p. 147] . When using these changes of variable, we should take i 
for − π 2 < θ < 3 . Finally, the contour integrals can themselves be represented in terms of the Hankel functions since
Substituting these into (2.7) gives (1.10). The expansion (1.6) follows from the connection formula H
ν (z). Finally, we prove the second representation in (1.9). We note that
3 . For these integrals we can apply the same changes of variable as above, then using the same argument yields the second representation in (1.9).
2.2.
The Bessel functions J ν (z) and Y ν (z). To prove the resurgence representations for the Bessel functions, we apply the well-known connection formulas
ν (z) . To show (1.7) and (1.11), we substitute (1.5) and (1.6) into (2.8) and note that
To prove (1.8) and (1.12), we substitute (1.5) and (1.6) into (2.9) and use the fact that
Error bounds
In this section we derive error bounds for the asymptotic expansions (1.1)-(1.4) and the analogous asymptotic series for the z-derivatives, in the special case κ = 0, i.e., when z = ν. Since B n (0) = 0 for odd n, we find it convenient to introduce the following simplified notations. For any N ≥ 0, we write
2N (ν, 0). Similarly, D n (0) = 0 for even n, whence we write for N ≥ 1,
N (ν) are improvements over the recently obtained error bounds [16] due to the present author. As far as we know, numerically computable bounds for these remainders were first obtained by Gatteschi [10] . The advantage of our bounds is that they are directly related to the absolute value of the first non-vanishing omitted term(s) of the asymptotic series. 
Error bounds for the asymptotic series of H
according to whether N ≡ 0 mod 3, N ≡ 1 mod 3 or N ≡ 2 mod 3, respectively. Bounds for the sector − π 2 < arg ν < 3π 2 were derived in the earlier paper [16] . With the present notations, these bounds are
when N ≡ 1 mod 3; and
Here, as before, θ = arg ν. Now we focus on the sectors −π < arg ν < 0 and π < arg ν < 2π. We consider the case N ≡ 1 mod 3. We introduce the integral representation of e −2πt iH (1) it (it) and perform the change of variable is/f (u) = t in (3.8), to obtain
duds.
Note that along the path P
thus, s is indeed positive. Set u = x + iy. Along the path P (−1) π 2 , we also have
and therefore, −if (x + iy) = −if (−x + iy). Denote by P (−1) ± π 2 the portions of the steepest path P (−1) π 2 that lie in the left-and in the right-half plane, respectively. Using the previous observation and the fact that P (−1) π 2 is symmetric with respect to the imaginary axis (see Figure 2 ), we find
1 + (is/f (x + iy) ν) 2 3 d (x + iy)
d (x − iy)
dx.
Let 0 < ϕ < π 2 be an acute angle that may depend on N and suppose that π + ϕ < θ < 3π 2 + ϕ. We rotate the path of integration in (3.11) by ϕ, to obtain the analytic continuation of the representation (1.10) to the sector π + ϕ < θ < 3π 2 + ϕ:
dxds.
(3.12)
Note that x is positive and monotonically increasing along P (−1) + π 2 . It was shown in the previous paper [16, Appendix B] , that (3.13) 1
for any r > 0. Employing this inequality in (3.12) yields the bound
The double integral can be evaluated in terms of B 2N +2 (0) since
The minimisation of the factor − sec (θ − ϕ) cos
ϕ as a function of ϕ can be done using a lemma of Meijer [13, pp. 953-954] . In our case, Meijer's lemma gives that the minimising value ϕ = ϕ * in (3.14), is the unique solution of the equation
2 ≤ θ < 2π, and 0 < ϕ
. To obtain the bound for the sector −π < θ < 0, we rotate the path of integration in (3.11) by − π 2 < ϕ < 0, and an argument similar to the above one shows that
, where ϕ * is the unique solution of the equation (3.15) , that satisfies −
, and θ < ϕ * < 0 if − π 2 < θ < 0. A very similar argument applied for the integral (3.9), gives that
if N ≡ 2 mod 3, where ϕ * * is the unique solution of the equation
if N ≡ 0 mod 3, where ϕ * and ϕ * * are the unique solutions of the equations (3.15) and (3.16) ,
We can make our bounds simpler if arg ν is close to given explicitly by
and therefore we have
as long as π + ϕ * < θ ≤ 3π 2 . We also have
, therefore by (3.10) and (3.14) (with ϕ = ϕ * ), we deduce
, provided that π < arg ν ≤ 3π 2 and N ≡ 1 mod 3. A very similar argument shows that this bound is also valid when − π 2 ≤ arg ν < 0. Likewise, for the case N ≡ 2 mod 3, we find , the estimate becomes true for N = 0 too. Error bounds of the same form were established in the paper [16] , but with the worse constants , respectively. The appearance of the factors proportional to √ N in these bounds may give the impression that these estimates are unrealistic for large N , but this is not the case. Applying the asymptotic form of the coefficients B 2N (0) (see Section 4), it can readily be shown that, in particular, (3.17) implies
for large N . When the asymptotic series truncated optimally, i.e., 2N ≈ 2π |ν|, we find with the help of Stirling's formula that the above estimate is equivalent to
Noting that R (H)
6N (ν, 0), this estimate is a special case of the exponentially improved version, given in Theorem 1.3. Therefore, our bounds are indeed realistic near the Stokes lines. . Throughout this subsection, we assume that N ≥ 1. Algebraic manipulation of (1.13) shows that 1 + (t/ν) 1 + (t/ν)
according to whether N ≡ 0 mod 3, N ≡ 1 mod 3 or N ≡ 2 mod 3, respectively. We consider the case N ≡ 0 mod 3. First we derive a bound suitable when − π 2 < arg ν < 3π 2 . We introduce the integral representation of e −2πt H
(1)′ it (it) and perform the change of variable is/f (u) = t in (3.18), to deduce 1 + (t/ν)
sinh ududs.
With the notation of the previous subsection, we can write the contour integral as
1 + (is/νf (u)) 2 3 sinh x cos ydy
1 + (is/νf (u)) 2 3 sinh x cos ydyds Similarly, we have the following expression for the coefficients D 2N +1 (0):
3 sinh x cos ydyds
We note that along the path P 
if N ≡ 0 mod 3. To derive the corresponding bounds for the sectors −π < arg ν < 0 and π < arg ν < 2π, we again use the path rotational argument and Meijer's lemma as in the previous subsection, to find
if N ≡ 0 mod 3, where ϕ * is the unique solution of the equation
With the same argument applied for the integral (3.20), the analogous bounds for the case N ≡ 2 mod 3 are found to be
, where ϕ * * is the unique solution of the equation
where ϕ * and ϕ * * are the same as above. Again, it is possible to derive bounds that are suitable near the Stokes lines arg ν = 
when N ≡ 0 mod 3;
if N ≡ 2 mod 3; and
when N ≡ 1 mod 3.
3.3. Error bounds for the asymptotic series of J ν (ν) and Y ν (ν). First, we shall estimate R 
according to whether N ≡ 0 mod 3, N ≡ 1 mod 3 or N ≡ 2 mod 3, respectively. The estimates which are suitable in the sector |arg ν| < π 2 , were derived in the paper [16] , and they are given by
, for N ≡ 2 mod 3. The reference [16] also contains sharp bounds for the case ν > 0. The derivation of the corresponding estimates for the sectors π 4 < |arg ν| < π is very similar to the arguments in the previous subsections, except instead of (3.13), one has to use 
for N ≡ 0 mod 3;
if N ≡ 1 mod 3; and
for N ≡ 2 mod 3, where ϕ * , ϕ * * and ϕ * * * are the unique solutions of the implicit equations
and (2N + 11) cos (3ϕ 
if N ≡ 2 mod 3. These bounds are improvements over the similar results in the paper [16] .
Lastly, we consider the error bounds for the expansion of Y ν (ν). In the sector |arg ν| < π
, R (Y )
N (ν) is given by (1.12), for the wider range |arg ν| < π we extend it via the expression (3.3). The formula (1.12) can be simplified to
according to whether N ≡ 0 mod 3, N ≡ 1 mod 3 or N ≡ 2 mod 3. The error bounds suitable in the sector |arg ν| < π 2 , were derived in the paper [16] . With the notations of the present paper, these estimates can be written as
when N ≡ 2 mod 3, respectively. The reference [16] also contains sharp bounds for the case ν > 0. The corresponding estimates for the sectors π 4 < |arg ν| < π are found to be
when N ≡ 2 mod 3, respectively. Here ϕ * , ϕ * * and ϕ * * * are the same as in the bounds for R . Throughout this subsection, we assume that N ≥ 1. Algebraic manipulation of (1.14) shows that .22), we obtain the error bounds
for N ≡ 2 mod 3. When ν is real and positive, we can obtain more precise estimates. Indeed as 0 < 1 1+(t/ν) 2 < 1 and H
(1)′ it (it) > 0 for t, ν > 0, the main value theorem of integration shows that
when N ≡ 2 mod 3, respectively. Here 0 < Θ i < 1 (i = 1, 2, 3) is an appropriate number depending on ν and N . We remark that Watson [26, p. 260] showed that for ν > 0, The final results are
and (2N + 12) cos (3ϕ * * * − 2θ) = 2N cos (ϕ * * * − 2θ) , 
when N ≡ 2 mod 3. Finally, we consider the error estimates for the expansion of Y ′ ν (ν). In the sector |arg ν| <
is given by the formula (1.15), for the wider range |arg ν| < π we define it by the expression (3.6). Simple algebraic manipulation shows that the formula (1.15) can be written as
according to whether N ≡ 0 mod 3, N ≡ 1 mod 3 or N ≡ 2 mod 3. Applying the inequality (3.22) in the second and the inequality (3.23) in the first and the third case, we deduce
, when N ≡ 2 mod 3, respectively. When ν is real and positive, we have the following better estimates:
if N ≡ 0 mod 3;
when N ≡ 1 mod 3; , for ν > 0. Therefore, the leading order asymptotics of Y ′ ν (ν) is always a lower estimate to the actual value if ν is positive.
The corresponding estimates for the sectors π 4 < |arg ν| < π are found to be
for N ≡ 2 mod 3. Here ϕ * , ϕ * * and ϕ * * * are the same as in the bounds for 
according to whether N ≡ 0 mod 3, N ≡ 1 mod 3 or N ≡ 2 mod 3, respectively.
Asymptotics for the late coefficients
In this section, we investigate the asymptotic nature of the coefficients B n (κ) as n → +∞. For our purposes, the most appropriate representation of these coefficients is the second integral formula in (1.9). From (1.5), it follows that for any t > 0, M ≥ 0 and |ℜ (κ)| < M+1 3 , it holds that
Substituting into (1.9) and using the property B m (−κ) = (−1) m B m (κ), gives the expansion
for 0 ≤ M ≤ n − 1 and |ℜ (κ)| <
M+1
3 , provided that n ≥ 1. The remainder term A M (n, κ) is given by the integral formula
In Appendix B, we show that if
where the constants C M (±κ) depend only on M and κ. Applying this result, trivial estimation shows that
for fixed κ and M as n → +∞. For fixed m ≥ 0 and large n, we have
, and therefore (4.3)
as n → +∞ with κ being fixed. Expansions of this type are called inverse factorial series in the literature. It is seen from (4.2), that numerically, the character of the expansion (4.3) is similar to the character of standard Poincaré asymptotic power series. Using the leading order behaviour of the B m (κ)'s, it is easy to show that the index of the numerically least term in the expansion (4.1) (or in (4.3)) is m ≈ n 2 . Therefore, by neglecting the remainder term A M (n, κ) and choosing the optimal M ≈ n 2 , the resulting approximation is the best possible we can get from (4.1). Numerical examples illustrating the efficacy of the expansion (4.1), truncated optimally, are given in Table 1 .
As a consequence of a result due to Cauchy and Meissel, Watson gave the asymptotic approximation
as n → +∞, and remarked that there seems to be no very simple approximate formula for the general case. From the first two terms of (4.1), one can prove the following simple asymptotic formula |B n (κ)| with various n and κ, using (4.1).
From the formula 2D n (κ) = B n (κ + 1)−B n (κ − 1), it follows that D n (κ) has the asymptotic series given in the right-hand side of (4.3) with B m (κ) being replaced by D m (κ). As a special case, we find √ π ≈ 0.1530827453.
We remark that Dingle proved his expansion by formal, non-rigorous methods.
More accurate approximations could be derived for the coefficients B n (κ) by estimating the remainder A M (n, κ), rather than bounding it, but we do not discuss the details here.
Exponentially improved asymptotic expansions
We shall find it convenient to express our exponentially improved expansions in terms of the (scaled) Terminant function, which is defined in terms of the Incomplete gamma function as
w + t dt for ℜ (p) > 0 and |arg w| < π, and by analytic continuation elsewhere. Olver [21, equations (4.5) and (4.6)] showed that when |p| ∼ |w| and w → ∞, we have
Concerning the smooth transition of the Stokes discontinuities, we will use the more precise asymptotic formula
Here ϕ = arg w and erf denotes the Error function.
The quantity c (ϕ) is defined implicitly by the equation
and corresponds to the branch of c (ϕ) which has the following expansion in the neighbourhood of ϕ = π:
For complete asymptotic expansions, see Olver [20] . We remark that Olver uses the different notation 
Let N and M be arbitrary positive integers and suppose that |ℜ (κ)| < min N − . Using the expression (2.2) and the second representation in (1.9), we find that
where
Assume that K and L are integers such that 0 ≤ K < 3N and 0 ≤ L < 3M + 1. We apply (1.5) again to expand the functions H 1 + it/z R (H)
Here we have made use of the definition of the Terminant function, and the properties ν = z − κ and B n (−κ) = (−1) n B n (κ). We shall estimate the remainder R 
. Employing the bound (5.6) and the inequality (B.1), one finds that 
To minimise the factors involving the trigonometric functions, we choose
, and note that sec (θ + ϕ)
when arg z is close to − π 2 . Comparing this estimate with (5.7), we conclude that
, which shows that the above order estimate is true in the larger sector |arg z| ≤ π 2 . Suppose that N = 2π |z| + ρ, M = 2π |z| + σ where ρ and σ are bounded. An application of Stirling's formula shows that
as z → ∞ in the closed sector |arg z| ≤ 
2 . The four integrals can be estimated using the techniques from the previous part (for example by writing z = ze −πi e πi ), and we find that they satisfy the order estimate given in the right-hand side of (5.8). It follows that when K = L, the bound (5.8) remains valid in the wider sector − π 2 ≤ arg z ≤ 3π 2 . Otherwise, we have
In Appendix B, we show that R (H)
2 , using continuity. Finally, we consider the case − 3π 2 ≤ arg z ≤ − π 2 . Rotating the path of integration in the first and the third integrals in (5.5) and applying the residue theorem yields
It is easy to see (for example by writing z = ze πi e −πi ) that the sum of the four integrals has the order of magnitude given in the right-hand side of (5.8). Since
as z → ∞ in the sector − 3π 2 ≤ arg z ≤ − π 2 , using continuity. To omit the assumption |ℜ (κ)| < min , we proceed as follows. Let K and L be arbitrary non-negative integers and κ be an arbitrary fixed complex number. Let K ′ and L ′ be a problem of Watson regarding the approximation of the late coefficients. We have derived exponentially improved asymptotic expansions, and have demonstrated the smooth transition of the Stokes discontinuities. For the special case, when the oder equals to the argument, we have given realistic error bounds for all the asymptotic series. In this special case the error analysis is simple and the bounds are directly related to the absolute value of the first non-vanishing omitted term(s) of the asymptotic series. It seems that in general, it is not possible to derive such simple bounds, because the functions iH The convergence of the integrals follows from the argument in Appendix B. Numerical evaluation of these integrals then leads to explicit error bounds. It is seen from the second representation in (1.9) that the terms in this bound are closely related to the absolute value of the first two non-vanishing omitted terms of the asymptotic series (1.1), though they are not identical to them.
Appendix A. Computation of the coefficients B n (κ)
In 1952, Lauwerier [11] showed that the coefficients in asymptotic expansions of Laplace-type integrals can be calculated by means of linear recurrence relations. Simple application of his method provides the formula B n (κ) = 6 where the two-variable polynomials P 0 (x, κ) , P 1 (x, κ) , P 2 (x, κ) , . . . are given by the recurrence relation P n (x, κ) = κ n n! − ⌊ n 2 ⌋ k=1 1 (2k + 3)! x 0 P n−2k (t, κ) dt for n ≥ 2, with P 0 (x, κ) = 1 and P 1 (x, κ) = κ.
Expanding the higher derivative in (1.9) using Leibniz's rule and noting that t 3 / (sinh t − t) is an even function of t, we deduce , which is Airey's [2] representation for the coefficients B n (κ). There has been a recent interest in finding explicit formulas for the coefficients in asymptotic expansions of Laplace-type integrals (see [12] , [15] , [27] and [28] ). There are two general formulas for these coefficients, one containing Potential polynomials and one containing Bell polynomials. We derive them here for the special case of the coefficients B n (κ). Let
so that a 2j = 1 (2j + 3)! , a 2j+1 = 0 for j ≥ 0.
Let 0 ≤ i ≤ j be integers and ρ be a complex number. We define the Potential polynomials ≥ 1) , B i,1 = a 0 A 1,i = a i (see Nemes [15] ). In the paper [16] , it was shown that the Potential polynomials A j,2k in (A.4) can be written as n (x) t n n! for |t| < 2π.
For basic properties of these polynomials, see Milne-Thomson [14] or Nörlund [18] . Some other properties of the polynomials B n (κ) can be found in the paper of Schöbe [25] . as z → ∞ in |arg z| ≤ π − δ < π, with 0 < δ ≤ π being fixed. However, from the connection between the two remainders it is seen that the first estimate is valid in the larger sector −π + δ ≤ arg z ≤ 2π − δ, and the second estimate is valid in the larger sector −2π + δ ≤ arg z ≤ π − δ.
