Convolutional neural networks (CNNs) exhibit remarkable performance in various machine learning tasks. As sensor-equipped Internet of Things devices permeate into every aspect of modern life, the ability to execute CNN inference, a computationally intensive application, on resource constrained devices has become increasingly important. In this context, we present Cappuccino, a framework for synthesis of efficient inference software targeting mobile system-on-chips (SoCs). We propose techniques for efficient parallelization of CNN inference targeting mobile SoCs, and explore the underlying tradeoffs. Experiments with different CNNs on three mobile devices demonstrate the effectiveness of our approach.
I. INTRODUCTION
C ONVOLUTIONAL neural networks (CNNs) have proven to be one of the most effective approaches to feature extraction [1] , [2] . While frameworks such as Caffe [3] are commonly used for training CNN models, inference using trained CNNs on resource-constrained platforms remains a challenge. We hypothesize that platforms based on mobile system-on-chips (SoCs) will be a major player in the emerging Internet of Things landscape, and thus, we contend that efficient CNN inference on such platforms is increasingly essential.
Forward evaluation of a trained CNN, also known as inference, is computationally intensive. The research community has put forth a number of solutions for accelerating CNN inference on different platforms, including customized ASIC design, field programmable gate array-based acceleration [4] , and parallelization on server-grade GPUs. Oskouei et al. [5] offered a library for parallel execution of CNNs on mobile devices.
We present Cappuccino, a tool for automatic synthesis of efficient CNN inference software targeting mobile SoCs. In addition to the software synthesis capability, Cappuccino features a novel approach to zero-overhead utilization of vector instructions. Furthermore, it considers the effect of inexact computing on classification accuracy, and leverages imprecise arithmetic to further optimize the computation. The main contributions of this letter are as follows. First, we present an efficient approach for vector processing within each thread Manuscript II. CONVOLUTIONAL NEURAL NETWORKS Convolution results of kernels of a filter bank with input feature maps (IFMs) is accumulated to create output feature maps (OFMs). The number of IFMs, the number of OFMs, and the output size are N, M, and Wout × Hout, respectively. A CNN layer has M × N kernels with dimension of K 2 . Each pixel in an OFM is the sum of convolutions between kernels and the corresponding pixels in IFMs. To generate adjacent pixels in an OFM, the kernel bank is slid across IFMs by a stride of S. A pseudo-code for a convolution is shown in Fig. 1 . The major part of CNN inference time is spent in convolutional layers. Hence, we restrict our discussion to them.
III. CAPPUCCINO
In order to use a CNN for inference on mobile devices, one has to evaluate its forward path. Cappuccino serves this very purpose in that, it synthesizes an optimized SoC-based inference software for a given CNN. Our current embodiment of Cappuccino synthesizes the CNN in form of an optimized RenderScript program, which exploits the available processing resources on a mobile SoC to execute the computation. Cappuccino synthesizes parallel CNN inference software in RenderScript. Subsequently, RenderScript compiler compiles the synthesized program into an intermediate language. After installing the application, the phone compiles the software from the intermediate language to three different binary codes for CPU, GPU, and DSP. The processes of code compilation and thread scheduling are performed by Android. It is prohibited for applications, including those synthesized by Cappuccino, to intervene these processes.
As Fig. 2 illustrates, Cappuccino requires three inputs. The first is a network description file that contains the CNN architectural information such as number, size, and type of its 1943-0663 c 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. layers. The second input is a model file, which contains the weight and bias parameter values. Cappuccino reorders CNN parameters to improve the performance of vectorized operations. Parameter reordering does not change the model size, and occurs during compile-time. The third input is the validation dataset that was originally used during training of the CNN. Using this dataset, Cappuccino analyzes the impact of optimizations, such as inexact computing on the given CNN, to determine the suitability of utilizing imprecise arithmetic for the given CNN. The result of this analysis guides the corresponding decision during software generation.
IV. INFERENCE OPTIMIZATION STRATEGIES A. Thread Workload Allocation
Convolutional layers contain three main sources of parallelism: 1) kernel-level parallelism (KLP); 2) filter bank-level parallelism (FLP); and 3) output-level parallelism (OLP). In accelerating a CNN, one or more of these types of parallelism should be used for workload allocation to threads.
1) Kernel-Level Parallelism: In KLP, parallelization is obtained by executing the computations for convolving a kernel with corresponding IFM pixels in parallel. Hence, each thread computes one multiplication, and the final result is generated via accumulation by an eventual reduction operation.
2) Filter Bank-Level Parallelism: In FLP, filter banks exploit parallelism by allocating kernel computation to separate threads. In that, each thread computes the convolution of an entire kernel and a reduction addition yields the final result.
3) Output-Level Parallelism: In OLP, computation of output pixels are carried out in parallel. That is, each software thread computes the 3-D convolution of an entire filter bank of N kernels and corresponding pixels in IFMs.
An advantage of OLP is that a kernel loaded by one thread can be reused by other threads that are responsible for generating another pixel in the same OFM. In SoCs with efficient cache systems, it is possible to load each kernel once and use it Wout × Hout times. In contrast, data loaded in KLP and FLP cannot be reused as efficiently by the same or other threads. Moreover, in KLP and FLP the required reduction incurs additional overhead for thread synchronization and interthread data transfer. As such, Cappuccino uses OLP as its primary workload allocation policy at the thread level. In workstationgrade GPUs, using OLP is adequate for most applications. However, since the computing capabilities of mobile SoCs are limited, Cappuccino leverages vector processing to take advantage of FLP and KLP as well. In addition, it performs off-line data reordering to improve the spatial locality of data. Since mobile SoCs do not provide a very high memory bandwidth, this step is crucial for mobile-based acceleration of CNNs. Furthermore, Cappuccino offers a zero-overhead dynamic data reordering approach which is tailored to the architecture of Android-compatible mobile SoCs. Finally, Cappuccino utilizes imprecise computing, to compensate the inadequate computing capabilities of mobile devices.
The output of each convolutional layer is a 3-D data structure which includes α = M × Wout × Hout elements (also referred to as pixels). These elements can be uniquely identified using three variables: 1) the OFM (m); 2) the column (w); and 3) the row (h) number. Each element is the result of a convolution between the corresponding window of an IFM and a specific filter bank (Fig. 3) . Each thread is identified by a unique index x, where x ∈ [0, α). Values of w, h, and m are computed using x.
B. Data Reordering for Vector Processing 1) Compile-Time CNN Model Reordering:
Cappuccino uses vector processing to further optimize intrathread workload execution. Before executing a vector instruction, it is necessary to load all of the operands. In most SoCs with vector processing support, the memory bus is wide enough to load multiple words of a contiguous block in one memory access. To utilize this feature, known as memory access locality, model parameter values have to be shuffled around. Conventionally, IFMs and kernel parameters are stored in either row-or columnmajor order. Therefore, data elements stored in the adjacent memory addresses are either the next element from the same row/column or the first element of the next row/column. If we represent an element's address using (layer, row, column) format, the data stored in a row major format reads (0, 0, 0), (0, 0, 1), . . . , (0, 1, 0), (0, 1, 1 
In a u-way vector processor, one wants to load at least u operands with a single memory access. Cappucino reorders the model data to achieve this goal. In particular, we propose to store the model data in a map major order, as opposed to row or column major, so that a thread can apply vector instructions to corresponding elements of different maps. Absent of this optimization, vector processing would incur significant overhead at the boundaries of a kernel. For example, assuming u = 4, we reorder the model data in the following order:
(0, 0, 0), (1, 0, 0), (2, 0, 0), (3, 0, 0), (0, 0, 1) (1, 0, 1), (2, 0, 1), . . .
When model data is reordered, Cappuccino reads IFMs as super-words (vectors), performs vectorized convolution, and accumulates the result. The optimized computation is shown in the algorithm of Fig. 4 .
2) Zero-Overhead Dynamic Reordering of OFMs: Note that model data can be reordered and written to a new model file without any overhead as it happens statically at compiletime. However, reordering the input to an intermediate CNN layer is not as straight forward. In CNNs, the output of a layer is the input to the next layer. It follows that the output of a layer has to be reordered to allow the use of vectorized operations in computing the next layer. This process which has to happen dynamically incurs time and energy overhead.
Cappuccino avoids the dynamic data reordering overhead by directly storing elements of the OFMs in map major order as they are computed. Parameters w, h, and m are used to determine the location of the output element that thread x generates. To store OFMs in map major format, one has to swap the priorities associated with these parameters. For example, the result of computations by the second thread (x = 1) is by default stored in the second location of the output memory. After reordering, however, the second element of the output memory must contain (m = 1, h = 0, w = 0). Such an output can be directly used as the input to the next layer without any overhead. Fig. 5 illustrates the idea.
To create the output in the reordered map major format, we generate indexes for stacks of u layers, instead of a single layer ( Fig. 5 ). That is, we start indexing the second row only after all first rows of all u layers are indexed. Equations (3) and (4) map a thread id to w and h, respectively. For computing the value of m (map index), it is required to see which stack and layer a particular output belongs to (Fig. 5 ). Equation (5) computes the value of m. Note that u is a hardware parameter that indicates the number of subinstructions which can be executed in parallel. The synthesized software dynamically queries the hardware to obtain the value of this parameter
C. Inexact Computing
Modern mobile SoCs tend to support a number of predefined imprecise computing modes that are likely to results in faster or more energy efficient execution [6] . On such platforms, the target processing mode has to strike a balance between the implementation metrics, e.g., runtime or energy dissipation, and the inference classification accuracy.
Our use of the term "inexact computing" refers to RenderScript API, which utilizes the underlying SoC vendor technology. While hardware architectural innovations are proprietary by vendors such as Qualcomm, the difference seems to be: first, ignoring IEEE compliant computation of corner cases (e.g., NAN). Second, enabling subword parallelism. In this letter, we use inexact computing to further improve the performance. Detailing the underlying architectural optimizations is out of the scope of this letter. We did not use inexact computing in [7] .
Cappuccino analyzes the given CNN layer by layer to determine the best matching computing mode for every layer of the CNN. In every layer, if there is a significant numerical difference between layer-output values computed by the exact and inexact arithmetic, it utilizes the validation dataset to measure the classification accuracy under different processing modes. Subsequently, Cappuccino determines which layers of a CNN can be processed using inexact arithmetic and which ones demand a precise implementation. The goal is to execute as many CNN layers as possible in inexact modes.
When exact and inexact arithmetic are not significantly different, software synthesis takes less than a minute. Otherwise, Cappuccino uses the evaluation dataset to determine if it is safe to use imprecise processing. This task demands an additional amount of time. The time depends on the dataset size, the CNN, and the SoC. Such an evaluation takes 30 min for AlexNet on Snapdragon 810 using a dataset of size 5000.
Cappuccino applies the general concept of memory access optimization in support of SIMD to the specific case of CNN inference, and integrates a specific realization of this idea for an important problem in the embedded systems space. In addition, it conforms to the interface constraints of the target SoC and RenderScript under which, the data order optimizations could impact correctness, rather than performance. Note that in our setup, SIMD architecture is not under our control and we merely control thread workload assignment and data layout in the memory to optimize performance.
V. EXPERIMENTAL RESULTS
We used Cappuccino to implement AlexNet [1] , GoogLeNet [2] , and SqueezeNet [8] . Subsequently, the parallelized implementations are evaluated on three different smartphones. For the aforementioned CNNs, the numerical precision of exact and inexact arithmetic are not significantly different. Hence, it is not required to use the validation dataset for further analysis. In such cases, the time that Cappuccino needs for software synthesis is less than a minute. For these CNNs, the classification results are identical for precise and imprecise computing modes. In order to increase the precision in measurements, all experiments have been repeated 100 times, the minimum and maximum observations are omitted, and the average of the remaining 98 observations are reported. In all of the experiments, the smartphones were put in airplane mode, their screen brightness were fully dimmed, and their background processes were stopped to the extent possible.
A. Runtime and Energy Efficiency 1) Speedup:
We executed the synthesized programs on the platforms and measured the execution time. [5] , [9] , [10] FOR RUNNING ALEXNET WITHOUT COMPRESSION at most 272.03× (SqueezeNet on Nexus 5) compared to the baseline implementation of single-threaded Java. Moreover, the execution time in all but one case is below a second.
2) Effect of Inexact Computing:
To determine the best inexact computing mode, we use Cappuccino to measure the classification accuracy of the aforementioned CNNs in computing modes supported by target platforms. This analysis is performed on 5000 random images of ILSVRC 2012 validation dataset [11] . The classification accuracy in imprecise mode turns out to be identical to the exact mode. Hence, Cappuccino utilizes imprecise computing in all layers. Table I demonstrates the effect of imprecise computing on execution time. In our experiments, use of imprecise computing mode offers up to 8× speedup compared to the same implementation under exact arithmetic. Note that RenderScript incarnation of the imprecise computing mode enables vector processing in addition to other optimizations, such as using a rapid exception handling for denormalized numbers.
3) Comparison With Related Work: Table III compares the performance of software synthesized by Cappuccino with the state-of-the-art results. The work presented in the first column of Table III uses a matrix multiplication-based approach. The proposed solution under exact arithmetic improves the state-of-the-art execution time by 1.38×. In addition, when the synthesized software is both parallel and imprecise, it shows up to 11.47× speedup compared to CNNDroid [5] . Dynamic data reordering and imprecise computing are the most important contributors in the performance improvement. CNNDroid spends a considerable number of cycles to reorder the output of each OFM of each CNN layer. Cappuccino avoids the overhead by saving OFM values in proper addresses as they are computed (Section IV-B2). 4) Energy Consumption: Cappuccino invokes many threads and aggressively utilizes vector processing. This decreases the execution time drastically. Such a utilization keeps the SoC busier compared to the baseline case. This slightly increases the power consumption. A considerable reduction in the execution time and a slight increase in the power consumption decreases the energy consumption. Table II compares the energy consumption for running SqueezeNet on Nexus 5. Reported numbers are computed by running each program 1000 times, and calculating the average. Measurements are performed twice to showcase repeatability (2000 runs total).
VI. CONCLUSION
In this letter, we presented Cappuccino, a platform for efficient synthesis of CNN inference software on mobile SoCs. Cappuccino leverages RenderScripts via which, it utilizes CPUs, the GPU and the DSP that commonly exist on a mobile SoC to execute a CNN efficiently. Cappuccino performs an assessment on the impact of inexact computing on execution time and classification accuracy. Subsequently, it selects an inexact computing mode that best fits a layer of a CNN. Compared to sequential implementations, programs synthesized by Cappuccino achieve a speedup of at least 31.95× and at most 272.03×, and improve the energy consumption by 7.81×.
