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On monochromatic solutions of some nonlinear equations
in Z/pZ ∗
Shkredov I.D.
Annotation.
Consider an arbitrary coloring of integers with finite number of colors. Is it true that there are
x, y ∈ Z such that x + y, xy and x have the same color? This is a well–known question of Ramsey
theory has not solved yet. In the article we give a positive answer to the last question in the group
Z/pZ, where p is a prime number.
1. Introduction. Let k be a positive integer, and χ be an arbitrary coloring of positive in-
tegers with k colors. More formally, let χ : Z→ {1, 2, . . . , k} be an arbitrary map and we asso-
ciate the segment of positive integers {1, 2, . . . , k} with k different colors. If f(x1, . . . , xn) = 0,
xi ∈ Z is an equation, then a solution (x(0)1 , . . . , x(0)n ) of the equation is called monochromatic if
all x
(0)
i have the same color. In other words, there exists m ∈ {1, . . . , k} such that χ(x(0)i ) = m,
i = 1, . . . , n. The problem of finding monochromatic solutions (m.s. in short) of some equa-
tions was considered in [1]–[6]. The first result of the theory is Schur’s theorem [7] which was
proved in 1916.
Theorem 1.1 For any coloring of Z there is a monochromatic solution of the equation
x+ y = z, where x, y, z are non–zero numbers.
A classical result giving a complete answer about m.s. of any linear equation is Rado’s
theorem (see [4]). M.s. of linear equations and system of linear equations were studied not
only in Z but in another groups (see e.g. [6]). On the other hand, we know a little about
m.s. of nonlinear equations. For example, there is no answer yet to the question about m.s.
of the equation x2 + y2 = z2. We do not know are there x + y, xy having the same color for
any finite coloring of Z (see [8], problem 3). It nothing to know about more difficult problem
on existing x, y, x + y, xy ∈ Z of the same color. Note that Schur’s theorem implies that
there is a non–zero m.s. of the equation xy = z (it is sufficient to consider the set {2n}n∈N0).
Concerning m.s. of non–linear equations including multiplication see [9]—[14]. Unfortunately,
in the papers we have deal with some equations including either multiplication or addition. In
the article we positively answer to the question from [8] in the case of the group Zp = Z/pZ,
where p is a prime number. The last question was asked to the author by Mathias Beiglbo¨ck.
Let us formulate our main result.
Theorem 1.2 Let p be a prime number, and A1, A2, A3 ⊆ Zp be any sets, |A1||A2||A3| ≥
40p5/2. Then there are x, y ∈ Zp such that x+ y ∈ A1, xy ∈ A2, x ∈ A3.
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As one can see in the group Zp we have not only a coloring result but a statement with
depends only on densities of our sets A1, A2 and A3 (so–called density result). In the next
section we give two intermediate variants of the theorem above. Also we discuss some examples
of analogous problems with inclusions in the group Zp.
Theorem 1.2 can be reformulate as follows.
Corollary 1.3 Let p be a prime number, and A1, A2, A3 ⊆ Zp be any sets, |A1||A2||A3| ≥
40p5/2. Then the equation
a21 + a1a2 + a3 = 0 , (1)
where a1 ∈ A1, a2 ∈ A2 and a3 ∈ A3 is always has a solution.
In papers [18]—[20] some equations with four variables belonging to any sets Ai of large
cardinality (e.g. |Ai| ≥ p1−ε0 , where ε0 > 0 is an absolute constant) were considered. Probably,
equation (1) is the first example of equation with three variables which is solvable for any sets
of cardinalities ≫ p1−1/6.
In paper [23] (see also [24]) J. Bourgain studied a binary operation ◦ on Zp which is defined
by the formula x◦y := x2+xy. It was showed that the operation has an ”expansion” property.
More precisely, if A,B ⊆ Zp are any sets |A| ∼ |B| < p1−ε, where ε > 0 is a constant, then
|A ◦B| > |A|1+δ , (2)
where δ = δ(ε) > 0 is another constant. The value of δ(ε) for |A| ∼ |B|, |A|, |B| ≥ pκ, κ > 1/2
was calculated in [24]. Using the operation ◦ we can reformulate our main theorem as follows
(see the proof in the next section).
Corollary 1.4 Let p be a prime number, and A,B ⊆ Zp be any nonempty sets. Then
|A ◦B| ≥ (p− 1)− 40p
5/2
|A||B| .
Thus Corollary 1.4 is an improvement of (2), if |A|, |B| ≫ p3/4. A similar result was
obtained by M.Z. Garaev in [25] for the operation x ∗ y := xy + x.
The author is grateful to Mathias Beiglbo¨ck, Alexander Fish for useful discussions and
S.V. Konyagin for a number of helpful advices and remarks. Also I acknowledge the Mathe-
matical Sciences Research Institute for its hospitality and providing me with excellent working
conditions.
2. The proof of the main result. Let f be an arbitrary function from Z∗p = (Z/pZ)\{0}
to C. By f˜(z) denote the Fourier transform of f
f˜(z) =
∑
x∈Z∗
p
f(x)χz(x) . (3)
Here χz(x) = e
2piiz·indx/(p−1) is a Dirichlet character. We put χz(0) = 0 if z 6= 0. We will use
some well–known formulas
∑
x∈Z∗
p
|f(x)|2 = 1
p− 1
∑
ξ∈Z∗
p
|f˜(ξ)|2 . (4)
∑
x∈Z∗
p
f(x)g(x) =
1
p− 1
∑
ξ∈Z∗
p
f˜(ξ)g˜(ξ) . (5)
2
f(x) =
1
p− 1
∑
ξ∈Z∗
p
f˜(ξ)χξ(x) . (6)
Let A ⊆ Z∗p be a set. It is very convenient to write A(x) for the characteristic function of our
set A. Thus A(x) = 1 if x ∈ A and A(x) = 0 otherwise.
First of all let us prove the following intermediate result.
Theorem 2.1 Let p be a prime number, and A1, A2 ⊆ Zp be any sets, |A1||A2| ≥ 20p.
Then there are x, y ∈ Zp such that x+ y ∈ A1, xy ∈ A2.
Theorem 2.1 is an easy consequence of Weyl’s bound for exponential sums with multiplica-
tive characters. Also, we prove a small modification of Theorem 2.1 in the section.
Theorem 2.2 Let p be a prime number, and A1, A2 ⊆ Zp be any sets, R ⊆ Z∗p be a
multiplicative subgroup, and |R|2|A1||A2| ≥ 25p3 log2 p. Then there are x, y ∈ Zp such that
x ∈ R, x + y ∈ A1, xy ∈ A2, and also there are x, y ∈ Zp such that x ∈ R, y − x ∈ A1,
xy ∈ A2.
Note 2.3 If we put A1 = R, A2 = aR, where a is any non–zero number, then the theorem
above asserts that there are x, y ∈ Zp such that x ∈ R, y − x ∈ R, xy ∈ aR. Hence R is
a basis of order two (in other words R + R = Z∗p), provided by |R| ≥ 3p3/4 log1/2 p. The
last statement shows that our result is sharp more or less. Indeed it is well–known (see e.g.
[16]), that a multiplicative subgroup R is a basis of order two, provided by |R| > p3/4. This
is the best result at the moment. That is why one cannot replace the quantity 25p3 log2 p in
Theorem 2.2 by, say, o(p3) (at least using the current methods only). Anyway, one cannot
replace 25p3 log2 p by p2−ε, where ε > 0 is any number.
We will prove Theorems 2.1, 2.2 simultaneously. Let σ be a number of x, y ∈ Z∗p such
that ωx + y ∈ A1, xy ∈ A2, where ω = ±1. Let also f(x) =
∑
y A1(ωx + y)A2(xy). Clearly,
σ =
∑
x f(x) = f˜(0). Let us find Fourier coefficients of f(x). Using (6), we have
f˜(z) =
∑
x,y∈Z∗
p
A1(ωx+ y)A2(xy)χz(x) =
∑
x,λ∈Z∗
p
A1(x(ω + λ))A2(λx
2)χz(x) =
=
1
(p− 1)2
∑
r1,r2
A˜1(r1)A˜2(r2)
∑
x,λ
χr1((ω + λ)x)χr2(λx
2)χz(x) ,
where A˜1(r), A˜2(r) are Fourier coefficients of the sets A1, A2 (see formula (3)). Let A
′
1 =
A1
⋂
Z∗p, A
′
2 = A2
⋂
Z∗p. Obviously, |A′1| ≥ |A1| − 1, |A′2| ≥ |A2| − 1. Using the orthogonality
property of the characters, we get
f˜(z) =
1
(p− 1)
∑
r
A˜1(z − 2r)A˜2(r)
∑
λ
χz−2r(λ+ ω)χr(λ) =
=
A˜1(z)|A′2|
(p− 1)
∑
λ
χz(λ+ ω) +
1
(p− 1)
∑
r 6=p−1
A˜1(z − 2r)A˜2(r)
∑
λ
χz−2r(λ+ ω)χr(λ) . (7)
To estimate the second term in (7) we use a theorem from [15].
Theorem 2.4 Letm be a positive integer, p be a prime number, χ1, . . . , χm be multiplicative
characters, and b1, . . . , bm ∈ Zp be different numbers. Then∣∣∣∣∣
∑
x
χ1(x+ b1)χ2(x+ b2) . . . χm(x+ bm)
∣∣∣∣∣ ≤ (m−m0 + 1)
√
p+m0 + 1 , (8)
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where m0 is the number of the principal characters among χ1, . . . , χm.
Since p ≥ 2, it follows that 3√p+ 1 ≥ 2√p+ 2. We have |A1||A2| ≥ 20p and A1, A2 ⊆ Zp.
Hence p ≥ 23 and |A1|, |A2| ≥ 20. Using the last inequality, Theorem 2.4, Cauchy–Schwartz
and Parseval’s identity (4), we obtain
f˜(z) =
A˜1(z)|A′2|
(p− 1)
∑
λ
χz(λ+ ω) + θ1
3
√
p+ 1
(p− 1) p(|A1||A2|)
1/2 =
=
A˜1(z)|A′2|
(p− 1)
∑
λ
χz(λ+ ω) +
7
2
· θ2√p(|A1||A2|)1/2 , (9)
where |θ1|, |θ2| ≤ 1. In particular, if we take z ≡ 0 (mod p − 1) in formula (9) and use the
bound |A1||A2| ≥ 20p, we get
σ = f˜(0) = |A1||A2|+ θ˜
√
19p|A1||A2| > 0 , (10)
where |θ˜| ≤ 1. This completes the prove of Theorem 2.1.
Now let us obtain Theorem 2.2. Note, that for all z 6= 0 (mod p− 1), we have |∑λ χz(λ+
ω)| ≤ 1. It follows that for any such z, we get
|f˜(z)| ≤ |A˜1(z)||A
′
2|
(p− 1) + 4
√
p(|A1||A2|)1/2 ≤ 5√p(|A1||A2|)1/2 . (11)
Consider the quantity
σ′ =
∑
x
R(x)f(x) =
1
p− 1
∑
z
R˜(z)f˜(z) .
We have used (5) to obtain the last formula. By (9), Cauchy–Schwartz and a well–known
bound for Fourier coefficients of an arithmetic progression
∑
z |R˜(z)| ≤ p log p (see e.g. [17]),
we have
σ′ =
|R||A′1||A′2|
p− 1 +
θ3|A′2|
(p− 1)2
∑
z
|R˜(z)||A˜1(z)|+
4θ2
√
p(|A1||A2|)1/2
p− 1
∑
z
|R˜(z)| =
=
|R||A′1||A′2|
p− 1 +
θ′3|A2|
(p− 1)(|R||A1|)
1/2 +
4θ2p
√
p(|A1||A2|)1/2
p− 1 log p ,
where |θ3|, |θ′3|, |θ′2| ≤ 1. Using the condition |R|2|A1||A2| ≥ 25p3 log2 p, we get σ′ > 0. This
completes the prove of Theorem 2.2.
Note 2.5 Careful analysis of the proof of the last theorem shows that the inclusions x ∈ A,
x+ y ∈ A1, xy ∈ A2 have place if any of the sets A, A1 or A2 is a subgroup of R.
Note 2.6 One can generalize Theorem 2.1 in the following way. For simplicity, let A1 =
A2 = A. If |A
⋂
Z∗p| = δp, then simple average arguments shows that there are n ∈ Zp and
λ ∈ Z∗p such that |A
⋂
(A+ n)| ≥ δ2p and |A⋂λA| ≥ δ2p. Now we can apply Theorem 2.1 to
these dense sets A
⋂
(A+n) ⊆ A and A⋂λA ⊆ A. Clearly, we can iterate the last procedure.
For example, we get x + y, xy, (x + y)z, xyz, x + y + w, xy + w, (x + y)z + w, xyz + w ∈ A,
provided by the cardinality of A is at least ≫ p7/8. Obviously, there are very many similar
examples.
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Let us prove our main result. We use the method of successive squaring in the spirit of
papers [21, 22].
Proof of Theorem 1.2 and Corollary 1.4 Let f(x) be the same function as above.
Formula (10) gives us the mean value of the function. Let us find the second moment of f .
We have
σ2 =
∑
x
f 2(x) =
∑
x
|
∑
y
A1(ωx+y)A2(xy)|2 =
∑
x∈Z∗
p
|
∑
y
A2(y)A1(ωx+yx
−1)|2+A2(0)|A1|2 =
=
∑
y1,y2∈A2
∑
x∈Z∗
p
A1(ωx+ y1x
−1)A1(ωx+ y2x
−1) + A2(0)|A1|2 = σ′2 + σ′′2 . (12)
Clearly, |σ′′2 | ≤ |A1|2. Let us find the quantity σ′2. Let ϕ(y1, y2) =
∑
x∈Z∗
p
A1(ωx +
y1x
−1)A1(ωx+ y2x
−1). Then
∑
y1,y2
ϕ(y1, y2) =
∑
x∈Z∗
p
∑
y1,y2
A1(ωx+ y1x
−1)A1(ωx+ y2x
−1) = (p− 1)|A1|2 . (13)
Further∑
y1,y2
ϕ2(y1, y2) =
∑
y1,y2
∑
x1,x2∈Z∗p
A1(ωx1+y1x
−1
1 )A1(ωx1+y2x
−1
1 )A1(ωx2+y1x
−1
2 )A1(ωx2+y2x
−1
2 ) .
To calculate the second moment of the function ϕ we need to find the number of quadruples
(x1, x2, y1, y2) such that the product of the characteristic functions of the set A1 in the last
formula equals 1. By X denote the set of such quadruples. In other words, we can correspond
to any quadruple from X a quadruple (a1, a2, a3, a4), where ai ∈ A1. We have

ωx21 + y1 = a1x1
ωx21 + y2 = a2x1
ωx22 + y1 = a3x2
ωx22 + y2 = a4x2
If a1 = a2, then y1 = y2 and a3 = a4. If we choose y1, a1 ∈ A1, a3 ∈ A1 in an arbitrary
way, then solving some quadratic equations we find x1, x2 in at least two ways. It gives
us at most 4|A1|2p solutions. In the case a3 = a4, we have a1 = a2 and, consequently, all
these solutions were included in the situation above. Now if a1 = a3, then either x1 = x2
or x1 + x2 = ωa1 and, consequently, y1 = ωx1x2. Let us consider the first situation. The
equality x1 = x2 implies a2 = a4. It follows that choosing x1 and a1, a2 in an arbitrary
way we get y1, y2 unambiguously. It gives at most |A1|2p solutions. Let now a1 = a3 and
x1 + x2 = ωa1. Then y1 = ωx1x2 and x1(a1 − a2) = x2(a1 − a4). Choosing x1 and a1, a4
in an arbitrary way we get unambiguously x2, y1, a2 and, as a consequence, y2. It gives at
most |A1|2p solutions. The case a2 = a4 adds at most |A1|2p solutions because the situation
x1 = x2 was considered above. Clearly, the number of corresponding quadruples from X is
at most 4|A1|2p + |A1|2p + |A1|2p + |A1|2p = 7|A1|2p. We can assume that a1 6= a2, a1 6= a3,
a3 6= a4, a2 6= a4 and y1 6= y2, x1 6= x2. Subtracting the second equality from the first one and
the forth from the third, we have x1 = (y1 − y2)/(a1 − a2), x2 = (y1 − y2)/(a3 − a4) and, as a
consequence, x1/x2 = (a3 − a4)/(a1 − a2). Further, we get
x1((a3 − a4)2 − (a1 − a2)2) = ω(a3 − a4)(a2a3 − a1a4)
5
and
x2((a3 − a4)2 − (a1 − a2)2) = ω(a1 − a2)(a2a3 − a1a4) .
Thus if (a3 − a4)2 − (a1 − a2)2 6= 0, then we can find x1, x2, and, as a consequence, y1, y2 by
a1, a2, a3, a4. If (a3−a4)2−(a1−a2)2 = 0, then either a3−a4 = a1−a2 or a3−a4 = −(a1−a2).
The first alternative was considered before because we get x1 = x2. If the second case holds
then x1 = −x2. But in the situation we have a1 = −a3 and choosing x1, a1, a2 in an arbitrary
way we get x2, a3, a2 and y1, y2 unambiguously. It gives at most p|A1|2 quadruples from X .
Hence ∑
y1,y2
ϕ2(y1, y2) ≤ |A1|4 + 8p|A1|2 . (14)
Combining the last formula with (13), we obtain
∑
y1,y2
(
ϕ(y1, y2)− |A1|
2
p
)2
≤ 8p|A1|2 + 2|A1|
4
p
≤ 10p|A1|2 . (15)
Returning to (12), we get
σ′2 =
∑
y1,y2∈A2
ϕ(y1, y2) =
|A1|2|A2|2
p
+
∑
y1,y2∈A2
(
ϕ(y1, y2)− |A1|
2
p
)
.
Using Cauchy–Schwartz to estimate the second term of the last formula, we have
σ′2 ≤
|A1|2|A2|2
p
+ |A1||A2|
√
10p .
Whence
σ2 =
∑
x
f 2(x) ≤ |A1|
2|A2|2
p
+ |A1||A2|
√
10p+ A2(0)|A1|2
and we find the bound for the second moment of the function f . Finally, consider the quantity
σ˜ =
∑
x
A3(x)f(x) =
|A1||A2||A3|
p
+
∑
x
A3(x)
(
f(x)− |A1||A2|
p
)
. (16)
By formula (10) and the estimate for σ2, we obtain
σ˜ ≥ |A1||A2||A3|
p
− |A3|1/2
(
2|A1|1/2|A2|1/2p1/4 + A2(0)|A1|+ 3|A1|3/4|A2|3/4p−1/4
) ≥ (17)
≥ |A1||A2||A3|
p
− |A3|1/2
(
5|A1|1/2|A2|1/2p1/4 + A2(0)|A1|
)
. (18)
Clearly, we have the same upper bound for σ˜. Using |A1||A2||A3| ≥ 40p5/2, we finally get
σ˜ ≥ |A1||A2||A3|
p
− 6|A1|1/2|A2|1/2|A3|1/2p1/4 > 0
as required. To obtain Corollary 1.4 one can put A2 equals the complement in Zp \ {0} to
A ◦ B and also put ω = −1, A1 = B, A3 = A. After that apply formulas (16) — (18). This
completes the prove of the theorem and the corollary.
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Note 2.7 There is a hope that using our method one can prove solvability of the equation
p(a1, a2) = a3, where ai ∈ Ai, Ai, i ∈ [3] are arbitrary sets of sufficiently large density
(see Corollary 1.3) and the polynomial p(x, y) has the form p(x, y) = p1(x)+ p2(x)g(y), where
g, p1, p2 are some polynomials from Zp[x], deg g, p1, p2 6= 0 and p1, p2 are not affinely equivalent
(may be with some additional restrictions on p1, p2). It is interesting to have an example of a
polynomial p(x, y) of another form such that the equation p(a1, a2) = a3 is solvable.
Let us note in conclusion that a question remains open. Is it true that for any coloring
of Z∗p exist x, y, x + y, xy of the same color? Obviously, there is no density result in the last
question. To see this one can take A equals quadratic non–residuals or, as another example,
the set {x ∈ Z∗p : x = 2k + 1, 0 ≤ k ≤ (p− 3)/4}.
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