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Numa cadeia de spins XY fechada com um nu´mero N finito de sı´tios,
condic¸o˜es de contorno desempenham um papel importante. Na litera-
tura, os termos de fronteira sa˜o descartados. Ale´m disto, existe uma cor-
respondeˆncia entre teorias de gauge na˜o-abeliana e cadeias de spin. O
objetivo deste trabalho e´ prover um embasamento teo´rico sobre fe´rmions
e sistemas de spin para estudar esta correspondeˆncia no futuro e mos-
trar como teorias de gauge emergem de sistemas com nu´mero finito
de graus de liberdade. Na cadeia de spin XY, focamos em discutir os
termos de fronteira, pois eles tem uma importaˆncia fundamental para
o entendimento do modelo XY, explicando o aparecimento de degene-
resceˆncias, ale´m de mostrar que o limite termodinaˆmico pode esconder
sutilezas.
6Abstract
In a closed XY spin chain with finite number N of sites, boundary con-
ditions play a crucial role. In the literature, these boundary term are
discarded. Furthermore, there is a correspondence between nonabelian
gauge theories and spin chains. Therefore, there is a correspondence
between non-abelian gauge theory and spin chains. Our goal in this
work is to provide a theoretical basis on fermions and spin systems in
onder to study this correspondence in the future. In addition, to show
how gauge theory can emerge from systems with a finite number of
degrees of freedom. In spin chain XY, we focus on discussing the boun-
dary termos, since they are fundamental to the understanding of the XY
model, because they explain the degeneracies of the model. In addition,
the thermodynamic limit can hide subtleties.
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Teorias de calibre (ou gauge) baseadas em grupos na˜o-abelianos fo-
ram primeiro desenvolvidas no ramo das partı´culas elementares para
explicar as interac¸o˜es fundamentais, tendo um papel fundamental na
construc¸a˜o do modelo padra˜o. Este modelo vem sendo testado ja´ ha´
algumas de´cadas e se tornou o mais aceito para explicar os constituin-
tes da mate´ria. A teoria moderna de interac¸o˜es e´ uma teoria de gauge.
Exemplos dessas teorias incluem
1. Teoria da gravitac¸a˜o de Einstein (1916) ,
2. Eletromagnetismo, formulado por Weyl (1919),
3. Campos de Yang-Mills (1954),
• Eletrodinaˆmica quaˆntica (interac¸a˜o eletrofraca) (1967)
• Cromodinaˆmica quaˆntica (interac¸a˜o forte)(1972)
Essas teorias esta˜o baseadas na ide´ia de invariaˆncia de gauge local,
em outras palavras, uma degeneresceˆncia local. Ela e´ implementada na
teoria de campo atrave´s de um potencial de gauge, como por exemplo
o potencial vetor ~A do eletromagnetismo.
O campo de gauge e´ o mediador das interac¸o˜es. As partı´culas elemen-
tares mediadoras sa˜o
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Forc¸a fraca Bo´sons W e Z
Forc¸a forte Glu´ons
A cadeia de spin unidimensional XY com um campo magne´tico trans-
versal e´ um dos modelos integra´veis mais simples. Por causa disso, du-
rante anos ele foi extensivamente estudado e usado para capturar com-
portamento universais de sistemas de baixa dimensa˜o. Recentemente,
reacendeu-se um interesse neste modelo.
De fato, o modelo XY sempre foi uma boa fonte de estudos. Ape-
sar de sua aparente simplicidade, ele tem um rico diagrama de fase
2-dimensional caracterizado, a` temperatura zero, por duas transic¸o˜es de
fase: uma delas pertencente a` classe de universalidade da cadeia de Hei-
senberg crı´tica (Modelo XX) e a outra a` transic¸a˜o de fase do modelo de
Ising unidimensional.
A cadeia de spin XY e´ um rico laborato´rio para testar conceitos e
ferramentas relacionados a transic¸o˜es de fase. Um exemplo disso e´ o
trabalho pioneiro de [12], onde eles descrevem o diagrama de fase da
cadeia XY no limite termodinaˆmico.
Por outro lado, existe uma relac¸a˜o entre teorias de gauge e sistema de
spins, dois temas aparentemente distintos, na tentativa de entender me-
lhor teorias de gauge em regime de acoplamento forte, como QCD. Na
literatura, foi observado que existem inu´meras similaridades em mate´ria
condensada entre sistemas fe´rmioˆnicos na rede (particularmente certos
sistemas de spin anti-ferromagne´ticos) e sistema de teoria de gauge na
rede, geralmente no regime de acoplamento forte. Por exemplo, e´ sabido
que a cadeia de spin de Heisenberg anti-ferromagne´tico e´ equivalente ao
regime de acoplamento forte de uma teoria de gauge U(1) na rede [11].
Esta dissertac¸a˜o foi pensada para ser um material dida´tico para a´l-
gebra de Clifford e espinores em diversas dimenso˜es de espac¸o-tempo,
ale´m de ter um tratamento pedago´gico sobre teoria de gauge e cadeias
de spin, para um aluno interessado em estudar a correspondeˆncia te-
oria de gauge/cadeia de spin. Ale´m de ser um embasamento teo´rico
para trabalhos futuros com o professor Amilcar sobre cadeia de spin
XY e emaranhamento. Ha´ nesta dissertac¸a˜o a semente de um trabalho
original[17].
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A emergeˆncia de um campo de gauge na˜o-abeliano a partir da cadeia
XY e a relac¸a˜o com o modelo de Kitaev[9] pode abrir uma nova maneira
de se estudar modelos. Assim, esperamos desvendar novos aspectos
fı´sicos desses modelos a partir das condic¸o˜es de contorno.
O texto esta´ divido em 3 principais capı´tulos:
O capı´tulo 2 e´ uma introduc¸a˜o pedago´gica a` a´lgebra de Clifford e
espinores, definic¸a˜o de a´lgebra e representac¸o˜es, rico em exemplos cui-
dadosamente escritos para serem auto-suficientes.
O capı´tulo 3 tem o objetivo de explicar o que e´ uma teoria de gauge
e o conceito de loop de Wilson atrave´s de um exemplo onde a teoria de
gauge emerge da mecaˆnica quaˆntica, i.e, um sistema com finitos graus
de liberdade.
O capı´tulo 4 explora va´rios aspectos da cadeia de spin XY, especial-
mente a relevaˆncia das condic¸o˜es de contorno, como foi apresentado em
[7], a natureza das degeneresceˆncias, ale´m das func¸o˜es de correlac¸a˜o e a





Comecemos com um exemplo simples: func¸o˜es complexas de varia´veis
reais, i.e,
f : R2 −→ C,
f (x, y) = u(x, y) + iv(x, y).
Uma func¸a˜o e´ holomo´rfica se e somente se ela satisfaz
∂z f (z, z) = 0, com ∂z ≡ ∂
∂z
. (2.1)
Analogamente, uma func¸a˜o e´ antiholomo´rfica quando
∂zg(z, z) = 0, com ∂z ≡ ∂
∂z
. (2.2)
Podemos unificar essas duas equac¸o˜es em apenas uma usando o opera-
dor diferencial









































































y = 1, (2.7)
{γx,γy} = 0. (2.8)
Enta˜o o quadrado do operador P coincide com o laplaciano ∆ em R2,
P2 = ∂2x + ∂
2
y ≡ ∆. (2.9)
Observe que acima γx ≡ σ1 e γy ≡ σ2, onde σi, i = 1, 2 sa˜o as matrizes
de Pauli.
Assim, encontramos o operador raiz quadrada do operador laplaci-
ano dentro da classe de operadores diferenciais de primeira ordem. O
















Em mecaˆnica quaˆntica, a equac¸a˜o de Schro¨dinger




na˜o descreve partı´culas relativı´sticas, pois ela na˜o e´ invariante sob transformac¸o˜es
de Lorentz. Observe que a equac¸a˜o de Schro¨dinger pode ser vista como
a realizac¸a˜o do fato que E = H(p, q) se fizermos
E −→ i∂t, (2.11)
pi −→ −i∂i. (2.12)
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No caso relativı´stico E,~p formam um 4-vetor
pµ = (E,~p) tal que pµpµ ≡ −E2 + ~p2 = −m2, (2.13)




~p2 + m2, (escolhendo E > 0). (2.14)
Enta˜o o ana´logo da equac¸a˜o de Schro¨dinger para o caso relativı´stico e´
i∂tψ =
√
−∆+ m2 ψ. (2.15)
Como a equac¸a˜o e´ de primeira ordem em ∂t, ρ = ψ†ψ e´ na˜o-negativo
definido, podendo assim ser interpretado como densidade de probabili-
dade, mas temos o problema em definir o que seria a raiz quadrada de
operadores no lado direito.
Vamos voltar a` relac¸a˜o de dispersa˜o relativı´stica (2.13). Considere-
mos E e ~p operadores usando as regras (2.11) e (2.12). Temos
(+ m2)ψ = 0, (2.16)
onde  = −∂2t + ∆. Esta e´ conhecida como a equac¸a˜o de Klein-Gordon.
Podemos imediatamente ver que essa equac¸a˜o tem um problema: ela
possui duas soluc¸o˜es, uma com +E e outra com −E. Outro problema
e´ que ψ na˜o tem interpretac¸a˜o de amplitude de probabilidade. De fato,






µψ− (∂µ∂µψ)ψ = 0,
∂µ(ψ∂
µψ− (∂µψ)ψ) = 0, (2.17)
i.e, jµ = i2m
(
ψ∂µψ− (∂µψ)ψ). A parte espacial ji e´ igual ao caso na˜o-
relativı´stico, logo espera-se que j0 tenha interpretac¸a˜o de densidade de
probabilidade. Mas j0 na˜o e´ positiva definida, devido a` assinatura Lo-
rentziana da me´trica.
Resumindo, temos uma teoria com energias negativas e probabili-
dade mal definida. A pergunta de Dirac foi
Podemos encontrar uma equac¸a˜o relativı´stica que seja simples e de primeira
ordem?
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Sua proposta foi encontrar uma equac¸a˜o do tipo
i∂tψ = HDψ, (2.18)
onde HD, a hamiltoniana de Dirac, e´ obtida a partir da raiz quadrada
da equac¸a˜o (2.16), ou seja, achar o operador raiz quadrada de ∆, como
foi feito no inı´cio desta introduc¸a˜o.
Vamos generalizar o problema da raiz quadrada de ∆ para o caso
d-dimensional. Procuramos o operador P =
√
∆ do laplaciano ∆ =
∑di=1 ∂
2





















onde o primeiro termo e´ o comutador, antissime´trico [A, B] = −[B, A],
e o segundo termo e´ o anticomutador, sime´trico {A, B} = {B, A}. Como
as derivadas parciais comutam entre si, elas sa˜o sime´tricas por permutac¸a˜o
de ı´ndices. A u´nica parte da soma que e´ na˜o nula envolve a parte








Comparando com o laplaciano ∆ = ∑di=1 ∂
2
i , temos que P
2 = ∆ se e
somente se os coeficientes γi satisfizerem
{γi,γj} = 2δij, (2.22)
ou seja,
(γi)2 = 1, (2.23)
γiγj + γjγi = 0, i 6= j. (2.24)
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Uma a´lgebra que satisfaz a relac¸a˜o (2.22) e´ chamada de a´lgebra de Clif-
ford de uma forma quadra´tica positiva definida, Cl(V, B). A pergunta se
existe P =
√
∆, uma raiz quadrada para o laplaciano, nos leva a estudar
a´lgebra de Clifford Cl(V, B) e suas representac¸o˜es.
Representac¸a˜o linear de um objeto alge´brico e´ estudar em quais espa-
c¸os vetoriais ele age como operador linear, concretizando assim objetos
abstratos (elementos de a´lgebras, grupos, etc.) em matrizes quadradas,
promovendo suas operac¸o˜es a` soma e multiplicac¸a˜o usuais de matrizes.
Essencialmente, reduzimos nosso problema inicial a um problema de
a´lgebra linear.
Neste capı´tulo vamos definir o que e´ uma a´lgebra de Clifford e clas-
sifica´-la de acordo com a dimensa˜o do espac¸o vetorial e a forma bilinear
escolhida. Depois definiremos o que e´ um grupo Spin(V) de um espac¸o
vetorial. Em seguida, falaremos da representac¸a˜o da a´lgebra de Clifford
e explicitaremos os casos em 2 e 4 dimenso˜es. Por fim, estudaremos
as simetrias da a´lgebra de Clifford e classificaremos suas representac¸o˜es
irredutı´veis.
2.2 A´lgebra de Clifford: Definic¸a˜o
Comec¸amos com um espac¸o vetorial V real de dimensa˜o d, munido de






onde d = r + s + t.
Uma a´lgebra e´, antes de tudo, um espac¸o vetorial sobre R ou C, ou
seja, satisfaz todos os oito axiomas de um espac¸o vetorial. Pore´m, uma
a´lgebra A e´ um pouco mais especial, porque ale´m da soma entre a1, a2 ∈
A, existe o produto entre estes elementos e essa operac¸a˜o e´ fechada. Em
poucas palavras, se
a1, a2 ∈ A ⇒ a1 · a2 = a3 ∈ A. (2.26)
Dado um certo espac¸o vetorial V de dimensa˜o d e uma certa base V =
span{a1, ..., ad}, podemos formar a a´lgebra A0 dos polinoˆmios livre-
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mente gerados por esses elementos da base. Um elemento geral dessa
a´lgebra de polinoˆmios sobre V se escreve como
P(a1, ..., ad) = α0 + α1a1 + . . . + αdad + · · · . (2.27)
Podemos considerar relac¸o˜es de equivaleˆncia entre polinoˆmios distintos.
Em um exemplo simples, considere um espac¸o vetorial unidimensional,
V = {θ}, dotado de um produto entre vetores, com a propriedade
θ · θ ≡ θ2 = 0. (2.28)
Construindo um polinoˆmio livremente gerado por θ, temos
P(θ) = α0 + α1θ + α2θ2 + ...+ αnθn + ... ∈ A0, (2.29)
mas por causa da propriedade θ2 = 0, a soma acima na˜o e´ infinita e sim
finita, pois todo monoˆmio θn = 0, n ≥ 2. Assim, o termo mais geral
possı´vel desta a´lgebra e´
P(θ) = α0 + α1θ, α0, α1 ∈ R ou C. (2.30)
A a´lgebra exemplo foi a a´lgebra de Grassmann.
Para construir o exemplo acima, utilizamos alguns elementos ba´sicos:
1. Um espac¸o vetorial V = span{a1, ..., ad}. Os geradores da a´lgebra
sa˜o associados aos elementos da base de V;
2. Existeˆncia de um produto entre os elementos desse espac¸o, para
poder construir um polinoˆmio livremente gerado pelos elementos
da base de V. Note que essa a´lgebra A0 desses polinoˆmios livre-
mente gerados e´ infinito dimensional;
3. Uma relac¸a˜o de equivaleˆncia entre diferentes monoˆmios do polinoˆmio.
Enta˜o monoˆmios do polinoˆmio geral, aparentemente diferentes,
podem ser equivalentes, aglutinando-se num mesmo termo. O
resultado dessa aglutinac¸a˜o e´ matematicamente representada por
A = A0/ ∼, onde ∼ representa a relac¸a˜o de equivaleˆncia defini-
dora da a´lgebra.
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Os elementos da a´lgebra sa˜o os polinoˆmios reduzidos. Os monoˆmios
de grau 1 de A sa˜o chamados de geradores da a´lgebra. Sinteticamente,
podemos escrever
A = 〈a1, ..., an ; ai ∼ aj ⇔ alguma relac¸a˜o e´ satisfeita〉 . (2.31)
No caso de Grassmann
A =
〈
θ ; θ2 = 0
〉
. (2.32)
Uma a´lgebra de Clifford Cl(V, B) pode ser obtida a partir de um
espac¸o vetorial V. Escolhendo uma base nesse espac¸o, V = span {e1, ..., ed}
temos um mapa de cada ei em um u´nico γi ∈ Cl(V, B), i = 1, ..., d, tal
que os γi’s devem satisfazer
{γi,γj} = 2B(ei, ej), (2.33)
onde B e´ a forma bilinear em (2.25). Note que por isso falamos a´lgebra
de Clifford associada a uma forma bilinear, mudando a forma bilinear B,
construirı´amos outra a´lgebra de Clifford sobre o mesmo espac¸o vetorial
V. Na forma de apresentac¸a˜o da a´lgebra (2.31), temos
Cl(V, B) =
〈
γi, i = 1, ..., d; {γi,γj} = 2B(ei, ej)
〉
. (2.34)
Podemos ter os seguintes casos particulares para a forma bilinear
Caso Euclideano d = s B(ei, ej) = δij
Caso Lorentziano t = 1, s = d− 1 B(ei, ej) = ηij .
Na tabela acima dizemos que o nu´mero s de 1’s na forma bilinear
representa o nu´mero de direc¸o˜es espaciais e o nu´mero de −1’s, nu´mero de
direc¸o˜es temporais. Por isso, a partir de agora, quando conveniente, es-
creveremos Cl(s, t) no lugar de Cl(V, B) para explicitar quais e quantos
tipos de direc¸o˜es temos.
Observac¸a˜o: Se B for degenerada, (γi)2 = 0 para i = 1, ...r, enta˜o a
a´lgebra de Clifford se reduz a` a´lgebra exterior de V, Λ(V), equivalente
a` a´lgebra de Grassmann. Dizemos que Cl(V, B) e´ uma ’quantizac¸a˜o’
de Λ(V), porque a relac¸a˜o de anticomutac¸a˜o deixa de ser trivial.
Seguem alguns exemplos de a´lgebras de Clifford
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d (s, t) {γi,γj} Cl(s, t)
0 (0, 0) − R
1 (1, 0) γ2 = 1 R2
1 (0, 1) γ2 = −1 C
2 (2, 0) 2δij M2×2(R)
2 (1, 1) 2ηij M2×2(R)
2 (0, 2) −2δij H
Poderı´amos continuar a classificar na forc¸a bruta os diferentes casos,
mas existe uma maneira mais elegante. Ao diagonalizar a forma bilinear
B na forma canoˆnica, estamos quebrando nosso espac¸o V em subespac¸os
irredutı´veis,
V = R(0)⊕ ...⊕R(0)︸ ︷︷ ︸
r
⊕R(+)⊕ ...⊕R(+)︸ ︷︷ ︸
s
⊕R(−)⊕ ...⊕R(−)︸ ︷︷ ︸
t
.
Agora, seja a seguinte pergunta:
Como podemos escrever a a´lgebra de Clifford Cl(V ⊕W, BV ⊕ BW), uma vez
conhecidas as a´lgebras Cl(V, BV) e Cl(W, BW)?
A resposta e´ a mais simples possı´vel:
Cl(V ⊕W, BV ⊕ BW) = Cl(V, BV)⊗ Cl(W, BW). (2.35)
Enta˜o, a a´lgebra de Clifford de V e´ nada mais que o produto tensorial
de a´lgebras de Clifford dos subespac¸os
Cl(V, B) = Λ(Rr)⊗ Cl(1, 0)⊗ ...⊗ Cl(1, 0)︸ ︷︷ ︸
s




Em geral falaremos da algebra de Clifford complexa. A forma de com-
plexificar V mais usual e´
VC = V ⊗C = V ⊕ iV. (2.36)
Portanto, usando o resultado (2.35), a a´lgebra de Clifford induzida por
esse espac¸o e´
Cl(VC, BC) = Cl(V, B)⊗C. (2.37)
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A forma canoˆnica de B fica mais simples nos complexos, pois so´ conte´m
0 e 1. O espac¸o VC e´ quebrado da seguinte forma,
VC = C(0)⊕ ...⊕C(0)︸ ︷︷ ︸
r
⊕C(+)⊕ ...⊕C(+)︸ ︷︷ ︸
n
,
e a a´lgebra de Clifford induzida fica
Cl(V, B) = Λ(Cr)⊗Cl(+)⊗ ...⊗Cl(+)︸ ︷︷ ︸
n
.
2.3 O operador de quiralidade
Seja dim V = d, d = 2m ou d = 2m + 1. Existe em Cl(V) um elemento
γ∗ dado por
γ∗ = (−i)mγ1...γd, (2.38)
ou seja, o produto de todos os geradores da a´lgebra. Observe que em
d = 3+ 1, e´ usual escrever γ∗ ≡ γ5. Esse elemento satisfaz
(γ∗)2 = 1, (2.39)
{γi,γ∗} = 0, para d = 2m, ∀ γi ∈ Cl(V), (2.40)
[γi,γ∗] = 0, para d = 2m + 1, ∀ γi ∈ Cl(V). (2.41)
Observe
{γi,γ∗} = γiγ∗ + γ∗γi
= γiγ∗ + ((−i)mγ1...γd)γi
= γiγ∗ + (−i)m(−1)(d−1)γiγ1...γd
= γiγ∗ + (−1)(d−1)γiγ∗
= [1+ (−1)(d−1)]γiγ∗.
Usando as relac¸o˜es (2.40) e (2.41), um elemento ΓN = γa1 ...γaN , N
qualquer, da a´lgebra satisfaz
γ∗ΓNγ∗ = ΓN, N par, (2.42)
γ∗ΓNγ∗ = −ΓN, N ı´mpar. (2.43)
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O γ∗ e´ comumente chamado de elemento de quiralidade da A´lgebra de Clif-
ford.
Agora, existe um operador χ que atua na a´lgebra de Clifford como
χ(γa1 ...γak) = (−1)kγa1 ...γak ou χ(Γk) = (−1)kΓk. (2.44)
Vemos que essa operac¸a˜o quebra a a´lgebra de Clifford em uma suba´lgebra
Cl+(V, B) e um subespac¸o Cl−(V, B),
Cl(V, B) = Cl+(V, B)⊕ Cl−(V, B) (2.45)
onde Cl±(V, B) denota os autoespac¸os com autovalor ±1 de χ. Pela
definic¸a˜o de χ, vemos que Cl+(V, B) e´ gerado pelos monoˆmios de grau
par, e Cl−(V, B) pelos de grau ı´mpar. Podemos inferir que
ΓN, ΓM ∈ Cl+(V, B)⇒ ΓNΓM ∈ Cl+(V, B),
ΓN, ΓM ∈ Cl−(V, B)⇒ ΓNΓM ∈ Cl+(V, B),
ΓN ∈ Cl+(V, B), ΓM ∈ Cl−(V, B)⇒ ΓNΓM ∈ Cl−(V, B).
Portanto, Cl+(V, B) e´ uma suba´lgebra e Cl−(V, B) e´ um Cl+(V, B)-
mo´dulo1 sobre essa a´lgebra. Olhando para as equac¸o˜es (2.42) e (2.43),
podemos concluir finalmente que
χ(ΓA) ≡ γ∗ΓAγ∗ = ΓA, A par,
χ(ΓA) ≡ γ∗ΓAγ∗ = −ΓA, A ı´mpar,
ou seja,
χ(·) = γ∗(·)γ∗
2.4 Grupos e a´lgebra de Clifford: Spinc(V),
Spin(V), SO(V)
O conjunto de elementos invertı´veis da a´lgebra de Clifford, i.e, se v, v−1 ∈
Cl(V) tal que v · v−1 = 1, forma um grupo. Este grupo conte´m uma se´rie
de subgrupos interessantes.
1Um A-mo´dulo B sobre uma a´lgebra A significa dizer: se b ∈ B, enta˜o a · b ∈ B
para qualquer a ∈ A.
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Seja v ∈ Cl(V) um elemento invertı´vel. Podemos definir a conjugac¸a˜o
de um elemento b ∈ V por v ∈ Cl(V) como
φ(v) :V −→ V
b 7→ φ(v)b = χ(v)bv−1. (2.46)
Quando v e´ par, χ(v) = v, vemos que φ(v) e´ uma rotac¸a˜o de b ∈ V,
e quando χ(v) = −v, v e´ impar, φ(v) inverte b ∈ V. Rotac¸o˜es e in-
verso˜es denotados por R sa˜o elementos do espac¸o de operadores de V
(End(V)) que preservam a forma bilinear, i.e, B(Ru, Rv) = B(u, v). Eles
formam um grupo O(V) chamado grupo das transformac¸o˜es ortogonais de
V. Se ademais det R = 1, enta˜o R e´ uma rotac¸a˜o pro´pria, preservando
a orientac¸a˜o de V. O conjunto das rotac¸o˜es pro´prias forma o grupo
SO(V).
Um vetor unita´rio e´ definido por w†w = 1 em VC ⊆ Cl(V), i.e,
w−1 = w†. Quaisquer desses vetores unita´rios sa˜o da forma w = λv
onde B(v, v) = 1 , logo |λ| = 1, e φ(w) = φ(v). Sejam w1, w2 ∈
Cl(V) vetores unita´rios pares, enta˜o w1w2 e´ um elemento unita´rio em
Cl(V)+, definido em (2.45). O grupo gerado por todos os elementos
pares unita´rios e´ chamado de Spinc(V).
Veja que para um x ∈ V e v = e1...er ∈ Cl(V) qualquer
φ(v)x = φ(e1...er)x = (−1)r(γ1...γr)x(γr...γ1)
= (−1)(r−1)(γ1...γr−1)(φ(er)x)(γr1 ...γ1)
= φ(e1)...φ(er)x.
Enta˜o um elemento geral de O(V) e´ a composic¸a˜o de r-reflexo˜es. As
rotac¸o˜es sa˜o composic¸o˜es pares dessas reflexo˜es (teorema de Cartan -
Dieudonne´). Ainda, φ(eiej) geram o SO(V).
Para todo u ∈ Spinc(V), o mapa φ(u)x = uxu−1 e´ uma rotac¸a˜o,
enta˜o φ(u) ∈ SO(V). Portanto φ e´ um homomorfismo de Spinc(V) em
SO(V). O nu´cleo da aplicac¸a˜o φ e´ definido por
ker φ = 〈u ∈ Spinc(V); φ(u) = e, e ∈ SO(V)〉 ,
φ(u)x = ex = uxu−1, ∀x ∈ V =⇒ xu = ux.
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Enta˜o o nu´cleo de φ e´ o centro da a´lgebra de Clifford, i.e, os elementos
de Cl(V) que comutam com todos os outros. Como estamos falando
do subgrupo par, eles sa˜o todos os mu´ltiplos da unidade de mo´dulo 1,
u = α1, α ∈ C e |α|2 = 1. Resumidamente
ker φ =
〈
u ∈ Spinc(V)| u = α1, |α|2 = 1
〉
, (2.47)
ou seja, um cı´rculo unita´rio S1. Com isso, construı´mos a sequeˆncia exata,
onde ι e´ o mapa de inclusa˜o de S1 em Spinc(V):
1→ S1 ι↪→ Spinc(V) φ→ SO(V)→ e. (2.48)
Considere agora a operac¸a˜o de transposic¸a˜o, definida por uT = (w1....w2k)T =
w2k...w1. Seja u = w1...w2k um elemento de Spinc(V), onde wj = λjvj
sa˜o vetores unita´rios. O grupo Spin(V) e´ definido como
Spin(V) =
〈
u ∈ Spinc(V)| uTu = 1
〉
. (2.49)
Logo u∗ = u, u e´ real. Portanto








n = 1, (2.50)
e (λi)∗ = λi, logo λi = ±1. Como conjugac¸a˜o complexa e´ igual a`
conjugac¸a˜o de carga em Cl+(V), concluı´mos que Spin(V) e´ um sub-
grupo invariante por conjugac¸a˜o de carga de Spinc(V). Como Spin(V) ↪→
Spinc(V), temos tambe´m a seguinte sequeˆncia exata
1→ {±1} ι↪→ Spin(V) φ→ SO(V)→ e. (2.51)
Observe que Spin(V) e SO(V) sa˜o grupos de Lie. Um grupo de Lie e´
uma variedade diferencia´vel munida de uma estrutura de grupo, onde
as operac¸o˜es
1. · : G× G −→ G, (g1, g2) 7→ g1 · g2,
2. −1 : G −→ G, g 7→ g−1,
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sa˜o diferencia´veis. O elemento neutro do grupo de Lie e´ denotado por
e. Seus elementos conectados a` identidade podem ser obtidos atrave´s
de uma transformac¸a˜o contı´nua. Se todo o grupo na˜o for gerado assim,
existira´ transformac¸oes discretas que cobrira˜o o restante do grupo. Por
exemplo, o grupo de Lorentz.
Uma a´lgebra de Lie e´ um espac¸o vetorial g sobre R,C munida de uma
operac¸a˜o bilinear [·, ·] : g× g −→ g chamado colchete de Lie, que satisfaz
os seguintes axiomas
1. Bilinearidade: [ax + by, z] = a[x, z] + b[y, z]; a, b ∈ R,C; x, y, z ∈ g,
2. Antissimetria: [x, x] = 0, ∀x ∈ g,
3. Identidade de Jacobi: [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0, ∀x, y, z ∈
g.
Note que antissimetria e bilinearidade implicam em anticomutati-
vidade [x, y] = −[y, x], ∀x, y ∈ g. O espac¸o tangente a` identidade do
grupo de Lie sempre tem a estrutura da a´lgebra de Lie. Exponenciando
os geradores dessa a´lgebra, encontraremos a parte conectada a` identi-
dade do grupo. Para toda a´lgebra associativa A dotada de um produto
· (como a a´lgebra de Clifford), podemos construir uma a´lgebra de Lie
L(A). Como espac¸o vetorial, L(A) e A sa˜o iguais. O colchete de Lie de
L(A) e´ definido como sendo o anticomutador em A:
[a, b] = a · b− b · a. (2.52)
A associatividade do produto implica na identidade de Jacobi.
Os grupos Spin(V) e SO(V) na˜o sa˜o isomorfos entre si, mas as res-
pectivas a´lgebras de Lie sa˜o. O fato das a´lgebras serem isomorfas signi-
fica dizer que localmente esses grupos sa˜o isomorfos, mas globalmente
na˜o. Basta lembrar do exemplo da a´lgebra de Lie de momento angular
em Mecaˆnica Quaˆntica. Temos os geradores de momento angular orbital
Li que satisfazem
[Li, Lj] = iεijkLk, i, j, k = 1, 2, 3, (2.53)
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e os momentos de Spin Si que satisfazem
[Si, Sj] = iεijkSk, Si ≡ 12σi, i, j, k = 1, 2, 3, (2.54)
com σi sendo as matrizes de Pauli. As equac¸o˜es (2.53) e (2.54) teˆm a
mesma forma. Pore´m, quando exponenciamos estes geradores a partir
da equac¸a˜o (2.53), obtemos
ei~θ·~L, mod 2pi, (2.55)




~θ·~σ, mod 4pi. (2.56)
Conclusa˜o: o perı´odo da equac¸a˜o (2.55) e´ duas vezes maior que o perı´odo
da equac¸a˜o (2.56). Logo, um espinor, um objeto rodado pela equac¸a˜o
(2.56), e´ um objeto que precisa de ’duas rotac¸o˜es por 2pi’ para voltar ao
estado inicial, ao contra´rio de um objeto ’ordina´rio’.
2.4.1 Exemplos
2.4.2 dim V = 2
O espac¸o vetorial V e´ gerado pelos vetores {e1, e2}, no caso Euclideano,
e {e0, e1}, no caso Lorentziano. Considerando as a´lgebras de Clifford,
associamos cada vetor da base a` um gerador da a´lgebra
ei −→ γi, {γi,γj} = 2δij, i, j = 1, 2, (2.57)
ou
ei −→ γi, {γi,γj} = 2ηij, i, j = 0, 1. (2.58)
O Spinc(2) e´ formado por polinoˆmios u de grau par da a´lgebra de
Clifford e unita´rios, i.e., u†u = 1,. Logo
u = eit(α1+ βγ1γ2), e |α|2 + |β|2 = 1. (2.59)
O caso Spinc(1, 1)e´ feito por analogia. Como esses grupos sa˜o grupos
de Lie, cada elemento desse grupo e´ obtido pela exponenciac¸a˜o a um
paraˆmetro θ dos geradores da a´lgebra de Lie. Podemos assim encontrar
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os coeficientes α, β em (2.59) em func¸a˜o de θ. No geral, calculamos
primeiro uma exponencial geral dos geradores de Clifford γi, fazendo
~n = (n1, ..., nd), |~n| = 1 e ~γ = (γ1, ...,γd). Enta˜o
u = exp (iθ~n · ~γ), (2.60)
onde





= |~n|2 = 1.




















= cos θ + i(~n · ~γ) sin θ. (2.61)


















Agora, usando a relac¸a˜o (2.58), devemos ter cuidado porque
(γ0)2 = −1.
Enta˜o, calculando explicitamente,
(γ0γ1)2 = γ0γ1γ0γ1 = −γ0 γ1γ1︸︷︷︸
+1
γ0 = − γ0γ0︸︷︷︸
−1
= 1,
(γ0γ1)2n = [(γ0γ1)2]n = 1,
(γ0γ1)2n+1 = (γ0γ1)2n(γ0γ1) = γ0γ1,












































− γ0γ1 sinh θ
2
. (2.64)










Quando fixamos t = 0 ou t = pi, obtemos o Spin(2) (Spin(1, 1)).
Vamos mostrar agora que φ realmente e´ um homomorfismo de Spin(2)(Spinc(2))
para SO(2) ou Spin(1, 1)(Spinc(1, 1)) para SO(1, 1). Um elemento qual-
quer de V pode ser incluı´do na a` algebra de Clifford pelo seguinte mapa





= xγ1 + yγ2, (2.66)
e
γi(γi)† = 1,
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= (x cos θ − y sin θ)γ1 + (y cos θ + x sin θ)γ2
=
(
x cos θ − y sin θ




cos θ − sin θ




















































= (x cosh θ − y sinh θ)γ0 + (y cosh θ − x sinh θ)γ1
=
(
x cosh θ − y sinh θ




cosh θ − sinh θ






A matriz R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
e´ ortogonal e seu determinante
igual a 1. Portanto, para cada θ temos um elemento do grupo SO(2),
representando uma rotac¸a˜o num plano x − y, onde θ e´ o aˆngulo de
rotac¸a˜o.
A matriz R(θ) =
(
cosh θ − sinh θ
− sinh θ cosh θ
)
tambe´m e´ ortogonal com de-
terminante igual a 1. Portanto, para cada θ temos uma matriz do grupo
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SO(1, 1). Fisicamente, representa um ’boost’ de Lorentz na direc¸a˜o x,
ou uma mudanc¸a de referencial, onde θ tem interpretac¸a˜o de paraˆmetro
de rapidez vc , com v a velocidade do novo referencial e c a velocidade
da luz.
2.4.3 dim V = 4 ou 2n







γiγj, i 6= j. (2.70)
Enta˜o o grupo Spinc(2n) e´ obtido pela exponenciac¸a˜o desses geradores
a um paraˆmetro
Spinc(2n) 3 u = exp(i∑
i




exp(i(ti + θjΣij)), (2.71)









− γiγj sin θj
2
∈ SU(2), (2.72)
reduzindo o problema a va´rias co´pias do caso 2-dimensional. Podemos
concluir que














enta˜o o grupo Spinc(2n) = Spinc(2)× ...× Spinc(2)︸ ︷︷ ︸
n
. Para obter o Spin(2n),
basta fixar cada ti = 0 ou ti = pi.
Para Spinc(4), podemos escolher u ∈ Spinc(4) como
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ou seja, u(θ1, θ3) = u1u3, produto de duas rotac¸o˜es. Enta˜o
uvu−1 = u1u3vu†3u†1
= u1u3(x1γ1 + x2γ2 + x3γ3 + x4γ4)u†3u
†
1















e ui(xiγi + yjγj)u†i = cos θi(xiγ




cos θ1 − sin θ1 0 0
sin θ1 cos θ1 0 0
0 0 cos θ3 − sin θ3








2.5 Espac¸o de Fock e Representac¸a˜o da
A´lgebra de Clifford
Encontrar uma representac¸a˜o linear de um objeto alge´brico e´ determi-
nar em qual espac¸o ela atua como um operador linear, ou simples-
mente, como podemos escrever esses objetos na forma de matrizes. A
representac¸a˜o linear da a´lgebra de Clifford sera´ dado por um espac¸o de
Hilbert. Um espac¸o de Hilbert e´ um espac¸o vetorial complexo munido de
um produto interno sesquilinear positivo definido, ou seja,
1. 〈av|bw〉 = ab 〈v|w〉, ∀a, b ∈ C, |v〉 , |w〉 ∈ H,
2. 〈v|v〉 > 0, se v 6= 0.
Para comec¸ar a construir o espac¸o de Hilbert onde representaremos a
a´lgebra de Clifford, partiremos de um espac¸o vetorial real de dim V =
2m. Podemos torna´-lo complexo atrave´s de uma estrutura complexa orto-
gonal, ou seja, um operador J ∈ O(V), B(Ju, Jv) = B(u, v), que satisfaz
J2 = −1 e JT J = 1 =⇒ JT = −J. (2.76)
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Enta˜o o espac¸o vetorial inicial V se torna um espac¸o complexo VJ pela
regra Jv ≡ iv. Munindo-o com um produto interno induzido da forma
bilinear B
〈u|v〉 = B(u, v) + iB(Ju, v), (2.77)
o espac¸o VJ sera´ m-dimensional complexo. Se {|u1〉 , ..., |um〉} for uma
base de VJ , enta˜o {|u1〉 , J |u1〉 , ..., |um〉 , J |um〉} e´ uma base de V.
Equivalentemente, podemos construir um espac¸o de Hilbert a partir
de um espac¸o vetorial complexo VC, definido pela equac¸a˜o (2.36), e
quebra´-lo em dois subespac¸os ortogonais definidos por
WJ = {|v〉 − i J |v〉 ∈ VC; |v〉 ∈ V}, (2.78)
WJ = {|v〉+ i J |v〉 ∈ VC; |v〉 ∈ V}, (2.79)
com produto interno nesse espac¸o definido por
〈〈w|z〉〉 = 2B(w, z). (2.80)
Os espac¸os WJ e W J sa˜o ortogonais entre si, pois se z ∈ WJ e w ∈ W J ,
enta˜o
〈〈w|z〉〉 = 2B(w, z) = 2B(w− i Jw, v− i Jv),
= 2(B(w, v)− iB(Jw, v)− iB(w, Jv)− B(Jw, Jv)),
= 2(B(w, v) + iB(w, Jv)− iB(w, Jv)− B(w, v)), pois JT = −J,
= 0.




(1− i J), PJ = 12(1+ i J). (2.81)
Os subespac¸os WJ e W J sa˜o autoespac¸os de J porque
|w〉 ∈WJ ⇒ J |w〉 = i |w〉 , (2.82)
|w〉 ∈W J ⇒ J |w〉 = −i |w〉 . (2.83)
Enta˜o, VC e´ decomposto em
VC = WJ ⊕W J , (2.84)
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chamada de polarizac¸a˜o de VC.
Essas duas abordagens sa˜o equivalentes e tem correspondeˆncia entre
si, pois se |w〉 ∈WJ
|w〉 = |u〉 − i |v〉 , |u〉 , |v〉 ∈ V, (2.85)
ou, definindo |v〉 ≡ J |u〉, podemos construir o espac¸o WJ fazendo
WJ = {|u〉 − i J |u〉 ; |u〉 ∈ V}, (2.86)
mostrando assim que sa˜o equivalentes.
O espac¸o de Fock tambe´m e´ um espac¸o de Hilbert. Ele e´ o espac¸o que
conte´m todos os possı´veis produtos tensoriais de um mesmo espac¸o de
Hilbert H, que representa o estado de uma partı´cula |ψ〉. Quando faze-
mos o produto tensorialH⊗H, construı´mos o estado de duas partı´culas,




SνH⊗n = C⊕H⊕ (Sν(H⊗H))⊗ (Sν(H⊗H⊗H))⊕ ....
Como estamos falando do mesmo espac¸o de Hilbert sendo copiado, pre-
cisamos falar de estatı´stica de partı´culas ideˆnticas. O Sν e´ o operador que
simetriza ou antissimetriza o produto tensorial, dependendo se estamos
descrevendo partı´culas que obedecem a estatı´stica bosoˆnica (ν = +) ou
fermioˆnica (ν = −). O C representa o estado com nenhuma partı´cula, o
va´cuo, representado por |0〉.
Um estado em Fν(H) e´ dado, por exemplo






1. |0〉 e´ o estado de va´cuo e a0 ∈ C um coeficiente,
2. |ψi〉 ∈ H sa˜o estados de um partı´cula,
3.
∣∣ψiψj〉 = 12(|ψi〉 ⊗ ∣∣ψj〉 + (−1)ν ∣∣ψj〉 ⊗ |ψi〉) ∈ Sν(H ⊗ H) e´ um
estado sime´trico ou antissime´trico, dependendo da estatı´stica.
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O caso de interesse no pro´ximo capı´tulo sera´ o fermioˆnico. O espac¸o de
Fock enta˜o se reduz a` a´lgebra exterior de H, ∧(H). Podemos denotar
um vetor nesse espac¸o como
|u1...uk〉 ≡ u1 ∧ ...∧ uk, ui ∈ H, (2.87)
lembrando que
∣∣...uiuj...〉 = − ∣∣...ujui...〉 devido a` antissimetria do pro-
duto exterior ∧.
Podemos fazer duas abordagens,
1. Comec¸amos com H = VJ , enta˜o o espac¸o de Fock sera´ F(VJ) =∧
(VJ). O produto interno de F(VJ) sera´





2. Comec¸amos comH = WJ ou W J , enta˜o F(WJ) = ∧(WJ) ou ∧(W J),
ou espac¸o de Fock polarizado, com produto interno





O espac¸o de Fock F(WJ) e´ polarizado a` direita e o F(W J) e´ polari-
zado a` esquerda. Os elementos de ambos espac¸os sa˜o chamados de
espinores puros.











[e(u0)]2 |u1...uk〉 = |u0u0u1...uk〉 = 0 (2.90)
Ele sera´ o equivalente ao operador de criac¸a˜o da teoria quaˆntica











(−1)j−1 〈v|uj〉 ∣∣u1...ûj...uk〉 , (2.91)
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onde o sı´mbolo v̂j significa omissa˜o desse vetor e [i(v)]2 = 0. Esse
operador e´ o equivalente ao operador de destruic¸a˜o, ou seja, i(v) ≡
b(v). O v serve para indicar que i(v) e´ antilinear com respeito a`
entrada v.
A relac¸a˜o
e(v)i(v) + i(v)e(v) ≡ b†(v)b(v) + b(v)b†(v), (2.92)
e´ equivalente a` multiplicac¸a˜o por B(v, v), pois

















= 〈u0|u0〉 |u1...uk〉 .
A ac¸a˜o da a´lgebra de Clifford no espac¸o de Fock F(VJ) e´ obtida a partir
da soma desses operadores γ(v) = e(v) + i(v), pois γ(v)2 = B(v, v) e
e(v)i(u) + i(u)e(v) = B(u, v), de forma que
γ(v)γ(u) + γ(u)γ(v) = 2B(u, v), ∀u, v ∈ V, (2.93)
ou seja, γ(v) obedece a relac¸a˜o da a´lgebra de Clifford. O γ(v) representa
a ac¸a˜o da a´lgebra de Clifford no espac¸o de Fock F(VJ). Como no espac¸o
de Fock polarizado |v〉 = PJ |v〉+ PJ |v〉, vemos que γ(v) se reduz a`
γ(v) = e(PJv) + i(PJv). (2.94)
Como os subespac¸os WJ e W J sa˜o ortogonais entre si, enta˜o γ(w) =
e(w), se |w〉 ∈ WJ e γ(z) = i(z), se |z〉 ∈ W J . Na linguagem de opera-
dores da teoria quaˆntica de campos, sendo v = ei, i = 1, ..., d, vetores da
base
γ(ei) ≡ γi = b†i + bi (2.95)
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e eles satisfazem









{b(†)i ,b(†)j } = 0. (2.97)
A ac¸a˜o de (2.95) no espac¸o de Fock e´ irredutı´vel, ou seja, na˜o ha´ uma
mudanc¸a de base em que o espac¸o se quebre em subespac¸os menores.
Isso segue do lema de Schur2: para dimenso˜es pares, o u´nico elemento T
da a´lgebra que comuta com todos os outros e´ um escalar. Suponha que
T, promovido a` operador, comute com cada e(w) e i(z), para w, z ∈ WJ .
Atuando no va´cuo, temos i(z)T |0〉 = T(i(z) |0〉) = 0, enta˜o T |0〉 = t |0〉
com t ∈ C. Portanto, fazendo T atuar num vetor qualquer
T |w1...wr〉 = T(e(w1)....e(wr)) |0〉 ,
= e(w1)....e(wr)(t |0〉),
= t |w1...wr〉 ,
provando assim a afirmac¸a˜o.
2.6 Dimenso˜es ı´mpares
Seja dim V = 2m + 1, V = span{e1, ..., e2m+1} e B(ei, ej) = δij. Seja U
subespac¸o de V tal que U = span {e1, ..., e2m}. Podemos enta˜o construir
um espac¸o de Fock onde Cl(U) age irredutivelmente. Mas Cl(U) ≡
Cl(V)+, portanto F(UJ) tambe´m e´ uma representac¸a˜o irredutı´vel de
Cl(V)+. A a´lgebra Cl(V) e´ gerada por Cl(V)+ e agindo com o elemento
γ∗ em Cl(V)+, terı´amos Cl(V)−. Assim, podemos tornar F(UJ) uma
representac¸a˜o da a´lgebra completa fazendo γ∗ agir em F(UJ). Temos
enta˜o duas representac¸o˜es 2m-dimensionais irredutı´veis para a mesma
a´lgebra de Clifford Cl(V) cujas restric¸o˜es a` parte par Cl(U) da a´lgebra
coincidem.
2Seja M(g) a representac¸a˜o matricial de um elemento g de um grupo G. Qualquer
matrix S que satisfac¸a
M(g)S = SM(g), ∀g ∈ G,
deve ser proporcional a` identidade: se |i〉 e´ um autovetor de S, enta˜o M(g) |i〉 tambe´m e´
autovetor de S com o mesmo autovalor, reduzindo assim S a um mu´ltiplo da identidade.
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2.7 Exemplos
2.7.1 dim V = 2, euclideano







































= |e2〉 , (2.100)
J |e2〉 = J(J |e1〉) = − |e1〉 , (2.101)
enta˜o VJ = {|e1〉}. Note que V = {|e1〉 , |e2〉} = {|e1〉 , J |e1〉}.
Diagonalizando J, encontramos que seus autovalores sa˜o ±i e os
autovetores sa˜o |e±〉 = |e1〉 ∓ i |e2〉 = |e1〉 ∓ i J |e1〉, portanto




Vemos que V = WJ ⊕W J , onde
WJ = span{|e+〉 = |e1〉 − i J |e1〉} (2.103)
W J = span{|e−〉 = |e1〉+ i J |e1〉}. (2.104)
O espac¸o de Fock podera´ ser gerado a partir de VJ ou de WJ .
Se comec¸armos com VJ , temos
F(VJ) = C⊕VJ ,
e um elemento desse espac¸o de Fock e´
|Ψ〉J = a0 |0〉+ a1 |e1〉 . (2.105)
38 CAPI´TULO 2. A´LGEBRA DE CLIFFORD
Se comec¸armos com WJ , vemos que o espac¸o de Fock obtido e´
F(WJ) = C⊕WJ . (2.106)
Um elemento desse espac¸o de Fock pode ser entendido como um
espinor em duas dimenso˜es. Podemos dar tambe´m a interpretac¸a˜o de
segunda quantizac¸a˜o, onde |0〉 e´ o estado de va´cuo, |e+〉 ≡ |1〉 e´ o estado
de uma partı´cula. Esses estados de va´cuo e de uma partı´cula formam
uma base para o espac¸o de Fock. Podemos identificar os operadores
e(e+) 7→ b†, i(e−) ≡ i(e+) 7→ b, (2.107)
que agem nos vetores da base, usando (2.90) e (2.91), como
b |0〉 = 0,
b† |0〉 = |1〉 ,
b |1〉 = |0〉 ,
b† |1〉 = 0. (2.108)












De acordo com a equac¸a˜o (2.95) e usando (2.102), as matrizes de Clifford
sa˜o
γi = e(PJei) + i(P−Jei),
γ1 = e(e+) + i(e−) −→
γ2 = i(e(e+)− i(e−)) −→
γ1 = b† + b,













2.7.2 dim V = 4, euclideano


































































 = |e4〉 ,
J |e3〉 = J(Je1) = − |e1〉 ,
J |e4〉 = J(Je2) = − |e2〉 .
Enta˜o VJ = {|e1〉 , |e2〉}. Note que V = {|e1〉 , |e2〉 , J |e1〉 , J |e2〉}
Como J2 = −1, seus autovalores sa˜o±i, mas desta vez os autoespac¸os
sa˜o degenerados. Diagonalizando J, encontramos que os autovetores
sa˜o
|e±〉1 = |e1〉 ∓ i |e3〉 = |e1〉 ∓ i J |e1〉 ,
|e±〉2 = |e2〉 ∓ i |e4〉 = |e2〉 ∓ i J |e2〉 ,
(2.111)
onde ı´ndice k, k = 1, 2 em |e±〉k serve para indicar qual dos vetores do
subespac¸o VJ estamos falando e ± serve para identificar qual o sinal do
autovalor dele. Finalmente
|e1〉 = |e+〉1 + |e−〉12 ,
|e2〉 = i(|e+〉1 − |e−〉1)2 ,
|e3〉 = |e+〉2 + |e−〉22 ,
|e4〉 = i(|e+〉2 − |e−〉2)2 ,
(2.112)
e
WJ = {|e+〉1 = |e1〉 − i J |e1〉 , |e+〉2 = |e2〉 − i J |e2〉}, (2.113)
W J = {|e−〉1 = |e1〉+ i J |e1〉 , |e−〉2 = |e2〉+ i J |e2〉}. (2.114)
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O espac¸o de Fock pode ser gerado tanto a partir de VJ quanto a partir
de WJ . Fazendo o procedimento a partir do subespac¸o WJ , temos
F(WJ) = C⊕WJ ⊕
2∧
(WJ), (2.115)
onde um elemento de F(WJ),
|Ψ〉 = a1 + a2 |e+〉1 + a3 |e+〉2 + a4
∣∣∣e1+e2+〉 (2.116)
pode ser entendido como um espinor em quatro dimenso˜es. Podemos
dar novamente a interpretac¸a˜o de nu´mero de partı´culas, onde |0〉 = 1 e´
o estado de va´cuo, |1, 0〉 = |e+〉1 e´ o estado de uma partı´cula do tipo 1,
|0, 1〉 = |e+〉2 e´ o estado de uma partı´cula do tipo 2, |1, 1〉 =
∣∣e1+e2+〉 e´
o estado antissime´trico composto de uma partı´cula do tipo 1 e uma do
tipo 2. Esses quatro vetores formam uma base para o espac¸o de Fock.
Podemos identificar os operadores
e(|e+〉k) ≡ e(ek+) 7→ b†k , i(|e−〉k) = i(|e+〉k) ≡ i(ek+) 7→ bk, (2.117)
onde b†k cria uma partı´cula do tipo k e bk destro´i uma partı´cula do tipo
k. Esses operadores agem nos vetores da base, usando (2.90) e (2.91), da
forma
bk |0〉 = 0, k = 1, 2,
b1 |1, 1〉 = |0, 1〉 ,
b2 |1, 1〉 = |1, 0〉 ,
b1 |1, 0〉 = |0〉 ,
b2 |1, 0〉 = 0,
b2 |0, 1〉 = |0〉 ,
b1 |0, 1〉 = 0,
b†k |1, 1〉 = 0, k = 1, 2,
b†1 |0〉 = |1, 0〉 ,
b†2 |0〉 = |0, 1〉 ,
b†1 |0, 1〉 = |1, 1〉 ,
b†2 |0, 1〉 = 0,
b†1 |1, 0〉 = 0,
b†2 |1, 0〉 = |1, 1〉 .
(2.118)
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A representac¸a˜o matricial destes operadores e´
b1 =

0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
; b†1 =

0 0 0 0
1 0 0 0
0 0 0 0





0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
; b†2 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0
 .
De acordo com a equac¸a˜o (2.95) e usando (2.102), as matrizes de Clifford
sa˜o
γk = γ(ek) = e(PJek) + i(P−Jek), k = 1, .., 4, (2.120)
γ1 = γ(e1) = e(e1+) + i(e
1−) = b†1 + b1 (2.121)
γ2 = γ(e2) = i(e(e1+)− i(e1−)) = i(b†1 − b1), (2.122)
γ3 = γ(e3) = e(e2+) + i(e
2−) = b†2 + b2, (2.123)




0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
; γ2 =

0 −i 0 0
i 0 0 0
0 0 0 0





0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0
; γ4 =

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0
 .
2.7.3 dim V = 4, Lorentziano (1,3)
A u´nica diferenc¸a do caso anterior e´ que devemos escolher uma das
quatro matrizes e multiplica´-la por i tal que (γ0)2 = −1 e manter as
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outras (γi)2 = 1, com i = 1, 2, 3. Enta˜o
γ0 =

0 i 0 0
i 0 0 0
0 0 0 0
0 0 0 0
; γ1 =

0 −i 0 0
i 0 0 0
0 0 0 0





0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0
; γ3 =

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0
 .
Note que γ0 ≡ i(b†1 + b1).
2.8 Recapitulando
Quando comec¸amos a falar de representac¸a˜o, precisamos tomar cuidado
com o que chamamos de dimensa˜o. Estamos lidando com treˆs diferentes
dimenso˜es ao longo do texto:
1. Dimensa˜o do conjunto de geradores: nu´mero de geradores, igual
a dim V = d sobre o qual construı´mos a a´lgebra de Clifford Cl(V, B).
2. Dimensa˜o da a´lgebra: quantos monoˆmios diferentes e irredutı´veis
existem no polinoˆmio geral. (dimA = 2dim V = 2d)
3. Dimensa˜o da representac¸a˜o: tamanho da matriz que usamos para
representar o elemento abstrato da a´lgebra. A representac¸a˜o irre-
dutı´vel de Cl(V) tem dimensa˜o 2[d/2].
2.8.1 Exemplos
• dim V = 2
1. Geradores={γ1,γ2}
2. Elemento geral da a´lgebra de Clifford:















• dim V =3
1. Geradores = {γ1,γ2,γ3}.






























• dim V = 4
1. Geradores = {γ1,γ2,γ3,γ4}.
2. Elemento geral da a´lgebra de Clifford:
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3. Representac¸a˜o irredutı´vel





dim rep = 2[2] = 4,


















Na verdade, basta se preocupar com as dimenso˜es pares e nas ı´mpares
incluir explicitamente nos geradores da a´lgebra o γ∗, como no exemplo
de dim V = 3.
2.9 Transformac¸o˜es na a´lgebra de Clifford
Uma das representac¸o˜es da a´lgebra de Clifford para uma assinatura
euclideana (t, s) = (0, d) em termos das matrizes de Pauli σ e´
γ1 = σ1 ⊗ 1⊗ 1⊗ ...
γ2 = σ2 ⊗ 1⊗ 1⊗ ...
γ3 = σ3 ⊗ σ1 ⊗ 1⊗ ...
γ4 = σ3 ⊗ σ2 ⊗ 1⊗ ...
γ5 = σ3 ⊗ σ3 ⊗ σ1 ⊗ ...
onde 1 ≡ 12×2. A propriedade σiσj = δij + ieijkσk e´ va´lida. Para di-
menso˜es pares, a dimensa˜o da representac¸a˜o e´ 2d/2 e para dimenso˜es
ı´mpares 2(d−1)/2.
Se quisermos inserir direc¸o˜es do tipo tempo, so´ precisamos fazer
uma multiplicac¸a˜o por i nas t primeiras matrizes γ, exemplo,
γ0 ≡ iγ1 = iσ1 ⊗ 1... (2.127)
A a´lgebra de Clifford possui a seguinte propriedade universal:
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Sejam γi, i = 1, ..., d geradores da a´lgebra de Clifford satisfazendo a relac¸a˜o
{γi,γj} = 2B(ei, ej).
Agora, escolha outra a´lgebra gerada por γˆi, com i = 1, ..., d que satisfaz a
mesma relac¸a˜o
{γˆi, γˆj} = 2B(ei, ej).
Enta˜o existe uma transformac¸a˜o S invertı´vel (ou seja det S 6= 0) u´nica a menos
de um isomorfismo tal que
γi = SγˆiS−1. (2.128)
Se γi, γˆi forem unita´rias, enta˜o S tambe´m e´ unita´ria.
Existem va´rios tipos de transformac¸o˜es S, basta que a a´lgebra tenha
a mesma relac¸a˜o. As mais importantes
1. (γi)†, hermitiano conjugado;
2. (γi)T, transposic¸a˜o;
3. (γi)∗, conjugac¸a˜o complexa;
sera˜o discutidas ao longo desta sessa˜o.
2.9.1 Hermitiano conjugado
Os geradores da a´lgebra de Clifford tipo tempo e tipo espac¸o obedecem
(γt)† = −γt, (γs)† = γs, (2.129)
uma vez que as matrizes de Pauli sa˜o hermitianas, logo as matrizes γi
definidas acima sa˜o hermitianas, e apenas as direc¸o˜es temporais sa˜o an-
tihermitianas por estarem multiplicadas por i, como na equac¸a˜o (2.127).
As matrizes (γi)† ≡ (γi)−1 satisfazem a mesma relac¸a˜o de Clifford,
existe uma transformac¸a˜o A tal que
γi = A(γi)† A−1,
e a u´nica forma de satisfazer (2.129) e´ fazendo
A = γ1...γt, (2.130)
enta˜o
(γi)† = (−1)t A−1γi A. (2.131)
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2.9.2 Transposic¸a˜o
Uma vez que (γi)† satisfaz a relac¸a˜o de Clifford, e´ de se esperar que
(γi)T tambe´m satisfac¸a. Logo existe uma transformac¸a˜o unita´ria C, tal
que
(γi)T = −ηCγiC−1, CT = −eC (2.132)
para η = ±1 e e = ±1, caso contra´rio, a operac¸a˜o de transposic¸a˜o
induziria uma transformac¸a˜o de escala na matriz. Ha´ duas possı´veis
representac¸o˜es para C
C+ = σ1 ⊗ σ2 ⊗ ...., η = +1, (2.133)
C− = σ2 ⊗ σ1 ⊗ ...., η = −1, (2.134)
satisfazendo a condic¸a˜o de unitariedade. Para dimenso˜es ı´mpares, ve-
remos que apenas uma das duas pode ser usada. Vamos agora deduzir
os sinais permitidos para e e η de acordo com o valor de s e t. Seja
Γ(n) = γa1 ...γan (2.135)





Uma matriz pode ser sime´trica ou antissime´trica. Portanto
−e(−η)n(−1)n(n−1)/2 = ±1. (2.137)
2.9.3 Conjugac¸a˜o complexa
Uma vez que (γi)† satisfaz a relac¸a˜o de Clifford e sabendo que [(γi)∗]† =
[γi]T, temos
[(γi)∗]†(γi)∗ = (γi)T(γi)∗ = [(γi)†γi]∗ = 1, (2.138)
ou seja, (γi)∗ tambe´m e´ unita´ria. Claramente
{(γi)∗, (γj)∗} = 2B(ei, ej),
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enta˜o existe uma transformac¸a˜o unita´ria B tal que (γi)∗ = BγiB−1.
Juntando (2.129) e (2.132), pois (γi)† = [(γi)T]∗ = [(γi)∗]T, enta˜o
(−1)t Aγi A−1 = −ηC(γi)∗C−1
− η(−1)t C−1A︸ ︷︷ ︸
B




(γi)∗ = −η(−1)tBγiB−1. (2.139)
Para calcular B∗B, sabemos que B∗ = (B†)T, enta˜o
B∗ = (−1)t(ABA−1)T,
= (−1)t(AC−1AA−1)T,
= (−1)t(AC)T, pois C† = C,






Substituindo (2.141) em (2.140), temos que
B∗B = −eηt(−1)t(t+1)/2. (2.142)
2.10 Espinores irredutı´veis
Existem dois tipos principais de representac¸a˜o no espac¸o dos espinores.
A primeira se aplica apenas para dimensa˜o par, porque γ∗ na˜o e´ um
gerador da a´lgebra. Ja´ foi visto que podemos classificar os espinores
pela sua quiralidade: esquerda ou direita. Essa representac¸a˜o e´ chamada








(1− γ∗)ψ, espinor direito. (2.144)
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A segunda representac¸a˜o leva em conta a condic¸a˜o de realidade, cha-
mada de real ou Majorana. O complexo conjugado de um espinor ψ e´
obtido por uma transformac¸a˜o
ψ∗ = B˜ψ. (2.145)
Queremos que B˜ tenha consistencia com as transformac¸o˜es de Lorentz,
ou seja, se fizermos
ψ˜ = U(Λ)ψ, (2.146)
onde Λ e´ uma transformac¸a˜o de Lorentz finita, temos que obter




=⇒ BU(Λ)B−1B˜ = B˜U(Λ),
A u´ltima igualdade so´ e´ satisfeita se B˜ = αB. Por consisteˆncia
ψ∗∗ = (B˜ψ)∗ = B˜∗ψ∗ = B˜∗B˜ψ = ψ,
enta˜o
1 = B˜∗B˜ = |α| B∗B,
logo |α| = 1 e usando (2.142), encontramos
−eηt(−1)t(t+1)/2 = 1. (2.148)
A equac¸a˜o acima e´ satisfeita para
s− t = 0, 1, 7 mod 8, (2.149)
s− t = 2 mod 8 com η(−1)d/2 = +1, (2.150)
s− t = 6 mod 8 com η(−1)d/2 = −1. (2.151)
Esses sa˜o os casos onde ha´ existeˆncia de espinores do tipo Majorana.
Outro jeito de expressar a condic¸a˜o de realidade e´ dizer que o ’Majorana
conjugado’ e´ igual ao ’Dirac conjugado ’. Eles sa˜o respectivamente
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ψM ≡ ψ = ψTC; ψD ≡ ψC = ψ† Aα−1. (2.152)
Espinores de Majorana podem ser vistos como ψ1 + iψ2, onde ψ1 e ψ2
teˆm componentes reais e esta˜o relacionados pela condic¸o˜es ψM = ψD.
Considere agora que B∗B = −1. Podemos enta˜o definir a condic¸a˜o de
Majorana simple´tica,
ψ∗i = (ψi)
∗ = BΩijψj, (2.153)
onde Ω e´ uma matriz antissime´trica com ΩΩ∗ = −1.
Temos agora duas possı´veis representac¸o˜es irredutı´veis, ou Weyl ou
Majorana. A pergunta que fica e´:
Um espinor pode ser quiral (Weyl) e real (Majorana) ao mesmo tempo?
Como (γ∗)∗ = (−1)d/2+tBγ∗B−1, a condic¸a˜o e´ que d/2 + t = 0
mod 2, ou seja
Espinor MW : s− t = 0 mod 4.
Ha´ um jeito simples de saber quando o espinor e´ Majorana simple´tico.
Ele ocorre quando s− t = 0 mod 4, mas a condic¸a˜o de Majorana na˜o
pode ser satisfeita. Por exemplo, d = 4 e t = 0, s = 4 e s− t = 4 = 0 (
mod 4), em princı´pio poderia ser Majorana-Weyl. Mas s− t = 4 na˜o se
encaixa nas condic¸o˜es de Majorana descritas em (2.151), portanto, em 4
dimenso˜es com assinatura euclidiana temos espinores do tipo Majorana
Weyl simple´tico (SMW).
A tabela a seguir resume todas as possibilidades de espinores, e ha´
um resumo na legenda.
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d/t 0 1 2 3
1 M 1 M 1
2 M− 2 MW 1 M+ 2
3 4 M 2 M 2 4
4 SMW 4 M+ 4 MW 2 M− 4
5 8 8 M 4 M 4
6 M+ 8 SMW 8 M− 8 MW 4
7 M 8 16 16 M 8
8 MW 8 M− 16 SMW 16 M+ 16
9 M 16 M 16 32 32
10 M− 32 MW 16 M+ 32 SMW 32
11 64 M 32 M 32 64
12 SMW 64 M+ 64 MW 32 M− 64
Fonte: [2]
Possibilidades de espinores para va´rias dimenso˜es, e para diversos nu´meros
de direc¸o˜es temporais ( mod 4). M significa espinores de Majorana.
Para dimenso˜es pares, M± indica qual sinal de η deve ser usado. MW
indica possibilidade de espinores Majorana-Weyl. Para dimenso˜es pa-
res, sempre existem espinores de Weyl. Espinores simple´tico de Majo-
rana sempre existem quando a condic¸a˜o Majorana na˜o puder ser satis-
feita. Esta condic¸a˜o esta´ indicada por SMW. Os nu´meros indicam a
dimensa˜o real do espinor mı´nimo.
2.10.1 Exemplo dim V = 4
Como exemplo, tomemos o espac¸o de Minkowski em quatro dimenso˜es.
Para ter espinores de Majorana, escolheremos η = 1 e e = 1. Existe



























A matriz de conjugac¸a˜o de carga e´ proporcional a` γ0, digamos C = zγ0,
com |z| = 1. Como A = γ0, a condic¸a˜o de Majorana e´ ψ∗ = zαψ. Enta˜o
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com uma escolha apropiada de sinais, zα = 1, os espinores de Majorana
sa˜o puramente reais nesta base.
Em outra representac¸a˜o, γ5 e´ diagonal. Esta base e´ u´til para mani-
festar espinores quiral. Eles sa˜o espinores que possuem apenas duas
componentes denotadas χA, enquanto o antiquiral tem duas compo-





























Essa base facilmente pode ser relacionada com o formalismo de duas
componentes. Nesta formulac¸a˜o, os ı´ndices sa˜o levantados e abaixados
com εAB (ε12 = 1 = −ε21) na convenc¸a˜o NW-SE (Noroeste - Sudeste)
χA = eABχB, χA = χBeBA,





















A matriz de conjugac¸a˜o de carga e´ C = γ0γ2.

Capı´tulo 3
Teoria de Calibre emergente
3.1 Introduc¸a˜o
Campos de calibre, tanto abeliano como na˜o-abeliano, sa˜o figuras pro-
eminentes nas teorias modernas que tentam explicar as forc¸as da natu-
reza. Elas tambe´m emergem naturalmente em va´rios contextos geome´-
tricos e em sistemas de mate´ria condensada. A proposta deste capı´tulo
e´ mostrar um contexto em que campos de calibre aparecem fora do con-
texto de teoria de campos e seus infinitos de graus de liberdade: um
sistema em mecaˆnica quaˆntica de dimensa˜o finita.
3.2 Teoria de calibre e geometria
Vamos comec¸ar com a teoria de calibre U(1) como ilustrac¸a˜o dessa es-
trutura geome´trica. O objetivo e´ formular uma mecaˆnica quaˆntica tal
que possamos ajustar a fase global da func¸a˜o de onda independente-
mente do ponto no espac¸o-tempo, ou seja,
ψ(x, t) −→ eiχ(x,t)ψ(x, t). (3.1)
Essa construc¸a˜o, junto algumas condic¸o˜es de consisteˆncia, nos levara˜o a
uma teoria eletromagne´tica.
A simetria dada por (3.1) e´ razoa´vel porque a densidade de probabi-
lidade, a informac¸a˜o fı´sica, e´ sime´trica sob essa transformac¸a˜o, i.e.
ρ(x, t) = ψ(x, t)†ψ(x, t). (3.2)
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Entretanto, a equac¸a˜o de Schro¨dinger na˜o e´ invariante sob (3.1). Para
torna´-la invariante, devemos encontrar uma definic¸a˜o para as derivadas
que incorpore esta simetria.
Uma vez que a simetria na˜o muda o mo´dulo da func¸a˜o de onda,
se fizermos uma transformac¸a˜o infitesimal de um ponto (x, t) ate´ um
ponto (x+ δx, t + δt), e´ esperado que
|ψ(x+ δx, t + δt)| = |ψ(x, t)|. (3.3)
Queremos manter a noc¸a˜o que a fase e´ apenas uma escolha, podendo
ser redefinida.
Para isso, temos que introduzir um novo grau de liberdade, o campo
vetorial Aµ(x, t), tal que ψ tenha mo´dulo constante se
argψ(x+ δx, t + δt) = argψ(x, t) +A(x, t) · δx+ A0(x, t)δt. (3.4)
Quando a fase e´ redefinida de acordo com a equac¸a˜o (3.1), a relac¸a˜o (3.4)
deve ficar invariante. Entretanto,
argψ(x+ δx, t + δt)
= argψ(x, t) +A(x, t) · δx+ A0(x, t)δt + χ(x+ δx, t + δt)− χ(x, t)
= argψ(x, t) +A(x, t) · δx+ A0(x, t)δt + δx · ∇χ(x, t) +δt∂tχ(x, t).
Esta equac¸a˜o e´ invariante, i.e., argψ(x + δx, t + δt) = argψ(x, t) se o
potencial vetor Aµ se transformar da seguinte forma
A(x, t) −→ A(x, t)−∇χ(x, t), A0(x, t) −→ A0(x, t)− ∂tχ(x, t). (3.5)
A combinac¸a˜o da transformac¸a˜o (3.1) e a regra de transformac¸a˜o (3.5) e´
chamada de transformac¸a˜o de calibre e Aµ um campo de calibre.
Uma vez definido o campo de gauge Aµ(x, t) e um modo de com-
parar func¸o˜es em pontos do espac¸o-tempo pro´ximos, podemos definir
derivadas. Tomando a diferenc¸a de uma func¸a˜o de onda definida em
dois pontos vizinhos, levando em conta a diferenc¸a de fase, a derivada
e´ definida por
dxµ∂µψ(x)→ dxµDµψ(x)dxµDµψ(x) = lim
δx,δt→0
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Esta derivada se transforma covariantemente sob uma transformac¸a˜o
de gauge (3.1) e (3.5)
Dµψ(x)→ eiχ(x)Dµψ(x). (3.8)
Ela pode ser usada para formular uma equac¸a˜o de Schro¨dinger invari-
ante localmente por U(1).
Para completar a teoria, na˜o basta definir uma derivada covariante,
temos que dar dinaˆmica ao campo Aµ(x). Esta dinaˆmica pode ser a
eletrodinaˆmica de Maxwell onde, por exemplo, a corrente e´ a corrente
de probabilidade de uma partı´cula.
Uma pergunta: o que seria uma func¸a˜o constante com respeito a`
derivada Dµ? Uma func¸a˜o de onda constante deve satisfazer algo como
Dµψ(x) = 0. (3.9)
A condic¸a˜o para a existeˆncia desse tipo de func¸a˜o e´ que o comutador
dessas derivadas aplicado na func¸a˜o seja zero, i.e´,
[Dµ, Dν]ψ(x) = −Fµν(x)ψ(x) = 0, (3.10)
onde o tensor Fµν e´
Fµν = ∂µAν − ∂νAµ, (3.11)
que coincide com o tensor de Faraday.
3.3 Um outro problema de mecaˆnica quaˆntica
Quase todo problema em mecaˆnica quaˆntica comec¸a com uma equac¸a˜o
de Schro¨dinger para se resolver, i.e.,
i∂t |Ψ(t)〉 = H(~λ(t)) |Ψ(t)〉 , (3.12)
onde uma famı´lia de hamiltonianas H(~λ(t)) depende continuamente de
certos paraˆmetros ~λ, que variam em geral com o tempo t. Por exem-
plo, um sistema de spin sob influeˆncia de um campo magne´tico externo
B. No caso do modelo XY, to´pico do pro´ximo capı´tulo, terı´amos os
paraˆmetros γ e h. Agora, suponha que todas as hamiltonianas dessa
famı´lia tem um conjunto de n nı´veis degenerados com energia E(t). Em
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outras palavras, existem n soluc¸o˜es distintas, i.e., autovetores distintos
|ψa(t)〉, a = 1, ..., n, para a equac¸a˜o
H(~λ(t)) |ψ(t)〉 = E(t) |ψ(t)〉 . (3.13)
Note que a energia E(t) pode variar com o tempo: estamos assumindo
que a degeneresceˆncia na˜o acontece acidentalmente durante a evoluc¸a˜o
temporal. Por uma simples renormalizac¸a˜o das energias, podemos su-
por que esses nı´veis esta˜o em E = 0. Tais degeneresceˆncias ocorrem
quando para um valor fixo de ~λ, existe uma simetria na˜o quebrada, ou
seja, uma simetria da Hamiltoniana que e´ tambe´m simetria desse estado
de E = 0. Por exemplo, um problema de simetria de rotac¸a˜o em torno
de um eixo na direc¸a˜o ~λ.
Considere uma mudanc¸a adiaba´tica dos paraˆmetros de um valor ini-
cial λi para algum valor final λ f durante um intervalo de tempo T. Desta
forma, essa variac¸a˜o na˜o provoca mudanc¸a brusca de nı´vel de energia.
Dado um espac¸o de nı´veis degenerados que na˜o se cruzam entre si,
enta˜o as soluc¸o˜es da equac¸a˜o
H(λi) |ψ(t)〉 = 0 (3.14)
sa˜o levadas nas soluc¸o˜es da equac¸a˜o
H(λ f ) |ψ(t)〉 = 0 (3.15)
pela soluc¸a˜o da equac¸a˜o (3.12) com as condic¸o˜es de contorno λ(0) = λ f
e λ(T) = λ f .
Se λi = λ f , tal que a hamiltoniana inicial e final sejam ideˆnticas,
enta˜o sera´ possı´vel formular a seguinte pergunta:
Existe uma evoluc¸a˜o adiaba´tica na˜o-trivial que mapeia n nı´veis degenerados
entre si?
Veremos que a resposta e´ sim e para podermos descrever tal transformac¸a˜o,
e´ necessa´rio introduzir um campo de calibre.
3.4 Resolvendo o problema
Considere um conjunto {|ψa(t)〉 , a = 1, ..., n}, onde
H(~λ(t)) |ψa(t)〉 = 0, (3.16)
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ou seja, esses autovetores |ψa(t)〉 degenerados esta˜o no nı´vel de energia
E(t) = 0. Este conjunto e´ ortonormal entre si e permanecera´ ortonormal
durante a evoluc¸a˜o temporal, i.e.,
〈ψb(t)|ψa(t)〉 = δba, 0 ≤ t ≤ T. (3.17)
Se H(~λ(t)) |Ψ(t)〉 = 0, enta˜o |Ψ(t)〉 pertence ao subespac¸o gerado
pelos vetores acima. Numa evoluc¸a˜o adiaba´tica, |Ψ(t)〉 continuara´ neste
subespac¸o, pois na˜o havera´ mudanc¸a brusca de nı´vel de energia. Pode-





ca(t) |ψa(t)〉 . (3.18)
A probabilidade definida por |〈Ψ(t)|Ψ(t)〉|2 e´ invariante sob uma transformac¸a˜o
U ∈ U(n), pois
∣∣∣〈Ψ˜(t)|Ψ˜(t)〉∣∣∣2 = ∣∣∣〈Ψ(t)|U†U|Ψ(t)〉∣∣∣2 U†U=1︷︸︸︷= |〈Ψ(t)|Ψ(t)〉|2 . (3.19)
Substituindo (3.18) na equac¸a˜o (3.12), obtemos
H |Ψ(t)〉 = i∂t |Ψ(t)〉
= i∑
a
[c˙a |ψa(t)〉+ ca(t) |ψ˙a(t)〉] = 0, (3.20)
onde ∂t |ψa(t)〉 ≡ |ψ˙a(t)〉 e ∂t f (t) ≡ f˙ (t). Tomando o produto escalar




c˙a 〈ψb(t)|ψa(t)〉︸ ︷︷ ︸
δba
+ 〈ψb|ψ˙a〉 ca(t) = 0, (3.21)
=⇒ c˙b = −∑
a
〈ψb | ψ˙a〉 ca(t) ≡ Aab(t)ca(t), (3.22)
onde a matriz n × n A(τ) e´ antihermitiana com elementos de matriz
definidos por
(A(τ))ab ≡ 〈ψb | ψ˙a〉 . (3.23)
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Formalmente, a soluc¸a˜o para a equac¸a˜o diferencial (3.22) e´
ca(t) = [WL(t, 0)]bacb(0), onde






e P representa o operador de ordenamento temporal ou do caminho
de integrac¸a˜o, pois a diferenc¸a entre eles e´ apenas uma mudanc¸a de
varia´vel na integral em (3.24). Uma vez que a hamiltoniana depende
do paraˆmetro λ (ou uma porc¸a˜o deles λµ, µ = 1, ..., d), podemos fazer a
mudanc¸a de varia´veis














Logo (3.24) pode ser escrita como






O (Aµ)ab tem interpretac¸a˜o de potencial vetor. Uma vez que matrizes
em instantes de tempo diferentes na˜o comutam entre si, no´s precisa-
mos desse operador ordenador P. Quebramos o caminho em segmen-
tos infinitesimais e multiplicamos todas as contribuic¸o˜es eAµ∆λ
µ
de cada
segmento, ordenando-os ao longo do caminho. Em particular, se o ca-
minho for fechado, i.e., λi = λ f , a func¸a˜o de onda adquirira´ uma fase
na˜o-abeliana vinda da equac¸a˜o (3.27), i.e.,






O trac¸o da equac¸a˜o acima e´ conhecida como loop de Wilson, a versa˜o
na˜o-abeliana da fase de Berry. Para obter esta fase, tudo que fizemos
foi montar um sistema quaˆntico com degeneresceˆncia na˜o quebrada, des-
crita na equac¸a˜o (3.19), e variar lentamente algum paraˆmetro externo. O
exemplo do efeito Aharonov-Bohm e´ na˜o degenerado, por isso sua fase
e´ abeliana.
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3.5 A natureza do (Aµ)ab
A equac¸a˜o (3.19) descreve nada mais que uma mudanc¸a de base |ψ′a(t)〉 =
Uac(t) |ψc(t)〉, onde Uac e´ uma transformac¸a˜o unita´ria em U(n). Agora
vamos obter a lei de transformac¸a˜o do potencial vetor A(t) descrito em






Diferenciando |ψ′a(t)〉 em relac¸a˜o a ∂t para obter
∂t
∣∣ψ′a(t)〉 = Uac(t) |ψ˙c〉+ U˙ac |ψc(t)〉 , (3.30)
e tomando o produto interno com
〈
ψ′b(t)














= U†db(t) 〈ψd(t)|ψ˙c(t)〉Uac(t) +U†db(t) 〈ψd(t)|ψc(t)〉 U˙ac,
= U†db AcdUac(t) +U
†
cb(t)U˙ac. (3.31)
Na forma matricial, temos
A′ = UAU† + U˙U†, (3.32)
ou espac¸o de paraˆmetros,





A lei de transformac¸a˜o em (3.33) mostra que A se transforma como
uma conexa˜o, pois a transformac¸a˜o e´ inomogeˆnea, devido ao termo(
∂µU
)
U†. Apenas olhando a equac¸a˜o (3.26), vemos que A depende
da escolha de uma base. Uma vez que U ∈ U(n), um grupo na˜o abe-
liano, esta conexa˜o e´ na˜o-abeliana com valores na a´lgebra de Lie u(n) e
carrega um ı´ndice de grupo, A = Aata, com a = 1, ..., n, onde ta ∈ u(n)
formada pelos os geradores de U(n).
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3.6 O que e´ fı´sico?
Como A depende da escolha de uma base, espera-se que ele na˜o seja
uma quantidade fı´sica mensura´vel em laborato´rio. Precisamos enta˜o en-
contrar quantidades que sejam invariantes de gauge, ou simplesmente,
invariantes sob mudanc¸a de base.
Uma quantidade invariante de gauge e´ o loop de Wilson. Para mostrar
isso, pegue uma linha de Wilson, ou operador de transporte paralelo,
definida por
W(λ+ e,λ) ≡ eAµeµ , (3.34)
onde eµ ≡ ∆λµ, uma diferenc¸a infinitesimal entre o ponto λµ e λµ + eµ
no espac¸o de paraˆmetros.
Uma vez que eµ e´ infinitesimal, temos
W(λ+ e,λ) = 1+ Aµeµ +O(e2). (3.35)
Vamos agora determinar como a linha de Wilson se transforma sob uma
mudanc¸a de base, no caso, nossa transformac¸a˜o de gauge. Usando
(3.33), temos
W(λ+ e,λ) −→ 1+ eµUAµU† + eµ(∂µU)U†. (3.36)
Lembrando que UU† = 1, enta˜o
W(λ+ e,λ) −→ UU† + eµUAµU† + eµ(∂µU)U†, (3.37)
−→ [(1+ eµ∂µ)U]U† + eµUAµU†. −→ [(1+ eµ∂µ)U]U† + eµUAµU†.
(3.38)
Usando que
U(λ+ e) = U(λ) + eµ∂µU +O(e2), (3.39)
enta˜o podemos escrever (1 + eµ∂µ)U(λ) = U(λ + e). Substuindo em
(3.38), temos
W(λ+ e,λ) −→ U(λ+ e)(1+ eµAµ)U(λ)†, (3.40)
pois eµUAµ e´ de ordem e, enta˜o podemos fazer U(λ) −→ U(λ+ e) com
um erro de ordem O(e2). A equac¸a˜o (3.40) e´ a versa˜o infinitesimal de
W(λ+ e,λ) −→ U(λ+ e)W(λ+ e,λ)U(λ)†. (3.41)
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Figura 3.1: quadrado de Wilson
Agora considere uma linha de Wilson finita, onde tomamos a soma
de N linhas em sequeˆncia como na equac¸a˜o (3.34), a partir do ponto λi
ate´ o ponto λ f = e1 + ...+ eN. A linha de Wilson total para este caminho
e´
W(λ f ,λi) = W(λ f ,λ f − eN) · · ·W(λi + e1 + e2,λi + e1)W(λi + e1,λi).
Enta˜o, compondo va´rias transformac¸o˜es de gauge para os segmentos
infinitesimais, temos que a linha de Wilson finita se transforma homo-
geneamente como
W(λ f ,λi) −→ U(λ f )W(λ f ,λi)U(λi)†. (3.42)
Se fecharmos o caminho, ou seja λ f = λi, vemos que o loop de Wilson
WC = Tr W(x, y) e´ invariante de gauge
WC −→WC, (3.43)
devido a` propriedade cı´clica do trac¸o.
Outra quantidade invariante de gauge que podemos definir e´ a cur-
vatura Fµν do espac¸o de paraˆmetro. Considere um loop de Wilson infi-
nitesimal, percorrido no caminho da figura abaixo
Sejam e1 e e2 os vetores infinitesimais nas direc¸o˜es 1 e 2. Seja x o
ponto central deste quadrado que sera´ usado como argumento para o
campo de calibre. Comec¸ando a multiplicar os caminhos de Wilson em
(3.34) no sentido antihora´rio a partir do canto esquerdo do quadrado
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Tratando o campo de calibre como contı´nuo ao longo do caminho e





× e−iaA1−ia2∂2 A1(x)/2+O(e2) (3.45)




Usando a fo´rmula de BCH eAeB = eA+B+[A,B]/2+··· para combinar as
exponenciais de (3.44) com (3.45) e (3.46) com (3.47). Usando a fo´rmula
de BCH novamente para combinar os resultados, obtemos
W2 = Tr e+ia
2(∂1 A2−∂2 A1−i[A1,A2])+··· = Tr eia
2F12+···, (3.48)
onde todos os campos sa˜o calculados em x. Em resumo, obtivemos que
a curvatura e´ dada pelo campo de forc¸a
F12 = ∂1A2 − ∂2A1 − i[A1, A2], (3.49)
ou em geral
Fµν = ∂µAν − ∂νAµ − i[Aµ, Aµ]. (3.50)
Note que o campo e´ na˜o-abeliano por causa do comutador entre os
(3.26).
3.7 Interpretac¸a˜o do Loop de Wilson
O loop Wilson e´ um paraˆmetro de ordem para confinamento, relevante para
cromodinaˆmica quaˆntica (QCD), uma teoria de calibre na˜o-abeliana que
descreve a forc¸a forte. O argumento e´ simples.
Seja um quadrado com dois lados paralelos a` direc¸a˜o espacial x de
tamanho a e dois lados paralelos a` direc¸a˜o temporal τ, o mesmo qua-
drado acima infinitesimal usado para achar Fµν. Defina W2, um loop de
Wilson neste caminho. Para τ → ∞, o valor esperado do loop de Wilson
escreve-se como
lim
τ→∞〈W2〉 = exp(−V(a)τ), (3.51)
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onde V(a) e´ um potencial efetivo entre possı´veis fe´rmions de massas
infinitas localizados nos ve´rtices do quadrado. Se o comportamento
asinto´tico do potencial V(a), i.e., quando a → ∞, for proporcional a a,
i.e., V(a) ∝ a, enta˜o o valor esperado do loop de Wilson e´ proporcional
a` exponencial da a´rea aτ do quadrado neste limite. O potencial V(a) ser
proporcional a a e´ indicativo de confinamento. Conclusa˜o: se o loop de
Wilson escala com a exponencial da a´rea, enta˜o a teoria e´ confinante.

Capı´tulo 4
Cadeia de spin XY
4.1 Introduzindo o Modelo XY
A cadeia de spin XY, doravante chamada de modelo ou cadeia XY,
descreve uma cadeia de N sı´tios ocupados por spins, com a sendo a
distaˆncia entre os sı´tios e L = Na o comprimento da cadeia. Discutire-
mos neste capı´tulo possı´veis condic¸o˜es de contorno para o caso de uma
cadeia fechada, i.e., N + j ≡ j, onde j = 1, ..., N sa˜o os ro´tulos dos sı´tios.




























onde σaj , a = x, y, z, sa˜o as matrizes de Pauli no j-e´simo sı´tio. Para sı´tios
distintos, i.e., j 6= k, essas matrizes satisfazem
[σaj , σ
b
k ] = 0, (4.2)
enquanto para um mesmo sı´tio, j = k, elas satisfazem
{σaj , σbj } = 2δab. (4.3)
Unindo as equac¸o˜es (4.2) e (4.3) em apenas uma equac¸a˜o, temos
[σaj , σ
b
k ] = 2iδjke
abcσck . (4.4)
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Figura 4.1: Diagrama de fase da cadeia XY [7]
Fixaremos a condic¸a˜o de contorno perio´dica1 para os operadores de
spin, i.e., σaN+1 = σ
a
1 . O paraˆmetro J e´ uma constante de acoplamento
global que divide a teoria em ferromagne´tica, J = −1, ou antiferro-
magne´tica, J = 1. Quando J = −1, o va´cuo, configurac¸a˜o de menor
energia, possui todos os spins alinhados,
|GS, J = −1〉 = |↑↑ . . . ↑↑〉 , (4.5)
portanto, a magnetizac¸a˜o me´dia 〈M〉 6= 0. Ja´ no caso antiferromagne´tico,
no estado de va´cuo os spins se antialinham em relac¸a˜o ao seus primeiros
vizinhos,
|GS, J = +1〉 = |↑↓ . . . ↑↓〉 , (4.6)
resultando em uma magnetizac¸a˜o me´dia 〈M〉 = 0.
O γ e´ o paraˆmetro de anisotropia nas direc¸o˜es x, y, como um campo
ele´trico interno nessas direc¸o˜es e h e´ a intensidade de um campo magne´-
tico externo. O modelo XY e´ relevante porque engloba outros modelos
famosos como o modelo XX, quando γ = 0, e o modelo de Ising, quando
γ = 1. O diagrama de fase do modelo esta´ ilustrado em (4.1)
Efeitos de borda em geral sa˜o descartados no modelo XY, baseado
no argumento que eles sa˜o irrelevantes no limite termodinaˆmico, onde
1Note que porderı´amos ter escolhido uma condic¸a˜o de contorno quasiperio´dica.
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N → ∞, L → ∞ com N/L fixo. Existe tambe´m o limite do contı´nuo,
onde N → ∞, a → 0 e L = Na fixo. Neste limite, os efeitos de borda
sa˜o cruciais. Um dos objetivos deste capı´tulo e´ estudar as diferentes
condic¸o˜es de contorno que aparecem para um nu´mero finito de sı´tios,
ou seja N < ∞, para em futuros trabalhos podermos tratar do limite
contı´nuo.
4.2 Hamiltoniana XY e Operadores Escadas
Os estados |±, j〉, ou seja, |↑〉 ou |↓〉 no j-e´simo sı´tio, sa˜o autoestados do
operador σzj ,
σzj |±, j〉 = ± |±, j〉 . (4.7)





Esses operadores escadas agem nos vetores |±, j〉 como
σ+j |−, j〉 = |+, j〉 ,
σ+j |+, j〉 = 0,
σ−j |+, j〉 = |−, j〉 ,




2 = 0, ∀ |±, j〉 . (4.10)
Vamos escrever a hamiltoniana (4.1) em termo dos operadores esca-

































j+1 = −(σ+j σ+j+1 − σ+j σ−j+1 − σ−j σ+j+1 + σ−j σ−j+1). (4.14)
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A hamiltoniana resultante tera´ uma parte com termos de fronteira
HF e termos de ’bulk’ HB, tal que




















































onde foi usado que os sı´tios sa˜o independentes, de forma que
[σ−i , σ
+
j ] = 0. (4.17)
Para um mesmo sı´tio, temos as relac¸o˜es
{σ−i , σ+i } = 1, (4.18)
(σ±i )
2 = 0. (4.19)
4.3 Transformac¸a˜o de Jordan-Wigner
Os operadores (4.8) agem no espectro de energia de um sı´tio. Queremos
analisar o problema do modelo XY do ponto de vista do preenchimento
dos sı´tios, portanto, em termos do espectro de nu´mero de partı´culas.
A base sera´ descrita pelo nu´mero de ocupac¸a˜o dos sı´tios, autoestados
do operador nu´mero Nj. O estado |0, j〉 representa o j-e´simo sı´tio de-
socupado, e |1, j〉 representa o j-e´simo sı´tio ocupado por um fe´rmion.
Precisamos enta˜o de uma hamiltoniana escrita em termos de operado-
res fermioˆnicos que satisfac¸am
{ψj,ψ†k} = δjk, {ψ†j ,ψ†k} = {ψj,ψk} = 0. (4.20)
O problema continua o mesmo, sendo portanto uma questa˜o de abor-
dagem. Atacar o problema com te´cnicas de segunda quantizac¸a˜o e´ mais
eficiente, principalmente na hora de diagonalizar a hamiltoniana (4.1).
Para reescrever a hamiltoniana (4.15) em termos de operadores que
satisfac¸am (4.20), precisaremos da transformac¸a˜o de Jordan-Wigner. Esta
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transformac¸a˜o relaciona os operadores de spin σ±j com operadores fer-













l ψl . (4.21)
O operador nu´mero no j-e´simo sı´tio pode ser escrito como
Nj = ψ†j ψj (4.22)
Nj |0, j〉 = 0, (4.23)
Nj |1, j〉 = |1, j〉 . (4.24)
A ac¸a˜o dos operadores ψ†j e ψj na base de autoestados do operador
nu´mero e´ dada por
ψ†j |0, j〉 = |1, j〉 ,
ψ†j |1, j〉 = 0,
ψj |1, j〉 = |0, j〉 ,
ψj |0, j〉 = 0.
(4.25)
O |0, j〉 e´ aniquilado pelo operador ψj, portanto e´ o estado de va´cuo do j-
e´simo sı´tio. O operador ψ†j cria uma excitac¸a˜o (ou partı´cula) no j-e´simo
sı´tio a partir do va´cuo. Como dois fe´rmions na˜o podem ocupar um
mesmo estado, na˜o podemos tentar criar novamente um fe´rmion num
sı´tio ja´ ocupado, logo ψ†j aniquila |1, j〉.











l ψl . (4.26)
Expandindo em se´rie a exponencial,
eipiψ
†








e usando as relac¸o˜es de anticomutac¸a˜o em (4.20), temos
ψ†l ψlψ
†
l ψl = ψ
†
l (1−ψ†l ψl)ψl = ψ†l ψl ⇒ (ψ†l ψl)n = ψ†l ψl, ∀n ∈N.
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Portanto, a exponencial (4.27) fica
eipiψ
†







= 1+ ψ†l ψl(e
ipi − 1),
= 1− 2ψ†l ψl. (4.28)
Os elementos de matriz do operador (4.28) nesta base sa˜o





≡ σzl . (4.29)
A transformac¸a˜o de Jordan-Wigner fica enta˜o mais clara,
σzj = e




































Substituimos agora as expresso˜es acima na hamiltoniana (4.15). Por
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2 = 1, i < j
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Para os termos de fronteira, lembrando que as condic¸o˜es de contorno











































































= TN σzN ψNψ1
= TN (1− 2ψ†NψN) ψNψ1
= −TN ψ1ψN. (4.40)
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σ+Nσ
−





= −TN ψ†Nψ1. (4.41)
σ−Nσ
+





= −TN ψ†1ψN. (4.42)
A parte de fronteira da hamiltoniana (4.15) fica













Estamos interessados em estudar a expressa˜o (4.43). Usualmente na
literatura, este termo e´ descartado.
4.4 Conservac¸a˜o de ’Paridade’
Quando γ 6= 0, a hamiltoniana total
H = HB + HF (4.44)
na˜o comuta com σz, i.e.,
[H, σz] 6= 0, (4.45)
ou seja, o nu´mero total de fe´rmions na˜o e´ conservado, porque σzj e o
operador Nj esta˜o relacionados pela equac¸a˜o (4.30), logo
[H, Nj] 6= 0 ou [H, QN] 6= 0. (4.46)
Pore´m, como os fe´rmions sa˜o criados em pares de partı´cula e an-
tipartı´cula, o que e´ conservado e´ a ’paridade’ do nu´mero de excitac¸o˜es
(nu´mero par ou nu´mero ı´mpar). Quem conta esta paridade e´ o operador
TN definido em (4.38). Logo, ele comuta com a hamiltoniana total
[H, TN] = 0. (4.47)
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4.5 O Operador TN e a ’Paridade’
Lembrando que TN = ∏Nj=1 Tj, onde Tj ≡ (1 − 2ψ†j ψj), a ac¸a˜o deste
operador na base e´
(1− 2ψ†j ψj) |0, j〉 = |0, j〉 , (4.48)
(1− 2ψ†j ψj) |1, j〉 = − |1, j〉 . (4.49)
Enta˜o, quando
1. o autovalor de Tj for 1, o sı´tio esta´ desocupado;
2. o autovalor de Tj for −1, o sı´tio esta´ ocupado.
O operador QN pode ser chamado de nu´mero de fe´rmions. Podemos enta˜o
escrever o operador TN como
TN = (−1)QN . (4.50)
Quando
QN par ⇒ TN = +1;
QN ı´mpar ⇒ TN = −1.
Queremos escrever a hamiltoniana (4.44) de uma maneira mais sim-
ples, mas TN contribui com um sinal ± na hamiltoniana (4.43) a de-
pender da ’paridade’ de QN. Assim, impomos condic¸o˜es de contorno
apropriadas para os operadores fermioˆnicos ψj e ψ†j ,
TN = +1 ⇒ ψj+N = −ψj, , (4.51)
TN = −1 ⇒ ψj+N = ψj, . (4.52)
Para tratar dos termos de fronteira em (4.43), basta usar as condic¸o˜es
de contorno em (4.51) ou (4.52). A hamiltoniana (4.44) pode ser escrita
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com as condic¸o˜es de contorno (4.51) ou (4.52).









onde H = HB + HF. O H+ e´ a hamiltoniana do setor par e o H− e´ a
hamiltoniana do setor ı´mpar. Note que a existeˆncia de TN independe da
condic¸a˜o perio´dica inicial para os operadores de spin.
4.6 Diagonalizac¸a˜o da Hamiltoniana
Agora vamos diagonalizar a hamiltoniana (4.53). A cadeia de spin tem
tamanho fixo L, N sı´tios e o espac¸amento entre eles tem tamanho a,
logo L = Na. A teoria quaˆntica de campos e´ construı´da no limite do
contı´nuo, N → ∞, a → 0, L = Na = constante2. Podemos expandir os







onde bp sa˜o modos ferminoˆnicos, ou seja, destroem uma excitac¸a˜o fer-








Como escrever os operadores ψi,ψ†i em expansa˜o de modos, num espac¸o
discreto como uma cadeia?
Simples: basta falar em somato´rios ao inve´s de integrais. Assim,
Caso contı´nuo Caso discreto








2Na˜o confundir com o limite termodinaˆmico, N → ∞, L→ ∞, L/N = constante.
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eikn ja bkn , −
N − 1
2








e−ikn ja b†kn . (4.58)
A transformac¸a˜o inversa e´







e−ikn ja ψj, (4.59)







eikn ja ψ†j . (4.60)
onde kn e´ obtido utilizando as condic¸o˜es de contorno corretas para cada
setor.
Usando as relac¸o˜es de anticomutac¸a˜o dos ψ’s, inferimos que os b’s
tambe´m sa˜o operadores fermioˆnicos, i.e.,
{bn, bm} = {b†n, b†m} = 0, (4.61)
{bn, b†m} = a δn,m. (4.62)
4.6.1 Setor Par
No caso par temos TN = −1, a condic¸a˜o de contorno e´ antiperio´dica,












eikn jaeikn Na bkn = e
ipiψj. (4.64)
Para que a relac¸a˜o acima seja satisfeita, eikn Na deve ser igual a eipi, enta˜o







3Supomos sem perda de generalidade que N e´ um nu´mero ı´mpar.
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4.6.2 Setor I´mpar
No caso ı´mpar temos TN = 1, a condic¸a˜o de contorno e´ perio´dica,











eikn jaeikn Na bkn = ψj. (4.67)
Para que a relac¸a˜o acima seja satisfeita, eikn Na deve ser igual a 1, enta˜o
knNa = 2npi ⇒ kn = 2pinL . (4.68)











P = 1, se a condic¸a˜o de contorno e´ antiperio´dica,
P = 0, se a condic¸a˜o de contorno e´ perio´dica.
A partir da relac¸a˜o de completeza dos estados, podemos escrever a
delta de Kronecker como
∑
j









Usando as expanso˜es acima, podemos reescrever a hamiltoniana (4.53)
em termos dos operadores bn, b†n. Assim, o termo de Hoping e do campo




(ψ†j ψj+1 + ψ
†






e−ikn ja eikm(j+1)a b†nbm














ikma b†nbm + δkm,kn e




























(cos(kna)− h)(b†nbn + b†−nb−n).














































































k0 + b−k0b−k0) = 0.
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Quando k0 6= 0, temos que b†k0 , b†−k0 na˜o criam o mesmo estado e bk0 , b−k0
na˜o destroem o mesmo estado, logo
sin(k0a)(b†k0b
†
−k0 + bk0b−k0) 6= 0.


















(cos(kna)− h)(b†nbn + dnd†n) + iγ sin(kna)(b†ndn + bnd†n)
]
Resumindo, a hamiltoniana e´ a soma de 3 termos
H = µN + Hk0 + H˜. (4.71)
O termo µN ≡ JhN/2 funciona como um potencial quı´mico, ja´ sendo
diagonal. A Hk0 e´ um termo especial que sera´ tratado mais adiante,
chamado de hamiltoniana do modo zero. A expansa˜o em modos diagona-
lizou parcialmente a hamiltoniana H˜. Note que o fato de γ 6= 0, faz
aparecer um termo que mistura operadores b’s e d’s. Para diagonali-
zar este termo, temos que introduzir novos operadores de fe´rmion que
sa˜o combinac¸o˜es lineares dos operadores b’s e d’s. Sa˜o chamados de
operadores de quasipartı´cula.
4.7 Operadores de Quasipartı´culas









(cos(kna)− h)(b†nbn − d†ndn + a) + iγ sin(kna)(b†ndn − d†nbn)
]
.
4O operador b†−n cria uma partı´cula com momento negativo, equivalente a destruir
uma antipartı´cula com momento positivo. Analogamente, b−n destro´i uma partı´cula
com momento negativo, equivalente a criar uma antipartı´cula com momento positivo.
Por isso, dn e d†n significam operadores de destruic¸a˜o e criac¸a˜o de antipartı´cula, res-
pectivamente.
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com a matrix Hn do n-e´simo modo definida por
Hn =
(
cos(kna)− h iγ sin(kna)
−iγ sin(kna) −(cos(kna)− h)
)
. (4.73)
Nosso trabalho agora e´ diagonalizar uma matrix 2× 2! Os autovalores
da hamiltoniana Hn sa˜o
e(kn) = J
√
(h− cos(kna))2 + γ2 sin2(kna). (4.74)












cos νn i sin νn






com o aˆngulo de rotac¸a˜o νn dado por
tan 2νn =
γ sin(kna)
h− cos(kna) . (4.76)




















4.8 O Modo Zero
4.8.1 Setor Par (k0 6= 0)
















5No mesmo espı´rito, χ−n ≡ η†n e χ†−n ≡ ηn
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com P = 1 em (4.69). O operador χ†n cria um estado de quasipartı´cula
e o operador η†n cria um estado de quasiantipartı´cula. No caso par, na˜o
existe modo zero, um estado que possui momento k0 = 0. Isso acontece










O estado de va´cuo e´ vazio de quasipartı´culas. Ele e´ aniquilado por
todos χn e η†n, i.e.,
χn |GS〉+ = 0, η†n |GS〉+ = 0, n = 0, ..., (N − 1)/2, (4.79)
ou seja, e´ um estado em que na˜o se pode destruir quasipartı´culas e na˜o
se pode criar mais quasi-antipartı´culas.
4.8.2 Setor I´mpar (k0 = 0)
Comparado com o caso anterior, podemos notar aqui uma diferenc¸a
crucial. Na˜o existe componente n = 0 no termo multiplicado por γ da















com P = 0 em (4.69). Quando n = 0, H− possui um modo zero! Basta





Portanto, existe um estado com momento k0 = 0.




h− cos kna . (4.82)
Quando n = 0, νn = 0, ou seja, o modo zero e´ invariante sob a transfor-
mac¸a˜o de Bogoliubov,
χ0 = b0. (4.83)
Temos agora que dividir em dois casos:
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1. Quando h < 1, campo externo fraco














2. Quando h > 1, campo externo forte














O estado de va´cuo de quasipartı´culas deveria ser aquele estado ani-
quilado por todos χn e η†n, i.e.,
χn
∣∣GS′〉− = 0 η†n ∣∣GS′〉− = 0, n = 1, ..., (N − 1)/2. (4.88)
Pore´m, esse estado na˜o e´ permitido porque o setor impo˜e nu´mero ı´mpar
de excitac¸o˜es. Enta˜o o verdadeiro va´cuo desse setor e´
|GS〉− = χ†0
∣∣GS′〉− = b†0 ∣∣GS′〉− . (4.89)
Note enta˜o que o modo zero e´ necessa´rio para que haja consisteˆncia.
4.9 Estado de Va´cuo Dissecado
4.9.1 Energia do Estado de Va´cuo
A energia do va´cuo e´ dada por
H± |GS〉± = E±0 |GS〉± . (4.90)
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No caso ı´mpar, temos que a energia do va´cuo quando h < 1














No limite termodinaˆmico, E+0 = E
−
0 para h < 1, i.e., o estado de
va´cuo e´ degenerado. Vamos investigar como a diferenc¸a entre estes
dois va´cuos se comporta quando N → ∞. Expandimos a diferenc¸a das
energias em poteˆncias de 1/N,






































































Isso significa dizer que a diferenc¸a entre as duas energias decai mais
ra´pido que a excitac¸a˜o de 1-partı´cula e constitui uma degeneresceˆncia de
origem termodinaˆmica. Claramente, quando h > 1 esta degeneresceˆncia
desaparece. Enta˜o a transic¸a˜o de fase h = 1 e´ a transic¸a˜o de Ising entre
um va´cuo Z2 quebrado espontaneamente e um sime´trico.
4.9.2 Nı´veis de Energia
Vimos que o va´cuo e´ degenerado no limite termodinaˆmico. Vamos agora
mostrar que cada nı´vel de energia permitido pelo sistema e´ degenerado
para h < 1.
Para isso, vamos escrever as possı´veis energias do sistema, o espectro
da teoria, comec¸ando pelos possı´veis estados do espac¸o de Fock.
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|0〉 = |GS〉
|k〉 = χ†k |GS〉
|k1k2〉 = χ†k1χ†k2 |GS〉
...
|k0〉 = χ†0 |GS〉
|k0k〉 = χ†0χ†k |GS〉
|k0k1k2〉 = χ†0χ†k1χ†k2 |GS〉
...
(4.95)
Essas sa˜o todas as combinac¸o˜es possı´veis. Temos que verificar quais
delas sa˜o fı´sicas. Para isso, devemos lembrar que a hamiltoniana do
problema inicial tinha uma simetria,
[H, TN] = 0, (4.96)
ou seja, conservac¸a˜o da ’paridade’ do nu´mero de excitac¸o˜es. O espectro
enta˜o fica dividido em autovetores com autovalor ±1 em relac¸a˜o a TN,
1. |k1 · · · k2l+1〉 tem autovalor + porque 2l + 1 e´ ı´mpar,
2. |k1 · · · k2l〉 tem autovalor − porque 2l e´ par.
Alguns estados na˜o sa˜o fı´sicos. Lembrando que o modo zero e´ con-
siderada uma excitac¸a˜o de partı´cula , temos
Estado TN Setor Tipo de estado
|GS〉 +1 Par Permitido
χ†0 |GS〉 −1 I´mpar Permitido
χ†k |GS〉 −1 I´mpar Permitido
χ†0χ
†








χ†k2 |GS〉 −1 I´mpar Permitido
O estados criados a partir do modo zero com autovalor de TN igual
a +1 na˜o sa˜o permitidos, pois χ†0 na˜o faz parte do espectro de H
+. Os
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Setor ı´mpar (h < 1)
Estados Energia
|GS〉− = χ†0 |GS′〉− E−0
















Setor ı´mpar (h > 1)
Estados Energia
|GS〉− = χ†0 |GS′〉− E−0 + e(0)















′]+ e [2piN q′′]
Concluindo, vemos que para h < 1 os nı´veis do espectro de energia
sempre aparecem em pares. No limite termodinaˆmico, todo nı´vel de
energia permitido e´ degenederado com uma contribuic¸a˜o de cada setor.
4.9.3 Func¸a˜o de Partic¸a˜o do Modelo XY
Vamos escrever agora a func¸a˜o de partic¸a˜o do modelo. O QN e´ o nu´mero
de estados de quasipartı´culas (logo, de fe´rmions) da cadeia. A func¸a˜o
de partic¸a˜o canoˆnica e´













sendo n(k) o nu´mero de partı´culas com momento k. O trac¸o e´ tomado
na base de quasipartı´culas, de tal forma que as hamiltonianas H±QN

























n(kn), h > 1 (4.101)










n(kn), h < 1 (4.102)
O conjunto {n(kn)}QN e´ o conjunto de todas as possı´veis configurac¸o˜es
do estado |n(kn|QN)〉 ≡ |n(k1), ..., n(kN)〉 sujeito a ∑N−1i=0 n(ki) = QN.
Equivalentemente, dado um QN fixo, {n(ki)}QN e´ o conjunto de todas
as possı´veis partic¸o˜es de QN, ou seja, uma sequeˆncia finita de inteiros
n(ki) tal que ∑N−1i=0 n(ki) = QN.
A func¸a˜o de partic¸a˜o agora pode ser calculada










onde mudamos o ı´ndice para facilitar a contagem, explicitando os sı´tios
e na˜o os momentos.
A func¸a˜o de partic¸a˜o do ensemble grande canoˆnico consiste em reti-
rar o vı´nculo de nu´mero fixo de partı´cula. Iremos somar sobre todos os
nu´meros possı´veis de QN. Como estamos lidando com fe´rmions, enta˜o
o nu´mero ma´ximo QN = N, a cadeia toda ocupada. Enta˜o considerare-





zQN ZQN , (4.105)
onde z = eβµ e´ a fugacidade e µ e´ o potencial quı´mico (a superfı´cie de
Fermi ou energia do va´cuo), logo zQN sa˜o os pesos apropriados para


























onde no lado direito da equac¸a˜o, consideramos todas as configurac¸o˜es



































O nu´mero n(ki) para fe´rmions so´ pode assumir dois valores: ou 0,
i.e., sı´tio desocupado; ou 1, i.e., ou sı´tio ocupado. Portanto
∑
n(ki)
e−β(e(ki)−µ)n(ki) = 1+ e−β(e(ki)−µ). (4.109)






Em nenhum momento da construc¸a˜o acima fizemos menc¸a˜o ao fato
que o modelo XY tem dois setores. A func¸a˜o de partic¸a˜o Z na˜o discri-
mina nu´mero par e ı´mpar de fe´rmions. Assim, definimos a func¸a˜o de
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0 +e(kn1 )+e(kn2 )) + e−β(E
+













e−βe(kni ) + · · ·
]









0 +e(kn1 )) + e−β(E
−









e−βe(kni ) + · · ·
]
, (4.114)
ou seja, sa˜o produto´rios com nu´mero ı´mpar de termos.
Para levar esse fato em conta, basta notar que
(1+ a)(1+ b) + (1− a)(1− b) = 2(1+ ab), (4.115)

















(1− ai) = 2(monoˆmios de grau ı´mpar).
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Enta˜o a func¸a˜o de partic¸a˜o total, para h < 1, e´






































































































O caso h > 1 e´ direto.
4.9.4 Func¸o˜es de Correlac¸a˜o
O estado de va´cuo |GS〉+ = |0〉 dos estados de quasipartı´culas e´ defi-
nido por
χn |0〉 = 0 η†n |0〉 = 0, (4.118)
i.e., o va´cuo convencional. As correlac¸o˜es dessa teoria sa˜o facilmente
encontradas,
〈0| χnχ†m |0〉 = δn,m, (4.119)
〈0| χ†nχm |0〉 = 0, (4.120)
〈0| χnχm |0〉 = 0, (4.121)
〈0| χ†nχ†m |0〉 = 0. (4.122)
Equivalentemente para os η’s.
Quando fazemos a transformac¸a˜o inversa, podemos achar as func¸o˜es
de correlac¸a˜o em termo dos operadores de fe´rmions, tendo
bn = cos νnχn + sin νnηn. (4.123)
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As func¸o˜es de correlac¸a˜o ficam
〈0|ψ†nψm |0〉 = sin2(νn)δn,m, (4.124)
〈0|ψnψ†m |0〉 = cos2(νn), (4.125)
〈0|ψnψm |0〉 = − cos(νn) sin(νn)δ−n,m, (4.126)
〈0|ψ†nψ†m |0〉 = cos(νn) sin(νn)δ−n,m. (4.127)
Pro´ximo passo e´ calcular estas func¸o˜es de correlac¸a˜o para a cadeia de
spin original
ρνlm ≡ 〈0|σal σam|0〉 a = x, y, z. (4.128)
Expressando essas correlac¸o˜es em termo dos operadores escada
ρxlm =
〈












0|(1− 2σ+l σ−l )(1− 2σ+mσ−m )|0
〉
. (4.131)
Na˜o sabemos como os operadores de spin σaj agem no estado |0〉, mas sa-
bemos como os operadores fermioˆnicos ψj agem. Usando a transformac¸a˜o




0|(σ+l + σ−l )(σ+m + σ−m )|0
〉
, (4.132)






m + ψm) |0〉 , (4.133)




(1− 2ψ†i ψi)(ψ†m + ψm) |0〉 . (4.134)
Pore´m























(ψ†m + ψm) |0〉 (4.136)
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Agora defina os operadores
Ai = ψ†i + ψi, (4.137)
Bi = ψ†i − ψi. (4.138)
Podemos escrever as func¸o˜es de correlac¸a˜o como







Am| 0〉 , (4.139)
ρ
y







Bm| 0〉 , (4.140)
ρzlm = 〈0 |AlBl AmBm| 0〉 . (4.141)
Podemos usar o teorema de Wick para expandir esses valores esperados
em termo de func¸o˜es de correlac¸a˜o de 2-pontos. Notando que
〈0|Al Am|0〉 = 〈0|BlBm|0〉 = 0, (4.142)
podemos escrever ρzlm como
ρzlm = 〈0|AlBl|0〉 〈0|AmBm|0〉 − 〈0|AlBm|0〉 〈0|AmBl|0〉 (4.143)
= H2(0)− H(l −m)H(m− l) (4.144)
onde






A integral e´ a transsformada de Fourier das func¸o˜es de correlac¸a˜o (4.127).
A lic¸a˜o aqui e´ que podemos escrever as correlac¸o˜es entre os spins como
determinantes de matrizes m− l ×m− l
ρxlm = det |H(i− j)|j=l+1,...,mj=l,...,m−1 (4.146)
ρ
y
lm = det |H(i− j)|
j=l,...,m−1
j=l+1,...,m (4.147)
Estas matrizes sa˜o especiais. Suas entradas dependem apenas da dife-
renc¸a entre os ı´ndices da linha e da coluna, tal que tenham o mesmo
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H(−1) H(−2) · · · H(−n)
H(0) H(−1) · · · H(1− n)
H(1) H(0) · · · H(2− n)
· · · · · · . . . ...







H(1) H(0) H(−1) · · · H(2− n)
H(2) H(1) H(0) · · · H(3− n)
H(3) H(2) H(1) · · · H(4− n)
· · · · · · · · · . . . ...
H(n) H(n− 1) H(n− 2) · · · H(1)
 (4.149)
onde n = m− l. Matrizes como (4.148) e (4.149) sa˜o conhecidas como
matrizes de Toeplitz. Existe uma vasta literatura dedicada ao estudo do
comportamento assinto´tico dos determinantes de Toeplitz. Para o Modelo
XY, e´ relevante entender que o comportamento assinto´tico para func¸o˜es
de 2-pontos H(m− l) a temperatura zero depende do paraˆmetro
λ± =
h±√γ2 + h2 − 1
1+ γ
. (4.150)
Destes resultados, podemos extrair uma melhor interpretac¸a˜o das dife-
rentes fases do modelo.
1. Para h > 1, temos uma fase desordenada, uma vez que na˜o existe
magnetizac¸a˜o ao longo da direc¸a˜o x. Nesta regia˜o, os λ’s sa˜o reais.
2. Para |h| < 1, o modelo esta´ numa fase ordenada, com uma magneti-
zac¸a˜o mx. Os λ’s continuam reais.
3. Para h2 + γ2 < 1, ambos λ± adquirem uma parte imagina´ria e se
tornam complexos conjugados um do outro. A func¸a˜o de correlac¸a˜o
enta˜o adquire um cara´ter perio´dico. Esta fase e´ chamada de osci-
lato´ria.
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4.10 Apeˆndice 1 - Matrizes de Toeplitz
As matrizes de Toeplitz sa˜o matrizes n× n
Tn =
〈






t0 t−1 t−2 · · · t−(n−1)
t1 t0 t−1
t2 t1 t0
... . . .
...
tn−1 · · · t0
 . (4.152)
O resultado mais famoso das matrizes de Toeplitz, e relevante para o
problema do modelo XY, e´ o teorema de Szego¨ para sequeˆncias de ma-
trizes de Toeplitz {Tn}. O teorema e´ sobre o comportamento assinto´tico
dos autovalores {τi ; i,= 0, 1, 2, · · · , n− 1}, com n → ∞. Este teorema
requer uma se´rie de condic¸o˜es a serem satisfeitas, incluindo a existeˆncia













Portanto, a sequeˆncia {tn} determina a func¸a˜o f e vice-versa, logo a
sequeˆncia de matrizes e´ usualmente denotada por Tn( f ). Sobre certas













F( f (λ))dλ (4.155)
para qualquer func¸a˜o contı´nua F na imagem de f . Exemplo, escolha
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Assim, a me´dia aritme´tica dos autovalores de Tn( f ) converge para uma
integral de f . Pore´m, o trac¸o de uma matriz A qualquer e´ a soma dos

























Se f for real, tal que os autovalores τk ≥ m > 0, ∀n, k, enta˜o F(x) = ln x e´














ln f (λ)dλ. (4.159)
O determinante de uma matriz e´ o produto de seus autovalores

























No capı´tulo 3, vimos que a teoria de calibre pode emergir de um sistema
bem simples. Tentamos entender o que e´ fisicamente uma teoria de
gauge e concluı´mos que se um sistem possui uma degeneresceˆncia foi
preservada, temos uma descric¸a˜o redundante do sistema, no caso uma
fase que depende da escolha de base. A existeˆncia dessa redundaˆncia
define a simetria de gauge. Uma medida na˜o pode estar em func¸a˜o da
base, por isso devemos procurar quantidades fı´sicas. Elas sa˜o definidas
como invariante sob uma trnasformac¸a˜o de calibre, e.g, o trac¸o do loop
de Wilson e a curvatura Fµν.
Destrinchamos tudo sobre cadeia de spin XY. A transformac¸a˜o de
Jordan-Wigner se mostrou uma ferramenta poderosa em um sistema 1-
dimensional, pois a partir dela pudemos diagonalizar a hamiltoniana
XY usando uma teoria de fe´rmions e as func¸o˜es de correlac¸a˜o ficam
mais fa´ceis de serem derivadas.
Ale´m de tudo, mostramos que as condic¸o˜es de contorno sa˜o esseˆncias.
Alguns fenoˆmenos fı´sicos dependem diretamente das condic¸o˜es de con-
torno, inclusive no limite termodinaˆmico.
O modelo XY e´ equivalente a duas co´pias de uma teoria de fe´rmions:
uma com nu´mero de fe´rmions par com condic¸a˜o de contorno anti-
perio´dica, outra com nu´mero de fe´rmions ı´mpar com condic¸a˜o de con-
torno perio´dica. Quando N → ∞ e h < 1, na˜o ha´ como distinguir
esses dois setores, porque na˜o faz sentido falar em infinito par e infinito
ı´mpar, dando a impressa˜o que temos uma degeneresceˆncia no modelo.
Pore´m, ela e´ de origem termodinaˆmica. Quando h > 1, ela desaparece.
Enta˜o, h = 1 e´ um ponto de quebra espontaˆnea de simetria: comec¸amos
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com uma teoria sime´trica por Z2 que se quebra espontaneamente. Po-
derı´amos entender melhor esta degeneresceˆncia usando teoria de calibre
na˜o-abeliana? Emaranhamento seria um meio de ’medir’ esta degene-
resceˆncia?
Outro ponto importante e´ o aparecimento do modo zero no setor
ı´mpar. Seria interessante explora´-lo como foi feito no exemplo em [16],
propondo va´cuo do estado ı´mpar tem um grau de liberdade interno e
estudar fracionalizac¸a˜o da ’carga’, neste caso, nu´mero de fe´rmions QN.
A partir da func¸a˜o de correlac¸a˜o podemos entender melhor as dife-
rentes fases do modelo XY. Pro´ximo passo seria estudar o que acontece
quando γ2 + h2 = 1, o semicı´rculo do diagram de fase. Poderia ser um
level crossing ou um avoid-crossing entre nı´veis de energia?
Sa˜o perguntas em aberto deixadas por este trabalho.
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