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INTRODUCTION
With the liberalization of energy markets, the amount of risk borne by operators and market participants has increased substantially. Statistical tools can be benecial to * The nancial support from the Deutsche Forschungsgemeinschaft via SFB 649 Ökonomisches Risiko, Humboldt-Universität zu Berlin is gratefully acknowledged.
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Since electricity is mainly traded in a day-ahead market, short term adjustments in supply due to forecasting errors can lead to enormous nancial losses. Therefore, load forecasting is extremely important for energy suppliers, transmission system operators, nancial institutions and other participants in electricity market and a crucial process in the planning and operation of electric utilities.
There is a vast literature on how to forecast electricity load, most of them concentrating on deterministic forecasts. For an overview on common methods see Weron (2007) or Taylor and McSharry (2007) . However, for a sustainable risk management of utility operators not only a forecast of expected demand, but also knowledge about the uncertainty and dispersion of future load plays an important role. This points towards the use of probabilistic forecasts. While in dierent areas of forecasting such as macro-economics and nance (Tay and Wallis 2000) , meteorology (Leutbecher and Palmer 2008) or renewable energy production (Bremnes 2004; Pinson et al. 2007 ) probabilistic forecasts are already well established, there is a lack in literature on probabilistic forecasts for electricity demand. A notable exception is the work by Hyndman and Fan (2010) which uses a mixture of temperature simulation, economic scenarios, and residual bootstrapping to obtain long-term density forecasts of electricity demand. Others like Cottet and Smith (2003) use Bayesian modeling in a multi-equation regression model to forecast intraday electricity load and briey discuss model averaging for probabilistic forecasts.
Short-term probabilistic forecasts yield important information for utility operators for decisions e.g. on purchasing and generating electricity and load scheduling.
They are crucial for risk management and can be used to derive risk measures such as probability of exceedance levels (Taylor 2008; Bellini et al. 2014) . In this article we propose a methodology to obtain probabilistic forecasts by employing functional data analysis of generalized quantile curves.
With generalized quantiles we refer to quantiles (Koenker and Bassett Jr 1978) and expectiles (Newey and Powell 1987) . Both are tail measures and uniquely characterize the conditional distribution of a random variable. Furthermore, for a large class of decision-making problems, optimal solutions correspond to quantiles of a conditional predictive distribution (Gneiting 2011) . In fact, in a wide range of elds including weather events, extreme natural hazards, genomics, risk management, energy demand and portfolio allocation among others, tail indices provide useful information that goes beyond the mean and median. These tail indices constitute curves that can be treated in a functional principal component analysis (FPCA) context.
The idea of FPCA is to identify the main risk drivers by a small number of factors combined with random noise. The resulting factors are then to be (cor)related with exogenous variables, which will allow us to study phenomena contingent to extreme risks. Functional data analysis (see Ramsay and Silverman (2005) ) is an extension of multivariate data analysis to functional data. There are few studies that apply methods from functional data analysis to load forecasting, amongst which are Shang (2013), Goia et al. (2010) and Antoch et al. (2008) . Others like Cho et al. (2013) reduce dimension using a hybrid approach that combines a generalized additive 2 model for the weekly averages of the load and curve linear regression models for the dependence structure across consecutive daily loads.
Two recent studies on functional data analysis of tail events are Guo et al. (2013) , who do the dimension reduction with weighted L 1 and L 2 norm, where the weights are sign sensitive, and Tran et al. (2014) who develop an analogue of PCA of tail curves in an asymmetric norm. However, both studies rely on independence between functional observations. In many elds however, such as energy demand modeling, the dependency between curves needs to be taken into account at the core of the modeling. In our study we allow for temporal dependence between functional observations and refer to results from Hörmann and Kokoszka (2010) . The dependence between tail curves can be exploited for forecasting, which provides useful information to support modeling, pricing and trading. Our approach has several advantages:
It allows for exible inclusion of explanatory variables and does not require distributional assumptions for the tails curves. Furthermore, treating load curves as functional data has the advantage that one step ahead forecasts yield forecasts for the whole next day and that forecasts are continuous functions and thus available for every point in time. We expect that exogenous variables like meteorological factors do not only eect the amount of electricity consumed, but also the distribution over the day and thus the shape of the load curves (Engel et al. 1986; Harvey and Koopman 1993; Taylor and McSharry 2007) .
We illustrate our approach with data on quarter-hourly electricity consumption of a transmission system operator (TSO) and a balancing unit (BU) in western Germany. Variations in the intradaily pattern are explained using weather variables and meteorological forecasts. The proposed model is shown to perform better than well-known methods, such as a deterministic similar-day approach, the Holt-Winter Exponential smoothing and the forecast provided by TSO Amprion. It achieves on average 2.7% mean absolute percentage error (MAPE) in the one-day forecasting period for the TSO.
Our article is structured as follows. Section 2 gives a brief introduction of the load data. In Section 3 we dene FPCA of generalized quantiles that will be used to produce probabilistic load forecasts, together with its estimation algorithm. Section 4 discusses the modeling and estimation of the electricity demand data. Section 5 describes the forecast performance with respect to other methods. Section 6 concludes the paper. All computations in this paper were carried out in R. The electricity load data and forecast electricity load data was obtained from TSO Amprion and the balancing unit Stadtwerke Saarbrücken. The data source for the temperature data is Deutscher Wetterdienst (DWD); for the meteorological weather forecast data the data source is WeatherOnline. We thank Dr. Ulrich Römer and Herrad Werner for providing us the data. To simplify notation, in the following dates are denoted with yyyymmdd format. Supplementary materials for this article are available online.
ELECTRICITY DEMAND DATA
The German electricity market, which was liberalized in 1998, is Europe's largest, with annual power consumption of around 500 TWh and a generation capacity of 125 GW (Eurostat 2014) . The four German TSOs (Amprion, Tennet TSO, 50Hertz
3 Transmission and TransnetBW) are responsible for maintaining a stable and reliable system and to maintain balance between electricity generation and consumption.
All market participants are organized in balancing units (BU) . Each BU has a BU manager who is responsible for the balance within the unit. Electricity is traded mainly in the day-ahead market, which closes at 12pm. Before, each BU manager has to submit a load schedule to the corresponding TSO specifying the expected load for each quarter hour of the next day. Deviations from the specied load can still be adjusted in the intra-day market. The intra-day market is a continuous market where contracts can be traded until 45 minutes before delivery. However, the intra-day market is less liquid than the day-ahead market and therefore neglected in this study. The TSOs balance out dierences between the forecasted load of the BU and actual consumption in order to ensure a stable system. Precise forecasts of the area's consumption are essential in order to have sucient capacity available. For deviations between forecasted and actual load BUs have to pay a price which usually greatly exceeds the price at the spot market. Therefore, for BU managers improvements in their forecasting performance directly leads to enormous cost reductions.
For the empirical work of this article, we use electricity demand data of the TSO Amprion and the BU Stadtwerke Saarbrücken. Both datasets are freely accessible on their websites. The TSO Amprion operates in the west of Germany. The BU is located within the balancing area of Amprion. The analysis is based on quarter hourly data of electricity consumption from 20100101 to 20123112. Summary statistics are given in Table ( 1). The rst two years of the data are used for insample tting and the third year for an out-of-sample forecasting evaluation, given in Section 5. Figure (1 It is a stylized fact that it contains yearly, weekly and intraday seasonal cycles and is sensitive to temperature changes (Engel et al. 1986; Taylor and Buizza 2002) .
During winter electricity consumption in Germany is higher than during the summer.
Additionally, at weekends electricity consumption is usually lower than during the week. The typical intraday load prole shows a peak around noon, followed by valley in the afternoon and another peak in the evening at around 7pm. These seasonal patterns are quite predictable and therefore usually modeled deterministically. We express the observed loadỸ s as
where Λ s is a deterministic seasonal component and Y s is a stochastic component.
We estimate the deterministic seasonal component separately for every quarter hour of a day. It is specied as
where t = 1, . . . , 96 denotes the quarter hours of a day and k = 1, . . . , K the day, such that t · k = s. The parameters a t ,b t ,c 1,t ,c 2,t and d i,t are estimated by ordinary least square regression. D i,k is a set of dummy variables consisting of six dummies for the weekdays and one dummy for public holidays. They capture weekly seasonal behavior, while the sine and cosine functions capture yearly seasonalities. This approach is very close to the so called similar-day approach, which is a commonly used approach in industry to model and forecast electricity load.
As covariates for load modeling we include average daily temperature and hours of sunshine. The time series of both variables are displayed in Figure 
METHODOLOGY
We propose a methodology that combines methods from generalized quantile regression and functional data analysis (FDA) in order to obtain probabilistic forecasts of electricity demand. FDA has gained importance with the advances in storing large sets of multivariate data. It has been applied in various elds of research ranging from bioscience to medicine and econometrics. For an overview on applications of FDA we refer to Ramsay and Silverman (2002) or Ferraty and Vieu (2006) . 
Generalized Quantiles
The distribution of a random variable Y can be characterized by its cdf F Y (y). The quantile functions of Y are dened as
Like the cdf, the quantile function provides a full characterization of the random variable Y . For each τ ∈ (0, 1) the quantile function can be formulated as the solution of a minimization problem:
where ρ τ (·) is a loss function dened as
which is in general asymmetric (Koenker 2005) . A special case is the median, which corresponds to τ = 0.5. The quantile function conditional on a (one-dimensional) covariate X is given by
where f (·) is a nonparametric function of the covariate X from a set of functions F, such that the expectation is well dened. Closely related to quantiles are expectiles introduced by Newey and Powell (1987) , which can be obtained by a generalization of the loss function ρ τ (·):
We call the solution of (7) a generalized quantile function. For α = 1 we obtain the loss function in (5) and the solution to (7) is a conditional quantile function.
For α = 2 the solution to (7) is a conditional expectile function. Note that the conditional expectile corresponding to τ = 0.5 is the expected value E(Y |X). Like quantiles, expectiles characterize the distribution of a random variable. While they are less intuitive to interpret than quantiles, they have the advantage of a better computational eciency (Newey and Powell 1987) and are a coherent risk measure (Bellini et al. 2014 ).
If one is not only interested in estimating a single generalized quantile, but in estimating a collection of generalized quantiles, one faces the problem of crossing quantiles/expectiles. This is unfavorable, since it is theoretically impossible. We use an algorithm proposed by Schnabel (2011) , that estimates the generalized quantile functions l τ (X) jointly as a surface on the domain of the independent variable X and the asymmetry parameter τ , called expectile sheet. The algorithm is based on a least asymmetrically weighted squares (LAWS) criterion combined with P-splines.
The expectile sheet can be expressed as
where B is a B-spline basis for the covariate X,B is a B-spline basis for the asymmetry parameter τ and A = [a kl ] is a matrix of coecients. It is estimated by
where w i (τ ) is a weight function and µ(X, τ ) is the expectile sheet. P is a penalty term dened as P = λ x ||DA|| F + λ τ ||AD|| F , where|| · || F is the Frobenius norm and D and D are second order dierence matrices. The penalty term controls the smoothness of the estimates and λ x and λ p are smoothing parameters. The algorithm was originally developed for expectiles and the weight function w i (τ ) is given by
With a slight modication the algorithm can be adapted for quantiles as well. Following Schnabel and Eilers (2013) the modied weight function is given by
7 where δ is a small constant which is used to avoid numerical problems. In the following the covariate X used is time of the day and will be denoted by t.
Time series of functional data
Electricity demand is recorded in sequential form and shows a similar pattern each day. Naturally, metered demand can be divided into time intervals of one day.
We are interested in generalized quantiles of metered intra-daily electricity demand.
The generalized quantile functions dened in the previous section can be treated as realizations l τ,k (t) of a functional time series (l τ,k , k ∈ Z) dened on a compact set T and for a xed τ ∈ (0, 1). For notational convenience we supress τ in the following, i.e. l τ,k (t) := l k (t). Under stationarity l k (t) have a common mean function E{l(t)} = µ(t) and a common covariance function C(s, t) = Cov{l(s), l(t)} with s, t ∈ T . Note that functional observations are intrinsically innite dimensional. A common tool to reduce dimensionality is functional principal component analysis (FPCA) . For a survey on FPCA we refer the reader to Shang (2014) .
FPCA yields the directions of largest variability in the data and expresses the data as a weighted sum of the orthogonal principal component functions. If T C(t, t)dt < ∞, the covariance function induces the Kernel operator K :
where φ i for i = 1, 2, . . . are the orthogonal eigenfunctions and λ i the corresponding non-increasing and non-negative sequence of eigenvalues of the operator K. The eigenfunctions are also called principal component functions. The principal component scores α i , i = 1, 2, . . . are given by l(t), φ i , where ·, · denotes the inner product. That is, the principal component scores are the projection of l(t) in the direction of the corresponding principal component, with E(α i ) = 0 and Var(α i ) = λ i . Using the Karhuhen-Loève expansion we can express each function l k (t) as
The functions l k (t) can be approximated by a nite sum of the rst m principal components, called truncated Karhuhen-Loève expansion: 
where n is the sample size. We estimate the kernel operator by
where
Estimates of the eigenfunctions and scores are computed from (17) and denoted by φ i and α ik , i = 1, . . . , m. Hörmann and Kokoszka (2010) show that these estimates are In our analysis a vector autoregressive model including exogeneous variables (VARX) turned out to be suitable to capture the dynamics of the principal component scores. The VARX model of order p is given by
where α k is the vector of estimated principal component scores, Φ i is a coecient matrix, x k are exogenous variables and η k is a white noise process (Lütkepohl 2005) .
A forecast of the principal component scores directly yields a forecast of the load curve:
where α i,K+h denotes the h-step ahead forecast of the principal component scores at time K and l K+h (t) is the h-step ahead forecast of the load curve. Although suitable here, in a more general setting forecast models for the principal component scores are not retricted to VAR models and can be replaced by many other time series models. The next algorithm summarizes the aforementioned steps: Algorithm 1. For xed τ ∈ (0, 1) and each k = 1, . . . , K, use the data Y t,k , t = 1, . . . , 96 to estimate the k − th generalized quantile curve l τ,k (t) by LAWS 2. Fix m and apply FPCA to l τ,1 , . . . , l τ,K : 
Simulation Study
In this section simualtions are used for illustrating the performance of the proposed method for FPCA with generalized quantiles. We run the simulation for independent as well as autocorrelated functional observations to demonstrate robustness to temporal dependence. For comparison, we follow the simulation setup of Guo et al. (2013) and Tran et al. (2014) , who both suggest alternative approaches for modeling functional tail event curves. The data Y t,k , k = 1, . . . , K, j = 1, . . . , T is simulated from the model
where t j are equidistant sampling points in [0, 1] with t j = j/T , µ(t) = 1 + t + exp{−(t − 0.6) 2 /0.05} is the mean function, f 1 (t) = √ 2 sin(2πt) and f 2 (t) = √ 2 cos(2πt) are the principal component functions and α 1,k and α 2,k are principal component scores. The principal component scores are generated either (1) independently from a N(0, 36) and N(0, 9) distribution, respectively or (2) from a VAR (1) process with
The error ε k,t is generated from three dierent distributions as specied in Table   ( 2), where the rst one is a light-tailed distribution, the second one is heavy-tailed and the third one exhibits heteroscedasticity. The simulation is run 200 times with two dierent setups: (1) T = 100 grid points per curve and K = 20 curves and (2) T = 150 data points per curve and K = 50 curves. Summary statistics of the mean squared errors (MSE) and the average run time in seconds of the simulations are given in Table ( 2). The magnitude of the average MSE does not dier substantially between the independent and the autocorrelated case. This conrms that the quality of the proposed methodology is not sensitive to temporal dependence between functional observations. The methodology performs worst for the fat tailed distribution, but well handles heteroscedasticity. Overall, the results are at least as good in terms of average MSE than those reported by Guo et al. (2013) and Tran et al. (2014) . N = 20, T = 100 N = 50, T = 150
(1) (2) (1) 
MODELING DYNAMICS OF ELECTRICITY DEMAND
As noted above the generalized quantile functions fully characterize the distribution of electricity demand and they are an alternative to modeling the distribution function directly. We model the dynamics of the 1%, 5%, 25%, 50%, 75%, 95% and 99% expectile functions using the described functional data approach for the two year insample period from 20100101 to 20113112. The expectile functions are obtained based on the LAWS algorithm with penalty terms λ x and λ τ estimated by asymmetric cross validation.
The number of principal components is chosen such that at least 95% of the variation in the data is explained. Tables (3) and (4) Peak demand is aected dierently by temperature and hours of sunshine as reected in the sign of the coecients. While higher temperature causes more pronounced peaks, more hours of sunshine atten the load curve.
For the BU (Table (6)) temperature does not have any eect on electricity load. This may be explained by the fact, that the share of electric heating is much lower in Saarbrücken than in the total area of the TSO. Therefore, demand is less sensitive to temperature.
In order to test the validity of our model, a multivariate portmanteau test (Hosking 1980) is performed, which suggests to reject the overall signicance of residual autocorrelation for lag orders up to 50.
FORECAST EVALUATION
In this section we conduct an out-of sample forecast evaluation for the third year of electricity consumption data (2012) for the BU and the TSO. 
Prediction comparison methods
In order to assess the performance of our forecasting approach we compare it to the results of three dierent benchmark models. As a rst benchmark we choose the simple Deterministic Seasonal Component (DSC) (Eq. 2). The deterministic seasonal component is straightforward to estimate and in modied forms frequently used in industry. As a further benchmark we use forecasts that are provided by the TSO Amprion for their area of responsibility. Additionally, we compare our model to the triple seasonal Holt-Winter exponential smoothing (TSHW) model, which was proposed and applied to short-term load forecasting by Taylor (2010) .
The latter model accomodates yearly, weekly and daily seasonal cycles and has the advantage that no specication of the functional form is required. Furthermore, Taylor (2010) shows in an application to data from the UK that the TSHW model outperforms simpler exponential smoothing models and performs at least as well as seasonal ARMA models. The formulation of the TSHW model is given by
where l t is the smoothed load, d t , w t and a t are seasonal indices for daily, weekly and annual cycles and α, δ, ω, λ are smoothing parameters. y t+h denotes the h−step ahead forecast at time t and the term including φ is an adjustment for rst-order autocorrelation.
Forecast Results
We evaluate the performance of the proposed forecasting methodology based on the root mean squared error (RMSE) dened as
and the mean absolute percentage error (MAPE) given by
where h = 1, . . . , H denotes the day-ahead forecasts. 
where l τ denotes the forecasted τ -expectile curve. Summary statistics of the RMWSE for the dierent expectile levels based on H = 351 day-ahead forecasts are given in (6) shows a plot of the forecasted mean together with forecast intervals corresponding to various expectile levels and the observed load for the TSO Amprion. The intervals spanned by the expectile curves provide information about the dispersion and asymmetry of next day's load. Furthermore, as pointed out above, quantiles and expectiles can be optimal point forecasts if the forecasters loss function is asymmetric. In energy demand forecasting, asymmetric loss functions occur if the cost for positive and negative imbalance is asymmetric, as it is the case in Scandinavian countries (Linnet 2005) . In that case trading strategies based on quantiles and expectiles can be benecial. In a forecast comparison study we nd that our methodology outperforms forecasts (a MAPE of 2.7%) provided by the TSO as well as those of the benchmark models.
