




















































































































































































































Environment ＮｏｔDivision Divisionl Division３ 
ゴミの数一つ 270148.2 140894.8 163991.8 
ゴミの数こつ 712983.6 384112.8 472906.6 
ゴミの数三つ 1398637.4 761106.8 965235.6 
ゴミの数四つ 2495271.0 1320420.8 1665400.6 
ゴミの数五つ 3828403.6 2058096.6 2544919.2 
Environment ＮｏｔDivision Divisionl Division３ 
ゴミの数一つ 1.000 0.522 0.607 
ゴミの数こつ 1.000 0.539 0.664 
ゴミの数三つ 1.000 0.544 0.690 
ゴミの数 兀’ －つ 1000 0.529 0.667 






















































































Environment NotDivision Divisionl Division３ 
ゴミの数一つ 89.03960 79.9080 99.4916 
ゴミの数こつ 1１１．２０２４０ 133.05640 147.0972 
ゴミの数三つ 156.65360 152.08440 170.5556 
ゴミの数 －つ 189.49960 175.03000 222.7168 









































































ゴミの数一つ 1000000 ５９９７４１ ４ 4００２５８ ６ 199482 ８ ０．５９９ ０．４００ ０．１９９ ゴミの数二つ 2000000 1０９１９３５ ０ 908065 ０ 183870 ０ ０ ５４５ 0 454 ０ 0９１ ゴミの数三つ 3000000 1583270 ４ 1416729 ６ 166540 ８ ０ ５２７ ０ 472 ０ 0５５ ゴミの数四つ
￣－－－－二





を ＩｊｎｄＬのゴ を ゴ を捨てた のゴミを I/ｒＡ のゴ を
割合の差
































Reinfbrcementlearning(RL)isknowntobeapromisingtechniquefbrcreatingagentsthatcanbe appliedtolnulti-agentenvironmentinrealworldproblems・Whenmulti-agentRLalgorithmsareappliedtosuchcomplexproblems,theamountofperceptioninfbrmatiｏｎinthealgorithmsincreasesenormouslyi andthelargelearningtimesarerequiredlnthispaper,wepresentatechniquethatdividestheperception infbrmationinordertoreducethelearningtimes・Weevaluatetheprofitsharingbasedreinfbrcementleamingalgorithmwiththetechniquefbrtheclean-upprobleminthemulti-agentenvironment・Theresultsshowthatourproposedmethodｉｓｅｆｆｂｃｔｉｖｅａｎｄｃａｎａｄａｐｔｉｎｔｈｅｍｕｌti-agentenvironmentin fasterleamingtinlethantraditionalmethod 
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