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FREE PROBABILITY OF TYPE B AND ASYMPTOTICS OF
FINITE-RANK PERTURBATIONS OF RANDOM MATRICES
D. SHLYAKHTENKO
Abstract. We show that finite rank perturbations of certain random matrices fit in the
framework of infinitesimal (type B) asymptotic freeness. This can be used to explain the
appearance of free harmonic analysis (such as subordination functions appearing in additive
free convolution) in computations of outlier eigenvalues in spectra of such matrices.
1. Introduction
Voiculescu’s free probability theory [VDN92, Voi91] has been remarkably successful in
providing a framework for understanding asymptotic behavior of families of large random
matrices. To give a concrete example, let A(N) be a self-adjoint N × N matrix chosen at
random (with respect to the Haar measure of this symmetric space) among all matrices with
prescribed eigenvalues λA1 (N) ≤ · · · ≤ λAN(N) and let B(N) be another independently chosen
matrix with eigenvalues λB1 (N) ≤ · · · ≤ λBN(N). Let
ηAN =
1
N
N∑
j=1
δλAj (N), η
B
N =
1
N
N∑
j=1
δλBj (N)
be their empirical spectral measures. Assuming that ηAN → ηA and ηBN → ηB converge
weakly to some compactly supported measures, the matrices A(N) and B(N) become freely
independent in the limit N → ∞. This means that free probability can be used to deduce
limits of empirical spectral measures of various expressions in A(N) and B(N), such as
A(N)B(N)A(N), A(N)B(N) +B(N)A(N), etc. For example, if C(N) = A(N) +B(N) and
we let
ηCN =
1
N
E
[ ∑
λ eigenvalue of C
δλ
]
be its empirical spectral measure, then ηCN → ηC and ηC is given by the free additive
convolution
ηC = ηA  ηB.
Such free convolution can be effectively computed using complex analysis tools introduced
by Voiculescu. In particular, if we denote by
Gη(z) =
∫
1
z − tdη(t)
the Cauchy transform of the measure η, the following analytic subordination result holds:
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Theorem. [Bia98, Voi93] Let η1, η2 be probability measures on R and let η = η1  η2.
Denote by C+ the upper half-plane {z ∈ C : Im(z) > 0}. Then there exist analytic maps
ω1, ω2 : C+ → C+ which are uniquely determined by the following properties:
(1) Gη1(ω1(z)) = Gη2(ω2(z)) = Gη(z), z ∈ C+
(2) ω1(z) + ω2(z) = z + 1/Gη(z)
(3) limy→+∞ ωj(iy)/(iy) = limy→∞ ω′j(iy) = 1, j = 1, 2.
More recently, the question of finite-rank perturbation of certain random matrices has at-
tracted considerable attention (an incomplete bibliography includes [BBCF14, BY12, BBP05,
BS06, BGN11, Cap13, Cap14, CDMF09, FP07, John01, LV11, Pec06, PRS13, RS10]). To
give a concrete example, let A(N) be chosen at random to have eigenvalues Λ and let
B(N) be a rank 1 self-adjoint N × N matrix with the sole nonzero eigenvalue λ. Assum-
ing once again that ηAN → η, the question is to understand the asymptotic behavior of
C(N) = A(N) + B(N). Because B(N) is rank 1, its limiting distribution in the sense of
free probability theory is that of the zero matrix and so there is no difference in the limit
between the law of A(N) + B(N) and A(N) + 0. Nonetheless, not only does a detailed de-
scription of the eigenvalue distribution of C(N) exist, but its description surprisingly involves
the subordination functions that appeared in the previous theorem [Cap13, BBCF14]. This
strongly suggests that free independence is still involved in the description of the empirical
spectral measure of C(N), although perhaps in a non-trivial way. Our main result gives an
explanation of this phenomenon.
The main idea of the present paper is to examine not just the empirical law of C(N) but
also its 1/N correction (this has been already explored previously by [Joh98, DE06, BSh12]).
In other words, we consider ηCN , the empirical spectral measure of C(N) and write
ηCN = ηC +
1
N
η′C + o(N
−1)
for a measure ηC and a distribution η
′
C . The same can be done for matrices A(N) and B(N).
In our concrete example,
ηAN = η
A + 0
1
N
+O(N−2)
and
ηBN = δ0 +
1
N
(δλ − δ0).
We then show that A(N) and B(N) are asymptotically free in the following sense. Suppose
that we replace A(N) and B(N) by some other variables Aˆ(N) and Bˆ(N) having the same
laws as A(N) and B(N), respectively. Suppose that we further assume that Aˆ(N) and Bˆ(N)
are freely independent (for each N). Letting Cˆ(N) = Aˆ(N) + Bˆ(N), our main result implies
that the empirical spectral measures of C(N) and Cˆ(N) are the same up to order higher
than 1/N . In other words,
ηCN = η
A
N  ηBN + o(1/N)
which in our concrete case becomes
ηCN = η
A 
(
δ0 +
1
N
(δλ − δ0)
)
+ o(1/N).
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Since Aˆ(N) and Bˆ(N) are free, the computation of the law of Cˆ(N) involves free convolution,
subordination functions, etc. Thus we obtain an explanation as to why these objects are
also involved in the description of the law (i.e., empirical spectral measure) of C(N).
To phrase this result in terms most resembling Voiculescu’s asymptotic freeness for random
matrices, it is useful to consider the framework of infinitesimal non-commutative probability
spaces introduced in [BSh12] in connection with so-called type B free probability theory of
Biane, Goodman and Nica [BGN03] (see also [FN10]). Such a space consists of a unital
∗-algebra A and a pair of linear functionals φ, φ′ : A → C so that φ(1) = 1 and φ′(1) = 0.
The idea behind the definition is that we might be given a family of unital linear functionals
φt : A → C so that φ = φt=0 and φ′ = ddt
∣∣
t=0
φt; in other words, an infinitesimal probability
space captures the zeroth and first order behavior in t of a family of laws φt on A. One can
then formulate a notion of freeness appropriate for this setting. In essence, A1, A2 ⊂ A are
infinitesimally free if Voiculescu’s freeness condition holds to zeroth and first order in t. This
means that one can manipulate variables form A1 and A2 as if they were freely independent,
up to an error of higher order than t. For example, the law of the sum c = a + b of a ∈ A1
and b ∈ A2 can be described by keeping terms of order 1 and t in the free convolution of
the laws of a and b. This was worked out in [BSh12] where we showed that such formulas
naturally involve subordination functions and their derivatives.
Returning to the matrices A(N) and B(N) we note that they can be viewed as infin-
itesimal random variables if one sets t = N−1. Our main result then states that these
matrices are asymptotically free in the infinitesimal sense. In particular, it follows that the
appearance of subordination functions in the description of outliers is no accident: they
precisely arise because of freeness (“to order 1/N”) of A(N) and B(N). Our results imply
that free probability can be used to describe asymptotics of empirical spectral measures
of other more complicated expressions involving random matrices and finite-rank matrices.
While the description is less precise than what is available for random matrices (where more
refined eigenvalue statistics are known and one can control extremely well the positions of
outliers) it is worth pointing out that our “softer” approach works for arbitrary polynomials
in matrices and arbitrary finite rank perturbations.
The remainder of the paper is organized as follows. We first review the necessary back-
ground on infinitesimal freeness and free probability of type B. We then show that certain
types of random matrices are infinitesimally free asymptotically. Finally, we consider ex-
amples explaining how computations with free convolution (of type B) match up with com-
putations of spectral measure and outliers of finite-rank perturbations of unitarily invariant
matrices and self-adjoint complex and real Gaussian random matrices.
2. Infinitesimal freeness.
An infinitesimal non-commutative probability space [BSh12, FN10] consists of a unital
∗-algebra A and a pair of linear functionals φ, φ′ : A → C so that φ(1) = 1 and φ′(1) = 0.
The idea behind the definition is that we might be given a family of unital linear functionals
φt : A → C so that φ = φt=0 and φ′ = ddt
∣∣
t=0
φt; in other words, an infinitesimal probability
space captures the zeroth and first order behavior in t of a family of laws φt on A. This notion
was introduced to give an alternative interpretation of free probability of type B introduced
by Biane, Goodman and Nica [BGN03] for purely combinatorial reasons (they wanted to
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obtain an analog of free probability theory in which the role of non-crossing partitions is
played by the lattice of type B non-crossing partitions).
As already considered in [BSh12], there is a natural structure of an infinitesimal non-
commutative probability space for algebras of random matrices. Indeed, let us assume that
A1(N), . . . , Ak(N) are random matrices of size N × N , N = N0, N0 + 1, . . . , let A be the
algebra of polynomials in k non-commuting indeterminates and define τN : A→ C by
τN(P ) = E
1
N
Tr(P (A1(N), . . . , Ak(N))), P ∈ A.
We can then set
τ = lim
N→∞
τN
τ ′ = lim
N→∞
N(τN − τ)
provided that these limits exist. This has been extensively studied previously in the context
of single matrix models by Johanssen [Joh98] and later by Dumitriu and Edelmann [DE06].
Example 2.1. (i) Let Aj(N) be complex Gaussian random matrices. In this case both
limits exist: τ is the free semicircle law [Voi91] and τ ′ = 0 since an easy computation shows
that τN − τ = O(1/N2) (this is no longer the case for real or symplectic Gaussian matrices,
cf. [Joh98, DE06]).
(ii) Let F be a fixed N0×N0 self-adjoint matrix with eigenvalues θ1, . . . , θN0 regarded as an
N ×N matrix by padding with zeros. Then τ(P ) = P (0) and τ ′(P ) = ∑N0j=0(P (λj)−P (0)).
2.1. Definition of infinitesimal freness. One says that two unital subalgebras, A1, A2 ⊂
A are infinitesimally free with respect to φ, φ′ if the following two conditions hold whenever
a1, . . . , ar ∈ A are such that ak ∈ Aik , i1 6= i2, i2 6= i3, . . . and φ(a1) = φ(a2) = · · · = φ(an) =
0:
φ(a1 · · · ar) = 0;
φ′(a1 · · · ar) =
∑
j=1r
φ(a1 · · · aj−1φ′(aj)aj+1 · · · ar).
These two conditions are equivalent to the requirement that if we set φt = φ+ tφ
′, then for
any ak ∈ Aik so that i1 6= i2, i2 6= i3, . . . , we have that φt((a1−φt(a1)) · · · (ar−φt(ar))) = o(t),
i.e., A1 and A2 are “free to zeroth and first order”. Note that the first condition simply states
that A1 and A2 are (in the usual sense) free with respect to φ.
2.2. A criterion for infinitesimal freeness. The following lemma will be useful in check-
ing asymptotic infinitesimal freeness.
Lemma 2.1. Assume that a1, . . . , an, e1, . . . , em are elements of an infinitesimal probability
space (A, φ, φ′) with the following properties:
(i) For any p in the non-unital algebra generated by e1, . . . , em, φ(p) = 0.
(ii) φ(c1 . . . cr) = φ(crc1 . . . cr−1) and φ′(c1 . . . cr) = φ′(crc1 . . . cr−1) for any r and any
c1, . . . , cr ∈ A.
Then (a1, . . . , an) and (e1, . . . , em) are infinitesimally free iff for any Ej in the non-unital
algebra generated by e1, . . . , em and Qj ∈ Alg(a1, . . . , an) so that φ(Qj) = 0 and any r ≥ 1,
(a) φ(E1Q1E2Q2 . . . ErQr) = 0 and
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(b) φ′(E1Q1E2Q2 . . . ErQr) = 0.
Proof. We first note that (a1, . . . , an) and (e1, . . . , em) are free with respect to φ. Indeed,
this follows right away from condition (a) and assumption (iii).
Next, we note that assumption (b) recursively determines φ′ on all of the algebra generated
by e1, . . . , em and a1, . . . , an. Thus it is sufficient to check that (b) holds under the assumption
that infinitesimal freeness holds.
In that case,
(2.1)
φ′(E1Q1E2Q2 . . . ErQr) =
∑
j
φ(E1Q1 . . . Ej−1Qj−1φ′(Ej)QjEj+1Qj+1 . . . EnQn)
+
∑
j
φ(E1Q1 . . . Ejφ
′(Qj)Ej+1 . . . EnQn).
The terms φ(E1Q1 . . . Ejφ
′(Qj)Ej+1 . . . EnQn) = φ′(Qj)φ(E1Q1 . . . EjEj+1 . . . EnQn) are zero
by freeness, since by assumption φ(EjEj+1) = 0. Thus the second sum in (2.1) is zero.
Returning to the first term, if r > 1, we have that
φ(E1Q1 . . . Ej−1Qj−1φ′(Ej)QjEj+1Qj+1 . . . EnQn) =
φ′(Ej)φ(E1Q1 . . . Ej−1(Qj−1Qj − φ(Qj−1Qj))Ej+1Qj+1 . . . EnQn)
+ φ(Qj−1Qj)φ′(Ej)φ(E1Q1 . . . Ej−1Ej+1Qj+1 . . . EnQn)
which is zero by assumption (a), since at least one term in the monomial comes from the
non-unital subalgebra generated by e1, . . . , em. If r = 1, we have
φ′(E1Q1) = φ′(E1)φ(Q1) = 0
by our assumption that φ(Qj) = 0. 
3. Asymptotic infinitesimal freeness for random matrices
We begin by describing two ensembles considered in the present paper, the unitary invari-
ant ensemble having deterministic eigenvalues and complex and real Gaussian ensembles.
We prove a technical lemma for each of them. We then state and prove our main result in
§3.3.
Let us denote by Eij the matrix all of whose entries are zero, except that the i, j-th entry
is 1.
3.1. Unitarily invariant matrices. Let A1(N), . . . , Ak(N) be self-adjoint N ×N random
matrices of the form Aj(N) = UΛj(N)U
∗ where Λ1(N), . . . ,Λ(N)k are deterministic matrices
and U is an N ×N unitary matrix randomly chosen with respect to the Haar measure. We
require that for any polynomial q, N−1ETr(q(A1(N), . . . , Ak(N))) converges as N → ∞ to
a limit denoted by τ(q). We moreover assume that supj,N ‖Aj(N)‖∞ <∞.
Lemma 3.1. With the notation and assumptions of §3.1, for any polynomials q1, . . . , qr in
k indeterminates,
lim
N→∞
ETr(Eirj1q1(A1(N), . . . , Ak(N))Ei1j2q2(A1(N), . . . , Ak(N))Ei2j3×
· · · × Eir−1jrqr(A1(N), . . . , Ak(N))) =
r∏
s=1
δjs=isτ(qs)
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Proof. We note that
ETr(Eirj1q1(A1(N), . . . , Ak(N))Ei1j2q2(A1(N), . . . , Ak(N))Ei2j3×
· · · × Eir−1jrqr(A1(N), . . . , Ak(N))) = E
r∏
s=1
[qs(A1(N), . . . , Ak(N))]js,is .
Because of unitary invariance,
E[qs(A1(N), . . . , Ak(N))]a,b = E
1
N
N∑
u=1
[qs(A1(N), . . . , Ak(N))]a+u,b+u,
where the addition of indices is modulo N . If we denote by Σ(a, b) the matrix
∑
uEa+u,b+u
(addition mod N), we further have
Eqs(A1(N), . . . , Ak(N))]a,b = E
1
N
Tr(qs(A1(N), . . . , Ak(N))Σ(a, b)).
By [Voi91] unitary invariance implies that
lim
N→∞
E
1
N
Tr(qs(A1(N), . . . , Ak(N))Σ(a, b)) = τ(q) lim
N→∞
Tr(Σ(a, b)) = τ(qs)δa=b.
Let ‖ · ‖HS denote the Hilbert-Schmidt norm on N ×N matrices given by
‖B‖HS = (Tr(B∗B))1/2 = (
N∑
ij=1
|Bij|2)1/2.
Note that
[qs(UΛ1(N)U
∗, . . . , UΛk(N)U∗)]a,b = [Uqs(Λ1(N), . . . , UΛk(N))U∗]a,b = [UQU∗]a,b
where Q = qs(Λ1(N), . . . ,Λk(N)) is bounded in the operator norm. It follows that if U
′ is
another unitary, then∣∣[UQU∗]a,b − [U ′Q(U ′)∗]a,b∣∣ ≤ ‖UQU∗ − U ′Q(U ′)∗‖HS
≤ ‖(U − U ′)QU∗‖HS + ‖U ′Q(U − U ′)∗‖HS
≤ 2‖U − U ′‖HS‖Q‖∞.
Thus the function U 7→ [qs(UΛ1(N)U∗, . . . , UΛk(N)U∗)]a,b is Lipschitz (of bounded constant)
as a function on the space N ×N unitaries with the Hilbert-Schmidt norm coming from the
non-normalized trace on matrices. Therefore, because of concentration (see e.g. [Gui09,
Chapter 6])
E
r∏
s=1
[qs(A1(N), . . . , Ak(N))]js,is =
r∏
s=1
E[qs(A1(N), . . . , Ak(N))]js,is ,
which concludes the proof. 
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3.2. Gaussian random matrices. Let A1(N), . . . , Ak(N) be self-adjoint N × N random
matrices with entries ([Ar(N)]i,j : 1 ≤ r ≤ k, 1 ≤ i ≤ N) independent random variables
each of variance (1 + δij)N
−1/2, and so that [Ar(N)]i,j are real or complex Gaussian if i 6= j
and real Gaussian if i = j. The following is an analog of Lemma 3.1; one could prove it
using concentration and the fact that maximal and minimal eigenvalues of real or complex
Gaussian matrices are bounded with high probability. However, we prefer to give a direct
combinatorial proof. A version of this proof also works for squares of rectangular matrices.
Lemma 3.2. Let A1(N), . . . , Ak(N) be as in §3.2, for any polynomials q1, . . . , qr in k inde-
terminates,
lim
N→∞
ETr(Eirj1q1(A1(N), . . . , Ak(N))Ei1j2q2(A1(N), . . . , Ak(N))Ei2j3×
· · · × Eir−1jrqr(A1(N), . . . , Ak(N))) =
r∏
s=1
δjs=isτ(qs)
Proof. Let q1, . . . , qr be monomials, so that
[qp(A1(N), . . . , Ak(N))]a,b =
∑
J=(j1,...,jdp−1)
[Au1(N)]a,j1 [Au2(N)]j1,j2 · · · [Audp (N)]jdp−1,b
=
∑
J
Ap(a, J, b).
It follows that with this notation,
Tr(Eirj1q1(A1(N), . . . , Ak(N))Ei1j2q2(A1(N), . . . , Ak(N))Ei2j3×
· · · × Eir−1jrqr(A1(N), . . . , Ak(N)))
=
∑
J1,...,Jr
E
(
A1(j1, J1, i1)A2(j2, J2, i2) · · ·Ar(jr, Jr, ir)
)
.
By a standard argument involving the Wick formula (see e.g. [Gui09, Chapter 1]), taking
into account the value of the variance of [Ak(N)]ij, we see that each term
E
(
A1(j1, J1, i1)A2(j2, J2, i2) · · ·Ar(jr, Jr, ir)
)
has either value 0 or Nd/2 where d is the sum of the degrees of the monomials q1, . . . , qr.
Moreover, nonzero terms are in one-to-one correspondence to labeled triangulations T of an
orientable two-dimensional surface having one zero-cell and d one-cells (edges), and a certain
number of faces. The labeling is as follows. Number the half-edges emanating from the zero-
cell from 1 to d. Then label (clockwise) the top and bottom of each half-edge by indices
from the ordered set {j1}∪J1 ∪{i1}∪{j2}∪J2 ∪ · · · ∪Jr ∪{ir}. The associated term is zero
unless indices agree along every edge (although even some terms satisfying this requirement
may be non-zero; there are further requirements involving matching various terms from the
monomials q1, . . . , qr which we will for now ignore).
We see from this structure that for any face F the following must hold. Either the
boundary edges of F are not labeled by any of j1, . . . , jr, i1, . . . , ir, in which case the indices
along the boundary of that face must all agree but can have arbitrary value (and we call such
a face free); or at least one of the the indices along the boundary is one of j1, . . . , jr, i1, . . . , ir,
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in which case all the indices along the boundary of the face must have certain fixed values
(which we call fixed faces). Thus∑
J1,...,Jr
E
(
A1(j1, J1, i1)A2(j2, J2, i2) · · ·Ar(jr, Jr, ir)
)
=
∑
T
CT N
−d/2NF (T )−f(T )
where CT is a constant depending only on T , F (T ) refers to the total number of faces and
f(T ) to the number of fixed faces in a triangulation T . Since the number of edges in the
triangulation is d/2 (because the number of half-edges is d), Euler’s formula for genus gives
us the inequality
1− d/2 + F (T ) ≤ 2
so that
F (T )− d/2− 1 ≤ 0.
Since there must be at least one fixed face, f(T ) ≥ 1 and thus
lim
N→∞
NF (T )−d/2−f(T )
is zero unless f(T ) = 1 and the genus is 2.
If f(T ) = 1, it must be that all half-edges labeled by j1, . . . , jr, i1, . . . , ir bound the same
face. But this means that
E
r∏
s=1
[qs(A1(N), . . . , Ak(N))]js,is =
r∏
s=1
E[qs(A1(N), . . . , Ak(N))]js,is .
It remains to note that by unitary invariance and [Voi91]
E[qs(A1(N), . . . , Ak(N))]js,is =
1
N
Tr(qs(A1(N), . . . , Ak(N))Σ(js, is))→ δjs,isτ(qs)
where τ is the free semicircle law and Σ(a, b) is the matrix
∑
uEa+u,b+u (addition of indices
mod N). 
A similar result also holds for matrices of the form A(N)∗A(N) where A(N) is a random
Gaussian matrix of size N ×M(N) and 0 < limN→∞M(N)/N <∞ normalized so that each
column has total variance 1. We leave details to the reader.
3.3. Asymptotic infinitesimal freeness for random matrices. We are now ready to
state the main result of our paper.
Theorem 3.1. Let A1(N), . . . , Ak(N) be the random matrix ensemble described in either
§3.1 or §3.2. Then for any polynomial p in variables a1, . . . , ak and (eij : 1 ≤ i, j ≤ N0) the
following limits exist:
τ(p) = lim
N→∞
1
N
ETr
(
p(A1(N), . . . , Ak(N), {Eij}N0i,j=1)
)
τ ′(p) = lim
N→∞
ETr
(
p(A1(N), . . . , Ak(N), {Eij}N0i,j=1)
)−Nτ(q).
Furthermore, the variables (a1, . . . , an) and (eij : 1 ≤ i, j ≤ N) are infinitesimally free with
respect to (τ, τ ′).
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Proof. It is not hard to see that under the hypothesis of the Theorem, the assumptions (i)
and (ii) of Lemma 2.1 are satisfied. It thus remains to verify (a) and (b) of Lemma 2.1.
Assume that p is a monomial involving at least one term eij. By Lemma 3.1 or Lemma 3.2,
lim
N→∞
ETr
(
p(A1(N), . . . , Ak(N), {Eij}N0i,j=1)
)
exists. Thus τ(p) = 0, which gives us condition (a).
To verify condition (b), we need to check that if Qj ∈ Alg(a1, . . . , ak) so that τ(Qj) = 0
and Ej in the non-unital algebra generated by e1, . . . , em, τ
′(E1Q1E2Q2 . . . ErQr) = 0. By
linearity, we may assume that each Ej is equal to Es(j),t(j). But by Lemma 3.1 or Lemma 3.2,
the limit of
ETr(E1Q1E2Q2 . . . ErQr)
is a product of terms involving τ(Qj) which are assumed to be zero. 
Because infinitesimal freeness is directly related with freeness we obtain the following:
Theorem 3.2. Let A1(N), . . . , Ak(N) be a random matrix ensemble described in §3.1 or
§3.2. Let νN be the joint law of the matrices (Eij : 1 ≤ i, j ≤ N0) regarded as elements of
the non-commutative probability space (MN×N , 1NTr), and let τ be the limit law of matrices
A1(N), . . . , Ak(N) as N →∞.
Let (A1, . . . , Ak) ∪ (eij : 1 ≤ i, j ≤ N0) ∈ (B, φN) be non-commutative variables so that
(A1, . . . , Ak) have law τ , (eij : 1 ≤ i, j ≤ N0) have law νN , and (A1, . . . , Ak) are free with
respect to φN from (eij : 1 ≤ i, j ≤ N0) (in other words, φN = τ ∗ νN).
Then for any non-commutative polynomial p in variables (a1, . . . , an)∪(eij : 1 ≤ i, j ≤ N0),
E
1
N
Tr
(
p(A1(N), . . . , Ak(N), (Eij)
N0
i,j=1)
)− φN (p(A1, . . . , Ak, (eij)N0i,j=1)) = o(1/N).
This theorem shows that the 1/N correction to the limit law of A1, . . . , Ak occasioned by
perturbing them in an arbitrary way by finite-rank matrices Eij can be computed purely in
terms of free probability: the correction to order 1/N is the same if we were perturbing the
matrices A1, . . . , Ak by freely independent matrices eij viewed in as elements of the space of
N ×N matrices by padding them with zeros. This result in a way explains the occurrence
of free probability machinery (such as subordination functions) in the analysis of outliers in
the spectra of spiked matrices, see e.g. [BBCF14, Cap13].
For an N × N self-adjoint random matrix A let us denote by ηA the empirical spectral
measure E 1
N
∑
j δλj where λ1, . . . , λN are the eigenvalues of A. Let F be a fixed self-adjoint
operator of rank N0 and eigenvalues λ1, . . . , λN0 . Let ν0 = N
−1
0
∑
δλj .
Corollary 3.1. Let A(N) be a random matrix belonging to one of the ensembles described
in §3.1 or §3.2 and let ηA = limN→∞ ηAN . Then with the above notations,
ηA+FN = µ
(
N0
N
ν0 − N −N0
N
δ0
)
+ o(1/N).
4. Some computations: spiked additive and multiplicative perturbations.
Let us now fix deterministic self-adjoint matrices Λ(N) with eigenvalues λ1(N) ≤ · · · ≤
λN(N). We assume that supi,N |λi(N)| < ∞ and that µN = N−1
∑
δλj(N) converge weakly
to a measure µ. Depending on our context, we will either put AN = UΛ(N)U
∗, where
9
U is Haar-distributed random unitary, or assume that AN is a real or complex self-adjoint
Gaussian matrix. Let us also put B =
∑N0
j=1 θjEjj.
4.1. Additive case. Since AN and B are asymptotically infinitesimally free, we can say
that the spectral measure ηN of AN +B will satisfy
ηN = η +
1
N
η′ + o(N−1)
where η and η′ can be computed using type B free convolution [BSh12, Proposition 20]
(the formula for type B convolution can be easily obtained from the usual subordination
formulation of free convolution of two one-parameter families of measures, differentiating
in that parameter). More precisely, we have that the type B law of A(N) is given by
(µ1, µ
′
1) := (µ, 0) and the type B law of B is given by (µ2, µ
′
2) := (0,
∑N0
j=1 δθj −N0δ0). Note
that µ′2 = ∂th2(t) where h2(t) =
∑
j χ[0, θj] and the derivative is taken in distribution sense.
Thus from [BSh12] we see that
(η, η′) = (µ, 0)B (δ0,
N0∑
j=1
δθj −N0δ0).
We immediately get that η = µ and that the Cauchy transform of η′, gη′ is given by
gη′(z) = F
′
µ(z)
(
N0∑
j=1
1
Fµ(z)− θj −N0Gµ(z)
)
,
where Gµ(z) is the Cauchy transform of µ and Fµ(z) = 1/Gµ(z). Moreover, by [BSh12] we
know that η′ belongs to the distribution space M2 (cf. [BSh12]), and in particular is the
derivative of a function h which is itself a difference of two monotone functions.
As in [BSh12] we write
gη′(z) =
∫
1
z − tdη
′(t) = ∂z
∫
log(z − t)dη′(t) = ∂z
∫
1
z − th(t)dz.
We now note that
F ′µ(z)
(
N0∑
j=1
1
Fµ(z)− θj −N0Gµ(z)
)
= ∂z
∫
1
Fµ(z)− th2(t)dt
which as in [BSh12] gives us∫
1
z − th(t)dt =
∫
1
Fµ(z)− th2(t)dt
so that
η′ = ∂th.
Using the expression we have for h2(t), we get∫
1
z − th(t)dt =
∫
1
Fµ(z)− tχ[0,θj ] =
∑
j
log (1− θjGµ(z)) .
Let us now consider several cases.
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4.1.1. Case when µ is the semicircle law. In this case, Gµ(z) = z −
√
z2 − 2. The function
Gµ(z) can be analytically extended to the subset of the real line consisting of the interval
(−√2,√2) as well as the complement of its closure:
Gµ(t) =
{
t−√t2 − 2, |t| > √2
t− i√2− t2, |t| < √2.
Note that the equation Gµ(θ
′
j) = 1/θj only has (a unique) real solution θ
′
j when |θj| ≥ 1/
√
2.
Moreover, |θ′j| ≥
√
2. We will assume that |θj| 6= 1/
√
2 for any j for simplicity.
We now recover h using a kind of Stieltjes inversion formula (which, as was mentioned in
[BSh12], applies in this case) by considering the limit
L(t) = − lim
s↓0
1
pi
∑
j
Im log(1− θjGµ(is+ t)) = − lim
s↓0
1
pi
∑
j
Arg(1− θjGµ(is+ t)).
Thus if t ∈ (−√2,√2), then
L(t) = − 1
pi
∑
j
Arg
(
1− θj(t− i
√
2− t2)
)
.
If |t| > √2, then unless t = θ′j for some j, Arg(1 − θjGµ(is + t)) converges either to 0 or
pi, depending on the sign of the limit 1− θjGµ(is+ t).
It follows that h(t) =
∑
j h
(j)(t) where h(j)(t) = aj(t)+bj(t) where aj and bj are determined
as follows.
(a) |θj| < 1/
√
2: In this case,
aj(t) = − 1
pi
∑
j
Arg
(
1− θj(t− i
√
2− t2)
)
χ[−√2,√2], bj = 0.
In this case aj(t) is monotone decreasing for −
√
2 < t < 1/θj and is increasing for
1/θj < t <
√
2.
(b) |θj| > 1/
√
2: In this case,
aj(t) = − 1
pi
∑
j
Arg
(
1− θj(t− i
√
2− t2)
)
χ[−√2,√2], bj(t) =
{
−1, t < θ′j
0, t > θ′j.
In this case aj(t) is monotone decreasing on (−
√
2,
√
2) and bj(t) is a monotone
increasing function.
Furthermore, the function Arg
(
1− θj(t− i
√
2− t2)) has a branch cut at t = θ′j if |θj| >
1/
√
2.
From this we can deduce the “1/N correction” to the limit law of AN +B. It is given by
the addition of
(4.1)
1
N
 ∑
j:|θj |>1/
√
2
δθ′j −
∑
j
νˆj
 ,
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(1a) (1b)
(1c) (1d)
Figure 1. In this simulation 40 complex Gaussian 100 × 100 random ma-
trices were chosen at random; each was perturbed by a deterministic rank 1
matrix with eigenvalue 4 (in figures 1a, 1b) and 0.4 (in figures 2a, 2b). Eigen-
value distributions of the resulting matrices were averaged. Green represents
predicted eigenvalue density assuming the semicircle law (rescaled by 0.99 to
account for the loss of one eigenvector in figure 1a). Orange represents pre-
dicted eigenvalue density using (4.1). Note that our correction (4.2) has most
of its mass near the edges of the continuous spectrum, giving an improved
prediction for the number of eigenvalues near those edges.
where
(4.2) νˆj =
θj(t− 2θj)
(2θj(t− θj)− 1)
√
2− t2χ[−
√
2,
√
2]dt
is a probability measure if θj > 1/
√
2 and is a signed measure of total mass zero otherwise
(in the latter case, νj is the difference of two positive measures supported on [−
√
2, 2θj] and
[2θj,
√
2], respectively).
4.1.2. GUE matrices. Exactly the same computation works if we replace the matrix AN by
a random Gaussian Hermitian matrix; indeed, because the entries of AN are complex, we
have
1
N
ETr(p(AN)) = τ(p) +O(1/N2)
where τ is the semicircle law (cf. [Joh98, DE06]).
Figure 1 presents the results of numerical simulations.
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4.1.3. GOE matrices. Let us now consider the case that AN is a randomly chosen symmetric
real matrix. This time the type B law of AN is given by (µ1, µ
′
1) = (µ, σ) where µ is the
semicircle law and
σ =
1
4
(δ√2 + δ−√2)−
1
2pi
√
2− t2χ[−
√
2,
√
2](t)dt
(cf. [Joh98, DE06], case β = 1). The Cauchy transforms are:
Gµ(z) = z −
√
2− z2
gσ(z) =
1
4(z −√2) +
1
4(z +
√
2)
− 1
2
√
z2 − 2 .
We therefore obtain that the law ηN of AN +B will satisfy
ηN = η +
1
N
η′ + o(N−1)
where
(η, η′) = (µ, σ)B (δ0,
N0∑
j=1
δθj −Nδ0).
From this we get immediately that η is again the semicircle law, and
gη′(z) = F
′
µ(z)
(
N0∑
j=1
1
Fµ(z)− θj −N0Gµ(z)
)
+ gσ(z).
Repeating much the same analysis as before, we get that the “1/N correction” to the limit
law of AN +B: it is given by the addition of
1
N
 ∑
j:|θj |>1/
√
2
δθ′j −
∑
j
νˆj
+ 1
4
(
δ−√2 + δ√2
)− 1
2pi
√
2− t2χ[−
√
2,
√
2](t)dt
 ,
where as before θ′j is the solution to Gµ(θ
′
j) = 1/θj if |θj| > 1/
√
2 and νˆj is given by (4.2).
4.1.4. Case when µ is a discrete measure. Let us assume now that µ = 1
K
∑K
i=1 δλi . In this
case we can once again extend Gµ to the complement of the set {λj : 1 ≤ j ≤ K} on the
real axis by the formula
Gµ(t) =
1
K
K∑
i=1
1
t− λj .
The equation Gµ(θ
′) = 1/θ may now have multiple solutions. We are once again led to
consider
L(t) = lim
s↓0
1
pi
∑
j
Arg(1− θjGµ(is+ t)).
Since Gµ(z) becomes real when Im(z)→ 0, it follows that L(t) is either 0 or −pi, depending
on the sign of 1− θjGµ(t). As t runs from −∞ to ∞, this sign changes each time we either
go through a pole of Gµ(z) (i.e., t = λi for some i) or if t = θ
′, where θ′ solves Gµ(θ′) = 1/θ.
It follows that the law of AN +B is approximately given by
N − ν(1)
N
µ+
1
N
ν
13
where ν is the measure putting mass 1 on each solution θ′ to Gµ(θ′) = 1/θ.
4.2. Multiplicative case. Let us now assume that C = ΣB∗BΣ where B is an N × p
non-selfadjoint complex Gaussian random matrix with iid entries of variance 2/
√
N and Σ
is a deterministic matrix of size N × N having N0 eigenvalues 0 < θ1/21 ≤ θ1/22 · · · ≤ θ1/2N0
and having the rest of the eigenvalues equal to 1. We assume that p/N → λ ∈ (0,+∞) as
N → ∞. One can again check, as we did with self-adjoint Gaussian random matrices that
B∗B and Σ are asymptotically infinitesimally free. We can again use type B convolution to
compute the law of C to order higher than 1/N .
Let ηCN be the empirical spectral measure of C and write η
C
N = η +
1
N
η′ + o(1/N). Let µ
be the limiting eigenvalue distribution of B∗B; it is the free Poisson (also called Marchenko-
Pastur) law of parameter λ. The type B laws of B∗B and Σ2 are given by, respectively,
by:
(µ1, ν1) = (µ, 0) and (µ2, ν2) = (δ1,
N0∑
j=1
(δθj − δ1)).
Because of infinitesimal freeness, we get that
(η, η′) = (µ1, ν1)B (µ2, ν2).
Let us denote by ψ the ψ-transform, related to the Cauchy transform:
ψν =
∫
tz
1− tz dν(t) =
1
z
Gν
(
1
z
)
− 1.
Then
ψµ2 =
z
1− z , ψν1 = 0.
The appropriate analogs of subordination functions for multiplicative convolution (see e.g.
the last section of [BSh12]) satisfy:
ω1(z) = z,
ω2(z)
1− ω2(z) = ψµ(z).
By [BSh12] we immediately get:
η = µ1  µ2 = µ
and
ψη′(z)
z
=
ψν2(ω2(z))
ω2(z)
ω′(z) =
∫
t
1− ω2(z)tω
′
2(z)dν2(t) = −∂z
∫
log(1− ω2(z)t)dν2(t)
= −∂z
∑
j
log
(
1− ω2(z)θj
1− ω2(z)
)
= −∂z
∑
j
log (1 + ψµ(z)(1− θj)) .
The left-hand size is the same as ∫
t
1− ztdη
′(t),
so that if we suppose that (in the sense of distributions) dη′(t) = h′(t)dt, we get that the left
hand side is
ψη′(z)
z
=
∫
t
1− zth
′(t)dt = ∂z
∫
z
1− zth(t)dt.
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From this we get: ∫
1
1/z − th(t)dt = −
∑
j
log (1 + ψµ(z)(1− θj)) .
Substituting 1/z for z we get
Gη′(z) =
∫
1
t− zh(t)dt =
∑
j
log (1 + ψµ(1/z)(1− θj))
=
∑
j
log (1 + ψµ(1/z)(1− θj)) .
Once again, we can recover h using a kind of Stietjes inversion formula, involving
L(t) = − lim
s↓0
1
pi
∑
j
Im log (1 + ψµ(1/z)(1− θj))
= − lim
s↓0
1
pi
∑
j
Arg (1 + ψµ(1/(s+ it))(1− θj)) .
For µ the free Poisson law of parameter λ, φµ(1/z) = zGµ(z)−1 can be continued analytically
to the real axis excluding the set {(1−√λ)2, (1 +√λ)2}:
ψµ(1/t) =
1
2
{
−1− λ+ t−√(1 + λ− t)2 − 4λ, t /∈ [(1−√λ)2, (1 +√λ)2];
−1− λ+ t− i√4λ− (1 + λ− t)2, otherwise.
The analysis is now similar to the additive case, so we only provide a brief sketch.
If t is outside the interval [(1−√λ)2, (1+√λ)2], then L(t) is either 0 or pi depending on the
sign of 1+ψµ(1/t)(θj−1), which changes when t = θ′j is a solution to 1+ψµ(1/z)(1−θj) = 0.
This equation is equivalent to
1− ω2(1/θ′j)θj
1− ω2(1/z) = 0
which in turn is equivalent to
ω2(1/θ
′
j) = 1/θj
(compare Theorem 2.3 of [BBCF14]).
It follows that the 1/N correction η′ to η consists of a certain (possibly signed) measure
supported on [(1−√λ)2, (1 +√λ)2] (whose density is the derivative of L(t)), together with
point masses at each solution to
ω2(1/θ
′
j) = 1/θj
in accordance with the results of [BBP05, Cap13, BBCF14].
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