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Einleitung
Ziel der Diplomarbeit ist die Simulation der Pr￿fungsordnung f￿r den neuen Bache-
lorstudiengang Informatik der Johann Wolfgang Goethe Universit￿t Frankfurt am
Main. Mit Hilfe der Simulation sollen Entscheidungen und Festlegungen, die vor der
Einf￿hrung neuer Studieng￿nge oder neuer Pr￿fungsordnungen zu tre￿en sind, auf
praktische Tauglichkeit ￿berpr￿ft werden.
F￿r die Simulation der Pr￿fungsordnung wird die Constraint-logische Programmier-
sprache, ECLiPSe benutzt. Constraint-logische Programmiersprachen (Constraint
Logic Progamming languages, CLP) sind [ThSl97] eine Familie von Programmier-
sprachen, die Ende der achtziger Jahre als nat￿rliche Fusion zweier deklarativen
Paradigmen entstand, aus der Logik und der Constraint Programmierung. Wir wer-
den in dieser Arbeit zun￿chst die logische Programmierung und anschlie￿end die
Constraint Programmierung erl￿utern, bevor wir mit der Simulation der Pr￿fungs-
ordnung mit ECLiPSe beginnen.
Logische Programmierung wird oft auch als wissensbasierte Programmierung be-
zeichnet [Ram95]. In der Sprache der Logik besteht das Wissen aus einer Menge von
wahren Aussagen. Gibt der Benutzer eine Behauptung in ein Logik Programm, so
versucht das System sie auf der Grundlage des Wissens als richtig oder falsch zu
beweisen. Es wird versucht auf der Basis von Wissen ￿ber einen speziellen Problem-
bereich Schlussfolgerungen zu ziehen.
Pr￿dikatenlogik wird in der logischen Programmierung zur Beschreibung des zu l￿-
senden Problems und dessen maschinelle Bearbeitung angewendet. Ein wichtiger Ver-
treter der logischen Programmiersprachen ist Prolog. Prolog gilt als die am meisten
eingesetzte und bekannteste logische Programmiersprache im Teilgebiet der Informa-
tik, k￿nstliche Intelligenz.
Gegenstand der Constraint Programmierung ist es, mit Hilfe formaler Constraints
reale Objekte und deren Wechselbeziehungen f￿r ein vorgegebenes Problem so zu
modellieren, dass das dabei entstehende, formale Modell direkt als Programm zur
L￿sung des Problems eingesetzt werden kann. Constraint Programmierung wurde zu
Beginn in der Bilderkennung eingesetzt [BartÆk99], wobei Objekte auf der Basis von
Linienzeichnungen erkannt werden sollten.
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Mit einer Verbindung von Constraint-Techniken und der, in logischen Programmier-
sprachen integrierten Suchmethoden werden in der Wirtschaft und Technik verschie-
dene Probleme e￿zient und deklarativ modelliert und behandelt. ECLiPSe entstand
mit der Einbettung von Constraint-Techniken in die Logische Programmiersprache
Prolog. Dabei werden Methoden der Constraint Programmierung verwendet, um den
L￿sungsraum einzuschr￿nken, bevor man durch einen Suchschritt Alternativen er-
probt. Viele der heute verwendeten Systeme der Constraint Programmierung sind
Erweiterungen von logischen Programmiersprachen z.B. CHIP, ECL iPSe, Prolog III.
Auch in anderen Programmiersprachen u. a. objektorientierte und funktionale Pro-
grammiersprachen wurden Constraints erfolgreich eingebettet.
1.1 ￿bersicht
In diesem Abschnitt erl￿utern wir kurz, wie die vorliegende Arbeit gegliedert ist.
Er soll einen ￿berblick geben, welche Themen der Informatik wichtig sind, um die
Arbeitsweise von ECLiPSe und somit die L￿sung des behandelten Problems zu ver-
stehen.
In Kapitel 2 wird Pr￿dikatenlogik, deren Syntax und Semantik eingef￿hrt. Auf
Grundlage dessen wird in Kapitel 3 die Logische Programmierung mit Prolog er-
l￿utert. Anschlie￿end befassen wir uns in Kapitel 4 mit Constraint Programmierung.
In Kapitel 5 wollen wir einen allgemeinen Ansatz der Constraint-logischen Program-
mierung vorstellen. Nach einer kurzen Einf￿hrung in ECLiPSe werden wir in Kapitel
7 zur Beschreibung und Simulation der Studienordnung ￿bergehen. Kapitel 8 ist eine
Zusammenfassung dieser Arbeit. Im Anhang ￿ndet man den Teil der Studienordnung,
der f￿r die Simulation relevant ist und das Simulationsprogramm.Kapitel 2
Pr￿dikatenlogik erste Stufe
Die Pr￿dikatenlogik erster Stufe (PL1) ist heute die am besten untersuchte und in
der Anwendung am weitesten verbreitete Logik [EiOh]. Sie dient dar￿ber hinaus als
Basis f￿r viele andere Logiken, die in der K￿nstlichen Intelligenz und bei der
Beschreibung von Programmen und Prozessen eine Rolle spielen.
Die Pr￿dikatenlogik erster Stufe ist eine Erweiterung, der heute als die logische
Basis der Digitaltechnik geltenden Aussagenlogik, wobei Quantoren, Funktions-
und Pr￿dikatsymbole hinzukommen. Aussagen wie,
￿Die Sonne scheint￿
die in der Aussagenlogik atomar sind, werden in der Pr￿dikatenlogik in Terme
(sonne) und Pr￿dikate (scheint) aufgel￿st und dargestellt als: scheint(sonne).
Die Eigenschaften und Relationen von Objekten werden durch Pr￿dikatensymbole
und Funktionssymbole beschrieben. Geltungsbereiche der Relationen und
Eigenschaften werden durch Quantoren bestimmt. Durch diese Konzepte sind
Sachverhalte beschreibbar, die im Rahmen der Aussagenlogik nicht formuliert
werden k￿nnen. In der Aussagenlogik, auch Pr￿dikatenlogik der Stufe Null genannt
(PL0), ist es z.B. nicht m￿glich auszudr￿cken, dass gewisse Objekte in Beziehung
zueinander stehen. Es ist ebenfalls nicht m￿glich auszudr￿cken, dass eine
Eigenschaft f￿r alle Objekte einer Menge gilt oder dass ein Objekt mit einer
bestimmten Eigenschaft existiert.
Wir k￿nnen in PL1 beispielsweise folgende Aussagen wie folgt formulieren.
Alle Menschen sind sterblich: ∀x(mensch(x) → sterblich(x))
Es gibt sterbliche Menschen: ∃x(mensch(x) ∧ sterblich(x))
Pr￿dikatenlogik f￿hrt zus￿tzlich noch Variablen ein, die f￿r noch nicht bekannte
Objekte des so genannten Diskursbereichs (Dom￿ne) stehen. Diese Variablen
￿hneln den aus der Mathematik bekannten. Sie sind nicht zu verwechseln mit
Variablen in prozeduralen Programmiersprachen, die f￿r Speicherstellen stehen.
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2.1 Syntax der Pr￿dikatenlogik erster Stufe
Die Menge der Elemente einer formalen Sprache wird als Signatur oder auch Alpha-
bet bezeichnet. Die Signatur der Pr￿dikatenlogik erster Stufe (PL1) besteht, nach
[Ram95] , aus:
• einer Menge von Variablen: x,y,z,...,
• einer Menge von Konstanten: a,b,c,...,
• einer Menge von Funktionssymbolen: f,g,h,...,
• einer Menge von Pr￿dikatensymbolen (Relationssymbolen): P,Q,R,...,









Jedem Funktions- und jedem Pr￿dikatensymbol ist eindeutig eine Stelligkeit k > 0
zugewiesen, welche die Anzahl ihrer Argumente angibt.
2.1.1 Terme
Die Menge der pr￿dikatenlogischen Terme bezeichnen Objekte und k￿nnen wie folgt
induktiv de￿niert werden [hamb02]:
1. Jede Variable ist ein Term.
2. Jede Konstante ist ein Term.
3. Falls f ein Funktionssymbol der Stelligkeit k ist, und falls t1,...,tk Terme sind,
so ist f(t1,...,tk) ein Term.
4. Es gibt keine anderen Terme, als die, die durch endliche Anwendung der Schrit-
te 1 bis 3 erzeugt werden. Konstanten- und Variablensymbole sind Terme.
Terme, die keine Variablensymbole enthalten, bezeichnet man als Grundterme.
Terme entsprechen Objekten, ￿ber die Aussagen formuliert werden sollen.9
2.1.2 Formeln
Atome bestehen aus Zeichenfolgen und sind logisch unzerlegbare Ausdr￿cke.
Die Menge der pr￿dikatenlogischen Terme ist wie folgt induktiv de￿niert:
1. Alle Atome sind Formeln.
2. Wenn F und G Formeln sind und x ein Variablensymbol ist, dann sind auch
¬F, F ∧ G, F ∨ G, F → G, F ↔ G, ∀F und ∃F Formeln.
Um Klammern zu sparen, vereinbart man folgende Bindungspriorit￿t:
¬,∧,∨,→,↔
wobei ¬ am st￿rksten bindet.
Komplexe Aussagen werden mit Junktoren und Quantoren aus atomaren Formeln
zusammengesetzt. In der Pr￿dikatenlogik erster Stufe wird nur ￿ber Variablen und
Konstanten quanti￿ziert. In h￿heren Stufen kann ￿ber Funktionen und Pr￿dikate
quanti￿ziert werden.
Eine Variable x hei￿t gebunden, wenn sie in einem Geltungsbereich eines Quantors
vorkommt. Sie hei￿t frei, wenn sie nicht gebunden ist.
Beispiel:
￿Jeder Mensch liebt einen Anderen￿ k￿nnte in PL1, mit Hilfe von All- bzw.
Existenz-Quantoren, wie folgt geschrieben werden:
∀ x(mensch(x) → ∃y(mensch(y) ∧ liebt(x,y)))
| {z }
Geltungsbereich von ∃ | {z }
Geltungsbereich von ∀
2.2 Semantik von PL1
Die Semantik einer formalen Sprache ordnet den syntaktischen Elementen eine Be-
deutung zu. Die Semantik der PL1 wird durch die Angabe einer Interpretationsstruk-
tur de￿niert.
De￿nition
Eine Struktur ist ein Paar S = (U,I), wobei U (Universum, Grundmenge, Dom￿ne)
eine beliebige, nicht leere Menge ist und I eine Interpretation (Abbildung) ist.
Dabei bildet I
• Variablen und Konstanten auf Elemente der Grundmenge U,
• k-stellige Funktionssymbolen auf k-stellige Funktionen ￿ber U,10
• k-stellige Pr￿dikatensymbole auf Mengen von k-Tupeln ￿ber U und
• pr￿dikatenlogische Formeln auf Wahrheitswerte (wahr und falsch) ab.
Wir sagen eine Struktur S ist passend zu einer Formel F, falls I f￿r alle in F
vorkommenden Konstanten, Funktions-, Pr￿dikaten- und Aussagensymbole sowie
alle freien Variablen de￿niert ist.
De￿nition
Sei F eine Formel und S eine zu F passende Struktur. Die Interpretation von
Termen, zusammengesetzten Termen und atomaren Formeln wird folgenderma￿en (
[hamb02]) de￿niert:
• F￿r jede Variable x ist: S(x) = I(x),
• F￿r jede Konstante a ist: S(a) = I(a),
• F￿r jede Formel P ist: S(P) = I(P),
• F￿r jede k Terme t1,...,tk und jedes k-stellige Funktionssymbol ist:
S(f(t1,...,tk)) = I(f)(S(t1),...,S(tk))
I(f) ist eine k-stellige Funktion ￿ber U. Diese Funktion wird auf die Liste von
Objekten angewendet, die bei der Auswertung der Terme entsteht.




1 falls I(t1),...,I(tn) ∈ I(P)
0 sonst
(2.1)
Die Interpretation zusammengesetzter Formeln wird wie folgt bestimmt.
De￿nition
F￿r alle quantorenfreien Formeln F und G, zu denen S passt, ist
1. Falls G die Form ¬H hat, dann gilt S(G) = 1, genau dann wenn S(H) = 0,
und S(G) = 0 sonst.
2. Falls G die Form H ∧ J hat, dann gilt S(G) = 1, genau dann wenn S(H) =
S(J) = 1, und S(G) = 0 sonst.
3. Falls G die Form H ∨ J hat, dann gilt S(G) = 1, genau dann wenn S(H) = 1
oder S(J) = 1, und S(G) = 0 sonst.
4. Falls G die Form H → J hat, dann gilt S(G) = 1, genau dann wenn S(H) = 0
oder S(J) = 1, und S(G) = 0 sonst.11
5. Falls G die Form H ↔ J hat, dann gilt S(G) = 1, genau dann wenn S(H) =
S(J), und S(G) = 0 sonst.
Mit der Erl￿uterung von Interpretation komplexer Formeln mit Quantoren wollen
wir alle pr￿dikatenlogische Formeln behandelt haben. F￿r die Interpretation von
Formeln mit Quantoren muss man die freien Variablen in der Formel eliminieren.
Dies geschieht mit der Substitution.
De￿nition
Eine Substitution ist eine Folge von Ersetzungen x/t einer Variablen x durch einen
Term t, wobei x in t nicht vorkommt. Dabei bezeichnet:
• tx/t den Term, der entsteht, wenn jedes Vorkommen von x durch den Term t
ersetzt wird, Fx/t ist die Formel, die aus F in diesem Fall entsteht,
• Sx/t = (U,Ix/t) diejenige Struktur, die x als t interpretiert und ansonsten
komplett mit S ￿bereinstimmt.
Eine Substitution kann auch als Folge von Ersetzungen beschrieben werden, wenn
sie mehreren Variablen einen Wert aus U zuordnet.
Nun zur Interpretation von Formeln mit Quantoren:
De￿nition
F￿r jede Variable x und jede Formel F, so dass S zu ∀xF und ∃xF passt, ist
S(∀xF) =






1 falls es ein d ∈ Ugilt : S[x/d](F) = 1
0 sonst
(2.3)
Es muss erw￿hnt werden, dass wenn zwei zu einer Formel passende Strukturen
(bez￿glich des Universums und der Interpretationen aller verf￿gbaren Symbole und
freien Variablen der Formel) ￿bereinstimmen, dann liefern sie auch f￿r die Formel
denselben Wert.
De￿nition
Eine zu einer Formel F passende Interpretationsstruktur S = (U,I) hei￿t ein
Modell f￿r F, falls I(F) = 1 bzw. wenn I die Formel wahr macht.
Beispiel [Ram95] :
Die Formel g(f(x,a),x) mit der Interpretation:
• Das Universum besteht aus den nat￿rlichen Zahlen,12
• f steht f￿r die Addition,
• g steht f￿r ￿ >￿ ,
• Die Formel g(f(x,a),x) steht f￿r x + a > x.
F￿r die Belegung der Konstanten a mit 0 existiert kein Modell f￿r die Formel, denn
x + 0 > x ist eine falsche Aussage.
Wenn im obigen Beispiel das Universum aus den nat￿rlichen Zahlen ohne die Null
bestehen w￿rde, so w￿rde es f￿r jede Belegung von x und a ein Modell f￿r die
Formel geben. Die Formel w￿rde in diesem Fall unendlich viele Modelle haben.
Formeln k￿nnen nach ihrer Eigenschaft klassi￿ziert werden [Uwe00] .
De￿nition
Eine Formel hei￿t
• allgemeing￿ltig (Tautologie), wenn sie von jeder Interpretation erf￿llt wird,
• erf￿llbar, wenn sie von wenigstens einer Interpretation erf￿llt wird,
• unerf￿llbar (widerspr￿chlich), wenn sie von keiner Interpretation erf￿llt wird.
Aus dieser De￿nition folgt der folgende Zusammenhang: Eine Formel ist genau
dann allgemeing￿ltig, wenn ihre Negation ( ¬F ) unerf￿llbar ist.
2.2.1 Semantische ˜quivalenz
In den n￿chsten Abschnitten spielen ˜quivalenzen eine bedeutende Rolle. Es stellt
sich die Frage, wann zwei Formeln ￿quivalent sind.
De￿nition Zwei Formeln G und F sind (logisch) ￿quivalent, falls f￿r jede Struktur
S, die zu F und G passt, gilt:
S(F) = S(G).
Es existieren folgende wichtige semantische ˜quivalenzen f￿r PL1:
(P ∧ P) ≡ P (Idempotenz)
(P ∨ P) ≡ P (Idempotenz)
(P ∧ Q) ≡ (Q ∧ P) (Kommutativit￿t von ∧)
(P ∨ Q) ≡ (Q ∨ P) (Kommutativit￿t von ∨)
(P ∨ (Q ∨ R)) ≡ ((P ∨ Q) ∨ R) ≡ (P ∨ Q ∨ R) (Assoziativit￿t von ∨)
(P ∧ (Q ∧ R)) ≡ ((P ∧ Q) ∧ R) ≡ (P ∧ Q ∧ R) (Assoziativit￿t von ∧)
(P ∨ (Q ∧ R)) ≡ ((P ∨ Q) ∧ (P ∨ R)) (Erste Distributivgesetz)
(P ∧ (Q ∨ R)) ≡ ((P ∧ Q) ∨ (P ∧ R)) (Zweite Distributivgesetz)
¬(¬(P) ≡ P (doppelte Negation)
(¬(P ∨ Q)) ≡ (¬P) ∧ (¬Q) (de Morgan Regel)13
(¬(P ∧ Q)) ≡ (¬P) ∨ (¬Q) (de Morgan Regel)
(P → Q) ≡ (¬P) ∨ Q (Ersetzung von Implikation)
¬∀xP ≡ ∃x¬P
¬∃xP ≡ ∀x¬P
(∀xP ∧ ∀xQ) ≡ ∀(P ∧ Q)
(∃xP ∨ ∃xQ) ≡ ∃(P ∨ Q)
2.2.2 Klauselnormalform
Es w￿re f￿r die Praxis w￿nschenswert, wenn alles, was wir in Pr￿dikatenlogik sagen
k￿nnen, nur auf eine Art und Weise zu formulieren ist. Deshalb werden
Einschr￿nkungen auf Aussagen gemacht, so dass nur bestimmte Aussageformen
erlaubt sind.
Eine Menge von Formeln der Pr￿dikatenlogik kann in eine semantisch ￿quivalente
Menge von Klauseln transformiert werden, indem oben angegebene ˜quivalenzen
verwendet werden. Dabei sind Klauseln implizit UND- verkn￿pft. Klauseln sind
Mengen von Literale, die implizit ODER- verkn￿pft sind. Literale sind atomare
Formeln oder negierte atomare Formeln. Alle Variablen in Klauseln sind implizit
all-quanti￿ziert.
Wir wollen im Folgenden die Umwandelung einer Pr￿dikatenlogischen Formel in
Klauselnormalform anhand eines Beispiels erl￿utern.
Ausgangsformel:
∀x((∀yP(x,y)) → ¬(∀y(Q(x,y) → R(x,y))))
Schritt 1 ˜quivalenzen und Implikationen entfernen: Wir eliminieren → und
erhalten
∀x(¬(∀yP(x,y)) ∨ ¬(∀y(¬Q(x,y) ∨ R(x,y))))
Schritt 2 Negationen, soweit es m￿glich ist, in die Formel ziehen: Wir verteilen die
Negationen, so dass jede Negation nur auf ein Atom wirkt, und erhalten
∀x(∃y¬P(x,y) ∨ (∃yQ(x,y) ∨ ¬R(x,y)))
Schritt 3 Quantoren ganz nach vorn (￿pr￿nex- Normalform￿) bringen: Wir
benennen die Variablen um, sodass jede Variable nur einmal quanti￿ziert wird, und
erhalten
∀x(∃y¬P(x,y) ∨ (∃zQ(x,z) ∧ ¬R(x,z)))
Schritt 4 Existenz- Quantoren beseitigen (Skolemisierung): Wir eliminieren alle
existentiellen Quantoren. Wenn ein existentieller Quantor nicht im Geltungsbereich
eines universellen Quantors vorkommt, ersetzen wir jedes Auftauchen der
quanti￿zierten Variablen durch eine bisher nicht verwendete Konstante.14
∃xP(x) → P(a)
Wenn ein existentieller Quantor im G￿ltigkeitsbereich universeller Quantoren
vorkommt, dann ist es m￿glich, dass die existentiell quanti￿zierte Variable von den
universell quanti￿zierten abh￿ngt. Wir ersetzen sie daher durch eine bisher nicht
verwendete Funktion der universell quanti￿zierten Variablen.
∀x(∃yP(x,y)) → ∀xP(x,f(x))
Die Formel, die man nach diesen Umformungsschritten erh￿lt, ist nicht mehr
￿quivalent, aber erf￿llbarkeits￿quivalent zur Ausgangsformel. Diese Form wird auch
Skolemform genannt.
Ergebnis f￿r das Beispiel:
∀x(¬P(x,f1(x)) ∨ (Q(x,f2(x)) ∧ ¬R(x,f2(x))))
Schritt 5 Konjunktive Normalform herstellen: Alle verbleibenden Variablen sind
nun universell quanti￿ziert. Wir k￿nnen die universellen Quantoren daher auch
fortlassen. Alle Variablen werden implizit als universell quanti￿ziert betrachtet.
¬P(x,f1(x)) ∨ (Q(x,f2(x)) ∧ ¬R(x,f2(x)))
Schritt 6 All-Quantoren auf Klauseln verteilen: Wir bringen den Satz in
konjunktive Normalform d.h. eine Konjunktion von Disjunktionen.
(¬P(x,f1(x)) ∨ Q(x,f2(x))) ∧ (¬P(x,f1(x)) ∨ ¬R(x,f2(x)))
Schritt 7 Entfernen von Operatoren durch schreiben als Mengen: Wir eliminieren
alle konjunktiven Verkn￿pfungen und schreiben die Konjunktion als eine Menge
von Klauseln.
{{¬P(x,f1(x)),Q(x,f2(x))}{¬P(x,f1(x)),¬R(x,f2(x))}}




Wenn wir eine Ansammelung wahrer pr￿dikatenlogischer Aussagen haben, auch
Axiome genannt, dann wollen wir wissen, welche neuen wahren Aussagen sich als
Konsequenz aus ihnen ergeben. Um Fragen dieser Art zu beantworten, werden
Verfahren angewendet, die wir mit Inferenzverfahren, Deduktionsverfahren oder
Herleitungsverfahren bezeichnen. Ziel dieser Verfahren ist die e￿ziente
Konstruktion von Folgerungen aus gegebenen Formeln auf rein syntaktischer Basis.15
De￿nition
Eine Formel G folgt logisch aus einer Formel F (einer Formelnmenge) falls f￿r jede
Struktur S, die zu F und G passt, gilt:
Wenn S ein Modell f￿r F ist, dann ist S auch ein Modell f￿r G. Wir schreiben
F |= G.
Einen wichtigen Zusammenhang zwischen der semantischen und syntaktischen
Folgerungsbeziehung stellt der folgende, als Deduktionstheorem bekannte, Satz
[MSS04] .
Satz:
F￿r alle Formeln F und G gilt: F |= G genau dann, wenn (F → G) ￿ber alle
Interpretationsstrukturen allgemeing￿ltig (Tautologie) ist.
Beweis:
Um die ˜quivalenz der beiden Aussagen zu zeigen, pr￿fen wir, ob eine Aussage die
andere impliziert (￿⇒￿) und umgekehrt.
1. Zu zeigen ist ￿F |= G ⇒ (F → G ist allgemeing￿ltig)￿
Es gelte F |= G.
Sei I eine beliebige Interpretation.
Wenn F in I wahr ist, dann ist auch G wahr, nach Annahme.
Damit ist aber auch die Formel F → G in I wahr.
Wenn F in I falsch ist, dann ist die Formel F → G in I wahr.
Also gilt F → G in allen Interpretationen I.
Damit ist F → G allgemeing￿ltig.
2. Zu zeigen ist ￿(F → G ist allgemeing￿ltig) ⇒ F |= G ￿
Es gelte F → G ist allgemeing￿ltig.
Sei I eine beliebige Interpretation.
Wenn I die Formel F erf￿llt, dann gilt dies auch f￿r G, da F → G allgemeing￿ltig
ist. Da die Interpretation beliebig gew￿hlt war und f￿r alle Interpretationen gilt,
gilt somit auch F |= G 2
Die Semantische Folgerung wird somit auf die Unerf￿llbarkeitsfrage reduziert.
2.2.4 Unentscheidbarkeit von PL1
Wir wollen in diesem Abschnitt die Begri￿e Entscheidbarkeit und semi-
Entscheidbarkeit erl￿utern. Dabei wollen wir weder Beweise f￿hren noch ins Detail
gehen.16
De￿nition
Unter Entscheidbarkeit von Problemen verstehen wir die Existenz eines
deterministischen Verfahrens (Algorithmus), welches auf die Eingabe einer
Fragestellung des Problems nach endlich vielen Schritten stets terminiert und die
L￿sung mit ￿ja￿ oder ￿nein￿ liefert.
In der Pr￿dikatenlogik gibt es erf￿llbare Formeln, die nur unendlich viele Modelle
besitzen. Es ist dadurch nicht m￿glich auf nat￿rlicher Art z.B. mit Hilfe der
Wahrheitstafelmethode alle m￿glichen Strukturen in endlicher Zeit zu betrachten
und zu pr￿fen, ob Formeln erf￿llbar sind. Die Frage, ob eine gegebene Formel in
PL1 allgemeing￿ltig ist, ist unentscheidbar. Dies wird in [Uwe00] mit Hilfe des so
genannten Postschen Korrespondenzproblem bewiesen.
Aus der Tatsache, dass Allgemeing￿ltigkeit einer Formel in PL1 nur mit der
Unerf￿llbarkeit ihrer Negation m￿glich ist, kann gezeigt werden, dass auch
Erf￿llbarkeit nicht entscheidbar sein kann. Denn die Existenz eines Verfahrens f￿r
die Erf￿llbarkeit w￿rde zur Existenz eines Verfahrens f￿r die Allgemeing￿ltigkeit
f￿hren.
De￿nition
Ein Problem hei￿t semi-Entscheidbar, wenn man einen Algorithmus angeben kann,
der genau auf denjenigen Eingaben nach endlicher Zeit terminiert, f￿r die die
zugrunde liegende Fragestellung des Problems mit ￿ja￿ zu beantworten ist.
Sowohl Allgemeing￿ltigkeit als auch Unerf￿llbarkeit von Formeln in PL1 ist
semi-Entscheidbar. Der so genannte Gilmore Algorithmus liefert ein semi-
entscheidbares Verfahren f￿r die Unerf￿llbarkeit von Formeln in der PL1 in
Skolemform [Uwe00] .
2.2.5 Uni￿kation und Pr￿dikatenlogische Resolution
Wir wollen in diesem Abschnitt ein semi-Entscheidungsverfahren, Resolution, f￿r
die Unerf￿llbarkeit pr￿dikatenlogischer Formeln vorstellen, das in der vorliegenden
Arbeit von Bedeutung ist. Bevor wir Resolution einf￿hren, wollen wir zun￿chst den
Begri￿ Uni￿kation erl￿utern.
Uni￿kation
Man versteht unter Uni￿kation zweier Terme eine solche Substitution der in ihnen
vorkommenden Variablen durch Terme, dass beide identische Zeichenfolgen sind.
Zwei Terme T1 und T2 k￿nnen durch Substitution von Variablen unter folgenden
Umst￿nden gleichgemacht werden:
• Sind T1 und T2 Konstanten, dann uni￿zieren sie nur, wenn sie das gleiche
Objekt sind.17
• Ist T1 eine Variable, dann kann T2 beliebig sein, beide uni￿zieren. T1 wird zu
T2 substituiert.
• Sind T1 und T2 zusammengesetzte Terme, dann erfolgt eine Uni￿kation nur
dann, wenn beide den gleichen Funktor haben und alle einander entsprechenden
Argumente ihrerseits uni￿zieren.
F￿r Uni￿kation von Variablen muss gelten:
• sind beide Variablen ungebunden, dann stehen sie f￿r den gleichen Wert, d. h.
erh￿lt eine Variable einen Wert, wird dieser automatisch der zweiten Variablen
zugewiesen.
• ist eine Variable gebunden und die andere nicht, so erh￿lt die freie Variable
den Wert der gebundenen.
• sind beide Variablen gebunden, so ist die Uni￿kation gleich der von Termen.
De￿nition
Eine Substitution, die eine Menge von Literalen bis auf ihr Vorzeichen syntaktisch
gleich macht, hei￿t Uni￿kator. Eine Substitution sub hei￿t allgemeinster
Uni￿kator f￿r eine Menge von Literalen, genau dann wenn
1. sub ein Uni￿kator f￿r die Menge der Literalen ist und
2. zu jedem Uni￿kator sub eine Substitution
sub00
existiert, so dass gilt:
sub = sub00(sub)
Anders formuliert sub ist ein allgemeinster Uni￿kator, genau dann, wenn jeder
Uni￿kator sich durch Spezialisierung aus ihm gewinnen l￿sst.
Wir m￿chten an dieser Stelle nur erw￿hnen, dass jede uni￿zierbare Literalmenge
laut Uni￿kationssatz von Robinson [KI02] einen allgemeinsten Uni￿kator hat, so
dass man einen Algorithmus angeben kann, der stets terminiert und den
allgemeinen Uni￿kator liefert.
Pr￿dikatenlogische Resolution
Resolution ist eine der wichtigsten Inferenzmethoden, da sie das mechanische
Beweisen von Aussagen aus einer vorgegebenen Formelmenge erlaubt und damit f￿r
die Praxis interessant ist.18
Im den kommenden Kapiteln werden wir uns nur mit einer Variante der Resolution
(SLD- Resolution) besch￿ftigen. Wir werden deshalb eine kurze Einf￿hrung in die
allgemeine Pr￿dikatenlogische Resolution machen, bevor wir im n￿chsten Kapitel
mit der logischen Programmierung fortfahren.
Bei der Resolution wird zun￿chst die Negation ¬F der zu beweisenden Formel F
angenommen. Es wird anschlie￿end nachgewiesen, dass die Konjunktion aus den
vorgegebenen Formelmengen und ¬F unerf￿llbar ist. Aufgrund der Annahme, dass
die Formelmenge wahr ist, wird die Unwahrheit von ¬F und damit die Wahrheit
von F erschlossen.





schlie￿en. Denn entweder ist P wahr, dann muss R wahr sein, oder P ist falsch,
dann muss Q wahr sein. Somit ist in jedem Fall Q ∨ R wahr.
De￿nition
Wenn (P1 ∪ Q) und (P2 ∪ ¬Q) Klauseln sind und wenn in (P1 ∪ P2) keine Variable
negiert und nicht negiert vorkommt, so hei￿t (P1 ∪ P2) Resolvente von (P1 ∪ Q)
und (P2 ∪ ¬Q).
Es wird mit einem positiven und einem negativen Literal resolviert, wobei der
Uni￿kator auf alle Literale der Resolvente angewandt wird. Die Resolvente enth￿lt
alle Literale der beiden Ausgangsklauseln ohne die Literale, mit denen resolviert
wurde.
Es wird mit einem positiven und einem negativen Literal resolviert, wobei der
Uni￿kator auf alle Literale der Resolvente angewandt wird. Die Resolvente enth￿lt
alle Literale der beiden Ausgangsklauseln ohne die Literale, mit denen resolviert
wurde.
Der Beweis f￿r die Unerf￿llbarkeit der pr￿dikatenlogischernFormel F aus einer
vorgegebenen Formelmenge S mittels Resolution verl￿uft wie folgt:
Wir transformieren die Formelmenge S und die Negation (¬F) der zu beweisenden
Formel in Klauselnormalform (siehe oben). Wir vereinigen beide Klauselmengen
und ordnen Klauseln so an, dass die nicht negierten Literale links und die negierten
rechts stehen. Taucht in zwei Klauseln dasselbe Literal in entgegen gesetzten Seiten
auf, dann wird resolviert. Tre￿en zwei Klauseln mit jeweils einem Literal so
aufeinander, so entsteht die leere Klausel (2) die Widerspruchsklausel genannt
wird. Das Verfahren terminiert und F ist unerf￿llbar. Anderenfalls wird erneut
versucht eine neue Resolvente zu ￿nden. Wenn keine neuen Resolventen gebildet
werden k￿nnen, so ist F erf￿llbar.19
Beispiel:
Gegeben: Eine Formel in KNF
(¬C ∨ A) ∧ C ∧ (¬A ∨ ¬B ∨ ¬D) ∧ B ∧ (¬G ∨ D) ∧ G ∧ ¬E
Die Resolutionsableitung kann als Baum von Klauseln in der Mengendarstellung
wie folgt dargestellt werden:
Abbildung 2.1:
Die Begri￿e Vollst￿ndigkeit und Korrektheit einer Ableitungsregel spielen eine
zentrale Rolle.
De￿nition
• Ein Beweisverfahren hei￿t vollst￿ndig, wenn jede logische Folgerung einer
Formel F aus einer Formelmenge mit Hilfe der Ableitungsregel gezeigt werden
kann.
• Ein Beweisverfahren hei￿t korrekt, wenn jede Formel F, die aus einer
Formelmenge mit Hilfe des Verfahrens abgeleitet wird, auch eine logische
Folgerung ist.
Pr￿dikatenlogische Resolution ist nach [hamb02] korrekt und vollst￿ndig. Wir
k￿nnen also immer mittels Resolution die Unerf￿llbarkeit einer Formel zeigen, wenn
sie tats￿chlich unerf￿llbar ist. Die Resolution sagt jedoch nicht, welche der
verschiedenen M￿glichkeiten der Uni￿kation und der Resolventenbildung als
n￿chstes angewendet werden. Daraus entstehen folgende Situationen:
• Eine Klausel kann w￿hrend der Resolution mehrmals erzeugt werden,
• es k￿nnen Klauseln erzeugt werden, die keine sp￿tere Verwendung ￿nden und
damit die Anzahl der Klausel erh￿hen.
Es gibt zahlreiche Erweiterungen der pr￿dikatenlogischen Resolution, um den
Suchraum der kombinierbaren Klauseln einzuschr￿nken wie z. B.
Einheitsresolution, Input-Resolution und Subsumtions-Resolution.Kapitel 3
Logische Programmierung mit
Prolog
Programmiersprachen kann man grob einteilen in imperative und deklarative Spra-
chen. In deklarativen Programmiersprachen gibt es wiederum funktionale und logi-
sche Programmiersprachen. Bei den imperativen Sprachen versucht der Programmie-
rer dem Rechner zu beschreiben, ￿was￿ das Problem ist und ￿wie￿ es gel￿st werden
soll. In der deklarativen Art dagegen wird lediglich beschrieben, ￿was￿ das Problem
ist. Diese Methode erlaubt das problemorientierte, und nicht Plattform abh￿ngige,
L￿sen von Aufgaben, wodurch L￿sungs￿ndung leichter wird.
Prolog basiert auf Pr￿dikatenlogik der ersten Stufe und arbeitet nur mit
Horn-Klauseln. Hornklauseln sind Klauseln mit h￿chstens einem positiven Literal.
Die Beschr￿nkung auf Horn-Klauseln bedeutet nur eine geringe Einschr￿nkung der
Ausdrucksf￿higkeit [Uwe00] und steigert die E￿zienz bei der Auswertung.
Das Ausf￿hren eines logischen Pogramms kann als das Herleiten der leeren Klausel
aus einer gegebenen Klauselmenge, unter Benutzung von Verfeinerungen der im
letzten Kapitel vorgestellten Resolution, angesehen werden.
3.1 Syntax
Es gibt mehrere Prolog-Systeme die sich nach der Art der Implementierung unter-
scheiden. Wir wollen in diesem Abschnitt eine allgemeine Prolog-Syntax angeben,
ohne uns auf ein spezielles Prolog-System zu beziehen. Die hier angegeben Beispie-
le wurden jedoch mit dem System ECLiPSe-Prolog getestet. Der Interpreter f￿r
ECLiPSe-Prolog l￿sst sich ￿ber die Umgebung der Constrain-logische Programmier-
sprache ECLiPSe aufrufen.
Prolog-Programme setzen sich aus Termen zusammen.
Ein Term kann eine Konstante, eine Variable oder eine Struktur sein. Jeder Term
ist eine Folge von Zeichen. Zeichen sind Kleinbuchstaben, Gro￿buchstaben, Zi￿ern
oder Sonderzeichen. Sonderzeichen sind u.a. (, ), ?, ., :, >, <, +.
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• Konstanten
Konstanten sind Atome oder Zahlen. Atome sind Zeichenfolgen, die mit
Kleinbuchstaben beginnen oder mit Apostrophen eingeschlossen sind. Zahlen
in Prolog sind entweder ganze Zahlen oder Flie￿kommazahlen, z.B. abraham,
Bart+, 4
• Variablen
Variablen sind Zeichenfolgen, die mit Gro￿buchstaben beginnen und
bezeichnen nicht-instanzierte (ungebundene) Argumente. Sonderzeichen sind
mit Ausnahme von’ _ , auch anonyme Variable genannt, nicht in
Variablennamen erlaubt. Das erste Auftreten einer Variablen in einer Klausel
legt ihren Wert innerhalb dieser Klausel fest. Der G￿ltigkeitsbereich von
Variablen bezieht sich immer nur auf eine Klausel. Au￿erhalb einer Klausel
kann eine Variable gleichen Namens als Platzhalter f￿r ein ganz anderes
Objekt stehen.
• Struktur
Eine Struktur ist ein zusammengesetzter Term aus einem Funktor und einer
Reihe von Argumenten, die in runde Klammern eingeschlossen und durch
Kommata voneinander getrennt sind. Namen von Funktoren beginnen mit
Kleinbuchstaben. Argumente k￿nnen Konstanten, Variablen oder Strukturen
sein. Jedem zusammengesetzten Term wird eine Zahl zugeordnet, die
Stelligkeit genannt wird und f￿r die Anzahl der Argumente steht. Es ist
￿blich Pr￿dikate in Form p/i anzugeben, wobei p der Funktor und i die
Stelligkeit ist.
Programmieren in Prolog besteht aus dem Deklarieren von Fakten
(Tatsachenklauseln), De￿nieren von Regeln (Programmklauseln) und Stellen von
Anfragen (Zielklauseln).
Fakten
Alle wahren Aussagen ohne Vorbedingung werden als Fakten bezeichnet.
Beispiel:




Fakten entsprechen Klauseln mit genau einem positiven Literal, z.B. {P}.
Regeln
Eine Regel ist eine logische Aussage der Form:
￿Wenn C1 und C2 und ... und Cn, dann P￿22
wobei C1,C2,...,Cn die Pr￿missen (Voraussetzungen) und P die Konklusion
(Folgerung) darstellt. In Prolog schreibt man eine solche Regel in der Form:
P :- C1,C2,...,Cn.
Die Darstellung in Klauselnormalform ist:
{P,¬C1,¬C2,...,¬Cn}.
Dabei ist ((C1 ∧ C2 ∧ ... ∧ Cn) → P) die logische Interpretation der Regel.
Beispiel:
sohn(isaac,abraham) :- vater(abraham,isaac),m¨ annlich(isaac).
Anfragen
Die Notation f￿r eine Anfrage in Prolog ist:
?- C1,C2,...,Cn.
Die Darstellung in Klauselnormalform ist:
{C1,¬C2,...,¬Cn}.
In Manchen Literaturen wird eine Anfrage auch als ein Ziel bezeichnet. Wir
bevorzugen in dieser Arbeit die Bezeichnung Ziel.
Ziele dienen der Ermittlung, ob eine Relation gilt, bzw. ob ein gegebenes Ziel eine
logische Konsequenz der Programmklauseln ist. Ist dies der Fall, so antwortet
Prolog mit Yes, andernfalls mit No. Die Antwort No bedeutet dabei nicht, dass die
Relation nicht gilt, sondern dass sie nicht aus dem Programm abgeleitet werden
kann.
Beispiel:






Die Aufgabe eines Prolog-Systems ist zu beweisen, ob ein gegebenes Ziel logisch aus
den Programmklauseln ableitbar ist. Die Resolution stellt die Grundlage f￿r eine
automatische Beweisf￿hrung dar. Prolog nutzt zur Antwortgenerierung ein speziel-
les Resolutionsverfahren, das unter der Abk￿rzung SLD-Resolution bekannt ist und
einen vollst￿ndigen und korrekten Widerlegungskalk￿l f￿r Horn-Klauselmengen de￿-
niert. An dieser Stelle m￿chte ich auf den Beweis der Vollst￿ndigkeit und Korrektheit
der SLD-Resolution in [Uwe00] verweisen. Die einzelnen Buchstaben (S, L, D) be-
schreiben dabei folgende drei Eigenschaften dieser Variante der Resolution.23
• S steht f￿r ￿Selection rule driven￿ und besagt dass, bei jedem Ableitungsschritt
nach einer speziellen Auswahlregel eine bestimmte atomare Formel ein Teilziel
selektiert wird. Wie genau selektiert wird hier nicht gesagt.
• L steht f￿r ￿Linear resolution ￿ und besagt, dass immer die zuletzt gebildete
Resolvente als Eingabe f￿r weitere Resolutionsschritte dient.
• D steht f￿r ￿De￿nite clauses￿ und besagt, dass mit einer speziellen Form von
Klauseln gearbeitet wird, n￿mlich mit Horn-Klauseln.
3.2.1 SLD-B￿ume
Der Ablauf der L￿sungssuche kann durch einen SLD-Baum ￿bersichtlich dargestellt
werden. In [Ram95] ￿ndet man folgende De￿nition eines SLD-Baums.
De￿nition
Sei ein Programm P, und ein Ziel G gegeben.
Ein SLD-Baum f￿r P ∪ {G} ist ein Baum der folgendes erf￿llt:
1. Jeder Knoten ist markiert mit einem Ziel,
2. die Wurzel ist markiert mit G,
3. in jedem Knoten mit nicht leerem Ziel wird ein Atom A des Ziels ausgew￿hlt.
Die S￿hne dieses Knoten sind dann die m￿glichen Ziele nach genau einem
SLD-Resolutionsschritt mit einer Regel in P,
4. Knoten, die mit der leeren Klausel markiert sind, sind Bl￿tter,
5. in Blatt ist entweder mit dem leeren Ziel markiert, oder es gibt von dem
Blatt aus keine SLD-Resolution.
Die Kanten eines SLD-Baums entsprechen Ableitungen. Erfolgreiche
Widerlegungen sind Erfolgspfade von der Wurzel bis zu Bl￿ttern, die mit einem
leeren Ziel markiert sind. Fehlschl￿ge entsprechen Pfaden zu Bl￿ttern, die mit
einem nicht leeren Ziel markiert sind. Die Menge aller Ableitungen f￿r ein Ziel
bildet den dazugeh￿rigen SLD-Baum. Eine Unendliche Ableitung entspricht einem
unendlichen Pfad auf dem SLD-Baum.
Bei der SLD Resolution treten zwei Arten von Nichtdeterminismus auf:
1. Es besteht die M￿glichkeit verschiedene Literale aus der Zielklausel
auszuw￿hlen. Dies ist ein sogenannter Don’t Care-Nichtdeterminismus, d. h.
die Auswahl beein￿usst nicht das Rechenergebnis. Sie beein￿usst lediglich die
L￿nge der Ableitungsschritte.24
2. Es besteht die M￿glichkeit verschiedene Programmklauseln auszuw￿hlen. Dies
ist ein sogenannter Don’t know-Nichtdeterminismus. Die Auswahl der
n￿chsten Programmklausel ist sehr kritisch und entscheidet dar￿ber, ob eine
erfolgreiche Rechnung zustande kommt oder nicht.
SLD-Resolution bleibt bei einer Implementierung korrekt, wenn die Uni￿kation mit
Vorkommenstest (occur check) durchf￿hrt wird d.h. wenn gepr￿ft wird, ob
Variablen mit Ausdr￿cken uni￿ziert werden, die dieselben Variablen als
Teilausdruck enthalten. Aus E￿zienzgr￿nden machen nicht alle Prolog- Interpreter
bei der Berechnung eines allgemeinsten Uni￿kators diesen Test. Das Auslassen
dieser Pr￿fung kann in bestimmten Situationen zur Berechnung fehlerhafter
Uni￿katoren f￿hren oder dazu, dass der Uni￿kationsprozess nicht terminiert.
Eine deterministische Auswertungsstrategie muss bei der Implementierung die
Nichtdeterminismen au￿￿sen und den gesamten Suchbaum eines Logikprogramms
systematisch durchlaufen.
Ein SLD-Baum kann mit den Graphen- Durchsuchungsmethoden Tiefensuche und
Breitensuche vollst￿ndig durchlaufen werden. Bei der Breitensuche eines Baums
werden Knoten des Baums nach ihrer Entfernung von der Wurzel geordnet
durchsucht. Zuerst werden alle von der Wurzel direkt durch eine Kante erreichbaren
Knoten bearbeitet, danach die mit zwei Kanten Entfernung, dann die mit drei usw.
Der Auswertungsalgorithmus von Prolog arbeitet mittels Tiefensuche in
Kombination mit Backtracking (R￿cksetzen). Unter Backtracking versteht man ein
L￿sungsverfahren, bei dem man versucht eine gefundene Teill￿sung eines gestellten
Problems zu einer Gesamtl￿sung auszubauen, wobei Entscheidungen r￿ckg￿ngig
gemacht werden k￿nnen, wenn diese nicht zum Erfolg f￿hren.
Bei der Auswertung eines Zieles in Prolog wird der dazu geh￿rige SLD- Baum
beginnend mit der Wurzel, jeweils der am weitesten links stehende Zweig
vollst￿ndig durchsucht, bevor der n￿chste Zweig betrachtet wird. Wird keine
passende Programmklausel bei der Uni￿kation gefunden, so springt das
Prolog-System durch das Backtracking auf den letzten Punkt zur￿ck, an dem eine
Entscheidung getro￿en wurde. Das System hebt dann die an dieser Stelle durch die
Uni￿kation erfolgten Variablenbindungen auf und w￿hlt die n￿chste alternative
Klausel aus. K￿nnen alle Teilziele erfolgreich bearbeitet werden, so gibt Prolog die
durchgef￿hrten Variablenbindungen zur￿ck und antwortet mit Yes. Schl￿gt die
Bearbeitung eines Zieles fehl und gibt es keine m￿glichen Alternativen mehr, so
antwortet Prolog mit No.
Wir wollen im Folgenden ein Beispiel einf￿hren um die Auswertung eines Zieles
mittels SLD-Resolution zu erl￿utern. Zun￿chst erstellen wir eine kleine Datenbank
mit zwei Regeln (1 und 2) und sieben Fakten (3 bis 9), um anschlie￿end ein Ziel zu
stellen. Wir haben die Programmklauseln nummeriert, so dass wir sp￿ter erkennen,
welche Klausel angewendet wird. Somit geh￿ren die Zahlen nicht zum Programm.25
Beispiel:
tante(A,B) :- weiblich(A),mutter(C,B),schwester(A,C). (1)







Das Ziel ￿?- tante(X,Y ).￿ soll alle m￿glichen Kombinationen (X,Y ) liefern, wobei
die Beziehung ￿X ist Tante von Y ￿ gilt.
Zu diesem Aufruf bieten sich die ersten beiden Klauseln zum Resolvieren an. Wie
oben bereits erw￿hnt, wird das Tiefensuche-Verfahren zur Bestimmung der zu
verwendenden Klausel eingesetzt. Somit wird zun￿chst Klausel (1) ausgew￿hlt, da
sie im Programm vor Klausel (2) steht. Wegen dem Backtracking-Verfahren wird
die Auswahlm￿glichkeit gespeichert, um sp￿ter eventuell darauf zuzugreifen. Zum
e￿zienten R￿cksetzen der Variablen wird ein Stack (Keller) verwendet, so dass
immer auf die zuletzt gespeicherte Auswahlm￿glichkeit zugegri￿en wird.26
Nach dem Uni￿zieren mit dem allgemeinsten Uni￿kator {X/A} ergibt sich
weiblich(A), mutter(C,B), schwester(A,C) als Resolvente. Nun m￿ssen alle drei
Teilziele erf￿llt werden. Bei mehreren Teilzielen wird das am weitesten links
stehendes Ziel (weiblich(A)) ausgew￿hlt. F￿r das Teilziel weiblich(A) stehen
Klauseln 3 und 4 als Resolventen zur Verf￿gung. Diese Auswahlm￿glichkeit wird
ebenfalls gespeichert. Da weiblich(A) am weitesten links steht, wird durch den
allgemeinsten Uni￿kator {A/tina} mit der Klausel 3 uni￿ziert. Die n￿chsten zu
erf￿llenden Teilziele sind mutter(C,B), schwester(tina,C). Das Teilziel
mutter(C,B) wird durch den Uni￿kator mit Klausel 5 uni￿ziert. Das letzte zu
erf￿llende Teilziel schwester(tina,gina) entspricht der Klausel 9. Deshalb
antwortet Prolog mit yes und die Variablenbindungen X = tina , Y = daniel
werden ausgegeben.
Wenn wir weitere Ergebnisse haben m￿chten, so k￿nnen wir ein Semikolon
eingeben und damit ein Backtracking ausl￿sen. Das System springt dann zum
letzten Entscheidungspunkt, wo die Variable A mit tina belegt wurde. Nun
bekommt A den Wert gina und das System versucht die entstehenden Teilziele zu
erf￿llen, bis f￿r das Teilziel schwester(gina,gina) keine passende Klausel gefunden
wird. Das System wechselt in den Backtracking-Modus, um an den letzten
Entscheidungspunkt zu gelangen. Dieser Punkt entspricht der Wurzel des
SLD-Baums. Nun wird tante(X,Y ) mit der Klausel 2 resolviert. Nochmals werden
alle drei Teilziele analog zum den linken Teilbaum nacheinander erf￿llt. Es
entstehen keine Verzweigungen bzw. Auswahlm￿glichkeiten mehr und das System
liefert die Variablenbindungen X = tina, Y = samuel. Der Suchraum ist damit
vollst￿ndig durchsucht.
Das Suchverfahren Tiefensuche ist e￿zienter als sein Gegenst￿ck Breitensuche, da
weniger Speicherplatz ben￿tigt wird und im Durchschnitt eine bessere Laufzeit
erzielt werden kann. Tiefensuche kann aber auch in eine endlose Schleife geraten
und liefert damit keine Antwort, obwohl L￿sungen durch die Resolution ableitbar
sind. Dies passiert beispielsweise bei der Benutzung rekursiver Regeln.
Beispiel:
p(X,Z) :- q(X,Z).





Die Vertauschung der Reihenfolge der ersten beiden Klauseln f￿hrt allerdings zu
Endlosschleife:





Hier liefert das System keine L￿sung, da immer wieder versucht wird p zu erf￿llen.
Der Keller f￿r das Backtracking-Verfahren wird hiermit zu gro￿ und das System
muss manuell unterbrochen werden.
Durch die Implementierung geht somit die Vollst￿ndigkeit der SLD-Resolution
verloren. Das hat zur Folge, dass die Semantik eines Programms durch die
deklarative Bedeutung nicht vollst￿ndig charakterisiert werden kann. Man
unterscheidet daher zwischen der deklarativen und prozeduralen Semantik. Die
deklarative Semantik erfasst, welche Ziele aus der gegebenen Klauselmenge sich
ableiten lassen lassen, ohne sich auf den Herleitungsvorgang zu beziehen. Die
prozedurale Semantik dagegen beschreibt, wie Antworten gefunden werden. Man
ben￿tigt zur Analyse und zum Entwurf von Programmen in Prolog genaue
Information ￿ber die Resolutionsmethode.
3.3 Listen
Die wichtigste Datenstruktur in Prolog ist die Liste. Eine Liste wird syntaktisch als
ein Term in eckigen Klammern dargestellt. Die einzelnen Elemente der Liste sind
wiederum durch Kommata getrennte Terme (eventuell ebenfalls Listen).
Der Operator | dient dem Aufteilen von Listen in Kopfelement und Rest.




Prolog stellt eine F￿lle von Systempr￿dikaten (built-in Pr￿dikate), die vom
implementierenden System direkt unterst￿tzt werden. Programmierer ersparen sich
das De￿nieren von Klauseln, um die gew￿nschte Funktionalit￿t zu erzielen. Zum








Prolog bietet viele eingebaute Pr￿dikate f￿r Arithmetik sowie f￿r Ein- und Ausgabe,
deren Code bei Aufruf direkt ausgef￿hrt wird. u.a. folgende arithmetische Pr￿dikate:
+, - , * , \ , mod, is
Im Gegensatz zu anderen Programmiersprachen werden in Prolog arithmetische
Ausdr￿cke nicht sofort ausgef￿hrt, sondern sind gew￿hnliche zusammengesetzte
Terme.
Beispiel:
?- X = 2 + 3.
X = 2 + 3
Das Ziel X = 2 + 3 bewirkt nur die Bindung von X an den Term 2 + 3, weil das
Funktionssymbol + nicht interpretiert wird. Um arithmetische Ausdr￿cke explizit
zu berechnen, gibt es in Prolog den In￿x-Operator is, Der is-Operator nimmt eine
Variable und einen Term als Argumente. Der Term wird berechnet und an die
Variable gebunden. Im rechten Argument d￿rfen keine ungebundenen Variablen
vorkommen, da sonst ein Fehler auftritt.
Beispiel:
?- X is 2 + 3.
X = 5
?- X is Y + 3.
Fehler
Prolog bietet folgende Vergleichspr￿dikate:
<,>,≤,≥, =:=, = \ =
Dabei stehen =:= und = \ = f￿r Gleichheit bzw. Ungleichheit. F￿r die Berechnung
der Vergleichspr￿dikate gilt ebenfalls die Einschr￿nkung, dass kein Argument
ungebundene Variable enth￿lt.
Beipiel:
?- 6 ∗ 2 =:= 3 ∗ 4.
Yes
?- X > 2.
Fehler
3.5 Kontrollstrukturen
Prolog bietet die Systempr￿dikate ! (cut-Pr￿dikat), true und fail, mit denen Pro-
grammierer Ein￿uss auf den Ablauf von Programmen nehmen k￿nnen. Mit dem cut-
Pr￿dikat kann Backtracking verhindert und somit E￿zienzsteigerung erzielt werden.
Ein cut ist immer wahr und schneidet alle alternativen L￿sungen des Ziels aus dem29
Suchraum, die in der Klausel links vom cut stehen. D.h. die Variablenbelegungen vor
dem cut k￿nnen nicht mehr aufgehoben werden. Ein cut beein￿usst nicht die Ziele
zu seiner Rechten.
Man unterscheidet zwischen gr￿nen und roten cut:
• gr￿ne cut schneiden Suchb￿ume weg, die keine L￿sungen enthalten. Sie
ver￿ndern die deklarative Bedeutung des Programms nicht und k￿nnen
weggelassen werden.
• rote cut schneiden Suchb￿ume weg, die L￿sungen enthalten. Sie ver￿ndern die
deklarative Bedeutung des Programms und k￿nnen nicht weggelassen werden.
Der cut-Operator macht die Bedeutung eines Programms von der prozeduralen
Interpretierung abh￿ngig, somit wird die angestrebte Deklarativit￿t verletzt.
Das fail-Pr￿dikat ist ein h￿u￿g benutztes Pr￿dikat zur Steuerung des Ablaufs eines
Programms. fail scheitert stets und erzwingt ein Backtracking. true ist das
Gegenst￿ck zu fail und gelingt immer.
3.6 Negation
Prolog bietet dem Anwender das Pr￿dikat not, um eine Negation von Aussagen oder
Ziele auszudr￿cken. not sollte hierbei nicht als die logische Verneinung aufgefasst
werden, sondern eher als Fehlschlagen einer Berechnung. Das Ziel
?- not(X)
gilt dann als bewiesen, wenn X fehlschl￿gt. Falls X allerdings herleitbar ist, dann





?- not(3 < 2).
Yes
?- not(2 < 3).
No
Tritt eine ungebundene Variable im Argument von not auf, so f￿hrt dies auch hier
zu Problemen.
3.7 Zusammenfassung
Prolog fehlt es an bestimmten Elementen zur Strukturierung, wie z. B. Module, um
Daten von Programmen getrennt zu halten. Dies kann in gr￿￿eren Projekten zu30
Un￿bersichtlichkeit und Programmierfehlern f￿hren. Weitere Schwierigkeiten entste-
hen bei arithmetischen Operationen, wenn in Ausdr￿cken ungebundene Variablen
enthalten sind. Dies reduziert die E￿zienz. Der Umgang mit dem cut-Operator ist
mit Vorsicht zu benutzen, da unerw￿nschte Nebene￿ekte auftreten. Die Anordnung
der Programmklauseln sind f￿r das Ergebnis von Bedeutung, denn das Tiefensuche-
Verfahren kann durch ungl￿ckliche Anordnung in endlose Schleife geraten. Somit
wird die E￿zienz der Tiefensuchen-Verfahren mit der Unvollst￿ndigkeit erkauft.Kapitel 4
Constraint Programmierung
Constraint Programmierung ist eine Softwaretechnologie, die es m￿glich macht, kom-
plexe kombinatorische Probleme aus dem realen Leben auf eine nat￿rliche Art zu
formulieren und zu l￿sen. Sie stellt ein Mittel dar, eine Klasse von Problemen zu be-
handeln, die in der Theoretischen Informatik als schwierige Probleme (NP-Probleme)
bezeichnet werden. Dabei nutzt Constraint Programmierung Konzepte von verschie-
denen wissenschaftlichen Branchen und Richtungen, u.a. der Mathematik, der k￿nst-
lichen Intelligenz und der formalen Sprachen.
4.1 Constraints
Das englische Wort Constraint bedeutet Rand- bzw. Nebenbedingung oder auch
Einschr￿nkung. Constraints eignen sich zur Darstellung von unvollst￿ndigen Infor-
mationen und zur Beschreibung der Eigenschaften und Beziehungen von teilweise
unbekannten Objekten. Unter Constraint Programmierung versteht man die Formu-
lierung von Aufgaben mit Hilfe von Constraints, die von einer L￿sung erf￿llt sein
m￿ssen. ˜hnlich wie in der logischen Programmierung besteht die L￿sung eines Pro-
blems ￿berwiegend in der Problembeschreibung.
Vorteile der Nutzung von Constraints sind unter anderem ([BartÆk99]):
• Partielle Informationen k￿nnen ausgedr￿ckt und zur L￿sung benutzt werden,
• Constraint sind heterogen, da sie Relationen zwischen Variablen ￿ber
verschiedenen Wertebereichen darstellen, z.B. bei der Aussage:
X = length(Y ),
dabei kann X f￿r eine Zahl stehen und Y f￿r eine Datenstruktur.
• Constraints sind ungerichtet und stellen dadurch mehr Informationen dar,
z.B. die Beziehung
X = Y + 2,
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stellt die Relation (X,Y ) sowie die Relation (Y,X), denn f￿r Y gilt :
Y = X − 2,
• Constraints sind deklarative Art und beschreiben lediglich, welche
Beziehungen zwischen Variablen gelten m￿ssen und nicht wie diese vollbracht
werden sollen.
Die deklarative Eigenschaft von Constraints macht Modellierung von Problemen
weitgehend unabh￿ngig von den L￿sungsmethoden.
Marriott und Stucky geben in [KmPs98a] eine formale De￿nition f￿r Constraints
und ihrer ˜quivalenz zueinander wie folgt:
De￿nition
Ein Constraint C ist der Form:
c1 ∧ c2... ∧ cn, wobei n ≥ 0.
c1,...,cn werden Primitivconstraints genannt.
C = (c1 ∧ c2 ∧ ... ∧ cn) ist erf￿llt genau dann, wenn alle Primitivconstraints erf￿llt
sind. Es existieren zwei ausgezeichnete Constraints, wahr und falsch. Das leere
Constraint (n = 0) wird mit wahr bezeichnet und gilt immer als erf￿llt und das
Constraint falsch gilt als unerf￿llbar.
Beispiel:
(X > 5) ∧ (Y < X) erf￿llbar
(X > 4) ∧ (Y < 3) ∧ (Y > X) unerf￿llbar
De￿nition
Zwei Constraints gelten als ￿quivalent genau dann, wenn sie dieselben
L￿sungsmengen besitzen, d.h. jede Belegung von Variablen, die das eine Constraint
erf￿llt, so erf￿llt sie auch das andere Constraint.
Unter Stelligkeit eines Constraints verstehen wir die Anzahl der Variablen, die von
dem Constraint betro￿en sind. So ergeben sich folgende Constraintypen:
1. un￿re Constraints beziehen sich nur auf eine Variable z. B.
X < 4
2. bin￿re Constraints beziehen sich auf zwei Variablen z. B.
X = 3 − Y
3. komplexe Constraints beziehen sich auf mehr als zwei Variablen z.B.
X + Y + Z = 10
Es wurde gezeigt, dass komplexe Constraints in ￿quivalente bin￿re Constraints
umgewandelt werden k￿nnen [BartÆk99].33
Constraints werden nach der Art der Ausdrucksform unterschieden. In [KmPs98a]
wurden folgende und einige weitere Sorten von Constraints untersucht und
beschrieben:
• arithmetische Constraints,
• Baum-Constraints (tree constraints),
• Boolesche Constraints (Variable k￿nnen nur zwei Werte haben, 0 oder 1).
4.2 Constraint- Erf￿llbarkeitsproblem
Ein Constraint-Erf￿llbarkeitsproblem (Constraint Satisfaction problem,CSP) ist ein
formales Modell, mit dem wir verschiedenartige Kombinatorische und Optimierungs-
probleme in der realen Welt formulieren k￿nnen. Formal kann CSP wie folgt beschrie-
ben werden.
De￿nition
Ein CSP ist de￿niert als:
• eine Menge von Variablen X = {x1,...,xn},
• f￿r jede Variable xi eine Menge Di von m￿glichen Werten, dabei k￿nnen
Werte numerisch oder symbolisch sein,
• eine Menge von Constraints ￿ber die Variablen.
Die L￿sung eines CSP ist demnach eine Belegung aller Variablen, so dass alle
Constraints erf￿llt sind. Gesucht ist in der Regel
• eine L￿sung,
• alle L￿sungen oder
• optimale L￿sung bez￿glich einer Kostenfunktion, die f￿r eine spezielle Problem-
variable den bestm￿glichen Wert aus dem Wertebereich der Variable zuweist.
Die Suche nach der besten L￿sung wird Constraint Optimierungsproblem ge-
nannt.
Das Constraint-Erf￿llbarkeitsproblem geh￿rt zu den NP-Problemen. Mit
Constraint Programmierung werden einige dieser Probleme e￿ektiv gel￿st.
Ein typisches Constraint Programm beginnt mit der Angabe von Wertebereichen
f￿r die Problemvariablen und einzuhaltenden Constraints. Anschlie￿end wird die
Suche nach Belegungen gestartet. Wir wollen im Folgenden ein Beispiel [KmPs98a]
f￿r ein Constraint-Erf￿llbarkeitsproblem angeben.34
Map colouring (F￿rbung von Landkarten):
Problem:
F￿rbe die Regionen einer Karte mit drei Farben (rot, gelb, blau) so ein, dass keine
zwei aneinandergrenzenden Regionen dieselbe Farbe haben.
Dieses Problem kann wie folgt als Constraint- Erf￿llbarkeitsproblem modelliert
werden:
• Die Bundesstaaten entsprechen den Variablen,
• die drei Farben sind der Wertebereich f￿r alle Variablen und
• die Bedingung, dass keine benachbarten Staaten gleiche Farbe haben d￿rfen,
k￿nnen wir als Constraint au￿assen und f￿r alle benachbarten Staaten explizit
angegeben.
D(X) stellt den Wertebereich f￿r Variable X dar. Die formale Modellierung des
Problems ist:
D(WA) = D(NT) = D(SA) = D(NSW) =
D(Q) = D(V) = D(T) = {rot, gelb, blau}
(WA 6= NT) ∧ (WA 6= SA) ∧ (NT 6= SA) ∧ (SA 6= Q) ∧ (NT 6= Q) ∧
(SA 6= NSW) ∧ (SA 6= V ) ∧ (Q 6= NSW) ∧ (NSW 6= V )
Abbildung 4.1:
4.3 Constraint-L￿ser
Damit Constraintl￿sen in Computerprogramme integriert werden kann, und Cons-
traints und ihre L￿sungen einen Ein￿uss auf den Ablauf von Programmen haben
k￿nnen, muss es einen Programmteil geben, der Constraints verwaltet und l￿st. Wir
nennen diesen Programmteil Constraint-L￿ser.35
Die Erf￿llbarkeitsfrage von Constraints wird durch den Constraint-L￿ser gel￿st. Bei
arithmetischen linearen Constraints, wie z.B.
X + Y = 7, X − Y = 3.
k￿nnte der Constraint-L￿ser das Gau￿sche Eliminationsverfahren anwenden, um sie
zu l￿sen. Der Constraint-L￿ser soll dann die Gleichungen m￿glich soweit
vereinfachen, dass Wertebelegungen f￿r X und Y explizit werden:
X = 5, Y = 2.
Ein Constraint-L￿ser sammelt w￿hrend des Programmablaufs st￿ndig Constraints,
vereinfacht oder l￿st sie und pr￿ft, ob die Zusammensetzung der bisher bekannten
Constraints konsistent ist, d.h. dass sich Constraints nicht gegenseitig ausschlie￿en.
F￿r das Vereinfachen von Constraints ist es notwendig Implikationen von
Constraints zu de￿nieren.
De￿nition
Wir sagen ein Constraint C impliziert C0(C → C0) genau dann, wenn die
L￿sungsmenge von C eine Teilmenge der L￿sungsmenge von C’ ist, d.h. wenn
Constraint C’ redundant bez￿glich C ist. Bei Vereinfachungen einer gegebenen
Menge von Constraints werden redundante Primitivconstraints bez￿glich der
restlichen Constraints eliminiert.
F￿r den Constraintl￿ser gibt es folgende Arbeitsschritte:
• Vereinfachung (Simpli￿cation)
Der Constraint-L￿ser versucht einen Constraint in ein, bez￿glich einer
gegebenen Menge von Variablen ￿quivalentes Primitivconstraint
umzuwandeln.
Es gilt beispielsweise folgendes:
(X > 3) → (X > 4)
Wir k￿nnen damit das Constraint (X > 3 ∧ X > 4) vereinfachen zu (X > 4),
indem wir das redundante Primitivconstraint (X > 3) eliminieren.
• Feststellung (Determination)
L￿ser stellt fest, dass eine Variable in einem Constraint nur einen m￿glichen
Wert haben kann. Diese Information kann dann an andere Constraints
weitergegeben werden, so dass sie eventuell vereinfacht werden k￿nnen.
Beispiel:
X ≥ 2 ∧ 2 ≥ X
X = 2 ist die Feststellung in diesem Beispiel.
• Projektion36
Wird ein Constraint auf eine Menge von Variablen projiziert, die in dem
Constraint vorkommen, so k￿nnen eventuell weitere Feststellungen und
Vereinfachungen vorgenommen werden.
Beispiel: F￿r einen Constraint-L￿ser ￿ber der Dom￿ne der reellen Zahlen
ergibt Projektion von (X < Y ) ∧ (Y < Z) auf X und Z liefert (X < Z).
Constraint-L￿ser unterscheiden sich bez￿glich Wertebereiche f￿r Variable und
bez￿glich Semantik und Syntax der Ausdr￿cke, mit denen Constraints
formuliert werden k￿nnen. Die Arbeitsweise eines Constraint-L￿sers wird
deshalb im Zusammenhang mit dem Wertebereich der Problemvariablen
beschrieben. Es existieren Constraint-L￿ser u. a. f￿r:
￿ Gleichungen zwischen Booleschen Termen,
￿ lineare Gleichungen und Ungleichungen ￿ber rationale bzw. reelle Zahlen
sowie
￿ verschiedenartige Relationen ￿ber endliche Wertebereiche.
Constraint-L￿ser sollen bestimmte Eigenschaften besitzen, damit sie bei der L￿sung
von Problemen e￿ektiv benutzt werden k￿nnen.
De￿nition
Ein Constraint-L￿ser L f￿r einen bestimmten Wertebereich D hei￿t vollst￿ndig,
wenn L f￿r jedes Constraint C in D entscheiden kann, ob C erf￿llbar ist. [thom93]
Vollst￿ndigkeit gilt als die wichtigste Eigenschaft, die wir von einem
Constraint-L￿ser fordern. Diese ist allerdings vom Wertebereich der Variable
abh￿ngig. Constraint-L￿ser ￿ber unendliche Wertebereiche k￿nnen, bei der Suche
nach einem Wert f￿r eine Variable, in eine endlose Schleife geraten, so dass in
endlicher Zeit nicht bestimmt werden kann, ob das Constraint erf￿llbar ist.
Unvollst￿ndige Constraint-L￿ser k￿nnen allerdings n￿tzlich sein. Bei der Benutzung
unvollst￿ndiger Constraint-L￿ser erlauben wir, dass sie auch die Antwort
￿unbekannt￿ neben den beiden anderen Antworten erf￿llbar und unerf￿llbar liefern.
Sie m￿ssen allerdings auf die Erf￿llbarkeitsfrage korrekt antworten, d.h. wenn der
L￿ser als Ergebnis erf￿llbar bzw. unerf￿llbar liefert, dann muss dieses Ergebnis
auch stimmen.
Folgende weitere Eigenschaften werden, nach [KmPs98a] , von einem
Constraint-L￿ser gefordert:
• mengenorientiert (set based)
Die Reihenfolge, in der Constraints angegeben werden, soll f￿r die L￿sung kei-
ne Rolle spielen. Dies gilt auch f￿r die Anzahl, wie oft dasselbe Constraint
angegeben wird.37
• monoton (monotonie)
Gilt das Constraint C als nicht erf￿llbar, so ist jede Konjunktion(∧) von C mit
anderen Constraints auch unerf￿llbar.
• variablenunabh￿ngig
Die L￿sungsmenge von zwei, bis auf die Unbenennung der Variable ￿quivalenten
Constraints soll dieselbe sein.
Constraint-L￿ser, die diese Eigenschaft erf￿llen werden in [KmPs98a]
￿well -behaved￿ genannt. In den folgenden Kapiteln werden wir uns nur mit
Constraint-L￿ser besch￿ftigen, die diese Eigenschaften besitzen.
4.4 Constraint Programmierung ￿ber endlichen Werte-
bereichen
Viele kombinatorische Probleme in der Industrie lassen sich als Constraint- Erf￿ll-
barkeitsproblem (CSP) ￿ber endlichen Wertebereichen formulieren. Constraint-L￿ser
￿ber endliche Wertebereiche werden in der Praxis am meisten eingesetzt. Es gibt also
nur endlich viele Werte, mit denen wir Problemvariable mit Werten belegen k￿nnen.
Dies hat zur Folge, dass es auch nur endlich viele Arten von M￿glichkeiten gibt, alle
Problemvariable mit Werten zu belegen.
L￿sungen von CSP k￿nnen auch als Suchprobleme bezeichnet werden. Die Menge
aller m￿glichen Belegungen von Variablen mit Werten aus ihren Wertebereichen
bildet dabei den Suchbaum. Der gro￿e Vorteil dieser Systeme gegen￿ber denen mit
unendlichen Wertebereichen liegt daran, dass es viele vollst￿ndige L￿ser gibt.
Wir unterscheiden zwischen folgenden Vorgehensweisen bei der Suche nach
L￿sungen:
• Konsistenz-Techniken (unvollst￿ndige Suche),
• systematische Suche (vollst￿ndige Suche),
• Constraint Propagierung (Constraint propagation),
• stochastische und heuristische Algorithmen.
4.4.1 Konsistenz-Techniken
Mit Konsistenz-Techniken l￿sst sich heraus￿nden, welche Werte f￿r Variable
vernachl￿ssigt werden k￿nnen, ohne die L￿sungsmenge zu ver￿ndern. Bevor mit der
Belegung der Variable eines CSP begonnen wird, k￿nnen Werte f￿r bestimmte
Variablen aus dem Wertebereich entfernt werden, die o￿ensichtlich nicht zur
L￿sung des CSP beitragen k￿nnen.38
Zur Verdeutlichung der Aufgabestellung k￿nnen CSP als Constraintnetze bzw.
Constraintgraphen dargestellt werden. Dabei stehen die Knoten f￿r die Variablen
und die Kanten f￿r die Constraints. Un￿re Constraints sind die Kanten, die von
einem Knoten zu sich selbst zeigen, und bin￿re Constraints entsprechen den Kanten
zwischen zwei Knoten.
Beispiel:
F￿r das oben angegebene Map colouring- Problem kann das Constraintnetz wie
folgt konstruiert werden:
Abbildung 4.2:
Konsistenz wird erreicht, indem sukzessive alle Constraints betrachtet werden.
Dabei werden alle Werte einer Variable eliminiert, die ein Constraint verletzen. In
[Bart￿k99] werden folgende Stufen der Konsistenz vorgestellt:
De￿nition
Knotenkonsistenz (Node consistency)
Ein Knoten mit Variable X ist konsistent, wenn jedes un￿re Constraint C mit der
Variable X von jeder Belegung aus dem aktuellen Wertebereich f￿r X erf￿llt wird.
Ein Knoten mit Variable X ist konsistent, wenn jedes un￿re Constraint C mit der
Variable X von jeder Belegung aus dem aktuellen Wertebereich f￿r X erf￿llt wird.
De￿nition
Kantenkonsistenz: (Arc Consistency)
Eine (gerichtete) Kante X → Y ist konsistent, wenn zu jedem Wert aus dem
aktuellen Wertebereich f￿r X ein Wert aus dem aktuellen Wertebereich f￿r Y
existiert, so dass die entsprechenden Belegungen das dazugeh￿rige bin￿re
Constraint erf￿llen. Sind in einem Constraintnetz alle Kanten konsistent, so sagen
wir das CSP ist Kantenkonsistent.39
Knotenkonsistenz kann mit einem Durchlauf ￿ber alle Knoten erreicht werden.
Kantenkonsistenz erfordert im Allgemeinen mehrere Durchl￿ufe. Eliminierung von
Werten nach einmaliger ￿berpr￿fung der Kantenkonsistenz kann Konsequenzen f￿r
andere Variablen mit sich bringen. Daher ist es notwendig, die
Kantenkonsistenzregel solange anzuwenden, bis bei einem Durchgang f￿r keine
Variable ein Wert entfernt wird. Je nach Methode welcher Constraint im n￿chsten
Durchlauf auf Konsistenz gepr￿ft wird, sind verschiede Erweiterungen der
Kantenkonsistenz untersucht worden. z.B. AC3-7 [Tsang02].
Die Tatsache, dass ein Constraintnetz sowohl Knoten- als auch Kantenkonsistent
ist, impliziert nicht, dass f￿r das entsprechende System zwangsweise eine L￿sung
existiert.
Beispiel Das System
X 6= Y ∧ X 6= Z ∧ Y 6= Z mit
D(X) = D(Y ) = D(Z) = {1,2}
ist kantenkonsistent, weil bei der Betrachtung der einzelnen Constraints f￿r jede
Belegung einer Variablen immer ein Wert der anderen Variablen gefunden werden
kann. In seiner Gesamtheit besitzt das Netz aber keine L￿sung.
Da Kantenkonsistenz nicht alle inkonsistenten Werte aus den Wertebereichen der
Constraint- Variablen ausschlie￿t, und zudem nicht sichergestellt ist, dass ein
kantenkonsistentes Constraintnetz eine L￿sung besitzt, wurden h￿here
Konsistenzgrade und Verfahren zur Konsistenzherstellung entwickelt. Die nat￿rliche
Erweiterung der Kantenkonsistenz ist die Pfadkonsistenz.
De￿nition
k-Konsistenz (path consistency):
Sei C ein Constraintnetz ￿ber einer Variablenmenge M und seien {x1,...,xk−1}
Variablen eine Teilmenge von M, mit den Grundbereichen D1,...,Dk−1. Weiterhin
seien die Werte d1,...,dk−1 in D1,...,Dk−1 gegeben, so dass alle bin￿re Constraints
zwischen den Variablen x1,...,xk−1 erf￿llt sind. Existiert nun f￿r jede weitere
Variable xk mit Grundbereich Dk ein Wert dk in Dk, so dass alle Constraints
zwischen den k Variablen erf￿llt sind, so hei￿t C k-Konsistent.
De￿nition
strenge k-Konsistenz (bound consistency):
Ein Constraintnetz hei￿t streng k konsistent, falls es f￿r alle j ≤ k j-konsistent ist.
In einem streng (n − 1)-konsistentem Constraintnetz auf n Variablen ist im
Allgemeinen Suche nicht zu vermeiden. Wenn ein CSP mit n Variablen streng
n-konsistent ist, dann ist Generierung einer konsistenten L￿sung ohne Suche
m￿glich. In diesem Zustand ist ein CSP global konsistent. Globale Konsistenz
garantiert Kon￿iktfreiheit. Die Wertebereiche der Constraint-Variablen enthalten40
ausschlie￿lich Werte, die Teil einer L￿sung sind. Somit l￿sst sich jede konsistente
Teilbelegung der Constraint-Variablen zu einer vollst￿ndigen L￿sung des CSP
erweitern.
Je h￿her der Grad einer Konsistenzbedingung, desto mehr Inkonsistenzen k￿nnen
erkannt werden. Der Aufwand f￿r Erstellung der Konsistenz nimmt jedoch mit der
Anzahl der Variablen zu. Beim Einsatz von strengen k-Konsistenzen muss man also
immer zusehen, ob sich der Aufwand lohnt.
4.4.2 Systematische Suche
Eine systematische Suche nach einer L￿sung von CSP wird vollst￿ndig genannt,
wenn sie den gesamten Suchraum abdeckt. Vollst￿ndige Suche garantiert den Erfolg,
wenn es eine L￿sung gibt. Dies ist insbesondere wichtig, wenn nach der besten bzw.
optimalen L￿sung gesucht wird (Optimierungsprobleme). Auch unvollst￿ndige syste-
matische Suche kann sinnvoll eingesetzt werden, wenn z.B. nur nach einer beliebigen
konsistenten Belegung von Variablen gesucht wird. Wir unterscheiden zus￿tzlich zwi-
schen konstruktiven und ￿verbesserungsorientierten￿ (move based) Suchen. Bei der
konstruktiven Suche werden Variable nacheinander mit Werten belegt, wobei bei der
verbesserungsorientierten Suche von einer kompletten Zuordnung der Variable mit
Werten in eine andere komplette Zuordnung gewechselt wird.
Generieren und Testen
Die trivialste Art die Erf￿llbarkeitsfrage f￿r Constraints zu l￿sen besteht darin, alle
m￿glichen Belegungen der Problemvariablen zu untersuchen, bis eine L￿sung
gefunden wird. Zun￿chst wird eine komplette Belegung generiert und getestet, ob
alle Constraints erf￿llt sind. Ist dies nicht der Fall, so werden systematisch alle
weiteren Belegungen generiert und getestet. Wird dabei eine L￿sung gefunden, so
terminiert der Algorithmus und liefert die L￿sung. Anderenfalls muss der gesamte
Suchraum durchsucht werden. Dies erfordert bekanntlich erheblich viel Zeit, da der
Suchraum exponentiell mit der Problemgr￿￿e w￿chst.
Die L￿sungsmethode ￿generate and test￿ ist nicht e￿zient, da erheblich viele
unn￿tige Belegungen generiert werden, die erst in der Testphase als ung￿ltig
erkannt werden. Constraints werden folglich nur passiv benutzt, da die Inkonsistenz
von Constraints sp￿t erkannt wird. Die folgende Methode gilt als deutlich
e￿zienter.
Backtracking
Das Backtracking-Verfahren versucht, wie wir bereits im vorherigen Kapitel
erw￿hnt haben, Teill￿sungen zu kompletten L￿sungen Schritt f￿r Schritt zu
erg￿nzen, indem Variable sequenziell mit Werten belegt und anschlie￿end mit den
bereits belegten auf Inkonsistenz getestet werden. Sind alle Variablen eines
Constraints belegt und die Constraints nicht verletzt, so ist eine L￿sung gefunden.
Es gibt keine L￿sung, wenn alle Belegungen ohne Erfolg untersucht worden sind.41
Wir wollen zur Verdeutlichung des einfachen Backtracking folgendes Beispiel
[KmPs98a] angeben:
Deklaration der Wertebereiche: D(X) = D(Y) = D(Z) = {1, 2} Angabe von
Constraint : (X < Y ∧ Y < Z)
Die Suche des Backtracking-Verfahren kann als ein Baum dargestellt werden (Siehe
Abb. 3). Jedes Blatt entspricht dabei einer der kompletten Belegungen der
Variablenmenge, und jede Stufe des Teilbaums entspricht einer Entscheidung eine
der Variablen mit einem Wert zu belegen. Je nach Entscheidung, welche Variable
mit welchem Wert zuerst belegt wird, ergeben sich unterschiedliche
Baumstrukturen. Das oben angegebene Beispiel ist bekanntlich unl￿sbar.
Backtracking probiert allerdings alle Belegungen aus, um dies festzustellen.
Backtracking Algorithmen haben eine Laufzeit von O(dn) bei n Variablen und
maximaler Wertebereichgr￿￿e d. Deshalb sind f￿r die Praxis Verbesserungen der
exponentiellen Laufzeit notwendig.
Abbildung 4.3:
4.4.3 Constraint Propagierung (Constraint propagation)
Im Allgemeinen reichen Konsistenz-Techniken nicht aus, um Probleme vollst￿ndig zu
l￿sen. Die Integration von der vollst￿ndigen aber une￿zienten systematischen Suche
und unvollst￿ndigen aber e￿zienten Konsistenzpr￿fungen hat sich als bessere Me-
thode erwiesen. Das Ziel ist dabei die Vermeidung zuk￿nftiger Kon￿ikte im Voraus,42
anstatt sie erst beim Auftreten zu beseitigen, wie es beim Backtracking-Verfahren
der Fall ist.
In [Bartak1] wird zwischen vorw￿rts- und r￿ckw￿rtsorientierten
Propagierungsmethoden unterschieden. Wir wollen im Folgenden jeweils eine
Variante der beiden Methoden erl￿utern.
Das Vorw￿rtsschema (Look ahead scheme)
Vorw￿rtstest (Forward Checking):
Das E￿zienzproblem des zu sp￿ten Erkennens von Kon￿ikten kann mit einem
Vorw￿rtstest behandelt werden. Wann immer eine Variable X mit einem Wert
belegt wird, werden f￿r alle, noch nicht belegten und mit X durch einen Constraint
verbundenen, Variablen diejenigen Werte aus den Wertebereichen eliminiert, die zu
Inkonsistenzen f￿hren. Wird dabei einer der Wertebereiche leer, so wird
zur￿ckgesetzt. Bei Belegung der j-ten Variablen mit einem Wert werden
inkonsistente Werte f￿r folgende Variablen eliminiert.
Es gibt weitere Variationen der Look-ahead-Methode, wie z.B. Partial Look-ahead,
Full Look-ahead und Maintaining Arc Consistency.
Das R￿ckw￿rtsschema (Look back scheme)
Zur￿ckspringen (Backjumping):
Optimierung von Backtracking kann durch kon￿iktgesteuertem- anstelle von
chronologischem R￿cksetzen erreicht werden, indem bei Inkonsistenz nicht auf die
letzte Variablenbelegung zur￿ckgesprungen wird, sondern auf die Belegung, welche
die Inkonsistenz verursacht hat. Es gibt verschiedene Variationen der
Backjumping-Methode z.B. Backchecking und Backmarking.
Im Allgemeinen erkennen jedoch alle Variationen des R￿ckw￿rtsschemas
Inkonsistenz sp￿t, da sie die Inkonsistenzen nicht im Voraus vermeiden.
4.4.4 Stochastische Suche und Heuristiken
Stochastische Suchverfahren sind unvollst￿ndig und betrachten das CSP anhand lo-
kaler Kriterien. Sie garantieren nicht, dass eine gefundene L￿sung globale G￿ltigkeit
besitzt. Sie werden oftmals auch lokale Suchverfahren (local search) genannt.
Stochastische Suchverfahren beginnen mit einer zuf￿lligen kompletten Belegung
aller Variablen. Es folgen Ver￿nderungen aufgrund von lokalen Kriterien und
Zufallswerten. Schritt f￿r Schritt wird diese Wertezuweisung verbessert, bis keine
oder nur noch m￿glichst wenig Kon￿ikte vorliegen. Stochastische Verfahren ￿nden
h￿u￿g auch in sehr gro￿en Suchr￿umen relativ schnell eine L￿sung. Beispiele f￿r
bekannte Ans￿tze sind Hill Climbing, Simulated Annealing, Tabu-Suche und
Genetische Algorithmen. F￿r bestimmte Anwendungen, bei denen fr￿hzeitige
Findung einer korrekten L￿sung n￿tzlicher ist als das Finden der besten L￿sung,
k￿nnen unvollst￿ndige Suchverfahren sinnvoll sein, da vollst￿ndige Suchverfahren in
der Regel mehr Zeit in Anspruch nehmen.43
Im Kontext von allgemeinen Suchverfahren werden Heuristiken als
problemspezi￿sche und strategische Sch￿tzungen zur Findung einer L￿sung
verstanden, mit dem Ziel eine, bez￿glich der Laufzeit, optimale Reihenfolge der
Arbeitsschritte zu ￿nden.
Wir unterscheiden zwischen zwei Typen von Heuristiken:
Variablen-Ordnungsheuristiken
Die Belegung von Variablen mit Werten soll in einer Reihenfolge vorgenommen
werden, so dass eine vollst￿ndige und konsistente Belegung mit m￿glichst wenig
Backtracking hergestellt werden kann. Um zu verhindern, dass gro￿e Teile von
bereits belegten Variablen aufgrund von erst sp￿t festgestellten Inkonsistenzen
wiederholt neu belegt werden m￿ssen (trashing), ist es sinnvoll kritische Variable
bereits zu Beginn einer Suche zu belegen. Eine Variable hei￿t kritisch, wenn von ihr
viele andere Belegungen abh￿ngig sind.
Variablen-Ordnungsheuristiken legen fest, welche Variable als n￿chstes mit einem
Wert aus ihrer Dom￿ne belegt werden soll. Dazu gibt es u. a. folgende
Vorgehensweisen:
• ￿rst fail
Diese Heuristik erstellt eine Belegungsreihenfolge so, dass Bereiche des
Suchbaums, in denen ein Fehlschlagen wahrscheinlicher ist als in anderen,
zuerst durchsucht werden. Mit dieser Heuristik kann man Inkonsistenz
schneller erkennen und dadurch die Suche beschleunigen.
Minimum remaining values (MRV) :
Bei der Zuordnung von Variablen mit Werten ist die Variable vorzuziehen, die
die wenigsten zul￿ssigen Werte besitzt.
Maximum-Degree-Heuristic:
Bei Zuordnung von Variablen mit Werten ist die Variable als n￿chstes zu
belegen, die in den meisten Constraints mit unbelegten Variablen vorkommt.
Werte-Ordnungsheuristiken
Haben wir uns bereits f￿r eine Variablenbelegung entschieden, so legen die
Werte-Ordnungsheuristiken fest, welcher Wert zuerst ausgew￿hlt wird.
• least constraining value
F￿r eine Variable ist der Wert auszuw￿hlen, der die wenigsten Werte f￿r
benachbarte Variablen im Constraintgraphen ausschlie￿t.
Variablen- und Werte-Ordunsheuristiken sind unabh￿ngig voneinander und
erg￿nzen sich gegenseitig, deshalb k￿nnen sie bei der L￿sung von CSP gemeinsam
verwendet werden.44
4.5 Constraint-Optimierung
Bis jetzt haben wir bei Constraint-Erf￿llbarkeitsproblem nur nach einer beliebigen
L￿sung gesucht, bei denen alle Constraints erf￿llt sind. Oft sind Probleme jedoch der
Art, dass man nach der besten L￿sung unter den M￿glichen Kandidaten sucht. Die
Suche nach der besten L￿sung wird Constraint-Optimierung genannt. Dies erfordert
ein Ma￿, um vergleiche zwischen L￿sungen durchzuf￿hren. Es wird eine Kosten-
funktion de￿niert, welche jede L￿sung auf eine reelle Zahl abbildet. Gesucht ist also
eine L￿sung mit, je nach Problemsituation, minimalen oder maximalen Wert f￿r die
Kostfunktion. Ein Constraint-Optimierungsproblem wird formal wie folgt de￿niert
[KmPs98a] :
De￿nition
Ein Constraint-Optimierungsproblem ist ein Tupel (C,f), wobei C ein Constraint
ist und f eine Kostenfunktion ￿ber die Variablen des Constraints C auf eine reelle
Zahl. Es wird immer nach einer L￿sung mit minimalen Wert gesucht, denn man
kann nach dem minimalen Wert f￿r −f suchen.
Wir sagen eine L￿sung L wird ￿bevorzugt￿ von einer L￿sung L00 genau dann, wenn
f(L) < f(L00).
Eine L￿sung L ist eine optimale L￿sung, wenn es keine L￿sung L00 gibt, mit:
f(L00) < f(L).
Es ist allerdings nicht immer so, dass f￿r solche Probleme eine optimale L￿sung
existiert, bei der die obige Bedingung erf￿llt ist. Es gibt Situationen wo es keine
optimale L￿sung gibt, weil man zu jeder gefundenen L￿sung eine bessere, bez￿glich
der Kostenfunktion, angeben kann.
F￿r das Constraint-Optimierungsproblem (X < 0,f) mit f(X) = r, wobei r eine
negative Zahl ist, ￿ndet man zu jeder L￿sung eine bessere, denn zu jeder reellen Zahl
kann eine kleinere gefunden werden.
In [KmPs98a] werden die so genannten simplex-Algorithmen zur Optimierung
vorgestellt, die lineare arithmetische Gleichungen als Constraints behandeln. In den
kommenden Kapiteln werden wir Optimierungsprobleme n￿her behandeln, in dem
wir die Techniken der Constraint-Programmierung in Kombination mit den Techni-
ken der logischen-Programmierung anwenden.Kapitel 5
Constraint-logische
Programmierung und ECLiPSe
Techniken der Constraint Programmierung k￿nnen prinzipiell in verschiedenartigen
Programmiersprachen integriert werden. Constraint-logische Programmierung (CLP)
ist eine Erweiterung der logischen Programmierung um die e￿ziente Verarbeitung
von Constraints.
Mit dieser Kombination wurde es m￿glich schnell und elegant komplexe kom-
binatorische Probleme zu l￿sen, u.a. in den Gebieten Produktions- und Ressour-
cenplanung, Transport-Optimierung, Personalplanung. Wie wir in Kapitel 3 bereits
erw￿hnt haben, werden Objekte (Terme) der logischen Programmierung nicht inter-
pretiert, und Gleichheit zweier Terme bedeutet lediglich syntaktische ˜quivalenz der
Terme. Die Bedeutung von Objekten wird dadurch oft nur mittels benutzerde￿nierter
Klauseln dargestellt. Diese Probleme werden mit Hilfe von Constraints gel￿st.
Die Idee der Constraint-logischen Programmierung ist also, dass bestimmte
Pr￿dikate als Constraint deklarativ formuliert und e￿zient gel￿st werden k￿nnen.
Dabei wird die rein syntaktische Gleichheit der logischen Programmiersprachen so
erweitert, dass die L￿sung eines Zieles, statt mittels SLD-Resolution, durch eine
Kombination von SLD-Resolution und Constraint-L￿ser erfolgt.
Logische Programme durchsuchen in der Regel, wenn nicht vom Programmierer
mittels Kontrollstrukturen beeintr￿chtigt, den gesamten Suchraum des
entsprechenden Zieles. Durch die Integration von Constraints werden
Propagierungs-Techniken der Constraint-Programmierung benutzt, um bei der
Suche Teilgebiete im Voraus auszuschlie￿en, in denen keine L￿sungen zu ￿nden
sind. Die Suche nach L￿sungen wird zus￿tzlich durch heuristikbasierte Verfahren
unterst￿tzt, die spezi￿sche Information aus Anwendungsgebieten ausnutzen.
Nach [ThSl99] ist die logische Programmierung als Spezialfall der CLP zu
betrachten, wobei das einzige Constraint die syntaktische Gleichheit zwischen
Termen ist, und der Uni￿kationsalgorithmus zur L￿sung solcher Constraints
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benutzt wird. Logische Programme durchsuchen in der Regel, wenn nicht von
Programmierer mittels Kontrollstrukturen beeintr￿chtigt, den gesamten Suchraum
des entsprechenden Zieles. Durch die Integration von Constraints werden
Propagierungs-Techniken der Constraint-Programmierung benutzt, um bei der
Suche Teilgebiete im Voraus auszuschlie￿en, in denen keine L￿sungen zu ￿nden
sind. Die Suche nach L￿sungen wird zus￿tzlich durch heuristikbasierte Verfahren
unterst￿tzt, die spezi￿sche Information aus Anwendungsgebieten ausnutzen.
5.1 CLP-Paradigma
Jeder Ansatz der CLP wird durch die zugrundeliegende Dom￿ne, den benutzten
Constraint-L￿ser und die vom L￿ser benutzten Propagierungs-Techniken eindeutig
gekennzeichnet. In diesem Abschnitt wollen wir allerdings einen allgemeinen Ansatz
f￿r Constraint-logische Programmierung mit Hilfe eines CLP-Paradigmas darstellen.
Das CLP-Paradigma wird ohne Angabe der Dom￿ne erl￿utert, in der Constraints
ausger￿ckt werden. Mit der Festlegung der Dom￿ne entstehen verschiedene Spra-
chen. Die Ausdruckst￿rke einer solchen CLP-Sprache wird an der Funktionalit￿t
und Qualit￿t des Constraint-L￿sers gemessen. Alle diese Sprachen besitzen die ge-
meinsame Eigenschaft, dass sie bei einem Ziel die von Prolog bekannte Auswertungs-
methode benutzen. Dies entspricht dem Tiefensuche-Verfahren in Kombination mit
Backtracking, wobei der dem Ziel entsprechende SLD-Baum von, links nach rechts
durchlaufen wird.
Wir beginnen mit einer allgemeinen De￿nition f￿r die Syntax von CLP-Sprachen.
Wir nehmen dabei an, dass Constraint-L￿ser die im letzten Kapitel geforderten Ei-
genschaften besitzen, n￿mlich, dass sie monoton, mengenorientiert und variablenun-
abh￿ngig sind.
Wir beginnen mit einer allgemeinen De￿nition f￿r die Syntax von CLP-Sprachen,
wie sie in [KmPs98a] zu ￿nden ist. Wir nehmen dabei an, dass Constraint-L￿ser die
im letzten Kapitel geforderten Eigenschaften besitzen, n￿mlich, dass sie monoton,
mengenorientiert und variablenunabh￿ngig sind.
5.1.1 CLP-Syntax
De￿nition
Ein Constraintatom ist der Form p(t1,...,tn), wobei p ein n-stelliges
Pr￿dikatensymbol ist und t1,...,tn sind g￿ltige Ausdr￿cke ￿ber Domainvariable.
Ein Constraintatom ist entweder ein Primitivconstraint oder benutzerde￿niertes
Constraint.
Ein Ziel L ist eine Folge von Constraintatomen der Form:
L1,L2,L3,...,Ln, wobei n >= 0 ist.
Ist n = 0, so hei￿t G das leere Ziel und wird mit ◦ bezeichnet.47
Eine Regel R ist der Form A :- B, wobei A ein benutzter de￿niertes Constraint ist
und B ein Ziel. Analog zu Logik werden A und B als der Kopf bzw. der Rumpf der
Regel R bezeichnet.
Ein Fakt ist eine Regel mit dem leeren Ziel als Kopf.
Ein Constraint-logisches Programm ist eine Folge von Regeln.
In einem Constraint-logischen Programm k￿nnen Constraints mehrere De￿nitionen
haben. Dies gibt dem Programmierer die M￿glichkeit, Fallunterscheidungen bei der
Problemmodellierung zu realisieren. Auch rekursive De￿nitionen k￿nnen ￿hnlich
wie in Prolog durch Angabe zweier De￿nitionen realisiert werden.
5.1.2 Auswertung von CLP-Programmen
Die Auswertung eines CLP-Programms entspricht einer Ableitung des Ziels. In jeder
Phase der Ableitung be￿ndet sich die Auswertung in einem bestimmten Zustand,
der als eine Konjunktion von Primitivconstraints und eine Konjunktion der noch zu
bearbeitenden Ziele eindeutig de￿niert wird.
De￿nition
Ein Zustand ist ein Paar [G|C], wobei G ein Ziel und C ein Constraint ist. G wird
mit Ziel-Speicher bezeichnet und C mit Constraint-Speicher.
Ein Anfangzustand ist von der Form [G|true]:
1. Ist das Zielatom ein Primitivconstraint, dann wird es in den Constraint-Speicher
aufgenommen und der dadurch ver￿nderte Speicher wird auf Erf￿llbarkeit gete-
stet. Bei Unerf￿llbarkeit bricht das Verfahren ab, da es, wegen der Monotonie
des Constraint-L￿sers, keine L￿sung mehr geben kann. Anderenfalls werden
die im letzten Kapitel vorgestellten Schritte, n￿mlich Vereinfachung, Feststel-
lung und Projektion, vorgenommen, bis keine weiteren Vereinfachungen m￿g-
lich sind.
2. Ist das Zielatom ein benutzerde￿niertes Constraint, so wird ein passendes be-
nutzerde￿niertes Constraint gesucht, mit dem das Ziel uni￿ziert werden kann.
Wird kein passendes Constraint gefunden, bricht das Verfahren ab und die
Berechnung ist somit gescheitert. Anderenfalls wird das passende Constraint
mit dem Zielatom resolviert und Teilziele werden weiter bearbeitet. Sind alle
Ziele abgearbeitet, so ist der Inhalt des Constraint-Speichers als Antwort aus-
zugeben. Dies kann unter Umst￿nden eine inde￿nite Antwort sein, da es nicht
immer m￿glich ist, Variablen mit festen Werten zu belegen.
De￿nition Ein Zustand [G|C] hei￿t erfolgreicher Zustand, wenn G das leere Ziel
und C nicht unerf￿llbar ist.
Ein Zustand [G|C] hei￿t erfolgloser Zustand ist, wenn G das leere Ziel ist und C
unerf￿llbar.48
Eine Ableitung von [G0|C0] ⇒ [Gn|Cn] hei￿t eine erfolgreiche Ableitung, wenn
[Gn|Cn] ein erfolgreicher Zustand ist. Sie hei￿t erfolglos, wenn [Gn|Cn] ein
erfolgloser Zustand ist.
Um Verwechslungen zu vermeiden, bezeichnen wir das leere Ziel bei einer
erfolgreichen Ableitung mit ◦ und bei einer erfolglosen Ableitung mit •.
Auf Grund der Tatsache, dass es mehrere M￿glichkeiten gibt ein benutzerde￿niertes
Constraint zu ersetzen, kann es f￿r ein Ziel mehrere Ableitungen geben. Die Menge
aller Ableitungen f￿r ein Ziel bildet den Ableitungsbaum. Dabei entsprechen die
Knoten den Zust￿nden und die Wurzel dem Anfangszustand.
De￿nition
Ein Ziel hei￿t endlich gescheitert, wenn es einen endlichen Ableitungsbaum besitzt,
in dem alle Ableitungen erfolglos sind.
Die Berechnung eines Zieles einer CLP-Sprache, entspricht demnach dem Durchlauf
durch den Ableitungsbaum des Zieles. Ist dabei ein erfolgreicher Zustand erreicht,
so gibt das System dem Benutzer die Ergebnisse. M￿chte der Benutzer weitere
Ergebnisse, so kann weiter im Suchbaum nach erfolgreichen Zust￿nden gesucht
werden. Ist ein erfolgloser Zustand erreicht und der Baum ist vollst￿ndig
durchsucht, so gibt das System die Antwort No.
Wir wollen an dieser Stelle ein Beispiel einf￿hren, um die Auswertungs- methode
einer CLP Sprache mit der Menge der reellen Zahlen als Dom￿ne und mit linearen
und arithmetischen Gleichungen als Constraints erl￿utern. Das Gau￿sche
Eliminationsverfahren kann in diesem Fall vom Constraint- L￿ser verwendet
werden, um Primitivconstraints Vereinfachen.
Problemstellung: Eine Mahlzeit, bestehend aus Vorspeise A und Hauptspeise M,
ist eine leichte Mahlzeit, genau dann, wenn A und M jeweils einen positiven
Kaloriewert I bzw. J besitzen, mit I + J < 8. Eine Liste von Kaloriewerten der
verf￿gbaren Bestandteile von Mahlzeiten ist gegeben. Finde eine Zusammensetzung
f￿r eine leichte Mahlzeit aus den Bestandteilen, so dass der gew￿nschte Kaloriewert
erreicht ist.











Die Kalorienwerten der Bestandteile werden als Fakten formuliert Wir zeigen nun




[vorspeise(A,I),hauptspeise(M,J)|I > 0,J > 0,I + J < 8] ⇒
[hauptspeise(M,J)|A = salat,I = 5,J > 0,5 + J < 8] ⇒
[•|M = fleisch,J = 6A = salat,I = 5,J = 6,5 + 6 < 8]
Antwort: M = fleisch,A = salat
Primitivconstraints werden im Constraint-Speicher aufgenommen (nach dem
Trennzeichen ￿|￿) und anschlie￿end wird der Constraint-Speicher auf Konsistenz
getestet. Dies gelingt und im n￿chsten Schritt wird aus dem Ziel-Speicher das am
weitesten links stehende Teilziel (vorspeise(A,I)) reduziert. Die dabei
entstehenden neuen Primitivconstraints werden aufgenommen. Der
Constraint-L￿ser stellt Inkonsistenz im Constraint-Speicher fest und damit ist ein
erfolglose Zustand erreicht. Dieser Zustand entspricht dem am weitesten links
liegenden Blatt im folgenden Ableitungsbaum des Zieles. Die rot markierten
Primitivconstraints sind die Inkonsistenzen
Die Wurzel im obigen Ableitungsbaum entspricht dem Ziel. Die Nummerierung der
Knoten steht f￿r die Reihenfolge, in der Schritt f￿r Schritt der Ableitungsbaum
durchsucht wird. Nach dem ersten erfolglosen Zustand (4) wird zum letzten
Zustand (3) zur￿ckgesetzt, wo es alternative Ableitungen gab. Die Auswertung
l￿uft bis zum ersten erfolgreichen Zustand (8). Der Ableitungsbaum wird dadurch
vollst￿ndig durchsucht. Der Inhalt der Constraint-Speicher wird als Antwort dem
Benutzer zur￿ckgegeben.
Die Reihenfolge der Ziele und der Teilziele im Rumpf eines benutzer- de￿nierten
Constraint sind f￿r die E￿zienz von CLP-Sprachen entscheidend. In dem obigen
Beispiel k￿nnten die Fakten anders sortiert werden, wodurch ein erfolgreicher
Zustand erreicht wird bevor der Baum vollst￿ndig durchsucht worden ist. In diesem
Fall gibt das System den aktuellen Constraint-Speicher als Antwort zur￿ck und
bietet dem Benutzer die M￿glichkeit, den Baum weiter zu durchsuchen. Wird dies
vom Benutzer best￿tigt, so versucht das System weitere Antworten zu suchen. Dies
gelingt jedoch nicht, da f￿r das Ziel nur eine erfolgreiche Ableitung existiert. Die
Antwort eines Zieles ￿ndert sich also nicht durch die ˜nderung der Reihenfolge.50
Abbildung 5.1:
Die Reihenfolge der benutzerde￿nierten Constraints dagegen kann zu verschiedenen
Antworten f￿hren. CLP-Sprachen sind demnach nichtdeterministisch. Betrachten
wir das folgende Beispiel:
finde(X) :- finde(X),X > 0
finde(1).
F￿r das Ziel finde(T) w￿rde das System nicht terminieren, obwohl die
Verstauchung der Constraints zu dem erfolgreichen Zustand [◦|T = 1] f￿hren.
Bei einem rekursiven benutzerde￿nierten Constraint in einem CLP-Programm soll
also, ￿hnlich wie in Prolog, die Abbruchbedingung (finde(1).) vor dem rekursiven
Teil de￿niert werden. Andernfalls besitzt der Ableitungsbaum eine unendliche
Ableitung. Es hat sich als n￿tzlich erwiesen redundante Constraints einzuf￿hren,
um die E￿zienz eines CLP-Programms zu steigern. Unter einem redundanten
Constraint versteht man, ein Constraint, das aus einem Programm entfernt werden
kann, ohne sich die L￿sung eines beliebigen Zieles ￿ndert. Durch redundante
Constraints k￿nnen die L￿nge der Ableitungsschritte reduziert werden.51
5.2 ECLiPSe
ECLiPSe ist eine Constraint-logische Programmiersprache und besitzt die selbe
Syntax wie Prolog. Sie wurde am Anfang vom European Computer-Industry
Research Centre (ECRC) in M￿nchen entwickelt. Dann wurde sie vom Centre for
Planning and Resource Control (IC-Parc) des Imperial College in London
￿bernommen und weiter entwickelt. Im Laufe der Diplomarbeit hat sich der Sitz
jedoch erneut ge￿ndert.
ECLiPSe wird von IC-Parc f￿r akademische Zwecke frei zur Verf￿gung gestellt. So
auch f￿r diese Arbeit. Aktuelle Information ￿ndet man auf der neuen Website von
ECLiPSe:
http://eclipse.crosscoreop.com/eclipse/
ECLiPSe ist entwickelt mit dem Ziel Techniken verschiedener wissenschaftlicher
Gebiete mit der Constraint-logischen Programmierung zu Kombinieren, so dass
hybride Algorithmen (Constraint-L￿ser) im Zusammenspiel bei der Behandlung
verschiedener u.a. kombinatorischer, scheduling und mathematischer Probleme
eingesetzt werden k￿nnen. Die Integration hybride Algorithmen erlaubt schnelle
Prototyp-Entwicklungen und somit das Experimentieren mit alternativen
L￿sungsmethoden.
Die eingebaute Arbeitsweise von ECLiPSe entspricht der des oben beschrieben
CLP-Paradigma. Dies wird allerdings vom Programmierer durch Pr￿dikate, bei der
Suche nach L￿sungen beein￿usst wird. ECLiPSe kann in anderen Systemen
eingebetet werden u.a. in Java, C, C++. Auvh andere Systeme k￿nnen ins
ECLiPSe System als Bibliotheken eingebette werden.
Anders als in Prolog werden in ECLiPSe Argumente von Strukturen benannt, so
dass auf einzelne Argumente zugegri￿en werden kann. Als Datenstrukturen in
ECLiPSe gibt es u. a. Listen, Hash-Tabellen, Arrays.
Die verschieden Algorithmen in ECLiPSe k￿nnen nach Verwendungszweck in zwei
Gruppen eingeteilt werden:
• Verwaltung von Constraints
Hier sind verschiedene Constraintl￿ser als Bibliotheken vorhanden, die in
einem Programm gleichzeitig benutzt werden k￿nnen.
• Suche nach L￿sungen
Hier sind alle Suchverfahren die wir in Kapitel 4 erl￿utert haben, als
Constraints realisiert. (vollst￿ndige- und unvollst￿ndige- sowie konstruktive-
und verbesserungsorientierte Suche).52
In ECLiPSe sind alle Constraint-L￿ser in Form von Bibliotheken realisiert. Wenn in
Programmen die Nutzung bestimmter Consrtaint-L￿ser nicht erw￿nscht ist, so ist
das System im eingebauten Modus (suspend-Modus). In diesem Modus werden
Ziele, bei denen f￿r bestimmte Constraints die entsprechenden Variablen nicht
gebunden sind, vorerst zur￿ckgestellt. Sie werden zun￿chst als erf￿llt angenommen
und weitere Teilziele werden bearbeitet. Verz￿gerte Ziele gelten als ￿schlafend￿ und
werden ￿geweckt￿, wenn die entsprechenden ungebundenen Variablen modi￿ziert
werden.
Beispiel:
F￿r das folgende Ziel gilt mit dem Pr￿dikat =< /2 antwortet das System wie folgt:
? − X =< 4,X >= 3.
X = X
There are 2 delayed goals.
Yes (0.00s cpu)
ECLiPSe enth￿lt eine F￿lle von Bibliotheken, die in Programmen geladen und
verwendet werden k￿nnen. Eine dieser Bibliotheken ist die IC-Bibliotek (IC-ibrary).
Wir wollen im Folgenden die IC-Bibliothek erl￿utern, da sie bei der Simulation der
Pr￿fungsordnung in dieser Arbeit eingesetzt wird.
5.2.1 Der Interval Constraint-L￿ser (IC-Solver)
ECLiPSe unterst￿tzt Constraint-logische Programmierung ￿ber endliche
Wertebereiche mit der IC-Bibliothek. In dieser Bibliothek be￿ndet sich u.a. der
IC-L￿ser ￿ber eine endliche Menge ganzer und reeller Zahlen. Hier k￿nnen
Variablen beider Typen in Constraints gemischt benutzt werden. Dabei wird jede
Zahl als ein Intervall dargestellt. Die Nutzung von Intervallen f￿r reelle Zahlen
erm￿glicht eine bessere Absch￿tzung der Ungenauigkeiten bei Rechnungen, als dies
mit Flie￿kommazahlen der Fall ist.
Eine Menge von Constraints k￿nnen von IC-L￿ser verwaltet werden, u.a.folgende:
Domain-Constraints
Das Pr￿dikat (:: /2)
V ars :: Dom






Folgende arithmetische Constraints k￿nnen verwendet werden.
T1# < T2, T1# > T2, T1# = T2, T1# <= T2, T1# >= T2, T1##T2
Beispiel:
[X,Y,Z] :: 1..10,
2 ∗ X + 3 ∗ Y + 2# < Z.
Globale Constraints
Globale Constraints k￿nnen verwendet werden, um Aussagen ￿ber eine Menge von




bedeutet, dass alle Elemente in der Liste L paarweise verschieden sind.
Konsistenz-Techniken, Propagierungstechniken, und Suchmethoden, die wir im
letzten Kapitel erl￿utert haben, werden in dem IC-Solver mittels Pr￿dikate
realisiert.
Ein Beispiel f￿r Kantenkonsistenz ist das Pr￿dikat #\ = /2, bei dem Werte f￿r
Variablen entfernt werden, obwohl keine Variable gebunden ist.
?- [X,Y ] :: 1..5,X# < Y.
X = X{1..4}
Y = Y {2..5}
There is 1 delayed goal.
Yes(0.00s cpu)
Ein Beispiel f￿r die Propagierungstechnik Vorw￿rtsschema ist das Pr￿dikat
#\ = /2, bei dem Werte aus der Dom￿ne der Variablen entfernt werden, bevor alle
Variablen gebunden sind.
?-X :: 1..5,X#\ = 3.
X = X{[1,2,4,5]}
Yes(0.00s cpu)54
5.2.2 Programmierung mit ECLiPSe
Programmierung mit ECLiPSe ist entweder durch eine graphische
Benutzerober￿￿che (tk-ECLiPSe) oder ￿ber den Kommando-Zeileninterpreter
m￿glich. In ECLiPSe wird kein Editor zum Schreiben von Programmen
mitgeliefert. Es kann jedoch ein beliebiger Text-Editor benutzt werden.
Bei der Programmierung mit tk-ECLiPSe k￿nnen Werkzeuge zur u.a.
Fehlerdiagnose und Visualisierung von Berechnungen benutzt werden. Diese
be￿nden sich im Men￿ Tools. Hier ￿ndet man u.a. den Tracer, mit dem
Programmierer das Programm Schritt f￿r Schritt laufen lassen und analysieren
k￿nnen.
5.2.3 Das Modulsystem von ECLiPSe
ECLiPSe unterst￿tzt Objektorientierung mittels Module. Alle Bibliotheken sind
Module. Ein Programm in ECLiPSe besteht aus einem oder mehreren Modulen. Es
wird empfohlen unabh￿ngige Teile eines Programms in getrennten Modulen zu
halten. Dies macht Programme ￿bersichtlich und erleichtert
Programm-Modi￿kation.
Module werden am Anfang von Programmen mit dem Pr￿dikat
:- module(X)
de￿niert. Dabei mu￿ der Name des Programms und der Name des Modules, in dem
das Programm geschrieben wird, ￿bereinstimmen. In diesem Fall muss die
entsprechende Programmdatei im Ordner mit X.ecl gespeichert werden.
Programme k￿nnen Daten durch die Import- und Exportpr￿dikate untereinander
austauschen. Die Schnittstelle eines jeden Moduls zur Au￿enwelt wird durch die
Objekte de￿niert, die aus dem Modul exportiert werden. Unterschiedliche Objekte
werden unterschiedlich importiert bzw. exportiert.
M￿chte man einen bestimmten Constraint-L￿ser X in einem Programm benutzen,




Strukturen m￿ssen in Modulen de￿niert werden, in denen sie zum Einsatz kommen.
Eine Struktur Namens Buch kann wie folgt de￿niert werden:
:- local(buch(author,titel,verlag)).55
Zugri￿ auf Daten in Strukturen ist f￿r die Au￿enwelt nur m￿glich, wenn sie
exportiert wird. Eine Struktur kann wie folgt exportiert wird:
:- export struct(buch(author,titel,verlag)).
:- local struct(buch(author,titel,verlag)).
Pr￿dikate k￿nnen nur in Modulen, in denen sie de￿niert sind verwendet werden.
Ein Pr￿dikat der Stelligkeit k kann wie folgt exportiert werden.
:- export p/k.Kapitel 6
Simulation
6.1 Problemdarstellung
In dieser Arbeit wurde die Pr￿fungsordnung (Fassung von 22.07.2005) des neuen
Bachelorstudiengangs Informatik der Johann Wolfgang Goethe-Universit￿t
simuliert. Die Pr￿fungsordnung stellt Regeln auf, die alle Objekte betre￿en, die
Gegenstand des Studiums sind. Die Objekte k￿nnen Studenten, Professoren,
Pr￿fungsamt-Mitarbeiter, Vorlesungen, Praktika, Pr￿fungen, etc. sein.
Bei der Erstellung einer Pr￿fungsordnung f￿r einen neuen Studiengang m￿ssen
Entscheidungen so getro￿en werden, dass sie nicht in Widerspruch mit anderen
bereits getro￿enen oder noch zu tre￿enden Entscheidungen stehen. Es k￿nnen also
in einer solchen Pr￿fungsordnung Regeln geben, die sich gegenseitig ausschlie￿en.
Solche Widerspr￿che k￿nnten erst beider Anwendung der Regeln festgestellt
werden, die sich in der Regel nicht so einfach beheben lassen.
Ziel der Diplomarbeit ist also, die in der Pr￿fungsordnung aufgestellten Regeln als
Constraints zu formulieren, so dass im Idealfall logische Fehler durch eine
Simulation entdeckt werden k￿nnen. Weiterhin sollen Problemsituationen
untersucht werden, die bei der praktischen Anwendung der Regeln auftreten
k￿nnten.




• den Modulen im gew￿hlten Anwendungsfach,
• den Erg￿nzungsfachmodulen und
• den Abschlussmodulen.
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Diese sind voneinander getrennte Studiengebiete und werden dem entsprechend in
der Pr￿fungsordnung unterschiedlich behandelt. Die Basismodule und das
Abschlussmodul sind P￿ichtmodule. Die restlichen sind Wahlp￿ichtmodule.
Jedes dieser Studiengebiete besteht wiederum aus Modulen, die durch
Modulnummern eindeutig gekennzeichnet sind. Jedes Modul besteht aus einer oder
mehreren Veranstaltungen. Die Lehrform einer Veranstaltung kann ein Praktikum,
ein Seminar, eine Vorlesung, eine Tutorium-Leistung oder im Falle des
Abschlussmoduls ein Oberseminar sein. Jede Veranstaltung bekommt ebenfalls eine
eindeutige Veranstaltungsnummer, zugewiesen. Das Abschlie￿en eines Moduls
erfolgt durch das Bestehen der dazugeh￿rigen Modulabschlusspr￿fung. Die
Zulassung zu einer Modulabschlusspr￿fung kann das Absolvieren von
Studienleistungen, die dem Modul angeh￿ren oder das Absolvieren andere
Modulabschlusspr￿fungen voraussetzen.
Alle Module sind auf der Basis des European Credit Transfersystems (ECTS) mit
Credit-Punkten (CP) versehen. Der Credit Punkt eines Moduls steht f￿r den
studentischen Arbeitsaufwand, der notwendig ist um den entsprechenden
Anforderungen gerecht zu werden.
In den Basismodulen m￿ssen 98 CP durch neun Modulabschlusspr￿fungen erzielt
werden.
Die Vertiefungsmodule bestehen aus f￿nf Gebieten, in denen insgesamt mindestens
40 CP zu erzielen sind. In einem dieser Gebiete m￿ssen mindestens 16 CP erreicht
werden. In zwei weiteren, vom erstgenannten und untereinander verschiedenen
Vertiefungsgebieten sind jeweils mindestens acht CP zu erbringen. Mit der ersten
Anmeldung zu einer Modulabschlusspr￿fung, muss sich der Student oder die
Studentin f￿r die drei Gebiete entscheiden und diese dem Pr￿fungsamt mitteilen. In
den 40 CP, die insgesamt zu erreichen sind, m￿ssen mindestens ein Seminar und ein
Praktikum enthalten sein. Die restlichen acht CP k￿nnen beliebig erzielt werden.
Bei den Wahlp￿ichtmodulen ist es m￿glich mehr CP zu erzielen, als dies die
Pr￿fungsordnung vorsieht. Dabei werden die CP der erfolgreichen und erfolglosen
Versuche von Pr￿fungsleistungen mitgez￿hlt, da die Summe insgesamt nicht mehr
als 100 betragen darf. Hat der Student oder die Studentin 100 CP verbraucht,
bevor die notwendigen 40 CP erreicht worden sind, so hat der Student oder die
Studentin endg￿ltig nicht bestanden.Hat der Student oder die Studentin die 40 CP
erreicht, so hat er oder sie selbst zu bestimmen, welche Pr￿fungsleistungen mit
welchen CP-Anteilen bei der Berechnung der Durchschnittsnote ber￿cksichtigt
werden sollen.
Das Abschlussmodul besteht aus dem Bachelorarbeit-Modul und dem
Oberseminar-Modul. F￿r die Zulassung zur Bachelorarbeit m￿ssen Studenten 100
CP bereits erzielt haben. Davon m￿ssen mindestens 80 CP in Basismodulen
erworben sein. Erzielte CP in den Anwendungsfachmodulen werden hier nicht in
der Berechnung ber￿cksichtigt.58
Alle Pr￿fungsleistungen werden benotet, ausgenommen Pr￿fungsleistungen zu
Praktika und zum Erg￿nzungsmodul.
Eine Gesamtnote f￿r das Bachelorstudiengang errechnet sich aus dem nach CP
gewichteten Durchschnitt der mit Noten bewerteten Module. Zur Gesamtnote
werden 98 CP aus den Basismodulen angerechnet. Weiterhin werden, entsprechend
den Erkl￿rungen des oder der Studierenden, 40 CP aus den Vertiefungsmodulen
und 24 CP aus den Anwendungsfachmodulen anzurechnen. Aufwelche Weise die 24
CP in Anwendungsfachmodulen zu erreichen sind, werden inden jeweiligen
Fachrichtungen geregelt.
Bei einem Durchschnitt bis einschlie￿lich 1,5 lautet die Gesamtnote sehr gut, bis
einschlie￿lich 2,5 gut, bis einschlie￿lich 3,5 befriedigend, bis einschlie￿lich 4,0
ausreichend und bei einem Durchschnitt ab 4,1 nicht ausreichend.
Bei der Berechnung der Gesamtnote wird nur die erste Dezimalstelle hinter dem
Komma ber￿cksichtigt. Alle weiteren Stellen werden ohne Rundung gestrichen.
Wir wollen im Folgenden die Problematik bei der Berechnung der
Durchschnittsnote in den Vertiefungsmodulen anhand eines Beispiels erl￿utern.
CP-Liste: 6 8 4 9 9 8 4 9 9
Notenliste: 1,3 1,7 2,0 1,7 1,7 1,3 1,7 b 1,3
Nehmen wir an, dass der Student oder die Studentin in den Vertiefungsmodulen die
oben angegebenen CP mit den entsprechenden Noten erzielt hat, wobei b f￿r das
Bestehen einer Pr￿fung zum Praktikum steht, das nicht benotet wird. Seien alle
Module mit vier CP Seminare.
Nehmen wir weiter an, dass die ersten vier Modulabschlusspr￿fungen dem Gebiet
entsprechen, zu dem sich der Student entschieden hat 16 CP zu erreichen. Die
n￿chsten zwei und die letzten drei entsprechen den Gebieten, in denen jeweils acht
CP zu erzielen sind. In diesem Fall hat der Student oder die Studentin 66 CP
erreicht, davon werden 40 CP f￿r die Berechnung der Durchschnittsnote
ber￿cksichtigt.
Nun soll der Student oder die Studentin bestimmen wie die 40 CP
zusammengesetzt werden, so dass in den 40 CP weiterhin in allen drei Gebieten die
ben￿tigten CP erzielt worden sind, dass mindestens ein Praktikum und ein Seminar
enthalten sind und nat￿rlich dass er die bestm￿gliche Durchschnittsnote erzielt.59
6.2 Modellierung des Problems
Bei der Modellierung kombinatorischer Probleme mit Constraint-logischen
Programmiersprachen werden in der Regel die folgenden Schritte in der
angegebenen Reihenfolge durchgef￿hrt.
1. Es werden Entscheidungen getro￿en, welche Datenstrukturen f￿r die zu
bearbeitenden Daten verwendet werden sollen:
Wir haben uns f￿r die Datenstruktur Struktur entschieden, da wir sie f￿r unsere
Zwecke f￿r geeignet halten. Strukturen mit benannten Argumenten machen die
restlichen Modellierungsschritte leichter und erm￿glichen schnellen Zugri￿ auf
Daten. Ein weiterer Vorteil der Struktur ist, dass bestimmte Modi￿kationen
unternommen werden k￿nnen, ohne Programme erheblich ver￿ndern zu m￿ssen, wie
beispielsweise das Hinzunehmen neuer Argumente.
2. Problemvariablen werden generiert, die f￿r Objekte des Problemfeldes stehen:
Die wesentlichen Gegenst￿nde unserer Simulation sind die verschiedenen Module.
Wir wollen deshalb alle Module des Bachelorstudiengangs in Strukturen speichern.
Die Argumente der Strukturen entsprechen dann den verschiedenen Eigenschaften
der Module. Eigenschaften sind u.a. Modulnummer, CP,
Zulassungsvoraussetzungen, usw.
Wir ben￿tigen neben den Regeln der Pr￿fungsordnung weitere Daten als Eingabe
f￿r das Simulationsprogramm. Das sind Informationen ￿ber den Studienverlauf
eines Studenten oder einer Studentin.
Strukturen f￿r die Module sind statisch, d.h. fest f￿r alle Studenten
gleich.Studentendaten hingegen sind individuell f￿r jeden Studenten.
3. Constraints werden de￿niert:
Hier liegt die Hauptaufgabe der Simulation. Wir wollen die Regeln der
Pr￿fungsordnung als Constraints de￿nieren. Dabei m￿ssen wir folgende
Vereinfachungen machen:
• Eine ￿quivalente und formale Beschreibung von Regeln, die in einer nat￿rlichen
Sprache formuliert sind, ist bekanntlich nicht m￿glich. Deshalb haben wir bei
der Simulation der Pr￿fungsordnung manche Regeln nicht mit ber￿cksichtigt.
Beispiel
￿ 17 Abs. 3:
￿Der f￿r den R￿cktritt oder das Vers￿umnis einer Pr￿fung geltend gemachte
Grund muss dem oder der Vorsitzenden des Pr￿fungsausschusses unverz￿glich
schriftlich angezeigt und glaubhaft gemacht werden. (...) ￿60
• Regeln, die in keinerlei Kon￿ikte zu anderen Regeln stehen und damit f￿r die
Zielsetzung der Diplomarbeit nicht relevant sind, wurden weggelassen.
Beispiel
￿ 24 Abs. 8:
￿Auf Antrag des oder der Studierenden kann der Pr￿fungsausschuss die
Abfassung der Bachelorarbeit in englischer Sprache zulassen, wenn das
schriftliche Einverst￿ndnis des Betreuers oder der Betreuerin vorliegt.￿
• Aus zeitlichen Gr￿nden wurde nur ein Teil der relevanten Regeln ber￿cksichtigt.
Dies hat zur Folge, dass die Pr￿fungsordnung nicht Tag-genau sondern nur auf
Semester Ebene simuliert wurde.
Beispiel
￿ 16 Abs. 5:
￿(...) Die Anmeldung zu einer Klausur hat sp￿testens vier Wochen vor dem
festgelegten Pr￿fungstermin und bei einer m￿ndlichen Pr￿fung zu einem
Pr￿fungszeitraum sp￿testens vier Wochen vor dem Beginn des
Pr￿fungszeitraumes beim Pr￿fungsamt zu erfolgen.(...).￿
Wie wir in den letzten Kapiteln erl￿utert haben, sind Constraints Bedingungen.
Die Regeln der Pr￿fungsordnung k￿nnen ebenfalls als Bedingungen aufgefa￿t
werden, in denen Beziehungen zwischen Objekten und deren Abh￿ngigkeiten
dargestellt werden. Wir wollen nun die formulierten Constraints zusammen mit den
Informationen des Studienablaufs eines oder einer Studierenden dem
ECLiPSe-System ￿bergeben. Das System soll dann auf Anfragen ￿ber den
Studienablauf des oder der Studierenden unter Beachtung der aufgestellten
Constraints Antworten geben. Dies entspricht einem
Constraint-Erf￿llbarkeitsproblem.
Es sollen dann Fragen gestellt werden, wie z.B.:
Ist ein Student endg￿ltig durchgefallen?, Ist ein bestimmtes Modul abgeschlossen?,
Sind alle Module eines Bereichs (z.B. Basis-, Vertiefungsbereich, usw.)
abgeschlossen?
Die Antwort soll nur dann ja hei￿en, wenn alle Constraints erf￿llt sind u.a., dass
bestimmte Anzahl von CP erreicht wurde , dass zu jeder Modulaschlusspr￿fung die
jeweilige Zulassungsvoraussetzung zum Pr￿fungszeitpunkt bereits erreicht ist, dass
ein Student oder eine Studentin nicht bereits endg￿ltig durchgefallen ist, ...61
Zus￿tzlich soll das System beider Berechnung der Durchschnittsnote in den
Vertiefungsmodulen die bestm￿gliche Durchschnittsnote liefern, indem alle
Kombinationen ausprobiert werden. Dies entspricht einem
Constraint-Optimierungsproblem.
6.3 Implementierung
In dieser Arbeit wurde die Benutzerober￿￿che tk-ECLiPSe zur Programmierung
benutzt.
Wir haben alle Module des Bachelorstudiengangs in einem ECLiPSe-Modul
gespeichert. Wir nennen dieses ECLiPSe-Modul deshalb alle_Module (siehe
Anhang B1). Dieses ist eines von insgesamt acht Programmdateien, die das
Simulationsprogramm ausmachen. In dieser Programmdatei werden alle Module,
die zu einem Teilgebiet (Basismodule, Vertiefungsmodule, ....) geh￿ren, in einer
Liste zusammengefasst. Jede dieser Listen entspricht dem Argument eines Faktes.
So werden alle Basismodule als ein einzelnes Argument des Faktes
alle_Basismodule/1, alle Vertiefungsmodule als ein einzelnes Argument des
Faktes alle_V ertiefungsmodule/1, usw.gespeichert.
Das Argument eines solchen Faktes ist also eine Liste, deren Elemente Struktu-
ren sind. Jede einzelne Struktur in der Liste steht f￿r einzelne Module des jeweiligen
Gebiets. Die Argumente der Strukturen eines Gebiets entsprechen den verschiedenen
Eigenschaften eines Moduls. Beispielsweise wurden alle Basismodulen als Strukturen
wie folgt realisiert, wobei die Argumente modul_nr,vtg,lehrform,cp und rythmus
f￿r die Eigenschaften des Moduls, Modulnummer, Veranstaltungsnummern, Lehr-
form, Credit Punkte und H￿u￿gkeit stehen. Die Implementierung in ECL iPSe sieht
wie folgt aus:
alle_basismodule([
b_modul{modul_nr : b_PRG_pr,vtg : prog_pr,lehrform : prakt,
cp : 8,rhytmus : ws},
b_modul{modulnr : b_HWS_pr,vtg : hws_pr,lehrform : prakt,
cp : 4,rhytmus : ss},
b_modul{modul_nr : b_M1,vtg : m1,lehrform : vlg,
cp : 9,rhytmus : ws},
]).
In ￿hnlicher Weise wurden die restlichen Module, die zu anderenTeilgebieten
geh￿ren in dem ECLiPSe-Modul alle_Module gespeichert.
Als n￿chstes haben wir die Daten ￿ber den Studenten oder die Studentin generiert.
Diese Daten k￿nnen theoretisch auf verschiede Weise dem ECL iPSe-System62
￿bergeben werden. Beispielsweise kann man beliebige Daten aus verschieden
Anwendungen heraus lesen und mit Hilfe eines Parsers in ECL iPSe-Strukturen
umwandeln. Wir haben diese Daten jedoch in der Programm-Datei student
gespeichert, die bereits in ECLiPSe-Strukturen vorliegen.
In diesem ECLiPSe-Modul werden, in getrennten Strukturen alle absolvierte
Studienleistungen, alle Pr￿fungsversuche, die drei Wuschgebiete des oder der
Studierenden gespeichert. Zu jeder dieser Leistungen des oder der Studierenden,
wird vermerkt in welchem Semester die Leistung erfolgte. Diese Leistungen werden
ohne Beachtung der Reihenfolge in dem Programmdatei student vermerkt.
Die Erstellung einer Benutzerober￿￿che oder von Schnittstellen zur Dateneingabe
ist eine m￿gliche Erweiterung des Systems, sie wurde jedoch nicht innerhalb dieser
Diplomarbeit betrachet.
Bei der Formulierung der Regeln als Constraints, haben wir mit den Regeln
angefangen, die sich auf die Basismodule beziehen, da diese Grundlage f￿r weitere
Teilgebiete sind und unabh￿ngig von den restlichen Gebieten simuliert werden
k￿nnen. Wir haben zun￿chst die notwendigen Bedingungen, um ein P￿ichtmodul
erfolgreich abzuschlie￿en, als benutzerde￿niertes Constraint de￿niert. Die







Dieses Pr￿dikat gelingt, wenn alle Teilziele gelingen. Dieses Pr￿dikat kann wie folgt
interpretiert werden:
Ein P￿ichtmodul in den Basismodulen ist abgeschlossen genau dann, wenn
• das Modul in der Au￿istung von Modulen, die in alle_Module gespeichert ist,
existiert,
• der Student die Zulassungsvoraussetzungen f￿r das Modul erf￿llt,
• der Student oder die Studentin nicht bereits zweimal die Modulabschlusspr￿-
fung erfolglos wiederholt hat und
• die Modulabschlusspr￿fung erfolgreich absolviert hat.63
Im ersten der vier Teilziele wird gepr￿ft, ob das Modul mit der Bezeichnung
Modulname in dem ECLiPSe-Modul alle_Module enthalten ist. F￿r das n￿chste
Teilziel wird gepr￿ft, ob der Student bereits die Zulassungsvoraussetzungen erf￿llt
hat, indem das ECLiPSe-Modul student durchsucht wird. F￿r das vierte Teilziel
wird gepr￿ft, ob ein Eintrag existiert, in dem vermerkt ist, dass der Student oder
die Studentin die Modulabschlusspr￿fung bestanden hat.
Als n￿chstes haben wir alle notwendigen Bedingungen, um das Teilgebiet
Basismodule erfolgreich abzuschlie￿en, als benutzerde￿niertes Constraint realisiert.




Das erste Teilziel holt sich alle Basis-Modulnummern aus der Struktur in dem
ECLiPSe-Modul basismodule und schreibt sie in einer Liste. Das zweite Teilziel
pr￿ft, ob f￿r jede Modulnummer X mit Hilfe von Iterationsmechanismen der
Progammiersprache ECLiPSe das Pr￿dikat
ein_Pflichtmodul_abgesch_basis(X,Note) gelingt.
Mit der De￿nition eines Pr￿dikates, das die Durchschnittsnote f￿r Basismodulen
berechnet, haben wir das dritte ECLiPSe-Modul basismodule vollst￿ndig erstellt.
Wir haben die weiteren ECLiPSe-Modulen, vertiefungsmodule,
ergaenzungsmodule, und das abschlussmodul in ￿hnlicher Weise erstellt.
Constraints die sich auf das Modul zum gew￿hlten Anwendungsfach beziehen
wurden weggelassen, da diese nicht der Informatik geh￿ren und extern geregelt
werden. Wir haben dennoch Vollst￿ndigkeitshalber dummy Pr￿dikate in dem
ECLiPSe-Modul anwendungsfachmodule geschrieben.
Als besonders schwierig erwies sich zun￿chst die Regelung f￿r die Berechnung der
Durchschnittsnote in den Vertiefungsmodulen. Sie wurde jedoch durch eine pr￿zise
Darstellung des Problems als ein Constraint-Optimierungsproblem bewerkstelligt.
Es war nicht erforderlich dem System mitzuteilen, wie die Berechnung zu erfolgen
hat.
Schlie￿lich haben wir noch ein Modul (simulation_bachelor) erstellt das ein
Pr￿dikat zur Berechnung der Gesamtnote enth￿lt. Dieses Pr￿dikat durchl￿uft
s￿mtliche Programmteile durch um das Ergebnis zu liefern, wenn in allen Gebieten
die als Constraint de￿nierten Regeln von dem oder der Studierenden erf￿llt worden
sind.
Im Anhang C be￿ndet sich eine Pr￿dikaten￿bersicht, wo alle Pr￿dikate nach Gebiet
aufgelistet sind.64
Nun stellt sich die Frage, wer dieses Simulationsprogramm verwenden kann.
Ein Student kann das Simulationsprogramm daf￿r nutzen, um festzustellen, ob er
alle Bedingungen f￿r eine Modulabschlusspr￿fung erf￿llt hat. Dies wird so
gehandhabt, dass der Student oder die Studentin dem System mitteilt, dass er oder
sie zuletzt die Abschlusspr￿fung absolviert hat. Das System pr￿ft dann mit Hilfe
des bisherigen Studienverlaufs, ob dies m￿glich ist.
Ist ein Constraint dabei verletzt, so antwortet das System mit No. Der Student
oder die Studentin kann dann mit Hilfe des tracers eine Programmanalyse
durchf￿hren, in dem er das Programm schrittweise laufen l￿sst, um festzustellen
welches Constraint verletzt worden ist.
Weiterhin kann das Simulationsprogramm vom dem oder der Studierenden benutzt
werden, um die CP-Anteile bei der Berechnung der Durchschnittsnote zu
bestimmen, so dass die bestm￿gliche Note erzielt werden kann. Dies ist ein
kombinatorisches Problem, bei dem die Anzahl der m￿glichen Belegungen mit der
Anzahl der erzielten CP extrem schnell w￿chst. Die bestm￿gliche
Durchschnittsnote kann in Extremf￿llen an der Grenze zwischen zwei Bewertungen
liegen, so dass der oder die Studierende eine falsche Entscheidung bez￿glich der
CP-Anteile tre￿en kann. Dies kann dazu f￿hren, dass er oder sie beispielsweise eine
Gesamtnote von gut erh￿lt, obwohl durch andere Entscheidungen eine sehr gute
Benotung m￿glich ist.
Auch das Pr￿fungsamt k￿nnte das Simulationsprogramm in dieser Hinsicht nutzen,
um Studierenden bei der Entscheidung Empfehlungen zu geben.
Wir haben in den vorherigen Kapiteln erl￿utert, dass bei den deklarativen
Sprachen schnelle Modi￿kation von Programmen m￿glich ist, wenn Anforderungen
sich ￿ndern.
Somit kann das Simulationsprogramm mit einer Erweiterung unterschiedlichen
Zwecken dienen. Beispielsweise k￿nnte man weitere Constraints de￿nieren, die sich
u.a. aufzeitliche Verf￿gbarkeit von Professoren, auf vorhandene Raumkapazit￿ten
und auf die Dauer von Vorlesungen beziehen, um Stundenpl￿ne zu generieren.
Man k￿nnte das Simulationsprogramm auch dahingehend erweitern, dass ein
Student oder eine Studentin bei einer gegebenen Anzahl von abgeschlossenen
Modulen folgende Fragen an das Simulationsprogramm stellen kann:
Welche Module k￿nnen als Erg￿nzung absolviert werden, um das entsprechende
Studiengebiet (Basis-, Vertiefungsmodulen, ...) oder um das Studium
abzuschlie￿en?
Eine weitere Erweiterung des Simulationsprogramms k￿nnte bei der Entscheidung,
welche Veranstaltung im welchem Semester (Winter- oder Sommersemester)
statt￿nden soll, Unterst￿tzung leisten. Die Entscheidungen sollen so getro￿en
werden, dass es wie vorgegeben m￿glich ist,das Studium in Regelstudienzeit
abzuschlie￿en. Zus￿tzlich kann das Simulationsprogramm benutzt werden, um bei
˜nderungen oder bei Einf￿hrung von neuer Regeln festzustellen, ob die65
Pr￿fungsordnung konsistent bleibt. Auch andere Fachrichtungen k￿nnen mit
leichten Erweiterungen das Simulationsprogramm f￿r ￿hnliche Zwecke einsetzen.
Die Pr￿fungsordnung des Bachelorstudiengangs Informatik ￿ndet man auf der
Webseite der Johann Wolfgang Goethe-Universit￿t:
http://www.informatik.uni-frankfurt.de
6.4 Tests
In diesem Abschnitt wollen wir Tests f￿hren, um zu zeigen, dass das Simulations-
programm die gew￿nschten Ergebnisse liefert. Zun￿chst machen wir ein Test f￿r das
Constraint-Erf￿llbarkeitsproblem und anschlie￿end f￿r das Constraint-Optimierungsproblem.
Test 1
In diesem Test wollen wir dem System folgende Informationen zu dem Studenten
oder der Studentin ￿bergeben, um anschlie￿end die Anfrage zu stellen, ob er oder
sie die Vertiefungsmodule abgeschlossen hat.
Diese Informationen sind alle absolvierten Studienleistung der Basismodule und
alle Pr￿fungsversuche in den Basis- und Vertiefungsmodulen. Zus￿tzlich bekommt
das System die drei Wunschgebiete des oder der Studierenden, in denen er sich
verp￿ichtet eine bestimmte Anzahl von CP zu erzielen. Aus den Informationen soll
das System erkennen, dass einige Regeln der Pr￿fungsordnung nicht erf￿llt sind
und zeigen welche Bedingung verletzt ist.
absolvierte_studienleistungen([
studienleistung{vtg : prog1,pruefungszeit : 7,semester : ws},
studienleistung{vtg : prog2,pruefungszeit : 4,semester : ss},
studienleistung{vtg : edgi,pruefungszeit : 6,semester : ws},
studienleistung{vtg : hwr,pruefungszeit : 2,semester : ss},
studienleistung{vtg : gl2,pruefungszeit : 6,semester : ss},
studienleistung{vtg : gl1,pruefungszeit : 2,semester : ws}
]).
pruefungsversuche_BM([
pruefung_basis{modul_nr : b_HW,pruefungszeit : 4,note : 1.0},
pruefung_basis{modul_nr : b_PRG,pruefungszeit : 6,note : 2.0},
pruefung_basis{modul_nr : b_MOD,pruefungszeit : 1,note : 3.0},
pruefung_basis{modul_nr : b_DS,pruefungszeit : 1,note : 1.0},
pruefung_basis{modul_nr : b_GL,pruefungszeit : 3,note : 1.0},
pruefung_basis{modul_nr : b_PRG_pr,pruefungszeit : 6,note : b},
pruefung_basis{modul_nr : b_HWS_pr,pruefungszeit : 4,note : b},66
pruefung_basis{modul_nr : b_M1,pruefungszeit : 2,note : 1.0},
pruefung_basis{modul_nr : b_M2,pruefungszeit : 5,note : 1.0}
]).
pruefungsversuche_V M([
pruefung_vertiefung{modul_nr : b_BS,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_V S_PR,pruefungszeit : 7,note : b},
pruefung_vertiefung{modul_nr : b_BK1,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_AS,pruefungszeit : 6,note : 1.7},
pruefung_vertiefung{modul_nr : b_DBV,pruefungszeit : 7,note : 1.7}
]).




antwortet das Programm mit No. Den Grund zeigt uns der tracer an, in dem er das
erste nicht erf￿llte Teilziel rot markiert. Von da an macht er alle vorgenommenen
Schritte r￿ckg￿ngig und bricht das Verfahren ab. Siehe Abb. 7.1





seminar_und_Praktikum_enthalten/2, % hier steckt der Fehler
drei_disjunkte_Gebiete/3.
Test 2
Wir wollen anhand des folgenden Tests zeigen, wie schnell die
Kombinationsm￿glichkeit mit der Anzahl der von dem oder der Studierenden
erzielten CP w￿chst. Daf￿r haben wir f￿nf Szenarien vorbereitet. In jeder dieser
Szenarien gibt das System die bestm￿gliche Durchschnittsnote in den
Vertiefungsmodulen an und sagt uns unter wie vielen Kandidaten (Variationen) die
L￿sung die beste ist.67
Abbildung 6.1:
Wir nehmen hier an, dass das System alle absolvierten Studienleistungen und alle
Pr￿fungsversuche in den Basismodulen wie im obigen Test als Eingabe bekommt.
Szenario 1
pruefungsversuche_V M([
pruefung_vertiefung{modul_nr : b_BS,pruefungszeit : 5,note : 2.0},
pruefung_vertiefung{modul_nr : b_V S_PR,pruefungszeit : 7,note : b},
pruefung_vertiefung{modul_nr : b_PR_BS,pruefungszeit : 5,note : 1.3},
pruefung_vertiefung{modul_nr : b_SIM_PR,pruefungszeit : 5,note : b},
pruefung_vertiefung{modul_nr : b_EAL_BS,
pruefungszeit : 1,note : 2.3},
pruefung_vertiefung{modul_nr : b_BK1,pruefungszeit : 5,note : 1.3}
]).68
Insgesamt erzielte CP: 42
Szenario 2
pruefungsversuche_V M([
pruefung_vertiefung{modul_nr : b_BS,pruefungszeit : 5,note : 2.0},
pruefung_vertiefung{modul_nr : b_V S_PR,pruefungszeit : 7,note : b},
pruefung_vertiefung{modul_nr : b_PR_BS,pruefungszeit : 5,note : 1.3},
pruefung_vertiefung{modul_nr : b_SIM_PR,pruefungszeit : 5,note : b},
pruefung_vertiefung{modul_nr : b_EAL_BS,
pruefungszeit : 1,note : 2.3},
pruefung_vertiefung{modul_nr : b_BK1,pruefungszeit : 5,note : 1.3},
pruefung_vertiefung{modul_nr : b_V C_PR,pruefungszeit : 6,note : b}
]).
Insgesamt erzielte CP: 50
Szenario 3
pruefungsversuche_V M([
pruefung_vertiefung{modul_nr : b_BS,pruefungszeit : 5,note : 2.0},
pruefung_vertiefung{modul_nr : b_V S_PR,pruefungszeit : 7,note : b},
pruefung_vertiefung{modul_nr : b_PR_BS,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_SIM_PR,pruefungszeit : 5,note : b},
pruefung_vertiefung{modul_nr : b_EAL_BS,
pruefungszeit : 1,note : 2.3},
pruefung_vertiefung{modul_nr : b_BK1,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_V C_PR,pruefungszeit : 6,note : b},
pruefung_vertiefung{modul_nr : b_AS,pruefungszeit : 6,note : 1.0}
]).
Insgesamt erzielte CP: 5969
Szenario 4
pruefungsversuche_V M([
pruefung_vertiefung{modul_nr : b_BS,pruefungszeit : 5,note : 2.0},
pruefung_vertiefung{modul_nr : b_V S_PR,pruefungszeit : 7,note : b},
pruefung_vertiefung{modul_nr : b_PR_BS,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_SIM_PR,pruefungszeit : 5,note : b},
pruefung_vertiefung{modul_nr : b_EAL_BS,
pruefungszeit : 1,note : 2.3},
pruefung_vertiefung{modul_nr : b_BK1,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_V C_PR,pruefungszeit : 6,note : b},
pruefung_vertiefung{modul_nr : b_AS,pruefungszeit : 6,note : 1.7},
pruefung_vertiefung{modul_nr : b_ASI_PR,pruefungszeit : 5,note : b}
]).
Insgesamt erzielte CP: 67
Szenario 5
Pruefungsversuche_V M([
pruefung_vertiefung{modul_nr : b_BS,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_V S_PR,pruefungszeit : 7,note : b},
pruefung_vertiefung{modul_nr : b_PR_BS,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_SIM_PR,pruefungszeit : 5,note : b},
pruefung_vertiefung{modul_nr : b_EAL_BS,
pruefungszeit : 1,note : 2.0}
pruefung_vertiefung{modul_nr : b_BK1,pruefungszeit : 5,note : 1.7},
pruefung_vertiefung{modul_nr : b_AS,pruefungszeit : 6,note : 1.7},
pruefung_vertiefung{modul_nr : b_DBV,pruefungszeit : 7,note : 1.7},
pruefung_vertiefung{modul_nr : b_OGL,pruefungszeit : 6,note : 1.7},
pruefung_vertiefung{modul_nr : b_KUK_BS,
pruefungszeit : 1,note : 2.7},
pruefung_vertiefung{modul_nr : b_OGL,pruefungszeit : 6,note : b}
Insgesamt erzielte CP: 7770
CP Gesamt Variationen Bearbeitungsdauer Durchschnittsnote
42 1094 0,83 sec 1,5708333333333335
50 4833 21,71 sec 1,475
59 45816 250, 87 sec (ca. 4,18 min) 1,15
67 198625 1924,09 sec (ca. 32,07 min) 1,6999999999999995
77 Nicht gen￿gend Speicher Abgebrochen -
Interpretation der Tabelle:
Die Anzahl an Variationen w￿chst exponentiell zur Zahl der abgeschlossenen
Vertiefungsmodule. Dem entsprechend verh￿lt sich die Laufzeit des Programms.
Die Tests wurden auf einem Rechner mit 512 MB Hauptspeicher und 1,73 GHz
Intel Pentium Centrino Prozessor durchgef￿hrt. Der letzte Test mit Modulen im
Umfang von 77 CP wurde aufgrund von Speichermangels abgebrochen.Kapitel 7
Zusammenfassung
In dieser Arbeit wurde versucht die Pr￿fungsordnung des Bachelorstudiengangs
Informatik mit Hilfe der Constraint-logischen Programmiersprache ￿ genauer der
Programmiersprache ECLiPSe ￿ zu simulieren und diese auf logische Fehler zu
￿berpr￿fen.
Hierf￿r wurden die beiden deklarativen Programmierparadigmen, die logische
Programmierung und die Constraint-Programmierung, getrennt erl￿utert, da sie
unterschiedliche Techniken bei der Problembehandlung einsetzen.
Zun￿chst wurde als Grundlage die Pr￿dikatenlogik (Kapitel 2), erarbeitet und
ausf￿hrlich dargestellt. Anschlie￿end wurde die logische Programmierung mit der,
auf Pr￿dikatenlogik basierenden, Programmiersprache Prolog erl￿utert (Kapitel 3).
Nach der Erl￿uterung des logischen Teils wurde die Constraint-Programmierung
(Kapitel 4) eingehend erl￿utert. Damit wurde eine Basis gescha￿en, um die
Constraint-logische Programmierung zu erl￿utern.
Die Constraint-logische Programmierung (Kapitel 5) wurde als eine Erweiterung
der logischen Programmierung um Constraints und deren Behandlung dargestellt.
Dabei wurde zun￿chst ein allgemeiner Ansatz der Constraint-logischen
Programmierung (CLP-Paradigma) erl￿utert. Mit der Einf￿hrung der
Programmiersprache ECLiPSe, wurden alle Werkzeuge behandelt, die f￿r die
Simulation ben￿tigt wurden.
Schlie￿lich wurde genauer auf die Modellierung des Problems und seine
Implementierung in der Sprache ECLiPSe eingegangen (Kapitel 6). Grundidee der
Simulation war, die Regeln der Pr￿fungsordnung als Constraints zu formulieren, so




Mit dem ersten Test wurde nach eine L￿sung gesucht, in der alle Constraints
erf￿llt sind.
• Constraint-Optimierungsproblem
Hier wurde nach einer optimalen L￿sung gesucht unter mehreren Kandidaten,
in der alle Constraints erf￿llt sind.
Fazit
Die Constraint-logische Programmierung ist ein viel versprechendes Gebiet, da sie
ein Mittel zur Behandelung kombinatorischer Probleme darstellt. Solche Probleme
treten in vielen verschiedenen Berufsfeldern auf und lassen sich sonst nur mit
gro￿em Aufwand bew￿ltigen. Beim Auftreten solcher Probleme kann schnell ein
konzeptuelles Modell erstellt werden, das sehr einfach in ein ausf￿hrbares
Programm (Design-Modell) umgewandelt wird. Programm-Modi￿kation ist
erheblich leichter als in den prozeduralen Programmiersprachen.Anhang A
Simulationsprogramm
A.1 Das Modul: alle_Module
:- module(alle_Module).













% Hier werden Struktur De￿nitionen exportiert.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 1.0
/* Hier wird dem System alle wichtige Informationen ￿ber Basismodulen mitgeteilt.
Die Struktur alle_basis_Module enth￿lt alle Module desVertiefungsgebietes. */
alle_basis_Module([
b_modul{modul_nr : b_PRG,vtg : prog1,lehrform : vlg,cp : 17,rhytmus : ws},
b_modul{modul_nr : b_PRG,vtg : prog2,lehrform : vlg,cp : 17,rhytmus : ss},
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b_modul{modul_nr : b_HW,vtg : edgi,lehrform : vlg,cp : 14,rhytmus : ws},
b_modul{modul_nr : b_HW,vtg : hwr,lehrform : vlg,cp : 14,rhytmus : ss},
b_modul{modul_nr : b_MOD,vtg : mod,lehrform : vlg,cp : 7,rhytmus : ws},
b_modul{modul_nr : b_DS,vtg : ds,lehrform : vlg,cp : 5,rhytmus : ss},
b_modul{modul_nr : b_GL,vtg : gl1,lehrform : vlg,cp : 16,rhytmus : ws},
b_modul{modul_nr : b_GL,vtg : gl2,lehrform : vlg,cp : 16,rhytmus : ss},
b_modul{modul_nr : b_PRG_pr,vtg : prog_pr,lehrform : prakt,
cp : 8,rhytmus : ws},
b_modul{modul_nr : b_HWS_pr,vtg : hws_pr,lehrform : prakt,
cp : 4,rhytmus : ss},
b_modul{modul_nr : b_M1,vtg : m1,lehrform : vlg,cp : 9,rhytmus : ws},
b_modul{modul_nr : b_M2,vtg : m2_a,lehrform : vlg,cp : 18,rhytmus : ws},
b_modul{modul_nr : b_M2,vtg : m2_b,lehrform : vlg,cp : 18,rhytmus : ss},
b_modul{modul_nr : b_M2,vtg : m2_c,lehrform : vlg,cp : 18,rhytmus : ss}]).
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 2.0
/* Hier wird demSystem alle wichtige Informationen ￿ber Vertiefungsmodulen
mitgeteilt. Die Struktur alle_V ertiefungsmodule enth￿lt alle Moduledes
Vertiefungsgebietes. */
alle_V ertiefungsmodule([
v_modul{modul_nr : b_V S,gebiet : bkspp,lehrform : vlg,cp : 6,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_V S_PR,gebiet : bkspp,lehrform : prkt,cp : 8,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_BS,gebiet : bkspp,lehrform : vlg,cp : 9,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_ST,gebiet : bkspp,lehrform : vlg,cp : 6,r
hytmus : zj,vorauss : 1},
v_modul{modul_nr : b_EPF,gebiet : bkspp,lehrform : vlg,cp : 5,
rhytmus : ws,vorauss : 1},
v_modul{modul_nr : b_PR_BS,gebiet : bkspp,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_KS_BS,gebiet : bkspp,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1},75
%% Ende Vertiefungsgebiet (bkspp) Betriebs- und Kommunikationssysteme
%% und Programmiersprachen und -Paradigmen
v_modul{modul_nr : b_DB1,gebiet : iswv,lehrform : vlg,cp : 9,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_DB2,gebiet : iswv,lehrform : vlg,cp : 6,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_IS_BS,gebiet : iswv,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_KI,gebiet : iswv,lehrform : vlg,cp : 6,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_WV _BS,gebiet : iswv,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_CLT,gebiet : iswv,lehrform : vlg,cp : 9,
rhytmus : zj,vorauss : 2},
v_modul{modul_nr : b_AS,gebiet : iswv,lehrform : vlg,cp : 9,
rhytmus : zj,vorauss : 3},
v_modul{modul_nr : b_AS_PR,gebiet : iswv,lehrform : prkt,cp : 8,
rhytmus : zj,vorauss : 3},
v_modul{modul_nr : b_AS_BS,gebiet : iswv,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1},
%% Ende Vertiefungsgebiet (iswv) Informationssysteme und Wissensverarbeitung
v_modul{modul_nr : b_RA,gebiet : ts,lehrform : vlg,cp : 6,
rhytmus : ws,vorauss : 1},
v_modul{modul_nr : b_RT,gebiet : ts,lehrform : vlg,cp : 6,
rhytmus : ws,vorauss : 1},
v_modul{modul_nr : b_ES,gebiet : ts,lehrform : vlg,cp : 6,
rhytmus : zj,vorauss : 4},
v_modul{modul_nr : b_AIS,gebiet : ts,lehrform : vlg,cp : 6,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_REM,gebiet : ts,lehrform : vlg,cp : 6,
rhytmus : ss,vorauss : 1},
v_modul{modul_nr : b_EM_BS,gebiet : ts,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_SY SA_BS,gebiet : ts,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_ASI_PR,gebiet : ts,lehrform : prkt,cp : 8,
rhytmus : zj,vorauss : 1},
%% Ende Vertiefungsgebiet (ts) Technische Systeme76
v_modul{modul_nr : b_SIM,gebiet : ani,lehrform : vlg,cp : 6,
rhytmus : zj,vorauss : 3},
v_modul{modul_nr : b_SIM_PR,gebiet : ani,lehrform : prkt,cp : 8,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_CG,gebiet : ani,lehrform : vlg,cp : 6,
rhytmus : ss,vorauss : 1},
v_modul{modul_nr : b_HCI,gebiet : ani,lehrform : vlg,cp : 4,
rhytmus : ws,vorauss : 1},
v_modul{modul_nr : b_OGL,gebiet : ani,lehrform : vlg,cp : 6,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_MMS,gebiet : ani,lehrform : vlg,cp : 3,
rhytmus : ss,vorauss : 1},
v_modul{modul_nr : b_STCG,gebiet : ani,lehrform : vlg,cp : 3,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_V C_PR,gebiet : ani,lehrform : prkt,cp : 8,
rhytmus : ws,vorauss : 5},
v_modul{modul_nr : b_DBV,gebiet : ani,lehrform : vlg,cp : 6,
rhytmus : ss,vorauss : 6},
v_modul{modul_nr : b_ANI_BS,gebiet : ani,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1},
%% Ende Vertiefungsgebiet Angewandte Informatik
v_modul{modul_nr : b_EAL,gebiet : gdi,lehrform : vlg,cp : 9,
rhytmus : ss,vorauss : 2},
v_modul{modul_nr : b_KRY,gebiet : gdi,lehrform : vlg,cp : 9,
rhytmus : zj,vorauss : 1},
v_modul{modul_nr : b_MFS_bs,gebiet : gdi,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 7},
v_modul{modul_nr : b_BK1,gebiet : gdi,lehrform : vlg,cp : 9,
rhytmus : zj,vorauss : 7},
v_modul{modul_nr : b_KUK_BS,gebiet : gdi,lehrform : smn,cp : 4,
rhytmus : js,vorauss : 1},
v_modul{modul_nr : b_EAL_BS,gebiet : gdi,lehrform : smn,cp : 4,
rhytmus : zj,vorauss : 1}
]).
%% Ende Vertiefungsgebiet Grundlage der Informatik77
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 3.0
/* Hier wird demSystem alle wichtige Informationen ￿ber die Module zum
gew￿hlten Anwendungsfach mitgeteilt. Die Struktur
alle_Anwendungsfachmodule enth￿lt alle_module des Vertiefungsgebietes. */
alle_Anwendungsfachmodule([




/* Hier wird demSystem alle wichtige Informationen ￿ber Erg￿nzungsmodule
mitgeteilt. Die Struktur alle_Ergaenzungsmodule enth￿lt alle Module des
Vertiefungsgebietes. */
alle_Ergnzungsmodule([
erg_modul{modul_nr : b_TL,cp : 3,lehrform : tut_ltg,
rhytmus : js,vorauss : 1},
erg_modul{modul_nr : b_NMG,cp : 3,lehrform : vlg,
rhytmus : ws,vorauss : 1},
erg_modul{modul_nr : b_PM,cp : 3,lehrform : vlg,




/* Hier wird dem Systemalle wichtige Informationen ￿ber das Abschlussmodul
mitgeteilt. Die Struktur das_Abschlussmodul enth￿lt alle Module
desVertiefungsgebietes. */
das_Abschlussmodul([
a_modul{modul_nr : b_BA_os,cp : 3,rhytmus : js},
a_modul{modul_nr : b_BA_ba,cp : 12,rhytmus : js}
]).78
A.2 Das Modul: basismodule
:- module(basismodule).






% Hier werden Module geladen, die in diesem Modul aufgerufen werden.
:- lib(ic).
% Die ic-Bibliothek wird geladen.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% Pr￿dikat 1.
/*Mit diesem Pr￿dikat werden alle notwendige Bedingungen f￿r das Abschlie￿en
eines Basismoduls de￿niert. */
ein_Pflichtmodul_basis_abgesch(Modul,Note) :-
das_Modul_ist_ein_Basismodul(Modul,_CP_Zahl),
% Hier wird gepr￿ft, ob Modul ein der Datenbank bekannte Basismodule ist.
zulassungsvoraussetzung_erfuellt(Modul),
% Hier wird gepr￿ft, ob Zulassungsvoraussetzungen f￿r die Modulabschlusspr￿fung
erf￿llt sind.
not_endgueltig_nb(Modul),
% Der Student ist noch nicht in der Modulabschlusspr￿fung drei mal durchgefallen
bzw. endg￿ltig nicht bestanden.
modulabschlusspruefung_bestanden_basis(Modul,Note).





member(b_modul{modul_nr : Modul,cp : CP_Zahl},W).
% Hier wird gepr￿ft, ob Modul ein Basismodul ist und wenn ja, die CP des




(Modul = b_PRG− >
einer_der_Studienleistungen_vorher_erbracht(b_PRG,prog1,prog2)
;true),
(Modul = b_PROG_pr− >
einer_der_Studienleistungen_vorher_erbracht(b_PROG_pr,prog1,prog2)
;true),
(Modul = b_HW− >
einer_der_Studienleistungen_vorher_erbracht(b_HW,edgi,hwr)
;true),
(Modul = b_GL− >
einer_der_Studienleistungen_vorher_erbracht(b_GL,gl1,gl2)
;true),
(Modul = b_HWS_pr− >
studienleistung_vorher_erbracht_HWS(b_HWS_pr)
;true),
(Modul = b_M2− > studienleistung_vorher_erbracht_M2(b_M2)
;true).
% Hier wird sechs mal gepr￿ft, ob die Variable Modul eine bestimmte
Modulnummer ist und je nach Nummer werden Klauseln aufgerufen.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 1.2.1










member(studienleistung{vtg : Studleist2,pruefungszeit : Zeitpunkt},W),
Zeitpunkt #=< Semester_Zahl.
% Hier wird gepr￿ft, ob eine der Sudienleistungen bereits absolviert ist.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 1.2.2



















pruefungszeit : Zeitpunkt1,note : X1},W),
member(pruefung_basis{modul_nr : b_DS,





% Hier wird gepr￿ft, ob das Modul b_HW oder das Modul b_PRG oder die
beiden Module b_MOD und b_DS abgeschlossen sind.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 1.2.3





pruefungszeit : Zeitpunkt,note : X},W),
not(X = 5.0),
Zeitpunkt #=< Semester_Zahl.






pruefungszeit : Y },W),
Semester_Zahl is Y.
% Mit dieser Klausel wird die Zeit, in der die Modulabschlusspr￿fung gemacht






arg(1,Z1,Modul)− > Out = [Z1|In]
;
Out = In),
% Hier werden alle Pr￿fungsversuche im selben Modul rausge￿ltert und in die Liste
W2 geschrieben.
(foreach(Z2,W2),fromto(W3,Out,In,[])do
arg(3,Z2,5.0)− > Out = [Z2|In];Out = In),
length(W3,D),
D# < 3.82
% Hier werden alle fehlgeschlagene Pr￿fungsversuche rausge￿ltert und in die Liste






member(pruefung_basis{modul_nr : Modul,note : N},W),
not(N = 5.0).
% Mit dieser Klausel wird gepr￿ft, ob der Student die Modulabschlusspr￿fung





% Hier werden alle Modulnummern der Basismodule der Variable Liste zugeordnet.
pruefe_ob_alle_Basismodule_abgesch(Liste).
% Hier wird f￿r jedes Modul gepr￿ft, ob Student das Modul abgeschlossen hat.





% Hier wird der Variable Y die Struktur zugeordnet, die alle Basismodule enth￿lt.
(foreach(X1,Y ),foreach(P1,Temp)
do finde_nr_des_Moduls_BM(X1,P1)),
% Hier wird iterativ die Modulnummer eines jeden Basismoduls in der Liste Temp
geschrieben.
sort(Temp,Liste).
% Hier werden verdopplungen eliminiert.83
% Mit dieser Klausel werden alle Modulnummer der Basismodule gesammelt, und
der Variable Liste zugeordnet.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 2.1.1
finde_nr_des_Moduls_BM(b_modul{modul_nr : X},Z) :-
Z = X.






% Hier wird f￿r jede Modulnummer in der Liste iterativ gepr￿ft, ob der Student die







% In T1 werden alle Noten geschrieben.
schreibe_alle_erzielte_CP_basis(T2),
% In T2 werden alle CP geschrieben.
pruefe_ob_CP_Summe_min_98(T2,CP_Total),
% Hier wird gepr￿ft, ob 98 CP in Basismodulen erzielt worden sind.
gewichte_numerische_Noten_durch_CP_1(T1,T2,Gesamt),
% Hier werden numerische Noten durch CP gewichtet und die Summe wird der
Variable Gesamt zugeordnet.
bilde_CP_Summe_der_numerischen_Noten(T1,T2,CP_benot),84
% Hier werden die CP der numerischen Noten addiert und der der Variable
CP_benot zugeordnet.
Durchschnittsnote is Gesamt/CP_benot,
% Mit dem eingebauten Pr￿dikat is / 3 wird der Durchschnitt berechnet.
print(0Durchschnittsnote :0),
print(Durchschnittsnote),nl.
% Hier wird das Ergebnis ausgegeben.











































% Nicht numerische Noten bekommen den CP-Wert 0 und die restlichen
werdenzusammenaddiert.86
A.3 Das Modul: anwendungsfachmodule
:- module(anwendungsfachmodule).




% Hier werden Module geladen, die in diesem Modul aufgerufen werden.
:- lib(ic).






A.4 Das Modul: ergaenzungsmodule
:- module(ergaenzungsmodule).
% Der Name des Modules wird de￿niert.
:- export(erzielte_CP_Ergaenzung/1).




%Hier werden Module geladen, die in diesem Modul aufgerufen werden.
:- lib(ic).









% Hier werden alle Voraussetzungen de￿niert, die f￿r das Abschlie￿en der
Erg￿nzungsmodule notwendig sind.

































% Hier gepr￿ft, ob der Student eine Tutoriumleistung im Erg￿nzungsmodul














pruefungszeit : Z2,note : N},W),
N =< 4.0,
Z2 #=< Z1.













berechne_CP_Total(ergaenzungsmodul{modul_nr : P,pruefungszeit : 5},Y ) :-
alle_Ergaenzungsmodule(R),
(P = [b_TL|_]− >
member(erg_modul{modul_nr : b_TL,cp : Y },R)
;
(P = Modul),
member(erg_modul{modul_nr : Modul,cp : Y },R)
).
% Hier wird das erreichte CP gerechnet und gepr￿ft, f￿r den Fall dass der Student
Tutoriumsleistung erbracht hat, ob er das entsprechende Modul abgeschlossen hat.90
A.5 Das Modul: vertiefungsmodule
:- module(vertiefungsmodule).










% Hier Werden Module geladen, die in diesem Modul aufgerufen werden.
:- lib(ic).





% Modul ist ein Vertiefungsmodul.
nicht_bereits_2_mal_Pruefung_wiederholt(Modul),
% Der Student hat nicht bereits zweimal dieModulabschlusspr￿fung wiederholt.
cp_Konto_nicht_ueberlastet(_Modul),
% Hier wird gepr￿ft, ob der Student noch freie Versuche hat.
modulabschlusspruefung_bestanden_V ertiefung(Modul,Zeit),
% Student hat das Modul mit Erfolg abgeschlossen.
zulassungsvoraussetzung_V ertiefung(V oraussetzung,Zeit).
% Zulassungsvoraussetzung erf￿llt.91





member(v_modul{modul_nr : M,vorauss : V },Y ).
%Hier wird gepr￿ft, ob M ein g￿ltige Bezeichnung eines Vertiefungsmoduls istund







Z1 = [M|_]− > Out = [Z1|In]
;Out = In),
%Hier werden alle Pr￿fungsversuche im selben Modul rausge￿ltert und in dieListe
W2 geschrieben.
(foreach(Z2,W2),fromto(W3,Out,In,[]) do
arg(4,Z2,5.0)− > Out = [Z2|In];Out = In),
length(W3,D),
D #< 3.
% Hier werden alle fehlgeschlagene Pr￿fungsversuche rausge￿ltert und in die Liste














% Hier werden alle Pr￿fungsversuche gesucht; um anschlie￿end zu pr￿fen,

















pruefungszeit : Z,note : X},W),
not(X = 5.0),
not(X = nb).




zulassungsvoraussetzung_V ertiefung(V oraussetzung,Zeit) :-
(V oraussetzung = 1− > voraussetzung_HW_PRG_MOD_DS(Zeit)
;
true),
(V oraussetzung = 2− > voraussetzung_MOD_DS(Zeit)
;
true),
(V oraussetzung = 3− > voraussetzung_M1_M2(Zeit)
;true),
(V oraussetzung = 4− > voraussetzung_PRG_HW(Zeit)
;true),
(V oraussetzung = 5− > voraussetzung_PRG_pr(Zeit)
;true),
(V oraussetzung = 6− > voraussetzung_PRG(Zeit)
;true),
(V oraussetzung = 7− > voraussetzung_MOD_DS_GL(Zeit)
;true).






pruefungszeit : Zeitpunkt,note : X},W),
not(X = 5.0),
Zeitpunkt# =< Zeit,!.




pruefungszeit : Zeitpunkt,note : X},W),
not(X = 5.0),
Zeitpunkt #=< Zeit,!.




pruefungszeit : Zeitpunkt1,note : X1},W),





























pruefungszeit : Zeitpunkt1,note : X1},W),
member(pruefung_basis{modul_nr : b_M2,





% Hier wird gepr￿ft, ob beide Module (b_M1 und b_M2) bereits






member(pruefung_basis{modul_nr : b_PRG,pruefungszeit : Zeitpunkt1,
note : X1},W),
























pruefungszeit : Zeitpunkt,note : X},W),
not(X = 5.0),
Zeitpunkt #=< Zeit.





member(pruefung_basis{modul_nr : b_MOD,pruefungszeit : Zeitpunkt1,
note : X1},W),



















% Hier werden alle erfolgreiche Pr￿fungsversuche rausge￿ltert.97
pruefe_ob_alle_V ertiefungsmodule_regelgemaess_abgesch(Module),
% Hier wird gepr￿ft, ob der Student die Module regelgem￿￿ abgeschlossen hat.
die_CP_Summe_mindestens_40(Module,CP_Summe),
% Hier wird gepr￿ft, ob Student mindestens 40 CP erzielt hat.











X1 = pruefung_vertiefungnote : 5.0− > Out = In
;
Out = [X1|In]),


















% In der Liste T werden die erzielten CP gesamelt.
sum(T,C),
C #>= 40.





member(pruefung_vertiefung{modul_nr : A,note : T1},C),
T1\ = 5.0,
member(pruefung_vertiefung{modul_nr : B,note : T2},C),
T2\ = 5.0,
alleV ertiefungsmodule(G),
member(v_modul{modul_nr : A,lehrform : prkt},G),
member(v_modul{modul_nr : B,lehrform : smn},G).








member(wahlgebiet{gebiet_1 : D1,gebiet_2 : D2,gebiet_3 : D3},V ),
% Hier werden die drei Wunschgebiete des Studenten gesucht.99
berechne_CP_Summe(List,D1,Summe_1),
% Die Summe der im Gebiet D1 erzieltenCP werden in die Liste Summe_1
geschrieben.
berechne_CP_Summe(List,D2,Summe_2),
% Die Summe der im Gebiet D2 ezieltenerzieltenCP werden in die Liste Summe_2
geschrieben.
berechne_CP_Summe(List,D3,Summe_3),
% Die Summe der im Gebiet D3 erzielten CP werden in die Liste Summe_3
geschrieben.
Summen = [Summe_1,Summe_2,Summe_3],





% Hier wird die Klausel filter/3 f￿r die drei disjunkte Gebiete dreimalaufgerufen.








(member(v_modul{modul_nr : X,gebiet : U},V )− > Out = [X|In]
;
Out = In)),


















% Hier wird rekursiv de￿niert, wie aus einer Liste von Zahlen die gesuchte Zahl







% Mit diesem Pr￿dikat werden alle m￿gliche Durchschnittsnoten berechnet und in
die Liste N geschrieben.
X is min(N),
% Der Variable X wird die kleinste Zahl zugeordnet.
breal_min(X,Durchschnittsnote),











% Hier werden alle erfolgreich abgeschlossene Module gesucht.
suche_alle_erzielte_CP(List,List_CP),
sum(List_CP,CP_V ertiefung),
% Hier werden die CP der Module gesucht.
suche_alle_erzielte_Noten(List,List_Noten),
% Hier werden die zugeh￿rigen Noten geschrieben.
ordne_CP_Anteile_zu(List_CP,CP_Anteile),
% Hier wird jeder CP − Zahl in der Liste List_CP ein CP-Anteil zugeordnet.
sum(CP_Anteile,CP_Gesamt), CP_Gesamt = 40,
% Hier wird vorausgesetzt, dass die Summe der CP_Anteile genau 40 entspricht.
gewichtung_der_Noten_durch_CP(List_Noten,
CP_Anteile,Gewichtung),
% Alle nummerische Noten werden mit CP gewichtet.
sum(Gewichtung,Total),
% Bildung der Summe aller Produkte(Total).
bilde_CP_Summe_der_benoteten_Module(List_Noten,CP_Anteile,
CP_Summe),
% Bildung der CP − Summe ohne die CP der unbenoteten Module.
/(Total,CP_Summe,Durchschnittsnote),102
% Bildung von Durchschnittsnote f￿r Basismodule
die_CP_der_Wunschgebiete_erfuellt(Summe1,Summe2,Summe3,CP_Anteile),
% Hier wird gepr￿ft, ob in den Wunschgebieten 16, 8 bzw 8 CP erreicht wurde.
zwischenergebnisse(List,List_Noten,List_CP,CP_Anteile,
Summe1,Summe2,Summe3,Durchschnittsnote).
% Hier werden Zwischenergebnisse zur Kontrolle ausgegeben.


















member(pruefung_vertiefung{modul_nr : X,note : Y },W),
not(Y = 5.0).






Y 1 #:: [0..X1],
indomain(Y 1)).









real(X2)− > ∗(X2,Y 2,Z)
;
Z = 0).












% Die CP der nicht numerischen und f￿r den Durchschnitt uninteressanten






% Hier werden die Drei Wuschgebiete des Studenten den Variablen D1,D2und
D3zugeordnet.
suche_alle_bestandene_Module_V ertiefung(List),









% Hier wird aus der Liste Gebiete alle CP-Anteile den Gebieten D1, D2 und D3in









% Hier wird die Klausel filter/3 f￿r die drei disjunkte Gebiete dreimal aufgerufen.




member(wahlgebiet{gebiet_1 : D1,gebiet_2 : D2,gebiet_3 : D3},V ).





member(v_modul{modul_nr : X,gebiet : Y },W).







(Y = D− > Z = X
;
Z = 0)).


















% Hier werden Zwischenergebnisse zur Kontrolle ausgegeben.107
A.6 Das Modul: abschlussmodul
:- module(abschlussmodul).







% Hier werden Modul geladen, die in diesem Modul aufgerufen werden.









% Hier werden alle Voraussetzungen de￿niert, die f￿r das Abschliessen des
Abschlussmoduls notwendig sind.
%%% Ende des Pr￿dikats







% Hier wird gepr￿ft, ob in Basismodulen mindestens 80 CP erreicht worden sind.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 9.2
erzielte_CP_V ertiefung(V M_Total) :-
suche_alle_bestandene_Module_V ertiefung(List),
pruefe_ob_alle_V ertiefungsmodule_regelgemaess_abgesch(List),












S1 = X + S2),
D #= eval(Expr).
% Hier werden die erzielten CP in den Gebieten Basis-,Vertiefung- und






member(bachelorarbeit{modul_nr : M,noten : X,
pruefungszeit : Z1},T),
das_Abschlussmodul(G),
member(a_modul{modul_nr : M,cp : CP_ba},G),
berechne_Durchschnitt_AM(X,Z0,Z1,Durchschnitt),
CP_Gesamt is CP_os + CP_ba.






member(oberseminar{modul_nr : B,note : N,pruefungszeit : Z},W),
N $=< 4.0,
das_Abschlussmodul(Q),
member(a_modul{modul_nr : B,cp : A},Q).





%Hier wird gepr￿ft, ob Oberseminar bereits abgeschlossen hat.
length(X,K),
1#= (K #= 2orK #= 3),
% Hier wird vorausgesetzt, dass es nur zwei oder drei Benotungen geben kann.110





% Hier wird vorausgesetzt, dass nur dann zwei Benotungen ausreicehen, wenn keine
der Beurteilungen eine 5.0 ist.





1 #= ((M1 $= 5.0 and M2 $=< 4.0) or (M1 $=< 4.0 and
M2$= 5.0) or (Abb$ $>= 2.0))
;
true),
% Hier wird vorausgesetzt, dass nur dann eine dritte Beurteilung notwendig ist,





% Hier wird die Durchschnittsnote berechnet.111
A.7 Das Modul: student
:- module(student).
















% Hier werden alle Strukturde￿nitionen exportiert.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
absolvierte_studienleistungen([
studienleistung{vtg : prog1,pruefungszeit : 7,semester : ws},
studienleistung{vtg : prog2,pruefungszeit : 4,semester : ss},
studienleistung{vtg : edgi,pruefungszeit : 6,semester : ws},
studienleistung{vtg : hwr,pruefungszeit : 2,semester : ss},
studienleistung{vtg : gl2,pruefungszeit : 6,semester : ss},
studienleistung{vtg : gl1,pruefungszeit : 2,semester : ws}
]).
% Hier werden alle absolvierte Studienleistungen im Basismodul geschrieben.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
pruefungsversuche_BM([
pruefung_basis{modul_nr : b_HW,pruefungszeit : 4,note : 1.0},
pruefung_basis{modul_nr : b_PRG,pruefungszeit : 6,note : 2.0},
pruefung_basis{modul_nr : b_MOD,pruefungszeit : 1,note : 3.0},
pruefung_basis{modul_nr : b_DS,pruefungszeit : 1,note : 1.0},112
pruefung_basis{modul_nr : b_GL,pruefungszeit : 3,note : 1.0},
pruefung_basis{modul_nr : b_PRG_pr,pruefungszeit : 6,note : b},
pruefung_basis{modul_nr : b_HWS_pr,pruefungszeit : 4,note : b},
pruefung_basis{modul_nr : b_M1,pruefungszeit : 2,note : 1.0},
pruefung_basis{modul_nr : b_M2,pruefungszeit : 5,note : 1.0}
]).
% Hier werden alle Pruefungsversuche im Basismodul geschrieben.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
pruefungsversuche_V M([
pruefung_vertiefung{modul_nr : b_BS,pruefungszeit : 5,note : 2.0},
pruefung_vertiefung{modul_nr : b_V S_PR,pruefungszeit : 7,note : b},
pruefung_vertiefung{modul_nr : b_PR_BS,pruefungszeit : 5,note : 1.3},
pruefung_vertiefung{modul_nr : b_SIM_PR,pruefungszeit : 5,note : b},
pruefung_vertiefung{modul_nr : b_EAL_BS,pruefungszeit : 1,note : 2.3},
pruefung_vertiefung{modul_nr : b_BK1,pruefungszeit : 5,note : 2.7}
]).
% Hier werden alle Pruefungsversuche im Vertiefungsmodul geschrieben.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
drei_Wahlgebiete_V ertiefung([wahlgebiet{gebiet_1 : bkspp,gebiet_2 :
ani,gebiet_3 : gdi}]).
% Hier Schreibt der Student seine drei Wahlgebiete, in der er verp￿ichtet ist 16,8,
bzw. nochmal 8 CP zu erzielen.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
erfolgreiche_pruefungsversuche_EM([
ergaenzungsmodul{modul_nr : [b_TL,b_BK1],pruefungszeit : 5}
]).
% Hier werden alle erfolgreiche Pr￿fungsversuche im Erg￿nzungsmodul geschrieben.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
pruefungsversuch_OS([
oberseminar{modul_nr : b_BA_os,note : 2.3,pruefungszeit : 5}
]).




bachelorarbeit{modul_nr : b_BA_ba,noten : [5.0,2.0,2.0],pruefungszeit : 5}
]).
% Hier werden alle Versuche geschrieben, die Bachelorarbeit im Abschlussmodul zu
machen.114
A.8 Das Modul: simulation_Bachelor
:- module(simulation_Bachelor).








% Hier werden alle Module geladen.
:- lib(ic).





% Hier wird die Durchschnittsnote und die Gesamt-CP Basismodule berechnet.
finde_best_moegliche_durchschnittsnote_V ertiefung(Durchschnitt_2,_),
berechne_Durchschnittsnote_V ertiefung(CP_2,_,CP_V ertiefung,_,_),
% Hier wird die Durchschnittsnote und die Gesamt-CP f￿r Vertiefungsmodule
berechnet.
anwendungsfachmodule_abgeschlossen(Durchschnitt_3,CP_3),
% Hier wird die Durchschnittsnote und die Gesamt-CP f￿r Abschlussmodul
berechnet.
bachelorarbeit_erfolgreich_abgesch(Durchschnitt_4,CP_4),



















% Hier wird CP-gewichteter Gesamt-Durchschnitt f￿r das Bachelor berechnet, in
dem alle Durchschnittnoten im Basis-, Vertiefung-, Anwendungs- und
Bachelorarbeitmodul betrachtet werden.













% Mit Hilfe eingebauter Pr￿dikate wird beim abrunden nur die erste Dezimalstelle
nach dem Komma ber￿cksichtigtAnhang B
Pr￿dikaten￿bersicht
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