Regression analysis plays indispensable role in QSAR/QSPR, chemical Engineering, science & technology and research projects. Best fit regression models are constantly a challenge to the researchers, efforts are taken to minimize the error components so that the predictability and efficiency of models increase. Presence of high error component eventually upset the future research and forecasting of the facts. In this paper a technique is introduced that reduces the error component and improves the predictability and efficiency of the model.
INTRODUCTION
Regression analysis plays important role in engineering fields, science & technology and other related fields. Many methods are used to fit the best models [1, 2] Original Research Article social science [7] and physics [3] . OLS method assumes that errors are confined to the dependent variable, while as OR is on the standard linear regression method to correct for the effects of measurement error in predictor. Different types of orthogonal regression models are available depends on different assumptions [8, 9] . The method of OR has a long and distinguished history in statistics and economics. The method, which involves minimizing the perpendicular distance between the observations and the fitted line, has been viewed as superior to OLS in two different contexts. Firstly, the independent and dependent variables in a twovariable linear regression cannot be predetermined because of the minimizing of perpendicular distance do not depend on a specific axis [10] [11] [12] . Secondly, when used, there are errors in the independent variables called the errors-invariables mode [13] . In the present study an internal linear combination method is introduced that increases the efficiency of the model by reducing the sum of square error (SSE) and improves R 2 . 
METHODS

Theorem
If (X,Y) is bi-variate data set and V(X), V(Y), r xy are the variances and correlation coefficient of X and Y then for the linear combination P = {(
and r pq ≥ r xy .
Proof
Let (X,Y) is a bi-variate data set having 'n' observations. Let, P = {(X i + X i+1 )/2} and Q = {(Y i + Y i+1 )/2} be the two varaites with 'm' number of observations (m < n).
Special Case
If,
The factor (n/2m) is always less than one.
Hence, V(P) ≤ V(X), V(Q) ≤ V(Y) and
Correlation Co-efficient (P,Q) (r pq ) ≥ correlation Co-efficient (X,Y) (r xy ).
Using this linear combination, the co-efficient of correlation is improved, consequently reduces the error sum of squares and increase R
2 . An ideal quantitative structure -property or structure -activity relationship and test the three different models least square (LS) orthogonal regression (OR1 and OR2). Here 'X' is a descriptor (a connectivity χ index) and 'Y' is a property or activity (P) [9] . Now apply the above internal linear combination (Table 2) , P = {(X i + X i+1 )/2} and Q = {(Y i + Y i+1 )/2}the original data is changed and the new set of data is formed then use same models, the regression equations are depicted in Table 3 .
The graphical representation of the predicted values before and after the method is in (Fig. 3a,  b) , it clearly shows a good difference, the predicted values after applying the methods are more consistent than the previous one. 
