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Let K (a) be the symmetrical Cantor set generated by φ0(x) = ax and φ1(x) = ax + (1 − a),
where 0< a < 1/2. Let s be the Hausdorff dimension of K (a) and μ the Cantor measure. In
this paper, under the hypothesis that a is slightly greater than 1/3, we obtain the explicit
formulas of the upper and lower s-densities Θ∗s(μ, x), Θ s∗(μ, x) for every point x ∈ K (a).
Moreover, we describe the range of a key quantity τ (x) in these formulas.
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1. Introduction
Let μ be a Radon measure on Rn and s > 0, the lower and upper s-densities of μ at the point x are deﬁned respectively
by
Θ s∗(μ, x) := lim inf
r→0
μ(B(x, r))
(2r)s
and Θ∗s(μ, x) := limsup
r→0
μ(B(x, r))
(2r)s
, (1.1)
where B(x, r) denotes the closed ball in Rn centered at x with radius r. In the case that Θ s∗(μ, x) = Θ∗s(μ, x), the common
value will be denoted by Θ s(μ, x) which is called the s-density of the Radon measure μ at the point x.
The lower and upper s-densities are important in the study of the local property of the Ahlfors s-regular measures. Recall
that a measure μ is called Ahlfors s-regular if there is a constant C > 1 such that C−1rs μ(B(x, r)) Crs for all x in the
support of μ and all r small enough. These densities also arise in a natural way in various problems of fractal geometry. For
instance, let μ be the self-similar probability measure on a self-similar set E with the open set condition, we can obtain
the exact values of Hausdorff centered measure (or Packing measure) of E if Θ∗s(μ, x) (or Θ s∗(μ, x)) is known (see [1,2]).
A classic result of Marstrand [3] says that the s-density doesn’t exist for μ-a.e. x if s is not an integer. So if s is not
an integer, the ratio μ(B(x, r))/rs “oscillates” more or less between Θ s∗(μ, x) and Θ∗s(μ, x). This fact implies that the
computation of the exact value of these densities is usually very hard.
In this paper, our purpose is to calculate the pointwise densities of the Cantor measure for every point.
Set φ0(x) = ax and φ1(x) = ax+ (1− a), where 0< a < 1/2. Let K (a) be the attractor generated by {φ0, φ1}, i.e.,
K (a) = φ0
(
K (a)
)∪ φ1(K (a)).
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φik−1((a,1 − a)) is called a basic gap of order k of K (a), where i j ∈ {0,1} for 1  j  k. In total, there are 2k basic intervals
and 2k−1 basic gaps of order k (k 1). All the endpoints of the basic intervals are called the endpoints of K (a).
It is well known that dimH K (a) = s (see [4–7]) and Hs(K (a)) = 1 (see [4, Corollary 4.5]), where Hs denotes the Hausdorff
measure and s = − log2loga . Let μ be the unique self-similar probability measure (see [8]) satisfying
μ(A) = 1
2
μ
(
φ−10 (A)
)+ 1
2
μ
(
φ−11 (A)
)
for any Borel set A ⊂R. (1.2)
The measure μ, which is Ahlfors s-regular, is called the Cantor measure.
Feng, Hua and Wen [1] ﬁrst obtained the exact values of Θ∗s(μ, x) and Θ s∗(μ, x) for every point x ∈ K (a) for a ∈ (0, 13 ].
Based on [1], Li and Yao [9] investigated the non-symmetrical case. In addition, McCoy [10] studied more general cases, but
the results in [10] only considered the exact values of Θ∗s(μ, x) and Θ s∗(μ, x) for μ-a.e. point x.
To our knowledge, the Cantor measures in [1,9] are the only Ahlfors s-regular measures such that s is not an integer and
the exact values of Θ∗s(μ, x) and Θ s∗(μ, x) are determined for every point x. However, [1,9] both require that the length of
the gap is not less than the length of the basic interval of same order, i.e., 1− 2a a. That is a ∈ (0, 13 ].
In this paper, we shall investigate the Cantor set K (a) with a slightly greater than 1/3. In this case, the length of the
gap of K (a) is less than the length of the basic interval of same order. This makes it more diﬃcult than before for us
to estimate the value of μ(B(x, r))/(2r)s . To illustrate this point, let x ∈ K (a), and assume that K (a) ∩ B(x, r) ⊂ Ik(x) and
(K (a)∩ B(x, r)) \ Ik+1(x) 	= ∅, where Ik(x) denotes the basic interval of order k which contains x. When 1− 2a a, it is easy
to see that K (a) ∩ B(x, r) ⊃ Ik+1(x). Thus, for the estimation of μ(B(x, r)), we only need to estimate μ(B(x, r) \ Ik+1(x)).
On the contrary, when 1 − 2a < a, the assertion that K (a) ∩ B(x, r) ⊃ Ik+1(x) may not necessarily hold true. So we need
to estimate μ(B(x, r) ∩ Ik+1(x)) and μ(B(x, r) \ Ik+1(x)) simultaneously. The more 1 − 2a less than a, the more diﬃcult to
estimate μ(B(x, r))/(2r)s .
By a further study of the basic idea in [1] and some more complicated estimations, we are able to give the explicit
formulas of Θ∗s(μ, x) and Θ s∗(μ, x) for every point x ∈ K (a) in the case a slightly greater than 1/3 (Theorems 1.1 and 1.2).
Moreover, we discuss a key quantity in these formulas, which leads directly to Theorem 1.3. The three theorems reﬁne the
results in [1].
Before presenting our results, we begin with some needed notations. Deﬁne the map T : K (a) → K (a) as follows:
T x =
{
x
a , x ∈ [0,a];
x−1+a
a , x ∈ [1− a,1].
(1.3)
It is easy to verify that T (K (a)) = T−1(K (a)) = K (a) and T kx+ T k(1− x) = 1 for any x ∈ K (a), where T k is the k-th iteration
of T . For n 1, set
Tˇ nx =max{Tnx,1− Tnx} and Tˆ nx =min{Tnx,1− Tnx}. (1.4)
In particular, Tˇ 0x = Tˆ 0x = x. Let
τ (x) =min
{
lim inf
k→∞
T kx, lim inf
k→∞
(
1− T kx)}= lim inf
k→∞
Tˆ kx. (1.5)
It is not diﬃcult to see that τ (x) < a and τ (x) ∈ K (a) for any x ∈ K (a). Set
Θ1(t) = 2−s(1− a + at)−s and Θ2(t) = 3 · 2−2−s
[
(1− a)2 + at]−s. (1.6)
Now, our main results are able to be stated here.
Theorem 1.1. Suppose that s = − log2loga and x ∈ K (a). Let μ and τ be deﬁned by (1.2) and (1.5) respectively. If 0 < a 
√
3−1
2 (
.=
0.36602540), then
Θ∗s(μ, x) =
{
2−s, if x is an endpoint of K (a);
max{Θ1(τ (x)),Θ2(τ (x))}, otherwise.
If (1− a)s  34 , then Θ1(t)Θ2(t) for any t  0. So, by Theorem 1.1, we obtain immediately the following corollary.
Corollary 1.1. Suppose that s = − log2loga and x ∈ K (a). Let μ and τ be deﬁned by (1.2) and (1.5) respectively. If (1− a)s  34 , then
Θ∗s(μ, x) =
{
2−s, if x is an endpoint of K (a);
Θ1(τ (x)) = 2−s(1− a + aτ (x))−s, otherwise.
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when 0 < a a∗ = 0.351811 . . . .
Theorem 1.2. Suppose that s = − log2loga and x ∈ K (a). Let μ and τ be deﬁned by (1.2) and (1.5) respectively. If 0 < a  3−
√
5
2 (
.=
0.38196601), then
Θ s∗(μ, x) = 2−1−s
(
1− a − τ (x))−s.
Remark 1.2. Feng, Hua and Wen [1] proved that τ (x) = 0 for μ-a.e. x ∈ K (a). Therefore, for μ-a.e. x ∈ K (a),
Θ∗s(μ, x) =max{Θ1(0),Θ2(0)}, if 0< a
√
3− 1
2
;
Θ s∗(μ, x) = 2−1−s(1− a)−s, if 0 < a
3− √5
2
.
In particular, Θ∗s(μ, x) = 2−s(1− a)−s for μ-a.e. x ∈ K (a) if (1− a)s  34 .
By the above theorems, it is worth noting that τ (x) is the only needed quantity to calculate the densities of μ. The
following theorem gives the range of τ .
Theorem 1.3. Let Tˆ n and τ be deﬁned by (1.3) and (1.5) respectively. Then{
τ (x): x ∈ K (a)}= {y ∈ K (a): y = inf
n0
Tˆ n y
}
.
2. Proof of Theorem 1.1
We ﬁrst introduce some useful lemmas. For the details of Lemmas 2.1 and 2.2, we refer to [1,9,10].
Lemma 2.1. (See [1,9].) Let μ be deﬁned as in (1.2). We have
μ
([0, t]) ts for any t  0
and
μ
([0, t]) ( at
1− a
)s
for any t ∈ [0,1].
Lemma 2.2. (See [1,9,10].) Let μ be deﬁned as in (1.2). Suppose that 0 < a < 12 and x is an endpoint of K (a). Then
Θ∗s(μ, x) = 2−s and Θ s∗(μ, x) = 2−1−s(1− a)−s.
In what follows, Lemma 2.3 is a corollary of self-similarity of μ. Lemmas 2.4 and 2.5 are elementary. We omit their
proofs.
Lemma 2.3. Let μ be deﬁned as in (1.2). Let A be a Borel set and i1, . . . , ik ∈ {0,1}. If K (a) ∩ φi1 ◦ · · · ◦ φik (A) ⊂ Ik , where Ik =
φi1 ◦ · · · ◦ φik ([0,1]), then
μ
(
φi1 ◦ · · · ◦ φik (A)
)= 2−kμ(A).
Lemma 2.4. Suppose that α,β,γ > 0 and 0 < s < 1. Then f (t) = α+βts2s(γ+t)s is increasing when t ∈ [0, (βγ /α)
1
1−s ].
Lemma 2.5. Suppose that 0< a 12 and s = − log2loga . Then we have
(x+ y + 1− 2a)s  xs + ys for any x, y ∈ [0,a].
The following Lemmas 2.6 and 2.7 concern the upper bound of μ(B(x, r))/(2r)s .
Lemma 2.6. Let μ be deﬁned as in (1.2). Suppose that 0 < a < 12 and x ∈ [0,a2]. If 1− a x+ r  1−aa , then
μ(B(x, r))
(2r)s
 1
2s(1− T x)s .
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μ([1− a, x+ r])
(x+ r − 1+ a)s =
μ([0, x+ r − 1+ a])
(x+ r − 1+ a)s  1
1
2
(a − x)s .
Since x+ r  1− a, we have x− r  2x− (1− a) 2a2 − 1+ a = (2a− 1)(1+ a) 0. Thus, μ(B(x, r)) = 12 +μ([1− a, x+ r]).
Note that 0 a − x a and 0 x+ r − 1+ a a. Hence, by Lemma 2.5 and the above inequality, we have
μ(B(x, r))
(2r)s
=
1
2 + μ([1− a, x+ r])
2s((a − x) + (1− 2a) + (x+ r − 1+ a))s

1
2 + μ([1− a, x+ r])
2s((a − x)s + (x+ r − 1+ a)s) 
1
2
2s(a − x)s =
1
2s(1− T x)s .
Case 2: 1 x+ r  1−aa . It is easy to obtain that
μ(B(x, r))
(2r)s
= 1
(2r)s
 1
2s(1− x)s 
1
2s(1− T x)s ,
since x T x for any x ∈ [0,a2] and μ(B(x, r)) = 1.
By the above discussion, the proof is complete. 
Lemma 2.7. Let μ be deﬁned as in (1.2). Suppose that 0 < a
√
3−1
2 and x ∈ [a − a2,a]. If 1− a x+ r  1−aa , then
μ(B(x, r))
(2r)s
max
{
1
2s(1− x)s ,
3
4
2s(1− a + a2 − x)s
}
.
Proof. We discuss according to the following four cases.
Case 1: 1− a x+ r  1− a + a2. By Lemma 2.1, we have
μ(B(x, r))
(2r)s

1
2 + (x+ r − 1+ a)s
2s[(x+ r − 1+ a) + (1− a − x)]s =
α + βts
2s(γ + t)s , (2.1)
where t = x+ r − 1+a, α = 12 , β = 1 and γ = 1−a− x. By Lemma 2.4, f (t) = α+βt
s
2s(γ+t)s is increasing on [0, (βγ /α)
1
1−s ]. Note
that 2a2  1 − a − x for all x  a, since 0 < a 
√
3−1
2 . Hence, a
2(1−s) = 4a2  2(1 − a − x), i.e., a2  (βγ /α) 11−s . It follows
that f (t) increases on (0,a2]. So, by (2.1), we have
μ(B(x, r))
(2r)s

3
4
2s(1− a + a2 − x)s for any 0 < a
√
3− 1
2
.
Case 2: 1− a + a2  x+ r  1− a2. In this case, we have
μ
(
B(x, r)
)
 3/4 and r  1− a + a2 − x.
Therefore,
μ(B(x, r))
(2r)s

3
4
2s(1− a + a2 − x)s for any 0 < a
√
3− 1
2
.
Case 3: 1− a2  x+ r  1. By Lemma 2.1, we have
μ(B(x, r))
(2r)s

3
4 + (x+ r − 1+ a2)s
2s[(x+ r − 1+ a2) + (1− a2 − x)]s =
α + βts
2s(γ + t)s , (2.2)
where t = x + r − 1 + a2, α = 34 , β = 1 and γ = 1 − a2 − x. By Lemma 2.4, f (t) = α+βt
s
2s(γ+t)s is increasing on [0, (βγ /α)
1
1−s ].
Note that 3a2  1 − a2 − x for all x  a, since 0 < a 
√
3−1
2 . Hence, a
2(1−s) = 4a2  43 (1 − a2 − x), i.e., a2  (βγ /α)
1
1−s . It
follows that f (t) increases on (0,a2]. So, by (2.2), we have
μ(B(x, r))
(2r)s
 1
2s(1− x)s for any 0< a
√
3− 1
2
.
Case 4: 1 x+ r  1−a . It is evident thata
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(2r)s
 1
2s(1− x)s ,
since μ(B(x, r)) = 1 and r  1− x.
By the above discussion, the proof is ﬁnished. 
For the lower bound of the upper density, we have
Lemma 2.8. Suppose that x ∈ K (a) is not an endpoint of K (a), then
(a) Θ∗s(μ, x)Θ1(τ (x)) when 0 < a < 12 ;
(b) Θ∗s(μ, x)Θ2(τ (x)) when 0 < a 3−
√
5
2 .
Proof. Fix x ∈ K (a). Let {x} =⋂∞k=1 φi1 ◦ · · · ◦ φik ([0,1]) and Ik(x) be the basic interval of order k which contains x. Then
T kx = (φi1 ◦ · · · ◦ φik )−1x and Ik(x) = φi1 ◦ · · · ◦ φik ([0,1]).
We need the following fact proved by Feng, Hua and Wen [1, pp. 702–703] that
lim inf
k→∞
Tˇ kx = 1− a + aτ (x), (2.3)
whenever x ∈ K (a) is not an endpoint of K (a).
To prove (a), we take rk = ak(max{T kx,1− T kx}) = ak Tˇ kx > 0. Thus, it is suﬃcient to prove the following inequality
limsup
k→∞
μ(B(x, rk))
(2rk)s
 1
2s(1− a + aτ (x))s = Θ1
(
τ (x)
)
. (2.4)
Note that μ(B(x, rk))μ(Ik(x)) = 2−k since B(x, rk) ⊃ Ik(x). By (2.3), we have
limsup
k→∞
μ(B(x, rk))
(2rk)s
 limsup
k→∞
2−k
(2ak Tˇ kx)s
= 1
2s(lim infk→∞ Tˇ kx)s
= 1
2s(1− a + aτ (x))s = Θ1
(
τ (x)
)
.
To prove (b), we take r′k = ak(Tˇ kx− a + a2) > 0 and prove the following inequality
limsup
k→∞
μ(B(x, r′k))
(2r′k)s
 3 · 2−2−s[(1− a)2 + aτ (x)]−s = Θ2(τ (x)), (2.5)
which implies that (b) holds. By the symmetry of K (a), without loss of generality, we only discuss the case that T kx ∈ [0,a].
In this case,
r′k = ak
(
1− T kx− a + a2)= ak[T k(1− x) − a + a2].
We have
(φi1 ◦ · · · ◦ φik )−1
(
x− r′k
)= T kx− a−kr′k = 2T kx− 1+ a − a2  3a − 1− a2  0
since 0 < a 3−
√
5
2 , and
(φi1 ◦ · · · ◦ φik )−1
(
x+ r′k
)= T kx+ a−k[ak(1− T kx− a + a2)]= 1− a + a2.
Thus, μ((B(x, r′k)))μ(φi1 ◦ · · · ◦ φik [0,1− a + a2]) = 34 · 2−k . By (2.3), we have
limsup
k→∞
μ(B(x, r′k))
(2r′k)s
 limsup
k→∞
3
4 · 2−k
2s[ak(Tˇ kx− a + a2)]s =
3
22+s(lim infk→∞ Tˇ kx− a + a2)s
= 3
22+s(1− a + aτ (x) − a + a2)s =
3
22+s((1− a)2 + aτ (x))s = Θ2
(
τ (x)
)
,
i.e., (2.5) holds. Therefore, the proof of Lemma 2.8 is ﬁnished. 
Now, we are able to give the proof of Theorem 1.1.
Proof of Theorem 1.1. Fix x ∈ K (a). If x is an endpoint of K (a), by Lemma 2.2, then Θ∗s(μ, x) = 2−s . Hence, we always
suppose that x is not an endpoint in the rest of the proof. By Lemma 2.8, we have
Θ∗s(μ, x)max
{
Θ1
(
τ (x)
)
,Θ2
(
τ (x)
)}
. (2.6)
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Θ∗s(μ, x)max
{
Θ1
(
τ (x)
)
,Θ2
(
τ (x)
)}
(2.7)
when x is not an endpoint.
Since Θ1(t) and Θ2(t) decrease with respect to t , so is max{Θ1(t),Θ2(t)}. To prove (2.7), it suﬃces to prove that for
every − (1−a)2a < t < τ(x), there exists r0 = r0(t) > 0 such that
μ(B(x, r))
(2r)s
max
{
Θ1(t),Θ2(t)
}
for any 0< r < r0. (2.8)
Since τ (x) = lim infk→∞(min{T kx,1− T kx}), there exists some positive integer K0 = K0(t) such that
min
{
T lx,1− T lx}> t for all l K0. (2.9)
Take r0 = (1− 2a)aK0 , then for every 0< r < r0, there exists a k > K0 such that
B(x, r) ∩ K (a) ⊂ Ik(x) and
(
B(x, r) ∩ K (a)) \ Ik+1(x) 	= ∅, (2.10)
where Ik(x) denotes the basic interval of order k which contains x.
Set y = T kx and r′ = a−kr. It follows from Lemma 2.3 and (2.10) that
μ(B(x, r))
(2r)s
= μ(B(y, r
′))
(2r′)s
. (2.11)
By the symmetry of K (a), we assume without losing any generality that y ∈ [0,a]. Together with (2.10), we have
1− a y + r′  1− a
a
. (2.12)
There are two cases to consider.
Case 1: y ∈ [0,a2]. By Lemma 2.6 and (2.12), we have
μ(B(y, r′))
(2r′)s
 1
2s(1− T y)s . (2.13)
By y ∈ [0,a2], one also has
1− T y = 1− aT 2 y > 1− a + at
since 1− T 2 y > t due to (2.9). Therefore,
μ(B(x, r))
(2r)s
= μ(B(y, r
′))
(2r′)s
 1
2s(1− a + at)s = Θ1(t).
Case 2: y ∈ [a − a2,a]. By Lemma 2.7 and (2.12), we have
μ(B(y, r′))
(2r′)s
max
{
1
2s(1− y)s ,
3
4
2s(1− a + a2 − y)s
}
. (2.14)
By y ∈ [a − a2,a], one also has
1− y = 1− aT y > 1− a + at
since 1− T y > t due to (2.9). Therefore,
μ(B(x, r))
(2r)s
= μ(B(y, r
′))
(2r′)s
max
{
1
2s(1− a + at)s ,
3
4
2s[(1− a)2 + at]s
}
=max{Θ1(t),Θ2(t)}.
The above discussion shows that (2.8) holds and the proof is complete. 
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Lemma 3.1. Suppose that α,β,γ > 0, 0 < s < 1 and t  0. If βγ
t1−s sα  1, then
α + γ ts
(β + t)s 
α
βs
.
We omit the proof of Lemma 3.1, since it is elementary. For the lower bound of μ(B(x, r))/(2r)s , we have the following
Lemmas 3.2–3.4.
Lemma 3.2. Let μ be deﬁned as in (1.2). Suppose that 0 < a 3−
√
5
2 and x ∈ [0,a − a2 + a3]. If 1− a x+ r  1, then
μ(B(x, r))
(2r)s
 μ(B(x, rx))
(2rx)s
= 1
21+s(1− a − x)s ,
where rx = 1− a − x.
Proof. Since 0 < a 3−
√
5
2 implies that a
2 − 3a + 1 0, we have
x− r  2x− 1+ a 2(a − a2 + a3)− 1+ a = −(a2 − 3a + 1)− a2(1− 2a) 0.
Case 1: 1− a x+ r  1− a + a2. By Lemma 2.1, we have
μ(B(x, r))
(2r)s

1
2 + 12(1−a)s (x+ r − 1+ a)s
2s[(1− a − x) + (x+ r − 1+ a)]s =
α + γ ts
2s(β + t)s ,
where α = 12 , β = 1−a− x, γ = 12(1−a)s , t = x+ r−1+a. According to Lemma 3.1, if we show that βγt1−s sα  1, then we have
μ(B(x, r))
(2r)s
 α + γ t
s
2s(β + t)s 
α
2sβs
= 1
21+s(1− a − x)s .
In fact,
βγ
t1−ssα

(1− 2a + a2 − a3) · 12(1−a)s
(a2)1−s · s · 12
= 1− 2a + a
2 − a3
4sa2(1− a)s = g1(a).
A routine computation shows that
(
sa2(1− a)s)′ = (1− a)s(a2s′(1+ s log(1− a))+ as(2− as
1− a
))
> 0
for a ∈ (0,1/2]. So we have
the function sa2(1− a)s is increasing as a increases from 0 to 1/2. (3.1)
It follows that g1(a) is decreasing on (0,1/2] since 1 − 2a + a2 − a3 is decreasing on (0,1/2]. Hence, g1(a) g1( 3−
√
5
2 )
.=
1.097693 > 1 for a ∈ (0, 3−
√
5
2 ].
Case 2: 1− a2  x+ r  1. By Lemma 2.1, we have
μ(B(x, r))
(2r)s

3
4 + 12(1−a)s (x+ r − 1+ a2)s
2s[(1− a2 − x) + (x+ r − 1+ a2)]s =
α + γ ts
2s(β + t)s ,
where α = 34 , β = 1− a2 − x, γ = 12(1−a)s , t = x+ r − 1+ a2. Then
βγ
t1−ssα

(1− a − a3) · 12(1−a)s
(a2)1−s · s · 34
= 1− a − a
3
6sa2(1− a)s = g2(a).
It follows from (3.1) that g2(a) is decreasing on (0,1/2] since 1−a−a3 is decreasing on (0,1/2]. Hence, g2(a) g2( 3−
√
5
2 )
.=
1.261327 > 1 for a ∈ (0, 3−
√
5
2 ]. By Lemma 3.1, we have
μ(B(x, r))
s
 α + γ t
s
s s
 α
s s
= 3
2+s 2 s .(2r) 2 (β + t) 2 β 2 (1− a − x)
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3
22+s(1− a2 − x)s 
1
21+s(1− a − x)s . (3.2)
Since x ∈ [0,a − a2 + a3], it suﬃces to prove
g3(a) =
(
1− 2a + a2 − a3
1− a − a3
)s
 2
3
, for a ∈
(
0,
3− √5
2
]
. (3.3)
Noting that 1−2a+a2−a3
1−a−a3 decreases on (0,1/2] and 0 < 1−2a+a
2−a3
1−a−a3  1 for a ∈ (0,1/2], together with the fact that s increases
as a increases from 0 to 1/2, we know that g3(a) is decreasing on (0,1/2]. Hence, g3(a)  g3( 3−
√
5
2 )
.= 0.675639 > 23 for
a ∈ (0, 3−
√
5
2 ]. 
By Lemma 3.2 and the symmetry of K (a), we get Lemma 3.3 immediately.
Lemma 3.3. Let μ be deﬁned as in (1.2). Suppose that 0 < a 3−
√
5
2 and x ∈ [1− a + a2 − a3,1]. If 0 x− r  a, then
μ(B(x, r))
(2r)s
 1
21+s(x− a)s .
Using Lemma 3.3, we are able to prove the following lemma.
Lemma 3.4. Let μ be deﬁned as in (1.2). Suppose that 0 < a 3−
√
5
2 and x ∈ [a − a3,a]. If 1− a x+ r  1, then
μ(B(x, r))
(2r)s
 1
22+s(x− a2)s .
Proof. Case 1: x − r  0. In this case, we have a−1x ∈ [1 − a2,1], and 0 x − r  a − (1 − 2a) a2 since a ∈ (0, 3−
√
5
2 ]. By
Lemma 3.3,
μ(B(a−1x,a−1r))
(2a−1r)s
 1
21+s(a−1x− a)s =
1
22+s(x− a2)s .
It follows from the self-similarity of μ that
μ(B(x, r))
(2r)s
 μ(B(a
−1x,a−1r))
(2a−1r)s
 1
22+s(x− a2)s .
Case 2: x− r < 0. Since a ∈ (0, 3−
√
5
2 ], we have(
1+ a − a2)(1− a2) 1.
So for x ∈ [a − a3,a], we have (1+ a − a2)x a. It follows that
x2 − a2x (a − x)(1− x) (a − x)r,
since x+ r  1. This is equivalent to
x+ r
r(1− a) 
a
x− a2 . (3.4)
By Lemma 2.1 and inequality (3.4),
μ(B(x, r))
(2r)s
=
1
2 + μ([1− a, x+ r])
(2r)s

1
2 + (x+r−1+a)
s
2(1−a)s
(2r)s

(1+ x+r−1+a1−a )s
21+srs
= (x+ r)
s
21+srs(1− a)s 
as
21+s(x− a2)s =
1
22+s(x− a2)s . 
In order to simplify the proof of Theorem 1.2, we need the following Lemma 3.5.
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Θ s∗(μ, x) = lim inf
r→0
r∈R(x)
μ(B(x, r))
(2r)s
.
Proof. Set F (x) = lim infr→0, r∈R(x) μ(B(x,r))(2r)s . We shall prove Θ s∗(μ, x) = F (x). By the deﬁnition of lower density, it is easy to
see that Θ s∗(μ, x)  F (x). Thus, we only need to prove that Θ s∗(μ, x)  F (x). By the deﬁnition of lower limit, there exists{rk}∞k=1, such that
Θ s∗(μ, x) = lim
k→∞
μ(B(x, rk))
(2rk)s
.
Taking r′k = inf{r ∈ R(x): r  rk}, and noting that R(x) is compact, we have
r′k ∈ R(x), r′k  rk and μ
(
B(x, rk)
)= μ(B(x, r′k)).
Hence, we get
Θ s∗(μ, x) = lim
k→∞
μ(B(x, rk))
(2rk)s
 lim
k→∞
μ(B(x, r′k))
(2r′k)s
 lim inf
r→0
r∈R(x)
μ(B(x, r))
(2r)s
. 
Proof of Theorem 1.2. Fix x ∈ K (a). We ﬁrst show that
Θ s∗(μ, x) 2−1−s
(
1− a − τ (x))−s. (3.5)
Take a sequence {nk}∞k=1 such that τ (x) = limk→∞ Tˆ nk x. Note that Tˆ nk+1x < Tˆ nk x if Tnk x ∈ [a − a3,1 − a + a3]. So we can
assume without loss of generality that Tnk x /∈ [a − a3,1− a + a3] for all k 1. Let
rk = ank
(
1− a − Tˆ nk x).
By the symmetry of K (a), we can further assume that
Tnk x ∈ [0,a − a2 + a3] for all k 1.
Let y = Tnk x = Tˆ nk x and r′ = a−nk rk = 1 − a − y. Note that rk  ank (1 − a) ank−1(1 − 2a) since a ∈ (0, 3−
√
5
2 ]. This means
that K (a) ∩ B(x, rk) ⊂ Ink (x), where Ink (x) is the basic interval of order nk which contains x. By Lemmas 2.3 and 3.2,
μ(B(x, rk))
(2rk)s
= μ(B(y, r
′))
(2r′)s
= 1
21+s(1− a − y)s =
1
21+s(1− a − Tˆ nk x)s .
And so
Θ s∗(μ, x) lim
k→∞
μ(B(x, rk))
(2rk)s
= lim
k→∞
1
21+s(1− a − Tˆ nk x)s =
1
21+s(1− a − τ (x))s .
Next, we show that
Θ s∗(μ, x) 2−1−s
(
1− a − τ (x))−s (3.6)
to complete the proof. By Lemma 3.5, it is suﬃcient to prove that for every ﬁxed t < τ(x), there exists r0 = r0(t) > 0 such
that
μ(B(x, r))
(2r)s
 2−1−s(1− a − t)−s (3.7)
for any 0 < r < r0 and r ∈ R(x). Since τ (x) = lim infk→∞ Tˆ kx, there exists some positive integer K0 = K0(t) such that
Tˆ kx > t for all k K0. (3.8)
Take r0 = (1− 2a)aK0 , then for every 0 < r < r0 and r ∈ R(x), there exists a k > K0 such that
B(x, r) ∩ K (a) ⊂ Ik(x) and
(
B(x, r) ∩ K (a)) \ Ik+1(x) 	= ∅, (3.9)
where Ik(x) denotes the basic interval of order k which contains x.
Let y = T kx = (φi1 ◦ · · · ◦φik )−1x and r′ = a−kr. By the symmetry of K (a), without loss of generality, we may assume that
y ∈ [0,a]. Note that
1− a y + r′  1. (3.10)
646 J. Wang et al. / J. Math. Anal. Appl. 379 (2011) 637–648In fact, if y + r′ > 1, then y − r′ < 2y − 1 2a − 1 < 0. This implies that x − r /∈ Ik(x) and x + r /∈ Ik(x), which contradicts
r ∈ R(x) since B(x, r) ∩ K (a) ⊂ Ik(x).
Now, we verify that (3.7) holds, according to the following two cases.
Case 1: y ∈ [0,a − a2 + a3]. By Lemmas 2.3, 3.2, (3.8) and (3.10),
μ(B(x, r))
(2r)s
= μ(B(y, r
′))
(2r′)s
 1
21+s(1− a − y)s 
1
21+s(1− a − t)s .
Case 2: y ∈ [a − a3,a]. By Lemmas 2.3, 3.4, (3.8) and (3.10), we have
μ(B(x, r))
(2r)s
= μ(B(y, r
′))
(2r′)s
 1
21+s(T y − a)s =
1
21+s(1− a − Tˆ y)s 
1
21+s(1− a − t)s .
Therefore, the inequality (3.7) holds and the proof is complete. 
4. Proof of Theorem 1.3
Finally, we shall give the proof of Theorem 1.3, which characterizes τ in Theorems 1.1 and 1.2. For this, we shall give
some deﬁnitions and notations.
Notice that
K (a) =
{
x =
∞∑
i=1
xia
i: xi = 0 or 1− a
a
}
. (4.1)
For every x ∈ K (a) with x =∑∞i=1 xiai (xi = 0 or 1−aa ), write
x = 0.x1x2x3 . . . (4.2)
for simplicity. It is easy to see that T x =∑∞i=1 xi+1ai , i.e.,
T x = 0.x2x3 . . . , where xi = 0 or 1− a
a
.
For w ∈ Σ = {0, 1−aa }, deﬁne w as
w =
{
0, if w = 1−aa ;
1−a
a , if w = 0.
(4.3)
Write
Σ∗ =
∞⋃
n=1
{
0,
1− a
a
}n
and ΣN =
{
0,
1− a
a
}N
.
For ω = x1x2 · · · xn ∈ Σ∗ , we deﬁne ω = x1x2 · · · xn by
x1x2 · · · xn = x1x2 · · · xn
and denote the length of ω by |ω|(= n).
Proof of Theorem 1.3. Set A = {τ (x): x ∈ K (a)} and B = {y ∈ K (a): y = infn0(Tˆ n y)}. We shall prove A = B .
To prove A ⊂ B , suppose that y = τ (x) for some x ∈ K (a). Then there exists {n j}∞j=1 such that y = lim j→∞ Tˆ n j x. By the
continuity of Tˆm ,
Tˆ m y = Tˆ m
(
lim
j→∞
Tˆ n j x
)
= lim
j→∞
Tˆ m+n j x lim inf
n→∞ Tˆ
nx = y
for any given m > 0. Hence, y ∈ B , i.e., A ⊂ B .
On the other hand, we shall show that A ⊃ B . Suppose that y ∈ B , it is suﬃcient to ﬁnd an x ∈ K (a) such that y = τ (x).
Write
y = 0.y1 y2 y3 . . . , where y j = 0 or 1− a
a
for all j  1
and
W (y) = {ω ∈ Σ∗: there exist inﬁnitely many n such that ω = yn+1 · · · yn+|ω| or yn+1 · · · yn+|ω|}. (4.4)
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y1 · · · y j = yn j+1 · · · yn j+ j or yn j+1 · · · yn j+ j .
Noting that y1 = 0 since y ∈ B , we have
y = lim
j→∞
Tˆ n j y  τ (y) y.
Hence, y = τ (y), and so y ∈ A.
Otherwise, we have
Λ =max{ j: y1 y2 · · · y j ∈ W (y) and y1 y2 · · · y j+1 /∈ W (y)}< ∞.
Deﬁne
N =max{n: y1 · · · yΛ+1 = yn−Λ · · · yn or yn−Λ · · · yn}.
There are two cases to consider.
Case 1: There is a sequence 2N < n1 < n2 < · · · < n j < · · · such that
y1 y2 · · · yΛ = yn j+1 yn j+2 · · · yn j+Λ for all j  1.
Case 2: There is a sequence 2N < n1 < n2 < · · · < n j < · · · such that
y1 y2 · · · yΛ = yn j+1 yn j+2 · · · yn j+Λ for all j  1.
For Case 1, we take
x = 0.y1 y2 . . . yn1 y1 y2 . . . yn2 . . . y1 y2 . . . yn j . . . .
We shall show that y = τ (x). For this, note that y = lim j→∞ Tn1+n2+···+n j x = lim j→∞ Tˆ n1+n2+···+n j x since y1 = 0. So it
suﬃces to prove
y < Tˆ mx, for anym 	= n1 + n2 + · · · + n j ( j  1). (4.5)
Write
m = n1 + n2 + · · · + n j + q, where 1 q < n j+1.
We divide into two subcases, namely: 1 q < N and N  q < n j+1.
When 1 q < N , by the deﬁnition of x and n j+1 > 2N , we have
yq+1 yq+2 · · · yq+N = xm+1xm+2 · · · xm+N . (4.6)
By the deﬁnition of N , we also have
y1 y2 · · · yN 	= yq+1 yq+2 · · · yq+N or yq+1 yq+2 · · · yq+N . (4.7)
Together with the fact that y  Tˆ q y, we have y < Tˆmx.
When N  q < n j+1, we have
T q y = 0.yq+1 yq+2 . . . yn j+1 yn j+1+1 yn j+1+2 . . . yn j+1+Λ . . .
and
Tmx = 0.yq+1 yq+2 . . . yn j+1 y1 y2 . . . yΛ . . . .
Recall that yn j+1+1 yn j+1+2 · · · yn j+1+Λ = y1 y2 · · · yΛ and q < n j+1. So
yq+1 yq+2 · · · yq+Λ+1 = xm+1xm+2 · · · xm+Λ+1.
By the deﬁnition of Λ and N , we have
y1 y2 · · · yΛ+1 	= yq+1 yq+2 · · · yq+Λ+1 or yq+1 yq+2 · · · yq+Λ+1,
since q N . Together with the fact that y  Tˆ q y, we have y < Tˆmx. In conclusion, we have shown that y ∈ A in Case 1.
For Case 2, we take
x = 0.y1 y2 . . . yn1 y1 y2 . . . yn2 . . . y1 y2 . . . yn2 j−1 y1 y2 . . . yn2 j . . . .
By a similar argument, we also have y = τ (x) and the proof is complete. 
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