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ABSTRACT 
Using QUAL2Kw as a decision support tool: considerations  
 
for data collection, calibration, and  
 
numeric nutrient criteria 
 
by 
 
 
Andrew Hobson, Master of Science 
Utah State University, 2013 
 
 
Major Professor: Bethany T. Neilson 
Department: Civil and Environmental Engineering 
 
 
The in-stream water quality model, QUAL2Kw, can provide guidance in 
watershed management decisions by linking changes in nutrient loads to responses in 
water quality.  This model is particularly useful for determining wasteload allocations,  
aiding in total maximum daily load analyses, and developing numeric nutrient criteria.  
Unfortunately, states struggle to balance the data collection and modeling requirements to 
accomplish many of these water quality management tasks due to limited resources.  This 
commonly results in routine data collection and monitoring efforts that do not satisfy the 
data requirements for modeling.  To address this disconnect, this study presents a data 
collection and parameter calibration methodology suited to meet general QUAL2Kw 
modeling requirements.  Then, with the goal of identifying a range of numeric nitrogen 
and phosphorus criteria, this general data collection and modeling strategy was applied to 
sites throughout Utah.  To help automate and test scenarios targeted at tracking effects of 
loading and response combinations, a nutrient criteria tool was also developed to 
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interface with these QUAL2Kw models.  By implementing the tool on these models, 
input concentrations of ammonium (NH4+) ranging from 10 to 101 µg/L and inorganic 
phosphorus (PO4-) ranging from 1 to 14 µg/L were found to exceed thresholds of bottom 
algae, gross primary productivity, and ecosystem respiration.  Conversely, NH4+ 
concentrations above 3,500 µg/L and PO4- above 490 µg/L exceeded dissolved oxygen 
thresholds of 5-6 mg/L in some applications.  Some limitations of using mechanistic 
models in this manner were identified, including model capabilities (e.g., steady-state 
versus dynamic), inclusion of appropriate processes, uncertainty in calibrated parameters, 
and site-specific conditions.   Although many problems will require more complex 
modeling efforts with significantly larger data collection efforts, this approach provides 
an initial framework that aids in the judicial use of resources to aid in watershed 
management decisions.  
 (109 pages) 
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PUBLIC ABSTRACT 
Using QUAL2Kw as a decision support tool: considerations  
 
for data collection, calibration, and  
 
numeric nutrient criteria 
 
 
by 
 
 
Andrew Hobson, Master of Science 
Utah State University, 2013 
 
 
Major Professor: Bethany T. Neilson 
Department: Civil and Environmental Engineering 
 
 
Surface water quality in the United States is managed by the U.S. Environmental 
Protection Agency (EPA) under direction of the Clean Water Act.  Designated uses are 
required for all state waters.  Numeric or narrative water quality standards provide 
measures to determine if each waterbody meets the intended use.  Narrative standards 
typically include vague terminology that is difficult to interpret and this has led EPA to 
encourage states to develop numeric criteria for nutrients in all its streams, rivers, and 
lakes.  These numeric nutrient criteria are intended to stave off the harmful effects of 
over-growth of aquatic plants which can result in poor water quality and even fish kills.   
The purpose of this research is to aid the State of Utah in determining appropriate 
numeric criteria.  These values can be determined using in-stream water quality models 
(in this case, QUAL2Kw), which accounts for the cause and effect relationships between 
nutrient addition and aquatic plant growth.  One of the main tasks of this study is to 
identify how much data is needed to support this type of modeling and when and where it 
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needs to be collected.  Finally, a management tool was developed to automatically run 
model scenarios to help identify the nutrient loads that cause water quality problems.  
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CHAPTER I 
INTRODUCTION 
Surface water quality in the United States is regulated by the Clean Water Act 
(CWA 303 1972) under management of the U.S. Environmental Protection Agency 
(EPA).  Though an initial focus was targeted on point source dischargers to improve 
water quality, over the last decade, EPA has shifted that focus towards overall ambient 
water quality (US EPA 2000).  This focus is managed in tandem through National 
Pollutant Discharge Elimination System (NPDES) permits and Total Maximum Daily 
Load (TMDL) analyses for waterbodies not attaining their designated uses.  The goal of a 
TMDL analysis is to identify the site-specific loading capacity of a waterbody and assign 
wasteload allocations (WLA) for point sources and load allocations for non-point sources 
(Younos 2005).   
Traditionally, states have relied on narrative in-stream water quality criteria to 
control over-enrichment of surface waters and ensure designated uses are being met.  As 
this type of criteria is generally qualitative, it is often more difficult to interpret and 
manage due to vague requirements (ADEQ 1996).  In a more preventative, regional 
approach, EPA is encouraging states to adopt numeric nutrient criteria intended stave off 
overproduction of aquatic plants by assigning nutrient targets for streams, rivers, and 
lakes (US EPA 2009c).  In establishing numeric nutrient criteria, EPA recommends three 
types of scientifically defensible approaches intended to limit nitrogen/phosphorus 
pollution: reference condition, stressor-response analysis, and mechanistic modeling (US 
EPA 2010). 
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In its efforts to develop numeric nutrient criteria, the State of Utah Division of 
Water Quality (DWQ) has been working towards completion of a water reclamation 
facility (WRF) nutrient removal cost study (UDEQ 2009), an economic evaluation study 
(UDEQ 2011a), a nutrient criteria ecological study (UDEQ 2010a), and a mechanistic 
modeling effort (Neilson et al. 2012).  The Nutrient Removal Cost Impact Study, 
completed in 2009, evaluated the economic impacts of potential new nutrient removal 
requirements for Utah’s WRFs.  It further estimated economic, financial, and 
environmental impacts interrelated with a range of potential nutrient discharge standards 
for every discharging WRF in the State (UDEQ 2009).  The economic study quantified 
the benefits and costs of implementing numeric nutrient criteria for surface waters in 
Utah (UDEQ 2011a).  The ecological study, for which data was collected in 2010, 
evaluated the ecological impacts of nutrient additions from WRFs to streams and rivers 
across the state (UDEQ 2010a).  This was accomplished by analyzing water quality 
indicators such as stream metabolism, water chemistry, macro-invertebrate and fish 
communities, and ecosystem function both upstream and downstream of WRF 
discharges.  The state performed the same analysis on reference streams intended to 
represent similar systems in their natural, pre-impact conditions.   
The mechanistic modeling effort was designed to evaluate the influences of 
nutrient additions to a variety of systems and monitor water quality responses to inform 
numeric nutrient criteria development.  The study involved addressing low-flow in-
stream water quality impairments through the use of a 1-D quasi-dynamic (steady-state 
flow, diel varying water quality) model that captures the effects of heat and mass transfer 
and provides a 24-hour diurnal response to water quality given a 24 hour weather pattern.  
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The state selected one of the most widely used models to predict in-stream water quality, 
QUAL2Kw (Kannel et al. 2011; Pelletier et al. 2006).   
Extensive data sets to facilitate both the mechanistic modeling and the ecological 
studies were collected at nine WRF-impacted sites.  The sites selected were intended to 
provide a platform to extrapolate the findings to the remaining state waters (UDEQ 
2010a).  By combining the results of the WRF economic study with the predictive 
modeling efforts, the proposed in-stream numeric nutrient criteria determined by the 
ecological portion of the study can be tested and then linked to the expected economic 
costs of the treatment upgrades as well as forecasting the potential impact of nutrient 
loading on downstream water bodies (Neilson et al. 2012).   
In addition to the state’s efforts to develop nutrient criteria, continued data 
collection will be necessary to facilitate in-stream water quality modeling for other 
locations requiring wasteload analyses and for establishing potential site-specific numeric 
nutrient criteria.  The anticipated cost of collecting a full suite of chemical and nutrient 
data for each model application can be extensive.  This economic demand requires a 
better understanding of the data collection needs for model population and calibration.  It 
must satisfy the need to minimize the cost associated with data collection while 
simultaneously producing acceptable results for management decision making. 
In response to this need, Chapter 2 directly addresses the data collection and 
model calibration considerations for the application of the QUAL2Kw model.  It is 
directed towards identifying the minimum amount of data types necessary by minimizing 
the sampling frequency and locations while attempting to maintain the technical integrity 
of the modeling application.  Additionally, it addresses ways to increase the confidence 
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of the model calibration by reducing the number of parameters requiring calibration.  
This occurs by setting parameters to site-specific values derived from direct measurement 
or estimation techniques.  These general considerations are then applied to a specific case 
study to illustrate the exceptions to the general strategy presented. 
Then, as part of DWQ’s larger efforts to identify regional numeric nutrient criteria 
values, the data collection and modeling approaches provided in Chapter 2 were applied 
to the nine WRF impacted sites.  Of these nine sites, seven did not suffer from data 
collection problems.  Anticipating the technical and time requirements needed to extract 
nutrient criteria information from these seven sites, as well as for subsequent model 
applications, Chapter 3 presents a nutrient criteria tool developed as an interface to 
QUAL2Kw to globally read, write, and implement various nutrient loading scenarios.  
Further, the chapter addresses the procedures required to adapt QUAL2Kw to assist in 
developing nutrient criteria.  Two different search methods are presented as options 
within the tool to more efficiently achieve the desired precision of results and to track the 
effect of increasing nutrient loads on the responses to downstream water quality 
constituents.  The benefits of using such a tool in this type of management application 
and limitations to using mechanistic models in this manner are discussed. 
  
   
5 
 
 
CHAPTER II1 
DATA COLLECTION AND CALIBRATION FOR QUAL2KW 
Abstract 
In-stream water-quality models provide guidance in watershed management 
decisions by linking pollutant loads to changes in water quality.  These models are 
particularly useful for determining wasteload allocations, developing numeric nutrient 
standards, and aiding in total maximum daily load (TMDL) analyses.  Unfortunately, the 
routine data collected as part of the monitoring efforts of governmental agencies do not 
typically meet the data requirements for modeling.  Consequently, this study presents a 
data collection methodology suited to meet in-stream water-quality modeling 
requirements for a commonly used model (QUAL2Kw).  To set some model parameters 
directly, methods are provided for estimating sediment oxygen demand and appropriate 
reaeration formulas using oxygen time series.  Even though the quantity of many data 
types was minimized to reduce cost, we found that in the context of an effluent-
dominated stream, predictions were appropriate for facilitating decision making.  Some 
challenges occurred due to data limitations (e.g., designation of appropriate loading 
values from highly variable point source information) and similar to other modeling 
studies, appropriate parameter estimates were also not readily available.  However, even 
simple methods to reduce the number of parameters requiring calibration proved 
beneficial.  Although many problems will require more complex modeling efforts with 
significantly larger data collection efforts, this approach provides an initial framework 
                                                 
1
 Coauthored by Andrew J. Hobson, Jeffery Ostermiller, and Nicholas von Stackelberg 
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that aids in the judicious use of resources while meeting the watershed management 
decision making needs such as wasteload allocation and numeric nutrient criteria 
development.  
Introduction 
In-stream water quality models can be helpful in the watershed management 
decision process by understanding nutrient and loading effects on changes in water 
quality (Boyacioglu and Alpaslan 2008; Kannel et al. 2011; National Research Council 
2007).  Such models are used for a variety of applications including wasteload allocations 
(WLAs) (UDEQ 2012b), establishing regional or site-specific numeric nutrient criteria 
(Flynn and Suplee 2011; US EPA 2000), and total maximum daily load (TMDL) 
assessments (Boyacioglu and Alpaslan 2008; National Research Council 2001).   
Many of these applications focus on critical low-flow periods (Bischoff et al. 
2010; Gunderson and Klang 2004; Stahl and Smith 2002; UDEQ 2000; US EPA 2002a) 
that typically result in high primary productivity, low dissolved oxygen (DO) levels, and 
elevated stream temperatures (US EPA 1997).  These conditions often exceed in-stream 
water quality standards, approaching survivability thresholds of many aquatic organisms 
(Hester and Doyle 2011), and are only expected to worsen with future global climate 
change (Whitehead et al. 2009).  During critical periods in riverine systems, typical 
models employed are simplified 1-dimensional, quasi-dynamic (constant flow with diel 
water quality), such as QUAL2E (Brown and Barnwell 1987) and QUAL2K (Chapra et 
al. 2006), which represent hydraulic and solute transport in the downstream direction (US 
EPA 1997).  A version of these models maintained and distributed by Washington State 
Department of Ecology, QUAL2Kw (Pelletier et al. 2006), has been selected for water 
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quality impairment assessments conducted by many state and national agencies (Carroll 
et al. 2006; Kannel et al. 2011; Turner et al. 2009).   
Application of a water quality model to a system commonly occurs in five steps: 
(1) model study plan, (2) data and conceptualization, (3) model set-up (population), (4) 
calibration and corroboration, and (5) simulation and evaluation (Vanrolleghem 2010). 
Developing a model study plan is a site-specific task, requiring input from the modeler, 
water managers, and stakeholders.  These groups provide guidance on the problem 
identification and specification, the conceptual model formulation and development, 
model selection, and evaluation (US EPA 2009a).  Once these specific requirements of a 
project are identified, more general guidelines can be established for data collection and 
model population, and calibration for a broad variety of study sites. 
All models require data input for model setup and population, including physical 
characteristics (hydraulic information and channel segmentation), forcing 
(meteorological, boundary conditions, and point and distributed sources) and calibration 
data (in-stream observations) to adequately characterize effects on water quality from 
significant loading sources (Table 1) (Barnwell et al. 2004; Chapra 2003; Rauch et al. 
1998; Rode and Suhr 2007).  One major challenge in meeting input model requirements 
is that the quantity of data increases with increased hydraulic and mathematical model 
complexity (Chapra 2003; US EPA 1997).  Unfortunately, data availability to 
characterize model processes and parameters is commonly sparse, while dominant 
processes are often elusive (Refsgaard et al. 2005).  Assessing this challenge, a data 
collection campaign must capture stream variability (both temporal and spatial) and 
necessary data types while often adhering to stringent budget requirements  
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Table 1.  QUAL2Kw input data requirements. Adapted from US EPA (1997). 
Model Component Description 
Geometric Stream length, reach segmentation 
Meteorological Cloud cover, air temperature, dew point temperature, solar 
radiation, wind speed 
Hydrologic Headwater and tributary inflows and diversions 
Hydraulic Bottom roughness, bottom width, side and bottom channel 
slope 
Water Quality Inflow and upstream boundary conditions concentrations and downstream calibration observations (calibration data) 
Effluent Flow rates and concentrations 
Reaction Rates 
Reaeration, oxidation, reaction and settling rate coefficients, 
nutrient half-saturation coefficients, temperature correction 
factors 
Other Coordinates, model simulation time (days), computation time step, simulation date 
 
 
(1997) (Neilson and Chapra 2003; US EPA 2002b).  The revolving, recurrent need for 
WLAs for National Pollutant Discharge Elimination System (NPDES) permits, TMDL 
analyses for impaired waterbodies, and site-specific numeric nutrient criteria causes a 
burden on internal resources for public and private agencies (Lettenmaier et al. 1991).  
Therefore, a reliable, systematic method of collecting data to support in-stream modeling 
is needed.  Sampling strategies must be established that limit the number of 
measurements and data types collected (reduce burden) without having a consequential 
impact on model reliability (capture complexity) (Dunnette 1980; Facchi et al. 2007; 
Henderson-Sellers and Henderson-Sellers 1996). 
While accurate water quality predictions can be achieved using sophisticated 
modeling techniques and an abundance of data, balance is required between the 
simplifying assumptions of the modeling framework and ambiguous results produced 
from complex, over-parameterized models (Chapra 2003; Ebel and Loague 2006).  A 
compromise may involve using a robust model while reducing the number of parameters 
   
9 
 
 
requiring calibration by establishing reliable ranges, setting site-specific values, or 
providing estimation methods for some of the required calibration parameters (Barnwell 
et al. 2004; UDEQ 2011b).  Along these lines, this paper presents a systematic data 
collection strategy developed for applying QUAL2Kw for water quality predictions under 
steady-state, low-flow conditions.  The focus will be on water reclamation facility (WRF) 
impacted reaches and consider the temporal and spatial variability of data.  Methods will 
be presented for estimating some key parameters to reduce those adjusted in model 
calibration.   
Model Overview 
QUAL2Kw is a one-dimensional, quasi-dynamic stream water quality model that 
assumes steady flow, but predicts diel concentrations of many constituents based on a 
mechanistic representation of individual processes.  The main stem of a river is 
conceptualized as a series of completely mixed tank reactors allowing longitudinal 
predictions of one average 24-hour diel cycle for each water quality constituent. To 
model a study reach (Figure 1), data must be collected to capture the variability of the 
headwater (also called the upstream boundary condition, Station 1), point sources or 
abstractions (e.g., WRF, tributary inflows, irrigation diversions, Station 2, T1 and D1) 
and any diffuse sources or abstractions (e.g., groundwater).   
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Figure 1.  Generalized data collection locations are shown with the required locations of 
flow measurements, multi-parameter water quality sondes, and chemistry and nutrient 
samples.  Headwater (upstream boundary condition) is designated by Station 1, the 
primary point source, is represented by Station 2, tributaries are denoted with T1, 
diversions with D1, and the downstream calibration station is shown as Station 3.  
 
 
The type of information that should be gathered at each station varies (Figure 1, 
Table 2).  The headwater is represented by average daily flows and hourly averaged 
concentrations of key constituents to simulate a daily, time variable, boundary condition.  
Distributed input sources are represented by daily mean flows and concentrations. Stream 
tributaries and/or point inflows are approximated by using a daily mean flow value with 
concentrations assumed to follow a sine curve based on user-specified estimates of the 
mean, range between minimum and maximum, and time of maximum concentration.  
Also, downstream boundary conditions and initial conditions can be specified, though 
typically not necessary for this type of model application.  Finally, water quality data 
must be specified for at least one calibration station, used to gauge the proper adjustment  
Sonde
1. CHLOROPHYLL A
2. DISSOLVED OXYGEN
3. PH
4. SPEC. CONDUCTANCE
5. TEMPERATURE
Chemistry Samples
1. AMMONIA as N
2. CBOD5
3. CHLOROPHYLL-a
4. NITRITE + NITRATE as N
5. pH
6. PHOSPHATE as P
7. SPEC. CONDUCTANCE
8. TOTAL SUSPENDED SOLIDS
9. TOTAL ALKALINITY
10. TOTAL NITROGEN
11. TOTAL PHOSPHORUS
POTW
Flow Measurement 
Water Quality Sonde
2 Day Grab Sample
1
2
3
2
2
2
Diversion
Tributary2
2
WRF
GENERAL OVERVIEW DATA TYPES SPATIAL AND TEMPORAL 
CONSIDERATIONS
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Table 2.  General information required for QUAL2Kw model population. 
QUAL2Kw Input Information Required 
Reach 
Reach segmentation 
Hydraulic characteristics 
% suitable substrate 
Bottom algae % cover 
Sediment Oxygen Demand (SOD) 
Thermal properties 
Initial Conditions Constituent concentrations1, 2 
Headwater Data Average flow Hourly mean concentrations1 
Weather Data Hourly mean values 
Point Sources Average flow Daily mean1, Range/2, Time of Max 
Distributed Sources Average flow Daily mean concentrations1 
Point and Distributed Abstractions Average flow 
Rates Primarily set in calibration.   Literature informed ranges of parameters 
1See Table 4 for a list of constituents required by QUAL2Kw 
2Optional 
 
  
of parameter values.  Such parameter values are either calibrated manually or based on a 
genetic optimization algorithm guided by a user-defined objective function. 
Generalized Data Collection and Modeling Approach 
In order to develop general guidelines for data collection in support of 
QUAL2Kw model population and calibration, there is a need to consider sampling 
locations, specific data types, and the timing and frequency of sample collection.   
Sampling Locations 
As discussed previously, boundary condition and inflow information, and data at 
a downstream location for model calibration are critical for model forcing and 
calibration.  Viewing these three locations at their most basic level, a generalized 
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schematic is used to illustrate a typical data collection effort (Figure 1).  For effluent 
dominated systems, at an absolute minimum, supporting data need to be gathered at 
Station 1 (headwater / upstream boundary condition), Station 2 (point source before it 
enters the stream), and Station 3 (the calibration location at the downstream end of the 
study reach) (Figure 1).  However, placing additional stations at the initial mixing point 
of a WRF and at or beyond the point of maximum impact of the point source is desirable.  
If a significant tributary enters the modeling reach, flow and quality data must also be 
collected at Station T1.  Also, if a significant diversion is present, only flow information 
is necessary at Station D1 because the water quality of the diversion is the same as that 
predicted within the model reach. 
Once the stations are identified, the distance between Stations 2 and 3 should be 
long enough to capture the processes of interest.  The necessary distance between stations 
could vary significantly for a study focusing on nutrient spiraling lengths [from 80 to 250 
m and higher (Ensign and Doyle 2006)], wasteload allocation permitting [<750 m (Utah 
Administrative Code R317-2-5)], and large-scale watershed management decisions. 
Other considerations when determining station spacing include ease of access and 
inclusion of confounding tributaries/diversions.  Further, it may be appropriate to select 
the distances based on requirements to derive estimates of open water metabolism and 
surface reaeration (ka) which may require additional intermediate stations.  
Data Types 
Beyond station spacing and identification, site-specific information is necessary to 
characterize the stream and its surroundings. This includes geometric (bottom slope, 
channel cross-sections), meteorological (air temperature, dew point temperature, wind 
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speed, and cloud cover or solar radiation), hydraulic (travel time, stream and groundwater 
flow, velocity, substrate types, and percent suitable substrate), and parameter reaction 
rates.  A summary of the data types to collect, procedural information, locations where 
these data are required within or near the site, and the utility of the data used in the 
modeling effort is provided in Table 3. 
This general site information is supplemented with data collection for a number of 
water quality constituents at each station.  The required data are dependent on whether it 
is the headwater station, a point or distributed inflow, or a diversion (Figure 1, Table 2).  
Some constituents can be sampled directly, but others are estimated using relationships 
between measured constituents and model variables (Table 4).  Additional data types that 
could be collected include a measure of SOD, bottom or benthic algae concentrations, 
total organic carbon, and dissolved organic carbon (DOC) (used to estimate CBOD 
and/or detritus).   
Referring to collecting samples of bottom algae (represented in QUAL2Kw as 
attached bottom algae), one consideration is the ability to infer an areal reach-estimate 
from a few cross-sectional measurements, particularly in systems dominated by 
filamentous algae.  Current methods for measuring bottom algae have been widely 
established (CEN 2003) with work specifically for QUAL2K from Flynn and Suplee 
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Table 3. Site characterization data types, procedures and locations. 
Data 
Type 
Procedure Locations Reasoning 
Average 
Cross 
Sectional 
Velocity 
Velocity cross-sectional 
profile obtained from 
velocity-area method of 
discharge measurements.  
Information from HEC-
RAS modeling applications 
can also be extracted to 
supplement data collected. 
Station 1, 3, and above and 
below any inflow or outflow. 
Additional locations along 
study reach would be 
beneficial. 
Provides observations of velocity 
in different reaches to compare 
with the predicted velocities.  This 
can be used with the depth and 
tracer information to ensure 
appropriate representation of the 
hydraulics and reasonable travel 
times.  
Average 
Cross 
Sectional 
Depth 
Average depth can be 
obtained from velocity-area 
method of discharge or 
independently estimated 
cross-sectional depth 
profiles. 
Station 1, 3, and above and 
below any inflow or outflow. 
Additional locations along 
study reach would be 
beneficial. 
Provides observations of depths in 
different reaches to compare with 
the predicted depths.  This can be 
used with the velocity and tracer 
information to ensure appropriate 
representation of the hydraulics 
and reasonable travel times. 
Average 
Channel 
Bottom 
Width 
 Bottom width estimates are 
calculated using the 
formula: Top Width (m) –
Depthave (m) x 
1/tan(radians(°SSLEW))  
– Depthave x 1/tan(radians 
(°SSREW)). 
Station 1, 3, and above and 
below any inflow or outflow. 
Additional locations along 
study reach would be 
beneficial. 
Model Input.  Top widths, side 
slopes, and bottom slopes are 
measured at consistent increments 
along the channel.  From these 
data, bottom width estimates can 
be calculated using side slope, 
average depth, and top width 
values. 
Channel 
Bottom 
Slope  
Measured with a survey 
level or clinometers, 
protocols described within 
EMAP documentation1. 
Should estimate bottom slope 
from beginning to end of 
study reach at each station 
and/or when changes in 
bottom slope are observed. 
Model Input.  Bottom slope affects 
travel time and can be adjusted 
along with Manning’s n for to 
achieve proper estimates.   
Channel 
Side Slope 
Measured with a clinometer 
or by visual inspection, 
protocols described within 
EMAP documentation1. 
Station 1, 3, and above and 
below any inflow or outflow. 
Additional locations along 
study reach would be 
beneficial. 
Model input.  Can be used to 
calculate bottom width from 
measured top widths. 
Weather 
data  
Onsite or nearest weather 
station. 
Near study site would be most 
appropriate and 15-30 minute 
data are preferred, hourly 
estimates required. 
Wind speed, air temperature, 
shortwave solar radiation, 
humidity/dew point temperature 
are all used within the model as 
forcing information.  
Tracer 
Study  
Inject tracer at Station 1 or 
2 and measure response at 
Station 3.  . Can also use 
HEC-RAS model if 
available. 
Measure tracer response at 
Station 3, but additional 
locations along the study 
reach would be beneficial to 
capture heterogeneity and 
identify potentially significant 
groundwater sources. 
Provides information regarding 
average travel time through system 
and can be used in calibration of 
hydraulic parameters (e.g., 
Manning’s roughness coefficient). 
Substrate 
type  
Protocols described within 
EMAP documentation1 
Information should be 
gathered at cross sections in 
sub-reaches that represent the 
variability in substrate types. 
Provides a method to approximate 
the Manning’s roughness 
coefficient and determine fraction 
of bottom substrate appropriate for 
bottom algae. 
Shading Estimated with shading 
model (e.g., SHADE2)  to 
predict effective shade from  
topography and riparian 
vegetation 
Information should be 
gathered at locations that 
represent the variability in 
shading. 
Model input. If riparian or 
topographic shading drastically 
influences in-stream temperatures, 
estimates of the shading % for each 
hour of a day will be necessary to 
scale the incoming shortwave solar 
radiation. 
1(US EPA 2009b) 2(Ecology 2003) 
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Table 4. Water quality constituents sampled and the frequency of sampling available for 
QUAL2Kw modeling (Pelletier and Chapra 2008).   
Model Constituent Units Relationship to Data Collected 
Temperature C Temperature 
Conductivity umhos Specific Conductivity 
Inorganic Solids mgD/L3 TSS – VSS1 
Dissolved Oxygen mg/L Dissolved Oxygen 
CBOD
 
mgO2/L CBOD5 or DOC 
Organic Nitrogen ugN/L TN –NO3 – NH4 – rna CHLA 
NH4 Nitrogen ugN/L NH4 Nitrogen 
NO3 Nitrogen ugN/L (NO3 + NO2) Nitrogen 
Organic Phosphorus ugP/L TP – SRP – rpa CHLA 
Inorganic Phosphorus (SRP) ugP/L Inorganic Phosphorus (SRP) 
Phytoplankton ugA/L chlorophyll a 
Detritus (POM) mgD/L3 
 VSS1 – rda CHLA 
Alkalinity mgCaCO3/L Total Alkalinity 
pH s.u. pH 
1 Can be estimated either by rdc (TOC – DOC) or  rd:N,P Organic N,P 
Particulate(Total – Disolved)  
2  CBODslow = rocDOC – CBODfast 
3  “D” represents dry weight 
 
  
(2011), although guidance is lacking on the required number of samples needed to 
achieve appropriate representation of an entire reach.  Due to these data collection 
constraints, bottom algae growth rates within the model calibration is inferred based on 
the DO diel range, rather than relying on direct measurements. 
Sampling Frequency 
When one considers the timing of sample collection in the context of point source 
impacted reaches, it can be difficult to resolve whether an observed diel fluctuation is 
from point source variability or simply an artifact of sampling time and background diel 
fluctuation cycles (Nimick et al. 2011).  In general, those constituents that have the 
highest variability require the most frequent sampling interval.  Some constituents that 
can be measured in situ using multi-parameter sondes (e.g., temperature, DO, 
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conductivity) can be sampled most frequently during the study period.  Although these 
sensors are typically limited more by cost than by temporal sampling frequencies, 
measurements made at least hourly should adequately capture a typical diel signal and 
provide appropriate estimation of constituents for modeling needs (Gammons et al. 
2011).  Grab sample frequency of the remaining constituents requiring laboratory 
analyses are typically limited by personnel and cost.  It is important to acknowledge that 
the choice of an appropriate sampling interval should be informed by the expected 
concentration variability and not by the limitations of the sampling device or method (Ort 
et al. 2010).  Although commonly employed practices often rely on intermittent sampling 
due to assumed low diel variability or on historic values for modeling applications 
(Bischoff et al. 2010; Carroll et al. 2006).  However, when possible, site-specific 
guidance on spatial and temporal variation on these specific water quality constituents 
should be obtained prior to committing to a sampling plan (Nimick et al. 2011).  Though 
sampling frequency has been studied extensively (Facchi et al. 2007; Fogle et al. 2003; 
Hazelton 1998; Henjum et al. 2010; Ort et al. 2010; Zhang and Zhang 2012) some 
guidance on choosing a specific sampling strategy is offered specifically for applications 
in general TMDL analyses and WLAs (US EPA 1986, 1995, 2002b).   
Model Population 
Once these water quality and supplemental data are collected, model population 
requires the translation of stream observations to input format requirements of the model.  
First, all flow records from each station should be averaged to provide a single flow value 
for each point source/diffuse inflow, tributary, diversion, and the headwater.  Then, 
measured water quality data needs to be averaged to produce hourly estimates 
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(headwater), or summary statistics (average, min, max, time of max concentration for 
assumed sine curve) for point source loads. In the case of limited data availability, as is 
common among chemistry and nutrient sampling (Neilson and Chapra 2003), values can 
be averaged to provide daily mean concentrations and applied as a single value within 
model population.  For the headwater, this will translate into the same value prescribed 
for each hour.  For point and diffuse sources, a single value can be input for the entire 
diel period.   
Another consideration with limited data availability occurs when chemistry and 
nutrient samples are analyzed and reported at very low concentrations that result in 
censored values, or samples reported as below method detection limits (MDL) (Table 5).  
These cases require consideration of appropriate methods (Berthouex and Brown 2002) 
for estimating their true values, since either omitting a censored value, replacing it with 
zero, 0.5 MDL, or MDL will affect estimates of the mean and variance of the 
observations.   
 
Table 5.  Detection limits for constituents based on the methods used by specific 
laboratories. 
Constituent Method 
Method 
Detection Limit 
(mg/L) 
 NH4+ -N EPA 350.1 0.00395 
 NO3-+NO2- -N   EPA 353.2 0.0006 
 PO4- -P EPA 365.1 0.0008 
 TDN, TDP  EPA 4500N 0.0025 
 TN, TP   EPA 4500N 0.0057 
chlorophyll a Standard Methods 10200 0.0007 
CBOD5 EPA 405.1/NELAC A5210B 3/5 
Specific Conductance EPA 120.1 2 (uS/cm) 
Total Suspended Solids EPA 160.2 4 
Total Volatile Solids EPA 160.4 5 
Diss. Organic Carbon Standard Methods 5310C 0.5 
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Parameter Estimation 
After data collection and model population, parameter values need to be set to 
accurately represent site-specific conditions.  For this, methods are addressed as to how 
the generalized approach mentioned above can be customized to specific applications.  
Approaching an optimized parameter set for a system ensures flexibility of the model to 
simulate/predict alternate water quality scenarios (Scholten et al. 2007). Parameters based 
on measurements (direct or indirect) are more accurate than those estimated through 
calibration (Hattermann et al. 2010).  Calibrated parameters are often established on the 
basis of the modeler’s experience from applications in other systems, trial and error, or 
with optimization algorithms (Scholten and Refsgaard 2010).  While it is recognized that 
a calibration approach to parameter selection in models can be problematic (Guadagnini 
and Neuman 1999), improving data shortfalls can reduce cases where multiple parameter 
combinations produce the same water quality predictions (equifinality) (Ebel and Loague 
2006).   
Model calibration should begin with establishing that foundational model 
components (e.g., flow balance, travel time, and in-stream temperatures) are correct 
before moving onto the more interconnected mechanisms associated with nutrient 
cycling.  First, flow balance and hydraulics verification ensure that the representation of 
the residence time and volumes are appropriate.  Predicted discharge at downstream 
locations must match empirical observations.  If the values differ substantially, it could 
be due to inflows or outflows from unknown sources or from groundwater exchanges.  
These types of sources can be identified using simple differential gauging methods 
(Ruehl et al. 2006) to provide net changes in flow at various locations throughout a reach.  
The resulting gains and losses can be assumed to be a distributed groundwater source or 
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abstraction.  Abrupt changes in the longitudinal profile of specific conductance from 
upstream conditions can also provide supporting evidence of the presence of groundwater 
inflow (Cirpka et al. 2007; Vogt et al. 2010).  Once the locations of inflows are roughly 
identified, the corresponding water quality needs to be measured or estimated and can be 
obtained from nearby seeps (groundwater that surfaces prior to the stream) or shallow 
groundwater observation wells (Covino and McGlynn 2007; Harvey et al. 1996). 
To ensure appropriate flow routing, once volumes are appropriate, travel times 
must be validated.  Travel times within the study reach are dependent on having correct 
water velocity, bottom slope, and Manning’s n.  Manning’s n is adjusted to calibrate the 
depth and velocity, since width, channel slope and side slope are measured/fixed.  Tracer 
studies can be helpful in providing data to estimate travel times within the study reach, 
which in turn, can help gauge the accuracy of estimates of bottom width, bottom slope, 
and side slope values.  Combined together, these measured geometric values are entered 
into the model (Table 3) and Manning’s n values are adjusted within reasonable ranges to 
align with travel time.   
Longitudinal and diel temperature predictions within different sub-reaches can 
primarily be adjusted through topographic and riparian shading estimates.  Necessary 
shading information can be estimated using various methods [i.e., SHADE model (Chen 
1996)] at each reach element by designating the nearest topographical feature (North, 
East, and West coordinates and percent inclination), vegetation type, and the distance 
from stream center to the edge of the riparian zone. These types of tools can be used to 
estimate the hourly percent shading values required by QUAL2Kw.  Another 
consideration is the accuracy of the predicted top widths because predicted surface heat 
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flux values are dependent upon the surface area of the air-water interface.  At times, it 
may be necessary to revisit the top width estimates to ensure the accuracy of temperature 
predictions.   
Next, inorganic suspended solids (ISS) settling rate regulates the amount of 
suspended sediments in the water column, which is important for simulating light 
penetration through the water column.  It can be set directly by adjusting the settling rate 
to align the ISS predictions to observed stream conditions. 
Finally, SOD and ka can be estimated prior to calibration using various “open-
water” methods of determining ecosystem metabolism.  A general approach to using 
ecosystem metabolism methods follows that a change in oxygen over time (dO/dt) is a 
result of oxygen sources (primary production and reaeration) and oxygen sinks 
(autotrophic and heterotrophic respiration, BOD, and other oxygen consuming reactions 
within the water column and sediments); however, the relationships describing the 
change in oxygen is often reduced to Eq. 1: 
 
ERGPPDk
dt
dO
a −+=
 
(1) 
where ka = stream reaeration rate (d-1), D = DO deficit (Osat – O) (mg L-1) , GPP = gross 
primary production (mg O2 L-1 d-1), and ER = ecosystem respiration (mg O2 L-1 d-1).   
Some examples of using this relationship in a stream metabolism context include 
the Delta Method (McBride and Chapra 2005), Nighttime Regression Method (Young et 
al. 2004), and Inverse Method (Holtgrieve et al. 2010) which simultaneously estimate ka, 
GPP, and ER from the diurnal signal of DO from a single stream station (Eq. 2).  It is 
possible to select the appropriate method based on recommendations of Aristegi et al. 
(2009), where the Delta method has been found to be best in open canopy and clear 
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conditions (using the point method if data are smooth and the centroid method if data are 
noisy), while the Night Time method is inappropriate in turbulent reaches where WRF 
effluent is dominant or there are highly variable flows.  Using widely recognized 
reaeration formulas, QUAL2Kw provides functionality to predict reaeration under 
various flow conditions (i.e., based on different velocities and depth relationships) and 
within reach segments.  The motivation for selecting the appropriate reaeration formula, 
rather than specifying ka directly is that the model application/management scenario is 
likely to have a different flow regime from the model calibration, thus requiring 
recalculation of ka due to changes in velocity and depth.  Unfortunately, the selection of 
the appropriate formula is difficult given the limited guidance regarding the conditions 
under which each is applicable.  Hence, running the model using each reaeration formula 
and comparing predictions against the point estimates of ka from stream metabolism 
methods can be a useful approach.  The most appropriate formula within QUAL2Kw can 
then be selected based on a combination of criteria (i.e., lowest RMSE, appropriateness 
of formula restrictions or assumptions). 
An additional parameter aided by estimates of GPP and ER, is the amount of 
SOD present within each system.  While QUAL2Kw has the functionality to estimate 
SOD based on a sediment diagenesis algorithm, there is often more SOD present than is 
predicted due to the deposition of organic matter outside the time period of model 
simulation (i.e., during snowmelt runoff) and the deposition of coarse particulate organic 
matter (CPOM) that typically is not captured by standard sampling techniques.  Beyond 
sediment diagenesis, an additional amount of SOD can be prescribed within the modeling 
framework but it is handled as a direct sink of oxygen and a poor estimate may result in 
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misrepresentation of other processes.  In many cases, however, site-specific or reach 
integrated SOD measurements or estimates are not available due to the cost and 
personnel requirements to collect them or due to significant variability in the results 
(Truax et al. 1995; Utley et al. 2008).   
A maximum SOD can be calculated from the difference between GPP and ER, as 
defined in Eq. 1.  This is possible if autotrophic respiration is assumed to be 
approximately equal to GPP and that any extra oxygen consumption is due to 
heterotrophic respiration and other oxygen consuming reactions within the sediments and 
water column.  If this difference is negative (meaning ER is higher than GPP), this 
provides an estimate of total SOD (heterotrophic respiration + oxygen demanding 
reactions within the sediments) and some oxygen demanding reactions within the water 
column (e.g., BOD decomposition and nitrification). Within QUAL2Kw, it can be 
assumed that this total SOD would provide a maximum value that includes the prescribed 
SOD plus the SOD estimated within the sediment diagenesis algorithm [described within 
Pelletier and Chapra (2008)].  Jones et al. (1997) suggest that ER has to be some fraction 
of GPP, although this consideration was not incorporated into this approach.  Further, 
these estimates should be constrained to shallow streams where sediment processes 
significantly influence the water column DO response.  In larger rivers, it is possible that 
other processes more significantly influence the water column oxygen responses (e.g., 
chemical reactions within the water column, phytoplankton, etc.) and these approaches 
may not be applicable or include more error due to the aforementioned assumptions. 
Where appropriate, an average value of SOD should be established based on DO 
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measurements at various locations within the study reach and set within the model before 
auto-calibration. 
With a number of parameters set either from direct/indirect measurements or 
based on these prior manual calibration steps, the remaining parameters that are 
appropriate to include in model calibration can be auto-calibrated.  Using the PIKAIA 
genetic algorithm (Charbonneau and Knapp 1995) within QUAL2Kw, the number of 
model runs (# of Populations × # of Generations = Total Model Runs) over which to 
perform the optimization of the parameter set can be selected.  The parameters that are 
commonly included in auto-calibration as well as some appropriate parameter ranges are 
identified in Table 6 (Bowie et al. 1985; UDEQ 2011b).   
 
Table 6.  Appropriate ranges (Min Value and Max Value) of parameters for QUAL2Kw 
modeling with the "Value" column showing the default value used.  The "Auto Cal" 
column indicates if a parameter is intended for auto calibration 
 
      Auto-calibration inputs 
Parameter Value Units Symbol 
Auto-
cal* 
Min 
value 
Max 
value 
Stoichiometry:             
Carbon 40 gC gC No 30 65 
Nitrogen 7.2 gN gN No 4 12 
Phosphorus 1 gP gP No 0.5 2 
Dry weight 100 gD gD No 100 100 
Chlorophyll 1 gA gA No 0.5 2 
Inorganic suspended solids:             
Settling velocity Manual m/d vi No 0 30 
Slow CBOD:             
Hydrolysis rate 0 /d khc No 0.02 10.2 
Oxidation rate 0.103 /d kdcs No 0.05 0.25 
Fast CBOD:             
Oxidation rate 5 /d kdc No 0.1 5 
Organic N:             
Hydrolysis /d khn Yes 0.001 1 
Settling velocity m/d von Yes 0 0.1 
Ammonium:             
Nitrification /d kna Yes 0.01 10 
Nitrate:             
Denitrification /d kdn Yes 0.002 2 
Sed denitrification transfer coeff m/d vdi Yes 0 0.5 
Organic P:             
Hydrolysis /d khp Yes 0.001 1 
Settling velocity m/d vop Yes 0 0.1 
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      Auto-calibration inputs 
Parameter Value Units Symbol 
Auto-
cal* 
Min 
value 
Max 
value 
Inorganic P:             
Settling velocity m/d vip Yes 0 0.5 
Sed P oxygen attenuation half sat 
constant mgO2/L kspi Yes 0 1 
Phytoplankton:             
Max Growth rate /d kgp Yes 0.5 3 
Respiration rate /d krp Yes 0.02 0.8 
Death rate /d kdp Yes 0 0.5 
Nitrogen half sat constant 15 ugN/L ksPp No 5 50 
Phosphorus half sat constant 2 ugP/L ksNp No 10 60 
Inorganic carbon half sat constant 1.30E-05 moles/L ksCp No 1.3E-6 
1.3E-
4 
Phytoplankton use HCO3- as substrate Yes           
Light model Smith           
Light constant 57.6 langleys/d KLp No 30 90 
Ammonia preference 15 ugN/L khnxp No 5 30 
Settling velocity m/d va Yes 0 1 
Bottom Plants:             
Growth model Zero-order           
Max Growth rate gD/m2/d or /d Cgb Yes 1.5 50 
First-order model carrying capacity 100 gD/m2 ab,max No 50 100 
Basal respiration rate /d kr1b Yes 0.02 0.8 
Photo-respiration rate parameter 0.39 unitless kr2b No 0 0.5 
Excretion rate /d keb Yes 0 0.2 
Death rate /d kdb Yes 0 0.8 
External nitrogen half sat constant ugN/L ksPb Yes 10 750 
External phosphorus half sat constant ugP/L ksNb Yes 5 175 
Inorganic carbon half sat constant moles/L ksCb Yes 
1.30E-
06 
1.30
E-04 
Bottom algae use HCO3- as substrate Yes           
Light model 
Half 
saturation           
Light constant langleys/d KLb Yes 30 90 
Ammonia preference ugN/L khnxb Yes 5 30 
Subsistence quota for nitrogen mgN/gD q0N Yes 5 50 
Subsistence quota for phosphorus mgP/gD q0P Yes 0.5 5 
Maximum uptake rate for nitrogen mgN/gD/d rmN Yes 50 1000 
Maximum uptake rate for phosphorus mgP/gD/d rmP Yes 10 150 
Internal nitrogen half sat ratio   KqN,ratio Yes 1.05 5 
Internal phosphorus half sat ratio   KqP,ratio Yes 1.05 5 
Nitrogen uptake water column fraction 1   NUpWCfrac No 0 1 
Phosphorus uptake water column 
fraction 1   PUpWCfrac No 0 1 
Detritus (POM):             
Dissolution rate /d kdt Yes 0.05 3 
Settling velocity 0.403 m/d vdt Yes 0 1 
*Only parameters marked as “YES” under Auto-Cal will be set automatically.  All 
other fields must be set prior to running the auto-calibration algorithm. 
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Within the auto-calibration, a fitness statistic is evaluated for desired state 
variable as the reciprocal of a weighted average of the normalized RMSE and estimated 
as follows: 
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(2) 
where Oi,j = observed value, Pi,j = predicted value, m = number of pairs of predicted and 
observed values, wi = weighting factor, and q = number of different state variables (e.g., 
DO, pH) in a bounded n-dimensional space for  (Pelletier 
et al. 2006). This tool allows the coefficient of variation of the RMSE between each 
constituent (model results versus observed data) along with appropriate, individual 
weighting factors, to be summarized in a single value that the genetic algorithm seeks to 
maximize by adjusting all desired parameters.   
Case Study 
The QUAL2Kw data collection, model population, and calibration strategies 
previously outlined were tested using case study data obtained from Silver Creek, UT, an 
effluent-dominated stream, during low-flow conditions.  Silver Creek is a small tributary 
to the Weber River with land use comprised mainly of grazing and recreational areas.  
The climate is typical for high elevation, western mountainous regions, with the majority 
of the annual precipitation load attributed to winter snowfall and subsequent spring runoff 
(Whitehead and Judd 2004).  The study reach is located 6 miles north of Park City and is 
approximately 2 km in length near the middle of a 103 km2 watershed (Figure 2).   
( ) [ ]0.1,0.0,...,, 21 ∈≡ kn xxxxx
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Figure 2.  The location of the study area includes a USGS station (river km 1.8) and the 
Silver Creek WRF (a).  Also shown is the site schematic for the study reach (b).  Major 
stations include (1) headwater at river km 2.0, (2) WRF point source at river km 1.9, (T1) 
a tributary to the stream at river km 1.2, and (3) a downstream calibration station at river 
km 0.  Also shown are intermediate measurement stations denoted as USGS, I1, and I2 at 
river kilometers 1.5, 1.1, and 0.8, respectively.  Visible waters flowing to the stream are 
denoted as surface seeps with S1, S2, and S3 at river kilometers 1.4, 1.0, and 0.3, 
respectively. 
 
Data Collection 
The Silver Creek WRF is the major point source for nutrient loading to the Silver 
Creek study reach although various surface and groundwater seeps also contribute loads 
(Figure 2 - S1, S2, and S3).  A small tributary, T1 (Figure 2b), also enters the stream 
reach one km downstream of the headwater (Station 1).  The distance between Stations 2 
and 3 was determined according to guidelines set by Grace and Imberger (2006) that 
Effluent
Silver Creek Main Channel
Tributary
Surface Seeps
Study Reach, 2 km2.0
S1 S2
1.9 0
T1 S3
Flow
Grab Sample
Sonde
(b)
USGS
(a)
River Km
I1 I2 31 2Station
WRF
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designate station spacing based on reaeration estimates derived from depth and velocity 
measurements of the stream (Eq. 3). 
 
85.0
33.0
2/1 8.50
693.0%)501ln(
−⋅
⋅
=
⋅−−
==
D
v
k
v
vtX
a
 (3) 
where X = optimum station distance (km), t1/2=half life for the reaeration process, v = 
velocity (cm·s⁻¹), D = depth (cm), and ka = reaeration coefficient for oxygen (d-1).  The 
numerator, ln(1-50%), indicates that 50% of a DO signal from the diel concentration 
curve at Station 3 is due to the upstream signal at Station 2, while the other half is due to 
in-stream processes (e.g., reaeration) within the reach.  This coefficient can vary (0 – 100 
%) according to the relative importance of in-reach processes to desired influence of the 
upstream signal (i.e., longer distances weigh in-stream processes more heavily).  The 
distance selected by an equal share upstream signal to in-stream processes is defined as 
the optimum reaeration length between two stations (Figure 1).  Alternatively, the 
minimum station separation distance is defined as 10% and the maximum distance as 
95% (Grace and Imberger 2006).  Using Eq. 3 and setting the relative importance of in-
reach processes to 95% (value in the numerator set to 3), a total reach length of 2 km was 
produced.  To verify in-stream processes between Stations 2 and 3, intermediate 
measurement stations were established to provide more detailed hydraulic and water 
quality data and labeled USGS, I1, and I2 at river kilometers 1.5, 1.1 and 0.8, 
respectively. 
In situ multi-parameter data loggers (YSI 6690 V2, Yellow Springs Instrument 
Company, Yellow Springs, OH) were deployed at stations 1, 2, T1, and 3 (Figure 2) to 
collect continuous diel data (set at five minute intervals to identify rapid changes of WRF 
variability) for DO, temperature, pH, conductivity, and chlorophyll a (Table 7).  
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Intermediate stations USGS, I1, and I2 logged from 5 to 15 minute intervals for DO, 
temperature, conductivity, and pH.  YSI protocols were followed for sensor calibration 
that included a pre-deployment check with all sensors logging in ambient water for 30 
minutes prior to deployment and a post-deployment check conducted in the same manner.  
Sources of error of these data could include intra- and inter-sensor variability, location of 
sonde placement in the water column, instrument drift, and optical interferences (for 
dissolved oxygen and chlorophyll a sensors).   
Following general recommendations from Nimick et al. (2011), an intensive 24-
hour chemistry sampling effort was also conducted in Silver Creek to identify temporal 
variation of required water quality constituents before committing to a sampling plan.  
Data for all model required constituents were collected at multiple stations (1, 2, T1, and 
3) within the designated reach (Figure 2) every 2 hours.  Unfortunately, the results from 
the sampling effort resulted in inconclusive results despite efforts to follow designated 
QA/QC procedures.  This may be due to a number of possible factors including sample 
errors, exceedance of sample holding times, and equipment malfunction.  In the end, the 
data used within for the modeling were based on chemistry and nutrient grab samples 
collected at Stations 1, 2, T1, and 3 once a day over a 2-day sampling period.  Surface 
seeps S1, S2, and S3 were sampled once during the entire period. Sampling times for the 
nutrient and chemistry data were chosen to represent the assumed diel variation of 
constituents governed by the photoperiod with a dawn sample the first day and an 
afternoon sample the second day (Chapra 2003).  As a comparison, the Washington 
Department of Ecology typically relies on a minimum of two samples per day over a two 
consecutive day period at each in-stream station and 24-hour composite samples over a 
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two consecutive day period for WRF effluent (Greg Pelletier, personal communication, 
October 29, 2012). 
The grab samples were collected according to standard procedures developed by 
the Utah Division of Water Quality (UDEQ 2012a).  They were analyzed for soluble 
CBOD5, total nitrogen, total dissolved nitrogen, ammonium, nitrate + nitrite, total 
phosphorus, total dissolved phosphorus, soluble-reactive phosphorus, chlorophyll a, pH, 
alkalinity, total suspended solids, and volatile suspended solids (Table 7) according to 
standard methods (Table 5).  From these constituents, others were estimated including 
organic nitrogen, organic phosphorus, detritus and inorganic suspended solids (Table 4).   
 
Table 7.  Silver Creek water quality was collected using in situ sondes and grab samples 
and weather information was obtained from nearby stations. 
  Data Collected Units Frequency 
So
n
de
 
Temperature °C Hourly 
Specific Conductivity umhos Hourly 
pH  Hourly 
Dissolved Oxygen mg/L Hourly 
chlorophyll a ugA/L Hourly 
C
he
m
ist
ry
 
a
n
d 
N
u
tr
ie
n
ts
 
CBOD5 mgO2/L Daily 
Total Nitrogen ugN/L Daily 
Total Dissolved Nitrogen ugN/L Daily 
NH4 Nitrogen ugN/L Daily 
(NO3 + NO2) Nitrogen ugN/L Daily 
Total Phosphorus ugP/L Daily 
Total Dissolved Phosphorus ugP/L Daily 
Inorganic Phosphorus (SRP) ugP/L Daily 
Total Suspended Solids mg/L Daily 
Total Volatile Solids mg/L Daily 
Total Alkalinity mgCaCO3/L Daily 
pH s.u. Daily 
W
ea
th
er
 Air Temperature ° C Hourly 
Dew Point Temperature ° C Hourly 
Solar Radiation W/m² Hourly 
Wind Speed m/s Hourly 
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Additional samples were collected from the effluent of the WRF to provide an 
estimate of CBOD oxidation rates. These rates were estimated following EPA method 
405.1 by measuring DO in six reactors each day for 30 days to obtain an average CBOD 
oxidation rate.  Finally, bottom algae areal estimates were used as an order of magnitude 
check for model predictions from a study conducted in November of 2009 at Stations I1 
and 3.   
In addition to water quality samples, supplementary data were collected 
consisting of geometric, hydraulic, meteorological, and shading information.  Cross-
sectional geometric and hydraulic data types were collected at each water quality station 
(1, 2, T1, 3) and intermediate stations (1.1, 0.8) measuring bottom slope, side slope, 
width, and depth, velocity, and flow.   
Flow measurements were taken several times at each station (1, 2, T1, and 3) 
along with the high frequency flow record available from the USGS station (USGS 
10129900, Silver Creek near Silver Creek Junction, UT).  Due to large uncertainties in 
the flow data, a flow balance study was used to quantify the sources and sinks beyond the 
major inflows to the reach.  Highly variable channel geometry at Station 1 required flows 
to be estimated from the high frequency flow record of the USGS station and the WRF 
(QHW = QUSGS – QWRF).  Additional distributed inflows and abstractions were quantified 
based on a channel water balance conducted using differential gauging methods and 
accounting for known inflows. 
Weather information was downloaded from two nearby weather stations of Silver 
Creek (National Weather Service stations UTSVC and UTQRY).  Data from these 
stations were used to provide hourly air temperature, dew point temperature, solar 
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radiation, and wind speed values during the study period.  A time of travel study between 
Stations 2 and 3 was conducted using chloride (supplied as sodium chloride, NaCl) as a 
tracer. Travel time had to be estimated from mean velocity values between Stations 1 and 
2.  Longitudinal shading was derived from the SHADE model (Chen 1996) using site-
specific vegetation coverage and topographic data extracted from Google Earth. 
Model Population 
After collecting the necessary water quality and site-specific data, model 
population ensured water quality and quantity data was apportioned correctly within the 
model framework.  This involved reach segmentation, summarizing water quality data 
according to model requirements (Table 2), and estimating missing data types.  Reach 
segmentation consisted of 20, 100-meter segments spanning the 2 kilometer study area.  
Depth, velocity, bottom slope, and side slope point measurements were then interpolated 
between each reach segment. Each point and distributed source was assigned an average 
flow value.   
Populating headwater data consisted of linear interpolation between available 
points to estimate hourly values. Point source information used either sonde information 
to produce a corresponding sine curve, or daily samples (average of two samples) to 
produce a constant daily concentration.  Some missing data types had to be estimated 
which include organic nitrogen, organic phosphorus, inorganic suspended solids, and 
detritus (Table 4).  These data types were also interpolated for hourly values (headwater) 
or assumed constant (point source).  Finally, any water quality measurements from 
surface seeps or shallow groundwater observation wells were assigned to either a point or 
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distributed inflow based on the evidence of groundwater inflow from the flow balance 
study. 
Model Calibration 
Parameter values associated with hydraulic routing were first adjusted within 
measurement errors to reasonably match travel time, flow, velocity, and depth 
observations.  Specifically, the bottom slope and Manning’s n values were adjusted so 
estimates of travel times are in close agreement with tracer observations.  Bottom slope 
values required some adjusting as estimates obtained at Stations 1, 2, I1, I2, and 3 were 
interpolated along the reach.  These settings were then compared with velocity and depth 
predictions to ensure that the hydraulic representation of the model continued to represent 
observed conditions.   
With hydraulics calibrated to observed conditions, the ISS settling rate was 
adjusted to align predictions from Station 3 with observed values.  Then, the CBOD 
oxidation rates established from the WRF samples were used to convert the CBOD5 
samples to CBODultimate.  Next, ka was derived from the DO data collected at Stations 1 
and 3 using the Inverse method and compared against the Night-time Regression method 
as a simple check.  The most appropriate reaeration formula was selected by comparing 
predicted rates produced from each of the eight reaeration formulas to those estimated 
from observations. The final parameter estimated using the Inverse Method results was a 
reach-wide SOD value.  An SOD measurement using the chamber method (Hickey 1998) 
was later collected within the summer season of 2012 near Station 3 and used for 
comparison to the 2011 SOD estimate. 
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With initial estimates of some parameters and a manual calibration of others, the 
remaining parameters were then set within the auto-calibration algorithm using the fitness 
statistic by combining the normalized RMSE (Eq. 3) with a weighting factor for each 
paired observation and prediction at Station 3 for all measured constituents (Table 8).  
While additional water quality data was available at other stations and could have been 
incorporated in the fitness statistic for auto-calibration, a downstream single station was 
assigned as the calibration target per the general calibration strategy.  While the absolute 
values of the weighting factors can be arbitrarily assigned, their relative weights between 
each water quality constituent represent the leverage a particular constituent has on the 
calibration results (Pelletier et al. 2006).  Adopting this strategy, higher weights  
 
Table 8.  Weighting factors of each constituent used to calculate the fitness for Silver 
Creek model calibration.  For this exercise, the model was calibrated to concentrations at 
Station 3, although intermediate stations (e.g., USGS, I1, I2) could be incorporated as 
well. 
Parameter Weighting Factor 
DO (mgO2/L) 5 
ISS (mgD/L) 1 
Norg (ugN/L) 2 
NH4 (ugN/L) 3 
NO3 (ugN/L) 3 
Porg (ugN/L) 2 
Inorg P (ugP/L) 4 
Chl-a (ugA/L) 1 
Alk (mgCaCO3/L) 4 
pH 4 
TN (ugN/L) 3 
TP (ugP/L) 3 
TSS (mgD/L) 1 
CBODultimate (mgO2/L) 1 
DO (mgO2/L) - Min 5 
DO (mgO2/L) - Max 5 
Chl-a - Min 1 
Chl-a - Max 1 
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were assigned to overall indicator constituents such as DO min/max values and pH as 
well as key constituents such as inorganic phosphorus and nitrogen. 
Results 
Data Collection 
Hourly averaged sonde data for Station 1-3 and T1 (Figure 3) highlight the daily, 
longitudinal differences between stations.  There are noticeable differences between DO 
at Station 1 versus the higher diel swing observed at Station 3 due in part to high bottom 
algae concentrations.  The point sources (Stations 2 and T1) differ significantly from each 
other, most notably between the diel signals, with the WRF (Station 2) experiencing 
minimal temperature diel variability and high variability for DO while the trends appear 
reversed for Station T1.  Further, the differences of specific conductance between the 
main channel of Silver Creek and the tributary would indicate that the source waters are 
distinct.  Also shown are the chlorophyll a values (plotted on a logarithmic scale) which 
reflect the wide variability within the measurements and some erratic spiking, possibly 
due to water column interferences (many values at the maximum detection limit of 500 
µg/L) (Burks et al. 2008).  Finally, the chemistry and nutrient data results were averaged 
by station and constituent (Table 9).  Comparison of  Station 1 and 3 values illustrate the 
effect Stations 2 and T1 have on the downstream concentrations.  The difference between 
in situ sonde measurements of chlorophyll a (illustrating a diel response and possible 
optical interference, Figure 3) and the results from the laboratory analysis (unknown 
variability and much lower values) are apparent. 
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Figure 3.  Sonde data collected at Station 1 (headwater), Station 2 (WRF), Station T1 
(tributary), and Station 3 (calibration station) measuring temperature, DO, pH, specific 
conductance, and chlorophyll a.  The first column shows each station placed in order 
longitudinally along the reach.   The second column shows the difference from in-stream 
stations, the headwater and the downstream calibration station.  The third column shows 
the major point sources influencing the stream reach (WRF, T1).  Diel values were 
averaged hourly over two days.  Note that chlorophyll a values were log10 transformed 
due to many extreme values near the maximum detection limit. 
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Table 9.  Stream water chemistry and nutrient samples are displayed as averages of two 
samples for some of the main constituents collected.  Omitted in this table are calculated 
constituents derived from these values.   
Station 
TP1, 
µg/L 
PO4-P, 
µg/L 
TN1, 
µg/L 
NH4-N, 
µg/L 
NO3+NO2-
N, µg/L 
Chl-a2, 
µg/L 
Alk, 
mg/L 
1 5.0 2.3 313 69.6 5.5 2.4 228 
2 2115 2655 17550 209 17435 4.1 123 
T1 66.5 23.9 905 126 559 2.1 163 
3 1150 1160 11135 49.0 8785 4.2 158 
1Used for calculation purposes of other required model constituents and for model 
calibration 
2
 Chl-a measurements obtained from sondes are not included 
 
 
Supplementary site information is shown for depth, width, velocity, and bottom 
channel slope information (Table 10).  These data are summarized by average, standard 
deviation, and the relative standard error (RSE).  The RSE ranged from 4 to 37% for 
width data, 8 to 42% for depth data, and 13 to 64% for velocity data emphasizing the 
largely varying hydraulic conditions within the study reach.   
The flow records taken from 8/18 to 8/30/2011 were averaged together by station 
(Figure 4a) and are shown with the net gain and loss results (Figure 4b).  Even with the 
low number of records generally available and the uncertainty in measurements, an 
estimation of the net water balance for the study reach was necessary to ensure the 
 
Table 10.  Stream geometry and hydraulic data results for each main and intermediate 
station are summarized from 8/23/2011 to 8/29/2011.  Results are shown as average ± 
standard deviation, with relative standard error displayed as a percentage. 
Width Depth Velocity Slope 
Station m m m/s m/m 
1 1.39 ± 0.9, 37% 0.51 ± 0.2, 27% 0.05 ± 0, 64% 0.014 
I1 2.1 ± 0.5, 10% 0.28 ± 0.1, 8% 0.17 ± 0.1, 16% 0.0019 
I2 1.9 ± 0.4, 9% 0.24 ± 0, 8% 0.21 ± 0, 13% 0.0056 
3 2.1 ± 0.2, 4% 0.19 ± 0.1, 16% 0.25 ± 0.1, 13% 0.0028 
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Figure 4.  These flow balance results show (a) the net difference between stations and (b) 
the estimated mean daily flow value at each station.  The net differences were calculated 
by subtracting downstream from upstream daily flow estimates.  Error bars denote the 
95% confidence interval of the mean value with "n" indicating the number of records 
available and the open circles indicating the minimum and maximum values.  The solid 
dots indicate the mean value.  The bottom three values (black circles) represent surface 
seep flow estimate locations and values.  Note that in a few cases, the 95% confidence 
interval can exceed the observed maximum and minimum values due to a low number of 
observations. 
 
 
correct volumes of water were represented in the model.  To estimate net gains/losses, the 
measured mean daily flow value of an upstream station was subtracted from the nearest 
downstream station (Figure 4a).  Surface seeps were independently estimated and 
assigned within the model as distributed sources centered near their surface location 
which combined represented 0.015 m3/s or 13% of total stream flow.  Finally, the 
weather data (Figure 5) are summarized hourly for solar radiation, air temperature, dew 
point temperature, and wind speed.  Peak solar radiation was inhibited only by sparse 
cloud cover. 
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Figure 5.  Weather information shown averaged hourly each day from 8/19/2011 to 
8/30/2011.  Weather information obtained from NWS stations UTSVC and UTQRY 
(necessary for solar data). 
 
Model Population 
The water quality data (Figure 6) illustrate the differences in concentrations 
between stations and over a short (two day) period.  Although there is significant 
variability in some of the measurements, the model typically requires a single point 
(illustrated as the black or open circles, Figure 6) to be used for population/calibration 
purposes.  The high variability of the chlorophyll a sonde data and insufficient samples 
from the laboratory analysis to identify a correlation between the two led to using only 
laboratory analysis in model population.  Because specific conductance and pH were 
measured using both methods (sonde and laboratory analysis) and both types of 
measurements compared reasonably well, the results from both methods were averaged 
together.  All other constituents were summarized as average hourly or daily (in cases of 
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Figure 6.  The water chemistry, nutrients, and sonde data is shown compiled for model 
population.  These values represent the average ± 95 % confidence interval on the mean 
observations for each station.  The main stations listed include 1, 2, T1, and 3.  The black 
circles represent main channel observations whereas white circles represent point sources 
(Stations 2 and T1). 
 
 
limited samples) for the headwater and point sources.  Finally, any samples reported as 
below MDL were arbitrarily set to 0.5 MDL due insufficient sample sizes necessary for a 
more robust censored data analysis. 
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Model Calibration 
The CBOD oxidation rate was summarized from the six different reactors producing an 
overall mean and standard deviation of 0.103 ± 0.011 d-1.  Comparing predicted ka values 
to those estimated using the Inverse Method for open water metabolism indicated that 
either the USGS (channel-control) or the Tsivoglou-Neal methods of reaeration 
sufficiently matched the observed values (Table 11).  Finally, the stream metabolism 
results (Table 12) from Eq. 1 produced GPP and ER values to estimate SOD ranging 
from 2.1 to 8.6 g O2/m2/d with an average value of 5 g O2/m2/d.  Since this average 
estimate represents the maximum SOD value possible, a slightly lower value of 3 g 
O2/m2/d was prescribed as a conservative starting point for SOD along the entire reach, 
though given the number and variability of point estimates, varying SOD by model reach 
could also be appropriate. The overall calibration procedure produced reasonable results 
between observed and predicted values for many of the critical constituents required for 
accurate representation of stream water quality (Figure 7).  Constituents that matched  
 
Table 11.  Reaeration estimates (ka) derived from DO data and from formulas provided 
within the QUAL2Kw model.  Although the model provided predictions at every 100 
meters, only those corresponding to direct observations are shown.  The results were 
summarized by calculating the RMSE between observed values and model predictions.  
Despite the USGS (channel-control) formula producing the lowest RMSE, Tsivoglou-
Neal was selected as a better representation of the data. 
x 
KM 
 Inverse 
Method 
O'Connor-
Dobbins Churchill 
Owens-
Gibbs 
Tsivoglou-
Neal 
Thackston-
Dawson 
USGS 
(channel-
control) 
1.95 8.12 50.29 34.90 110.75 11.05 7.05 16.93 
1.55 11.38 16.40 11.64 28.31 10.89 3.61 12.45 
1.15 11.05 10.06 6.29 15.36 4.88 2.11 8.79 
0.85 10.12 14.02 10.23 23.45 12.71 3.44 12.44 
0.35 9.11 16.66 12.79 29.13 17.03 4.18 14.08 
0.05 9.16 18.18 14.31 32.51 19.75 4.62 14.99 
  RMSE 18.1 11.40 44.65 6.17 6.21 4.97 
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Table 12.  Estimates of sediment oxygen demand (SOD) based on ecosystem respiration 
(ER) and gross primary productivity (GPP) estimates from the Inverse method.  The 
estimates for ka from the Inverse and Nighttime regression methods are also shown. 
  
        
River KM 
(Location) 
ka 
Inverse 
ka 
Nighttime Regression 
ER 
(gO2/m²/d) 
GPP 
(gO2/m²/d) 
Max. SOD 
(gO2/m²/d) 
2.0 8.1 9.8 10.1 13.7 3.6 
1.5 11.4 19.6 17.6 25.6 8.0 
1.1 11.0 19.3 17.2 25.8 8.6 
0.8 10.1 16.2 12.3 18.4 6.1 
0.3 9.1 11.9 9.3 11.4 2.1 
0.0 9.2 9.3 6.7 9.5 2.8 
      
Overall Average 5.2 
 
 
 
Figure 7.  Comparison of predicted versus measured data for a) flow, b) water 
temperature, c) DO, d) nitrate, e) ammonium, f) organic nitrogen, g) inorganic 
phosphorus, h) organic phosphorus, and i) bottom algae of Silver Creek (X axis shows 
station labels) for the QUAL2Kw model calibration.  The solid lines indicate model 
predictions, dashed lines are minimum and maximum predicted values, solid circles are 
average daily measurements and open circles are daily minimum and maximum observed 
concentrations. 
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observations well include inorganic and organic phosphorus, ammonium, and organic 
nitrogen concentrations. Some areas of concern include temperature predictions that miss 
the mean and minimum observed values at some stations likely due to complex 
groundwater influences not captured within this study.  The average DO predictions 
match well, but the minimum and maximum values do not capture the observed diel 
swings in the upper half of the reach.  This is likely due the sparse number of nutrient 
samples that result in unrepresentative loads from the WRF or Station 1.  Focusing on 
these nutrients, the most significant source of nitrogen loading is from the WRF in the 
form of nitrate with values two orders of magnitude less for
 
ammonium and one order 
less for organic nitrogen.  An additional comparison between estimates and predictions of 
SOD indicates that the majority of the predicted SOD is due to the prescribed portion 
whereas only a slight fraction is contributed from sediment diagenesis (Figure 8). The 
longitudinal variability in SOD estimates from the stream metabolism methods indicate, 
assuming all other processes are properly accounted for, that a sub-reach specific value 
may be more appropriate. 
Finally, model predictions of bottom algae can be compared to cross-sectional 
estimates to determine the accuracy of the calibration approach in representing stream 
processes correctly.  These resulted in bottom algae areal estimates of 26 and 37 mg Chl-
a/m2, respectively which compare within 80-85% of the model predicted 125 and 262 mg 
Chl-a/m2 at Stations 1 and 3 achieved with a 20 day model simulation period.  This 
comparison is not perfect given the different conditions present during the 2009 
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Figure 8.  Maximum expected sediment oxygen demand was estimated using the Inverse 
Method (solid circle for average, open circles for minimum and maximum values) which 
helped set the amount prescribed (dashed line). The remaining portion of the SOD 
predictions are from the sediment diagensis routine (solid line positive values indicate 
that sediment is a net sink for DO). 
 
 
summer period and the presence of large mats of filamentous algae.  It does however 
provide an order of magnitude check on model predictions for this case study.  
Overall, given the sparse amount of data used for model calibration (Station 3 
water quality), it appears that the model represents the observed conditions reasonably 
well, the exceptions are poor estimates of temperature and DO at the intermediate 
stations.  Including the data from these intermediate stations in the calibration would have 
likely improved these results.  
Discussion 
The systematic data collection approach presented within this paper outlines the 
fundamental data types necessary to populate and calibrate a relatively simple one-
dimensional, quasi-dynamic in-stream water quality model.  Since the approach was 
designed to address various surface water quality management objectives (e.g., WLAs, 
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numeric nutrient criteria), the need to adapt the approach to the case-specific 
requirements became apparent.  The application of this guidance, presented as a case 
study, illustrated the utility of both required and potential supplementary data to achieve 
acceptable predictions. Further, it highlighted the shortcomings of trying to develop low 
cost, minimalist data collection methods to support modeling. 
Data Collection Approach 
Some of the site specific considerations for applying this approach included 
spatial and temporal sampling needs.  In the context of WLAs, some general guidance 
has been given when selecting the distance between sampling stations based on the 
relative change between constituent concentrations between stations or ratio of 
downstream to upstream concentrations (C/Co ratio) and decay rates (US EPA 1986).  
Similar to Eqn 3, and assuming a first order decay rate, the distance interval between 
sampling locations can be calculated using, 
 
k
C
C
UtUx
o 





⋅=⋅=
ln
 (4) 
where x = distance, U = velocity, t = travel time (days) between locations where the 
concentration changes from C0 to C and k = first order decay rate (d-1).  Some additional 
guidance, given sufficient background information about a site, suggests the selection of 
minimal sampling locations along the reach be placed near the minimum of the DO sag 
since this will be the area where water quality standards are likely to be violated (US 
EPA 1986).  In the Silver Creek case study, using Eqn 3 and assuming a 95% weight on 
in-stream processes, the DO sag was adequately estimated and predictions were 
reasonable at Station 3 where DO concentrations had returned to the upstream (pre-WRF) 
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concentrations.  However, data from intermediate sampling locations were found useful 
in identifying locations where the model was obviously not capturing all important 
processes (Figure 8).  
Similar to understanding station locations, bottom algae concentrations are a key 
factor in many shallow streams (Flynn and Suplee 2011) including the Silver Creek case 
study. However, there are clear limitations to sampling one or two cross-sections of a 
stream and generalizing the result to an entire reach.  Some methods have been developed 
which address proper sampling protocols and extrapolating results (CEN 2003), although 
inevitably, the underlying basis for small sample sizes generally involves time and cost 
constraints.  Additional guidance is needed to derive reliable observations of reach-
integrated bottom algae concentrations, to characterize filamentous algae and 
macrophytes, and how these can be incorporated into water quality modeling efforts. 
Past spatial considerations and based on the variability of flow and water quality, 
sampling frequency should be considered for most data types.  Despite a low-flow, 
steady-state assumption, some observed within-day variability can be as large as changes 
seen on an annual timeframe (Nimick et al. 2011).  This is possibly the case for Station 2, 
TN and TP (Figure 6). However, if sufficient diel information of each constituent for a 
specific site is gathered, a reduced within-day sampling strategy with a minimal temporal 
resolution can be established using spectral analysis with the selection of a sampling 
interval corresponding to the Nyquist frequency (US EPA 1982).  Unfortunately, this data 
intensive exercise is not feasible for the majority of water quality assessments.  
Alternatively, diel variations can be anticipated from previous data collection efforts 
conducted at a screening level.  Data obtained from these efforts can inform daily 
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sampling focused on times representing mean concentrations (Harrison et al. 2005; 
Nimick et al. 2011).  The caveat to this is when the variability and magnitude of loading 
is more significant than the background variability and flow of the stream.  In this case, a 
more extensive survey of water quality will be required at the loading sources, 
particularly for unnatural loading signals (independent of photoperiod) commonly seen at 
a WRF effluent.   
In this case study, a daily sampling strategy aimed at capturing anticipated 
minimum and maximum values appeared to be adequate for many of the necessary 
constituents.  However, complications associated with small sample sizes were 
compounded when other constituents were estimated (e.g., organic nitrogen, detritus) or 
when irregular loads from the WRF influenced concentrations of a particular constituent.  
Further, constituents measured below the detection limit caused a significant bias in 
model population and calibration.  Due to the limited number of samples taken, the 
selection of an appropriate method to handle censored values was restricted because they 
represented more than 25% of the sample size (Berthouex and Brown 2002).  The 
selection of appropriate methods to handle these data became simplified and arbitrary.   
Temporal and spatial data restrictions, difficulty estimating mean daily flows due 
to highly variable WRF loads, and limited methods for quantifying groundwater 
exchanges in dynamic systems created uncertainty in predictions.  These influences were 
apparent in the in-stream temperature predictions (Figure 8), but likely influenced the 
predictions of all constituents.  Further, the assignment of a sine curve to represent the 
diurnal variation of point sources appears to be an inadequate representation due to an 
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irregular (non-sinusoidal) daily signal (Figure 3).  It appears that providing an option that 
linearly interpolates available data points would be a useful alternative in these cases.   
 While model selection choices are generally dependent on the management 
questions and accuracy requirements, the Silver Creek case study highlights a situation 
when the application of a steady flow, variable concentration modeling framework may 
be inappropriate.  Clearly a balance must be achieved between limited data and adequate 
representation of the key processes and signals, but expanding the model to include more 
than a repeatable single-day scenario may avoid problems in systems like Silver Creek 
that experience drastic changes in loading from day to day.  Kannel et al. (2011) mention 
similar limitations and emphasizes that despite these challenges and depending on the 
system, the time and cost advantages of using QUAL2Kw may outweigh the steady flow 
requirements and favor its simplicity over more complex models.  Recently, a new 
version of QUAL2Kw has become available that does allow for non-steady, non-uniform 
flow with the ability to account for time variable headwater and point source loads. Use 
of this new model may resolve many of these problems although the data collection 
requirements would substantially increase.   
Model Performance/Calibration 
Regardless of the potential shortcomings of the minimal data collected for Silver 
Creek, in general, the model calibration resulted in reasonable predictions.  Diel 
temperature swings were predicted well at all stations except Station 3.  As mentioned 
previously, groundwater exchanges likely influenced these results as did the bank and 
riparian shading in the lower section that were not quantified at a high spatial resolution.  
The DO diurnal swing in the middle of the reach does not predict as wide of variability as 
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observed from the intermediate sonde stations.  This suggests that processes that control 
DO are being missed.  Further, bottom algae growth is primarily responsible for a portion 
of the ammonium and inorganic phosphorus removal from the system and largely 
influences DO concentrations throughout the study reach.  Having no observed bottom 
algae concentrations during the study period (Figure 6), bottom algae was not included in 
the fitness statistic. This left the auto-calibration algorithm to estimate bottom algae 
dynamics based on other observations (e.g., DO and nutrients).  However, the predicted 
values are within 80 to 80% of bottom algae concentrations collected the previous year. 
In an effort to develop simple methods to set two key parameters, ka and SOD, 
using DO time series and open water metabolism methods, it appears that the proposed 
approaches are reasonable for Silver Creek.  The assumptions associated with deriving a 
maximum SOD value will not be applicable to all systems, however, in some 
circumstances, the ability to take advantage of already existing data to complete these 
calculations appears acceptable. Since there is no clear consensus on which methods are 
most appropriate for measuring or estimating SOD (Viollier et al. 2003) due to 
temperature gradients (Otubu et al. 2006), velocity dynamics (Nakamura and Stefan 
1994),  and spatial heterogeneity (Mugler et al. 2012), the estimates were tested by 
comparing them with SOD measurements from in situ chambers deployed after the initial 
study period.  The chambers produced values near 3 g O2/m2/day while the GPP-ER 
estimates ranged from 2.1-8.6 g O2/m2/day with an average of 5.2 g O2/m2/day.  These 
similarities suggest that the differencing approach is a reasonable way to set or bound 
SOD values before or during model calibration. 
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Reaeration is notoriously difficult to estimate (Genereux and Hemond 1992) 
though evidence suggests that direct measurement techniques using a tracer such as 
propane to estimate the gas exchange coefficient are superior to deriving ka using 
physical characteristics of bottom slope, water depth, and stream velocity (McCutchan et 
al. 1998).  Using stream metabolism methods to derive ka values is not new (Odum 
1956), however, using these values at many locations to inform the selection of the 
internal model formula has shown to be potentially useful.  Unfortunately, in the case of 
Silver Creek, two formulas were found to be equally appropriate although they differed 
from one another (one higher, one lower) and more importantly, neither were a good fit 
to the data due to simplified hydraulics within the model.  While a poor formula fit might 
inspire a modeler to set a reach-wide ka value using the average of observed data points, 
this practice can be problematic for scenarios run under different flow conditions.  An 
alternate approach could be to calibrate the model using the observed ka values and 
afterwards, use these data to select the most appropriate formula for subsequent 
prediction scenarios. An additional option, as recommended by Aristegi et al. (2009), is 
to create a flow-ka correlation for sites such as Silver Creek that have a long-term flow 
and DO record. 
Most process-oriented models are under-determined, wherein there exists more 
parameters than state variables to define them (Reckhow and Chapra 1999).  Although a 
sensitivity analysis can help to identify the key processes influencing the state variables, 
there is an obvious need to decrease the number of parameters and potentially come up 
with narrower ranges to confine auto-calibration estimates.  The potential number of 
calibration parameters is extremely high in QUAL2Kw, but without more information 
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regarding which parameters are unimportant, it is not clear which should be dropped from 
the auto-calibration.  More effort is needed to identify the most sensitive parameters of a 
system, narrow the reasonable ranges of those parameters, and set those parameter rates 
according to appropriate site-specific conditions.  It is also important to identify which 
outputs must be included in a fitness statistic since the objective function (i.e., fitness) 
guides the calibration. Given what is known of receiving streams downstream of WRFs, 
SOD and bottom plant growth are primary factors governing DO dynamics (Chapra 
2008; Utley et al. 2008) and future efforts should focus on developing appropriate 
sampling or simplified modeling approaches to represent these processes.  
This study presents a minimalist approach to model population and calibration 
that is reproducible and applicable to a diverse set of water quality modeling problems.  
The Silver Creek case study illustrated that the model predictions were reasonable given 
the proposed data collection.  Additional measurements of SOD and bottom algae 
observations illustrated that the approach produced reasonable results with acceptable 
accuracy.  Though many problems will require more complex modeling efforts with 
significantly larger data collection efforts, this approach may provide an initial 
framework for preliminary data collection and then be adapted as needed.  This would 
apply a judicial use of resources initially while identifying the key factors requiring 
additional investigation.  As part of this adaptive strategy, a sensitivity analysis could 
also help identify those parameters which would most benefit from additional data 
collection (Vanrolleghem 2010).   
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Conclusion 
Topics within this discussion covered data collection requirements for 
QUAL2Kw model setup, explored methods for estimating key model parameters, and 
addressed the effectiveness of these methods with a case study of an effluent-dominated 
stream system.  In order to minimize data collection costs, considerations were made 
regarding a nominal amount of required data types and prescribed estimation methods for 
some constituents that are difficult to sample.  Grab sampling protocols were proposed, 
recommending sampling over a two day period with one sample collected at dawn and 
the other at dusk, with select constituents collected via in situ sondes to capture the daily 
variability of constituents governed by the photoperiod.  While other sampling 
frequencies may be necessary for other study sites, this approach provided adequate 
predictions within the Silver Creek case study.  Reduced station spacing and increased 
sampling frequency may be required dependent on site-specific factors and the precision 
necessary to address management questions.   
Some challenges were identified as the collected data was translated into model 
setup which included approximating correct volumes, designating appropriate loading 
values due to highly variable point sources, and assigning appropriate calibration/fitness 
endpoints.  After model setup, some parameters were directly set including ka, SOD, and 
CBOD oxidation.  The remaining 30 parameters were set within the auto-calibration 
procedure.  Future work to reduce the ranges of these parameters, identifying sensitive 
parameters that should be calibrated, or setting more parameters based on site-specific 
conditions will help to increase confidence in model predictions.  While this approach has 
merit as a starting point for WLAs, TMDLs, and development for nutrient criteria, it 
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should not be used as a “one-size-fits-all” strategy, but rather incorporated in an adaptive 
management strategy coupled with a sensitivity analysis to guide future work. 
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CHAPTER III1 
A TOOL TO IDENTIFY NUMERIC NUTRIENT CRITERIA WITH QUALKW 
Abstract 
With increased pressure from the US Environmental Protection Agency (EPA) to 
preserve ambient water quality by prescribing in-stream nutrient standards, there is a 
need to develop modeling methods for establishing numeric nutrient criteria.  To aid in 
this effort, a nutrient criteria tool is presented that interfaces with QUAL2Kw models to 
globally read, write, and save results of nutrient-loading scenarios.  This tool is tested on 
seven models using a consistent data collection and model calibration strategy 
representing sites throughout Utah.  By implementing the tool on these models, input 
concentrations of ammonium (NH4+) ranging from 10 to 101 µg/L and inorganic 
phosphorus (PO4-) ranging from 1 to 14 µg/L were found to exceed thresholds of bottom 
algae, gross primary productivity, and ecosystem respiration.  Conversely, NH4+ 
concentrations above 3,500 µg/L and PO4- above 490 µg/L exceeded dissolved oxygen 
thresholds of 5-6 mg/L in some applications.  Some limitations of using mechanistic 
models in this manner were identified including model capabilities (e.g., steady-state 
versus dynamic), inclusion of appropriate processes, uncertainty in calibrated parameters, 
and site-specific conditions.  Overall, it was found that the nutrient criteria tool was 
helpful in efficiently identifying nutrient concentration scenarios that trigger a violation 
and the longitudinal locations where these violations occurred.  Further, information 
regarding possible mechanisms behind such violations was provided.   
                                                 
1
 Coauthored by Andrew J. Hobson, Jeffery Ostermiller, and Nicholas von Stackelberg 
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Introduction 
Nutrient enrichment of surface waters causes enhanced algal production in both 
lentic and lotic systems often resulting in impairments to human uses and living resources 
(Bricker et al. 2008; Calhoun et al. 2008).  The Clean Water Act addresses these 
impairments through water quality standards established through designated uses.  
Numeric and narrative criteria can be assigned that are intended to preserve these 
designated uses (CWA 303 1972).  While violations of numeric water quality standards 
are relatively easy to identify, states have historically relied on the more qualitative 
narrative criteria to control nitrogen (N) and phosphorus (P) pollution (ADEQ 1996). 
To broadly address some of the issues associated with the interpretation and 
application of narrative nutrient standards, the U. S. Environmental Protection Agency 
(EPA) has encouraged states to develop methods to designate numeric nutrient criteria, 
hereafter referred to as NNC, to protect waterbodies from deleterious nutrient loading.  
Some states have already defined NNC for all its state waters including Florida, New 
Jersey, Vermont, and Wisconsin (US EPA 2012).  These efforts have determined that 
these standards require a rigorous research and review process along with extensive input 
from public and stakeholder interest groups (ACWA 2012; Flynn and Suplee 2011; 
Reckhow et al. 2005).  They have also learned to be particularly wary of two possible 
outcomes of NNC development: prescribing costly, overly restrictive limits that produce 
a poor return in water use benefits or prescribing limits on poorly correlated constituents 
which fail to protect the designated use of a waterbody. 
The State of Utah Department of Environmental Quality, Division of Water 
Quality (DWQ) has recently begun the process of designing state-specific methods for 
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developing NNC.  The lessons learned in other states has led DWQ to investigate a multi-
disciplined, multi-faceted approach to support the definition of NNC including an 
ecological assessment (UDEQ 2010a), a nutrient removal cost study (UDEQ 2009), an 
economic evaluation (UDEQ 2011a), and an in-stream water quality modeling effort 
(Neilson et al. 2012). The over-arching goals of these steps are to evaluate nutrient 
related changes in ecosystem structure (fish and macro-invertebrate communities), 
ecosystem function (whole stream metabolism, nutrient limitation, organic matter storage 
and decompositions rates), and in-stream water quality responses.  Comprehensive data 
collection efforts to support all of these goals were completed through sampling and 
comparing reference and nutrient-rich water reclamation facility (WRF) influenced 
streams across the state of Utah (UDEQ 2010b). 
Focusing on the in-stream water quality modeling aspect of DWQ’s mission to 
determine NNC, there was a need to identify a suitable model and methodology to predict 
where and when key nutrients limit primary productivity.  While there are many publicly 
available modeling options, DWQ chose QUAL2Kw (Pelletier et al. 2006), a simplified 
1-dimensional, quasi-dynamic (steady flow, dynamic water quality) in-stream model, to 
use in wasteload analyses and to aid in developing statewide or site-specific NNC.  This 
type of model is well suited for the requirements of determining numeric criteria by 
predicting a direct response to water quality due to changes in loading and is particularly 
useful where complex relationships might otherwise be difficult to isolate due to 
confounding environmental factors (Flynn and Suplee 2011).  In anticipation of the data 
collection needs to support DWQ’s development of NNC, a strategy was specifically 
devised to support QUAL2Kw set-up and calibration (see Chapter 2).  Following this 
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approach, data were collected and models set up for various WRF-impacted streams in 
Utah to produce a regionally representative sample of the influence of WRF treatment 
types on receiving waters. 
Similar to recommendations of Keck and Lepori (2012), the goal of this paper is 
to use these QUAL2Kw models representing different physiographic settings across the 
State of Utah to identify the influence of nitrogen (N) and phosphorus (P) concentration 
changes on stream and river systems.  A tool is presented that interfaces with QUAL2Kw 
to automate steps required for the use of this model in identifying these responses.  
Through application of the tool to a variety of study sites, some limitations of using 
models in this manner are identified. 
General Approach of NNC Development 
Identification of NNC using in-stream water quality models must start with 
establishing appropriate nutrient enrichment indicators (EIs) that serve as surrogates to 
determine if the designated use of a waterbody is being met.  In many cases, an EI will be 
directly related to a numeric water quality standard for another constituent (e.g., 
dissolved oxygen numeric criteria).  In other cases, however, other experimental 
measures can be used as an indicator of nutrient enrichment (e.g., bottom algae 
concentrations).  Once each EI is specified, corresponding nuisance levels or thresholds 
need to be set based on attaining designated uses or other measures (Flynn and Suplee 
2011; Royer et al. 2008).  For example, Suplee et al. (2009) used a public opinion survey 
to identify a threshold level of bottom algae unacceptable for recreation.  The results of 
the surveys indicated that ranges below 150 mg Chl-a/m2 were preferred, corresponding 
   
57 
 
 
well to literature values representing the boundary between mesotrophic and 
eutrophication conditions (Dodds and Welch 2000).   
Using a calibrated in-stream water quality model for a particular system, the 
limiting conditions driving violations of an EI threshold, such as bottom algae or 
dissolved oxygen, can be predicted by incrementally changing N and P loads.  The effect 
of these various loading conditions can be monitored through model outputs 
corresponding to each EI.  For example, Figure 9 illustrates how increases of N and P 
concentrations (stoichiometric ratios held constant) could affect longitudinal 
concentrations of dissolved oxygen and provide information to help identify the location 
within the study reach where a threshold for each EI would be violated.  This process can 
be repeated for every indicator to identify the order of exceedances and provide 
information regarding the importance of various mechanisms in a particular waterbody. 
 
 
Figure 9.  Conceptual predictions from a 1-D, steady-state in-stream water quality model 
showing the longitudinal profile of dissolved oxygen due to different N and P 
concentrations.  With increases of N and P, multiple scenarios (P = 1, 5, 10, 25; N = 7.2, 
36, 72, 180 µg/L) can be tested and the response of dissolved oxygen monitored to 
determine the input concentrations (P = 25, N = 180 µg/L) resulting in an exceedance at 
some downstream location. 
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QUAL2Kw Nutrient Criteria Tool 
To automate changing N and P loads and monitoring influences on EIs, a Nutrient 
Criteria Tool (NCT) was developed to interface with QUAL2Kw. The purpose is to 
provide a tool to users of the QUAL2K series of models that globally reads, populates, 
and analyzes scenarios for multiple model simulations.  It employs a flexible approach to 
these nutrient criteria scenarios, allowing the user to specify varying degrees of 
automation while saving the results of each iterative scenario within model-specific 
summary sheets (Figure 10).  Using this type of approach, the bulk of the typical  
 
 
Figure 10.  Screen shot of the Nutrient Criteria Tool used to communicate with 
QUAL2Kw models.  Each model is read from a directory and individual settings are both 
written and selected from within this interface.  Then, once an analysis has finished, 
results are compiled and saved in corresponding model sheets within the workbook. 
 
Nutrient Criteria Analysis Tool
Utah State University and Utah Division of Water Quality
Andrew J. Hobson, Bethany T. Neilson, Nicholas von Stackelberg
Scenario Identification Analysis Settings for Qual2kw Fairview 1.1
Directory C:\NNC Model Filename Fairview 1.1
Model Fairview 1.1 Simulation Period (days) 30
Scenario Settings Set Flow Inputs
Cycle all models? No HW, 0.1 m3/s 0.25
Scenario Type Type 1 PS 1 @ 0.341 km, 0.15 m3/s FWA
Close when done? Yes Compliance Location River Km
Erase previous results? Yes Upstream 0.53
Model Settings Downstream 0
Simulation Period 30 Set the Designated Input
Increment 2 Input Name NH4-N ugN/L
Target Interval 10 Lower Limit 0
Number of Point Sources 3 Upper Limit 10000
Number of WQ Inputs 4 Value for next model run 100
Number of EIs 9 # Increments w/in limits 2
Analysis Output Time (min) Set Additional Inputs Value
Time to finish 1 model run 0.878 Inorg. P (SRP) ugP/L @ HW 13.89
Time elapsed, last run 80.00 Org. N ugN/L @ HW 0
Type 1 Projected Time 2.89 NO3-N ugN/L @ HW 0
Type 2 Projected Time 29.23 Org. P ugP/L @ HW 0
Resolution of results (ug/L) 2.40 Set Enrichment Indicators Threshold
Run ScenariosInitialize Summary Sheet
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model interfacing (reading and writing between scenarios) is carried out within the 
programming environment, increasing transparency and repeatability of analyses. 
One of the key aspects of this tool is the ability to incrementally cycle through 
various nutrient input scenarios and identify both the longitudinal location and nutrient 
concentration associated with an EI threshold exceedance.  The increments of the input 
concentrations ultimately determine the precision of the results and are typically 
inversely proportional to the time to complete an analysis.  Both precision and run time 
are managed with two different scenario types: a constant increment and binary search 
approach.  As a guide to preparing an analysis and to explain these different scenario 
types, the  following explanation of terms and general procedures are presented (Figure 
10, Table 13). 
General steps for using the NCT with QUAL2Kw 
Step 1: Choose search method (scenario type) 
Scenario Type 1: Constant increment - The basis of the constant increment approach 
relies on the anticipation that if an exceedance is possible within a range of input N or P 
concentrations (denoted as N/P, where stoichiometry is held constant at 7.2 N:1 P), one 
merely has to incrementally change the input concentrations until all EIs have been 
exceeded.  This process begins by selecting the anticipated range of N/P concentrations 
over which all exceedances are feasible and designate number of increments (precision) 
to be sampled within the range.  Next, the model input N/P value is adjusted by each 
successive increment, the model is run, and a longitudinal prediction is made for all water 
quality constituents.  The model prediction of each designated EI is then extracted and 
the process is repeated to the maximum designated input value.  To determine the N/P 
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criteria, each EI exceedance is identified within a summary record and saved with its 
corresponding input concentration of N/P.   
Scenario Type 2: Binary search - While the constant increment approach has 
merit in complete transparency, it lags with respect to run time.  To aid in resolving the 
target criteria concentration in less time, the binary search approach can be used. The 
basis of this approach is to halve the range of values of each interval given the query: is 
an exceedance in the upper half, or lower half of the range.  Once identified, a new input 
 
Table 13.  Primary procedures necessary to prepare an analysis in the nutrient 
criteria tool. 
Feature Description Application 
Scenario 
Type 
Selects between constant increment 
(step through each concentration 
scenario) or binary search (high or 
low range selection) approach. 
Constant increment provides increased model runs for 
more transparent scenarios at the cost of run time.  
Binary search more efficiently finds the target input 
concentration at reduced processing time, but targeted 
towards one EI at a time (though still tracking the 
responses of the remaining EI’s). 
Simulation 
Period 
Assigns the number of times the 
model cycles through the 24-hour 
loading conditions and tracks 
responses. 
Adjusting a simulation period can identify the time to 
reach steady conditions based on loading sources. 
Increment 
Designates the number of divisions 
between the minimum and 
maximum range of a designated 
input. 
Used primarily with the Constant Increment method.  
Each increment constitutes the different nutrient loads 
within the model producing a longitudinal response of 
every EI.  Setting this number between 2 and 100 
increases precision of each run at the expense of 
increased simulation run time. 
Interval 
Designates the number of 
refinement steps the binary search 
performs. 
Setting this value between 2 and 100 results in faster 
identification of the target nutrient concentration at 
greater precision than solely increasing the number of 
increments. 
Flow Inputs 
Overwrites default model values 
for headwater and point source 
flows. 
Used to either increase or decrease point or headwater 
loads to the model. 
Flow 
Weighted 
Average 
Identifies the mixed conditions of 
the headwater and a point source 
and applies them as an alternate 
headwater condition. 
Allows nutrient loads to be added to the headwater 
only, all constituents set to conditions based on the 
flow weighted average between a designated point 
source and the headwater. 
Set 
Designated 
Nutrient 
Inputs 
Select the nutrient constituent 
(from a point source or headwater) 
as the driver for the scenario.  
Concentrations will increase until a 
threshold is violated.  
Additional nutrient inputs can be linked via formula 
to the designated nutrient as either stoichiometrically 
varying, constant, or zero. 
Enrichment 
Indicator 
Identifies the model constituents to 
be used as enrichment indicators 
and assigns corresponding 
threshold levels. 
By specifying a threshold for each EI, the tool 
increases designated nutrient concentrations and 
model responses until each threshold is violated at 
any point within the model reach. 
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range is re-centered on the half containing the EI exceedance and the search cycles 
through the designated intervals to produce the desired N/P resolution.   
Step 2: Select Simulation Period – Sets the number of simulation days required 
within the model.  This predicts the water quality responses to diel loading conditions.  
Given the 24-hour diurnal data within the model, these conditions are repeated for each 
simulation day.  To handle processes that accumulate over time (e.g., bottom plant 
growth), the previous day’s conditions are passed as initial values for the next simulation 
day. 
Step 3: Specify Increment – Referring to the Constant Increment method, the 
increment sets the number splits between ranges of nutrient values (loads).  These 
increments constitute the different scenario settings that are predicted within the model 
with the longitudinal response of each EI saved in its corresponding model summary 
sheet.  For example, a value of two will search at either end of the nutrient input limits as 
well as the midpoint, and produce three successive scenario outputs.  
Step 4: Specify Interval – Sets the desired number of intervals to perform the 
binary search algorithm.  Each interval progressively cycles through all increments within 
a range.  At each additional interval, the nutrient range is reduced or narrowed.  Due to 
the binary search method, each additional interval increases the resolution of results log2 
times. 
Step 5: Set Flow Inputs – Enter a flow value to override the currently populated 
headwater or point source flow value.  If desired, a value of “FWA” (or flow weighted 
average) may be entered.  This designates the headwater as the only location providing 
nutrient loads by adding the point source flow to that of the headwater and flow-
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weighting all constituents to use as the new headwater condition.  This will cause the 
point source to be set to a value of zero.   
Step 6: Select nutrient inputs and concentration ranges – Select a designated 
constituent as the driver for scenarios (e.g., NH4+).  Concentrations will incrementally 
increase for this constituent until a threshold is violated (set in #7 below).  Additional 
nutrient constituents can be specified which are linked via formula to the designated 
constituent.  Possible choices could include setting these additional constituents to zero, 
constant value, or stoichiometrically varying. For example, NH4+ values can be 
incrementally increased while the PO4- load would increase based on the appropriate 
stoichiometric ratios to ensure no nutrient limitations within the system. 
Step 7: Set Enrichment Indicators – Identify the model constituents to be used as 
enrichment indicators.  Each EI requires a threshold assignment in the format of less than 
(<) or greater than (>) and a number. For example, with a threshold for dissolved oxygen 
of < 6.5, the tool interprets this as, “dissolved oxygen must not fall below 6.5 mg/L”.  
The tool applies incremental increases to the designated nutrient concentrations and 
records the responses to the enrichment indicator thresholds until each is violated.   
Application of the NCT 
To illustrate the utility of the NCT to aid in identifying NNC, the results of the 
tool are presented for a number of models set-up and calibrated based on the consistent 
data collection and model population strategy outlined in Chapter 2.  The modeling 
reaches considered were all influenced by WRFs and range between central to northern 
Utah with surrounding land uses consisting of mainly agricultural and urban areas (Figure 
11).  The topography of the study area ranges from high mountains with narrow, confined  
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Figure 11.  Location of Utah sites where QUAL2Kw models were set-up and calibrated 
and subsequently used for the NCT case study. 
 
 
valleys to farmlands and desert sprawls. The typical annual precipitation load is due to 
winter snowfall with the hydrograph dominated by subsequent spring snowmelt (Moller 
and Gillies 2008) 
There are seven primary sites considered, each of varied geometry and hydraulics, 
WRF treatment types, and in-stream designated uses (Table 14). These sites are further 
characterized according to factors which may influence NNC such as effluent dominance, 
percent shading, bottom channel slope, inorganic suspended solids at the headwater, and 
a key calibrated parameter in these typically shallow streams– bottom algae growth rate 
(g Dry Weight/m2).   
Typical flows at the headwater span 0.06 m3/s at Spanish Fork to 1.1 m3/s at 
Tremonton while WRF flows span 0.003 m3/s (0.07 MGD) at Fairview to 0.11 m3/s (2.5 
MGD) at Spanish Fork.  These values are combined in a ratio of stream flow to effluent 
flow and characterized as effluent dominance (Table 14).  Common among these sites are  
Price
Oakley
Fairview
Tremonton
Wellsville
Spanish Fork
Silver Creek    
Ü 0 20 40 60 8010 Miles
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Table 14.  Site description showing primary treatment facility, treatment type, loading, 
and receiving water designated use.  Relating specifically to each site include factors 
influencing the ability of the stream to respond to changes in input concentrations of N 
and P such as light limitation, channel slope, and algal growth rate (derived from model 
auto-calibration). 
Stream Designated Use Site 
WRF 
Treatment 
Type 
Effluent 
Dominance Shading 
ISS, 
mgD/L Slope 
Bottom 
Algae 
Growth 
Rate 
gD/m2 
San 
Pitch 
River 
3A Fairview Membrane Bioreactor 60% 10 0.3 0.54 37.9 
Weber 
River 3A Oakley 
Membrane 
Bioreactor 5% 20 0.5 1.05 25.1 
Price 
River 3C Price 
Trickling 
Filter/Activated 
Sludge 
15% 4 97 0.95 36.3 
Silver 
Creek 3A 
Silver 
Creek 
Oxidation 
Ditch 75% 1.5 0.3 0.45 24.8 
Dry 
Creek 3E 
Spanish 
Fork 
Trickling 
Filter/Activated 
Sludge 
69% 0.0 12 0.20 38.5 
Malad 
River 3C Tremonton 
Activated 
Sludge 6% 37 175 0.06 2.03 
Little 
Bear 
River 
3A Wellsville Discharging Lagoon 1% 71 2.2 0.15 13.1 
 
 
relatively short travel times (hours) and shallow depths (< 0.5 m).  A primary driver for 
dissolved oxygen dynamics is bottom algae and sediment oxygen demand. Focusing on 
bottom algae, the variable that primarily affects growth rates in nutrient-rich, shallow 
streams is light limitation due to either shading or suspended sediments. 
Another key characteristic of each site is the prescribed designated use category, 
in this case ranging from 3A (Cold Water Fishery), 3C (Nongame fishery/aquatic life) to 
3E (Habitat limited waters) (Table 15).  For each of these categories, DWQ has defined 
thresholds for dissolved oxygen and pH based on numeric criteria for the corresponding 
water quality standards.  DWQ further specified proposed threshold levels based on 
literature or experimentally derived estimates for bottom algae, gross primary 
productivity (GPP), and ecosystem respiration (ER). In the case of bottom algae 
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Table 15.  Designated use thresholds by category listed for dissolved oxygen, pH, bottom 
algae, and stream metabolism. 
DO mg/L pH Bottom Algae Metabolism gO2/m2/d 
Designated 
Use Min 7 Day 30 Day Min Max mgChl-a/m
2
 GPP ER 
3A 4 5 6.5 6.5 9 150 >10 >9 
3C, 3E 3 NA 5 6.5 9 150 >10 >9 
 
 
thresholds (150 mg Chl-a/m2), values are intended to protect recreation and aesthetics 
and were identified based on methods similar to Suplee et al. (2009) using a public 
opinion survey (UDEQ 2012c). 
Using these threshold levels, the NCT was implemented for all seven models.  A 
low increment and high interval number was chosen using the binary search approach.  
NH4+ concentrations were searched over the range of 0 to 10,000 µg/L with PO4- varying 
from 0 to 1,400 µg/L based on constant stoichiometry of N 7.2: P 1.  The most efficient 
determination of NNC with a precision of 4 µg/L (MDL of NH4+) was sought.  A 
simulation period of 30 days was chosen as a sufficient time for the algal populations to 
reach steady state levels.  Flows from the WRF were added to the headwater values and 
the headwater water quality was set using flow-weighted concentrations from the WRF 
for all non-nutrient constituents.  As the focus was on the identifying a response of the 
system to nutrient additions due to only NH4+ and PO4, all other nutrients at the 
headwater and WRF were set to zero. 
Results 
By applying incremental increases of NH4+ and PO4- concentrations while 
observing each EI threshold, the NCT identified three common situations, violations 
occurring: at zero N/P concentrations, within the range of 0 to 10,000 µg/L NH4+, or 
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above the specified range.  Of these cases, two sites violated at zero concentration of 
NH4+ and PO4- (Silver Creek and Spanish Fork), five sites were able to identify NNC 
within the specified ranges (Fairview, Oakley, Silver Creek, Spanish Fork, and 
Tremonton), and two sites observed no exceedances (Price and Wellsville) (Table 16). A 
common occurrence for sites violating thresholds between 0 and 10,000 µg/L was that 
dissolved oxygen exceedances generally required high concentrations of NH4+ and PO4- 
while algal and stream metabolism thresholds (bottom algae, GPP, ER) typically required 
minimal increases to NH4+ and PO4- concentrations.  Silver Creek and Spanish Fork, both 
effluent dominated, indicated a violation at 0 µg/L NH4+ and PO4- for each dissolved 
oxygen threshold.  The Spanish Fork model produced the only results that identified both 
a DO min and ER exceedance at relatively low nutrient concentrations.  Finally, Price and 
Wellsville produced similar results to each other with no exceedances observed within 
the maximum range of nutrient values due to light limiting conditions. 
 
Table 16. NH4+ and PO4- input concentrations (µg/L) that caused violations of EI 
thresholds within each model.  pH was included in the analysis although no violations 
were observed for any model within the specified input range. 
 
 DO 
(mgO2/L) 
DO 
(mgO2/L)min 
Bot Algae  
mg Chl-a/m2 
GPP 
gO2/m2/d 
ER 
gO2/m2/d 
 
< 5,6 < 3,4 > 150 > 10 > 9 
Fairview 4105/570 3506/487 10/1 12/1   
Oakley City 9052/1257   20/2     
Price           
Silver Creek 0 0 11/1     
Spanish Fork 0 164/22 64/8 71/9 101/14 
Tremonton 5028/698 8056/1119       
Wellsville           
 
Key: NH4+ > 10,000 µg/L  NH4+ = 0 µg/L  
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Taking select results from four models that indicated a threshold exceedance 
within the specified ranges (Fairview, Oakley, Silver Creek, and Spanish Fork), the 
scenarios that produced each violation longitudinally are presented (Figure 12).  Each 
plot shows the NH4+ and PO4- concentration and longitudinal location of exceedances 
within the study reach.  In cases where no violation was observed, the maximum tested 
concentrations of NH4+ and PO4- of 10,000 and 1,400 µg/L, respectively are shown with 
their corresponding model predictions.   
 
 
Figure 12.  Nutrient criteria tool results compiled for 4 of 7 models which indicated a 
violation of at least one EI threshold value.  The dashed lines represent the threshold 
value specified according to the corresponding designated use of the receiving 
waterbody.  Shown are the NH4+ and PO4- concentrations (µg/L) that caused a violation 
of each enrichment indicator, where the dashed line meets the black line, at a particular 
longitudinal location (y-axis – EI, x-axis – distance, 0 km represents the most 
downstream location of study reach).  In cases where no threshold violation was 
observed, the model run is shown corresponding to the maximum tested concentration of 
NH4+ = 10,000 µg/L, PO4- = 1,400 µg/L. 
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General trends occur with violations of dissolved oxygen at the downstream end 
of the reach with upstream violations typical for bottom algae.  The only deviation from 
this trend occurs at Spanish Fork where increases in dissolved oxygen concentrations 
appear to be correlated with increased bottom algae growth.  Also evident in Oakley City 
are the DOmin concentrations that neared the threshold values, but did not exceed them.  
Likely with a slightly larger range of NH4+ at the headwater (~12,000 µg/L), a violation 
would occur. 
Discussion 
With the goal of illustrating the use of QUAL2Kw as a tool to identify N and P 
concentration changes in streams and rivers, the NCT has been presented that interfaces 
with QUAL2Kw to produce results from a variety of sites within Utah.  By relying on a 
consistent data collection and modeling approach to identify NNC, additional benefits 
and limitations of the NCT are discussed. 
While others have used QUAL2K to aid in the development of NNC (Flynn and 
Suplee 2011), of the applications that currently exist, many typically rely on a coarse 
increment of nutrient addition scenarios to identify potential criteria using manual inputs 
and model runs.  Though not necessarily problematic in terms of accuracy of results, 
overall scenario flexibility and precision may be constrained due to the time-consuming 
nature of this procedure.  Building on previous efforts and attempting to decrease run 
time and increase scenario flexibility, efforts were focused on developing a tool that 
would allow for a repeatable, efficient approach to NNC development.  The interface for 
QUAL2Kw creates scenarios to determine where within a study reach a variety of 
   
69 
 
 
thresholds are violated and the order of these violations.  It also provides information 
where, despite gross additions of nutrients, no violations are expected to be observed.   
Throughout the process of applying this tool to many sites within the state of 
Utah, a number of factors were identified that limited the use of mechanistic models to 
determine NNC for some locations.  These include limitations in model capabilities, 
inclusion of appropriate modeling processes, uncertainty in calibrated parameters, and 
inherent site conditions.    
One of the first considerations in any water quality modeling exercise is model 
selection and its ability to represent the system of interest.  Within the context of the 
NNC problem, the steady flow requirements within QUAL2Kw can be limiting as state 
water quality standards, often used as thresholds, are typically associated with an 
averaging period.  Although the model allows for diel concentration cycles, these are 
fixed to a single repeatable 24-hour cycle associated with constant flows.  This could be 
problematic when modeling exceedances in systems with widely varying flow conditions 
from dominant point sources (e.g., Silver Creek, Spanish Fork) which could be 
misrepresented.  
Beyond the steady flow conditions required by the model, additional 
considerations involve whether the diverse autotrophic and heterotrophic processes are 
represented adequately.  It has been shown that algae occurs in multiple forms, such as 
sestonic cells, epilithic biofilms, and filamentous mats and that these forms differ in 
response to nutrient enrichment and susceptibility to other environmental factors (Royer 
et al. 2008).  These types of differences are not currently represented within the 
QUAL2Kw framework.  Instead, various algal types are lumped into either water column 
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phytoplankton or as bottom algae (as either a mix of periphyton or macrophytes) with 
death, settling, respiration, and photosynthesis rates representing a lumped response.  The 
model does, however, provide two nutrient pathways as phytoplankton strictly removes 
nutrients from the water column while bottom algae can remove them either from the 
water column or sediments (simulated periphyton and macrophytes).   
One of the main drivers for estimating these biological processes correctly is a 
result of using increased algal productivity as a surrogate for nutrient enrichment.  While 
it is commonly presumed that DO concentrations below the standard are associated with 
this increased productivity (Utley et al. 2008), such a relationship can be complicated as 
scouring, shading, grazing, and temperature can maintain low algal biomass despite 
abundant nutrients (Dodds and Welch 2000; Royer et al. 2008).  Independent from these 
biotic influences, DO concentrations are also affected directly by factors such as 
temperature (Carpenter 1966), nitrification (Stenstrom and Poduska 1980), and reaeration 
(O’Connor and Dobbins 1958). 
Even with appropriate model selection and adequate representation of the required 
processes, insufficient data to describe these processes and over-parameterized models 
can yield poorly calibrated parameters.  Obtaining reliable estimates of key model 
parameters (e.g., bottom algae growth rate) is pivotal for identifying water quality 
violations under a different set of conditions.  This is illustrated in the range of calibrated 
bottom algae growth rates (from 2 – 38, average of 25 ±14 gD/m2/day) obtained from the 
seven sites (Table 14) which highlight a potential limitation of using a lumped growth 
rate parameter.   
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Limitations were also observed due to site conditions that limited biological 
productivity despite nutrient availability.  As mentioned in Dodds and Welch (2000), 
nutrient enrichment has a diminished effect on streams and rivers with extensive riparian 
cover or high turbidity.  The exception is in shallow areas where light is able to penetrate 
to the sediments.  Of the models presented, Price, Tremonton and Wellsville did not 
exceed thresholds of bottom algae (Table 16) due to either high turbidity or riparian 
shading.  In these cases, the effects of nutrient enrichment would likely be experienced in 
areas where light-limiting conditions are reduced. 
In the situations where conditions were favorable (low shading/low turbidity), 
violations of bottom algae occurred at the beginning of a modeled reach, while 
exceedances of dissolved oxygen typically occurred at the end at much higher N/P input 
concentrations, the exception being Spanish Fork (Figure 12, Table 16).  As discussed in 
a report from the National Research Council (2001), this reveals an important aspect in 
selecting appropriate indicators and sampling locations.  For example, if an enrichment 
indicator is bottom algae, a compliance location should be placed nearest the source of 
nutrient input.  In the case of dissolved oxygen, the compliance location would depend on 
the main driver causing exceedances (e.g., biological, chemical).  
Further, it was found that indicators of bottom algae, GPP, and ER will generally 
trigger first, at lower nutrient values (10 to 101 µg/L NH4+, 1 to 14 µg/L PO4- ) than 
dissolved oxygen (164 to 9,052 µg/L NH4+ and 22 to 1,257 µg/L PO4-).  Overall, these 
large ranges (10 – 9,052 µg/L NH4+, 1 to 1,257 µg/L PO4-) are comparable to the other 
nutrient criteria levels from other studies ranging from 3,000 µg/L TN and 400 µg/L TP 
(Dodds and Welch 2000), 100 µg/L TP (Carleton et al. 2009), and 19 µg/L dissolved 
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inorganic nitrogen and 2 µg/L PO4- (Biggs 2000).  These the model-derived values can 
also be compared to previous stressor-response and reference condition approaches 
conducted by Utah DWQ indicating preliminary ranges of 800 to 1,200 µg/L TN and 300 
to 800 µg/L TP (Jeff Ostermiller, personal communication, February 27, 2013).   
One reason for obtaining some of the low values in this modeling effort is likely 
due to the search criteria of the first longitudinal point of exceedance instead of reach 
integrated exceedances, which would require much higher levels of N/P.  However, the 
overall ranges of these findings raise questions regarding the validity of using such 
models with insufficient data to inform all necessary processes and parameters.  Even 
with sufficient data, there still remains uncertainty due to the simplifying assumptions 
within the model framework, limitations to applying a steady-flow model to effluent-
influenced systems, inabilities to adequately calibrate a model with such a large number 
of unknown parameters, and limited corroboration of the results using data from 
subsequent years or under alternate loading conditions.  While any investigation of 
statewide and/or site-specific nutrient criteria should rely on many lines of evidence, the 
methods presented here provide a way to better incorporate the capabilities of 
mechanistic models in the decision making process.  Even with the known limitations of 
using mechanistic models in identifying NNC, some of the benefits of using a consistent 
data collection strategy coupled with the QUAL2Kw NCT are identifying possible 
nutrient concentration scenarios that trigger a violationand the longitudinal locations 
where these violations occurred, and providing information on the possible mechanisms 
behind water quality violations.  Through the automation of these results, there was a 
decreased chance of error, and specific scenario settings were easily replicated.  
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Regardless of these advances, there still remains a need to investigate the threshold 
values set for stream metabolism indicators of GPP and ER, and if reach-integrated 
estimates are important for establishing N/P criteria.  While others have acknowledged 
the need for better estimates of bottom algae (Rauch and Vanrolleghem 1998) and linked 
them to additional algal modeling tools (Flynn and Suplee 2011), further developments 
may help improve the results of similar studies consisting of a dominant bottom algae 
component. 
Conclusion 
With an increased focus on preserving ambient water quality by prescribing in-
stream nutrient standards, there is a need to develop methods to characterize statewide 
and site-specific numeric nutrient criteria.  In this paper, the use of mechanistic models 
were investigated for a range of physiographic settings to aid in the understanding of how 
nutrient additions are likely to trigger a violation of water quality indicators on a regional 
scale.  Various nutrient concentration ranges and longitudinal locations of exceedances 
were considered with the aid of a nutrient criteria tool as an interface to the stream water 
quality model, QUAL2Kw.  Previous to this study, a consistent data collection and model 
calibration strategy was completed to produce seven calibrated models representing sites 
throughout Utah. 
By implementing the tool on these models, it was found that exceedances of the 
bottom algae, GPP, and ER thresholds were observed at concentrations ranging between 
10 to 101 µg/L NH4+ and 1 to 14 µg/L PO4-.  Dissolved oxygen thresholds were generally 
exceeded above concentrations of 3,500 µg/L NH4+ and 490 µg/L PO4-.   However, based 
on the uncertainty in the modeling predictions due to limited data and parameter 
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calibrations that have not been corroborated, it is difficult to assign any level of 
confidence in these results.  Pressing forward amidst this uncertainty, it was clear that, 
the ability to measure a response on bottom algae concentration due to nitrogen and 
phosphorus additions is mainly limited to biological growth constraints such as light 
limitation (shading or turbidity) and the maximum prescribed growth rate within the 
model. 
By relying on the consistent data collection and calibration of the seven models, 
some common limitations were identified regarding the modeling framework, constraints 
due to the inherent site variability, and the uncertainty in parameter values.  Despite these 
limitations, it was found that the NCT could be a useful management resource to view 
model projections for a range of scenarios and integrate results from a complex modeling 
framework that otherwise would be difficult to interpret without such tools. 
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CHAPTER IV 
CONCLUSION 
EPA is encouraging states to adopt numeric nutrient criteria for streams, rivers, 
and lakes to prevent eutrophication.  To accomplish this, they recommend three types of 
approaches for establishing numeric nutrient criteria: reference condition approaches, 
stressor-response analysis, and mechanistic modeling (US EPA 2010).  The state of Utah 
has incorporated each of these areas in its aim to develop statewide targets for nutrient 
criteria although the focus within this thesis has been on the mechanistic modeling 
approach.  Mechanistic models are helpful in the capability to link the cause and effect 
relationships between point and non-point sources and the receiving waterbody, and once 
characterized adequately, can help in predicting the outcomes of alternate water quality 
improvement scenarios (Chapra 2008).  Despite these qualities, some limitations exist as 
there is a trade-off between accurately representing the required processes and obtaining 
the appropriate amount and types of data to guide the model.  As models become more 
complicated (e.g., fully dynamic) they also require significantly more data. 
Regardless of these limitations, DWQ needed a way to support the regulatory 
tasks associated with meeting in-stream water quality standards and designated uses.  
This required addressing the data limitations amidst budgetary constraints if a modeling 
effort was to be sufficient to meet a number of study objectives.  Apart from using these 
models to develop regional numeric nutrient criteria, the state anticipated a future need 
for models in support of waste load allocations and site-specific nutrient criteria 
development.   
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Due to this demand for a repeatable, but flexible modeling approach, in Chapter 2 
a consistent data collection and calibration strategy for the in-stream water quality model 
QUAL2Kw is developed.  Within this chapter, methods are explored for estimating key 
model parameters and the effectiveness of the proposed methods are tested within the 
context of a case study.  Considerations were made regarding the necessary data types, 
temporal and spatial variability of data, and use of these data to set key parameters before 
using an auto-calibration approach.  Recommendations include a continued effort to 
reduce the ranges of all parameters and setting more parameters based on site-specific 
conditions to help increase confidence in model predictions.  Similar to findings from a 
Region 8 nutrient collaborative workshop (US EPA 2011), it was concluded that a “one-
size-fits-all” approach to modeling is likely not adequate for the range of systems 
encountered within Utah and instead, suggested that the framework be utilized within an 
adaptive management strategy.   
Using the consistent data collection approach from Chapter 2, seven QUAL2Kw 
models were calibrated to understand the impacts of changing nutrient load scenarios on 
in-stream water quality.  In Chapter 3, a new nutrient criteria tool is described that 
provides an interface to QUALKw to globally read, write, and save the results of each 
simulation.  By applying this tool to the seven modeled sites, a number of factors were 
identified regarding limitations in identifying numeric nutrient criteria with mechanistic 
models.  This included model capabilities (e.g., steady-state versus dynamic), inclusion of 
appropriate processes, uncertainty in calibrated parameters, and site-specific conditions.  
Some of the benefits of using a consistent data collection strategy coupled with the 
QUAL2Kw nutrient criteria tool were evident in the ability to efficiently identify the 
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nutrient concentration scenarios that trigger a violation, find the longitudinal locations 
where these violations occurred, and characterize information regarding possible 
mechanisms behind such violations.   
From this overall effort, it was evident that when developing the objectives of a 
water quality study, one must consider the budget constraints, the limitations of the data 
collection design, the site-specific conditions, the modeling framework, and the 
appropriateness of the selected model as a decision support tool.  Acknowledging both 
the need for more defensible techniques in using models for such management 
applications and the resource limitations required to meet these demands, this thesis 
presented a flexible data collection and calibration framework coupled to a nutrient 
criteria tool in attempt to address both the idealistic and realistic demands of meeting 
surface water quality standards.  
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CHAPTER V 
ENGINEERING SIGNIFICANCE 
The procedure used in this research would seem a “cookie-cutter” type of 
approach to meeting regulatory demands.  Rather than identify the unique needs of each 
particular site and then select an appropriate surface water quality model, it appears to 
rely heavily on standard procedures, efficiency, repeatability, and auto-calibrations.  In 
reality, this effort was an attempt to determine the consistent requirements for 
QUAL2Kw modeling efforts.  At the same time, this work provides evidence of 
situations where additional data and work are required.  In applying the consistent data 
collection and calibration approach, much of the information regarding the limitations of 
mechanistic models in a nutrient criteria context were achieved in Chapter 3. 
This thesis also provides contributions that advance knowledge for the proper 
application of surface water quality models as water quality management tools and the 
context in which such applications are appropriate.  It exposes both the benefits and 
drawbacks of relying on a consistent data collection strategy, though strikes a balance 
between the idealistic expectations of any site investigation and modeling exercise with 
the realistic requirements set within current regulatory bounds and resource constraints. 
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CHAPTER VI 
RECOMMENDATIONS FOR FUTURE RESEARCH 
Some primary factors that were consistent throughout this thesis involved 
ensuring that appropriate processes are included in the modeling framework or are 
properly characterized within the data collection effort.  Further, identification of 
appropriate parameter values is a key concern.  These areas were shown to have the 
greatest impact on the ability to make confident management decisions and identify 
numeric nutrient criteria.  Some topics recommended for future work include: 
1) Proper characterization of input and calibration data – Relying on a predetermined 
sampling plan for every site is not appropriate, especially for systems that have 
unknown variability (e.g., WRF impacted reaches).  Preliminary data collection 
and modeling efforts should be incorporated into management plans at a 
screening level, to guide the site-specific considerations required for confidence 
in model calibration and predictions. 
2) Stream Metabolism Integration – Some of the parameters set prior to auto-
calibration were based on estimates derived from stream metabolism methods.  
These include surface reaeration and prescribed sediment oxygen demand.  
Recommendations were made by the state regarding threshold values for 
ecosystem respiration and gross primary productivity for the nutrient criteria 
analysis.  Integration of data-based stream metabolism procedures within the 
QUAL2Kw modeling framework could provide another independent check of 
QUAL2Kw estimates of ka, GPP, and ER. 
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3) Sediment Oxygen Demand –Though an estimated maximum value for prescribed 
sediment oxygen demand was used in these modeling applications, little evidence 
was available to ensure appropriate values were assigned. More work is needed to 
test the approach proposed to estimate SOD (e.g., proper ratio of ER to GPP) and 
determine how best to account for SOD influences.   
4) Bottom algal characterization – Assigning a lumped growth rate for all bottom 
algae was not conclusively shown to be problematic in this study. However, this 
is likely due to a lack of data.  More work is needed to characterize the various 
algal groups present and identify if different rates and mechanisms for 
metabolism (e.g., nutrient uptake pathways) should be included within modeling 
approaches.  Similar to this, reducing the amount of parameters requiring auto-
calibration (informed by a sensitivity analysis) could improve confidence in 
overall model calibration. 
5) Integration of mechanistic and ecological approaches to numeric nutrient criteria 
– More work needs to be completed on how better to integrate the ecological and 
mechanistic modeling approaches to arriving at appropriate numeric nutrient 
criteria.  To date, data collection efforts were mostly integrated, but subsequent 
analyses have been completed independently. 
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DEFINITIONS 
Calibration – The process of setting parameters through direct measurements and 
estimates, or identifying values that result in the best agreement between model 
predictions and observations. 
Criteria–A numeric water concentration measured to establish whether the 
designated use of a waterbody is being achieved (National Research Council 2001). 
Enrichment Indicator (EI) - A water quality constituent that is linked to changes 
in nutrient loading 
Exceedance - The violation of a threshold due to nutrient enrichment 
Numeric Nutrient Criteria (NNC) - Concentration of nitrogen or phosphorus in 
surface waters that result in attainment of a designated use. 
Parameter – Represents the combined constants, rates, and formulas that need to 
be set for the model to characterize site specific conditions. 
Population – Inputting collected data or derived estimates within the model to 
represent the conditions of the system. 
Thresholds- The concentration of an enrichment indicator that causes a violation 
of a designated use, or expected water quality benefit.   
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