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Abstract. The goal of program repair is to automatically fix programs
to meet a specification. We propose a new specification mechanism, di-
rect manipulation, in which the programmer can visualize the trace of
a buggy program on a failing input and convey the intended program
behaviour by manipulating variable values at some location. The repair
problem is to find a program that, on the same input, reaches the lo-
cation identified by the programmer with variable values equal to the
manipulated ones. Since a single program execution under-specifies the
overall program behavior, we augment our repair problem with quantita-
tive objectives to find the program that agrees with the specification and
is closest to the original one with respect to some distance. We formal-
ize the repair problem, build a program repair tool JDial based on the
Sketch synthesizer, and show the effectiveness of JDial on representa-
tive buggy benchmarks from introductory programming assignments.
1 Introduction
The goal of program repair [19] is to automatically fix buggy programs to meet
a specification that is typically provided in the form of assertions or a set of test
cases. In this paper, we propose a new complementary specification mechanism
called direct manipulation, in which users can specify the intended program be-
havior by directly manipulating intermediate variable values in buggy program
traces. We propose a workflow in which the user traverses the step-by-step visu-
alization of the execution of the buggy program on a certain input to identify a
location where the values of the program variables do not correspond to the ones
she expects. At this point, we allow the user to manipulate the variable values
at the identified location and modify them. We then treat this manipulation as
a specification and use it to find a program that, on the same input, can reach
the location identified by the user with the new variable values she provided.
We formalize our repair problem and present a constraint-based synthesis
technique for computing program repairs based on direct manipulations. To re-
pair programs in this setting we need to address two key challenges. First, the
execution step manipulated by the user in the buggy trace might appear at a
completely different point in the trace of the repaired program—e.g., when the
repaired program uses a different number of loop iterations from the original
program. Second, since a single program execution under-specifies the overall
program behavior, there can be many possible repaired programs that agree
with the manipulated trace. To address the first challenge, given a manipulated
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2location `, we design an encoding that “guesses” in what occurrence of the lo-
cation ` in the trace of the repaired program the desired variable values are
produced. To address the second challenge, we augment our repair problem with
quantitative objectives [5] to prefer repairs that produce execution traces similar
to those of the original program.
We implemented our synthesis technique in a tool called JDial, which is built
on top of the Sketch [28] synthesizer. JDial supports several repair models
and program distances, and can repair Java programs containing loops, arrays,
and recursion. We also introduce an algorithm that uses concrete executions
to “discover” interpretations of external functions and allows JDial to repair
programs containing library functions such as Math.pow. Additinally, JDial also
allows users to specify input-output test cases in addition to direct manipulations
and is therefore compatible with repair tools like Qlose [5].
We evaluated JDial on representative benchmarks obtained from Qlose [5]
and several new benchmarks. Our evaluation shows that JDial can quickly re-
pair small Java programs and it produces more accurate repairs than techniques
based only on test cases. In particular, even when provided with a single input
trace, JDial is able to compute correct repairs for 66% of the programs while
techniques based on only test cases always fail.
Contributions. We make the following key contributions.
– We introduce a specification mechanism called direct manipulation together
with a corresponding repair problem (§ 3).
– We propose a modular framework based on sketching for repairing programs
using direct manipulations (§ 4).
– We instantiate our framework in JDial, a tool that can repair simple Java pro-
grams. JDial supports a new algorithm for repairing programs with external
functions and an optimized repair technique based on slicing (§ 5).
– We evaluate JDial on 17 representative benchmarks and show JDial com-
putes correct repairs in cases where techniques based on test cases fail (§ 6).
2 Illustrative Example
In this section, we illustrate our approach using an example student attempt
to an introductory programming exercise. In this domain, automatic program
repair can be used to provide personalized feedback to students [26, 36, 30].
Consider the example in Fig. 1 (a) where a student is trying to write a pro-
gram largestGap for finding the largest gap in a non-empty array of integers—
i.e., the difference between the maximum and minimum values in the array. In
the following, we assume that the student has discovered that the program be-
havior on test [9,5,4] is incorrect and is trying to get a suggestion from the
repair tool on how she could fix the program.
Repairing via test cases Several program repair tools support test cases as a way
to express the correct behaviour of the program. In this case, the student can
specify that on the input [9,5,4], the correct output should be 5. However, even
3‘
1 int largestGap(int[] x){
2 int N = x.length;
3 int max = x[N-1];
4 int min = x[N-1];
5 for(int i=1; i<N-1; i++){
6 if(max < x[i])
7 max = x[i];
8 if(min > x[i])
max min i
value 5 4 1
change to 9 ? ?9 min = x[i];
10 }
11 int res = max - min;
12 return res; }
Test case: largestsGap([9,5,4]) = 5
a) Direct manipulation on failing test case
JDial−−−−→
int largestGapFix(int[] x){
int N = x.length;
int max = x[N-1];
int min = x[N-1];
- for(int i=1; i<N-1; i++){
+ for(int i=0; i<N-1; i++){
if(max < x[i])
max = x[i];
if(min > x[i])
min = x[i];
}
int res = max - min;
return res; }
b) Repair computed by JDial
Fig. 1: Examples of repair using direct manipulation in JDial.
the tool Qlose [5], which can often find correct repairs using a small number of
test cases, will return the following wrong modification to line 11:
int res = max - min; −→ int res = max - min + 4;
Qlose requires two additional test cases to find the correct repair.
Repairing via direct manipulation Direct manipulations allow programmers to
convey more information about the behavior of a test case, rather than only its fi-
nal output. Our technique is inspired by Guo’s observation [9] that students find
it beneficial to visualize concrete program executions and observe discrepancies
between the variable values they observe and those they expect. For example,
while debugging the largestGap program, the student notices that in the first
iteration of the loop, right before executing line 8, variable max has value 5
instead of the expected value 9. While visualizing the trace, the student can di-
rectly modify the value of max as shown in the figure and JDial will synthesize
the program largestGapFix consistent with the manipulation (Fig. 1(b))—i.e.,
when running largestGapFix with input [9,5,4], there is a point in the execu-
tion where the variable max contains value 9 right before executing line 8. Why
does this new specification mechanism lead to the desired repair? First, by mod-
ifying the program’s trace and its value at line 8, the student implicitly states
that certain lines do not need modification—e.g., lines 11 and 12. Second, the
modification provides information about an intermediate state of the program
that a tool cannot access through just an input/output example. Besides the
variable max, the student can modify the value of i from 1 to 0 or the values of
both i and max at the same position and JDial will produce the same repair.
Remarkably, direct manipulation can also help debug partial implementa-
tions. Consider, for example, an incomplete version of the program largestGap
in which lines 8–9 are missing because the student has not implemented the logic
for min yet. The test case in Fig. 1(a) is essentially useless. On the other hand,
the same direct manipulation shown in Fig. 1(a) will yield a good repair.
43 Problem definition
In this section, we define the class of programs we consider, the notion of direct
manipulation, and our program repair problem.
3.1 Programs and Traces
We consider a simple imperative language in which a program P consists of
a function definition f(i1, . . . , iq) : o with input variables I = {i1, . . . , iq} and
output variable o (NULL for void functions), a set of program variables V such
that V ∩ I = ∅, and a sequence of labeled statements σ = s1 . . . sn. A statement
is one of the following: return, assignment, conditional or loop statement. Each
statement in σ is labeled with a unique location identifier from the set L =
{`0, `1, . . . , `p, exit}. We assume a universe U of values. We also assume variables
are associated with types and assignments are consistent with these types.
Without loss of generality, we assume that executing a return statement
assigns a value to the output variable and transfers control to a designated
location exit. A program configuration η is a pair (`, ν) where ` ∈ L is a location
and ν : I ∪ {o} ∪ V 7→ U ∪ {⊥} is a valuation function that assigns values to all
variables. The element ⊥ indicates that a variable has not been assigned a value
yet or is out of scope. We write (`, ν) → (`′, ν′) if executing the statement at
location ` under variable valuation ν transfers control to location `′ with variable
valuation ν′. The execution trace piP (ν0) of the program P on an initial valuation
ν0 is a sequence of configurations η0, η1, . . . , where η0 = (`0, ν0) and for each h,
we have ηh → ηh+1. An execution terminates once the location exit is reached
and we only consider programs that terminate on all inputs. We use piP (ν0)l = ηl
to denote the configuration at index l and piP (ν0)[l,h] to denote the subsequence
of configurations between index l and h—e.g., piP (ν0)[3,5] = η3η4η5.
Consider the program largestGap in Fig. 1. The input variable set I is
{x} and the designated output variable is res. The set of program variables is
η0 η1 η2 η3 η4 η5 η6 η7 η8 η9 η10
loc 2 3 4 5 6 7 8 5 10 11 exit
N ⊥ 3 3 3 3 3 3 3 3 3 3
i ⊥ ⊥ ⊥ ⊥ 1 1 1 1 ⊥ ⊥ ⊥
max ⊥ ⊥ 4 4 4 4 5 5 5 5 5
min ⊥ ⊥ ⊥ 4 4 4 4 4 4 4 4
res ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ 1
{i,max,min}. Let ν0 be the initial val-
uation such that ν0(x) = {9, 5, 4} and
ν0(w) = ⊥ for every other variable w.
The execution of largestGap on ν0
is illustrated on the right (we do not
show valuations of the input variable
x as νh(x) = ν0(x) for all h).
3.2 Repair via Direct Manipulation
We first define the notion of direct manipulation, which allows users to express
their intent by modifying variable values in intermediate configurations. We as-
sume a fixed program P . A direct manipulation M is a tuple (ν0, k, ν′) where ν0
is an initial valuation, k is an index s.t. k ≤ |piP (ν0)|, and ν′ : V ∪{o} 7→ U ∪{?}
is a new partial variable valuation. Intuitively, the manipulation replaces the
5configuration piP (ν0)k = (`, ν) at location ` with the the new partial configu-
ration (`, ν′). Notice that a partial configuration cannot change the values of
the input variables in I and it can assign a special value ? to certain variables.
This value is used to denote that the manipulation “does not care” about the
specific values of certain variables. We say that a valuation ν satisfies a partial
valuation ν′, denoted ν ` ν′, iff for every variable x ∈ V ∪ {o}, if ν(x) 6= ? then
ν(x) = ν′(x).
Example 1. The direct manipulation in Fig. 1(a) is formally defined as the pair
(ν0, 6, ν
′) where ν0 is the same as at the end of Section 3.1, ν′(max) = 9 and
ν′(i) = ν′(min) = ν′(o) = ?. This manipulation, which modifies η6, only sets
the value of max to 9 at location 8 and leaves all other variables unconstrained.
Given a program P , a direct manipulationM = (ν0, k, ν′) such that piP (ν0)k =
(`, ν), we say that a program P ′ satisfies the manipulation M, if there exists
some index j such that piP ′(ν0)j = (`, νj) and νj ` ν′. In other words, a pro-
gram P ′ satisfies a direct manipulation if there exists some configuration in the
execution trace of P ′ satisfying the manipulated valuation ν′ at location `.
The goal of our repair problem is to find a program that satisfies a given
manipulation. In what follows, we fix a repair model, which is a functionRM that
assigns to a program a corresponding repair space P. The repair space represents
a set of programs from which we can draw candidate repaired programs.
Definition 1 (Repair via Direct Manipulation). Given a program P and a
direct manipulationM = (ν0, k, ν′), the program repair via direct manipulation
problem is to find a program P ′ ∈ RM(P ) that satisfies the manipulationM.
Informally, a direct manipulation (ν0, k, ν′) at location ` is a reachability
specification requiring that a configuration (`, ν′) is eventually reached along an
execution from the initial valuation ν0. This specification mechanism is orthog-
onal to that provided by assertions, which require a property ϕ at location ` to
be an invariant specification—i.e., each time an execution reaches location `, the
property ϕ should hold. For instance, in Figure 1 (a), placing the assertion max
= 9 at location 8 would specify that the value of max should be 9 at location 8
across all loop iterations in an execution. The astute reader may suggest that for
some suitably chosen predicate condition over the loop counter, an assertion of
the form condition ⇒ (max = 9) at location 8 could encode the direct manip-
ulation in Figure 1. However, a direct manipulation does not explicitly indicate
what such a predicate condition should be. In particular, a direct manipulation
does not specify what the manipulation-satisfying index j should be.
Handling test cases Definition 1 can be generalized to the problem of repairing
a program P given a direct manipulation and a set of tests. A test t is a pair
(νI , νO), where νI is a valuation over the input variables I and νO is a valuation
over the output variable o . Let νI0 denote an initial valuation such that νI0 (w) =
νI(w) if w ∈ I and ⊥ otherwise. Program P satisfies a test t if the value of the
output variable o at the end of an execution piP (νI0 ) of P on initial valuation νI0
is νO, i.e., if j = |piP (νI0 )| − 1, ηj = (`, ν) and ν(o) = νO. Program P satisfies a
6set of tests T if it satisfies all the tests t ∈ T . The repair problem is then to find
a program that satisfies both the direct manipulation and the tests.
Cost-aware Repair Among the many programs that satisfy a given manipula-
tion we would like to pick the “best” one. To define what it means for a candi-
date repaired program to be better than another, we draw upon the notions of
program distances proposed in [5]. We define two types of distances: syntactic
and semantic distances. Given a program P , a syntactic distance is a function
fPsyn : P → N that maps each program in the repair space to a quantity capturing
its syntactic similarity to the original program P . We define semantic distances
using distance functions over execution traces. Let dist(pi, pi′) denote a distance
function mapping a pair of traces to a non-negative integer. Intuitively, dist cap-
tures the similarity between execution traces of P and P ′ on the same initial
valuation ν0. Given a program P and a direct manipulation M = (ν0, k, ν′),
a semantic distance function fP,Msem : P → N maps a repaired program P ′
to dist(piP (ν0)[0,k], piP ′(ν0)[0,j]) capturing the similarity between the manipu-
lated trace piP (ν0)[0,k] of P and the corresponding manipulation-satisfying trace
piP ′(ν0)[0,j] of P ′ with manipulation-satisfying index j. An aggregation function
Aggr : N× N→ N is used to combine the two distance functions.
Example 2. An example of syntactic distance between two programs P and P ′
is the number of node edits needed to transform the abstract syntax tree P into
the one P ′. According to this distance, the change from i=1 to i=0 showed in
Figure 1 has syntactic distance 1. An example semantic distance is the sum of
the differences in variable valuations in program configurations of the execution
traces piP (ν0)[0,k] and piP ′(ν0)[0,j] (with j as defined above).
For a program P and direct manipulationM, we can define the cost of a repaired
program P ′ as cost(P ′) = Aggr(fPsyn(P ′), fP,Msem (P ′)). The following definition
can be generalized to incorporate a set of tests.
Definition 2 (Cost-aware Repair via Direct Manipulation). Given a pro-
gram P and a direct manipulationM, the cost-aware program repair via direct
manipulation problem is to find a program P ′ ∈ RM(P ) that satisfies the manip-
ulationM and such that, for every P ′′ ∈ RM(P ) that satisfies the manipulation
M, we have cost(P ′) ≤ cost(P ′′).
4 JDial’s architecture
In this section, we describe the architecture of JDial and the sketching-based
approach JDial employs to repair programs (Figure 2).
JDial takes as input a buggy program, a direct manipulation on an input
trace, and (optionally) a set of test cases (left of Figure 2). As described in Sec-
tion 3, the repair problem is defined using four components: a repair model, a
syntactic distance function, a semantic distance function, and a cost-aggregation
function. In JDial, these components are modular and defined independently
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Trace + 
Manipulation
JDial Backend
input: 9
--
--
--
 --
 --
 --
  -->
Specification
TraceDistance(t1, t2){
   // computes semantic    
   // distance between
   // traces t1 and t2
   return Hamming(t1, t2)
}
SyntacticDistance( ){
   // computes syntactic 
   // distance from original 
   // program based on holes
   if (??1 != 1) dist += ??1;
   …
}
input
   2
   4
  ...
output
   12
   42
    ...
Sketch
Buggy Program
Aggregate(d1, d2){
   // combines the 
   // two distances
   return d1+ d2;
}
Fixed Program
line 16
x: 0 -> 3
y: 2 -> ? 
// Instrumentation variables
counter, line[], valx[], valy[], ret_val
// Instrumented program
SkProg(input) {
  // Adds holes to encode repair 
  // space and to compute traces
  ...  
  counter++;
  y = ??1 x + ??2 y + ??3;
  line[counter] = 20;
  valx[counter] = x;
  …
}
// Functional assertions + distance computations
// Direct manipulation
SkProg(9);
assert(line[...]=16);
assert(valx[...]=3);
semDist += TraceDistance(..., ...)
// Test Cases
assert(SkProg(2)=12);
semDist += TraceDistance(..., ...)
assert(SkProg(4)=42);
semDist += TraceDistance(..., ...)
...
synDist = SyntacticDistance()
minimize(Aggregate(synDist, semDist));
1. Prog(input) {
            …
            …
16.   x = 5y+2;
            …
20.   y = y+2
            …
    }
1. Prog(input) {
              …
              …
16.     x = 5y+2;
    …
20.     y = x-1;
              …
          }
GetRepairSpace(){
   // returns a sketched version 
   // of Prog that encodes
   // the repair space
   e.g., replace constants with ??
}
Fig. 2: Architecture of JDial.
from the underlying synthesis engine (grey boxes at the top of Figure 2). The re-
pair model is given as a program GetRepairSpace that, given a program, returns
a sketched version of it—i.e., a program with unknown holes of the form ??. In
Figure 2, this program simply replaces each constant with a hole. By instantiat-
ing the holes in the sketched program with concrete values we obtain a program
in the repair space. The syntactic distance is given as a program that computes a
non-negative integer based on the values of the holes in the sketched program—
e.g., how many constants were changed or by how much they were changed. The
semantic distance is given as a program that computes a non-negative integer
based on the value of two traces—e.g., the Hamming distance.
4.1 From Program Repair to Sketching
To solve the repair problem, JDial computes a sketched program together with a
set of assertions (blue box in Figure 2). The solution to this sketched program—
i.e., values for the holes that satisfy the assertions and minimize the given ob-
jective function—is the solution to the program repair problem.
Background on sketching Program sketching is a technique for specifying a para-
metric set of programs. This is done by allowing programs to contain holes (de-
noted by ??). When one provides a specification—e.g., test cases, assertions,
minimization objectives—the sketching problem is to find (typically integer)
values of the holes that satisfy the given specification. State-of-the-art sketching
tools support complex program constructs, such as arrays, strings, and recursive
functions, as well as complex specification mechanisms, such as Boolean asser-
tions and quantitative optimization constraints over the values of the holes [28].
Computing distances and guessing trace lengths The GetRepairSpace compo-
nent, given the buggy program, adds holes to generate a sketched program en-
coding the repair space—e.g., y = ??_1 * x + ??_2 * y + ??_3 in Figure 2
(blue-box). JDial then generates a function that uses the values placed in the
holes to compute the syntactic distance (Figure 2(top)).
8To compute the semantic distance JDial symbolically extracts program
traces by instrumenting the sketched program with a counter to measure the
length of the trace, an array to record the values of each variable in the origi-
nal program, and an array for the line numbers.1 After executing each sketched
instruction, the arrays are updated to reflect the current variable values (Fig-
ure 2(blue-box)). JDial then extract the traces from such arrays and uses them
to compute the semantic distance.
The key difficulty in encoding our repair problem is that there can be many
ways to “align” the location manipulated by the user with a location in the
sketched program—e.g., the execution of one repaired program might reach the
desired manipulated value the second time the manipulated location is visited,
while another repair might reach the desired value the tenth time the manipu-
lated location is visited. JDial must be able to consider all these possibilities.
Example 3. Consider the manipulation described in Fig. 1(a). The execution of
the repaired program largestGapFix presented in Fig. 1(b) on input [9, 5, 4] hits
the manipulated location with max=9 the first time line 8 is traversed. However,
another correct repair which changes the loop in line 5 to i=N-2; i>=0; i--,
hits the manipulated location with max=9 the second time line 8 is traversed.
...
if(visit_time == 0) {
// record state
return;
}
else
visit_time --;
// Sketched version of
// manipulated line
...
Fig. 3: Instrumentation
to guess visiting times.
Our key idea is to introduce an existential un-
known variable—i.e., another hole—in our sketched
program to guess at what visit time the manipu-
lated line is reached with the variable values provided
by the user. Concretely, we define a global variable
int visit_time = ?? to guess the number of visits
of the manipulated line and modify the sketched pro-
gram right before the sketched version of the manip-
ulated line to interrupt the trace at the correct time
(see Fig. 3). Thus, every time the manipulated line
is reached, visit_time is decremented and, when the
counter hits zero, the execution has reached the guessed number of visit times.
Finally, JDial adds assertions to guarantee the sketch solution satisfies the
manipulation and a minimization objective to ensure the returned solution is
optimal with respect to the given distances (see right of blue box in Fig. 2).
5 Implementation and optimizations
JDial is composed of a frontend, which allows to visualize program traces and
manipulate intermediate states, and a backend, which repairs the manipulated
programs. JDial’s frontend uses the tool java_jail to extract program traces
and JavaScript, together with the library CodeMirror, to render the user inter-
face and communicate with the backend. JDial’s backend uses the synthesizer
1 We assume that the length of the trace in the repaired program is at most twice the
length of the original trace and we use this assumption to initialize the length of the
arrays. This constant is parametric and can be modified.
9Sketch [28] to solve the sketched programs we generate using the technique pro-
posed in Section 4. JDial can repair Java programs over integers, characters,
Booleans, and arrays over these basic types. In its default mode, JDial only
tries to repair statements in the function in which the manipulated line appears.
In this section, we describe the concrete repair model and distance functions
JDial uses as well as several optimizations employed by JDial.
5.1 Repair Model and Syntactic Distance
JDial supports complex repair models—e.g., it can allow statements to be added
to the program. However, overly expressive repair models will often lead to un-
desired repairs that overfit to the given manipulation. In fact, existing repair
tools for introductory programming assignments typically employ several repair
models, each tailored to a particular programming assignment [26, 22].
Since in our application domain we do not know a priori what program
the programmer is trying to write, JDial’s default repair model only allows to
rewrite constants in linear arithmetic expressions (see Appendix A for details).
First, any variable in any expression is multiplied by a hole ??b that can only
take values from the set {−1, 0, 1}. These holes can be used to remove variables
and negate their coefficients. Second, the term
∑
v∈V ??bv+??, where V is the
set of variables, is added to each expression appearing in an assignment or in
a Boolean comparison. These terms can be used to add new variables, further
increase/decrease the coefficients of variables appearing in the expression, or
add new constants—e.g., turn x<0 into x>y. This repair model permits modifi-
cations of multiple expressions and it subsumes the default error model of the
AutoGrader tool, which, despite its simplicity, was shown to be able to repair
30%-60% of edX student submissions depending on the problem type [26].
JDial’s syntactic distance computes the difference between the synthesized
hole values and the original ones. For example, in the expression ??bx < 0 +∑
v∈V ??bv+?? (corresponding to original expression x<0), the original value of
the first hole ??b is 1, while the original value of all the other holes is 0. The syn-
tactic distance is the sum of the absolute difference between each hole’s synthe-
sized value and the original one. Intuitively, this distance penalizes modifications
that introduce new variables and modify constants by large amounts.
5.2 Semantic Distance over Traces
When computing the distance from the original program traces, JDial ignores
the variables that have been manipulated because they are likely to contain
“incorrect” values that are not necessary to preserve. JDial first computes the
restricted traces where the values of the manipulated variables are omitted and
then uses a modified version of the Hamming distance to compute their distance.
In the following definitions, we assume Boolean tests return 1 when true and 0
when false. Given two configurations η = (l, ν) and η′ = (l′, ν′) over a set of
variables V , the distance between the two configurations is defined as H(η, η′) =
(l 6= l′)+∑w∈V ν(w) 6= ν′(w). Finally, JDial computes the distance between two
10
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// Test case
// sumPow (3)=15
int sumPow(int x){
int sum = 1;
for(int i=1;i<x;i++){
sum+=Math.pow(2,i);
}
return sum;
}
// Partial interpretation
// of Mathpow
int Mathpow(a, b){
if(a==2 && b==1)
return 2;
if(a==2 && b==2)
return 4;
if(a==?? && b==??)
return ??; }
1. JDial guesses Mathpow(2,3)=14
2. Is Math.pow(2,3)=14?
3. No, modify Mathpow
(a) (b) (c)
Fig. 4: Given an example with an incorrect for-condition and an input test (a),
JDial uses the execution of sumPow on the test to learn an initial partial inter-
pretation of the function Math.pow (b). JDial then produces a proposed repair
and guesses the interpretation of Math.pow to be such that Math.pow(2,3)=14
(c). After executes Math.pow in Java, JDial discovers that Math.pow(2,3)=8,
and refines the interpretation of Math.pow for the next round of repair.
traces pi = η1 · · · ηs and pi′ = η′1 · · · η′t, where m = min(s, t) and M = max(s, t)
as the quantity H(η1, η′1) + · · ·+H(ηm, η′m) +M −m.
Example 4. Consider again the example described in Figure 1. The restricted
trace of the repaired program up to the manipulation-satisfying index has dis-
tance 3 from the original trace since it only changes the value of the variable i
in the last three steps and it has the same length as the original program trace.
JDial contains other implementations of trace distances—e.g., longest com-
mon subsequences. Since the distance presented above yields good results and
performance in practice, we use it as default and use it in our experiments.
JDial aggregates the syntactic and semantic distances by taking their sum.
5.3 Handling External Functions
JDial employs a new Counterexample-Guided Inductive Synthesis (CeGIS)
scheme to repair programs that contain external functions for which semantics
might be unknown or expensive to encode directly in Sketch. Given the input
program with an external function ext and the manipulated trace, JDial creates
a sketched program that assigns a partial interpretation to the external function
using the set of concrete values obtained from the input trace execution—i.e.,
for every call of the function observed in the input trace. JDial then computes
a repair for the sketched program using the partial definition of ext it obtained
from the trace. If repairing the program requires knowing the interpretation of
ext on inputs that have not been observed yet, JDial lets Sketch “guess”
an interpretation for the function ext on such inputs. JDial can then execute
the function ext and check whether the guesses were correct. If they are not
correct, JDial modifies the new sketched program to incorporate the partial
interpretation to the external function ext on the newly discovered inputs. The
process continues until JDial finds a repair that respects the semantics of ext.
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Example 5. Consider the program sumPow in Fig. 4(a), which should compute
the sum of powers of 2 up to x, but instead it only computes the sum up to x-1.
By running the program on the given input 3, JDial can obtain the output of the
Math.pow function on input values 1 and 2, and constructs a Sketch function
that describes a partial interpretation of Math.pow as shown in Figure 4(b). To
repair the program, JDial needs to change the condition of the for loop, but this
repair requires knowing the output of the function Math.pow on arguments (2,3)
and our partial interpretation of Math.pow does not contain this information.
JDial synthesizes a repair for the function sumPow and, while doing so, it assigns
an interpretation to the inputs for which the behaviour of the function Math.pow
is unknown (Figure 4(c)). JDial then uses the concrete execution of the function
Math.pow to check whether the synthesized interpretation is incorrect, and in this
case it modifies the partial interpretation of Math.pow in the sketched program.
5.4 Additional Features and Optimizations
We discuss additional features and optimizations supported by JDial.
Specified repair range Since the programmer might want to prevent JDial from
modifying certain program statements, JDial’s frontend allows the programmer
to specify what statements the tool is allowed to modify.
1 // input: [3,2,7]
2 int[] subLargestGap(int[] a){
3 int N = a.length;
4 int min = max = a[0];
5 for(int i=0; i < N; i++){
6 if(max < a[i]) max = a[i];
7 if(min > a[i]) min = a[i];}
8 int largestgap = max - min;
9 R:for(int i=1; i<N; i++){
10 a[i] = a[i]-largestgap;
11 M:}
12 return a; }
1 void sliced(int[] a){
2 int N = 3;
3 int largestgap = 5;
4 for(int i = 1; i < N; i++)
5 a[i] = a[i]-largestgap;
6 return a; }
Fig. 5: Program subLargestGap and its
sliced version when the manipulation
happens at line 13 and only line 11 can
be modified.
Single statement repairs Since most
repairs only require to modify a
single statement, JDial supports
this restricted repair model and it
uses an optimized solver that, for
each line of code, builds a separate
sketched program that is only al-
lowed to modify that line. The sep-
arate sketched programs are then
solved in parallel and JDial outputs
the repair with the least aggregate
cost.
For each individual sketch that
can only modify a certain line of
code, JDial uses a data flow analy-
sis based on program slicing [35] to
summarize parts of the program for
which the corresponding traces will
not be affected by the code modi-
fication. Concretely, let `M be the
location at which the manipulation
is performed and `R be the loca-
tion JDial is allowed to modify. By
computing a backward slice of the
manipulated location `M, we obtain
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the statements that can affect the values of the manipulated variables. Similarly,
only statements that are reachable from location `R in the control-flow graph of
the program are affected by modifications to line `R. Finally, the intersection of
the two sets gives us the statements where variable values may vary as a result of
a repair. All other statements are irrelevant and can be removed or summarized.
Example 6 Consider the program subLargestGap in Fig. 5 that returns a new
array obtained by subtracting the largest gap of the input array from all its
elements. This program contains a mistake in the second for loop. Assume a stu-
dent is trying to fix it by manipulating the variable a[0] at location 11 on input
[3,2,7] and that the repair model only allows modification to location 9. The
backward slice of location 11 contains all the statements in the program except
the return statement and the lines 9 to 12 are the only lines reachable from loca-
tion 9. Using this information, JDial summarizes all other statements’ values.
For example, the whole computation of the variable largestGap is replaced by
the constant assignment largestGap=5.
6 Evaluation
We evaluate the effectiveness of JDial through the following questions.
Q1 Can JDial produce good repairs more often than test-based techniques?
Q2 Is the optimized version of JDial presented in Sec. 5.4 effective?
Q3 How sensitive is JDial w.r.t. the location of the manipulation?
Q4 Can JDial repair programs that contain external functions?
We perform our evaluation on 17 Java programs: 12 from Qlose [5] and
5 new programs. The programs from [5] are small introductory programming
assignments and programs from repair literature (see Appendix B for details).
Table 1 shows detailed metrics for each benchmark and the average runtime
of JDial when performing repair on five randomly generated failing inputs. All
experiments were performed on an Intel Core i7 4.00GHz CPU with 32GB/RAM.
Comparison to Test-based Repair. We compare JDial against the tool
Qlose to see if repair via direct manipulation can find correct repairs more often
than test-based repair. We compare against Qlose because it is the only repair
tool that uses semantic distances and it produces accurate repairs from a small
number of test cases more often than tools that only use syntactic distances [5].
For each benchmark, we randomly generate 5 input tests that result in incor-
rect outputs. For each failing test, we run Qlose using the test as a specification
and run JDial by manually constructing a manipulation: we identify the first
location in the execution trace where a variable has the wrong value and modify
it to the correct one. Figure 6 illustrates the results of this comparison (JDial
and Qlose bars). JDial generates the intended repairs in 66% (56/85) of the
cases while Qlose never produces a correct repair. In particular, when given
only one test case, Qlose always modifies the return statement of the program.
We perform another study where, for each previous experiment, we provide
JDial and Qlose with an additional (failing or passing) test—i.e., we provide
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Table 1: Effectiveness and performance of JDial. Success denotes the number
of tests (out of 5) for which we get a desired repair. 7 denotes out of memory.
Problem LOC Vars Success Trace Time Time single line [sec]Length [sec] JDial1 JDialo1
Q
lo
se
[5
]
largestGap-1.1 7 4 3 11 3.8 1.6 1.0
largestGap-1.2 7 4 4 10 2.2 0.8 0.6
largestGap-2 7 4 2 15 4.2 1.1 0.5
largestGap-3.1 7 4 4 10 1.8 1.1 0.5
largestGap-3.2 7 4 4 10 2.8 1.0 0.6
tcas 10 4 0 7 0.8 0.4 0.4
max3 5 3 5 3 0.5 0.3 0.3
iterPower-1 5 3 4 14 0.4 0.6 0.4
iterPower-2 5 3 5 14 0.7 0.4 0.3
ePoly-1 6 4 4 12 4.6 3.7 1.3
ePoly-2 6 4 3 12 2.5 1.7 0.9
multIA 4 4 5 9 1.3 0.8 1.1
N
ew
ePoly-3 7 4 4 13 2.9 2.8 2.5
max4 7 4 5 4 0.3 0.2 0.3
bubbleSort 7 5 4 12 3.1 1.3 0.6
subLargestGap 13 6 7 35 7 7 0.7
maxMin 13 6 7 37 7 7 0.9
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Fig. 6: JDial vs Qlose. Additional test provided in JDial+ and Qlose+.
Qlose with two tests and JDial with one test and one manipulation. Figure 6
illustrates the results of this comparison (cf. JDial+ and Qlose+ bars). JDial
generates the intended repairs for 75% (64/85) of the cases whileQlose produces
the correct repairs on 58% (49/85) of the cases. While Qlose performs better
than when given a single test, for every input on which Qlose produces the
correct repair, JDial also does so. Remarkably, when given a single manipula-
tion and nothing more, JDial produces correct repairs more often than Qlose,
even when the latter is provided with 2 tests. To answer Q1, JDial produces
meaningful repairs more often than techniques that only use tests.
Before concluding, we explain why both tools performed poorly on some
benchmarks. For the tcas program, the desired fix modifies an expression by
adding a large constant that can only be synthesized from a very specific test
case. subLargestGap and maxMin are too large. For the instances for which
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JDial produces the incorrect repair, we evaluate whether JDial produces cor-
rect repairs if it is allowed further “attempts”. Whenever an undesired repair is
generated at a location `, we disallow JDial to repair location ` again or reject
the proposed repair and ask for a different one. This approach repairs an addi-
tional 6 failing tests across all programs with an average of 2.2 user interactions.
Optimizations for Single-line Repairs. We repeat the previous experiment
using the single-line repair model described in Sec. 5.4. We refer to the version of
JDial with this restricted repair model as JDial1 and its optimized version as
JDialo1 . Since in our previous experiments JDial always finds a repair that only
involves a single line, both JDial1 and JDialo1 find the same repair. The last
two columns of Table 1 show the running times. JDial1 is generally faster than
the version of JDial that uses the more complex repair model. However, the
optimized version JDialo1 is on average 1.37x faster than JDial1. Moreover, for
subLargestGap and maxMin, JDialo1 finds repairs in <1 second while JDial1
times out. The improvement is due to the slicing-based data-flow analysis, which,
can reduce the number of lines in the sketched program from 25 to 8.
To answer Q2, the optimization from Sec. 5.4 is beneficial for single-
line repairs. This repair model is very practical and our results hint that our
slicing technique can make JDial scale to larger programs.
Sensitivity of Manipulated Location. One of the key aspects of JDial
is that the user has to find a “good” location to perform the desired repair.
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Fig. 7: Correct repair if manipula-
tion is performed k steps later.
In this experiment, we evaluate how sen-
sitive JDial is with respect to the loca-
tion choice. We consider the experiment
we performed against test-based repair and
for each test case on which JDial and
JDial+ successfully found a correct re-
pair, we then perform the following analy-
sis: if the manipulation was performed at
step i in the program trace, we measure af-
ter how many steps the generated repair is
“lost”—i.e., we compute the smallest k for
which performing the manipulation at position i+k would yield a wrong repair.
Figure 7 shows the results. In 80% of the cases, if JDial is provided only
with a manipulation and the manipulation is performed one step later, JDial
returns an incorrect repair. However, when provided with one additional test
case JDial returns the correct repair in 80% of the cases, even when the ma-
nipulation is performed 5 steps after the ideal location. Even in these extreme
conditions, JDial returns correct repairs more often thanQlose does when pro-
vided with two test cases. To answer Q3, JDial is sensitive with respect
to the manipulation location only if no additional tests are provided,
but it is still more precise than repair via test cases.
Ability to Handle External Functions. We evaluate if JDial can repair
programs with external functions. ePoly-1 and ePoly-2, contain the function
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Math.pow and JDial is able to produce a repair for them using between 2 and
5 iterations (average 4.2), of the CeGIS algorithm presented in Sec. 5.3.
To better evaluate the algorithm, we design two families of benchmarks
that use auxiliary functions. The first family of programs tries to compute∑n
i=0 Math.pow(2, i) for values of n between 2 and 8. The bug in this bench-
mark is the one shown in Figure 4. For inputs 2 and 3, JDial can find the
correct repair that is compliant with the external function after 2 CeGIS it-
erations, while for inputs 4 through 8, JDial requires 3 iterations. The second
family of programs computes the maximum value in an array using the Math.max
function for different incorrect initializations of the variable max. In this case,
the size of the initial constant affects the number of required CeGIS iterations.
While incorrectly initializing max to 2 only requires a couple of iterations to
produce the correct repair, if we incorrectly initialize max to 100, computing the
repair requires guessing many new interpretations of the function Math.max that
did not appear in the original trace, resulting in more than 90 iterations.
To answer Q4, JDial can repair programs that contain external
functions, but in certain pathological cases it requires many CeGIS iterations.
7 Related Work
Direct manipulation Direct manipulation is an old concept [25] and several draw-
ing editors [33, 24, 11] provide programming capabilities and at the same time
allow the user to interact with the graphics being displayed by the code. Sketch-
n-Sketch [4, 10] uses a simple form of program synthesis to combine direct and
programmatic manipulation of scalable vector graphics (SVG), where constants
in the program can be modified conforming to the direct manipulations. Sketch-
n-Sketch and JDial are somewhat incomparable due to the different domains,
but we describe some high-level differences between the two tools. Sketch-
n-Sketch can only rename constants defined at the top of the program and,
unlike JDial, cannot handle complex updates involving changes in the program
structure—e.g., replacing x = y with x = y − z. Moreover, Sketch-n-Sketch
employs heuristics to identify the “right” fix, while JDial identifies fixes that
are optimal with respect to syntactic and semantic distances.
Wolverine [32] allows direct manipulation of data-structure transformations.
In Wolverine, the user can modify a graphical abstract representation of a data
structure such as a linked list and the tool will attempt to find a program modifi-
cation consistent with the modification. Similar to Sketch-n-Sketch, Wolver-
ine’s technique is specific to certain families of data structure transformations
and relies on the graphical abstraction used for the manipulation.
CodeHint [7] synthesizes simple Java expressions—e.g., library calls—at
user-set breakpoints using partial specifications—e.g., variable types. It uses in-
formation from the execution to construct expressions of a user-provided type.
CodeHint is different from JDial in three main aspects: (i) CodeHint helps
programmers auto-complete function calls given some expected type at a given
location, whereas JDial repairs the original program using a global analysis.
16
(ii) CodeHint can only synthesize one expression at a time due to its specific
interaction mode. (iii) CodeHint performs brute-force search while JDial uses
constraint-based search with optimization objectives.
Personalized education There are many tools for teaching programming that
help with grading (see [29] for a survey), personalized feedback [21, 8, 13, 26, 5,
22], and visualization [9]. Several works have dealt with transforming repair tools
into feedback generators [30]. Here, we discuss tools relevant to our work.
AutoGrader [26] and Qlose [5] can compute program repairs for incor-
rect student solutions to introductory programming assignments. These systems
require the teacher to provide a reference implementation or a comprehensive
set of test cases while JDial also allows students to discover potential repairs
using direct manipulations. AutoGrader [26] computes syntactically minimal
repairs while Qlose computes syntactically and semantically minimal repairs
based on a set of test cases. JDial extends Qlose’s technique to compute min-
imal program repairs based on prefix traces and manipulated states. In particu-
lar, JDial encodes the problem of finding good stop points for aligning partial
program traces that is novel in our setting of direct manipulation of variables.
Program repair This topic has been studied extensively and researchers have pro-
posed techniques based on constraint-solving [20], abstractions [17], and genetic
algorithms [1, 16]. JDial falls in the first category, but it would be interesting
to investigate the effectiveness of the other techniques in our domain. There are
approaches that find repaired programs that are syntactically close [23, 18] or
semantically close [34] to the original program. It was demonstrated in [5] that
repairs generated using a combination of syntactic and semantic program dis-
tances are, in general, more desirable. Hence, JDial chooses this last approach.
Existing tools use test cases [20, 5], logic specifications [15], or reference
programs [26]. Direct manipulation “augments” a test case by allowing the user
to specify intermediate information about the run of the program on a certain
input. Moreover, direct manipulations can be used to debug partially written
implementations. Finally, it is important to note that direct manipulation is
not directly expressible using assertions or test cases: while an assertion at a
certain location is valid if every time the location is traversed the predicate in
the assertion is true, a direct manipulation at a certain location only requires
that at some point in the trace the variables evaluate to the manipulated values
at that location.
Several repair tools use fault localization to find likely locations to modify [2,
12, 3, 14]. Extending fault localization techniques to our setting is another in-
teresting research direction. The work on angelic debugging [3] is particularly
relevant to JDial, where the technique infers possible faulty expressions in a
program by replacing them with an alternate concrete value (oracle) that makes
all the tests pass. However, the burden on repairing the program with the correct
expression still lies with the programmer.
The CeGIS refinement of external functions presented in Sec. 5.3 is related to
the notion of Sketch models [27], which allow one to specify certain properties
(such as associativity, idempotence, etc.) to provide richer interpretations to
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uninterpreted functions. In contrast, JDial iteratively builds a model of the
auxiliary function directly from the repair process.
8 Conclusion
We presented a new specification mechanism called direct manipulation, which
allows programmers to modify variable values at an intermediate point in a fail-
ing trace to indicate what variable values were expected. We built the tool JDial
that can repair simple Java programs to satisfy direct manipulations specified
by the programmer. Finally, we showed that direct manipulations lead to more
accurate repairs than those computed using only test cases. While our approach
has shown promising results on simple programs appearing in introductory pro-
gramming assignments, this paper is just the first step towards a new, exciting
direction and many research questions remain open. Our next steps include in-
vestigating more complex manipulation techniques that can be used by real pro-
grammers on large scale programs and designing user studies to assess whether
students/programmers are receptive to this novel specification paradigm.
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A Repair Model
Figure 8 illustrates JDial’s default repair model and Figure 9 illustrates an
example of how the repair model generates a Sketch from a program.
r(x = e) → x = r(e) + (∑v∈V ??bv+??)
r(e1 bop e2) → r(e1) bop r(e2) + (∑v∈V ??bv+??)
r(return e) → r(e) + (∑v∈V ??bv+??)
r(e1+e2) → r(e1) + r(e2)
r(c*e) → c * (r(e) + (∑v∈V ??bv+??))
r(c) → c
r(x) → ??bx
r(x[e]) → ??bx[??b*e+??]
r(f(e)) → ??bf(e)
Fig. 8: JDial’s repair model.
B Detailed Benchmark Description
All benchmarks and the corresponding Sketch files are available at this url:
https://tinyurl.com/yd6bp3dx. The set contains three variants of largestGap
(§ 2), which is used in the Microsoft CodeHunt platform [31]. For two of the
largestGap benchmarks, largestGap-1 and largestGap-3, we further split
the programs into two sub-benchmarks denoted with the suffixes .1 and .2.
These are benchmarks in which the students has two logically separate errors
that would require many test cases to be fixed. We use .1 to denote the original
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int triple(int x){
int y = 3 * x;
if(x == 10)
y = 30;
return y;
}
R−→
int SkTriple(int x){
int y = 3*(??bx+(??bx+??))+(??b*x+??);
if(??bx == 10 + (??bx+??by+??))
y = 30 + (??bx+??by+??);
return ??by + (??bx+??by+??);
}
Fig. 9: A sketched program obtained from applying the repair model to a pro-
gram. Holes of the form ?? can be instantiated with arbitrary integers. Holes of
the form ??b can only be instantiated with values in {−1, 0, 1}.
version of the benchmark and assume the task is to fix the first error in the
program and .2 to denote the same benchmark in which the first bug has been
fixed and the task is to fix the second error. The tcas-semfix program is a
toy traffic collision avoidance system from [20]. The max, iterPower, ePoly,
and multIA problems are taken from the Introduction to Python Programming
course taught on edX [6]. Two of the new programs we consider are variations of
Qlose benchmarks. The other three bubbleSort, subLargestGap, and maxMin
are larger programs that contain multiple loops, which are more complex than
the benchmarks considered in [5].
