The diurnally varying atmospheric boundary layer observed during the Wangara case study is simulated using the newly proposed locally-averaged scale-dependent dynamic subgrid-scale (SGS) model. This tuning-free SGS model enables one to dynamically compute the Smagorinsky coefficient and the subgrid-scale Prandtl number based on the local dynamics of the resolved velocity and temperature fields. We show that this SGS model-based large-eddy simulation (LES) has the ability to reproduce with great accuracy the characteristics of observed atmospheric boundary layers even with relatively coarse resolutions. In particular, the development, magnitude, and location of an observed nocturnal low-level jet are very well depicted. Some well-established empirical formulations (e.g., mixed layer scaling) are recovered with good accuracy by this SGS parameterization. We also briefly delineate the application of this new-generation dynamic SGS modeling approach to address several practical wind energy related issues. 
Introduction
Over the past three decades, the field of large-eddy simulation (LES) of atmospheric boundary layer (ABL) has evolved quite dramatically. LES has enabled researchers to probe various boundary layer flows by generating unprecedented high-resolution four-dimensional turbulence data. As a consequence, we have gained a better understanding of some of the complex ABL phenomena. Following the pioneering works by Deardorff (Deardorff 1970 (Deardorff , 1972 (Deardorff , 1974a (Deardorff , b, 1980 , there have been numerous studies on LES of daytime buoyancydriven boundary layers (e.g., Moeng 1984; Mason 1989; Schmidt and Schumann 1989; Sykes and Henn 1989; Nieuwstadt et al. 1991; Khanna and Brasseur 1997; Lewellen and Lewellen 1998; Sullivan et al. 1998; Albertson and Parlange 1999) . It is perhaps fair to state that the LES of convective boundary layer (CBL) is gradually reaching its maturity.
In comparison to CBL flows, large-eddy simulations of neutrally stratified ABL flows are more challenging, and the list of successful studies related to these problems is quite modest (Mason and Thomson 1987; Andrén et al. 1994; Moeng and Sullivan 1994; Lin et al. 1996; Kosović 1997; Porté-Agel et al. 2000; Esau 2004; Bou-Zeid et al. 2005; Chow et al. 2005; Stoll and Porté-Agel 2006; Anderson et al. 2006) . The main weakness of LES is associated with our limited ability to accurately account for the dynamics of eddies that are not explicitly resolved in the simulations. Under stable conditions -due to flow stratification -the characteristic size of the eddies becomes increasingly small with increasing atmospheric stability, which eventually imposes an additional burden on the LES subgrid-scale (SGS) models. This fact makes LES of stably stratified ABL flows by far the most daunting task. Nevertheless, there has been a handful of (partially) successful studies related to LES of stable boundary layer (SBL) (Mason and Derbysire 1990; Brown et al. 1994; Andrén 1995; Saiki et al. 2000; Kosović and Curry 2000; Cederwall 2002; Beare et al. 2006; Basu and Porté-Agel 2006) .
While performing reliable LES of a full diurnal cycle (comprised of all the three distinct flow regimes mentioned above), one faces a conundrum. In order to capture the daytime large eddies, one needs to have a large computational domain (of the order of a few kilometers).
to 10 6 . It is needless to say that this type of 'massive' simulations is severely limited given the present computational power. It is no wonder that LES of a diurnal cycle is virtually non-existent in the literature with the exceptions of Brown et al. (2002) and Duynkerke et al. (2004) . In Brown et al. (2002) , the focus was on the development of shallow cumulus convection over land. Their simulations were run from 1130 UTC until 0200 UTC (Brown et al. 2002 ) -therefore, nighttime stable boundary layer was not captured. In the marine stratocumulus-topped boundary layer intercomparison study (Duynkerke et al. 2004 ), very weakly stable daytime conditions made simulation tasks slightly easier for the participating LES models. Thus, it is of fundamental and practical interests to find out if contemporary SGS models have the strength to facilitate LES of observed diurnal cycles (including strongly stratified SBL), utilizing relatively coarse grid resolutions. This is the focus of the present study.
The organization of the paper is as follows. In Section 2, we briefly describe a new-generation tuning-free LES-SGS modeling approach. Simulation details of an observed case study are discussed in Section 3. In Section 4, detailed results from our large-eddy simulations are provided. Finally, concluding remarks and future perspectives are highlighted in Section 5. Throughout the paper, whenever possible, we attempted to highlight the potential of dynamic LES modeling to address some of the unsolved wind energy related issues.
Large-Eddy Simulation Model
In this work, we utilize the newly proposed 'locally-averaged scale-dependent dynamic'
(LASDD) SGS modeling approach (Basu and Porté-Agel 2006; Basu et al. 2006; Anderson et al. 2006) for the simulations of an observed diurnal cycle. In contrast to most of the conventional eddy-viscosity and eddy-diffusivity SGS models, the LASDD SGS model is completely tuning-free. In other words, it does not require any ad-hoc specification of SGS coefficients, since they are computed dynamically based on the local dynamics of the resolved velocity and temperature fields, in a self-consistent manner (Basu and Porté-Agel 2006; Basu et al. 2006; Anderson et al. 2006 ).
The potential of the LASDD SGS model was recently made clear in coarse-resolution large-eddy simulations of neutral (Anderson et al. 2006 ) and (moderately) stable atmospheric boundary layers (Basu and Porté-Agel 2006; Basu et al. 2006) . Overall, the agreements between the LES-generated turbulence statistics and some well-established empirical formulations (e.g., the local scaling hypothesis) and theoretical predictions were remarkable.
The LASDD SGS model performed quite well in the surface layer (in terms of proper near-wall SGS dissipation behavior). The dynamically estimated coefficients (e.g., the coefficient C S in the Smagorinsky-type eddy-viscosity models) were found to be strongly dependent on filter scale, position in the flow, and atmospheric stability (Basu and Porté-Agel 2006; Basu et al. 2006) , in close agreement with recent a priori field studies (Kleissl et al. 2003; Porté-Agel et al. 2001) . Furthermore, the simulated statistics obtained with the LASDD SGS model showed relatively little resolution dependence. In LES, this behavior is always desirable and its existence is usually attributed to the strength of a SGS model (Geurts 2003 ).
Based on our past studies (Basu and Porté-Agel 2006; Basu et al. 2006; Anderson et al. 2006) , the LASDD SGS model appears to be an attractive SGS modeling candidate for idealized (canonical) atmospheric boundary layer simulations. However, it is not known if this model is capable of reproducing the inherent features of convective, transitional and strongly stratified nocturnal flows in an observed diurnal cycle. For this purpose, in the present study, we decided to simulate day 33 and night 33-34 of the challenging Wangara case study (Clarke et al. 1971; Hess et al. 1981) employing the LASDD SGS model. 
Description of Simulations: Wangara Case Study
The Wangara experiment was conducted during July and August 1967 at Hay, Australia (Clarke et al. 1971; Hess et al. 1981) . The flat, (almost) homogeneous landscape (sparsely vegetated) of the experimental site virtually eliminated the influence of strong topographical forcings on the boundary layer evolutions, which is highly desirable for ABL modeling studies.
In the past, several investigators performed one-dimensional column model simulations of the Wangara ABLs, utilizing turbulence closure models of varying complexities (Wyngaard and Coté 1974; Yamada and Mellor 1975; Pielke and Mahrer 1975; André et al. 1978; Sun and Ogura 1980; Chen and Cotton 1983; Sun and Chang 1986; Musson-Genon 1995; Ramanathan et al. 1995; Alapaty et al. 1997; Starchenko and Karyakin 2000; Kim et al. 2003) . Only a few of these modeling studies considered both the daytime and nighttime scenarios (Yamada and Mellor 1975; André et al. 1978; Ramanathan et al. 1995; Starchenko and Karyakin 2000; Kim et al. 2003) . To the best of our knowledge, only Deardorff (1974a; 1974b) , Moeng (1984) and Xue et al. (1996) conducted LES of the Wangara case study (only daytime simulations). In this regard, the present work is the first LES study of a diurnally varying ABL observed during the Wangara case study. The simulation is performed for a full diurnal cycle, from 0900 LST, day 33 (August 16, 1967) to 0900 LST, day 34 (August 17, 1967) . Clear skies, very little horizontal advection of heat and moisture, and lack of any frontal activity within 1000 km made this particular day meteorologically 'ideal' for testing boundary layer parameterizations (Deardorff 1974a) . In Section 4, we will compare our LES results with observations as well as the relevant published modeling results.
1 Technical details of the LASDD SGS modeling approach and our LES code have been described in Basu and Porté-Agel (2006) and will not be repeated here for brevity.
a. Initial and Boundary Conditions
The LES model is initialized with 0900 LST sounding of day 33. During the Wangara experiment, wind components in the ABL were observed every 1-h (Clarke et al. 1971 ). On the other hand, temperature values were recorded at every 3-h interval (Clarke et al. 1971 ).
These observed soundings have vertical resolutions of 50 m from the surface, to an altitude of 1 km and 100 m between 1 km and 2 km (Clarke et al. 1971) . We would like to point out that with the exception of 0900 LST sounding, all other observed soundings in this work are solely used for LES model validation purposes. No nudging or assimilation of observed soundings were performed.
The lower boundary condition is based on the Monin-Obukhov similarity theory with a surface roughness length z • = 0.01 m. The instantaneous components of surface shear stresses τ xz and τ yz are represented as functions of the resolved velocitiesũ andṽ, at the grid point immediately above the surface (i.e., at a height of z = ∆ z /2 in our case):
where u * is the friction velocity, which is computed from the mean horizontal wind speed
1/2 at the first vertical model level (z = ∆ z /2) as follows:
L is the Obukhov length, κ is the von Karman constant. ψ m is defined as (Arya 2001) :
Following Yamada and Mellor (1975) , the screen temperature at 1.2 m is used for sensible heat flux estimation:
where θ scr and Θ(z) denote the screen temperature and the mean resolved potential temperature at the first model level, respectively. ψ h is taken as (Arya 2001) :
The upper boundary consists of a zero stress condition, whereas, the lateral boundary condition assumes periodicity. A Rayleigh damping layer at 1500 m is used. For potential temperature, an inversion strength of 0.001 K/m is prescribed at the upper boundary.
b. External Forcings
During the Wangara experiment, the large-scale surface geostrophic wind and the thermal winds were collected at 3 h and 12 h intervals, respectively (Clarke et al. 1971) . Following Yamada and Mellor (1975) , vertical profiles of geostrophic wind components (U g , V g ) at any instant are calculated by fitting parabolic profiles to the observed surface geostrophic wind and thermal wind values. Finally, these values are linearly interpolated between the observation times (see Yamada and Mellor (1975) Interestingly, even at this coarse resolution, the LASDD SGS model is able to capture the essential characteristics of the observed nighttime boundary layer (e.g., the magnitude, timing and location of the low-level jet wind maxima -see Section 4 for detailed results and discussions). To avoid temporal discretization effects in the resolution sensitivity study, the time step is kept the same in both runs (∆ t = 0.5 s).
d. Other Physics Options
We have neglected moisture and radiation physics in the current study. Previous studies have documented that day 33 and night 33-34 were very dry (Clarke et al. 1971; Hicks 1981 ).
This fact justifies neglect of moisture, as it was done previously in other modeling studies (e.g., Moeng 1984; Starchenko and Karyakin 2000) . Longwave radiative flux parameterizations were ignored in several earlier studies (Wyngaard and Coté 1974; Sun and Ogura 1980; Sun and Chang 1986; Xue et al. 1996; Starchenko and Karyakin 2000) . Contemporary stable boundary layer (SBL) research has revealed that in strongly stratified stable regimes the relative importance of radiative cooling and heat exchange with the underlying soil might become quite significant (van de Wiel 2002) . This means that radiation physics and surface energy budget parameterizations should also be included in realistic LES models. This will be attempted in our future research. Banta et al. 2002; Kelley et al. 2004) . Since the presence of LLJs can significantly modify vertical shear and turbulence environments in the vicinities of wind turbine rotors (Kelley et al. 2004) , there is a strong need for the accurate numerical modeling of LLJs.
Results and Discussions

a. First-Order Statistics
Clearly, the tuning-free LES model exemplified in this study has the potential to address this need.
The observed wind directions at two heights are presented in Figure 4 (left). The near-surface wind directions were obtained from balloon trajectories (Clarke et al. 1971; Yamada and Mellor 1975) . On the other hand, wind directions at 100 m height were estimated from observed wind components. The simulated wind directions closely follow the observations, except during the 1500-1800 local time. Similar discrepancies have also appeared in other modeling studies (Deardorff 1974a; Yamada and Mellor 1975) . This could be partially attributed to inaccuracies in the prescribed geostrophic wind speeds. Due to strong turbulent mixing, the difference between daytime near-surface and 100 m wind directions is marginal (depicted by both observed and simulated data). However, moderately strong directional shear appears immediately after sunset (again delineated by observations as well as simulated results). Directional shear is a common feature of nighttime stable boundary layers (Nieuwstadt 1984) . Unfortunately, its negative influence on wind power production (in terms of fatigue of turbine blades) is being slowly appreciated by the wind energy community (e.g., 
where M (z) is wind speed at height z above ground, M r is wind speed at a reference height (z r , typically 10 m). In Figure 4 (right), the diurnal evolution of simulated α for the present case study is shown. Wind shear is usually minimal during daytime. It approaches the value of 1/7 during morning and evening transitional periods (i.e., under near-neutral conditions).
However, right after sunset, shear increases quite dramatically [Figure 4 (right) ]. This typical ABL behavior has direct consequences for wind energy production, and should be appropriately taken into account during resource assesment, turbine design, and short-term wind power prediction. High values of α basically imply that during nighttime wind turbines can generate a substantial amount of energy even when the wind speed near the ground is almost vanishing (Giebel and Gryning 2004) . At the same time, larger wind shear (result of higher α) will introduce higher fatigue of the turbine blades (Giebel and Gryning 2004) .
The evolution of simulated mean temperatures is compared with observations in Figure   5 . Thin, very unstable surface layer, and mixed layer topped by a stable inversion layer are discernible during daytime. At nighttime, strong surface based inversion develops as expected. These features are qualitatively well reproduced by our LES model. However, one can also notice a few discrepancies between simulated results and observations. Most of these discrepancies were also reported in earlier modeling studies. For example, during daytime, simulated mixed layer temperatures are slightly lower than observations. Moreover, mixed layer growth is marginally underestimated. Both these features were also reported by Yamada and Mellor (1975) . These discrepancies could be attributed to the underestimation of surface sensible heat flux (dynamically estimated from prescribed screen temperature at 1.2 m and temperature at first LES model level), and can be (artificially) rectified by imposing larger than observed heat flux at the surface. We would like to point out that a large number of Wangara daytime ABL modeling studies (e.g., Wyngaard and Coté 1974; André et al. 1978; Sun and Ogura 1980; Sun and Chang 1986; Xue et al. 1996) chose to prescribe the surface heat fluxes instead of predicting or diagnosing them. Typically, a sine function with a half-period of 11-h and peak values of 0.216 Kms −1 at 1300 LST were assumed for prescribing sensible heat fluxes (André et al. (1978) used a slightly different sine function). Interestingly, this commonly used sinusoidal surface flux is quite larger than the flux values inferred from observations (see Table 2 of Yamada (1976) and Table 1 of Hicks (1981) ).
Another apparent deficiency in the present study is related to the (simulated) shallow SBL depth during nighttime. At the outset, the lack of longwave radiational cooling physics option seems to be a plausible explanation for the insufficient SBL thickness. But, it is to be noted that earlier studies (Yamada and Mellor 1975; André et al. 1978; Musson-Genon 1995) which incorporated longwave radiational cooling were not able to capture the thickness of Wangara SBL either. These failures in essence highlight the need for a better understanding of nocturnal boundary layers (especially the strongly stratified regimes). observational data from the Minnesota experiment (Izumi and Caughey 1976) , laboratory experiment of Willis and Deardorff (1974) , and LES intercomparison studies (Nieuwstadt et al. 1991; Feodorovich et al. 2004 ) .  FIG. 9 .
The question as to whether or not our LES-generated statistics support the local scaling hypothesis (a generalization of the Monin-Obukhov similarity theory for stable boundary layers, Nieuwstadt (1984) ) was studied in our earlier work . In that study, we also performed rigorous statistical analyses of field observations and wind-tunnel measurements in order to verify the validity of local scaling hypothesis under very stable
conditions. An extensive set of turbulence statistics, computed from field and wind-tunnel measurements and also from LES-generated datasets, supported the validity of the local scaling hypothesis. 
c. SGS Coefficients
d. Flow Visualizations
Snapshots of three-dimensional temperature fields are shown in Figure 11 . Thermals and plume-like structures are omnipresent in the daytime mixed layer. In contrast, the temperature field in the nocturnal boundary layer shows expected quasi-two-dimensional features. These types of detailed spatio-temporal flow fields certainly reveal inherent characteristics of diverse boundary layer phenomena (e.g., coherent structures in LLJs), and are of great interest from wind energy perspective. The existing codes (e.g., the International Electrotechnical Commission's Normal Turbulence Models), which traditionally provide inflow conditions for wind turbine design, do not properly represent the complex boundary layer flows (e.g.,
nighttime stable boundary layer flows). LES generated databases would be invaluable for synthetic inflow generation and, as a consequence, for wind turbine design. Given the excellent performance of the LASDD SGS model, we envisage that this model generated LES database can reliably supplement field observations. As elaborated throughout the paper, the dynamic LES modeling framework shows immense promise to address several practical wind energy related issues (e.g., generation of synthetic inflow condition for robust wind turbine design and more accurate power generation prediction). We believe that the line of research embodied in this paper is important not only for the wind energy issues, but also because it provides substantial impetus for fundamental computational wind engineering research. This is a coarse 80 3 simulation. shown. This is a coarse 80 3 simulation.
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