The basic objectives of this paper are two-fold. The first objective is to illustrate the use of three multlvariable optimization techniques as they are applied in an interactive fashion to the optimization of simulation experiments. The second and more important objective is to present the rationale behind the termination criterion for simulation experiments which is applicable to virtually any multlvarlable optimiza- It is shown that the termination criteria based upon economic and statistical considerations is most effective Por simulation experiments.
Often in performing the simulation analysis of a given system the objective is simply to obtain a measure of system effectiveness for some prescribed values of the decision variables.
However, more frequently, the objective is to obtain the specific values of decision variables which will optimize the system effectiveness function. When this is in fact the objective, the problem can be addressed by a body of "multivariable optimization techniques". Indeed these techniques are not new. They have been in existence for many years and have been applied widely to problems of a deterministic nature [4] , [18] , [19] .
The basic objectives of this paper are two fold:
The first objective is to illustrate the application of three of these techniques to the optimization of simulation models. The second and more important objective is to present the rationale behind a termination criterion for simulation experiments which is applicable to virtually any multivariable optimization procedure. The termination criterion is statistically based and includes the cost factors prevalent in conducting the simulation analysis as well as potential saving from continued application of the search. The termination criterion will be shown to be effective for these stochastic problems.
The optimization techniques are employed in an interactive manner with the simulation model.
The operation is such that particular values of the decision variables are specified by the optimization program to the simulation program.
A measure of system effectiveness is determined through simulation which is returned to the optimization program. Based upon that value of the effectiveness function new values of the decision variables are determined and the process is repeated. At some point in this process a termination criterion will be met and the procedure will terminate. This facet will be discussed later.
The optimization techniques to be considered in this paper are:
i. The sequential one-factor-at-a-time technique asproposed by Friedman and Savage (7).
The pattern search method of Hooke and
Jeeves (i0).
3. Successive quadratic approximations of Schmidt and Taylor (16) .
Each of these techniques shall be discussed in detail in a later section of this paper. The search routines will be discussed in terms of a minimization problem. The model to which the techniques were applied is a stochastic inventory system which shall also be discussed in some detail in later sections.
Multivariate Search Procedures
All multivariable search procedures have essentlally two basic objectives: (i) to obtain an improved value of the effectiveness function; In general, the first phase of any search procedure is designed to "get things underway". is not with the experimenter and he selects initial levels which are far from the optimal values, then it likely will cost him more to achieve a relative optimum.
Once the initial experiment has been accomplished %he information gained from that may be used to assist future experiments. The procedure of the particular search technique is then applied in an algorithmic fashion. The search procedures discussed herein all operate on the function in a systematic fashion, varying the decision variables in some prescribed manner.
This phase of the overall operation is likely to consume the bulk of the activity of the search.
As a result of this phase, the effectiveness function should be significantly improved.
Later sections of this paper will describe in detail this phase of the operation.
The final phase of the search procedure is called the termination phase and specifies the conditions under which the search procedure will terminate. This phase is of great Interest and is considered at length in this paper.
There are several characteristics of search procedures which will be mentioned here for purposes of description. They will not be explored in depth but should be taken into account when considering what technique to apply.
These characteristics are listed below.
i. Total number of simulation replications required to obtain an optimum.
2. Ability to move on the response surface in several directions.
3. Ability to vary step length.
4. Ability to deal successfully with a large number of decision variables.
Termination criterion.
The Sequential One, Factor-at-a-Time Method
Sectioning or the one-at-a-tlme method proposed by Friedman and Savage (7) If this is the case, x I is fixed at the initial o and the search over x 2 is conducted value of Xl, in increments 621. This process is repeated for all n variables.
Here the search returns to Xl, again searching in increments 611. The search increment for any variable is not reduced until o o ..,x °) is found such that for a point (Xl,X2,.
When this condition is achieved, the increments on all variables are reduced to 6i2, i=I,2,..
• ,n, and the search over all decision variables is repeated until the termination criterion given is satisfied. In visualizing what is meant by a "pattern", it is helpful to think of an arrow, its base at one end and its head at the other. A cycle begins at a base point ~I" At the beginning of a given cycle a step width 6i is determined for each decision variable. Let 6. be the vector --i whose ith component is 6i, the rest being zero. 
After evaluating y(bl ), y(kl+il ) is evaluated
Equation 3 • _t50 i  i000  2  1268  3  1342  4  987  2  987  5  1014  6  824  3  824  7  915  8  927  9  887  I0  831  ii  807  4  807  12  801  5  801  13  835  14  763  6  763  15  771 At the jth improvement the loss resulting from the search up to that point is calculated and given by Lj = zj -z I + R (13) where R is the cost of the search up to and including the Jth improvement. R is given by
Equation ii where k is the iteration at which the jth improvement occurred.
line of the form
is then fit to the last M < j improvements by 1  i00  i0  i  i000  2  200  20  4  i000  3  300  40  3  i000  4  400  i00  5  i000  5  500  50  8  2000 and c is distributed uniformly on the interval [-25, 25] . The minimum value of E(y) is approximately 7300 at (47, 50, 107, 163, 91) .
Each procedure began at (500, 500, 500, 500, 500). The value of y at this point is approximately 19820.70. The response surface for this model is a well behaved surface with a rather large "flat" region about the optimal.
A sensitivity analysis performed about the optimal shows little response to changes in decision variables for a rather large area.
The response surface is flat enough that random error can easily mask out true differences in response thereby possibly causing a premature termination of a search procedure.
Method of Operation
The model discussed in the previous para- Table i . The termination criterion defined in this paper effectively overcomes the situation described above. Figure 4 illustrates the operation of the termination criterion. The data from the "Losses" column in Table 3 is used to plot Figure 4 .
Conclusions
The results of this study demonstrate that search procedures may be effectively used in the optimization of simulation experiments.
More importantly, a termination criterion based 
