We consider general second order uniformly elliptic operators subject to homogeneous boundary conditions on open sets φ(Ω) parametrized by Lipschitz homeomorphisms φ defined on a fixed reference domain Ω. Given two open sets φ(Ω),φ(Ω) we estimate the variation of resolvents, eigenvalues and eigenfunctions via the Sobolev norm φ − φ W 1,p (Ω) for finite values of p, under natural summability conditions on eigenfunctions and their gradients. We prove that such conditions are satisfied for a wide class of operators and open sets, including open sets with Lipschitz continuous boundaries. We apply these estimates to control the variation of the eigenvalues and eigenfunctions via the measure of the symmetric difference of the open sets. We also discuss an application to the stability of solutions to the Poisson problem.
Introduction
This paper is devoted to the proof of stability estimates for the non-negative selfadjoint operator The focus is on explicit quantitative estimates for the variation of the resolvents, eigenvalues and eigenfunctions of L on a class of open sets diffeomorphic to Ω.
In the first part of the paper we consider two diffeomorphisms φ,φ of Ω onto φ(Ω),φ(Ω) respectively, and we compare the resolvents, eigenvalues and eigenfunctions of L on the open setφ(Ω) with those of L on φ(Ω). The main aim is to provide stability estimates via φ − φ W 1,p (Ω) for finite values of p. These estimates are applied in the last part of the paper where we take φ = Id and, given a deformationΩ of Ω, we construct a special diffeomorphismφ representingΩ in the formΩ =φ(Ω) and obtain stability estimates in terms of the Lebesgue measure |Ω △Ω| of the symmetric difference of Ω andΩ.
Our method allows us to treat the general case of the mixed homogeneous Dirichlet-Neumann boundary conditions u = 0 on Γ, and
A ij ∂u ∂x j ν i = 0 on ∂Ω \ Γ, (1.2) where Γ ⊂ ∂Ω. To our knowledge, our results are new also for Dirichlet, and for Neumann boundary conditions. There is a vast literature concerning domain perturbation problems, see for instance the extensive monograph by Henry [15] and the survey paper by Hale [14] . In particular, the problem of finding explicit quantitative estimates for the variation of the eigenvalues of elliptic operators has been considered in Burenkov and Davies [3] , Burenkov and Lamberti [4, 5, 6 ], Burenkov and Lanza de Cristoroforis [8] , Davies [9, 10] , Lamberti and Lanza de Cristoforis [16, 17] , and Pang [20] ; see Burenkov, Lamberti and Lanza de Cristoforis [7] for a survey on the results of these papers. However, less attention has been devoted to the problem of finding explicit estimates for the variation of the eigenfunctions. With regard to this, we mention the estimate in [20] concerning the first eigenfunction of the Dirichlet Laplacian and the estimates in [16, 17] concerning the variation of the eigenprojectors of the Dirichlet and Neumann Laplacian. In particular, in [16, 17] the variation of the eigenvalues and eigenprojectors of the Laplace operator was estimated via ∇φ − ∇φ L ∞ (Ω) under minimal assumptions on the regularity of Ω, φ andφ.
In this paper, we consider the same class of transformations φ,φ as in [16, 17] (φ,φ bi-Lipschitz homeomorphisms) and by making stronger regularity assumptions on φ(Ω),φ(Ω) we estimate the variation of the resolvents, eigenvalues, eigenprojectors and eigenfunctions of L via the measure of vicinity
for any p ∈]p 0 , ∞], where A = (A ij ) i,j=1,...,N is the matrix of the coefficients. Here p 0 ≥ 2 is a constant depending on the regularity assumptions. The best p 0 that we obtain is p 0 = N which corresponds to the highest degree of regularity (see Remark 10) , whilst the case p 0 = ∞ corresponds to the lowest degree of regularity in which case only the exponent p = ∞ can be considered. The regularity assumptions are expressed in terms of summability properties of the eigenfunctions and their gradients, see Definition 4 . Observe that if the coefficients A ij of the operator L are Lipschitz continuous, then δ p (φ,φ) does not exceed a constant independent of φ,φ multiplied by the Sobolev norm φ −φ W 1,p (Ω) . Moreover if the coefficients A ij are constant then the second summand in the right-hand side of (1.3) vanishes.
More precisely, we prove stability estimates for the resolvents in the Schatten classes (Theorem 8), stability estimates for eigenvalues (Theorem 13), eigenprojectors (Theorem 16), and eigenfunctions (Theorem 20) . In the Appendix we also consider an application to the Poisson problem (we refer to Savaré and Schimperna [22] for stability estimates for the solutions to the Poisson problem in the case of Dirichlet boundary conditions obtained by a different approach). To prove the resolvent stability estimates in the Schatten classes we follow the method developed in Barbatis [1, 2] .
In Section 7 we apply our general results and, for a given deformationΩ of Ω, we prove stability estimates in terms of |Ω △Ω|. This is done in two cases: the case in whichΩ is obtained by a localized deformation of the boundary of Ω and the case in whichΩ is a deformation of Ω along its normals. We also require that the deformationΓ of Γ is induced by the deformation of Ω (see conditions (7. 3) and (7.14) ). In these cases, similarly to [5] , we can construct special bi-Lipschitz transformationsφ : Ω →Ω such thatφ(Γ) =Γ and
Observe that using finite values of p is essential, since in the case p = ∞ the exponent in the right-hand side of (1.4) vanishes. Let us describe these results in the regular case in which Ω,Ω are of class C 1,1 and Γ,Γ are connected components of the corresponding boundaries. In Theorems 29, 32 we prove that for any r > N there exists a constant c 1 > 0 such that
1 . Here λ n ,λ n are the eigenvalues of the operators (1.1) corresponding to the domains Ω,Ω and the associated portions of the boundaries Γ,Γ respectively. Moreover, for a fixed Ω and for any r > N there exists c 2 > 0 such that if λ n = . . . = λ n+m−1 is an eigenvalue of multiplicity m then for any choice of orthonormal eigenfunctionsψ n , . . . ,ψ n+m−1 corresponding toλ n , . . . ,λ n+m−1 , there exist orthonormal eigenfunctions ψ n , . . . , ψ n+m−1 corresponding to λ n , . . . , λ n+m−1 such that 6) for all k = n, . . . , n + m − 1, provided that |Ω △Ω| < c −1
2 . Here it is understood that the eigenfunctions are extended by zero outside their domains of definition.
In the general case of open sets Ω,Ω with Lipschitz continuous boundaries and Γ,Γ with Lipschitz continuous boundaries in ∂Ω, ∂Ω our statements still hold for a possibly worse range of exponents (see Theorems 29, 32).
We emphasize that, in the spirit of [16, 17] , in this paper we never assume that the transformation φ belongs to a family of transformations φ t depending analytically on one scalar parameter t, as often done in the literature (see e.g., [15] and [14] for references). In that case, one can use proper methods of bifurcation theory in order to prove existence of branches of eigenvalues and eigenfunctions depending analytically on t. In this paperφ is an arbitrary perturbation of φ and this requires a totally different approach.
The paper is organized as follows: in Section 2 we describe the general setting; in Section 3 we describe our perturbation problem; in Section 4 we prove stability estimates for the resolvents and the eigenvalues; in Section 5 we prove stability estimates for the eigenprojectors and eigenfunctions; in Section 6 we give sufficient conditions providing the required regularity of the eigenfunctions; in Section 7 we prove stability estimates via the Lebesgue measure of the symmetric difference of sets; in the Appendix we briefly discuss the Poisson problem.
General setting
Let Ω be a domain in R N of finite measure. We consider a family of open sets φ (Ω) in R N parametrized by Lipschitz homeomorphisms φ of Ω onto φ(Ω). Namely, following [16] , we consider the family of transformations
where L 1,∞ (Ω) denotes the space of the functions in L 1 loc (Ω) which have weak derivatives of first order in L ∞ (Ω). Observe that if φ ∈ Φ(Ω) then φ is Lipschitz continuous with respect to the geodesic distance in Ω.
Note that if φ ∈ Φ(Ω) then φ(Ω) is open, φ is a homeomorphism of Ω onto φ(Ω) and the inverse vector-function φ (−1) of φ belongs to Φ (φ(Ω)). Moreover, any transformation φ ∈ Φ(Ω) allows changing variables in integrals. Accordingly, the operator
is a linear homeomorphism which restricts to a linear homeomorphism of the space
Observe that if φ ∈ Φ(Ω) then the measure of φ(Ω) is finite. See [16] for details.
Let A = (A ij ) i,j=1,...,N be a real symmetric matrix-valued measurable function defined on R N such that for some θ > 0
for all x, ξ ∈ R N . Note that (2.2) implies that A ij ∈ L ∞ (R N ) for all i, j = 1, . . . , N. Let φ ∈ Φ(Ω) and let W be a closed subspace of W 1,2 (φ(Ω)) containing W 1,2 0 (φ(Ω)). We consider the non-negative self-adjoint operator L on L 2 (φ(Ω)) canonically associated with the sesquilinear form Q L given by
for all ψ ∈ W, in which case Lv = f (see e.g., Davies [11] ). The space W is related to the boundary conditions. For example if
) then the operator L satisfies homogeneous Dirichlet (respectively, homogeneous Neumann) boundary conditions. We also consider the operator H on L 2 (Ω) obtained by pulling-back L to L 2 (Ω) as follows. Let v ∈ W 1,2 (φ(Ω)) be given and let u = v • φ. Observe that
Moreover a simple computation shows that
where a = (a ij ) i,j=1,...,N is the symmetric matrix-valued function defined on Ω by
A rs ∂φ
The operator H is defined as the non-negative self-adjoint operator on the Hilbert space L 2 (Ω, | det ∇φ| dx) associated with the sesquilinear form Q H given by
Formally,
Alternatively, the operator H can be defined as
In particular H and L are unitarily equivalent and the operator H has compact resolvent if and only if L has compact resolvent. (Observe that the embedding W ⊂ L 2 (φ(Ω)) is compact if and only if the embedding
N be the operator defined by
It is then easily seen that
where the adjoint T * of T is understood with respect to the inner products of
Perturbation of φ
In this paper we study the variation of the operator L defined by (2.3) upon variation of φ. Our estimates depend on ess inf Ω | det ∇φ| and ∇φ L ∞ (Ω) . Thus in order to obtain uniform estimates it is convenient to consider the families of transformations
for all τ > 0, as in [16] . Here and below for a matrix-valued function
where |B(x)| denotes the operator norm of the matrix B(x).
0 (φ(Ω)) respectively. We use tildes to distinguish objects induced byφ,W from those induced by φ, W. We consider the operators L andL defined on L 2 (φ(Ω)), L 2 (φ(Ω)) respectively, as in Section 2. In order to compare L andL we shall make a 'compatibility' assumption on the respective boundary conditions; namely, we shall assume that
This means that Dom(Q H ) = Dom(QH), a property which is important in what follows. Clearly (3.1) holds if either L andL both satisfy homogeneous Dirichlet boundary conditions or they both satisfy homogeneous Neumann boundary conditions. We shall always assume that the spaces W,W are compactly embedded in
. Moreover, we require that the non-zero eigenvalues λ n of the Laplace operator associated in L 2 (Ω) with the quadratic form Ω |∇u| 2 dx, u ∈ V, defined on V, satisfy the condition
for some fixed α > 0. (This is in fact a very weak condition on the regularity of the set Ω and the associated boundary conditions.) For brevity, we shall refer to assumption (A) as the following set of conditions which summarize the setting described above: [3] , Netrusov and Safarov [19] and also Remark 26 below). We also note that by the Min-Max Principle [11, p. 5] and by comparing with the Dirichlet Laplacian on a ball contained in Ω, condition (3.2) does not hold for α ≤ N/2 (no matter whether Ω is regular or not).
In order to compare L andL, we shall compare the respective pull-backs H andH. Since these act on different Hilbert spaces -L 2 (Ω, g dx) and L 2 (Ω,g dx) -we shall use the canonical unitary operator,
defined as the multiplication by the function w := g 1/2g−1/2 . We also introduce the multiplication operator S on (L 2 (Ω)) N by the symmetric matrix
where the matrix a is defined by (2.5) and the matrixã is defined in the same way withφ replacing φ. If there is no ambiguity we shall denote the matrix (3.3) also by S. As it will be clear in the sequel, in order to compare H andH we shall need an auxiliary operator. Namely we shall consider the operator T * ST , which is the non-negative self-adjoint operator in L 2 (Ω, g dx) canonically associated with the sesquilinear form
It is easily seen that the operator T * ST is the pull-back to Ω viaφ of the operator
. Thus in the sequel we shall deal with the operators L,L and L and the respective pull-backs H,H and T * ST . We shall repeatedly use the fact that these are pairwise unitarily equivalent.
We denote by λ n [E], n ∈ N, the eigenvalues of a non-negative self-adjoint operator E with compact resolvent, arranged in non-decreasing order and repeated according to multiplicity, and by ψ n [E], n ∈ N, a corresponding orthonormal sequence of eigenfunctions. 
, where c depends only on N, τ, θ.
Proof. We prove inequality (3.5) only for E = T * ST , the other cases being similar. Observe that the Rayleigh quotient corresponding to T * ST is given by
Then inequality (3.5) easily follows by observing that
and using the Min-Max Principle [11, p. 5] . 2
Stability estimates for the resolvent and the eigenvalues
The following lemma is based on the well-known commutation formula (4.3) (see Deift [12] ).
where
Proof. It suffices to prove (4.1) for ξ = 0, since the case
Recall that T * T = H. SimilarlyT * T =H, where we have emphasized the dependence of the adjoint operation on the specific inner-product used. In this respect we note that the two adjoints of an operator E are related by the conjugation relation E * = w 2 E * w −2 . This will allow us to use only * and not * . Observe that
Therefore, by simple computations, we obtain
To compute the last term we use the commutation formula
which holds for any closed and densely defined operator E, see [12] . We write (4.3) first for E = T , then for E = S 1/2 T , and then we subtract the two relations. After some simple calculations we obtain (
We now introduce a regularity property which will be important for our estimates. Sufficient conditions for its validity will be given in Section 6.
Definition 4 Let U be an open set in R
N and let E be a non-negative self-adjoint operator on L 2 (U) with compact resolvent and Dom(E) ⊂ W 1,2 (U). We say that E satisfies property (P) if there exist q 0 > 2, γ ≥ 0, C > 0 such that the eigenfunctions ψ n [E] of E satisfy the following conditions: By interpolation it follows that if conditions (P1) and (P2) are satisfied then
Remark 5 It is known that if
In the sequel we require that property (P) is satisfied by the operators H,H and T * ST which, according to the following lemma, is equivalent to requiring that property (P) is satisfied by the operators L,L andL respectively.
Lemma 6 Let (A) be satisfied. Then the operators H,H and T
* ST respectively, satisfy property (P) for some q 0 > 2 and γ ≥ 0 if and only if the operators L,L andL respectively, satisfy property (P) for the same q 0 and γ.
Let E be a non-negative self-adjoint operator on a Hilbert space the spectrum of which consists of isolated positive eigenvalues of finite multiplicity and may also contain zero as an eigenvalue of possibly infinite multiplicity. Let s > 0. Given a function g : σ(E) → C we define
where, as usual, each positive eigenvalue is repeated according to its multiplicity. The next lemma involves the Schatten norms · C r , 1 ≤ r ≤ ∞. For a compact operator E on a Hilbert space they are defined by E C r = ( n µ n (E) r ) 1/r , if r < ∞, and E C ∞ = E , where µ n (E) are the singular values of E, i.e., the non-zero eigenvalues of (E * E) 1/2 ; recall that the Schatten space C r , defined as the space of those compact operators for which the Schatten norm · C r is finite, is a Banach space; see Reed and Simon [21] or Simon [23] for details.
Let [12] . In the next lemma, g(H) and g(F ) are operators defined in the standard way by functional calculus. The following lemma is a variant of Lemma 8 of [2] .
Then the following statements hold: (i) If the eigenfunctions of H satisfy (P1) then for any measurable function
R : Ω → C and any function g : σ(H) → C we have
(ii) If the eigenfunctions of H satisfy (P2) then for any measurable matrix-valued function R on Ω and any function g :
Proof. We only prove statement (ii) since the proof of (i) is simpler. It is enough to consider the case where R is bounded and g has finite support: the general case will then follow by approximating R in · L pr (Ω) by a sequence R n , n ∈ N, of bounded matrix-valued functions and g in | · | r,s by a sequence g n , n ∈ N, of functions with finite support, and observing that by (4.6) the sequence R n g n (F ), n ∈ N, is then a Cauchy sequence in C r . Since R is bounded and g has finite support Rg(F ) is compact, hence inequality (4.6) is trivial for r = ∞. Thus it is enough to prove (4.6) for r = 2 since the general case will then follow by interpolation (cf. [23] ). It is easily seen that
, where for the last inequality we have used (4.4) . This proves (4.6) for r = 2, thus completing the proof of the lemma.
2
Theorem 8 (stability of resolvents) Let (A) be satisfied. Let ξ ∈ C \ (σ(H) ∪ {0}). Then the following statements hold:
(ii) Let in addition (P) be satisfied by the operators H,H and T * ST for the same q 0 , γ and C. Let p ≥ q 0 /(q 0 − 2) and r ≥ max{2, α + Proof of Theorem 8. In this proof we denote by c a positive constant depending only on N, τ, θ, α and c * the value of which may change along the proof; when dealing with statement (ii) constant c may depend also on r, p, q 0 , C, γ, |Ω|. We divide the proof into two steps.
Step 1. We assume first that ξ ∈ σ(H) ∪ σ(T * ST ) and we set
In this first step we shall prove (4.8) and (4.9) without any smallness assumptions on δ ∞ (φ,φ), δ pr (φ,φ) respectively. We first prove (4.8). We shall use Lemma 3 and to do so we first estimate the terms A 1 , A 2 , A 3 in identity (4.1). Clearly we have that
Since the eigenvalues of the operator wT * ST w coincide with the eigenvalues ofH (see (4.2)), it follows that (wT * ST w − ξ)
By (3.6) and by observing that
Combining inequalities (4.12) and (4.14) we obtain that
We now estimate the term B in (4.1). We recall that F = T T * and we set
Hence, by Hölder's inequality for the Schatten norms (see [21, p. 41] ) it follows that
Since σ(F ) \ {0} = σ(H) \ {0}, we may argue as before and obtain
Now, one easily sees that
Combining (4.16), (4.17) and (4.18) we conclude that
By Lemma 3 and estimates (4.15) and (4.19), we deduce that
We now prove (4.9). In order to estimate A 1 , A 2 , A 3 we use estimate (4.5) and we get
We now estimate B. We shall assume without loss of generality that S −1 −I ≥ 0. Thus, in order to estimate the C r norm of B, we shall estimate the C 2r norms of
The same estimate holds also for the operator F 1/2
Thus by Hölder inequality for the Schatten norms it follows that
By Lemma 3 and combining estimates and (4.18), (4.21) and (4.23) we deduce that
Step 2. We prove statement (i). First of all we prove that there exists c > 0 such that if
We begin with T * ST . By recalling that B = (T * ST − ξ) −1 − (T * T − ξ) −1 (see the proof of Lemma 3), by estimate (4.19) with ξ = −1 and by inequality (4.35) it follows that there exists
; by (4.27) it follows that if
(the elementary inequality (A + t)(1 − t) −1 < 2A if 0 < t < A(2A + 1) −1 was used). Thus by (4.27) and (4.28) it follows that if
. Thus inequality (4.26) for d(ξ, σ(T * ST )) follows by (4.29) and by observing that if n ∈ N is such that
. Inequality (4.26) for d(ξ, σ(H)) can be proved in the same way. Indeed it suffices to observe that by
Step 1 there exists C 2 > 0 such that
we then proceed exactly as above. By (4.20) and (4.26) it follows that there exists c > 0 such that if
(4.32) This completes the proof of statement (i).
The argument above works word by word also for the proof of statement (ii), provided that δ ∞ (φ,φ) is replaced by δ pr (φ,φ). (ii) where c depends also on r, p, q 0 , C, γ, |Ω|. Moreover, for such φ,φ, if 0 ∈ σ(H) then 0 ∈ σ(H) and the summand 1/|ξ| + 1/d(ξ, σ(Ω)) can be removed from the right-hand side of (4.32); furthermore, in this case statements (i) and (ii) also hold for ξ = 0. This can be easily seen by looking closely at the proofs of (4.15) and (4.21) . 
Proof. The theorem follows by Theorem 8 and by applying the inequality
with E 1 = w −1H w, E 2 = H (see [23, p. 20] Observe that the dimension of the range of P G (E) coincides with the number of elements of G if and only if no eigenvalue with index in G coincides with an eigenvalue with index in N \ G; this will always be the case in what follows.
In the following statements it is understood that whenever n = 1 the term λ n−1 has to be dropped. 
(ii) Let in addition (P) be satisfied by the operators H,H and T * ST for the same q 0 , γ and C. Let s = [q 0 /(q 0 − 2)] max{2, α + 2γ}. Then there exists c 2 > 0 depending only on N, τ, θ, α, c
Proof. We set ρ = 1 2 dist(λ, (σ(H) ∪ {0}) \ {λ}) and λ * = λ if λ is the first non-zero eigenvalue of H, and λ * = λ n−1 [H] otherwise. By Theorem 13 (i) it follows that
This implies that there exists c > 0 such that if
. This together with (5.3) implies the existence of c > 0 such that if δ ∞ (φ,φ) < c
Applying this inequality for k = n − 1, . . . , n + m, we deduce that if
Hence dim RanP G (w −1H w) = m and by the well-known Riesz formula we have that
where Γ(θ) = λ + ρe iθ , 0 ≤ θ < 2π. Hence
Let c 1 be as in Theorem 8 (i). By Theorem 8 (i) and Remark 11 and by observing that λ − ρ ≤ |ξ| ≤ λ + ρ and 1/|ξ| ≤ 1/ρ for all ξ ∈ Γ, it follows that if 
Exactly the same is true for statement (ii) where c depends also on q 0 , C, γ, |Ω|.
We are going to apply the stability estimates of Theorem 16 to obtain stability estimates for eigenfunctions. For this we shall need the following lemma. 
where P U , P V are the orthogonal projectors onto U, V respectively.
Proof.
Step 1. Clearly P U − P V ≤ 2. If 1 ≤ P U − P V ≤ 2 then estimate (5.10) obviously holds for any choice of an orthonormal basis v 1 , . . . , v m of V so we assume that P U − P V < 1. Let u ∈ U, u = 1. Then
Letting z = P V u/ P V u we have z = 1 and
and therefore
Step 2. Assume that P U − P V ≤ 1/6, and
We shall prove that
Indeed, we have for k = l
and the claim is proved by recalling (5.11).
Step 3. One can easily see that since P U − P V < 1, the vectors z 1 , . . . , z m are linearly independent. Thus we can apply the Gram-Schmidt orthogonalization procedure, i.e., define
(5.15)
Also for s = k, . . . , m,
Step 4. We shall prove that for all k = 2, . . . , m 18) provided that
We prove this by induction. If k = 2 then by (5.13) and (5.
, hence by (5.15),
and by (5.16) and (5.13) for s = 3, . . . , m also
Let 2 ≤ k ≤ m−1. Assume that inequalities (5.17) and (5.18) under assumption (5.19) are satisfied for all 2 ≤ j ≤ k. By assuming the validity of (5.19) for k + 1, by (5.15) we obtain
Similarly, by (5.16) and (5.13) for all s = k + 2, . . . m
Step 5. To complete the proof, we note that by (5.12) we have
while if (5.19) does not hold then P U − P V > 10/(3 · 5 k ) and therefore
This completes the proof of the lemma. 
for all k = n, . . . , n + m − 1.
( 
ii) Let in addition (P) be satisfied by the operators H,H and T
Proof. We shall only prove statement (ii) since the proof of statement (i) is similar. We first note that 
In order to complete the proof it is enough to observe that
In the following theorem we estimate the deviation of the eigenfunctions 
(ii) Let in addition (P) be satisfied by the operators L,L andL for the same q 0 , γ and C. Let s = [q 0 /(q 0 − 2)] max{2, α + 2γ}. Then there exists c 2 > 0 depending only on N, τ, θ, α, c
Remark 21
We note that if in addition the semigroup e −Lt is ultracontractive then the eigenfunctions are bounded hence
Proof of Theorem 20. We set 
) of L corresponding to the eigenvalue λ. Then by changing variables in integrals we obtain
In the same way 
On regularity of eigenfunctions
In this section we obtain sufficient conditions for the validity of conditions (P1) and (P2). We begin by recalling the following known result based on the notion of ultracontractivity which guarantees the validity of property (P1) under rather general assumptions, namely under the assumption that a Sobolev-type Embedding Theorem holds for the space V.
Lemma 22
Let Ω be a domain in R N of finite measure and V a closed subspace of
for all u ∈ V. Then the following statements hold:
(ii) The eigenfunctions of the operators H,H and T * ST satisfy (P1) with
, where C depends only on p, D, τ, θ, c * .
Proof. For the proof of statement (i) we refer to [3, Thm. 7] where the case V = W 1,2 (Ω) is considered. The proof works word by word also in the general case. The proof of statement (ii) is as in [3, Thm. 7] where it is proved that for the Neumann Laplacian property (P1) is satisfied if (6.1) holds: this proof can be easily adapted to the operators H,H and T * ST . 2
We now give conditions for the validity of property (P2). We consider first the case when an a priori estimate holds for the operators L,L, which is typically the case of sufficiently smooth open sets and coefficients. Then we consider a more general situation based on an approach which goes back to Meyers [18] .
The regular case
Recall that an open set in R N satisfies the interior cone condition with the parameters R > 0 and h > 0 if for all x ∈ Ω there exists a cone K x ⊂ Ω with the point x as vertex congruent to the cone
In this paper the cone condition is used in order to guarantee the validity of the standard Sobolev embedding.
The next theorem is a simplified version of [6, Theorem 5.1].
Theorem 23
Let R > 0, h > 0. Let U be an open set in R N satisfying the interior cone condition with the parameters R and h, and let E be an operator in L 2 (U) satisfying the following a priori estimate:
Assume that Eψ = λψ for some λ ∈ C. Then there exists c > 0, depending only on R, h, N and B, such that for µ = 0, 1, The general case
Here we shall assume that V = cl W 1,2 (Ω) V 0 where V 0 is a space of functions defined on Ω such that
The following theorem is a variant of a result of Gröger [13] ; see also [2] .
Theorem 25 Let (A) be satisfied. Assume that there exists q 1 > 2 such that the
′ has a bounded inverse for all 2 ≤ q ≤ q 1 . Then there exist q 0 > 2 and c > 0, depending only on V 0 , τ and θ such that if u is an eigenfunction of one of the operators H,H, T * ST and λ is the corresponding eigenvalue then
Moreover, if Ω is such that the interior cone condition holds then there exists c > 0 depending only on V, τ and θ such that
Proof. We prove the statement for the operator T * ST , the other cases being similar. We divide the proof into three steps.
Step 1. We define
there exist β > 0 and 0 < c < 1 depending only on N, τ and θ such that 6) for all u ∈ W 1,q (Ω) and ψ ∈ W 1,q ′ (Ω).
Step 2. Using the fact that (I − ∆ 2 )
is continuous and by observing that 2/(c + 1) > 1, it follows that there exists q 0 > 2 such that
2 Here we use f
for all 2 ≤ q ≤ q 0 . By (6.6) it then follows that for all 2 ≤ q ≤ q 0 ,
Step 3. By (6.8) it follows that the operator
has a bounded inverse such that
Then (6.4) follows by (6.9), (6.10) and by observing that
for all ψ ∈ V q ′ . Now, if Ω satisfies the interior cone condition, then the standard Sobolev embedding holds. Thus, if q > 2 then
. By (6.11) we have 12) and the last supremum is finite due to the Sobolev embedding. [11, Thm. 2.4.4] and [3, Lemma 10] . Thus by the second part of Theorem 25 it follows that both properties (P1) and (P2) are satisfied for some q 0 > 2 and γ = N(q 0 − 2)/(4q 0 ) for any N ≥ 2.
If Ω is of class C 0,ν (i.e., Ω is locally a subgraph of C 0,ν functions) with 0 < ν < 1, then inequality (6.1) is satisfied with p = 2(N + ν − 1)/(N − ν − 1), for any N ≥ 2 (see also [3] ). Thus Lemma 22 implies that condition (3.2) holds for any α > (N + ν − 1)/(2ν) and that the operators H,H, T * ST, L,L,L satisfy property (P1) with q 0 = ∞ and γ = (N + ν − 1)/(4ν).
Estimates via Lebesgue measure
In this section we consider two general examples to which we apply the results of the previous sections in order to obtain stability estimates via the Lebesge measure.
Let A ij ∈ L ∞ (R N ) be real-valued functions satisfying A ij = A ji for all i, j = 1, . . . , N and condition (2.2). Let Ω be a bounded domain in R N of class C 0,1 , and let Γ be an open subset of ∂Ω with a Lipschitz boundary in ∂Ω (see Definition 27 below). We consider the eigenvalue problem with mixed Dirichlet-Neumann boundary conditions
where ν denotes the exterior unit normal to ∂Ω. Observe that our analysis comprehends the 'simpler' cases Γ = ∂Ω (Dirichlet boundary conditions) or Γ = ∅ (Neumann boundary conditions), as well as all other cases where Γ is a connected component of ∂Ω (the boundary of Γ in ∂Ω is empty). See [13] for details. We denote by λ n [Ω, Γ] the sequence of the eigenvalues of problem (7.1) and by ψ n [Ω, Γ] a corresponding orthonormal system of eigenfunctions in L 2 (Ω). In this section we compare the eigenvalues and the eigenfunctions corresponding to open sets Ω andΩ and the associate portions of the boundaries Γ ⊂ ∂Ω andΓ ⊂ ∂Ω. To do so we shall think of Ω as a fixed reference domain and we shall apply the results of the previous sections to transformations φ andφ defined on Ω, where φ = Id andφ is a suitably constructed bi-Lipschitz homeomorphism such thatΩ =φ(Ω) andΓ =φ(Γ).
Before doing so, we recall the weak formulation of problem (7.1) on Ω. Given Γ ⊂ ∂Ω we consider the space W 
Local perturbations
In this section we consider open sets belonging to the following class. 
We shall assume that the corresponding sets Γ ⊂ ∂Ω,Γ ⊂ ∂Ω, where Dirichlet boundary conditions are imposed, are such that
where P R (−1) W denotes the orthogonal projector onto R (−1) W . Given Γ, condition (7.3) uniquely determinesΓ.
Theorem 29
Let Ω ∈ C 
1 , wherẽ Γ ⊂ ∂Ω is determined by condition (7.3) .
(ii) Let λ[Ω, Γ] be an eigenvalue of multiplicity m and let n ∈ N be such that
There exists c 2 > 0 such that the following is true: ifΩ ∈ C 0,1 
Moreover, if in addition
for allx ∈ W , and such that
and Φ is a bi-Lipschitz homeomorphism of
where τ depends only on N, M, δ.
Proof. The proof is as in [5, Lemma 4 .1] where the case g 2 ≤ g 1 was considered: here we simply replace g 1 − g 2 by |g 1 − g 2 |.
Proof of Theorem 29. We shall apply Theorems 13 and 20 with φ = Id andφ given byφ
Here Φ is defined as in Lemma 30 for g 1 = g and g 2 =g, where g,g are the functions describing the boundary in V of Ω,Ω respectively, as in Definition 28. Then clearly φ,φ ∈ Φ τ (Ω), where τ depends only on N, V, M, ρ. Clearly φ(Ω) = Ω andφ(Ω) =Ω. Moreover,φ(Γ) =Γ, hence
Moreover, condition (3.2) is satisfied for any α > N/2, see Remark 1. Hence assumption (A) is satisfied. Observe that by (7.9) and by the boundedness of the coefficients A ij , 
Global normal perturbations
Let Ω be a bounded domain with C 2 boundary. It is known that there exists t > 0 such that for each x ∈ (∂Ω) t := {x ∈ R N : dist(x, ∂Ω) < t} there exists a unique couple (x, s) ∈ ∂Ω×] − t, t[ such that x =x + sν(x). Clearlyx is the (unique) nearest to x point of the boundary and s = dist(x, ∂Ω). One can see that, by possibly reducing the value of t, the map x → (x, s) is a bi-Lipschitz homeomorphism of (∂Ω) t onto ∂Ω×] − t, t[. Accordingly, we shall often use the coordinates (x, s) to represent the point x ∈ (∂Ω) t . In this section we consider deformationsΩ of Ω of the form Ω = (Ω \ (∂Ω) t ) ∪ {(x, s) ∈ (∂Ω) t : s < g(x)} (7.13) for appropriate functions g on ∂Ω.
Definition 31 Let Ω and t be as above. Let 0 < ρ < t and M > 0. We say that the domainΩ belongs to the class C 1 , whereΓ ⊂Ω is given by (7.14) . 
Appendix
In this section we briefly discuss how Theorem 8 can be used to obtain stability estimates for the solutions of the Poisson problem. 
By the Sobolev embedding it follows that if N ≥ 3
The same is true for N = 2 provided |D| 1/N is replaced by |D| 
Thus, the statement follows by combining the estimates above. 2
We now apply the previous theorem in order to estimate u −ũ L 2 (Ω∪Ω) where u,ũ are the solutions to the following mixed boundary valued problems andΩ is either a local perturbation of Ω as in Section 7.1 or a global normal perturbation as in Section 7. The next theorem is a simple corollary of Theorem 33 and inequality (7.11).
