Proton transport along water chains is thought to be essential for the translocation of protons over large distances in proteins. In this paper the real-time nonequilibrium quantum dynamics of proton transport along chains of three or four water molecules is simulated using the multiconfigurational molecular dynamics with quantum transitions method. A linearly increasing external electric field is applied to the water chain to model the field exerted by a protein, and restraints are applied to the oxygen atoms to model the structural constraints of the protein. The simulations indicate that fluctuating electric fields and structural constraints strongly affect the dynamics of proton transport along water chains. In addition, quantum mechanical effects such as hydrogen tunneling and nonadiabatic transitions play an important role under certain nonequilibrium conditions.
I. INTRODUCTION
Proton transport along chains of hydrogen-bonded water molecules is thought to play an important role in the fast translocation of protons over large distances in proteins. For example, experimental evidence indicates that water chains are critical in the proton pumping mechanisms of transmembrane proteins such as bacteriorhodopsin, 1,2 photosynthetic reaction centers, 3, 4 and cytochrome f. 5 In this paper we study the dynamical aspects of the proton transport mechanism along chains of three or four water molecules.
Recently numerous simulations of proton transfer in water have been performed. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] The light mass of the transferring hydrogen atom gives rise to significant quantum mechanical effects, which have been incorporated into simulations using a variety of mixed quantum/classical methods. For example, Pomès and Roux used Feynman path integral methods to study the equilibrium properties of protonated chains of water molecules, 6, 7 and Lobaugh and Voth used the centroid molecular dynamics method to study the dynamics of a single proton transfer reaction in water. 8 In Refs. 16 and 17, two of us developed the multiconfigurational molecular dynamics with quantum transitions ͑MC-MDQT͒ method for the real-time quantum dynamical simulation of multiple proton transfer reactions. This method combines a multiconfigurational self-consistent-field ͑MC-SCF͒ formulation for the vibrational wave function 18 with the MDQT nonadiabatic mixed quantum/classical molecular dynamics method. The MC-MDQT method allows the quantum dynamical nonequilibrium simulation of multiple proton transfer reactions in chains of water molecules. In Ref. 17 we applied this methodology to multiple proton transfer in a protonated chain of three hydrogen-bonded water molecules. Sample trajectories were initialized in a nonequilibrium configuration with the extra proton localized on the end water molecule and were propagated using adiabatic mixed quantum/classical molecular dynamics methods ͑since nonadiabatic effects were determined to be insignificant for these sample trajectories͒. In all of the sample trajectories the extra proton quickly transferred to the central water molecule and remained in this stable configuration.
In this paper we study the more biologically relevant process of proton transport from one end of the water chain to the other. As mentioned above, this process is important in a wide range of proteins. We apply a linearly increasing external field to the water chain to model the field exerted by a protein and apply restraints to the oxygen atoms to model the structural constraints of a protein channel. We use the nonadiabatic molecular dynamics method MC-MDQT since in many cases nonadiabatic effects are found to be significant.
An outline of this paper is as follows. In Section II we summarize the methodology and describe the details of our simulations. The simulation results for protonated chains of both three and four water molecules are discussed in Section III, and concluding remarks are presented in Section IV.
a͒ Author to whom correspondence should be addressed.
MDQT
In this section we outline the general molecular dynamics with quantum transitions ͑MDQT͒ 34, 42 method for incorporating nonadiabatic transitions in mixed quantum/classical molecular dynamics simulations. The fundamental principle of MDQT is that an ensemble of trajectories is propagated, and each trajectory moves classically on a single adiabatic surface except for instantaneous transitions among the adiabatic states. These transitions are incorporated according to a stochastic algorithm based on the time evolution of the occupation probabilities of the states. This method was originally developed for the incorporation of electronic transitions 42 and was then utilized to incorporate transitions among the proton vibrational states in proton transfer reactions. 34 Several other surface hopping methods have been utilized to incorporate transitions among electronic states. [43] [44] [45] In MDQT the classical coordinates R are assumed to follow some trajectory R(t). Then the total Hamiltonian H(r,R), where r denotes the quantum coordinates, depends on time through the classical trajectory R(t). The total Hamiltonian H(r,R) is the sum of the kinetic energy of the classical coordinates and the quantum Hamiltonian H q (r,R), which in turn is the sum of the kinetic energy of the quantum coordinates and the total potential energy. The timedependent quantum wave function ⌿(r,R,t) is expanded in terms of the instantaneous adiabatic eigenstates ⌽ n (r;R(t)) of the quantum Hamiltonian H q (r,R):
where the eigenstates ⌽ n (r;R) depend parametrically on the classical trajectory R(t). Substitution of this equation into the time-dependent Schrödinger equation yields the equations of motion for the quantum amplitudes c n (t):
where d nk is the nonadiabatic coupling vector d nk ͑R͒ϭ͗⌽ n ͑r;Rٌ͉͒ R ⌽ k ͑r;R͒͘ and brackets denote integration over only the quantum coordinates r. Simultaneously with the integration of the classical trajectory R(t), Eq. ͑2͒ is integrated to obtain the timedependent density matrix with elements a kn (t)ϭc k (t)c n *(t).
͑Note that the diagonal elements of the density matrix give the occupation probabilities of the instantaneous adiabatic eigenstates at time t.͒ MDQT implements the ''fewest switches'' algorithm presented by Tully, which correctly apportions trajectories among states according to the quantum probabilities ͉c n (t)͉ 2 with the minimum required number of quantum transitions. In order to conserve total energy when a state switch occurs, the velocities are adjusted as if there were a force in the direction of the nonadiabatic coupling vector. If there is not enough energy available in this component of the velocity, the state switch does not occur and the velocity in the direction of the nonadiabatic coupling vector is reversed. 34 We determined that the violation of momentum conservation that results from this velocity reversal is the same order of magnitude as those that occur during accepted state switches for the systems studied in this paper.
References 46 and 47 illustrate that the MDQT method produces similar results to fully quantum dynamical calculations for simple one-dimensional model systems representing both single and double proton transfer.
MC-SCF vibrational wave functions
In the initial application of MDQT to proton transfer, only the single transferring hydrogen atom was treated quantum mechanically, while all other nuclei were treated classically. 34 The simulation of multiple proton transfer reactions requires the quantum mechanical treatment of multiple hydrogen atoms. In order to incorporate the significant correlation between the quantum hydrogen atoms in a computationally practical way, we developed the MC-MDQT method, which combines MC-SCF vibrational wave functions with the MDQT method. 16, 17 In this section we briefly summarize the calculation of the MC-SCF vibrational wave functions.
For a general system of N quantum particles or vibrational modes, the adiabatic eigenstates are approximated by a normalized linear combination of single configurations:
where the single configurational wave functions J (r) are products of the orthonormal one-particle states j k (k) :
Here Jϭ( j 1 , j 2 , . . . , j N ) and Q is the total number of configurations ͑i.e. the number of unique values of J). Furthermore, each one-particle state j (k) (r k ;R) can be expanded in a basis of K k basis functions ␣ (k) (r k ):
In this paper for simplicity we are assuming that each quantum particle moves in one dimension so that the coordinates r k are scalar quantities. The generalization to threedimensional motion is conceptually straightforward. In addition, for simplicity we will restrict our discussion to real basis functions, states, and configurations. Application of the variational principle to the energy E ϭ͗⌽ n ͉H q ͉⌽ n ͘ subject to the orthonormality conditions for the one particle wave functions j (k) and the adiabatic eigenstates ⌽ n leads to a set of matrix equations for the configuration interaction coefficients d nJ and the single particle expansion coefficients c j␣ (k) . These matrix equations must be solved self-consistently. In our previous paper 17 we proved analytically that with an appropriate choice of basis functions the Hellmann-Feynman forces equal the ''exact'' forces, so the computationally expensive calculation of Pulay corrections 48, 49 to the Hellmann-Feynman forces is avoided. In Ref. 17 we compared this MC-SCF method to full configuration interaction calculations for a protonated chain of three water molecules. The remarkable agreement between the two methods for the forces and the four lowest energy states validates the use of this MC-SCF method with the MDQT method.
Note that the principle of combining a multiconfigurational vibrational wave function with the MDQT method was developed and implemented with an approximate MC-SCF method in Ref. 16 , and the variational MC-SCF method was developed and implemented for adiabatic molecular dynamics simulations in Ref. 17 . This paper combines the variational MC-SCF method with the MDQT method: for each MDQT time step we use the approximate MC-SCF method described in Ref. 16 to obtain the initial guess for the wave function and then implement the variational MC-SCF method derived in Ref. 17 to calculate the variational wave function.
B. Simulation details
The interactions in the protonated water chains are modeled by the PM6 dissociable polarization model developed by Stillinger and coworkers. [50] [51] [52] The basic elements of the PM6 model are bare H ϩ and O 2Ϫ atoms, which allows dissociation of the water molecules into ionic fragments. The oxygen atoms are polarizable, so the interaction potential consists of both pairwise additive terms and many-body polarization terms due to the induced dipole moments. The PM6 model was parametrized to reproduce the structures and energies of small cationic and anionic water clusters. The model also provides a qualitatively ͑but not quantitatively͒ correct description of the dependence of the barrier height for proton transfer on the donor-acceptor distance in H 5 O 2 ϩ . 7 Unfortunately, currently available models that are more quantitatively accurate are too computationally expensive for our mixed quantum-classical dynamics simulations. In this paper our calculations were performed in the presence of an applied electric field EϭEẑ, where the field has magnitude E and is directed along the z axis ͑which corresponds to the axis along the water chain͒. From standard electrostatics, the potential energy due to the interaction of the charges of the bare H ϩ and O 2Ϫ atoms with the applied electric field is V int ϭϪ͚ i q i Ez i , where the sum is over all atoms i, and z i and q i represent the z component of the position and the charge, respectively, of atom i. In addition, the applied electric field is added to the electric field due to the charges and dipole moments for the calculation of the induced dipole moments on the oxygen atoms. [50] [51] [52] Note that this interaction between the applied field and the water chain is included in the calculation of the adiabatic states.
In our simulations only those protons that form hydrogen bonds within the water chain are treated quantum mechanically. ͑Thus, two hydrogen atoms are treated quantum mechanically for the water trimer, and three hydrogen atoms are treated quantum mechanically for the water tetramer.͒ All oxygen atoms and the remaining hydrogen atoms are treated classically. The restricted number of quantum protons is due to the computational expense of the multidimensional integrals that need to be evaluated in the calculation of the many-body potential surface. The classical protons are constrained to a fixed O-H bond length in order to avoid nonphysical vibrational coupling between the quantum and classical protons. The angle within each water molecule is not constrained, however, and thus is allowed to bend. ͑Note that coupling between the OH stretching and HOH bending modes is not expected to play a significant role during the relatively fast proton shuttle process studied in this paper.͒ The accurate incorporation of the couplings among all of the stretching and bending modes is a direction for future research. The classical equations of motion are integrated using the RATTLE method for constrained molecular dynamics, 53 which is based on the velocity Verlet algorithm, using a time step of ⌬tϭ0.0625 fs. The quantum protons are restricted to move in one dimension along the oxygenoxygen axes, i.e., the quantum proton wave functions are represented on one-dimensional grids along the O-O axes. These grids span 3 Å and are centered around the midpoint of the relevant oxygen-oxygen axis for each quantum proton. For the protonated trimer we use 51 grid points per onedimensional grid, and for each quantum proton we use 18 one-particle basis functions consisting of 3 sets of 6 basis functions centered roughly around the positions of the potential minima for a double well potential and a single well potential, respectively. In addition, for the protonated trimer we include 9 configurations in our expansion of the MC-SCF adiabatic wave functions. We found that for convergence of energy and forces slightly different parameter values are required for the protonated tetramer. Thus, for the protonated tetramer we use 61 grid points per quantum particle, 24 oneparticle basis functions, and 8 configurations. The larger number of configurations used for the trimer is in excess of the number required for acceptable convergence. For all of our simulations the basis functions are chosen as Hermite polynomials ͑represented on a grid͒ with the characteristic frequency of ϭ2000 cm Ϫ1 , and the MC-MDQT calculations include the 3 adiabatic states lowest in energy. In order to keep the chain linear it is placed in a channel as described in Ref. 17 .
Note that re-orientations of the water molecules will change the identity of the hydrogen-bonding protons. Since we quantize only the hydrogen-bonding protons and constrain them to remain along the axis between two specified oxygen atoms, we are not allowing these types of reorientations to occur. ͑Molecular rotations around this axis are allowed, however, as well as angle bending within each water molecule.͒ The application of this method to a proton channel in a protein will assume that once an excess proton arrives at one end of the chain, the proton transport shuttle occurs much faster than these re-orientations.
In order to save computer time, the potential surface is updated only every ten time steps in regions where the potential energy is higher than 1000 k B T above the potential minimum. However, it is updated every time step in all other regions. This procedure cuts the number of grid points to be evaluated at intermediate time steps by approximately a factor of 1.5 or more in each dimension ͑depending on specific conditions͒, which results in considerable computational savings without significantly decreasing the accuracy. In order to further reduce computation time we use a predictor scheme for the induced dipole moments. 54 For 2 quantum protons a 1000 time step trajectory takes approximately 70 min on one node of an IBM SP2/9076, and for 3 quantum protons the computation time increases to 25 h on a Cray C916.
The equilibration and preparation process that generates input configurations for our nonequilibrium simulations is quite involved. The starting conditions are intended to mimic the situation in a transmembrane protein, where a proton is transferred from an amino acid to one end of a water chain that is embedded in a channel within the protein. The first stage of the preparation process involves classical equilibrium simulation of a non-protonated chain of water molecules. These simulations are done in a canonical ensemble, where the temperature is maintained at 300 K by a Nosé thermostat. 55, 56 After equilibration, a configuration of the simulated classical chain is stored every picosecond. At the beginning of the second stage of preparation an extra proton is added at a random angle to the end of the chain in each of these stored configurations. In addition, strong springs ͑with a force constant of kϭ500 kcal/mole Å Ϫ2 ) are applied to restrain the oxygen atoms to move around their initial positions to prevent relaxation to a shorter O-O distance, which would lead to a single well potential for a quantum proton. ͑Note that in proteins typically the water molecules in the chain are hydrogen bonded to the protein, 57 which constrains the motion of the oxygen atoms.͒ The second equilibration stage involves classical constant temperature equilibration for 10 ps. In this manner we create protonated water chains in which the extra proton is bound to a water molecule at the end of the chain and the oxygen-oxygen distances are similar to the distances in non-protonated water chains.
The third preparation stage involves quantum equilibration. This stage consists of adiabatic molecular dynamics simulations with the temperature still maintained by a Nosé heat bath. In the equilibrium configuration for the mixed quantum-classical protonated trimer in the gas phase, both quantum protons are bound to the middle oxygen of the chain in the absence of an external electrical field ͑see Fig. 1 ͑a͒͒. Clearly, this does not result in useful initial configurations for the study of proton transport along the chain. We found that in order to ensure that the quantum proton of the H 3 O ϩ at the end of the chain remains bound to the end water molecule during quantum equilibration we need to impose an external electric field. In these simulations we use a field of Ϫ5ϫ10 7 V/cm, where the minus sign indicates that the field opposes proton transfer. For the protonated tetramer a slightly larger external field of Ϫ6.75ϫ10
7 V/cm is required to stabilize the nonequilibrium starting configurations with an H 3 O ϩ at the end of the chain of water molecules. At this stage the oxygens are still restricted by a strong harmonic potential: springs pull them back to their initial positions in order to prevent the occurrence of a single well potential ͑which happens when the O-O distance becomes too small͒. The system is equilibrated in this manner for 1000 time steps ͑62.5 fs͒. We discard final configurations in which the quantum protons do not form OH bonds with the oxygens to which they were bound initially. A typical final configuration for the trimer is shown in Fig. 2͑a͒ .
These final configurations are used as input configurations for our nonadiabatic molecular dynamics simulations. For these simulations the Nosé method is no longer implemented, so the temperature is allowed to vary. In order to induce the protons to transfer along the protonated trimer, the electric field is increased a constant amount each time step from Ϫ5.0ϫ10 7 V/cm to 6.25ϫ10 7 V/cm, where the change in sign indicates a change in the direction of the field. ͑Note that in these nonequilibrium simulations the initial and final situations are not identical.͒ This final field stabilizes the configuration where all quantum protons have transferred. Similarly the external field is increased from Ϫ6.75 ϫ10 7 V/cm to 8.44ϫ10 7 V/cm for the tetramer. These large fields are not unreasonable representations of local electric fields in proteins, as shown in Ref. 58 . The linear time dependence of the field, however, was chosen for simplicity and does not represent the complex field oscillations expected in the protein environment. A more realistic treatment will require insertion of the water chain into a dynamical protein environment, which is a direction of current research.
III. RESULTS

A. Protonated water trimer
As explained in the previous section, we start the nonequilibrium trajectories with an equilibrated H 3 O ϩ at the left end of the chain, as depicted in Fig. 2͑a͒ . Recall that for the protonated water trimer the two hydrogen-bonding protons
are treated quantum mechanically. The effective onedimensional potential energies ͑as defined in Ref. 16͒ for the two quantum protons in a typical nonequilibrium initial configuration are depicted in Fig. 3 . The average distances between the oxygen atoms surrounding the first and second quantum protons in the nonequilibrium initial configurations are 2.84 Å and 3.02 Å, respectively. Figure 2 shows the fundamental steps in the proton transfer mechanism that we observe: as the field increases, first the left quantum proton transfers to the middle oxygen atom, and then after a considerable time the right quantum proton transfers from the middle oxygen atom to the oxygen atom on the right side of the chain. We label the quantum protons as first, second, and so forth from the left end to the right end of the chain. ͑In this figure the quantum protons are obviously wave functions rather than particles, but for illustrative purposes we depict them as particles centered at the expectation values of their coordinates. Moreover, OH bonds are drawn when the OH distance is in the range of an OH bond in water.͒ Details of the dynamics depend on the choice of values for the ramping speed of the field and the strength of the harmonic potential restraining the oxygens. In this paper we define the crossing time of a given proton as the time at which this proton crosses the midpoint between its two oxygen ''neighbors'' for the first time, irrespective of which quantum state is occupied at that time. We define the transfer time for a given proton as the first time at which this proton has formed an OH bond with the acceptor ͑i.e. the distance between the center of mass of the quantum proton and the accepting oxygen is in the range of a regular OH bond in water͒ and the system is in its ground state.
We performed two series of nonadiabatic ͑MC-MDQT͒ simulations for a protonated chain of three water molecules. In the first series of simulations, the trajectories are stopped when both quantum protons have transferred according to the definition above. This situation mimics the biologically relevant situation in which the proton is quickly transferred to an amino acid in the protein after reaching the end of the water chain. The oxygen atoms are restrained to their positions in the input configurations with a harmonic potential with a force constant of 150 kcal/͑mole Å 2 ). ͑The value of this force constant has no specific connection to the structural constraints of a protein environment but rather was chosen for practical purposes to maintain double well potentials between the oxygen atoms while still allowing significant motion of the oxygen atoms.͒ These simulations are performed for five different ramping rates of the electric field: 2.5ϫ10 5 ). We integrated 100 trajectories for each of these ramping rates. Figure 4 depicts the average crossing time for each of the two quantum protons and the average time at which the stopping criterion is satisfied for different ramping rates of the external field. The time at which the field reaches its maximum is also indicated for the different ramping rates. Trajectories that fail to satisfy the stopping criterion after 1000 time steps are discarded for this analysis, so the average stopping time is a lower bound. ͑The number of trajectories that did satisfy the criterion is given in Table I .͒ For these simulations, the ramping rate of the external field directly controls the transfer process. Thus, the crossing times increase with the ramping rate. The first proton always crosses its origin slightly after the external field passes through zero ͑i.e. changes direction͒. After this crossing, a new OH bond is formed almost immediately ͑after 0 and 7 time steps for the fastest and slowest ramping speeds, respectively͒. Thus, for the first proton the transfer time is only slightly longer than the crossing time. Figure 4 illustrates that for the second proton the transfer time is also only slightly longer than the crossing time for the faster ramping rates. However, the difference between the transfer time and the crossing time for the second proton increases as the ramping rate decreases and becomes significant for the slower ramping rates. Furthermore, Fig. 4 illustrates that the difference between the crossing time for the second proton and the time at which the field reaches its maximum value also increases as the ramping rate decreases. For the slower ramping rates we observed that often the second proton is still on the donor side after the external field reaches its maximum value, which leads to a smaller driving force for the second proton to transfer. Moreover, for slower ramping rates we observed that the second proton moves back and forth around its midpoint before forming a new OH bond, resulting in a significant difference between the crossing and the transfer time. These observations indicate that the transfer process is direct and fast for rapid ramping of the external field, whereas the transfer process is more indirect and involves alternative pathways for slow ramping rates.
The significance of nonadiabatic effects also depends on the ramping speed of the electric field. Table I presents the quantum probability of the ground state both averaged over all time and at the time the stopping criterion is satisfied. ͑In both cases the quantity is averaged over all trajectories.͒ For the highest ramping rates the process is primarily adiabatic. As mentioned above, in this case the dynamical pathways involved in the proton transfer reactions are direct ͑i.e. the proton transfers almost immediately after it crosses its midpoint͒. Only for the slowest ramping rate are nonadiabatic effects considerable. We have observed that these nonadiabatic events become important mainly after the maximum value for the external field is reached. As discussed above, for the slowest ramping speed the second proton often has not yet transferred when the maximum value for the external field is reached. Moreover, the difference between the time at which the second proton transfers and the time at which it crosses its midpoint is significant for the slowest ramping speed. In this case the second proton moves back and forth around its midpoint before forming a new OH bond. Table I suggests that nonadiabatic effects play a role in these alternative pathways that become accessible for the slower ramping speeds. ͑This explains why these results are in contrast to the standard notion that a slower field would lead to a more adiabatic process.͒ Note that we excluded the trajectories that do not satisfy our stopping criterion after 1000 time steps in this analysis. Three quarters of these trajectories were in the first excited state at the time they were stopped, and only one trajectory in the remaining quarter exhibited no nonadiabatic transitions. Thus, our stopping criterion results in a slightly biased view, but since the maximum number of rejected trajectories is only 10% we do not expect this to be a significant effect.
In the second series of simulations we studied the longtime behavior of the dynamics by running trajectories for 62.5 fs ͑1000 time steps͒. These simulations were performed for one ramping rate of the field, 1.0ϫ10 6 V/͑cm ⌬t͒, and for three different spring constants k s restraining the oxygen atoms to their positions in the input configurations: k s ϭ0.0, 150, and 500 kcal mole Ϫ1 Å Ϫ2 . We ran 100 trajectories for each of these force constants. We observed significant nonadiabatic effects that occurred mainly after the field reached its maximum value. Figure 5 depicts the quantum probabilities of the ground state and the first excited state as a function of time averaged over the trajectories. These results illustrate that greater flexibility of the chain leads to larger FIG. 4 . The effect of the ramping rate of the field on several characteristic times: the average crossing times of the first and second proton (t cross,1 and t cross,2 ), the average time at which both protons have transferred (t trans,2 ), and the time at which the field reaches its maximum strength ͑t max ). The error bars shown for t cross,1 and t cross,2 are standard deviations. ⌬E is the ramping rate ͑i.e. the change in the applied electric field per time step͒. Note that this is a log-log plot. TABLE I. Occupation probability of the ground state averaged over all time and at the time the stopping criterion is satisfied for different ramping speeds of the electric field. Error estimates are standard deviations and are given in parentheses. The number of completed trajectories pertains to the 100 trajectories run for each ramping speed, as described in the text.
Ramping speed # completed Occupation probability of groundstate nonadiabatic effects. This phenomenon arises in part from the larger temperature increase for more flexible chains. As discussed in Section II, the MDQT surface hopping algorithm is formulated in such a way that for a large number of trajectories ͑ignoring the difficulties with classically forbidden states͒, the actual occupation of a state at a given time is equivalent to the ensemble average of the quantum probabilities at that time. However, we expect a statistical error of approximately 10% for our 100 trajectories. Table II and Figure 5͑b͒ compare the quantum probabilities to the actual fraction of trajectories in each state. Although these results illustrate that surface hopping reproduces the correct qualitative trends, the magnitude of the discrepancies suggests that they are most likely not due only to insufficient statistics. The discrepancies may stem from the considerable number of rejected state switches in these simulations ͑Ϸ25%͒. As discussed in Section II, state switches are rejected if there is insufficient energy in the component of velocity in the direction of the nonadiabatic coupling to maintain energy conservation. These discrepancies may decrease in a protein environment due to the larger number of degrees of freedom. In any case, this is an area for future investigation.
B. Protonated water tetramer
The high computational cost for the protonated water tetramer limits the number of integrated trajectories. Unless explicitly stated otherwise, the trajectories were stopped after all three quantum protons were transferred according to the definition above. We ran 2 trajectories in the absence of a harmonic restraining potential ͑k s ϭ0 kcal mole Ϫ1 Å Ϫ2 ): one with a ramping speed of 10 6 V cm Ϫ1 ⌬t Ϫ1 and one with a ramping speed of 5ϫ10 5 V cm Ϫ1 ⌬t Ϫ1 . In addition, a total of 16 trajectories were run for a harmonic potential of intermediate strength k s ϭ150 kcal mole Ϫ1 Å Ϫ2 : 6 for a rapid ramping rate of 10 6 V cm Ϫ1 ⌬t Ϫ1 and 10 for a lower ramping rate of 5ϫ10 5 V cm Ϫ1 ⌬t Ϫ1 . For the higher ramping rate 4 trajectories were integrated for an extended time of 31.25 fs ͑500 time steps͒, while for the lower ramping rate five of the trajectories were integrated for this extended time. In these extended trajectories the external field was leveled off at the instant of the transfer of the third proton.
In the absence of restraining forces on the oxygen atoms ͑k s ϭ0 kcal mole Ϫ1 Å Ϫ2 ) the third proton does not transfer to the right end of the chain because the flexible chain has sufficient time to rearrange itself during the first two proton transfer reactions. After this rearrangement the most favorable configuration is similar to the equilibrium configuration FIG. 5 . ͑a͒ Occupation probabilities of the ground state and first excited state averaged over all ͑relevant͒ trajectories as a function of time for three different harmonic restraints on the oxygen atoms: k s,0 ϭ0, k s,1 ϭ150, and k s,2 ϭ500 kcal mole Ϫ1 Å Ϫ2 . The occupation probability for the second excited state is not shown because it is always smaller than 14%. All trajectories span 62.5 fs ͑1000 time steps͒ with a ramping rate of 10 6 V cm Ϫ1 ⌬t Ϫ1 applied as described in the text. ͑b͒ Comparison of the quantum probabilities ͑dashed line͒ and the actual occupation ͑solid line͒ of the ground state and first and second excited states for the k s,0 trajectories in ͑a͒. The error bars for the quantum probabilities are standard deviations. in the absence of an external field ͑see Fig. 1͑b͒͒ , where the second proton is located midway between the two oxygen atoms in the middle of the chain. We found that nonadiabatic effects are important under these conditions. The occupation probability of the ground state at the end of the trajectory ͑tϭ32.25 fs͒ decreased considerably to 0.50 and 0.66, respectively, for the two trajectories of this type. ͑Neither accepted nor rejected state switches were observed in these two trajectories, but a larger number of trajectories is required to obtain a statistically meaningful result with the stochastic MC-MDQT method.͒ In Fig. 6 the elementary steps of the proton transfer mechanism are shown for the protonated tetramer placed in a harmonic potential with k s ϭ150 kcal mole Ϫ1 Å Ϫ2 . The restraining potential obstructs quick rearrangement of the chain, and the external field drives the succession of proton transfer reactions. Analogous to the protonated trimer, the transfers of the quantum protons do not occur simultaneously but rather occur sequentially. For the ramping rate of 10 6 V cm Ϫ1 ⌬t Ϫ1 the crossing times for the three quantum protons are 1.4, 5.0, and 8.5 fs ͑with standard deviations of 3 ϫ10 Ϫ1 , 2ϫ10 Ϫ1 , and 1 fs respectively͒. For comparison, the crossing times at this ramping rate for the protonated trimer are 0.7 and 6.38 fs ͑with standard deviations of 2.4ϫ10 Ϫ1 and 2.81 fs, respectively͒. Thus, compared to the crossing times for the trimer the first proton crossing occurs later, while the second proton crossing occurs at the same time within numerical error for the tetramer. The occupation probability of the ground state at the time of the third proton transfer ͑0.99͒ is comparable to that of the second proton transfer in the trimer ͑0.97͒. In both cases the proton transport process is primarily adiabatic. The four ''extended'' trajectories of this type exhibit nonadiabatic effects. In 3 of them the average ground state occupation probability is 0.91 at the end of the trajectories, while in the fourth trajectory the ground state occupation probability is 0.15 at the final time. In this latter trajectory the ground state and the first excited state pass through a diabatic crossing, after which the first excited state becomes occupied. This state switch is the only one observed for the tetramer system, and no rejected state switches are observed. For the slower ramping rate of 5 ϫ10 5 V cm Ϫ1 ⌬t Ϫ1 , the crossing times are 2.8, 10.1, and 18.2 fs ͑with standard deviations of 6ϫ10 Ϫ1 , 4ϫ10 Ϫ1 , and 2 fs, respectively͒. For comparison, the crossing times at this ramping rate for the protonated trimer are 1.3 and 14.51 fs ͑with standard deviations of 4.7ϫ10 Ϫ1 and 4.51 fs, respectively͒. As for the trimer, the crossing times increase as the ramping rate decreases for the tetramer. Moreover, as for the trimer nonadiabatic effects during the transport process are more significant for the slower ramping rate. At the instant of the transfer of the third proton the average occupation probability of the ground state is 0.93 ͑compared to 0.99 for the faster ramping rate described above͒. For the slower ramping rate, however, nonadiabatic effects do not increase after the external field has leveled off in the extended trajectories. The average occupation probability of the ground state at the end of these trajectories ͑approximately 13 fs after the transfer of the third proton͒ is 0.90.
The protonated tetramer results illustrate that the strength of the harmonic potential significantly affects the short-time dynamics and occupation probabilities. In contrast, in the protonated trimer the strength of the restraining harmonic potential influences the dynamics and occupation probabilities only after both protons have transferred. These results suggest that longer chains require greater structural restraints to induce the proton to transfer adiabatically from one end of the chain to the other.
Note that the small number of trajectories studied for the tetramer severely limits the statistical accuracy of our results. However, these simulations illustrate the qualitative trends for the tetramer.
IV. CONCLUDING REMARKS
Proton transport along chains of water molecules is thought to play an important role in the fast translocation of protons over large distances in proteins. For example, the proton pumping mechanism of the transmembrane protein bacteriorhodopsin is thought to involve proton transport along a water chain embedded in a channel within the protein. 57 In this case a proton is transferred from an amino acid to one end of the water chain, and the excess proton is transported to the other end of the chain through a series of proton transfer steps. In this paper we utilized the MC-MDQT method to investigate the real-time nonequilibrium quantum dynamics of proton transport along chains of three and four water molecules. In the gas-phase equilibrium configuration for the protonated water trimer the proton is bound to the middle water molecule, while for the protonated tetramer the proton is located halfway between the middle two oxygen atoms. In order to model the biologically relevant process of proton transport from one end of the water chain to the other, we started our simulations in a nonequilibrium configuration with the extra proton bound to one of the end water molecules. In the absence of an external electric field, the proton becomes stuck in the equilibrium configuration before reaching the other end of the chain. In other words, for the protonated trimer the first proton is transferred to the middle water molecule, but the second proton is not transferred. In order to induce the proton to transfer to the end of the chain, we included certain aspects of the protein environment in our simulations. We applied a linearly increasing external field to the water chain to model the field exerted by a protein environment, and we applied restraints to the oxygen atoms to model the structural constraints of a protein channel. By studying different ramping rates of the electric field and different magnitudes of the structural restraints, we obtained a qualitative understanding of these aspects of the protein environment. In chains of three water molecules we found that the proton transport process is direct and adiabatic for fast ramping rates of the external field, whereas the process is more indirect and involves alternative nonadiabatic pathways for slow ramping rates. The ramping rate of the external field directly controls the rates of the proton transfer reactions. For the faster ramping speeds typically the proton transport process is complete before the maximum field is reached, whereas for the slower ramping speeds often the second proton transfer reaction does not occur until after the field reaches its maximum value. Thus, for slower ramping rates the driving force for the second proton transfer reaction is smaller, so the second proton moves back and forth about its midpoint before forming an OH bond. We found that nonadiabatic effects become significant during this vascillating behavior. Moreover, our results indicate that the flexibility of the chain does not significantly affect the proton transport process for the protonated trimer. However, the dynamics after the completion of the proton transport process ͑i.e. after the proton reaches the other end of the chain͒ becomes more nonadiabatic as the flexibility of the chain increases. This phenomenon is due to the greater increase in temperature for more flexible chains and may be less significant in the protein environment as a result of thermal dissipation. Moreover, these long-time nonadiabatic effects may not be important in proteins such as bacteriorhodopsin because the proton is quickly transferred to an amino acid after moving down the water chain.
The results for chains of four water molecules are qualitatively similar to those for chains of three water molecules. The ramping rate of the external field directly controls the rates of the proton transfer reactions, and nonadiabatic effects are more significant for slower ramping speeds. One important difference between the trimer and the tetramer is that the structural restraints significantly affect the proton transport process in the protonated tetramer. In the absence of structural restraints, the third proton transfer reaction does not occur in the tetramer because the chain has sufficient time to rearrange during the first two proton transfer reactions. ͑Note that only two tetramer trajectories were propagated under these conditions, so the generality of this phenomenon is uncertain.͒ Thus, we speculate that structural restraints are more critical for proton transport processes in longer chains.
Our simulations indicate that the fluctuating electric fields and structural restraints of the protein environment strongly affect the dynamics of proton transport along water chains. In addition, these simulations illustrate that nonadiabatic effects play an important role in the proton transfer dynamics of water chains under certain nonequilibrium conditions. We are currently studying the dynamical effects of solvation by solvating various parts of the chain with explicit water molecules. Moreover, we plan to use the MC-MDQT method to study proton transport along a water chain in bacteriorhodopsin to investigate the structural and dynamical effects of a specific protein environment.
