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c© Jaroslav Bartoň, 2007.
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2.7 Śıt’ové protokoly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
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4.2.3 Metody sběru dat . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2.4 Ukládáńı dat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.3 Informačńı systém . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
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B.4 Veřejné IP adresy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
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V dnešńı době existuje v české republice množstv́ı poč́ıtačových śıt́ı, které maj́ı jediný
ćıl – připojit uživatele k internetu. Velikost těchto śıt́ı je velice r̊uznorodá. Od menš́ıch śıt́ı
v rodinném nebo panelovém domě, až po velké śıtě poskytuj́ıćı př́ıstup k internetu v několika
lokalitách či v celé republice.
Také se lǐśı zp̊usobem fungováńı. Některé z těchto śıt́ı jsou jen pro kamarády, úzký
okruh zájemc̊u a jsou nekomerčńı. Jiné funguj́ı jako občanské sdružeńı, maj́ı své členy
a zp̊usobem fungováńı připomı́naj́ı firmy. Pak tu jsou také firemńı śıtě, které poskytuj́ı
připojeńı k internetu.
Jednotlivé śıtě se lǐśı i v př́ıstupu k problémům. Ty nejmenš́ı śıtě, či śıtě patř́ıćı občan-
ským sdružeńım problémy řeš́ı v nejkratš́ı možné době, snaž́ı se vńımat st́ıžnosti jednotlivých
připojených uživatel̊u. Naproti tomu jsou některé firemńı śıtě, kde je hlavńı zisk, spokojenost
uživatel̊u je až některém z daľśıch mı́st.
Jako vždy jsou i výjimky, kde výše uvedené neplat́ı.
1.1 Śıt’ Haná Free Net
Śıt’ Haná Free Net (dále jen HFN) je občanské sdružeńı založené s ćılem poskytovat levné
a kvalitńı připojeńı do internetu. V začátćıch byla śıt’ HFN jen v obci Př́ıkazy – Olomoucký
kraj. Postupem času se rozrostla a dnes již pokrývá 14 lokalit a pokryt́ı daľśıch se plánuje.
O śıt’ pro 260 uživatel̊u se stará rada č́ıtaj́ıćı 7 člen̊u a několik technik̊u a správc̊u śıtě.
Všichni na śıti pracuj́ı ve svém volném čase bez nároku na odměnu.
1.2 Ćıle projektu
Při práci na bakalářské práci jsem vycházel z požadavk̊u bezdrátové śıtě HFN na budoućı
systém pro správu hraničńıho směrovače. I přes spolupráci s HFN bylo ćılem navrhnout
systém tak, aby byl použitelný i pro daľśı śıtě.
Śıt’ HFN hledala nástroj, který by usnadnil správu uživatel̊u v śıti, umožnil ukládat
kontaktńı údaje jako telefon, e-mail či kontakt na službu rychlých zpráv jako je např́ıklad
Jabber.
Ke každému členovi śıtě HFN je veden seznam přidělených privátńıch a veřejných IP ad-
res. Pokud má uživatel přidělenu veřejnou IP adresu, je na hraničńım routeru proveden
překlad adres 1:1 mezi vnitřńı a veřejnou IP adresou.
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V śıti HFN dále fungovalo účtováńı provozu. Informace o přenesených datech jsou
zveřejněny na intranetu HFN. V př́ıpadě, že členové občanského sdružeńı nerespektuj́ı sta-
novy a dokument o provozu na śıti a nadměrně využ́ıvaj́ı společnou př́ıpojku, je možné jim
omezit š́ı̌rku pásma. Omezeńı š́ı̌rky pásma se jinak nevyuž́ıvá.
Daľśı požadavek byl na zjednodušeńı správy nebo nahrazeńı stávaj́ıćıho dohledového




Nově vytvořený informačńı systém je složen z několika modul̊u. Hlavńı část aplikace je
napsaná v programovaćım jazyce Java a využ́ıvá web server Jetty. Je využit šablonovaćı
systém Freemarker, který umožnil oddělit aplikačńı logiku od generováńı XHTML kódu
pośılaného webovému prohĺıžeči – je využit model Model–View–Controller (MVC).
Účtováńı provozu a dohledový systém využ́ıvaj́ı webový server Apache s podporou ja-
zyka PHP a přepisu adres.
Systém použ́ıvá databázi PostgreSQL a RRD databázi. PostgreSQL je hlavńı databáze
k ukládáńı dat z informačńıho systému, provozńıch dat dohledového systému a účtováńı
provozu. Dohledový systém a účtováńı provozu dále použ́ıvaj́ı RRD databáze, které jsou
využity při generováńı graf̊u.
2.1 Java
Java je objektově orientovaný programovaćı jazyk vyvinutý firmou Sun Microsystems [6].
Mezi největš́ı výhody jazyka Java patř́ı snadná přenositelnost mezi platformami bez nut-
nosti program znovu překompilovat – existuje běhové prostřed́ı pro r̊uzné platformy jako
je např́ıklad GNU/Linux, Solaris, MS Windows. Dı́ky tomu, že Java byla uvolněna pod
GNU/GPL [9] licenćı budou daľśı platformy přibývat.
Existuje běhové prostřed́ı Java Runtime Environment (JRE) umožňuj́ıćı prgramy na-
psané v jazyce Java spouštět a Java Development Kit (JDK) pro vývoj a spouštěńı pro-
gramů.
2.2 Jetty
Jetty je aplikačńı a webový server naprogramovaný v jazyce Java. Umožňuje poskytovat sta-
tický a dynamický obsah. Dynamický obsah může být generován servlety či stránkami Java
Server Pages. Jetty pro sv̊uj běh vyžaduje běhové prostřed́ı JRE nebo vývojové prostřed́ı
JDK.
2.2.1 Servlet
Servlety jsou součást́ı Java 2 Enterprise Edition (J2EE). Jsou to programové komponenty
běž́ıćı na straně serveru a napsané v jazyce Java.
Servlety nač́ıtá a spoušt́ı aplikačńı server. Přestože je servlet nevizuálńı komponenta
a nemá tedy žádné uživatelské rozhrańı, může generovat uživatelské rozhrańı v podobě
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HTML formulář̊u. Nejčastěǰśı využit́ı servlet̊u je ve spojeńı s komunikačńım protokolem
HTTP – servlety implementuj́ı princip požadavek/odpověd’.
2.2.2 Java Server Pages
Java Server Pages (JSP) je technologie použ́ıvaná k vývoji aplikaćı běž́ıćıch na straně ser-
veru. JSP jsou vlastně HTML stránky do kterých jsou vloženy speciálńı tagy obsahuj́ıćı kód
v jazyce Java. Tento kód vytvář́ı dynamické části stránek. Použit́ı JSP je vhodné pouze po-
kud statický kód tvoř́ı většinu stránky. Jinak je doporučeno použ́ıt technologii servlet̊u.
Při prvńım spuštěńı JSP stránky dojde k jej́ı kontrole a následnému přeložeńı do
speciálńıho servletu. Servlet je pak přeložen do mezikódu (class soubor). Proto prvńı
zpracováńı JSP stránky tak trvá déle. Při daľśıch př́ıstupech se použ́ıvá již zkompilovaný
class soubor.
Následně jsou u vygenerovaného servletu zavolány metody init() a service() pro
inicializaci a zpracováńı (obrázek 2.1). Výstupem je (X)HTML kód, který můžeme poslat
přes śıt’ klientovi.
JSP stránky se mohou za běhu serveru měnit a po každé změně je třeba provést nové
přeložeńı do servletu a následně mezikódu. To se provede při prvńım př́ıstupu ke změněné
JSP stránce.
Obrázek 2.1: Prvńı zpracováńı JSP stránky
2.3 Freemarker
Projekt je založen na architektuře MVC (Model–View–Controller). Dı́ky MVC bylo možné
oddělit aplikačńı logiku od prezentačńı formy.
Popis jednotlivých část́ı MVC:
• Controller – prostředńık mezi Model a View, provád́ı zpracováńı požadavk̊u
• Model – data se kterými pracuje View
• View – transformuje Model do prezentačńı formy
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Obrázek 2.2: Generováńı výstupu z datového modelu a šablony
Freemarker je šablonovaćı systém, nástroj, který slouž́ı ke generováńı textového výstupu
založeného na šablonách [5]. V architektuře MVC je Freemarker na pozici View – od aplikace
dostane datový model a za pomoci popisu uloženého v šabloně jej převede na výstupńı sou-
bor (viz obrázek 2.2). Popis výstupńıho souboru se může skládat ze statického, neměnného
obsahu a značek které umožńı ovlivňovat obsah souboru.
2.4 Apache a PHP
Apache je standardńı webový server dostupný pro operačńı systémy GNU/Linux, *BSD,
Solaris, MS Windows a jiné [11]. Je to nejrozš́ı̌reněǰśı webový server na internetu – použ́ıvá
se na v́ıce než polovině server̊u.
Apache v základńı instalaci bez dodatečných modul̊u umı́ poskytovat pouze statický
obsah, př́ıpadně obsah generovaný CGI (Common Gateway Interface) skripty. Ve spolupráci
se serverem Apache se nejčastěji použ́ıvá skriptovaćı jazyk PHP. PHP může být spouštěno
jako modul serveru mod php, př́ıpadně za pomoci cgi/fastcgi. Cgi varianta je pomaleǰśı,
zato poskytuje vyšš́ı bezpečnost.
Skriptovaćı programovaćı jazyk PHP byl určený předevš́ım pro programováńı dyna-
mických webových stránek. Lze jej začleňovat př́ımo do struktury (X)HTML kódu, což je
výhodné při psańı menš́ıch aplikaćı. PHP lze použ́ıt i pro tvorbu konzolových či deskopových
aplikaćı.
2.5 RRD databáze
RRD je zkratka pro Round Robin Database – databáze plněná údaji, které jdou v časové po-
sloupnosti. Velikost RRD databáze z̊ustává v čase konstantńı, na záznamy se může aplikovat
agregačńı funkce, kdy se několik záznamů nahrad́ı jedńım (což vede k redukci uchovávaných
dat) a po čase se nejstarš́ı záznamy nahrad́ı nově vloženými. Agregačńı funkce a maximálńı
stář́ı záznamů je dáno při založeńı databáze.
Pro práci s RRD databázi je využito RRDtool [4], s konektorem pro jazyk Java –
RRDJtool [3]. RRDJtool byl vytvořen pro spolupráci s RRDtool ve verzi 1.1 a proto je
nutno při použit́ı s verźı 1.2 provést opravu v nativńı části (Java Native Interface, JNI)
zdrojových kódu RRDJtool, viz přiložená oprava (strana 40).
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2.6 Relačńı databáze
Všechna data ze systému, informace o množstv́ı přenesených dat a stavu śıtě jsou ukládány
v databázi. Při uchováváńı a zpracováńı dat jsou kladeny požadavky hlavně na perzistenci,
dostupnost a bezpečnost dat. Relačńı databáze tyto požadavky splňuj́ı. Pro manipulaci
s daty v relačńı databázi se obvykle použ́ıvá strukturovaný dotazovaćı jazyk SQL (Structu-
red Query Language).
Existuje velké množstv́ı databáźı. Mezi komerčńı databázové systémy patř́ı např́ıklad
Oracle či Microsoft SQL Server. Tyto databázové systémy poskytuj́ı širokou funkcionalitu
a pro firemńı zákazńıky d̊uležitou podporu. Jsou určeny pro složitěǰśı, náročné aplikace.
Na druhé straně jsou databázové systémy s otevřenými zdrojovými kódy jako je Firebird,
MySQL či PostgreSQL, které svými vlastnostmi dostačuj́ı požadavk̊um aplikace.
Pozor na PostgreSQL 8.1.7, která obsahuje chybu, která zp̊usobovala nemožnost přidávat
a editovat některé záznamy – chybná práce s kontrolńım omezeńım u VARCHAR sloupce.
2.7 Śıt’ové protokoly
Pro přenos dat po śıti byl zaveden tzv. vrstvový model. Jednotlivé vrstvy poskytuj́ı určitou
úroveň abstrakce a škálovatelnost. Vrstvové protokoly nespecifikuj́ı žádný konkrétńı proto-
kol, ale rozhrańı mezi protokoly jednotlivých úrovńı a úkoly protokol̊u na dané vrstvě.
2.7.1 Referenčńı model ISO/OSI
Referenčńı model ISO/OSI byl přijat jako standard mezinárodńı organizaćı pro standardi-
zaci ISO (čerpáno z [10]). Definuje 7 vrstev (obrázek 2.3).
Obrázek 2.3: Referenčńı model ISO/OSI
Fyzická vrstva
Definuje napět’ové úrovně signálu, použité konektory apod. Např́ıklad RS-232.
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Linková vrstva
Poskytuje spojeńı mezi dvěmi sousedńımi systémy. Seřazuje přicházej́ıćı rámce, stará se
o nastaveńı parametr̊u přenosu linky, hláśı neopravitelné chyby. Vytvář́ı fyzické rámce
a přidává jim fyzickou adresu. Linkové protokoly Ethernet, FDDI, ATM.
Śıt’ová vrstva
Śıt’ová vrstva se stará o směrováńı v śıti a śıt’ové adresováńı. Poskytuje propojeńı mezi
systémy, které spolu př́ımou nesoused́ı. Umožňuje překlenout rozd́ılné vlastnosti použitých
technologíı v přenosových śıt́ıch. Śıt’ové protokoly IP, IPX, Appletalk.
Transportńı vrstva
Zajǐst’uje transparentńı, spolehlivý přenos dat s požadovanou kvalitou. Vyrovnává r̊uznou
vlastnosti a kvalitu přenosových śıt́ı. Provád́ı převod transportńıch adres na śıt’ové, ale
nestará se o směrováńı.
Relačńı vrstva
Smyslem vrstvy je organizovat a synchronizovat dialog mezi spolupracuj́ıćımi relačńımi
vrstvami obou systémů a ř́ıdit výměnu dat mezi nimi. Umožňuje vytvořeńı a ukončeńı
relačńıho spojeńı, synchronizaci a obnoveńı spojeńı, oznamovańı výjimečných stav̊u.
Prezentačńı vrstva
Funkćı vrstvy je transformovat data do tvaru, které použ́ıvaj́ı aplikace.
Formát dat (datové struktury) se může lǐsit na obou komunikuj́ıćıch systémech, nav́ıc
docháźı k transformaci pro účel přenosu dat nižš́ımi vrstvami. Mezi funkce patř́ı např́ıklad
převod kód̊u a abeced, modifikace grafického uspořádáńı, přizp̊usobeńı pořad́ı bajt̊u a po-
dobně. Vrstva se zabývá jen strukturou dat, ale ne jejich významem.
Aplikačńı vrstva
Účelem vrstvy je poskytnout aplikaćım př́ıstup ke komunikačńımu systému a umožnit tak
jejich spolupráci.
2.7.2 Model TCP/IP
Většina poč́ıtačových śıt́ı (včetně Internetu) použ́ıvá jako komunikačńı protokol TCP/IP
(čerpáno z [10]). Dnes rozš́ı̌renou verzi 4 (IPv4) zač́ıná postupně nahrazovat verze 6 (IPv6).
Největš́ı rozd́ıl mezi IPv4 a IPv6 je v délce adresy a t́ım množstv́ı koncových zař́ızeńı,
která lze adresovat – u IPv4 postupně docháźı k vyčerpáńı adresńıho prostoru. Referenčńı
model TCP/IP vycháźı z ISO/OSI modelu a je vidět na obrázku 2.4 společně s ukázkou
zapouzdřeńı UDP datagramu.
Popis jednotlivých vrstev TCP/IP modelu:
1. Vrstva śıt’ového rozhrańı plńı funkce fyzické vrstvy, př́ıkladem může být Ethernet,
Token Ring, WiFi.
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2. Śıt’ová vrstva odpov́ıdá za směrováńı datagramů mezi uzly śıtě. Mezi protokoly
śıt’ové vrstvy patř́ı např́ıklad IPv4, IPv6, ARP, RARP, ICMP, IGMP.
3. Transportńı vrstva poskytuje spojované (protokol TCP) a nespojované (protokol
UDP) transportńı služby.
4. Aplikačńı vrstva – aplikace, které využ́ıvaj́ı přenos dat po śıti ke konkrétńım službám
pro uživatele. Např́ıklad DNS, SSH, HTTP.
2.7.3 Protokol UDP
Protokol UDP je nespojovaným protokolem transportńı vrstvy. Nezaručuje tedy doručeńı
dat ani jejich doručeńı ve správném pořad́ı. Dı́ky své jednoduchosti je nenáročný na zpra-
cováńı (obrázek 2.4). Vhodný pro služby kde nevad́ı, že se některé pakety ztrat́ı – např́ıklad
śıt’ové hry.
Obrázek 2.4: Zapouzdřeńı UDP datagramu v IP paketu
2.7.4 Protokol TCP
Protokol TCP je spojovaným protokolem transportńı vrstvy. Zaručuje doručeńı veškerých
přenášených dat a to ve správném pořad́ı. Správnost dat zabezpečuje kontrolńım součtem.
Využ́ıvá se všude tam, kde je třeba zaručit přeneseńı všech informaćı – HTTP, SSH a jiné.
2.7.5 DHCP
Dynamic Host Configuration Protocol (DHCP) je protokol slouž́ıćı k automatické konfigu-
raci śıtě u připojených zař́ızeńı (čerpáno z [10]). Protokol DHCP pracuje na portu UDP/67.
DHCP umožňuje nastavit IP adresu, śıt’ovou masku, výchoźı bránu, adresu jmenných
server̊u, název poč́ıtače a název domény.
DHCP může IP adresy přǐrazovat podle MAC adresy śıt’ové karty, pak poč́ıtač vždy
dostane stejnou IP adresu, či z vyhrazeného rozsahu. Pokud je IP adresa z vyhrazeného
rozsahu, může být při v́ıcenásobném přiděleńı stejná, ale neńı to pravidlem.
Pr̊uběh automatické konfigurace:
1. Klient odešle DHCPDISCOVERY
2. Každý DHCP server který přijal žádost odešle DHCPOFFER
3. Z nab́ızených IP adres si klient vybere a požádá o ni – DHCPREQUEST
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4. Pokud DHCP server souhlaśı s požadavkem klienta, odešle DHCPACK a na určitou
dobu klientovi přiděĺı IP adresu
5. Před ukončeńım platnosti výp̊ujčky muśı klient provést obnoveńı
6. Při ukončeńı práce na śıti může klient provést uvolněńı IP adresy – DHCPRELEASE
Obrázek 2.5: Typický pr̊uběh komunikace mezi DHCP klientem a serverem
2.7.6 HTTP
Na přesnos hypertextových dokument̊u ve formátu HTML se použ́ıvá Hyper Text Transfer
Protokol. Protokol HTTP standardně využ́ıvá port TCP/80. Protokol byl HTTP byl rozš́ı̌ren
o podporu přenosu jakýchkoliv soubor̊u – obrázky, zvuky a daľśı.
HTTPS přidává protokolu HTTP podporu zabezpečené komunikace. Data nejsou pře-
nášena v prostém textu, ale jsou šifrována za pomoci SSL nebo TLS. Protokol HTTPS
poskytuje zvýšenou bezpečnost před odposloucháváńım či podvržeńım dat.
2.8 URL
URL (Uniform Resource Locator) je řetězec znak̊u s definovanou strukturou a slouž́ı k jed-
noznačné specifikaci umı́stěńı zdroj̊u informaćı (dokument, služba) na Internetu.
URL definuje doménové jméno, port, umı́stěńı zdroje na serveru a komunikačńı protokol
kterým je možné ke zdroji přistoupit.
Př́ıklad URL:
http://blog.djaara.net/wordpress/
Kde http označuje komunikačńı protokol, blog.djaara.net je doménové jméno ser-
veru, /wordpress/ definuje umı́stěńı zdroje na serveru. V tomto př́ıpadě neńı specifikován
port, protože protokol http standardně využ́ıvá port TCP/80. Pokud by byl použit ne-
standardńı port, je možné ho v URL specifikovat pomoćı dvojtečky za doménovým jménem
a následně č́ıslem portu.
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2.9 Překlad adres
Protože u protokolu IPv4 který je v současnosti nejpouž́ıvaněǰśım Internetovým protokolem
postupně docháźı k vyčerpáńı adresńıho prostoru, bylo nutné vymyslet zp̊usob, jak tento
trend zpomalit – přechod na nověǰśı IPv6 je velice nákladný.
Překlad adres je znám pod názvem NAT (Network Address Translation), je funkce
śıt’ového routeru, který při pr̊uchodu paketu měńı IP adresy v hlavičce (obrázek 2.6).
2.9.1 NAT 1:N
Mezi nejpouž́ıvaněǰśı konfigurace NAT patř́ı NAT 1:N, kdy jednu veřejnou IP adresu
využ́ıvá několik zař́ızeńı s neveřejnou adresou. Pro vněǰśı śıt’ pak maj́ı všechny tyto zař́ızeńı
stejnou IP adresu (obrázek 2.6). Tento zp̊usob překladu adres neumožňuje plnohodnotné
využ́ıváńı śıtě – neńı možné se spojit s poč́ıtačem ve vnitřńı śıti. Komunikaci vždy muśı
zahájit poč́ıtač z vnitřńı śıtě.
Obrázek 2.6: Př́ıklad překladu adres 1:N
2.9.2 NAT 1:1
Daľśım možným nastaveńım je NAT 1:1, kdy je právě jedna interńı adresa přeložena na
adresu veřejnou a naopak (obrázek 2.7). To umožňuje poč́ıtači s adresou z neveřejného
rozsahu plnohodnotný př́ıstup na internet, u paket̊u přicházej́ıćıch na veřejnou IP adresu
se ćılová adresa přelož́ı na neveřejnou IP adresu a pošle se dále do vnitřńı śıtě.
Obrázek 2.7: Př́ıklad překladu adres 1:1
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Kapitola 3
Nástroje pro správu a sledováńı
stavu směrovače
Jedńım z ćıl̊u práce bylo prozkoumat open-source nástroje pro správu a sledováńı stavu
směrovače. Od kompletńıch řešeńı po nástroje určené pro konkrétńı účely.
3.1 m0n0wall
M0n0wall je speciálńı distribuce založená na FreeBSD určená k provozu z CD-ROM či flash
paměti. Je dostupná na adrese http://m0n0.ch/wall/. Může sloužit jako router, bridge,
firewall, VPN či DHCP server. Existuje verze pro architekturu x86 (PC), také pro verze
routerboardy či wrapy (vestavěná zař́ızeńı).
Obrázek 3.1: Ukázka systému m0n0wall
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3.2 Linux LiveCD Router
Linux LiveCD Router umožňuje sd́ılet a filtrovat internetové připojeńı. Obsahuje Shorewall
pro nastaveńı firewallu a překladu adres. Umožňuje ř́ıdit š́ı̌rku pásma, obsahuje DHCP
server, funguje jako mezipamět’ pro službu DNS, podporuje SNMP a MRTG. Lze źıskat
z adresy http://www.wifi.com.ar/english/cdrouter/.
Obrázek 3.2: Ukázka systému Linux LiveCD Router
3.3 MRTG
Multi Router Traffic Grapher (http://oss.oetiker.ch/mrtg/) je multiplatformńı nástroj,
který je schopen vytvářet velmi komplexńı grafy. Primárně je určený k sledováńı datových
tok̊u na jednotlivých śıt’ových zař́ızeńıch na serveru. Dále umožňuje sledovat r̊uzné ukazatele
na serveru. Za pomoci SNMP může sb́ırat data z inteligentńıch směrovač̊u a přeṕınač̊u.
Obrázek 3.3: Ukázka systému MRTG
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3.4 Munin
Systém Munin slouž́ı k monitorováńı stavu server̊u. Stejně jako MRTG umı́ vytvářet velmi
komplexńı grafy s informacemi o stavu jednotlivých stroj̊u. Data sb́ırá za pomoćı agent̊u,
které je třeba nainstalovat na každý monitorovaný stroj. Kromě základńıch ukazatel̊u jako
je využit́ı paměti či procesoru lze monitorovat počet SQL dotaz̊u pro MySQL databázi,
množstv́ı přečtených a zapsaných dat na disk a daľśı. Domovská stránka projektu Munin
je http://munin.projects.linpro.no/.
Obrázek 3.4: Ukázka systému Munin - využit́ı paměti
3.5 Cacti
Cacti je komplexńı dohledový systém určený k monitorováńı śıt́ı. K ukládáńı dat použivá
MySQL databázi a RRDtool. Sleduje pr̊utok dat na jednotlivých rozhrańıch, umožňuje
správu zař́ızeńı, umožňuje podrobné nastaveńı vykreslováńı graf̊u. Cacti naleznete na adrese
http://cacti.net/.
3.6 Nagios
Nagios je monitorovaćı program, který sleduje stav śıtě, služeb a jednotlivých host̊u. Obsa-
huje sadu plugin̊u. Každý plugin je v podstatě jednoduchý program nebo skript, který umı́
prověřit dostupnost určitého stroje či služby. Rozlǐsuje mezi službami a stroji a pokud je
stroj nedostupný pomoćı př́ıkazu ping, nezkouš́ı už testovat dostupnost služeb. Také umı́
definovat závislosti mezi službami. Vı́ce informaćı naleznete na http://nagios.org/.
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Obrázek 3.5: Ukázka systému Cacti
3.7 Nmap
Nmap je multiplatformńı nástroj pro aktivńı i pasivńı skenováńı śıtě. Umı́ zjistit jaké porty
jsou na daném poč́ıtači otevřené které jsou filtrované. Také se může pokusit zjistit verzi
aplikace která naslouchá na otevřeném portu. U standardńıch port̊u ṕı̌se i název služby pro





Při zkoumáńı dostupných nástroj̊u pro monitorováńı śıtě a dostupnosti služeb jsem objevil
několik velice zaj́ımavých nástroj̊u. Jednoduché nástroje byly velice efektivńı, ale nebyly
schopny pracovat v r̊uznorodých śıt́ıch a většinou byly určeny pro konkrétńı śıt’ové techno-
logie (převážně Cisco). Komplexněǰśı nástroje pak měly velice zdlouhavou a nepřehlednou
konfiguraci, použ́ıvaly pro sběr dat protokol SNMP a nebyly moc efektivńı. Při práci na
dohledovém systému jsem čerpal z [1].
4.1.1 Ćıl práce
Na základě těchto zjǐstěńı (kapitola 4.1) bylo rozhodnuto vytvořit vlastńı specializovaný
poč́ıtačový program umožňuj́ıćı dohled nad rozsáhlými śıtěmi.
Program bude kompletně ř́ızen přes webové rozhrańı. Př́ıstup do webového rozhrańı
bude chráněn jménem a heslem. Při vzniku problému (nedostupnost uzlu, služby) bude
informovat technika pomoćı śıtě Jabber, př́ıpadně SMS či e-mailem.
Mezi sledované parametry patř́ı:
• doba odezvy (roud trip time, RTT)
• dostupnost router̊u a router̊u
• dostupnost kĺıčových služeb
• ztrátovost linky
4.1.2 Filozofie dohledového systému
Snaha přehledně zobrazit veškeré relevantńı informace ztroskotala na jejich množstv́ı. Z to-
hoto d̊uvodu se hledaly cesty, jak zobrazit informace co nejpřehledněji.
Dı́ky přehlednému zobrazeńı dat pomoćı graf̊u se podařilo vytvořit uživatelsky př́ıvětivý
systém s jednoduchým ovládáńım.
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4.1.3 Metody sběru dat
Pro ověřováńı funkčnosti a kvality linek jsou použity ICMP pakety echo request a echo
reply. Server, který provád́ı monitorováńı śıtě generuje paket echo request a pośılá ho
testovanému ćıli. Ćılové zař́ızeni po přijet́ı echo request odpov́ı echo reply. Doba mezi
odesláńım požadavku a přijet́ım odpovědi se nazývá Round Trip Time (RTT). Pro toto
testováńı je využit program fping.
Ověřeńı dostupnosti služby je prováděno programem nmap. Program nmap se pokouš́ı
připojit na zadaný port a vyṕı̌se informace o tom zda je služba dostupná.
Dohledový systém dále může sledovat vyt́ıžeńı systému, obsazeńı paměti, využit́ı disku,
odstup signál/šum u WiFi karty a také jak dlouho již daný poč́ıtač běž́ı – uptime. Aby bylo
možné sledovat i tyto informace, je třeba na sledovaný systém nahrát agenta (strana 39)
– jednoduchý skript, který naslouchá na TCP portu 1234. Spouštěńı je zajǐstěno pomoćı
”superserveru“ inetd či xinetd.
4.1.4 Ukládáńı dat
Informace o délce jednotlivých výpadk̊u, času posledńıho testováńı a poznámce k jednot-
livým uzl̊um či službám jsou uloženy v SQL databázi. V té jsou ukládány i informace o tom,
koho v př́ıpadě problémů informovat.
Informace o RTT, dostupnosti služeb a informace stavu systému jsou ukládány do RRD
databáze za pomoci RRDJtool konektoru k RRDtool (strana 7).
Obrázek 4.1: Blokové schéma dohledového systému
4.1.5 Metodika testováńı dostupnosti router̊u
Veškeré testováńı prob́ıhá ze serveru s nainstalovaným dohledovým systémem.
U každého uzlu se sb́ıraj́ı základńı parametry (doba odezvy a ztrátovost linky). Doba
RTT (v́ıce u Metody sběru dat – strana 18) se udává standardně v milisekundách př́ıpadně
v mikrosekundách. Poměr mezi počtem přijatých a počtem odeslaných paket̊u se označuje
ztrátovost (Packet Loss, PL). Ztrátovost se udává v %. Limity ztrátovosti pro WiFi linku
a ne-WiFi linku lze nastavit v souboru Bodos.properties.
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Obrázek 4.2: Práce dohledového systému
U rozš́ı̌rených uzl̊u jsou nav́ıc přes śıt’ pomoćı protokolu TCP na portu 1234 zjǐst’ované
následuj́ıćı informace: doba běhu (uptime), vyt́ıžeńı procesoru, využit́ı paměti a odkládaćıho
prostoru (swap), odstup signál/šum. Tyto rozš́ı̌rené informace jsou zobrazeny v samo-
statném grafu.
Doba běhu zař́ızeńı je doba od posledńıho naběhnut́ı operačńıho systému v daném
zař́ızeńı. V grafu je znázorněna barvou pozad́ı. Aktuálńı doba běhu je zobrazena v legendě
grafu.
Vyt́ıžeńı procesoru je definováno jako poměr derivace rozd́ılu doby běhu a nevyužité
doby procesoru (idle time) ku derivaci doby běhu a vyjadřuje se v %. Využit́ı paměti
a odkládaćıho prostoru je definováno jako poměr využitého prostoru ku celkově dostupnému
prostoru. Odstup signál/šum je poč́ıtán z úrovně signálu a šumu.
Pokud ztrátovost linky překroč́ı hranici nastavenou pro daný typ spoje, je tento spoj
označen za nedostupný (obrázek 4.2). Při nedostupnosti deľśı než 10 minut systém odešle
servisńım technik̊um informaci o nedostupnosti uzlu (uzel 10.11.1.20). Následuj́ı li za ne-
dostupným uzlem daľśı uzly (uzel 10.11.1.21), je technik informován pouze o výpadku




Účtováńı provozu a požadavky na něj jsou většinou specifické pro každou śıt’. V Haná Free
Net se informace o přenesených datech pro jednotlivé IP adresy berou z routeru s nainsta-
lovaným systémem StarOS.
4.2.1 Ćıl práce
Protože StarOS neńı volně dostupný systém bylo třeba zajistit aby bylo možné sb́ırat infor-
mace o přenesených datech i z jiných zdroj̊u. Takovým zdrojem může být jakýkoliv poč́ıtač,
který dodává data na určeném portu v požadovaném formátu.
Výhodou StarOS-u je, že kdykoliv se na śıti objev́ı nová, dosud neznámá IP adresa,
automaticky o ńı začne poskytovat informace.
4.2.2 Formát dat poskytovaný StarOS-em
StarOS poskytuje informace o přenesených datech na portu TCP/800. Po stažeńı informaćı
jsou poč́ıtadla vynulována. Pokud by bylo třeba znovu źıskat tyto informace, můžeme o ně
StarOS požádat na portu TCP/801.
Výstupem je textový soubor, kdy na každém řádku je informace o množstv́ı byt̊u a pa-
ket̊u přenesených mezi zdrojovou a ćılovou adresou. Jako oddělovač jednotlivých poĺı slouž́ı
znak  (mezera).
1 2 3 4
10.11.1.1 10.10.1.3 272556 246 * *
Tabulka 4.1: Ukázka jednoho řádku z výstupu StarOS routeru
Popis jednotlivých položek:
1. zrojová IP adresa
2. ćılová IP adresa
3. přenesených Byt̊u
4. přenesených paket̊u
Jako zdroj informaćı o přenesených datech lze použ́ıt jakýkoliv systém, který lze na-
konfigurovat tak aby poskytoval data v požadovaném formátu. To lze udělat např́ıklad
pomoci skriptu spouštěného ”superserverem“ xinetd a programu iptables na systému
GNU/Linux.
4.2.3 Metody sběru dat
Systém poč́ıtáńı přenesených dat se připoj́ı na port TCP/800 a źıská tak informace o přene-
sených datech. Poté projde všechny řádky a spoč́ıtá kolik která IP adresa přijala a odeslala
byt̊u a paket̊u.
V nastaveńı je možno určit zda se maj́ı brát v úvahu i data přenesená mezi poč́ıtači ve
vnitřńı śıti. Sběr dat se provád́ı každých 5 minut na základě časovače.
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4.2.4 Ukládáńı dat
Informace o přenesených datech se ukládaj́ı do PostgreSQL databáze a jednou za hodinu
se provede hodinový součet pro každou IP adresu a opět se ulož́ı do PostgreSQL databáze.
Pětiminutové záznamy jsou smazány, nejsou již dále potřeba.
Systém poč́ıtáńı přenesených dat může data ukládat i do RRD databáze, která je pro
každou IP adresu samostatná. Tyto RRD databáze jsou použity ke generováńı graf̊u.
Blokové schéma je velice podobné blokovému schématu sběru dat u dohledového systému
(obrázek 4.1) s t́ım rozd́ılem, že mı́sto testovacı́ho modulu by byl sběr dat.
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4.3 Informačńı systém
Informačńı systém slouž́ı ke správě lokalit, př́ıstupových bod̊u, uživatel̊u a přidělených
privátńıch a veřejných IP adres.
4.3.1 Ćıl práce
Bylo třeba navrhnout a implementovat komplexńı informačńı systém, aby se maximálně
zjednodušila evidence. Tento systém muśı umožnit správu uživatel̊u a nastavováńı śıtě
a některých služeb.
4.3.2 Spravované údaje
Informačńı systém uchovává informace z několika modul̊u. Povinné atributy zač́ınaj́ı znakem
+, nepovinné znakem − (obrázek 4.3).
Obrázek 4.3: Schěma uchovávaných informaćı
Ke všem uchovávaným údaj̊um, které může změnit některý z administrátor̊u je vedeno
kdy a kým byl údaj přidán a také kdy a kým byl editován. U editace je uložena pouze
posledńı změna. Historie editaćı neńı uchovávana.
4.3.3 Kontrola zadávaných údaj̊u
U všech údaj̊u, kde je požadavek na jejich správnost se provád́ı jejich kontrola. Tato kon-
trola prob́ıhá na 2 úrovńıch. Prvńı úroveň je v aplikaci, kdy kontroluji vstupy porovnáv́ım
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s regulárńım výrazem popisuj́ıćım možné hodnoty v daném poli.
Pomoćı regulárńıho výrazu je možné zkontrolovat MAC adresy, IP adresy, telefonńı
č́ısla, e-mailové adresy, poštovńı směrovaćı č́ısla, č́ısla a řetězce.
Druhá úroveň kontroly je na úrovni databázového stroje s kontrolńımi a integritńımi
omezeńımi. Kontrolńı omezeńı opět kontroluj́ı správnost řetězc̊u pomoćı regulárńıch výraz̊u
– pro př́ıpad, že člověk pracuje př́ımo s databáźı. Integritńı omezeńı pak zajǐst’uj́ı, že položky
na kterých jsou závislé daľśı záznamy nep̊ujdou smazat.
4.3.4 Ochrana hesel
Veškerá komunikace s informačńım systémem i dohledovým systémem prob́ıhá za použit́ı
protokolu HTTPS. Dı́ky tomu je obt́ıžné odchytit komunikaci mezi serverem a klientem. Na
straně serveru jsou hesla uložena v databázi v šifrované podobě (MD5). Kdyby se podařilo
odcizit obsah databáze, stále bude problém źıskat hesla v otevřené podobě. Při přihlašováńı
uživatele je zadané heslo zašifrováno a porovnáno se šifrovanou podobou uloženou v da-
tabázi.
4.3.5 Kontrola oprávněńı
Ne všichni uživatelé informačńıho systému maj́ı př́ıstup ke všem informaćım v systému
uloženým. Aby se uživatel dostal jen k údaj̊um, kam má povolen př́ıstup, systém při každém
požadavku zkontroluje, zda uživatelovo oprávněńı dostačuje k tomu aby mohl provést
požadovanou akci. Uživatel bez dostatečného oprávněńı je přesměrován na osobńı stránku.
4.3.6 Generováńı konfiguračńıch soubor̊u
Při zadáváńı, editaci a mazáńı údaj̊u maj́ıćıch souvislost se śıt́ı se vždy přegeneruj́ı kon-
figuračńı soubory, které mohla tato změna zasáhnout. Přehled těchto soubor̊u najdete
v př́ıloze B (strana 37).
Pokud je konfiguračńı soubor určený pro některé zař́ızeńı v śıti, jméno souboru pak
obsahuje IP adresu daného zař́ızeńı. To kam se maj́ı vygenerované soubory ukládat se
nastavuje v konfiguračńım souboru configgenerator.properties.




5.1 Distribuovaný dohledový systém
V současné době neńı dohledový systém distribuovaný a tak je zat́ıžen několika problémy.
Při testováńı větš́ı śıtě je linka od serveru, který provád́ı monitorováńı výrazně vyt́ıžena
a zátěž stoupá lineárně s počtem monitorovaných uzl̊u.
Pokud dojde k výpadku spoje, nemuśı být možná komunikace mezi serverem s dohle-
dovým systémem a śıt́ı za vypadeným spojem. Přesto zbytek śıtě může nadále fungovat a to
včetně internetu, pokud je na jeho straně internetová př́ıpojka. Dohledový systém přesto
bude upozorňovat na problémy a nebude schopen sledovat kvalitu śıtě.
Jednou z množnost́ı jak sńıžit zátěž śıtě při monitorováńı větš́ıho počtu uzl̊u a také mı́t
přehled o śıti i při lokálńım výpadku je distribuovaný dohledový systém. Na každém uzlu by
běžel jednoduchý program, který by monitoroval několik daľśıch uzl̊u a výsledky by pośılal
hlavńımu uzlu dohledového systému. V př́ıpadě, že nebude možné poslat data dohledovému
systému, tak je bude skladovat lokálně až do chv́ıle, kdy bude možné hlavńı uzel informovat
o naměřených hodnotách.
5.2 Účtováńı provozu
Účtováńı provozu by šlo rozš́ı̌rit o zobrazeńı statistik pro jednoho uživatele – namı́sto sta-
tistik pro jednotlivé IP adresy by bylo možné sledovat využit́ı śıtě všemi poč́ıtači uživatele.
Také by šlo upravit systém účtováńı provozu pro sběr dat z v́ıce zdroj̊u. Např́ıklad
pokud je śıt’ připojena k v́ıce poskykotavel̊um internetu a připojeńı je přivedeno v rozd́ılných
částech śıtě.
5.3 Rozdrobeńı uživatelských práv
V současné době jsou v informačńım systému 3 úrovně oprávněńı. Nastaveńı oprávněńı je
docela hrubé a nelze tak přesně určit k čemu bude mı́t uživatel př́ıstup. Proto by bylo vhodné
uživatelská oprávněńı rozdělit na menš́ı části a umožnit jejich samostatné přidělováńı z in-
formačńıho systému.
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5.4 Distribuce konfiguračńıch soubor̊u
Vygenerované konfiguračńı soubory jsou pojmenované podle služby, které slouž́ı a obsahuj́ı
i IP adresu zař́ıžeńı pro které byly vytvořeny. To by šlo využ́ıt pro jejich automatickou
distribuci a restart služeb (pokud to vyžaduj́ı).
5.5 Doplněńı správy IP adres o správu DNS serveru
Správa IP adres by mohla být doplněna o správu záznamů u DNS serveru. Při použit́ı DNS
serveru jako je např́ıklad MyDNS, kdy se data berou př́ımo z databázového serveru, by pak
mohlo být každé zař́ızeńı dostupné i pod doménovým jménem a sńıžily by se tak nároky na
techniky a jejich pamět’ na IP adresy.
5.6 Sjednoceńı uživatelského rozhrańı
Každá z těchto část́ı má samostatné webové rozhrańı a př́ıstup k nim je na jiné URL. A to
přesto, že výkonná část se spoušt́ı společně.
5.7 Rozhrańı pro účetńı
Do informačńıho systému by se přidala role účetńı a systém by se upravil tak, aby odpov́ıdal




Vytvořil jsem kompletńı informačńı systém pro správu prostředk̊u śıtě. Upravil jsem stá-
vaj́ıćı systém účtováńı provozu – zvláště pak část sběru dat, kterou se podařilo v́ıce než
10x zrychlit a integrovat do informačńıho systému. Původńı systém vycházel ze StarOS IP
accounting [2].
Využil jsem již dř́ıve vytvořený dohledový systém a zaintegroval sběr dat do informačńıho
systému. Tento systém překonal p̊uvodńı systém jednoduchou správou a množstv́ım sledo-
vaných hodnot.
Data jsou ukládána do PostgreSQL a RRD databáze. Pro práci s RRD databáźı jsem
použil RRDJtool. U RRDJtool bylo třeba opravit JNI rozhrańı pro spolupráci s RRDtool
verze 1.2 – viz oprava (strana 40).
Možnosti daľśıho vývoje jsou popsány v kapitole 5.
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B Generované konfiguračńı soubory
C Agent dohledového systému




A.1 Popis adresářové struktury
|-- bin
| |-- WEB-INF adresář s webovou aplikacı́
| | |-- freemaker šablony systému Freemarker
| | ‘-- web.xml konfigurace webové aplikace
| |-- ie7 skripty pro kompatibilitu s MSIE
| ‘-- styles-dark.css vzhled webové aplikace
|-- build.xml build skript pro Apache Ant
|-- hfnis.sql schéma databáze
|-- htdocs
| |-- bodos dohledový systém
| ‘-- data informace o přenesených datech
|-- jetty aplikačnı́/web server jetty
|-- libs použité knihovny
|-- native JNI část RRDJtool
‘-- src zdrojové kódy v jazyce Java
A.2 Požadavky
• vývojové prostřed́ı jazyka Java – JDK6 nebo vyšš́ı
• PostgreSQL databázi
• webový server s podporou jazyka PHP verze 4.3 a vyšš́ı a podporou SSL
• RRDtool verze nejméně 1.1
• RRDJtool (pro spolupráci s RRDtool verze 1.2 přiložena oprava)
• Apache Ant
Program byl vyv́ıjen za použit́ı JDK6, PostgreSQL ve verzi 8.1.8, jako webový server




Instalaci zaháj́ıte vytvořeńım databázového uživatele a databáze, kterou bude systém po-
už́ıvat (viz dokumentace [8]). Do databáze naimportujte obsah souboru hfnis.sql.
Dále zkompilujte zdrojové kódy HFNis. To se provede př́ıkazem ant. Přeložené zdrojové
kódy budou uloženy v adresáři bin/.
Pokud chcete aplikaci nainstalovat na jiné mı́sto než je současné umı́stěńı, zkoṕırujte
adresáře bin/, jetty/ a libs/ na zvolené mı́sto.
V adresáři bin/WEB-INF/ uprav́ıte soubor web.xml ve kterém nastav́ıte správnou cestu
k adresáři se šablonami pro Freemarker.
Dále v adresáři bin/WEB-INF/classes/ uprav́ıte nastaveńı jednotlivých modul̊u in-
formačńıho systému.
Nyńı můžete přej́ıt do adresáře jetty/ssl/, kde se vytvoř́ı keystore s certifikátem pro
šifrovanou komunikaci (viz dokumentace [7]).
V adresáři jetty/etc/ uprav́ıte soubor hfn.xml, kde nastav́ıme heslo k keystore a
umı́stěńı webové aplikace.
Když je vše nastaveno, můžete v adresáři jetty/ spustit skript run.sh. Pokud je vše
nastaveno správně, naběhne informačńı systém, připoj́ı se jabber bot a nastartuje se dohle-
dový systém a systém poč́ıtáńı přenesených dat. Na obrazovku se budou vypisovat provozńı
informace podle nastaveńı log4j.
Aby bylo možné program spustit na pozad́ı a odhlásit se, lze použ́ıt př́ıkazu nohup.
Webové rozhrańı informačńıho systému je dostupné na portu 8080 – 〈https://hfnis.
example.net:8080/〉. Jméno hfnis.example.net nahrad’te jménem serveru, na kterém
jste systém nainstalovali. Pro přihlášeńı do systému použijte uživatelské jméno admin s hes-
lem admin.
Webové rozhrańı dohledového systému
Webový server muśı podporovat SSL spojeńı (protokol HTTPS) dostupné na standardńım
portu 443.
Soubory z htdocs/bodos/ nakoṕırujte do adresáře s webovým serverem (nejčastěji
/var/www/bodos/). Následně ćılovém adresáři upravte soubor src/config.php ve kterém
nastavte připojeńı k databázovému serveru, cesty k RRD databáźım a také cestu k nain-
stalovanému programu rrdtool.
Dohledový systém pak bude dostupný na adrese 〈https://hfnis.example.net/bodos/
〉 (záviśı na použitém webovém serveru).
Webové rozhrańı účtováńı provozu
Soubory z htdocs/data/ nakoṕırujte do adresáře s webovým serverem (nejčastěji /var-
/www/data/). Následně v ćılovém adresáři upravte soubor config.php.
Je třeba nastavit base path podle URL na které bude webové rozhrańı dostupné. Pokud
budete cht́ıt použ́ıvat ”pěkné“ URL, je třeba mı́t na webovém serveru povolen přepis adres
(mod rewrite u serveru Apache [11]). Dále nastavte připojeńı k databázovému serveru,
cesty k RRD databáźım a také cestu k nainstalovanému programu rrdtool. Můžete zde i
změnit hodnoty přenesených dat pro jednotlivé stupně podbarveńı.
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Informace o přenesených datech budou dostupné na adrese 〈http://hfnis.example.
net/data/〉 (záviśı na použitém webovém serveru).
A.4 Uživatelské rozhrańı
A.4.1 Informačńı systém
Vstup do uživatelského rozhrańı informačńıho systému je chráněn jménem a heslem. Po
instalaci je v systému veden uživatel admin s heslem admin. Uživatelské jméno lze kdykoliv
změnit v databázi po instalaci systému nebo ještě před jeho instalaćı úpravou instalačńıho
skriptu databázového schématu.
Obrázek A.1: Přihlašovaćı stránka do informačńıho systému
Po přihlášeńı (obrázek A.1) se uživatel dostane na stránku, kde vid́ı přehled posledńıch
10 přihlášeńı a také zde může změnit své heslo. Uživatel s právy připojovaćıcho týmu nebo
administrátora zde také vid́ı přehled uživatel̊u, kteř́ı čekaj́ı na připojeńı k śıti (obrázek A.2).
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Obrázek A.2: Informace o uživateli, který čeká na připojeńı do śıtě
V horńım nab́ıdkovém pruhu se lze přepnout na daľśı karty (může se lǐśıt podle úrovně
oprávněńı uživatele):
• Seznam – seznam všech uživatel̊u śıtě, veřejně př́ıstupný
• Uživatelé – správa uživatel̊u śıtě
• Lokality – správa pokrytých lokalit
• Př́ıstupové body – správa př́ıstupových bod̊u
• IP adresy – správa přidělených IP adres
• Administrátoři – správa uživatel̊u informačńıho systému
Na každé kartě jsou v tabulce zobrazeny hodnoty odpov́ıdaj́ıćı jménu karty. Je možno
přidávat, mazat či editovat veškeré informace (v závislosti na oprávněńı uživatele). Přidáńı
se provede stisknut́ım tlač́ıtka Přidej. Zobraźı se formulář, do kterého se vyplńı informace
a stisknut́ım tlač́ıtka Uložit se provede kontrola a uložeńı. U povinných položek je vstupńı
pole podbarveno světle modře.
Pokud byla některá položka chybně zadána a neprošla kontrolou na správnost, nepro-
vede se uložeńı dat a uživatel uvid́ı opět formulář s předvyplněnými údaji a červeným
podbarveńım zvýrazněným vstupńım polem ve kterém došlo k chybě (obrázek A.3).
Při mazáńı informaćı z informačńıho systému je nutné jejich mazáńı potvrdit. Po po-
tvrzeńı operace je informace označena za neaktivńı a nadále ponechána v databázi. Je to
kv̊uli př́ıpadnému dohledáváńı informaćı. Také nelze smazat objekt na kterém záviśı daľśı
objekty jako je např́ıklad lokalita nebo př́ıstupový bod.
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Obrázek A.3: Ukázka zvýřazněńı povinného údaje a chybného vstupu
A.4.2 Dohledový systém
Dohledový systém vyžaduje zadáńı uživatelského jména a hesla při př́ıstupu na jeho stránky.
Uživatelské jméno a heslo je stejné jako jméno a heslo do informačńıho systému. Přihlášeńı
je ale omezeno na uživatele úrovně ”administrátor“ a ”připojovaćı tým“. Uživateli s právy
”dědinář“ neńı př́ıstup povolen.
Uživatelské rozhrańı je rozděleno do 2 část́ı (obrázek A.4). V levé části je interaktivńı
mapa topologie śıtě, která je koncipována jako rozbalitelný strom. Tento rám se každé
2 minuty obnov́ı. Ve stromu jsou automaticky rozbalené části, které obsahuj́ı nedostupné
uzly. Pokud se vedle ikony uzlu nacháźı b́ılý čtvereček se znakem +, je větev nacházej́ıćı se
za t́ımto uzlem skryta. Naopak pokud b́ılý čtvereček obsahuje znak −, jsou bezprostředně
následuj́ıćı uzly zobrazeny. Při kliknut́ı na tento čtvereček se zobraźı nebo skryje př́ıslušná
část stromu a změńı se znak z + na − a obráceně.
Pokud se vedle ikony uzlu nenacháźı b́ılý čtvereček, nenavazuje na uzel žádná daľśı
větev. Uzly u nichž bylo testováńı pozastaveno jsou označeny oranžovou tečkou a uzly,
které jsou nedostupné jsou označeny tečkou červenou. Uzly, které jsou dostupné a prob́ıhá
u nich testováńı jsou označeny zeleně.
Při kliknut́ı na název uzlu dojde k zobrazeńı informaćı o něm v pravé části obrazovky.
Je zde titulkový pruh s menu a jméno aktuálně přihlášeného uživatele. Pod titulkovým
pruhem jsou informace o uzlu. Dále následuje několik graf̊u s naměřenými hodnotami.
Menu se zobraźı po kliknut́ı na levou části titulkového pruhu s nápisem ”Overview of
node“ (obrázek A.5). Pomoćı tohoto menu lze provádět následuj́ıćı úpravy a nastaveńı:
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Obrázek A.4: Dohledový systém – informace o uzlu
• Detail of node – zobraźı detailńı informace o uzlu
• Change settings – umožńı měnit nastaveńı uzlu
• Flush values – smaže veškerá naměřená data
• Move node – přesun uzlu na jiné mı́sto śıtě
• Delete node – smaže uzel, pokud na něj nenavazuje žádný daľśı uzel
• New node – přidáńı nového uzlu
• New service – přidá sledováńı služby pro aktuálńı uzel
• Edit service – umožńı změnit nastaveńı služby
• Delete service – smaže službu
• Edit notification – seznam technik̊u, kteř́ı maj́ı být informováni o problémech na
śıti
Obsah menu se měńı v závislosti na tom zda je zobrazena informace o uzlu či službě.
Nab́ıdka Edit notification je př́ıstupná jen u kořenového uzlu.
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Obrázek A.5: Dohledový systém – menu
A.4.3 Účtováńı provozu
Na úvodńı stránce přehledu přenesených dat je seznam všech uživatel̊u, kteř́ı byli v po-
sledńıch 24 hodinách aktivńı (obrázek A.6). Tento seznam lze setř́ıdit podle jednotlivých
sloupc̊u kliknut́ım na jejich záhlav́ı.
Obrázek A.6: Výchoźı stránka přehledu přenesených dat
Při prvńım př́ıstupu jsou zobrazeny přenesená data za posledńıch 24 hodin. Je možné si
zvolit zobrazeńı za posledńı měśıc a posledńı rok. Vždy je vidět pro jaké obdob́ı jsou platné
zobrazené informace.
Množstv́ı zobrazených informaćı lze sńıžit výběrem konkrétńı lokality. Pak budou ve
výpisu jen uživatelé z dané lokality.
Přehled přenesených dat má několik vzhled̊u, které můžete změnit v menu ve spodńı
části stránky.
Informace o tom, podle kterého sloupce je přehled seřazen, vybraný vzhled, vybraná
lokality a délka časového úseku jsou uloženy na vašem poč́ıtači v souboru ”cookie“. Při
daľśı návštěvě stránek je pak použito stejné nastaveńı.
Pokud v přehledu kliknete na IP adresu, dostanete se ke graf̊um a detailńımu přehledu
přenosu dat konkrétńı IP adresy.
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Obrázek A.7: Graf přenosu za posledńı týden
Jsou zde zobrazeny informace za posledńıch 24 hodin, posledńı měśıc a posledńı rok a





Informačńı systém generuje konfiguračńı soubory ve formátu kompatibilńım s ISC DHCP
serverem [12]. Jméno domény a IP adresa jemnného serveru (Domain Name System, DNS)


















Autentizace uživatel̊u je prováděna na základě MAC-list̊u na straně př́ıpojného bodu. In-
formačńı systém potom z informaćı uložených v databázi generuje soubor se seznamem
MAC adres povolených na daném AP.
MAC-list pro ap 10.20.1.1 – maclist-10.20.1.1:
00:0b:6b:37:8e:9e
00:b9:2e:ab:57:7a
B.3 Omezeńı IP adres s př́ıstupem na internet
Ne všechny IP adresy v śıti muśı mı́t povolen př́ıstup k internetu. Všechny IP adresy, které
maj́ı povolenu komunikaci do internetu jsou uloženy v souboru ip2-internet.






B.4 Veřejné IP adresy
Jelikož se v celé śıti Haná Free Net použ́ıvaj́ı IP adresy z neveřejného rozsahu, je nutné
na haničńım směrovači zajistit namapováńı neveřejné adresy na adresu veřejnou. Soubor
s popisem se jmenuje ip-mapping.
Ukázka souboru s mapováńım IP adres:
10.20.19.1 77.48.27.227
10.10.1.2 77.48.27.228
B.5 Omezeńı š́ı̌rky pásma
V śıti Haná Free Net se omezeńı š́ı̌rky pásma uplatňuje jen na uživatele, kteř́ı opakovaně
poruš́ı pravidla o provozu na śıti. Výstupem tohoto module je seznam IP adres, které maj́ı
mı́t na daném př́ıstupovém bodu omezenu š́ı̌rku pásma.
Tento seznam by šel využ́ıt i jako základ pokročileǰśıho generováńı pravidel pro ř́ızeńı
š́ı̌rky pásma.






Následuje kód agenta dohledového systému:
#!/bin/bash
export LANG=C
< /proc/uptime awk ’{print \$1 }’
< /proc/uptime awk ’{print \$2 }’
free | grep Mem: | awk ’{ print \$3/\$2}’
free | grep Swap: | awk ’{ print \$3/\$2}’
df | grep hda1 | awk ’{ print $3/$2}’











Aby tento skript spouštěný přes xinetd superserver fungovat, je nutné do souboru





Nativńı část RRDJtool nešla zkompilovat kv̊uli nekompatibilitě API mezi verzemi librrd
(1.1 – 1.2). Dále je přiložena oprava, po jej́ıž aplikaci již lze nativńı část RRDJtool zkompi-
lovat.
--- Rrd-o.c 2003-02-19 12:10:40.000000000 +0100
+++ Rrd.c 2007-03-14 00:53:24.000000000 +0100
@@ -142,7 +142,8 @@ JNIEXPORT jint JNICALL Java_rrd_Rrd_crea
char **tokens = getTokens(env, ar, n);
char **calcpr;
int xsize, ysize, i;
- int status = rrd_graph(n, tokens, &calcpr, &xsize, &ysize);
+ double ymin, ymax;
+ int status = rrd_graph(n, tokens, &calcpr, &xsize, &ysize, NULL,
+ &ymin, &ymax);
preserveError();
if(status != -1) {
preserveGraphOutput(calcpr, xsize, ysize);
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