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ABSTRACT
The MOCCA code is one of the most advanced codes that has the capacity to
simulate a realistic sized star cluster with a full dynamical history including stellar
evolution using Monte Carlo methods for the cluster evolution and the Fewbody
code for scattering. The dynamical evolution of a cluster can result in the
formation of many binary systems. Some of these binaries may be very close.
Close double white dwarf binaries (double WDBs) may be promising gravitational
wave sources.
Our work uses MOCCA to simulate 90 globular clusters with different numbers of
stars, binary fractions, metallicities and power-law indices of the initial mass
function. After ruling out models which evaporate before 9 Gyrs and uninteresting
models with very low numbers of WDBs, we do multiple runs of the remaining
models for around a Hubble time in order to get statistics on the overall WDB
populations of different component types, orbital periods and cluster radius in the
time range from 8 Gyrs to 10 Gyrs. We consider WDBs that exist within a
specified time range & Lagrangian radius range and have orbital periods less than
a day to be observable. Thus we set up a map of possible WDB detection rates for
different types of globular clusters.
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CHAPTER 1
INTRODUCTION
1.1 MOTIVATION
Double WDBs are candidate gravitational wave sources. Although many es-
timates have been made for WDBs in the galactic field (Verbunt and Nelemans,
2001; Lorimer, 2008; Ruiter et al., 2010; Maoz et al., 2012; Postnov and Yungelson,
2014), very few have been made for dynamically-formed ones, which are formed
through dynamical interactions in dense stellar systems. My work is to estimate
the population of WDBs in globular clusters using computational simulations, and
to determine their detectability by the Laser Interferometer Space Antenna (LISA)
project (Consortium et al., 2013).
1.2 BACKGROUND STUDY
Gravitational waves have been predicted since Einstein built the theory of
General Relativity in 1916. They are ripples in the curvature of spacetime that
propagate as a wave as gravitational radiation. It is an effect resulting from the
limited speed of physical interactions. The effect of a passing gravitational wave is
the distortion of spacetime. There are several kinds of detectable gravitational wave
sources, including binary inspirals, stochastic gravitational wave backgrounds, and
cataclysmic bursts.
If there is a group of test particles in a circle, which is perpendicular to the
propagation direction of a gravitational wave, the particles will oscillate in a cross
manner, due to the distortion of spacetime. A gravitational wave has very small
amplitude that makes it hard to detect. My work is to estimate the detection rate
of gravitational waves caused by WDBs in globular clusters for LISA. A graphical
representation of the passage of a gravitational wave through a ring of masses is
presented in Figure 1.
Figure 1: Four phases of one cycle of the spatial distortion by a
wave normal to the plane of the figure are shown both for the plus
(‘+’, upper row) and cross (‘×’, lower row) polarization. Three of
the masses in the ring are used to represent the three spacecrafts,
and the time-varying changes in the red arms show what the inter-
ferometer would measure.
Globular clusters are typically the oldest objects in the Galaxy, and were
among the first collections of stars within the Milky Way to form, which agree with
the fact that none are known to display active star formation. Globular clusters
are dense star systems generally containing 104 ∼ 106 stars, among which are many
collapsed and degenerate objects. According to the updated catalogue by Harris
(2010), a good estimate of the number of globular clusters in the Milky Way is 157.
Larger galaxies like the giant elliptical M87 have as many as 13000 globular clusters
(McLaughlin et al., 1994). Globular clusters are the scenes of many interesting close
2
dynamical interactions that alter the evolution of individual stars and produce tight
binary systems with one or both components being compact objects.
A white dwarf is one type of compact object. It is a stellar remnant composed
of mostly electron-degenerate matter. They are thought to be the final evolutionary
state of all stars whose mass is below the limit (typically 8M) to evolve to a neutron
star, and they comprise over 97% of the stars in the Milky Way (Fontaine et al.,
2001). White dwarfs are special for their supporting source — electron degeneracy
pressure instead of thermodynamical pressure derived from heat generated by fusion
or gravitational collapse. Thus, they are extremely dense stars. White dwarfs are
so dense that they can form extremely compact binary systems with orbital periods
as low as a few minutes.
According to general relativity, two masses orbiting each other will emit en-
ergy in the form of gravitational waves, which carry away angular momentum. In
the case of a coalescing binary, the loss of angular momentum is large enough to
cause significant change in the balance between gravity and centrifugal forces, caus-
ing a transfer of matter from one component to the other. For compact binaries
containing WDs, this redistribution of mass makes the binary orbit widen, conse-
quently the orbital period increases. At the same time, the inevitable loss of energy
in the form of gravitational radiation has the opposite effect: the two components
come closer to each other, which decreases the orbital period to conserve angular
momentum. But the orbital period increase is not comparable with the radius de-
crease for angular momentum. Thus, the overall angular momentum is reduced as
3
energy is carried away by gravitational waves (Krolak, 2010). In the case of the
Hulse-Taylor Pulsar (PSR 1913+16), measurements after its discovery showed that
the pulsar had a period of 59 milliseconds and it varied at a repetitive manner over a
period of 7.75 hours, which indicated an orbit around another object. Weisberg and
Taylor (2005) described their result derived from over 30 years of observation with
Keplerian orbital parameters, measurements of the relativistic periastron advance,
and a combination of gravitational redshift and time dilation measurements to yield
the stellar masses with high accuracy. The measured rate of change of the orbital
period agrees with that expected from the emission of gravitational radiation.
The typical orbital period of a binary system depends on the masses of two
components, and it directly determines the frequency of the gravitational waves
emitted by that system. LISA is a proper instrument to detect such frequencies
from WDBs, which are typically in the mHz range. However, referring to the LISA
verification sources (Kilic et al., 2011), there are only 20 WDBs found at present,
which is not enough to get statistical results. But it can be used to evaluate simu-
lation outcomes.
Stellar Simulation is the imitation of a stellar process or system based on
mathematical modeling. This theoretical model contains the key properties of the
real-world physical stellar dynamics. Some of the main points in simulation include
obtaining actual information to get the relevant generalization of key characteris-
tics, using appropriate simplifying approximations and assumptions, and obtaining
repeatable and verifiable simulation results. A good simulation should utilize the
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least hypotheses and achieve the highest fidelity and validity of the outcomes.
Simulation with scientific modeling of stellar dynamics offers insight into nat-
ural systems. It helps to show the eventual realistic effects of alternative conditions
and causes of action in either individual cases or at the statistical level. The MOCCA
code, which stands for MOnte Carlo Cluster simulAtor, is able to simulate realis-
tic star clusters level with stellar evolution and cluster dynamics. It keeps static
and dynamical information for each star, tracks all interactions between stars, and
updates and records the system properties at each timestep. The MOCCA code
enables a profound look into the detailed history of the cluster evolution.
1.3 CHAPTER PREVIEW
The structure of the thesis is as follows:
Chapter 2 talks about Monte Carlo method and introduces a simulation code,
MOCCA. I will describe the 3 different schemes of Monte Carlo method and utility
of the MOCCA code, such as code assumptions and model dependence.
Chapter 3 deals with the initialization of the MOCCA code with selected
interesting parameters and parameter space aiming to obtain statistics of WDBs in
globular clusters.
Chapter 4 presents the results of selected runs and provides results of WDB
populations, distributions and orbital periods.
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CHAPTER 2
MOCCA
In this chapter I introduce an improved code, MOCCA which is short for
MOnte Carlo Cluster SimulAtor, to do cluster simulation. The MOCCA code is
currently one of the most advanced codes with the capacity to simulate a realistic
size star cluster with the full dynamical history of stellar evolution. It can duplicate
a star cluster simulated by the most accurate dynamical simulation method: direct
N-body simulation, which numerically integrates the mutual gravitational forces of
a system of N particles to determine their motion without any simplifying approx-
imations (Hypki and Giersz, 2013). At the same time, MOCCA runs much faster
and requires less computational resources. For example, MOCCA can conduct a
simulation of 105 stars for 15 Gyrs on a laptop within 4 to 5 hours, while an N-body
code requires a large computer cluster to run for weeks for the same model.
MOCCA was written by Giersz (1998, 2001) and his collaborators. The code
uses a Monte Carlo approach to describe the relaxation processes for star clusters.
The code is based on the orbit-averaged Monte Carlo method which can be treated
as finding a statistical solution for the Fokker-Planck equation, see Sec. 2.1.1. This
method was first developed by He´non (1971, 1975) and Spitzer (1975), and then
substantially improved by Stodo´ lkiewicz (1982, 1986), and recently by Rasio and
his collaborators (Joshi et al., 2000, 2001; Watters et al., 2000; Fregeau et al., 2003;
Fregeau, 2004; Freitag and Benz, 2001, 2002).
The most recent version of MOCCA incorporates the direct Fewbody inte-
grator (Fregeau, 2004) for three and four-body interactions to enrich the dynamics
between binary and single stars and between pairs of binaries, see Sec. 2.2.3. The
treatment of instantaneous escape in a static tidal field based on Baumgardt (2001)
has been replaced by a new treatment of the escape process based on Fukushige
and Heggie (2000), so that stars which fulfill the escape criterion are not removed
immediately, but can stay in the system for a certain time to find their way around
the Lagrangian point, which depends on the excess of the energy of a star above the
escape energy, see Sec. 2.2.2. MOCCA incorporates most of the processes which are
important during the evolution of a stellar system, e.g. relaxation, the main engine
of dynamical cluster evolution; stellar evolution according to Hurley et al. (2000)
for single stellar evolution, supplemented by the methods of Hurley et al. (2002) for
the internal evolution of binary stars and also a simple approach for colliding stars
based on the McScatter interface by Heggie et al. (2006); escape in the static tidal
field of the parent galaxy; direct Fewbody integration to follow interactions between
binaries and single stars and other binaries; binary formation in 3-body interactions;
and optional mass-segregated initial cluster configurations according to Baumgardt
et al. (2008), Sˇubr et al. (2008) and Hypki and Giersz (2013).
2.1 INTRODUCTION TO MONTE CARLO CODE
2.1.1 Fokker-Planck Equation
The Fokker-Planck equation is a partial differential equation that describes
the time evolution of the probability density function of the velocity of a particle
7
under the influence of external forces. When dealing with stellar system evolution,
it is interesting to know the evolution of the phase-space density function f(x, v, t)
that describes the stars. The effect of encounters on f can be expressed as
df
dt
=
∂f
∂t
+
∑
i
vi
∂f
∂xi
+
∑
i
ai
∂f
∂vi
=
(
∂f
∂t
)
e
(1)
In general, the encounter term,
(
∂f
∂t
)
e
, can be very complicated (Merritt, 2013).
For instance, in a close encounter, the velocity change ∆v can be comparable to v,
causing a star to jump from one point in phase space to another. Such changes must
be described by an integral as in the Boltzmann equation. The encounter term can
be greatly simplified if the effect of distant encounters is included, which means a
small gravitational deflection is assumed. In this assumption, the encounter term
becomes a differential operator that results in the Fokker-Planck equation.
Let p(X, t) be the probability density of a Markov process {X(t) : t ≤ 0}. That
means the probability of p(X3, t3) is only related to the ‘present’ state p(X2, t2) and
has no ‘memory’ about p(X1, t1). The probability of p(X3, t3), given that p(X1, t1)
and p(X2, t2)(t1 < t2 < t3), is
p(X3, t3|X1, t1;X2, t2) = p(X3, t3|X2, t2) (2)
For any Markov process, the Chapman-Kolmogorov equation is satisfied (Risken,
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1996). In other words,
p(X3, t3|X1, t1) =
∫
p(X3, t3|X2, t2)p(X2, t2|X1, t1)dX2 (3)
Then, we assume that Markov process X(t) is invariant in time, which means
p(X, t1 + s) = p(X, t1) (4)
Now let us consider the integral
I =
∫ ∞
−∞
h(Y )
∂p(Y, t|X)
∂t
dY (5)
where h(Y ) is a smooth function. The derivative respect to t can be written as a
limit
∫ ∞
−∞
h(Y )
∂p(Y, t|X)
∂t
dY = lim
∆t→0
∫ ∞
−∞
h(Y )
(
p(Y, t+ ∆t|X)− p(Y, t|X)
∆t
)
dY (6)
Following the strategy of Eq. (2) on the right hand side and picking Z to be the
intermediate point, the right hand side can be written as
lim
∆t→0
1
∆t
(∫ ∞
−∞
h(Y )
∫ ∞
−∞
p(Y,∆t|Z)p(Z, t|X)dZdY −
∫ ∞
−∞
h(Y )p(Y, t|X)dY
)
(7)
Rewrite Y as Z for the second term and add an extra integral of probability density
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p(Y,∆t|Z) over all Y , the equation is changed into
lim
∆t→0
1
∆t
(∫ ∞
−∞
p(Z, t|X)
∫ ∞
−∞
p(Y,∆t|Z)(h(Y )− h(Z))dY dZ
)
(8)
From the assumption h(Y ) is smooth, it can be expanded as a Taylor series about
Y at Z. Therefore, the above integral can be written as
lim
∆t→0
1
∆t
(∫ ∞
−∞
p(Z, t|X)
∫ ∞
−∞
p(Y,∆t|Z)
∞∑
n=1
h(n)(Z)
(Y − Z)n
n!
)
dY dZ (9)
Now define the function
D(n)(Z) =
1
n!
1
∆t
∫ ∞
−∞
(Y − Z)np(Y,∆t|Z)dY (10)
The integral I is then
∫ ∞
−∞
h(Y )
∂p(Y, t|X)
∂t
dY =
∫ ∞
−∞
p(Z, t|X)
∞∑
n=1
D(n)(Z)h(n)(Z)dZ (11)
Rewrite Y as Z on the left hand side of the above equation. Integrating each term
on the right hand side n times for h(n) using assumptions on h
∫ ∞
−∞
h(Z)
(
∂p(Z, t|X)
∂t
−
∞∑
n=1
(
− ∂
∂Z
)n
[D(n)(Z)p(Z, t|X)]
)
dZ = 0 (12)
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Because h(Z) is an arbitrary function, it is necessary that
∂p(Z, t|X)
∂t
=
∞∑
n=1
(
− ∂
∂Z
)n
[D(n)(Z)p(Z, t|X)] (13)
We define the probability function p(X, t) of X(t) as the solution of Eq. (13) with ini-
tial conditions given by a δ-function at X0 for t = 0. Hence, p(X, t) ≡ p(X, t|X0, 0).
With the assumption that D(i)(Z) = 0, for all i ≥ 3, setting D(1)(X) = b(X) and
D(2)(X) = d(X), we get
∂p(X, t)
∂t
= − ∂
∂X
(b(X)p(X, t))− ∂
2
∂X2
(d(X)p(X, t)) (14)
which is the Fokker-Planck equation in one dimension. We can generalize it to the
case where X = (X1, X2, . . . , XN) by the equation
∂p(X, t)
∂t
=
N∑
i=1
− ∂
∂Xi
(b(X)p(X, t))−
N∑
i=1
N∑
j=1
∂2
∂Xi∂Xj
(d(X)p(X, t)) (15)
Being a partial differential equation, the Fokker-Planck equation can be solved an-
alytically only in special cases.
2.1.2 The Monte Carlo Method
As was mentioned before, the Monte Carlo method could be considered as a
method for finding a statistical solution of the Fokker-Planck equation. Similar to
the direct Fokker-Planck method, it is based on the following three hypotheses:
1. The gravitational field is decomposed into a smooth, mean field and an irreg-
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ular, fluctuating field that provides perturbations for the evolution.
2. The system is in equilibrium which means it evolves through a series of steady
states essentially by direct two-body interactions.
3. The system is spherically symmetric.
To begin with, we define the time it takes for a particle to cross a system of total
mass M and reference dimension R as the crossing time. If the system is out of
equilibrium, the time it takes for the system to return to dynamical equilibrium is
defined as the relaxation time. This is the time necessary for a cluster to lose the
memory of its initial conditions. The basic idea behind the Monte Carlo method is
that during a time interval ∆t between the relaxation time and the crossing time, the
fluctuations in the gravitational field can be neglected in the first approximation and
the system can be regarded as being in a steady state. With the spherical symmetry
assumption of the mean gravitational field, the motion of stars is fully determined
by analytical formulae, and the orbit plane is confined between rmin and rmax radii,
which are defined by the energy, E, and angular momentum, J , of a star in a given
potential. At the same time, the fluctuation field will cause slow and random changes
of the orbit parameters, E and J . This is a small effect over ∆t, but it builds up
significantly over the relaxation time scale. The calculation will take account of the
influence of every single star in the system during the time interval ∆t within the
orbit of the test star. Usually, direct N-body integration is required to calculate
the perturbation, instead, we can perform the standard Monte Carlo tricks. The
perturbation of the test star orbit is a quantity statistically random enough that
12
the first- and second-order moments can already approximate the exact value very
well. The procedure to calculate is as follows:
1. Instead of integrating a large number of uncorrelated small angle perturbations
along the orbit, a single perturbation is computed at a randomly selected point
on the orbits.
2. The effect of all stars in the system is simplified to be the perturbation com-
puted locally from a randomly chosen star.
3. An appropriate factor is chosen to multiply the computed perturbation in
order to account for the cumulative effect of all small individual encounters
with the rest of the stars in the system during the past timestep.
If the procedure is carefully set up, the evolution of the artificial system will be
statistically the same as the evolution of the realistic one.
There are three different groups of Monte Carlo code that implement this basic
strategy, namely the ‘Princeton’, ‘He´non’ and ‘Cornell’ methods (Spitzer, 1987).
Briefly, in the ‘Princeton’ method the stellar orbits are directly integrated
with velocity perturbation ∆v chosen to represent proper averages over all types
of encounters at each orbital position. ∆v is obtained directly from the standard
diffusion coefficients computed for isotropic and Maxwell velocity distributions of
the field stars. The direct integration of the star orbits and computation of velocity
changes produced on a single orbit make it possible to examine violent relaxation
and to investigate the rate of escape from an isolated system, respectively. The main
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disadvantages are that the velocity distributions of test and field stars are different
and that the method requires more computing time than other methods.
In the ‘He´non’ method, to compute velocity perturbations produced by en-
counters the theory of two-body relaxation is used to integrate over the impact
parameters of all encounters during the time ∆t. Then the mean square cumulative
value of the deflection angle is computed. The effective impact parameter is chosen
to give the cumulative deflection angle in a single encounter. A big advantage of
this method is that the velocity distributions of the test and field stars are the same
and the computing time scales with N nearly linearly.
In the ‘Cornell’ method, the changes of energy ∆E and angular momentum
∆J resulting from encounters during an integral number of orbits are computed by
use of five orbit-averaged diffusion coefficients: 〈∆E〉orb, 〈∆J〉orb, 〈∆E2〉orb, 〈∆J2〉orb
and 〈∆E∆J〉orb. In order to compute these coefficients the velocity distribution of
the field stars is set equal to a suitable isotropic distribution of test stars. This
method is especially suitable for investigation of physical processes which occurs on
an orbital time scale, such as, for example, escape of stars or their capture by a
central black hole (Giersz, 1998).
Each of these Monte Carlo implementations has been successfully used in
simulations of the evolution of globular clusters and galactic nuclei. We will proceed
to a more detailed description of Stodo´ lkiewicz’s Monte Carlo scheme, a version of
the ‘He´non’ method, which is the basis of the new Monte Carlo code.
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2.1.3 Stodo´ lkiewicz’s Monte Carlo Scheme
Stodo´ lkiewicz (1982, 1986) improved the Monte Carlo code from He´non’s ver-
sion by adding an individual timestep scheme and a special procedure to improve the
total energy conservation. His code was used for modeling globular cluster evolution
under the influence of the following processes: formation of binaries by dynamical
and tidal interactions, interaction between binaries and field stars and with binaries
themselves, collisions between stars, stellar evolution, the tidal field of the Galaxy
and tidal shocks.
Here I will briefly describe the basic idea of Stodo´ lkiewicz’s code. More details
can be found in Stodo´ lkiewicz (1982, 1986).
The evolution of a stellar system is governed by the changes of the time depen-
dent energy density E and angular momentum density J of each star inside. These
changes are described by the following equations:
dE
dt
=
∂U(r, t)
∂t
+
(
dE
dt
)
e
(16)
dJ
dt
=
(
dJ
dt
)
e
(17)
U(r, t) is the gravitational potential at distance r from the cluster center and time
t. The term ∂U/∂t describes the changes of stellar energies caused by the evolution
of the gravitational potential. The terms with subscript ‘e’ describe the encounter
effects connected with the relaxation process.
The Monte Carlo method divides the whole system into K superstars. These
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superstars are made up of stars that have the same mass m, radius r and radial vr
and tangential vt velocities. The changes of their E and J are simulated from their
changes of gravitational potential during relaxation processes. With careful set up,
these simulations should give the correct statistical distributions of ∆E and ∆J for
all superstars.
The relaxation process of the whole system in the time interval ∆t is simulated
as two-body encounters of nearby superstars. In order to get an effective result, the
proper deflection angle β is carefully approached as follows. For an encounter of two
stars with masses m1,m2 and velocities v1, v2, the velocity change of the first star is
given by
m1(∆v1)
2 = 4
m1m
2
2
(m1 +m2)2
w2 sin2
β
2
, (18)
where w is the relative velocity of two stars, and β is the deflection angle in the
relative orbit of the two stars. On the other hand, the mean overall result from
encounters of the test star and other field stars during the same time interval ∆t is
approximately equal to He´non (1975)
〈m1(∆v1)2〉 = 8piG2n∆t〈m1m22w−1〉 ln(γN) (19)
where G is the gravitational constant, n is the number density and ln(γN) is the
Coulomb logarithm, where small-angle collisions are more effective than large-angle
collisions. Comparison of Eq. (18) and Eq. (19) leads to the following definition of
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deflection angle β:
sin2
β
2
= 2piG2
(m1 +m2)
2
w3
n∆t ln(γN) (20)
Time t is explicit in Eq. (20). Actually, it is the only equation that relates the
relaxation process to the evolutionary time. From this equation, we see that the
value of β depends on the length of the timestep. As long as the right-hand side of
Eq. (20) stays below unity, the larger timestep we choose, the larger β we have. If
the timestep is so large that the right-hand side exceeds unity, the system is under-
relaxed. Therefore, in order to obtain the correct relaxation process, the timestep for
simulations at different positions in the system should be sufficiently small (smaller
than the local relaxation time and larger than the local crossing time, meanwhile,
the local relaxation time increases strongly towards the center). As the whole system
is divided into several zones, the average individual timesteps are computed with
β kept within certain boundaries (β between 0.025 and 0.05 for equal-mass stars)
according to Eq. (20). The boundaries for β are chosen experimentally to make sure
that the results of simulations are independent of the chosen timestep. The zones
with similar timesteps form a larger super-zone. The successive super-zones have
timestep differences within a factor of 2. The corresponding time interval is equal
to 0.08 He´non time from experiment (Giersz, 1988). He´non time is a unit from
He´non Units, which is a system of units introduced by He´non (1971) and proposed
by Heggie (2014) to be named after He´non for Monte Carlo simulations of star
cluster dynamics. This procedure ensures that the timestep we use to compute each
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encounter is shorter than the local relaxation time. At the end of the encounter
procedure, the new velocities for each two interacting stars inside one super-zone
are computed using the standard scheme (He´non, 1971). This scheme treats the
plane of relative motion of interacting stars and their relative orbit in this plane as
randomly oriented. Now the relaxation step is complete.
At this stage, the new positions of superstars in the super-zones are deter-
mined. All superstars with positive total energy or with distance greater than the
tidal radius for a non-isolated system are treated as escapers. New positions of the
remaining stars are selected randomly with a probability proportional to the time
that the star spends in a given place in the orbit, from their orbits between the peri-
centre and a maximum distance. The maximum distance is defined as the smaller
distance of apocentre and the position of the furthest superstar in the super-zone.
As a result, the ∆E and ∆J are correctly averaged. With the new positions of all
superstars evaluated, a new distribution of superstars is obtained. This results in
the change of the mass distribution which leads to the change of potential with time
and induces the change of mechanical energy of superstars. The energy change for
the ith superstar in time ∆t is given by
∆Ei =
∫
∂U(r, t)
∂t
dt (21)
where the integral is taken along the trajectory of the ith superstar. Two points of
the trajectory, the old rio and new rin positions, are chosen randomly to represent
the orbit. They only change slightly due to the relaxation process so Eq. (21) can
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be approximated by the following expression:
∆Ei =
1
2
[∆U(rio) + ∆U(rin)] (22)
where ∆U = Un − Uo is the potential difference during the relaxation at a given
point. Substitute ∆Ei from Eq. (21) to Eq. (22) as the difference between the new
and old total energies of the ith superstar, the new velocity vin is obtained:
v2in = v
2
io + Uo(rio)− Uo(rin) + Un(rio)− Un(rin) (23)
where vio is the old velocity of the ith superstar and we take the mass as unity.
The new tangential velocity vint is computed using the conservation law for angular
momentum. The radial velocity is then determined by vinr =
√
v2in − v2int. Using
Eq. (22) to evaluate the new velocities ensures that the total energy of the system
does not change during the simulations in the ideal case. However, there is an
inconsistency in practical application of this procedure. New radial velocities are
computed at the end of the timestep, while new positions are selected earlier in
the orbits determined by the old potential. This may lead to an accumulating
inconsistency so sometimes vinr is set to zero and the missing energy is subtracted
from the energy of the next superstar. Thus we repeat the procedure — relaxation
process, determination of new positions, and determination of new velocities for all
super-zones.
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2.1.4 Implementation of the Monte Carlo Method
The Monte Carlo method briefly described in the previous section is not suit-
able to correctly represent the very centre of the system. The core has a high density
and high rate of collisions which makes it a nearly uniform region. This area is rep-
resented by only a few superstars. Therefore the statistical properties of this region
are not significant. Furthermore, superstars inside the core have extra processes
such as energy generation and creation of binaries, binary remnants and coalesced
stars in direct stellar interactions. In order to describe these processes properly,
each superstar in the new code (written from scratch) is treated as a single star
and evolution and motion of all individual objects are considered. This adds more
encounters for the relaxation processes so more detailed interactions will be calcu-
lated. The improvement results from an enormous increase of computing speed and
memory in present computers. The individualization of all objects in the system
makes it possible to investigate the influence of primordial binaries on the system
evolution and so on. In Stodo´ lkiewicz’s method all binaries or coalesced stars are
only considered in relaxation processes. Their effect to the gravitational potential
and process of mass segregation in binaries and coalesced stars were neglected.
In Stodo´ lkiewicz’s procedure, the radial velocity is determined after system
adjustment (changes of mechanical energy of the stars due to changes of potential
— Eq. (21) to (23) ). It has been slightly changed in the present implementation.
For any star, if v2in is negative, the new radial velocity is set to zero and the tangential
velocity is computed according to the angular momentum conservation law. The
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missing kinetic energy is accumulated for all stars which fulfill the above criterion. At
the end of the relaxation process, the kinetic energy for each star in the computed
super-zone is decreased by the ratio of the adjusted kinetic energy to the kinetic
energy before adjustment. This factor is very close to 1. If v2inr is negative but
v2in is larger than zero, the new radial velocity is set to zero and the new tangential
velocity is set to vinr. This problem with the determination of the new radial velocity
usually occurs when a star is close to the pericentre or apocentre of its orbit. The
assumption that the new radial velocity is zero is then very reasonable. There are
only 0.01 percent of such cases of all relaxation events. The total accumulated
energy is only a few precent of the initial total energy of the system.
The deflection angle β from Eq. (20) is an accumulated quantity and is chosen
to minimize the overall relaxation of two interacting stars with the rest of the system
over time ∆t. It is usually larger than the deflection angle in the individual small-
angle interaction case. This will cause the high eccentricity ‘binary’ with low binding
energy to break down and escape. Because this ‘binary’ is composed of superstars,
which are groups of stars with same properties, just one of these cases will lead
to an overestimation of the number of the stars that escape from the system. The
difference was noticed from the comparison with direct N-body results at that time.
He´non (1961) pointed out that the escape process should be regarded as a special
two-body interaction with one star escaped. It is further modified by Spitzer and
Shapiro (1972) that the distribution function of stars is also evolving on a relaxation
timescale, and that a star with energy a little below the escape limit can escape in
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a single two-body encounter in the core. Giersz and Heggie (1994) added that the
anisotropy is related with the escape rate. To fully describe the escape process in
the Monte Carlo code, the following procedure was introduced only for stars which
escape due to the standard relaxation process by Giersz (1988). The probability
that the closest encounter has an impact parameter less than p in time ∆t is given
by
F (x) = 1− e−λx (24)
where x = pip2 is the area of a disc with radius p and λ is the number of interactions
per unit area since λ = nω∆t where n is the number density of stars and ω is the
relative velocity of interacting stars. The resulting probability density for impact
parameters is:
fp(p) =
(
dF
dx
)(
dx
dp
)
= 2pinwp∆te−pinw∆tp
2
(25)
With the values of n and w from the relaxation process for the two-body encounter,
the impact parameter is picked randomly according to Eq. (25). The deflection
angle is then determined by the impact parameter as follows:
sin2
β
2
=
1
1 +
(
p
p0
)2 (26)
where p0 = G(m1 + m2)/w
2 is the impact parameter for the 90◦ deflection angle.
Using Eq. (18) and the scheme from He´non (1971), the new velocities of two inter-
acting stars can be solved. Only if the binding energy of any star is positive then
it is regarded as an escaper. In principle, the new procedure underestimates the
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escape since the right-hand side of Eq. (26) is smaller than that of Eq. (20). The
result from Giersz (1988) shows that this procedure represents, in a proper way, the
physics behind the escape process. However, other explanations of the high escape
rate in Monte Carlo simulations compared with N-body simulations are possible.
For example, small deviations from spherical symmetry of the system can result in
changes of angular momentum of the stars in high eccentricity binaries, which can
cause fewer escapers in N-body simulations, (Rauch and Tremaine, 1996). Unfortu-
nately, this cannot be investigated by the Monte Carlo code which is based on the
assumption of spherical symmetry.
The above improvements Giersz (1988) made are the only major changes to
Stodo´ lkiewicz’s original code. In his implementation, binaries are treated as single
superstars in a single-mass system. This makes it simple and accurate to introduce
to the code the processes of stochastic formation of binaries and their subsequent
stochastic interaction with field stars and other binaries. The whole procedure
includes the following steps. The probability of new binary formation is described
by the standard formulae for the rate of three-body interactions (Hut and Verbunt,
1985).
P3b =
∫∫
0.9G5m5n3σ−9dV dt (27)
where m is the mass of single stars and σ is the one-dimensional local velocity
dispersion. It is integrated over time and space. The probability of binary formation
is computed in each timestep and for each zone containing three superstars, starting
from the center of the system. It is compared with a uniform random number to
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determine whether a binary is formed from the first two stars in the zone at the
position of their centre mass. This rejection method is repeated for all three-star
zones in the system. The binding energy of the newly formed binary is adopted to be
3kT , which is usually used as minimum binding energy of permanent binaries (Hut
and Verbunt, 1985). The orbit of the new binary can be computed by assuming its
centre mass is in energy equipartition with field star after interaction.
There are two kind of interactions for binaries in the cluster. Wide interactions
only change the movement of binaries in the system by the relaxation process, while
close interactions also change their binding energy. The procedure to simulate close
interactions is suggested by Stodo´ lkiewicz (1986). First, which kind of interaction is
checked. The probability of binary-field star interaction is computed from Spitzer’s
formulae (Spitzer, 1987).
P3b∗ =
∫∫
5piASG
2m3n
6σEb
dV dt (28)
where Eb is the binary binding energy and AS is a coefficient equal to 21 by Giersz
(1998). The integration is over space and time for each binary and compared with
a uniformly drawn random number. In the case of binary-field star interaction, the
change of the binary’s binding energy is computed according to the distribution
function of energy changes, f(z) = cos6 z, where z = arctan(∆Eb/Eb), (Spitzer,
1987). The energy ∆Eb after interaction is distributed as (2∆Eb/3) for single star
and (∆Eb/3) for centre mass of binary. Knowing the orbit of the binary, its radial
and tangential velocities at any point of the orbit can be solved. The absolute value
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of the relative velocity of the binary ∆v is computed from the quadratic equation
∆v2 + 2(vr cos θ + vt sin θ cosφ)∆v − 4∆Eb
3mb
= 0 (29)
where vr and vt are the initial radial and tangential velocities of the binary centre of
mass, meanwhile, θ and φ are the randomly chosen directions of the relative velocity
determined by the distribution f(θ) = sin θ
2
for θ ∈ (0, pi] and a uniform distribution
for φ ∈ (0, 2pi], respectively. mb is the binary centre mass. Thus, the new velocities
can be directly computed from the old velocity, ∆v2 and the chosen θ and φ. With
new velocities, the new orbit of the binary is determined. The orbit of the single
star is also determined by the same procedure.
2.2 EXTENSIONS OF MONTE CARLO CODE
2.2.1 Mass Spectrum and Stellar Evolution
Kroupa et al. (1993) showed that the mass function in globular clusters and for
field stars is not a simple power-law, but rather approximated by a composite power-
law. In previous studies the simple power-law was used for simplicity (Chernoff and
Weinberg, 1990; Fukushige and Heggie, 1995; Giersz and Heggie, 1997; Takahashi
and Portegies Zwart, 2000; Joshi et al., 2001; Aarseth and Heggie, 1998). It is
described as:
ξ(M) =

M−1.3, if M ≤ 0.5M
M−α, if M > 0.5M
(30)
where 0.5M is the break mass and α is the power-law index for the initial mass
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function. It means the number density of stars with mass M > 0.5M within a
specified volume of space is proportional to M−α. The detailed discussion of α will
be presented in Sec. 3.2. All stars are assumed to be on the zero-age main sequence
(ZAMS) in the beginning of the simulations. Masses of binaries are chosen from
(Kroupa et al., 1991, Eq. 1):
M(X) = 0.33
[
1
(1−X)0.75 + 0.04(1−X)0.25 −
1
1.04
(1−X)2
]
(31)
where X is randomly chosen from 0 to 1. The IMF algorithm for binaries first
randomly draws total mass for the binary according to Eq. (31), and then draws
the mass ratio from a uniform distribution to split the total mass into two separate
masses.
The mass loss during stellar evolution is calculated by the simplified stellar
evolution model adopted by Chernoff and Weinberg (1990). The results for the time
which a star remains in a main-sequence state from this model match very well to
the sophisticated models by Portegies Zwart and Verbunt (1996) and Tout (1997)
while the masses of remnants is slightly smaller, see Tab. 1. It compares the main-
sequence lifetime and remnant masses of stars with different initial masses based on
two different models.
The simplification that a star instantaneously ejects its envelope and becomes
a compact remnant (white dwarf, neutron star or black hole) is reasonable, since the
dominant mass-loss phase occurs on a short time scale up to a few 106 years when the
cluster evolution takes 109 years. Comparably, the mass-loss due to stellar winds
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is negligible for the main-sequence phase. According to the prescription given in
Chernoff and Weinberg (1990), main-sequence stars of mass m > 8M end up their
evolution as neutron stars of mass 1.4M; while stars of mass m < 4M finish as
white dwarfs of mass 0.58+0.22(m−1). Stars of intermediate masses are completely
destroyed. For stars with masses lower than 0.87M, the main-sequence lifetime is
linearly extrapolated, which agrees well with the scaling m−3.5 used by Takahashi
and Portegies Zwart (2000); Joshi et al. (2001). The initial masses of stars are
generated from the continuous distribution given in Eq. (30) and composite power-
law by Kroupa et al. (1993). This treatment ensures the stars have a natural spread
of lifetimes compared to observations. To keep the cluster close to virial equilibrium
during rapid mass loss of stellar evolution, no more than 3% of the total cluster
mass can be lost during one overall timestep.
minitial
tMS mremnant
CW Tout CW Tout
0.40 11.30 11.26 0.45 0.39
0.60 10.70 10.73 0.49 0.41
1.00 9.89 9.92 0.58 0.57
2.00 8.80 8.89 0.80 0.75
4.00 7.95 8.13 1.24 1.09
8.00 7.34 7.52 0.00 0.00
15.00 6.93 7.06 1.40 1.40
Table 1: Comparison of the two mass-loss models. Masses are in units of the Solar
mass. Main-sequence lifetime is the logarithm value in years. Columns labeled by
CW and Tout are data from Chernoff and Weinberg (1990) and Tout (1997)
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2.2.2 Tidal Field of the Galaxy
For a cluster influenced by the tidal field of the galaxy, the mass loss of the
system is dominated by tidal stripping — diffusion across the tidal boundary. It
results in a higher rate of mass loss than in an isolated system, where rare strong
interactions in the dense, inner part of the system lead to the main mass loss. This
version of the Monte Carlo code adopts a mixed criterion to identify escapers: a
combination of apocenter and energy-based criteria. In the apocenter criterion, a
star is removed from the system when ra(E, J) > rt, and in the energy-based crite-
rion, a star is removed when E > Et ≡ −GM/rt, where ra(E, J) is the apocenter
distance of a star with energy E and angular momentum J , rt is the tidal radius of
the cluster of mass M , and G is the gravitational constant. Takahashi and Portegies
Zwart (2000) demonstrated that the energy-based criterion can lead to an overesti-
mation of the escape rate compared to N-body simulations (Heggie, 2000). The use
of the mixed criterion can further increase the escape rate and hasten the disruption
of the system.
One reason for the high escape rate is that no potential escapers are kept in
the system. Once the criterion is satisfied, the star is regarded as an escaper and lost
instantaneously from the system. This is in contrast to the more realistic scheme
in N-body simulations that stars need time proportional to the dynamical time to
be removed. Later on, Baumgardt (2001) showed that ‘escaped’ stars with energy
greater than Et can again become bound to the system, in the case of distant
interactions with field stars. This process can substantially influence the escape
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rate. The new treatment of the escape process in the static tidal field is proposed
by Fukushige and Heggie (2000) to resolve this problem. Now the star is not removed
instantaneously when the escape criterion is satisfied. It needs time to find its way
around the Lagrangian point to escape.
The Lagrange points are saddle points of the effective potential. The potential
at these points is defined as Ecrit, given by
Ecrit = −3GM
2rt
(32)
When the energy E for a star is just above Ecrit, a star needs to pass close to one
of these saddles to escape. The upper bound on the rate when the phase volume
crosses these surfaces x = ±rt in phase space can be computed if the phase density
of stars is known. The calculation is a simple case of a general theoretical result
about flow near saddles (Mackay, 1990), a more exhaustive proof can be found from
Fukushige and Heggie (2000). The final answer of the time scale for escape of phase
volume in dimensionless from is
ωte =
27/2C
313/6piE˜2
(33)
where E˜ = (E − Ecrit)/|Ecrit| and the angular velocity is defined by
ω =
√
GM
3r3t
(34)
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As we know, relaxation is a diffusive process. If the energy a star reaches
before escaping during time te is given by an expression which scales as E −Ecrit ∼
Ecrit(te/tr)
1/2, where tr is the relaxation time, then Eq. (33) can be written as
ωte ∼ 1/E˜2 ∼ tr/te. It follows that te ∼
√
tr/ω, which means, the typical escape
time varies as the geometric mean of the crossing and relaxation times. When the
escape time are scaled to realistic clusters, it can be surprisingly long (up to a
Hubble time1). Hence, there is a minimum energy below which stars cannot escape.
Above this energy, the time scale it takes for stars to escape varies with the orbital
parameters of the star.
2.2.3 The Fewbody Code
In section 2.1.4, all stellar objects including binaries, are treated as single
superstars to introduce the code in a simple and accurate way. Here the code
for multi-component systems will be discussed, to demonstrate the processes of
stochastic formation of binaries and their subsequent stochastic interactions with
stars and other binaries.
Instead of using cross-sections to calculate dynamical interactions between
objects analytically (Giersz, 1998, 2001, 2006; Giersz et al., 2008; Giersz and Heggie,
2011), the Fewbody code is adopted to solve interactions for unequal masses and
complicated resonant interactions. With the integration of the Fewbody code, the
Monte Carlo code is then called MOCCA and is capable of dealing with all kinds of
1Hubble time is the inverse of the Hubble constant. It is also called the Hubble age or the
Hubble period, providing an estimate for the age of the universe by presuming that the universe
has always expanded at the same rate as it is expanding today.
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possible outcomes for dynamical interactions, including stellar collisions (which were
excluded in the previous code) (Hypki and Giersz, 2013). Moreover, the Fewbody
code allows for binaries to have hardening and softening.
The Fewbody code is a software package for performing small-N scattering
experiments. It applies the 8th order Runge-Kutta Prince-Dormand integrator to
advance the particles’ positions (Fregeau, 2004). It is possible to enable the full
pairwise Kustaanheimo-Stiefel (K-S) regularization in the simulation (Aarseth and
Zare, 1974). The Fewbody code detects stable hierarchical systems and isolates
unperturbed hierarchies to increase dramatically overall performance. Hierarchies
and internal data structures of stars are stored in binary trees which means that
each bound object can have only two child objects (the simplest hierarchy is a binary
star). The Fewbody code uses the stability criterion of Mardling and Aarseth (2001)
to assess the stability of hierarchies at each level and interrupts calculations if all
bound objects are considered as stable. This code can handle dynamical interac-
tions between an arbitrary number of stars and understands arbitrary complicated
hierarchies. Full details about the Fewbody code can be found in Fregeau (2004).
The application of the Fewbody code allows the MOCCA code to follow the
dynamical evolution of multi-component systems including binary objects in as much
detail as in N-body simulations. As we know, dynamical interactions between stars
and binaries play a huge role in the overall cluster evolution. The fewbody code
not only makes simulations more realistic, but also enables detailed study of the
creation and evolution of many different, exotic objects like compact binaries, black
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holes, white dwarfs and more.
Input parameters for the Fewbody code are parameters for stars and binaries,
i.e. masses mi, radius Ri, semi-major axes ai, eccentricities ei, and some global
values which characterize a dynamical interaction like impact parameter b, relative
velocity at infinity v∞, and technical parameters like tidal perturbation, maximum
time for computation in seconds tCPU , dynamical time in years tdyn, or K-S reg-
ularization — a coordinate transformation that removes all singularities form the
N-body equations, making the integration of close approaches much more accurate.
The impact parameter b was chosen uniformly in area out to the maximum
impact parameter given by bmax/a = C/v∞ + D, where C = 5, and D = 0.6.
This expression was designed to sample strong interactions adequately by Hut and
Bahcall (1983). The relative velocity at infinity v∞ and critical velocity vc, are
defined in a way such that if v∞ = vc, then E = 0, where E is the total energy of
the multi-component system. If v∞ > vc the total energy of the system is positive
and it is possible that each object will leave the system unbound with positive
velocity at infinity. If v∞ < vc the total energy is negative and the encounters are
likely to be resonant, with all stars involved remaining in a small volume for many
dynamical times.
Tidal perturbation determines whether to use analytic formulae or direct inte-
gration procedures. Numerical integrations are started when the tidal perturbation
on a binary in the system reaches some specified value δ (δ = 10−5 is the default
value in the MOCCA code). Tidal perturbation is defined as Ftid/Frel, where Ftid
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is the tidal force at the apocenter, and Frel is the relative force at the apocenter.
This mechanism is used to speed up integration between stars and bound objects.
Smaller values of δ yield better energy conservation but increase the computational
time — more integration steps are calculated with the numerical integrator rather
than with analytical equations (Fregeau, 2004).
It is hard to predict in advance how many interaction steps each scattering
experiment would take, so tCPU , in unit of seconds, is set as maximum computation
time for each Fewbody scattering experiments. After this time the interaction is
forced to stop. It is possible that stars are still close to each other (tidal perturbation
is still larger than δ). Thus, this parameter has to be chosen carefully. It can
not be too small because many dynamical interactions would not be completed
according to stopping conditions (described later in this section). By experimenting
and calculating how many interactions were not completed, tCPU = 10s was chosen
as an optimal value by Hypki and Giersz (2013).
Interrupted interactions resulted in creating triples and quadruples. These
objects are artificially disrupted to binaries and single stars because the Monte
Carlo part of the MOCCA code is currently unable to handle complex hierarchies.
However, even if those objects were manually disrupted, the binding energy of triples
and quadruples were insignificant in comparison to the average binding energy of
binaries in the system. Thus manual disruption most probably had no significant
influence on the overall cluster simulation (Hypki and Giersz, 2013).
K-S regularization transforms coordinates of stars and removes all singularities
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from N-body equations. It allows the integration of close approaches and even
collision orbits to be much more accurate. Although it should in principle make
numerical integration more accurate, it is found that the adaptive timestep algorithm
alone performed as well as global regularization. At the same time, it requires
additional effort to detect physical collisions when the pericenter is not necessarily
resolved by the integrator. Furthermore, physical collisions naturally soften the
singularities in the non-regularized N-body equations by making them physically
inaccessible. Regularization is therefore only used to test calculations made in the
point-mass limit. For all other calculations the non-regularized integration routine
is used instead of K-S regularization (Fregeau, 2004).
Stopping conditions are set to find optimal parameters for the MOCCA code
to have a balance of good energy conservation and high performance. Better energy
conservation trends to smaller δ, but the dynamical interactions are calculated sig-
nificantly longer. The Fewbody code uses several criteria to automatically terminate
the integration of the scattering encounter. In general, calculations are interrupted
when there is no chance for bound objects to interact with each other, and bound
objects will not evolve internally by tidal perturbation.
2.3 THE MOCCA CODE
The MOCCA code is a package which combines several other codes described
above and allows the simulation of realistic size star clusters. The old version was
described in Sec. 2.1.2. Extensions, including the Fewbody code, were described in
Sec. 2.2. All these codes together create one new package, called the MOCCA code
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(Hypki and Giersz, 2013).
Some simplifications were made to include the Fewbody code into the Monte
Carlo code. As was mentioned before, the Fewbody code can handle any arbitrary
hierarchy but the Monte Carlo code cannot. Therefore, if one of the outcomes
of the Fewbody is a hierarchical object more complicated than a binary (triple or
quadruple), then it has to be manually disrupted. It has to be done in such a way
that overall energy is conserved. It is planned to adapt the MOCCA code to handle
more complex hierarchies in the future (Hypki and Giersz, 2013).
The Fewbody code runs each dynamical interaction independently of any other
interactions. Therefore, there are possible dynamical interactions which create very
wide binaries. Those objects are stable and will not be disrupted by the Fewbody
code, even if they are extremely wide. However, the cluster environment must also be
considered. If the semi-major axes of such wide binaries are many times larger than
the average distance between stars, those binaries would most likely be disrupted
by encounters and would not exist at all. Moreover, the probability that one of the
components of such a binary will run into dynamical interactions is very high and
thus those binaries always take part in interactions. Furthermore, if the semi-major
axis is so large, then the dynamical timescale will be comparable to the relaxation
time, which means the interaction is just a very distant fly-by. Those kinds of
dynamical interactions are physically unimportant. Hence, those very wide binaries
in dynamical interactions are disrupted by implemented procedures according to
Heggie’s probability formulae (Heggie, 1975, Eq. (4.12))
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CHAPTER 3
SIMULATIONS
The purpose of my simulations is to get statistics of the WDB population in
a general globular cluster. As a start, the selection of parameters for the MOCCA
code refers to the properties of globular clusters in the Milky Way. The Milky Way
contains about 157 typical globular clusters (Harris, 2010). In the general case,
the outcome of a particular model after the evolution with the MOCCA code has
little connection to the initial setup. The details will be discussed in the following
chapter.
My approach is to start from a general setup, run the simulations with dif-
ferent values for several free parameters (see Tab. 2) using the MOCCA code, and
compare the observational properties (total mass, core radius and half-light radius)
and interesting WDB statistics.
This general setup indicates an almost isolated cluster with little tidal effect.
The spherical symmetry is thus well satisfied for Monte Carlo method. The Plummer
radius is a scale parameter to set the size of the core. Together with the tidal radius
rtid, the half-mass radius rh is defined as rtid/rplum, which is relatively small in this
case. It is set to provide a dense core in order to have rich dynamical interactions
and to survive until the present. In addition, a dense environment will also help to
produce more dynamically formed binaries.
Parameter Description
N † Number of objects, N = Ns +Nb
fb
† Binary fraction, fb = NbNs+Nb
Initial model Plummer model with w0 = 5.0
IMF of single stars Kroupa et al. (1993), Ms ∈ (0.1M, 50M)
IMF of binaries Kroupa et al. (1993), Mb ∈ (0.2M, 100M)
Binary mass ratios Uniform in (0,1)
Binary semi-major axis Uniform (logarithm) in (2(R1 +R2), 50AU)
Binary eccentricities Thermal distribution (modified by Hurley et al. (2005))
Initial tidal radius Indicating the location in Galaxy, set to 52 pc
Plummer radius Indicating the concentration, rplum = rtid/rh, set to 50
α† power-law index of the initial mass function
Z† Metallicity
Table 2: Initial conditions of the general setups. († : free parameters for the simu-
lations. The range of the values for these parameters is explained in Sec. 3.2.) The
metallicity Z can be converted from element abundance by a simplified equation:
[Fe/H] = log(Z/Z)
3.1 SCHEME SETUPS
The MOCCA code integrates a series of schemes describing different phenom-
ena.
There are three channels of supernova kicks. The channel of supernova kicks
for single neutron star formation and neutron star formation in binaries is turned on
and the velocity distribution is a Maxwellian distribution with σ = 190. The channel
for single black hole formation and black hole formation in binaries is on and the
velocity distribution is the same as for neutron star. But there is no modification of
the kick velocity because of mass fallback on the black hole. The channel for WDBs
is turned off.
For the stellar evolution channel, there is no iteration for the tidal radius and
induced mass loss.
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The stellar evolution and binary evolution channels are called for every object
at 1.0 He´non timestep.
The mass-loss channel is called for all objects every 100.0 He´non timesteps
before critical time (1000 He´non time), afterwards it is called every 500.0 He´non
timesteps.
The Fewbody code is adopted for dynamical interactions for three-body and
four-body numerical integration. The probability for escapers is computed by the
fitted formulae by Fukushige and Heggie (2000);
3.2 PARAMETER SPACE
To get a general estimate of the statistics for WDBs, simulations for globular
clusters with different values of N , fb, Z and α are performed. The values of these
free parameters can be found in Tab. 3.
Parameter Value
N 24000, 100000
fb 0.1, 0.2, 0.3, 0.4, 0.5
Z 0.02, 0.0002, 0.00001
α 2, 2.35, 3
Table 3: The parameter space for my simulations.
Globular clusters differ from each other by size and mass. Observations of
globular clusters show that the population of stars can vary from 104 to 106 stars
within 20pc ∼ 100pc in diameter. High population globular clusters will have larger
gravitational potentials for the whole system. Hence, the stars inside will have
higher binding energy which means stars can have higher kinetic energy to perform
interesting dynamical interactions. Moreover, it takes a much longer time for these
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globular clusters to evaporate. I am more interested in the first-generation stars
that survive to the present. Therefore, to simulate globular clusters with different
lifetimes, I carefully choose N to be 24,000 (M67) and 100,000 (NGC 6397) as the
numbers of stars.
From current observations, it is hard to determine what percentage of objects
inside a globular cluster are binaries. Binaries themselves have their own gravita-
tional binding energy. The virial theorem states that for a stable system, the kinetic
energy is half the potential energy. When a binary interacts with either a field star
or with another binary, the energy of the interaction is shared among all stars in the
interaction. The result is that the lowest-mass object in the interaction will receive
the largest velocity and be more likely to escape the interaction. Gradually, ‘hard’
binaries that have binding energies larger than the average kinetic energy of field
stars will become harder. These binaries will sink into the core because of their
higher combined mass. Globular clusters with more primordial binaries thus will
survive longer with a denser core, in other words, having larger potential energy.
Compact globular clusters like M67 could have as many as 50 percent of the objects
being binaries (Li et al., 2013). The nearby globular cluster NGC 6397 has a low
binary fraction, approximately equal to 0.05 currently (Davis et al., 2008), which is
set as 0.1 for the primary binary fraction (Giersz et al., 2013). So I set the binary
fractions to vary in step of 0.1 from 0.1 to 0.5.
Globular clusters usually contain Population II stars, which have a lower pro-
portion of elements other than hydrogen and helium as compared to Population I
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stars such as the Sun. Stellar populations are categorized as I, II, and III. The
populations were named in the order they were discovered, which is the reverse of
the order of their formation. There are two populations of globular clusters, known
as Oosterhoff groups. One group has a slightly longer period of RR Lyrae variable
stars. Type I are referred as ‘metal-rich’ while type II are ‘metal-poor’. Actually
both groups have weak lines of metallic elements and are formed during the forma-
tion of galaxies when most of the stellar media is hydrogen and helium. The heavier
elements are treated as metal in astronomy and the proportion of these elements is
called metallicity. Globular clusters in our Milky Way suggest metallicities with an
upper limit of 0.02 and a lower limit of 0.0003. The average metallicity of globular
clusters in the Milky Way is 0.001 (Harris, 2010). Pretest models show little impact
for metallicities within this range. To investigate the influence of metallicities for
the stellar evolution of globular clusters, I picked the solar metallicity 0.2 and pri-
mary gas cloud metallicity 0.0003 to be the extended range of metallicities. Thus,
0.2, 0.001 and 0.0002 are set for my models.
Another dominant factor for globular cluster simulation is the power-law index
of the initial mass function, α. The initial mass function (IMF) is described by
Kroupa et al. (1993), see Eq. (30). It is an empirical function that describes the
distribution of initial masses for a population of stars. The IMF is often given as
a probability distribution function for the mass at which a star enters the main
sequence, when a star begins hydrogen fusion. It shows how rapidly the numbers of
stars in each mass range decrease with increasing mass. With a lower α, the field
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stars are more massive. Massive stars evolve relatively fast and shorten their time
in the stable main sequence stage. Hence, globular clusters with a small α will have
more stars in late evolution phases like black holes, neutron stars, white dwarfs and
so on. Kroupa et al. (1993) suggests an exponent of 2.35. I choose 2, 2.35 and 3
here to better understand the probability distribution function for initial masses.
With 4 parameters and their variable space settled, 2 different numbers of
stars, 5 sets of binary fractions, 3 options of metallicities, and 3 values for the
power-law indices of the initial mass function, there are 90 identical models to run.
Multiple runs were conducted to obtain better statistics for the interesting models
coming out from the trial runs of these 90 models.
3.3 MODEL SELECTIONS
It took about 4 hours for each run of the 90 models on a laptop. To start with,
2 runs per model were performed. The main files generated by the code are listed in
Tab. 4. File ‘system.dat’ records the statistics of the simulation at each snapshot,
i.e., the population of different compact objects, the number of different types of
interactions, the observational properties about the cluster, etc. It can be used to
check the overall status of the simulation. File ‘snapshot.dat’ stores the detailed
information about every star at each snapshot time.
To examine the white dwarf (WD) binary population in different models, the
detection rate is defined as a unit quantity indicating the mean amount of double
WDBs which have the following properties:
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File Name Description
initmodels.dat Star information about all singles and binaries after initialization.
snapshot.dat Full history of star information about all singles and binaries.
bhmergers.dat Dynamical information about binary mergers.
interaction.dat Star information before and after interactions.
escape.dat Star ID and description about escape process.
system.dat Statistics of the simulation at each snapshot.
Table 4: Data files generated by the MOCCA code.
1. Only double WDBs are counted;
2. The double WDBs must exist during the period that the lifetime of the cluster
is within a range of 8 Gyrs to 10 Gyrs;
3. The orbital periods of the double WDBs range from seconds to 1 day;
4. The locations of the double WDBs in the cluster are between 30% to 70% of
the Lagrangian radius (defined below).
These rules are generally defined to match the practical detectability. A Lagrangian
radius is defined to be the radius of a sphere centered on the density centre and
containing a fixed fraction of the total bound mass of the system (Sweatman, 1993).
The detection rates for the first 2 sets of 90 models are plotted in Fig. 2. They
are computed in such a way that the value is the mean expected double WDB
number under the observational rules listed above. It is more interesting to know the
properties of the globular clusters which produce larger amounts of double WDBs.
Old globular clusters, whose lifetimes are comparable with the Hubble time, usually
consist of Population II stars. These stars have a lower proportion of heavy elements
compared to the younger Population I stars, like the Sun. Hence, the cluster models
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Figure 2: The detection rate for each model in parameter space, see
Sec. 3.2. IMF parameter is referred to α, the power-law index of
the initial mass function. The size of the circle indicates the mean
amount of detectable double WDBs in the cluster.
with a Sun-like metallicity are still in the early stage of evolution. These clusters
were formed more recently and their number is ignorable. The purpose of including
these models is to have a broader range of parameter space to explore potentially
interesting cases. The first two sets of runs didn’t show any significant interesting
results for the double WDB populations, see models in Fig. 2 with Z = 0.02.
Therefore, these models are saved for evaluation of supplemental cases in the future.
On the other hand, the cluster models with a larger α turn out to have fewer
double WDBs. According Eq. (30), the mass function for models with α = 3 is
steeper which means the number densities of stars with lower masses are larger.
Initially, there are fewer high mass stars in those clusters to undergo the stellar
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evolution to have remnants as white dwarfs, see Tab. 1. Therefore, these models
are excluded from my research.
As mentioned earlier, the Plummer radius is set small enough to adopt a dense
core. Thus, it takes longer for the cluster to be fully relaxed. However, some of the
models still evaporate before 9 Gyrs. These models are not considered in this work.
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Figure 3: Model selections. The models with Sun-like metallicity
are marked ‘red’ ; the models with large power-law index of the ini-
tial mass function are marked ‘green’; the models which evaporate
before 9 Gyrs are marked ‘black’. The remaining 32 ‘blue’ marked
models are further evaluated for better statistics.
Fig. 3 concludes the models with different characteristics. Out of the 90
models, the 32 models marked ‘blue’ are evaluated for 8 more times to get better
statistics. It is easy to see that the models with large initial N result in more double
WDBs since all models share the same general setup as a star cluster within the
44
same tidal radius and Plummer radius. Meanwhile, models with more binaries tend
to have more double WDBs, which at some point is the result of more objects in
the simulation. The more important cause is the release of binding energy from
primordial binaries. This will be discussed later in Chap. 4.
The free parameters of the 32 models are listed in Tab. 5. Each of these
selected models is evaluated for 10 times in total (including the first two runs). The
results will be presented in next chapter.
ID N fb Z α
4 24000 0.1 0.001 2
5 24000 0.1 0.001 2.35
7 24000 0.1 0.0002 2
8 24000 0.1 0.0002 2.35
14 24000 0.2 0.001 2.35
17 24000 0.2 0.0002 2.35
23 24000 0.3 0.001 2.35
26 24000 0.3 0.0002 2.35
32 24000 0.4 0.001 2.35
35 24000 0.4 0.0002 2.35
41 24000 0.5 0.001 2.35
44 24000 0.5 0.0002 2.35
49 100000 0.1 0.001 2
50 100000 0.1 0.001 2.35
52 100000 0.1 0.0002 2
53 100000 0.1 0.0002 2.35
ID N fb Z α
58 100000 0.2 0.001 2
59 100000 0.2 0.001 2.35
61 100000 0.2 0.0002 2
62 100000 0.2 0.0002 2.35
67 100000 0.3 0.001 2
68 100000 0.3 0.001 2.35
70 100000 0.3 0.0002 2
71 100000 0.3 0.0002 2.35
76 100000 0.4 0.001 2
77 100000 0.4 0.001 2.35
79 100000 0.4 0.0002 2
80 100000 0.4 0.0002 2.35
85 100000 0.5 0.001 2
86 100000 0.5 0.001 2.35
88 100000 0.5 0.0002 2
89 100000 0.5 0.0002 2.35
Table 5: The detailed parameter value for the 32 ‘interesting’ models. Column 1
is the model ID, Column 2 gives the numbers of stars, Column 3 the initial binary
fractions, Column 4 the metallicities, and Column 5 the power-law indices of the
initial mass function.
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CHAPTER 4
FIRST RESULTS AND CONCLUSIONS
The MOCCA code keeps track of full cluster dynamical information and de-
tailed evolution histories of stars. To read and understand the data, I wrote several
basic bash scripts to process the data and used MATLAB to visualize it.
From the very beginning, my motivation is to estimate the population of WDBs
and study their properties to determine their detectability. Since the MOCCA code
evaluated the simulation of a globular cluster which contains at least 104 stars for a
Hubble time scale, in any single run of my models, there will be hundreds of WDBs
with their dynamical information and stellar evolution history. It is not important
to study any single case when there are statistical fluctuations. Hence, I mainly
focus on the population and distribution of WDBs in the star cluster and their
movement against the core evolution of the star cluster.
To avoid too many figures with same purpose for many different models, a
specified model, Model 44, is selected to demonstrate the result. All other figures
will be included in the Appendix.
4.1 DOUBLE WHITE DWARF BINARY POPULATIONS
The MOCCA code keeps track of three different types of white dwarfs: Helium
white dwarfs (HeWD), Carbon-Oxygen white dwarfs (COWD) and Oxygen-Neon
white dwarfs (ONeWD). There are 6 combinations out of these different types and
each of them is identified and counted separately from the very general data file,
‘snapshot.dat’. Fig. 4 is generated to present how the total number of the 6 types
double WDBs change with time.
0 2000 4000 6000 8000 10000 12000 14000
0
10
20
30
40
50
60
70
Model 44, White Dwarf Binary Population:
Time: Myrs
Bi
na
ry
 P
op
ul
at
io
n
 
 
HeHeWD Binary
COCOWD Binary
ONeONeWD Binary
HeCOWD Binary
HeONeWD Binary
COONeWD Binary
Total WD Binary
Figure 4: Double WDB populations for model 44. Model 44 is
a globular cluster with 24000 stars and half of them are initially
binaries. The power-law index of the initial mass function is 2.35
and the metallicity is 0.0002. Different types of double WDBs are
marked according to the legend. The total WDB is just a sum of
all the others.
Three significant stages can be distinguished from the figure. Before 2 Gyrs,
the amount of WDBs increases as stars evolve. It is well known that heavy stars
undergo a fast evolution and after just a short time in the main-sequence stage
become compact remnants. Along with dynamical interactions, these compact rem-
nants are gradually bound in binaries in the second smooth time period. Afterward,
the cluster gets more and more relaxed and these binary systems start to escape or
be destroyed. The particular reason can be checked from other data files generated
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by the MOCCA code.
Tab. 1 tells us that, as the initial mass increases, the star will have a shorter
life in the main-sequence. It is also known that only stars with sufficient mass to
generate the core temperatures required to fusion will build up a white dwarf. The
progenitor for a white dwarf composed of carbon and oxygen usually has a mass
between 8 and 10.5 solar masses and thus the core temperature will reach around
109K to fuse carbon but not neon. Therefore, white dwarfs with heavier elements
like oxygen and neon generally have larger masses for their progenitors. These
progenitors will be the first group to evolve in cluster history. We can expect to see
the generation of ONeWD and thus ONe-ONe WDBs, and then CO-ONe WDBs
and so on. From the Fig. 4, it is not the case. The reason is that one should
also consider that there are fewer stars with heavier masses if they follow the mass
function hypothesized by Kroupa et al. (1993). The initial amount of heavier stars
which can generate ONeWDs is smaller than others. Hence, at the beginning of the
cluster evolution, the population of ONeWDs already reaches the maximum, and
the maximum is not compatible with the amount of other white dwarfs at all. Thus,
it is reasonable to see fewer WDBs consisting ONeWDs.
The population difference of stars having different masses will also contribute
to balance the amounts of CO-CO WDBs and He-CO WDBs. It can be also verified
by comparing the WDB populations with Model 43 in Fig. 5, which has the same
initial conditions except for a smaller power-law index of the initial mass function
to produce more heavier stars. First of all, the axis scale for the population already
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indicate larger amounts of WDB populations. Secondly, the amount of CO-CO
WDBs in Model 43 is distinguishably larger than He-CO WDBs at early stage
compared to Model 45.
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Figure 5: Double WDB populations for model 43. Model 43 is
a globular cluster with 24000 stars and half of them are initially
binaries. The power-law index of the initial mass function is 2
and the metallicity is 0.0002. Different types of double WDBs are
marked according to the legend. The total WDB is just a sum of
all the others.
Another thing worth pointing out is the cross point for populations of CO-CO
WDBs and He-CO WDBs. Similar to the discussion above, it is easy to know that
the amount of stars within the mass range that evolve to HeWDs is higher than
the amount that evolve to COWDs. But as we know from Tab. 1, stars obtain a
higher mass range will evolve faster and the time for these stars to evolve HeWDs
are as long as comparable to the Hubble time. Hence the formations of COWDs
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start earlier. Besides, the main mechanism to form HeWDs is not stellar evolution.
In fact, HeWDs are formed from the binaries where one of the component evolves
and blows away the envelop of another component which is usually a red giant
containing a Helium core. It is expected that the amount of HeWDs will increase,
catch up and finally exceed the amount of COWDs along with the cluster evolution.
Here the probabilities that stars that evolve to HeWDs and stars that evolve to
COWDs are bound in binary systems are simplified to be the same. Naturally,
the heavier objects will be more easily bound through multi-body interactions but
harder to be bound through two body interactions. This also contributes to the
phenomenon. From observations, we know that the globular clusters in the Milky
Way galaxy which contain approximately the same amount of CO-CO WDBs and
He-CO WDBs are at the age of the Hubble time. It is good to see that this cross
point is reproduced at the very late stage of all my simulations.
From the figures, we notice that the cluster in Model 44 has a lifetime at
around 12 Gyrs, and the cluster in Model 43 has a lifetime at around 9.5 Gyrs. As
mentioned before, α (the power-law index of the IMF) is the only difference of these
two models. One conclusion can be made here that clusters with more massive stars
will evolve faster and evaporate earlier, just like stars with higher masses. This
agrees well with the result from (Kim et al., 1992, Tab. II). His explanation is that
the evaporation is dominant in the evolution of the cluster with a large α while the
stellar mass-loss effect acts as an energy source and makes the cluster evolve more
slowly, while the envelope expands outwards.
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4.2 DOUBLE WHITE DWARF BINARY DISTRIBUTIONS
A globular cluster with many WDBs is interesting for my research but it is also
important to know the surrounding stellar environment of these binaries. The dis-
tribution of WDBs in a cluster is essential for detection in electromagnetic channels,
which is necessary to provide supplemental verification of WDBs as gravitational
wave sources.
To present the distribution of WDBs in a cluster, a figure of the Lagrangian
radius is plotted to indicate the evolution of the model. Then the positions of WDBs
are plotted correspond to the Lagrangian radius containing 1, 10, 30, 50, 70, and
90% of the total mass, see Fig. 6. The y-axis is logarithmic. Now it is clear that the
cluster ran into core collapse phase and the simulation stopped at around 12 Gyrs.
The evolution of Lagrangian radius in the figure shows a fast expanding phase
at the initial time. The size of the cluster becomes at least 10 times larger while the
core area (1% Lagrangian radius) is almost the same. This is because my models
adopt a general setup of small ratio for rtid/rplum. It is explained at the beginning of
Chap. 3 that this is done to generate a dense core and ‘crowded’ cluster environment
in order to have rich dynamical interactions. This situation results from the basic
assumption in the MOCCA code that all stars are born simultaneously as ZAMS
stars at the time when the globular cluster was formed. Later on, the mass-loss as
the massive stars explode to become neutron stars and black holes acts as an energy
source and makes the envelope to expands outwards. Besides, the primordial masses
at the formation of a cluster are non-uniform distributed. The dynamical mass
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Figure 6: Double WDB distributions for model 44. Model 44 is
a globular cluster with 24000 stars and half of them are initially
binaries. The power-law index of the initial mass function is 2.35
and the metallicity is 0.0002. Different types of double WDBs are
plotted with corresponding marks according to the legend in Fig.
4. Each double WDB is only plotted at the formation time. The
size of the marker indicates the lifetime of the WDB.
segregation will also tend to move the heavier objects toward the center, while lighter
objects move farther away from the center. Because of the statistical equipartition
of kinetic energy, less massive objects will move faster to higher orbits, which adds
to the expansion of globular cluster.
Meanwhile, the inner part doesn’t expand that much. There is also a huge
fluctuation for the 1% Lagrangian radius. This is related to the definition of La-
grangian radius in the code. A Lagrangian radius correspond to the radius where
a certain percentage of the total mass is included. As we know, globular clusters
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can contain a high density of stars. The typical distance between stars in a globular
cluster is about 1 light year, but at its core, the separation is comparable to the size
of the Solar System (100 to 1000 times closer than stars near the Solar System).
There are two direct reasons resulting from this fact that explain the fluctuation.
First, objects inside the core area are massive so not many are needed to define the
1% Lagrangian radius. Therefore the amount of objects is not statistically large
enough. Second, objects in a dense area retain high angular momentum to avoid
merger. They are dynamically active and could have a very elliptical orbit. As a
result, the objects which are closest to the center vary with time. This also adds to
the fluctuation that appears in 1% Lagrangian radius. Furthermore, as the cluster
evolves, the objects in the center become more and more massive. The fluctuation
due to small number of objects is also increasing.
Each marker in the figure represents a new-formed WDB. The size indicates
the lifetime of the WDB. There are just a few ONe-ONe WDBs and the lifetimes for
these binaries are all very short. The reason needs to be checked in the future with
the new version of MOCCA code which will list the full history of a single object.
From this figure, it is easy to verify that CO-CO WDBs are formed in an earlier
phase of cluster evolution compared to He-He WDBs.
4.3 DOUBLE WHITE DWARF BINARY ORBITAL PERIODS
The previous section was mainly about the distribution in the area of the for-
mation of WDBs. Now let us focus on 8 to 10 Gyrs for each type of WDB in Fig.
7. To reveal the evolution of WDBs, I wrote a script to grab their distances (loga-
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rithmic) from the center of the globular cluster. With all their historical positions,
the trajectories of their movements inside the globular cluster can be made. The
total numbers of different types of double WDBs are included in the titles of each
subplot. For some particular types which only involve HeWDs, COWDs or their
combinations, the trajectories of different WDBs will overlap each other so I placed
a big ‘×’ mark at the beginning of the trajectories which means their formation
time. The trajectory which doesn’t have the ‘×’ mark means that the formation of
that WDB is earlier than 8 Gyrs.
First of all, the colors of the trajectories reflect the orbital periods of the
WDBs. The ones with periods larger than 1 day are marked cyan. The ones with
periods in a range of 10−2 to 1 day are marked magenta. Others are marked green.
Most of them are WDBs with at least one COWD as the component. The short
orbital period WDB systems usually consist HeWDs, see Fig. 7. Kilic et al. (2011)
pointed out that out of the 12 double WDB systems known to have short enough
orbital period to merge within a Hubble time, 6 of the recent discovery short period
WDB systems contain low mass white dwarfs. These white dwarfs are extreme
helium stars. It is reasonable that not many binaries with ONeWD exist in globular
cluster so there are almost no impressing cases of the short period ones containing
ONeWD. But why the WDBs with HeWD as their components are more likely to
have short orbital periods? One guess is that CO-CO WDBs are usually dynamical
formed binaries. Their components are likely to be delineated, separate stars. Other
than these detached binaries, binaries with unequal mass components will have a
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Figure 7: Double WDB orbital periods for model 44. The y-axis
is logarithmic. The ‘×’ mark indicates the time a WDB is formed.
The following trajectory shows the positions of the WDB during
its lifetime. The color of the trajectory indicates the orbital period
range, see table below. The No. in title is the amount of certain
WDB for the whole stellar history.
Color Green Magenta Cyan
Orbital period less than 10−2 day 10−2 to 1 day larger than 1 day
white dwarf first and a red giant as its component. Along with binary evolution,
the components will interact and there is a transfer of mass which makes the stellar
material flowing from one component to the other, leaving the donor star a naked
HeWD. This is the main mechanism to form HeWD and energy will be emitted in
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the form of gravitational waves which results to a closer and shorter-period orbit as
described in Sec. 1.2.
Secondly, we can see the Lagrangian radius were decreasing versus time. That
means the globular cluster was undergoing a core collapse phase. Since binaries
generally are more massive than average, there should be some signs that the mas-
sive objects sink towards the core. And we find that the formations of WDBs at
this period of time all occur in the inner part of the globular cluster. Especially,
the WDBs which have an ONeWD component are only formed inside the 10% La-
grangian radius.
Finally, we can see the change of WDB distribution comparing to Fig. 6. In
Fig. 6, most of the formation happened above the green line, which is the 10%
Lagrangian radius. But we find that these WDBs are distributed even outside the
90% Lagrangian radius. There must be some mechanism for this phenomenon. One
possible reason is the interaction with massive black holes. This can be checked by
looking at the detailed dynamical information of the WDB escapers whose trajec-
tories end up in the very outer part of the globular cluster.
4.4 CONCLUSIONS
In my thesis, I described my understanding of the Monte Carlo method and
the code package called MOCCA. To perform simulations about the WDBs formed
in globular clusters, a search of the parameter space for the MOCCA code is made.
After model selection, the ‘interesting’ models are presented and simulated for 8
more times.
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With full dynamical interactions and stellar evolution information of these
globular cluster models, Detection Rate is defined to check the properties of WDBs
inside. Then the map of possible WDB detection rates is present. It could be further
studied as a reference of the detectability of LISA, about the gravitational wave
signals produced by close WDBs. Later on, the WDB populations, distributions
and orbital periods properties are discussed.
In the future, some development work to implement the data generation of the
code will be done. It is also necessary to do some comparisons of the simulations
with observational data to test the models selected at present.
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APPENDIX A
DOUBLE WHITE DWARF BINARY POPULATIONS
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APPENDIX B
DOUBLE WHITE DWARF BINARY DISTRIBUTIONS
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Model 5, White Dwarf Binary Distribution
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Model 7, White Dwarf Binary Distribution
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Model 8, White Dwarf Binary Distribution
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Model 14, White Dwarf Binary Distribution
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Model 17, White Dwarf Binary Distribution
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Model 23, White Dwarf Binary Distribution
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Model 26, White Dwarf Binary Distribution
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Model 32, White Dwarf Binary Distribution
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Model 35, White Dwarf Binary Distribution
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Model 41, White Dwarf Binary Distribution
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Model 44, White Dwarf Binary Distribution
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Model 49, White Dwarf Binary Distribution
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Model 50, White Dwarf Binary Distribution
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Model 52, White Dwarf Binary Distribution
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Model 53, White Dwarf Binary Distribution
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Model 58, White Dwarf Binary Distribution
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Model 59, White Dwarf Binary Distribution
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Model 61, White Dwarf Binary Distribution
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Model 62, White Dwarf Binary Distribution
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Model 67, White Dwarf Binary Distribution
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Model 68, White Dwarf Binary Distribution
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Model 70, White Dwarf Binary Distribution
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Model 71, White Dwarf Binary Distribution
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Model 76, White Dwarf Binary Distribution
Time: Myrs
La
gr
an
gi
an
 R
ad
ii: 
pc
 
 
1%
10%
30%
50%
70%
90%
0 2000 4000 6000 8000 10000 12000 14000 16000
10−2
10−1
100
101
102
Model 77, White Dwarf Binary Distribution
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Model 79, White Dwarf Binary Distribution
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Model 80, White Dwarf Binary Distribution
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Model 85, White Dwarf Binary Distribution
Time: Myrs
La
gr
an
gi
an
 R
ad
ii: 
pc
 
 
1%
10%
30%
50%
70%
90%
0 2000 4000 6000 8000 10000 12000 14000 16000
10−2
10−1
100
101
102
Model 86, White Dwarf Binary Distribution
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Model 88, White Dwarf Binary Distribution
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Model 89, White Dwarf Binary Distribution
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