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Resumen
En el disen˜o de reactores trifa´sicos tipo columna de burbujeo (CBT), se requiere tener la
distribucio´n de so´lidos dentro del reactor. Esta distribucio´n satisface una ecuacio´n diferen-
cial ordinaria (EDO) de orden dos, con condiciones de frontera que fue desarrollada por
D. R. Cova [2], y posteriormente por D. N. Smith y J. A. Ruether [8]. Algunos elemen-
tos de esta ecuacio´n esta´n dados por correlaciones que dependen de ciertos para´metros
que son desconocidos, pero se pueden obtener a partir de datos experimentales. La meto-
dolog´ıa utilizada para determinar dichos para´metros es la sub-estimacio´n lineal a trozos
desarrollada por O. L. Mangasarian, J. B. Rosen y M. E. Thompson [6].
Palabras clave: Problemas inversos, minimizacio´n global, sub-estimacio´n lineal a trozos,
programacio´n lineal.
AN INVERSE PROBLEM RESOLUTION VIA PIECEWISE LINEAR UNDERESTIMATION
Abstract
In reactor design phase bubble column type (CBT) is required to have the distribution
of solids within the reactor. This distribution satisfies an ordinary differential equation
(ODE) of order two, with boundary conditions that was developed by D. R. Cova [2],
followed by D. N. Smith and J. A. Ruether [8]. Some elements of this equation are given
by correlations that depend on certain parameters that are unknown but may be obtained
from experimental data. The methodology used to determine these parameters is the sub-
piecewise linear underestimation developed by O. L. Mangasarian, J. B. Rosen, M. E.
Thompson [6].
Keywords: Inverse problems, global optimization, piecewise linear underestimation, linear
programming.
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Introduccio´n
El disen˜o de reactores trifa´sicos tipo columna de burbujeo (CBT) se puede presentar como un modelo
inverso en el cual se requiere determinar de la concentracio´n de so´lidos en funcio´n de la posicio´n dentro
de un reactor. Esta distribucio´n generalmente se calcula usando un modelo de espacio de sedimentacio´n-
dispersio´n [5].
En estas columnas, el so´lido tiende a sedimentar, pero es impulsado hacia arriba por el l´ıquido, que a
su vez es agitado por las burbujas gaseosas. Por lo tanto hay un decrecimiento gradual de la concentracio´n
de so´lidos desde el fondo hacia el tope del reactor. El l´ıquido y el gas operan en forma continua y las
part´ıculas so´lidas son suspendidas por el movimiento del l´ıquido inducido por el gas.
El flujo neto del so´lido en el a´rea transversal de la columna en una determinada posicio´n, satisface una
ecuacio´n diferencial de orden 2, descrita por D. R. Cova [2], D. N. Smith y J. A. Ruether [8] y estudiado
luego por J. Herna´ndez (ver [3]).
Los coeficientes de dicha ecuacio´n diferencial contienen ciertos para´metros que son desconocidos y
nuestro trabajo es encontrar valores a dichos para´metros que mejor se ajusten a los datos experimentales
mostrados en el cuadro 1. Este ajuste origina un problema de optimizacio´n global donde la funcio´n objetivo
no se conoce en forma expl´ıcita, y el ca´lculo de su valor en un punto puede ser costoso en te´rminos de
tiempo y de recursos de computacio´n, ma´s au´n, la funcio´n objetivo puede no ser diferenciable, y en
consecuencia, no resulta conveniente aplicar los algoritmos convencionales que requieren diferenciabilidad
en la funcio´n objetivo.
La estrategia aplicada en el trabajo realizado por J. Herna´ndez [3] fue realizada en dos etapas; la
primera fue ejecutar un algoritmo presentado en [1] que consiste en “llenar” el dominio de puntos, luego
tomar un simplex de forma aleatoria y luego encontrar un nuevo punto que sustituya al que tiene el peor
valor objetivo. Ese proceso se repite hasta tener agrupado los puntos en “zonas de atraccio´n”. La segunda
etapa es aplicar el algoritmo de Nelder y Mead (ver [7]) en cada zona de atraccio´n y finalmente, escoger
el punto o´ptimo.
La estrategia antes descrita conlleva a realizar muchas evaluaciones de la funcio´n objetivo, lo que no es
conveniente para el problema que estudiamos. Es por ello que se implementa el me´todo de sub-estimacio´n
lineal a trozos desarrollado por O. L. Mangasarian, J. B. Rosen, y M. E. Thompson [6], para obtener el
ajuste de los para´metros del modelo ya que solo una cantidad muy pequen˜a, comparada con la descrita
en el pa´rrafo anterior.
Este art´ıculo esta organizado de la siguiente manera; en la Seccio´n 2, se describe el modelo de reactores
trifa´sicos tipo columna de burbujeo CBT considerado en este trabajo, que tambie´n fue estudiado por J.
Herna´ndez [3], donde se describe el modelo CBT mediante una ecuacio´n diferencial con condiciones de
frontera, que depende de correlaciones desconocidas. En la Seccio´n 3, se formula el problema inverso
que va a permitir ajustar los para´metros o correlaciones que esta´n presentes en los coeficientes de la
mencionada ecuacio´n diferencial, con datos experimentales conocidos. En la Seccio´n 4, se describe el
me´todo de sub-estimacio´n lineal a trozos desarrollado por O. L. Mangasarian, J. B. Rosen, y M. E.
Thompson [6], utilizada para obtener el ajuste de estos para´metros. En la seccio´n 5, se presentan los
resultados obtenidos al implementar la metodolog´ıa usada y finalmente, en la seccio´n 6, se indican las
conclusiones que se obtienen de los resultados.
Modelo de columnas de burbujeo trifa´sicos
El modelo inverso CBT considerado en este trabajo, formulado por J. Herna´ndez [3], consiste en
el disen˜o de reactores trifa´sicos tipo columna de burbujeo CBT el cual requiere del conocimiento de
la distribucio´n de so´lidos en funcio´n de la posicio´n dentro del reactor. Esta distribucio´n generalmente
se calcula usando un modelo de sedimentacio´n-dispersio´n (ver [5]). En estas columnas, el so´lido tiende
a sedimentar, pero es impulsado hacia arriba por el l´ıquido, que a su vez es agitado por las burbujas
gaseosas.
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Por lo anterior hay un decrecimiento gradual de la concentracio´n de so´lidos desde el fondo hacia el
tope del reactor. El l´ıquido y el gas operan en forma continua y las part´ıculas so´lidas son suspendidas
por el movimiento del l´ıquido inducido por el gas.
Para conocer el flujo neto del so´lido en el a´rea transversal de la columna en una determinada posicio´n,
medida desde la boca de alimentacio´n del reactor, partimos de la siguiente igualdad
d
dz
[Fs(z)Al(z)] = 0, (1)
donde Fs(z) es el flujo ma´sico de so´lido por unidad de a´rea transversal de lodo, Al(z) es el a´rea transversal
de lodo
(
m2
)
y z es la direccio´n axial en el reactor.
A continuacio´n, se describe un bosquejo del modelo formulado por Herna´ndez [3], donde utiliza la
formulacio´n desarrollada por D. R. Cova [2], para modelar el flujo Fs(z) a fin de obtener la ecuacio´n
diferencial de orden 2 dada por:
d
dz
[
A(z)(1− g(z))(Cs(z)( u¯
∗
sl(z)
1− g(z) − ψl(z)u
∗
t (z))− Es(z)
d
dz
Cs(z))
]
= 0, (2)
la cual puede ser resuelta directamente como un problema con las condiciones de frontera,
A(z)(1− g(z))(Cs(z)( u¯
∗
sl(z)
1− g(z) − ψl(z)u
∗
t (z))− Es(z)
d
dz
Cs(z))|z=0 = Ms, (3)
Cs(z)|z=L = γ · C0s , (4)
donde Cs(z) es la concentracio´n de so´lidos en el lodo dependiente de la posicio´n z (m) en la columna(
kg
m3
)
, A(z) es la seccio´n transversal de la columna
(
m2
)
, g(z) es el hold up gaseoso, l es el hold up
l´ıquido, u¯∗sl(z) es la velocidad superficial del lodo basada en la seccio´n transversal de la columna
(
m
s
)
,
ψl(z) es la fraccio´n volume´trica de l´ıquido en el lodo, u
∗
t (z) es la velocidad de sedimentacio´n referida a
la seccio´n transversal de la columna
(
m
s
)
, Es(z) es el coeficiente de dispersio´n del so´lido referido al lodo,
Ms es el caudal ma´sico de so´lido, L es la altura total de la columna (m), C
0
s es la concentracio´n de so´lido
en la entrada de la columna (alimentacio´n)
(
kg
m3
)
y γ es un para´metro a ajustar.
El para´metro γ a ajustar en la condicio´n de frontera, representa una relacio´n de la concentracio´n en
la alimentacio´n con concentracio´n en el tope de la columna. Esta relacio´n fue usada en [8]. Se hace este
ajuste porque no hay forma exacta de conocer la concentracio´n en el tope.
La soluciones de estos problemas requieren de expresiones que permitan calcular ψl(z), A(z), g(z),
u∗t (z) y Es(z), estas expresiones se describen a continuacio´n. La fraccio´n volume´trica de l´ıquido en el lodo
viene dada por
ψl(z) = 1− C
0
s
ρs
Cs(z). (5)
Al sustituir esta expresio´n en la ecuacio´n (2) se obtiene que la ecuacio´n diferencial ordinaria no es
lineal. El valor de A(z) se calcula a partir de la geometr´ıa de la columna. Si la posicio´n z entonces
A(z) =

A0
(
1 + z tan θr0
)2
si 0 6 z 6 hcono,
A0
(
rcil
r0
)2
, si hcono 6 z 6 L,
(6)
donde r0 es el radio de la entrada a la columna (m) y A0 es el a´rea de la seccio´n transversal de la entrada
a la columna
(
m2
)
, rcil es el radio de la parte cil´ındrica de la columna, θ a´ngulo del cono inferior de la
columna.
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La altura del cono viene dada por, hcono = (rcil − r0) cot θ. El hold up gaseoso, g, puede ser calculado
a trave´s de varias correlaciones publicadas en la literatura. Para este caso se siguio´ la eleccio´n de D. N.
Smith y J. A. Ruether [8] quienes utilizaron la correlacio´n de G. A. Hughmark [4]
g(z) =
[
2 +
(
0,35
ug(z)
)(ρl.σ
72
) 1
3
]−1
,
donde ug(z) es la velocidad superficial del gas
(
m
s
)
, σ es la tensio´n superficial
(
kg
s2
)
.
La velocidad superficial del gas puede calcularse a partir del caudal molar de gas, Ω, mediante la
fo´rmula
ug(z) =
ΩRT
A(z) [Pa + (L− z) g (ρll + ρss)] ,
donde R es la constante universal de los gases, T es la temperatura absoluta (K), Pa es la presio´n
atmosfe´rica, ρs es la densidad del so´lido
(
kg
m3
)
, g es la aceleracio´n de la gravedad
(
m
s2
)
, s es el hold up
so´lido.
La velocidad de sedimentacio´n referida a la seccio´n transversal de la columna se puede obtener me-
diante la siguiente correlacio´n (ver [8, 9]),
u∗t (z) = α1.ug(z)
α2 .uα3t∞ .ψl(z)
α4 , (7)
donde ut∞ es la velocidad de sedimentacio´n de una part´ıcula en medio l´ıquido puro, y α1, α2, α3 y α4
son los para´metros de la correlacio´n. El coeficiente de dispersio´n axial, Es(z), se correlaciona de la forma
(ver [9])
Es(z) =
ug(z)D
Pep(z)
,
donde
Pep(z) = β1
(
Frg(z)
β2
Reg(z)
)β3
+ β4Rep(z)
β5 , (8)
Reg(z) =
ug(z)Dρl
µl
, F rg(z) =
ug(z)
(gD)
1
2
, Rep(z) =
dpρlut∞
µl
,
donde D es el dia´metro de la columna (m), µl es la viscosidad
(
kg
m.s
)
, Pep es el nu´mero de Peclet, Frg es
nu´mero de Froude, Reg es el nu´mero de Reynolds del gas, Rep es el nu´mero de Reynolds de la part´ıcula,
βi es el para´metros de la correlacio´n (i = 1, . . . , 5).
Formulacio´n del problema inverso
El modelo inverso de CBT desarrollado por J. Herna´ndez [3], descrito en la seccio´n anterior queda
formulado como un problema de fronteras, dado por la ecuacio´n diferencial ordinaria no lineal de orden 2
expresada por (2) y las condiciones de frontera dadas por (3) y (4), donde los para´metros que intervienen
en las expresiones (4), (7) y (8) son desconocidos. Estos se determinan haciendo un ajuste de la solucio´n
de la ecuacio´n diferencial (2) en funcio´n de datos experimentales. Estos datos se conforman de una
cierta cantidad de experimentos, que dependen de las velocidades ug(z) y u¯
∗
sl(z) y la concentracio´n en la
alimentacio´n del reactor C0s , y consisten en mediciones de la concentracio´n de so´lidos a diferentes alturas
del reactor (ver cuadro 1).
El ajuste del modelo CBT a los datos experimentales permitira´ tener la correlacio´n final para la
distribucio´n de so´lidos en las columnas de burbujeo que constituyen los reactores del proceso HDH1.
1HDH es un proceso catal´ıtico para la conversio´n de los residuos, provenientes de las destiladoras atmosfe´ricas y de
vac´ıo, en productos de mayor valor comercial
84 Publicaciones en Ciencias y Tecnolog´ıa. Vol 6, N02, Jul–Dic 2012, pp. 81–92.
J. Hernandez, J. Meza.
Esto ayudara´ al mejoramiento de las herramientas del disen˜o de un reactor en dicho proceso. Los resultados
de este trabajo se usara´n para predecir el comportamiento en un reactor de taman˜o comercial.
Denotemos al nu´mero de experimentos por nexp y al nu´mero de muestras o mediciones que se realizan
en el experimento j por mj para j = 1, . . . , nexp. Sean
(
f˜1j , . . . , f˜mjj
)
, el vector de mediciones realizadas
para el experimento j para j = 1, . . . , nexp, x ∈ R10 distribuidos a lo largo del reactor. Denotemos el
vector de para´metros del modelo CBT dado por
x = (α1, · · · , α4, β1, · · · , β5, γ)t = (x1, · · · , x10)t ,
y el vector
(
f1j (x) , . . . , fmjj (x)
)
representa las concentraciones de so´lidos obtenidas por el modelo en
cada posicio´n del reactor donde se realizo´ el experimento j. El propo´sito es minimizar la funcio´n
f(x) =
1
nexp
nexp∑
j=1
mj∑
i=1
(
fij (x)− f˜ij
)2
, (9)
que representa el promedio de las distancias entre los datos experimentales y los valores obtenidos al
modelar la concentracio´n. Por tal motivo, el objetivo es resolver el problema dado por
min
x∈Λ
f (x) con Λ =
10∏
i=1
[ai, bi]. (10)
Obse´rvese:
Para j = 1, . . . , nexp, al fijar los para´metros x ∈ Λ, el vector
(
f1j (x) , · · · , fmjj (x)
)
, es la solucio´n
del modelo inverso de CBT formulado por el problema de fronteras ((2),(3),(4)) en los puntos
z1, · · · , zmj a lo largo del reactor. Es decir, para el experimento j, fij (x) = Cxs (zi), donde 0 ≤ z1 ≤
· · · ≤ zmj ≤ L son puntos a lo largo del reactor de altura L y Cxs es la solucio´n del problema de
frontera que representa al modelo inverso CBT que se obtiene a fijar el para´metro x.
La funcio´n objetivo f(x) no se conoce expl´ıcitamente aunque se tenga la expresio´n (9), ya que para
la evaluacio´n de las funcio´n f(x) se requiere resolver nexp veces, la ecuacio´n diferencial ordinaria no
lineal de orden 2 (2) con las condiciones de frontera dadas por (3) y (4), lo cual el ca´lculo nume´rico
y computacional es costoso.
Es posible que se encuentre ma´s de una solucio´n x ∈ Λ que satisfaga la condicio´n (10). Tambie´n
podr´ıamos estar en presencia de puntos donde f ′(x) = 0, pudiendo haber un mı´nimo local o un
punto silla de la funcio´n f(x) en dicho punto.
Resumiendo lo anterior, estar´ıamos en presencia de un problema de optimizacio´n global donde la funcio´n
objetivo no se conoce en forma expl´ıcita, y el ca´lculo de su valor en un punto puede ser costoso en te´rminos
de tiempo y de recursos de computacio´n.
Sub-estimacio´n lineal a trozos
En esta seccio´n se describe el me´todo nume´rico utilizado para resolver el problema inverso planteado,
este es el algoritmo de linealizacio´n sucesiva (SLA) presentado por O. Mangasarian, J. Rosen y M.
Thompson [6]. A continuacio´n se hace una breve descripcio´n de este algoritmo (ver [6] para obtener mas
detalles) para luego adaptarlo al problema planteado.
El problema que estamos interesados en resolver es encontrar el mı´nimo global de una funcio´n f :
Rn → R, dados x1, x2, . . . , xm ∈ Rn y los valores de la funcio´n f
f(xk) = yk, k = 1, . . . ,m.
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Mangasarian, J. Rosen y M. Thompson [6], encuentran una sub-estimacio´n lineal a trozas de la funcio´n
f resolviendo el problema
min
α,c,A,b,sk
m∑
k=1
(
yk − (α+ ctxk + et|Axk + b|)+ etsk)
s.a α+ ctxk + etsk 6 yk, k = 1, . . . ,m
−sk 6 Axk + b 6 sk, k = 1, . . . ,m,
(11)
donde  ∈ (0, ¯] para algu´n ¯ > 0 y sk ∈ R`, k = 1, . . . ,m, y e ∈ R` es un vector de unos.
Definiendo θ(z) =
m∑
k=1
(
yk − (α+ ctxk + et|Axk + b|)+ etsk), y
Z =
{
z ∈ R1+n+`+`n+`+`m
/
α+ ctxk + etsk 6 yk, k = 1, . . . ,m
−sk 6 Axk + b 6 sk, k = 1, . . . ,m
}
,
entonces (11), se puede expresar como:
min
z∈Z
θ(z). (12)
Adema´s, el subgradiente de θ(z) con respecto a z es dado por,
∂θ(z) =
m∑
k=1
−

1
xk
∂|Aixk + bi|xk, i = 1, 2, ..., `
∂|Aixk + bi|, i = 1, 2, ..., `
− 1me
 , (13)
donde e ∈ R`m, para i = 1, 2, ..., ` y k = 1, 2, ...,m:
∂|Aixk + bi| =
 1 si Aixk + bi > 0∈ [−1, 1] si Aixk + bi = 0
−1 si Aixk + bi < 0
 . (14)
Para resolver este problema, en [6] plantearon el algoritmo 1
Algoritmo 1 Algoritmo de linealizacio´n sucesiva (SLA) [6]
Punto inicial: z0 ∈ R1+n+`n+`+`m, k = 0.
repeat
Obtener zk+1 como solucio´n ve´rtice del problema
min
z∈Z
∂θ(zk)(z − zk). (15)
k ← k + 1
until ∂θ(zk)(zk+1 − zk) = 0
Notemos que, para z ∈ R1+n+`n+`+`m,
z =
(
α, ct, A1, . . . , A`, b
t, s1
t
, . . . , smt
)t
, (16)
donde α ∈ R, c ∈ Rn, A ∈ R`×n siendo Ai =
(
ai1 ai2 . . . ain
)
, su i−esima fila, b, si ∈ R` y `
es el nu´mero de funciones lineales que generan la sub-estimacio´n lineal a trozos.
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Notese que z ∈ R1+n+`n+`+`m se puede expresar como, z = (z1, z2, . . . , z1+n+`n+`+`m)t, donde
cada componente esta´ determinada de la siguiente forma:
zi¯ =

α si i¯ = 1,
ci¯−1 si 2 6 i¯ 6 n+ 1,
aij si i¯ = in+ j + 1, con 1 6 i 6 `, 1 6 j 6 n,
bi si i¯ = i+ n(`+ 1) + 1, con 1 6 i¯ 6 `,
shi si i¯ = (n+ 1)(`+ 1) + (h− 1)`+ i, con 1 6 i¯ 6 `, 1 6 h 6 m,
Denotemos fk(z) = (∂θ(z
k))tz, entonces en el Algoritmo (SLA) se tiene que:
∂θ(zk)t(z − zk) = fk(z)− fk(zk). (17)
Adema´s, fk(z) esta expresada por:
fk(z) = −mα−
(
m∑
h=1
xh
)t
c−
∑`
i=1
(
m∑
h=1
α|Aki xh + bki |xh
)t
Ati
−
∑`
i=1
m∑
h=1
α|Aki xh + bki |bi + 
m∑
h=1
∑`
i=1
shi .
Por lo indicado anteriormente, la funcio´n fk(z) es lineal y esta se puede expresar como
fk(z) = (p
k)tz,
donde las componentes del vector pk esta´n dadas por:
pki¯ =

−m si i¯ = 1,
−∑mh=1 xhi¯−1 si 2 6 i¯ 6 n+ 1,
−∑mh=1 α|Aki xh + bki |xhj si i¯ = in+ j + 1, con 1 6 i 6 `, 1 6 j 6 n,
−∑mh=1 α|Aki xh + bki | si i¯ = i+ n(`+ 1) + 1, con 1 6 i 6 `,
 si
i¯ = (n+ 1)(`+ 1) + (h− 1)`+ i,
con 1 6 i¯ 6 `, 1 6 h 6 m,
(18)
Como en cada iteracio´n del algoritmo SLA minimiza en z a la funcio´n definida por (17) la cual es una
funcio´n af´ın, por lo tanto es suficiente minimizar en cada iteracio´n a la funcio´n fk(z). As´ı en la expresio´n
(15) en el algoritmo 1 se puede expresar por:
min fk−1(z) = (pk−1)tz
s. a.
Hz 6 t
(19)
donde el vector t ∈ R(m+2`m), cuyas componentes esta´n determinadas por:
t¯i =
 yi¯ si i¯ = 1, . . . ,m
0 si i¯ = (m+ 1), . . . , (m+ 2`m)
 (20)
y la matriz H ∈ R(m+2`m)×(1+n+`n+`+`m) donde sus componentes esta´n definidas de la siguiente
manera
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hi¯j¯ =

1 si 1 6 i¯ 6 m, j¯ = 1,
xi¯
j¯−1 si 1 6 i¯ 6 m, 2 6 j¯ 6 n− 1,
xh
j¯
si
i¯ = m+ (h− 1)`+ i y j¯ = in+ j + 1,
1 6 i¯ 6 `, 1 6 h 6 m, 1 6 j 6 n,
−xh
j¯
si
i¯ = m+ (m+ h− 1)`+ i y j¯ = in+ j + 1,
1 6 i¯ 6 `, 1 6 h 6 m, 1 6 j 6 n,
1 si
i¯ = m+ (h− 1)`+ i y j¯ = (`+ 1)n+ i,
1 6 i¯ 6 `, 1 6 h 6 m,
−1 si i¯ = m+ (m+ h− 1)`+ i y j¯ = (n+ 1)`+ i+ 1,
1 6 i¯ 6 `, 1 6 h 6 m,
−1 si i¯ = m+ (h− 1)`+ i y j¯ = (n+ 1)(`+ 1) + (h− 1)`+ i,
1 6 i¯ 6 `, 1 6 h 6 2m,
0 en cualquier otro caso.
(21)
Por tal motivo el algoritmo 1 se puede reescribir de la siguiente manera
Algoritmo 2 Algoritmo SLA adaptado
Considerar un punto inicial z0 ∈ R1+n+`n+`+`m, l ∈ Z+ y  > 0,
k = 0.
repeat
Calcular t y H mediante las expresiones (20) y (21) respectivamente,
Calcular pk mediante la expresio´n (18),
Determinar zk resolviendo el problema de programacio´n lineal (19)
until
∣∣fk−1(zk)− fk−1(zk−1)∣∣ < TOL
As´ı, se presenta un bosquejo del algoritmo que resuelve el problema inverso considerado en este
trabajo:
Paso 1: Para k = 1, · · · ,m obtener yk = f(xk). Esto se obtiene resolviendo m veces el problema
de frontera que representa el modelo inverso CBT al fijar el para´metro xk para evaluar la funcio´n
(9).
Paso 2: Se determina la sub-estimacio´n lineal a trozos para obtener el vector z aplicando el algoritmo 2,
de donde se extraen los valores α, c, A y b que determinan la sub-estimacio´n.
Paso 3: Se resuelve el problema programacio´n lineal
min α+ ctx+ ety
s.a. −y 6 Ax+ b 6 y,
x ∈ Λ, y ≥ 0,
(22)
donde α, c, A y b se obtienen del Paso 2 y Λ =
10∏
i=1
[ai, bi] , son las cotas inferior y superior
conocidas del vector de para´metros x.
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Obse´rvese que la funcio´n objetivo presente en el Paso 3 es una funcio´n af´ın, por tal motivo es suficiente
minimizar la funcio´n lineal f = ctx+ ety.
El punto x que se obtiene en el Paso 3, es la solucio´n o´ptima del funcional (9), es decir, este va a
representar los para´metros que ajustan al problema inverso CBT.
Resultados nume´ricos
Todas las corridas se hicieron en un computador Intel Core 2 Duo de 2.4 GHz con 2 GB de memoria
RAM, en el lenguaje MATLAB R2008a para utilizar la librer´ıa que e´ste posee. El modelo inverso CBT
considerado para aplicar la nueva metodolog´ıa es el mismo modelo que considero´ J. Herna´ndez [3] en su
trabajo, este esta definido de la siguiente manera: nexp = 32, para j = 1, . . . , nexp se considera mj = 13,
la altura del reactor es de L = 1 mts, Λ = [2.0 , 3.0]× [0.05 , 0.25]× [0.1 , 0.8]× [1.1 , 1.8]× [5.0 , 7.0]×
[7.0 , 9.2]× [0.05 , 0.2]× [0.003 , 0.005]× [1.0 , 1.5]× [1.5 , 2.0] y los datos experimentales considerados
son los mismos utilizados por Herna´ndez estos fueron proporcionados en su momento por la empresa
INTEVEP S. A. y fueron realizados en un reactor experimental en la Universidad Simo´n Bol´ıvar. Estos
datos experimentales esta´n descritos en el cuadro (1).
En la metodolog´ıa utilizada por J. Herna´ndez [3], obtuvo como resultado que los para´metros x∗ que
mejor se ajustan al modelo CBT considerado son los siguientes:
α1 = 2.34 β1 = 6.44 γ = 1.923
α2 = 0.05 β2 = 9.061
α3 = 0.751 β3 = 0.149
α4 = 1.142 β4 = 0.0037
β5 = 1.145
(23)
Estos valores son el punto de comparacio´n de los resultados obtenidos con la metodolog´ıa implemen-
tada.
Para la implementacio´n de los programas, se considero´ una distribucio´n de 100 puntos en Λ, los
resultados obtenidos se presentan en el Cuadro 2, donde la primera fila se indican los para´metros x =
(α1, · · · , α4, β1, · · · , β5, γ) obtenidos en cada corrida, seguido una aproximacio´n valor del funcional
(f˜(x)) en estos valores, el tiempo (tiempo) que se tardo´ en obtener la solucio´n, el nu´mero de iteraciones
(Niter) que se necesitaron para obtener la sub-estimacio´n lineal a trozos y el error relativo de los resultados
con respecto a la solucio´n (23) obtenida por J. Herna´ndez [3]. El punto inicial para obtener la sub-
estimacio´n y los subgradientes se generaron aleatoriamente.
Al observar los resultados obtenidos, hay que resaltar que el tiempo de CPU que se necesita para
obtener la solucio´n con la nueva metodolog´ıa, en el peor de los casos fue de 218 minutos lo que equivale
a 3.63 horas, lo cual es muy bueno en comparacio´n con los resultados obtenidos por J. Herna´ndez [3], (se
utilizaban un tiempo promedio de CPU de 15 horas en la primera etapa y 5 horas en la segunda etapa). Es
evidente que el tiempo de CPU consumido mejora, encontrando el sub-estimador lineal a trozos. Mientras
ma´s ajuste se le agregue a los para´metros l,  y tol del me´todo, este tiende ajustar mejor la solucio´n, pero
aumenta el tiempo de CPU. Una ventaja del me´todo es que no depende del valor inicial para obtener la
sub-estimacio´n.
Como el menor error relativo en los resultados obtenidos es de 0.0657, entonces los para´metros que
mejor se ajustan a los datos experimentales con la nueva metodolog´ıa son:
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l = 30 30 30 45 50 50 50 50
 = 10−5 10−10 10−5 10−10 10−5 10−8 10−5 10−10
tol = 10−5 10−10 10−10 10−10 10−5 10−8 10−10 10−5
α1 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00
α2 0.05 0.05 0.25 0.05 0.25 0.05 0.25 0.25
α3 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.793
α4 1.80 1.80 1.80 1.10 1.10 1.5284 1.2084 1.10
β1 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
β2 9.20 9.20 9.20 9.20 9.2 9.20 9.20 9.20
β3 0.1967 0.1010 0.1069 0.1950 0.20 0.1413 0.164 0.20
β4 0.0030 0.0045 0.0050 0.0049 0.0030 0.0030 0.0030 0.0050
β5 1.00 1.00 1.50 1.50 1.50 1.3396 1.50 1.3871
γ 1.50 1.5094 2.00 2.00 2.00 1.7607 2.00 1.50
f˜(x) 510.46 543.25 558.49 524.67 548.82 505.10 542.67 507.58
tiempo 57.18 144.59 110.45 288.07 116.44 197.98 117.62 218.14
(min)
Niter 18 52 25 55 11 29 14 20
‖x−x∗‖
‖x∗‖ 0.0894 0.0891 0.0882 0.0657 0.0679 0.0699 0.0679 0.0734
Cuadro 2: Aplicado a una distribucio´n de 100 puntos en Λ
α1 = 2.00 β1 = 7.00 γ = 2.00
α2 = 0.05 β2 = 9.20
α3 = 0.80 β3 = 0.1950
α4 = 1.10 β4 = 0.0049
β5 = 1.5
Conclusiones
Se propone una metodolog´ıa, que consiste en la implantacio´n de un me´todo de optimizacio´n global,
eficiente para ajustar los para´metros desconocidos en el modelo de la concentracio´n de so´lidos en columnas
de burbujeo trifa´sicas. Adema´s mejora el tiempo de CPU que se necesita para obtener el resultado. Hay
que destacar que el algoritmo implementado no depende del valor inicial para obtener la solucio´n, esto
significa que la convergencia es global.
Como las implementaciones se hicieron con el software MATLAB, se presentaron limitaciones al
momento de aumentar la cantidad de puntos considerados en la region Λ del problema y al hacer un
mayor ajuste en l debido a que se presentaba un problema en la memoria en el software.
Es evidente que ajustando los para´metros en el algoritmo la solucio´n obtenida, se aproximar´ıa mejor
a la solucio´n o´ptima (23) del problema y al hacer mayor ajuste en los para´metros en el algoritmo trae
como consecuencia, que se utiliza mayor tiempo de CPU para obtener la solucio´n como se evidencia en
los resultados obtenidos.
Cabe destacar que existe la posibilidad que el modelo de la concentracio´n considerada no represente,
de la manera ma´s precisa, el problema f´ısico, para verificar esto seria necesario realizar un estudio ma´s a
fondo sobre el modelo del problema y verificar la confiabilidad de los datos experimentales. Sin embargo,
verificar esta posibilidad no es parte de este trabajo.
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