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ABSTRACT
Singular value decomposition (SVD) is a widely used tech-
nique for dimensionality reduction and computation of basis
vectors. In many applications, especially in fluid mechanics
and image processing the matrices are dense, but low-rank
matrices. In these cases, a truncated SVD corresponding to
the most significant singular values is sufficient. In this pa-
per, we propose a tree based merge-and-truncate algorithm
to obtain an approximate truncated SVD of the matrix. Un-
like previous methods, our technique is not limited to “tall
and skinny” or “short and fat” matrices and it can be used
for matrices of arbitrary size. The matrix is partitioned
into blocks and the truncated SVDs of blocks are merged to
obtain the final SVD. If the matrices are low rank, this al-
gorithm gives significant speedup over finding the truncated
SVD, even when run on a single core. The error is typically
less than 3%.
1. INTRODUCTION
Singular Value Decomposition (SVD) is used to obtain ba-
sis vectors in a variety of data-driven modelling techniques.
It is a key step in principal component analysis (PCA) (also
known as proper orthogonal decomposition (POD)), where
the mean-centered data is arranged as a matrix. This is fol-
lowed by an SVD of the matrix to obtain the basis vectors,
which are called the POD modes or eigenfeatures. Besides,
dimensionality reduction is a key step in many data-driven
algorithms such as facial recognition, latent semantic index-
ing, collaborative filtering etc., which are used in the evolv-
ing data-driven design and modelling algorithms.
In many of these cases, the matrices are large and very of-
ten dense, but inherently low rank matrices. Computing the
SVD of an m× n matrix has complexity O(mn min(n,m)).
Since this is super-linear in the size of the data, it becomes
computationally expensive for large data sets. However, if
we have a low rank matrix, we would need only k basis vec-
tors, where k << m,n. One way of computing the rank k
approximation is to compute the SVD of the full matrix and
retain only the k largest singular values and vectors. It can
be shown that this is the best rank k approximation with
respect to any unitarily invariant norm. The cost of com-
puting this approximation using an SVD followed by trun-
cation turns out to be expensive, especially if the matrices
are nearer square matrices. Moreover, in this “Bigdata” era,
it is entirely possible that the dataset resides on physically
different servers and bandwidth and memory constraints on
each machine make it impossible to transfer all the data to
a single machine to do the analysis.
Ideally, what is required is a truly distributed algorithm,
where all the computation is done in-situ with minimal data
transfer and the results of the computation could also re-
side on several machines. This has been attempted in [2, 1,
10]. These algorithms assume a “tall and skinny” data ma-
trix, which is a good assumption for many problems. They
partition the matrix row-wise, with each partition contain-
ing a small subset of the rows. If the matrix has n columns,
they show that an approximate PCA/SVD can be computed
with O(n2) communication cost. A drawback of the method
proposed in [2] is that it requires the reconstruction of the
low rank approximation of each block of data, followed by
accumulation of all these matrices and an SVD of an n× n
matrix. In [1], they partition the matrix row-wise and per-
form a hierarchical QR decomposition by doing a tree-based
merge of the R matrices. The SVD of the resultant small R
matrix is used to compute the SVD of the full matrix. In
[10], they once again partition the matrix row-wise and find
the SVD of each partition. This is following by a stacking
of the truncated ΣV T of each partition on top of each other
and then doing a global SVD. They also do a randomised
SVD of each block to reduce the cost of the block SVDs.
Doing the global SVD can still be quite expensive. Instead
of doing a global SVD, a tree-based merging algorithm using
truncated SVDs has been proposed in [9] to find the SVD
of “short and fat” matrices. Here, the partitioning is done
column-wise rather than row-wise.
Methods for incremental SVDs have been proposed in [5,
6, 7, 8, 3]. These algorithms incrementally compute the SVD
of a matrix when new row/columns are added to the matrix.
They use a combination of QR and the SVD of a smaller
matrix to get the new SVD. The algorithms proposed are
essentially sequential algorithms, meant for streaming data.
There are also a number of randomised algorithms, that
obtain an approximate truncated SVD in linear time. A
comparison of the performance and accuracy of these algo-
rithms is included in [4].
In this paper, we propose a hierarchical block based SVD
algorithm to obtain a low rank approximation. It combines
the advantages of the methods proposed in [2, 10, 5, 7, 9] and
is suitable for low rank matrices of arbitrary size. Unlike [2,
1, 9], our algorithm is not limited to tall and skinny/short
and fat matrices and it is possible to partition the matrix
into blocks, both row-wise and column-wise. The existing
algorithms get a runtime improvement when run parallely
using several cores. We demonstrate that it is possible to get
speedup even when run on a single core, if partitioned ap-
propriately. We do tree-based merge of the truncated SVDs
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of each block to get the SVD of the matrix using the incre-
mental SVD method in [7] to find the SVD of the merged
blocks. Each merge is followed by a truncation, where sin-
gular values and vectors that are less than a fraction of the
largest singular of the block are discarded. Essentially, our
algorithm computes an approximate truncated SVD of the
full matrix using repeated merge-and-truncate (MAT) oper-
ations on the blocks. Since we can divide the matrix both
row and column-wise, we do two sets of tree-based MAT op-
erations. We also propose a iterative method for reducing
the error in the approximation.
2. INCREMENTALANDBLOCK-BASEDAL-
GORITHMS
2.1 Algorithms for distributed data-sets
The distributed SVD algorithms proposed in [1, 10] are
based on the algorithm proposed in [2]. It is targeted to
performing a principal component analysis (PCA) of massive
distributed data-sets which reside on several machines and
computation is not possible on a single server. The aim is
to minimise communication costs. The assumption here is
that the m × n matrix X, is tall and skinny with m >> n.
The matrix is partitioned row-wise, with each partition (Xi)
containing a subset of rows. The steps involved are
1. Perform an approximate PCA of Xi locally in each
machine. Let Si = X
T
i Xi ≈ ViΣ2iV Ti . This is an n×n
matrix.
2. The matrices Si transferred to the central server and
summed i.e., S =
∑p
i=1 Si.
3. Perform a PCA of S to get an approximate truncated
SVD.
The algorithm proposed in [1], performs a QR decompo-
sition of each partition instead of an approximate SVD. The
resultant “R”matrices from each partition are combined in a
tree-based structure to obtain the “R” matrix corresponding
to the full matrix X. The SVD of the final “R” gives the
correct ΣV T of X.
2.2 Subspace tracking algorithm
FAST, proposed by [5], is an incremental SVD algorithm
target-ted to subspace tracking. LetX =
[
X1 X2 · · ·Xn
]
=
UΣV T be an m×n matrix. If a new column Xn+1 is added
to X and X1 is removed, the goal is to find the new SVD
incrementally, rather than by re-doing the entire computa-
tion. The idea behind this and similar algorithms is to find
the component of Xn+1 that is orthogonal to the subspace
U . This is done by subtracting out the projection of Xn+1
onto U to obtain the orthogonal component Xo as follows.
Xo = Xn+1 − UUTXn+1
q =
Xo
||Xo|| (1)
If Xt =
[
X2 X3 · · · Xn
]
,
Xnew =
[
Xt Xn+1
]
=
[
U q
] [UTXt UTXn+1
0 ||Xo||
]
=
[
U q
]
E (2)
E is an (n + 1) × n matrix and its SVD is inexpensive. If
E = UEΣEV
T
E , the SVD of Xnew can be written as
Xnew =
[
U q
]
UEΣEV
T
E
= UNΣNV
T
N (3)
where ΣN = ΣE and UN =
[
U q
]
UE and VN = VE .
2.3 Online incremental Algorithm
A generalisation of this algorithm is proposed in [6, 7].
Given X = UΣV T , the author uses a similar technique to
find the SVD of Y = X +ABT . Here A and B can have an
arbitrary number of columns and rows respectively. The
entries in A and B reflect additions/changes to X. Let
QARA = (I − UUT )A and QBRB = (I − V V T )B be the
QR decomposition of the component of A orthogonal to U
and the component of B orthogonal to V . This implies
[
U A
]
=
[
U QA
] [I UTA
0 RA
]
(4)
[
V B
]
=
[
V QB
] [I V TB
0 RB
]
(5)
Substituting this in Y , we get
Y =
[
U QA
]([Σ 0
0 0
]
+
[
UTA
RA
] [
V TB
RB
]T)[
V T
QTB
]
=
[
U QA
]
E
[
V T
QTB
]
(6)
As in the previous case, the new SVD can be computed using
the SVD of the smaller matrix E.
Often only a low rank approximation to the subspace is
required. U is then an m× k matrix, where k << n,m. In
general, if p additional columns are added, the complexity
of the computation is O(2mkp) + O(2mp2) + O((k + p)3)
corresponding to computation of the orthogonal component,
QR decomposition of the orthogonal component and SVD
of E.
3. PROPOSED IMPLEMENTATION
We first start with a simple proof for computing the SVD
using either the row or column-wise split, instead of the co-
variance matrix based proof in [2, 9, 10]. This proof also
extends in a straightforward manner to having simultane-
ous row and column splits that are needed for large square
matrices.
Assume the matrix X is an m×n matrix and is split row-
wise into sub-matrices X1 and X2, with sizes m1 × n and
m2×n respectively. Let X1 = U1Σ1V T1 and X2 = U2Σ2V T2 .
The SVD of X =
[
X1
X2
]
can be written as
[
X1
X2
]
=
[
U1 0
0 U2
] [
Σ1V
T
1
Σ2V
T
2
]
=
[
U1 0
0 U2
]
E
Σ1V
T
1
Σ12V
T
12
Σ2V
T
2
ΣV T
Σ3V
T
3
Σ34V
T
34
Σ4V
T
4
Figure 1: Row based partitioning followed by merge of the indi-
vidual SVDs
If E = U˜ΣV T , we get[
X1
X2
]
=
[
U1 0
0 U2
]
U˜ΣV T
= UΣV T (7)
where U =
[
U1 0
0 U2
]
U˜ is the product of two orthogonal
matrices and hence is also an orthogonal matrix.
Since a low rank approximation to the matrix is required,
we do the merge after truncating the individual SVDs so
that only singular values up to γσ1 are retained, where σ1
is the largest singular value of the block. The resultant
merged SVD is also truncated using the same criteria. Hence
X1 ≈ U1kΣ1kV T1k , X2 ≈ U2lΣ2lV T2l indicating a rank k and
l approximation and the result is truncated to a rank-r ap-
proximation as follows.[
X1
X2
]
≈
[
U1k 0
0 U2l
] [
Σ1kV
T
1k
Σ2lV
T
2l
]
= UrΣrV
T
r
The algorithm is therefore a merge-and-truncate (MAT) al-
gorithm, rather than a simple merge.
If m1,m2 < n, V1 and V2 have dimensions m1 × n and
m2×n. Therefore, the combined matrix
[
Σ1V
T
1
Σ2V
T
2
]
is an m×n
matrix. By splitting it up and doing three SVDs, we end up
actually increasing the computational complexity! However,
if partitioned properly, this process results in a reduction in
the computational complexity as will be seen in the next
section.
When there are several partitions, the MAT operations
can be done pairwise using a tree based algorithm as indi-
cated in Figure 1. Note that the “U” (left singular-vectors)
matrix is not required for the merge and it need not be prop-
agated. This is useful since the size of this matrix increases
with each merge.
The matrix can also be split column-wise as
[
X1 X2
] ≈[
U1kΣ1kV
T
k
U2lΣ2lV
T
2l
]
. In this case, merging can be done
as follows.[
X1 X2
] ≈ [U1kΣ1k U2lΣ2l] [V T1k 00 V T2l
]
= UΣV˜ T
[
V T1k 0
0 V T2l
]
≈ UrΣrV Tr (8)
Once again, the SVDs of the two blocks are truncated before
the merge and the final SVD is also truncated to get a low
U11Σ11 U12Σ12 · · U1cΣ1c
· · · · ·
· · · · ·
Ud1Σd1 Ud2Σd2 · · UdcΣdc
Σ1V
T
1
·
·
ΣdV
T
d
Merge and Truncate(MAT); Compute V
MAT
Figure 2: Block partitioning consisting of two sets of MAT steps
rank approximation. Also in this case, the right singular
vectors V are not required for the merge and hence are not
propagated through the tree structure.
If the matrix is split both row and column-wise, it is easy
to see that the blocks can be merged row-wise and column-
wise. Let the matrix X be partitioned as
[
X1 X2
X3 X4
]
. A
column-wise merge of X1, X2 and X3, X4 is followed by a
computation of the corresponding V matrices. Finally, the
two blocks of rows can be merged using ΣV T of each block.
This is illustrated in Figure 2, for a more general case of
a column-wise split into c blocks and a row-wise split of
d blocks. Here, the MAT algorithm is used to first merge
column-wise for each set of rows (Xi) to obtain UiΣi. This
is followed by computation of the corresponding Vi, which
can be obtained by performing an SVD of UTi Xi. The MAT
algorithm can then be used to merge ΣiVi using a tree struc-
ture to give the approximate singular values and right sin-
gular vectors, Σr and Vr.
It is possible to make the merging process more efficient.
The MAT algorithm merge requires finding the SVD of ma-
trices of the form
[
Σ1kV
T
1k
Σ2lV
T
2l
]
and
[
U1kΣ1k U2lΣ2l
]
, which,
depending on the block size, could become expensive. This
can be made more efficient if the orthogonal complement is
merged, which can be done using a combination of QR de-
composition and an SVD of a smaller matrix using a method
similar to [7]. If X1 = U1Σ1V
T
1 and X2 = U2Σ2V
T
2 trun-
cated to rank k and l respectively, we can find the component
of U2 orthogonal to U1 as Q = U2 − U1UT1 U2. If Q = UoR,[
X1 X2
]
=
[
U1 Uo
] [Σ1 (UT1 U2)Σ2
0 Σ2R
] [
V T1 0
0 V T2
]
=
[
U1 Uo
]
E
[
V T1 0
0 V T2
]
(9)
Now E is a much smaller (k + l) × (k + l) matrix. If E =
UEΣEV
T
E , we get[
X1 X2
]
=
[
U1 Uo
]
UEΣEV
T
E
[
V T1 0
0 V T2
]
= UΣV T (10)
where U =
[
U1 Uo
]
UE , Σ = ΣE and V = VE
[
V1 0
0 V2
]
.
This is advantageous since we now have to perform an SVD
of a much smaller matrix. Although it requires an additional
QR decomposition, the total number of operations required
is lower for QR than for SVD [11, 13].
Depending on the order of the two sets of MAT opera-
tions, we get the singular values and either the left or right
singular vectors. Assume that after all the MAT operations
are over, we have the right singular vectors and we need to
compute left singular vectors Ur. Clearly propagation and
multiplication of the matrices is not an option. Another way
to do it is to compute the left singular vectors using the fi-
nal ΣrV
T
r as Ur = XVrΣ
−1
r . However, the vectors obtained
need not be orthogonal, since ΣrV
T
r is approximate due to
the truncation at various levels. Instead, we propose the
following. We know that Vr is an r ×m orthogonal matrix
(assuming a rank r approximation of X). Let Xp = XVrV
T
r
be the projection of X onto the r dimensional subspace of
the row space. If Y = XVr = UyΣyV
T
y , then Xp = UpΣpV
T
p
where Up = Uy, Σp = Σy and Vp = VrVy. This is the
exact SVD of the projection of X onto the r dimensional
subspace spanned by Vr and an approximation to the best
rank-r truncated SVD of X.
The steps involved in the algorithm are indicated in Algo-
rithm 1. The matrix is first partitioned row-wise and each
slice is passed to the function DoSVDofColSlices. Here, the
slice is partitioned column-wise and SVD of each partition
is computed. The U , Σ of each partition are merged using
the function DoMergeOfSlices, which uses the BlockMerge
routine. DoSVDofColSlices returns the result of the merger
as Uj , Σj for the j
th row slice. This is followed by computa-
tion of the the corresponding Vj and Σj , as explained. After
the Vj and Σj of each row j is calculated, they are merged
using the same merge algorithm to obtain Vˆ and Σˆ
Once this is complete, we can follow it up with an iteration
to improve accuracy. Algorithm 2 details the steps. It is
essentially equivalent to a power iteration. In practice, we
have observed that only those singular values close to the
cut-off value require correction. In all the cases we have
seen, two-three iterations proved to be sufficient.
3.1 Complexity
In the literature, typically “tall and skinny” matrices are
partitioned row-wise and “short and fat” matrices are par-
titioned column-wise [10, 9]. If this is the case, a runtime
speedup can only be obtained when the SVDs of the indi-
vidual blocks are computed in parallel fashion with multi-
ple cores. For “tall and skinny” matrices, the runtime is
O(mn2). Therefore, if partitioned column-wise, a runtime
improvement can be obtained even on a single machine.
To illustrate this, we do a simplified analysis with all
blocks containing the same number of rows and look at the
number of floating point operations (flops) when an m × n
matrix is partitioned column-wise into P blocks, each con-
taining s = n/P columns. The MAT algorithm is used
to obtain the low rank approximation. Also assume that
m >> n. the number of flops required for the SVD of the
full matrix is approximately 6mn2 + 16n3 [12, 13].
The first step is an SVD of each of the P blocks, for
which the number of flops is P (6ms2 + 16s3). Instead of
having a truncation based on the magnitude of the sin-
gular values, assume that each SVD is truncated to get a
rank k matrix. Therefore, at each level of the binary tree,
the merge cost includes finding the orthogonal complement
(2mk2), QR decomposition (8mk2), SVD of a 2k × 2k ma-
trix (176k3), and matrix multiplication to get U is 4mk2.
This is done P − 1 times. The total number of flops is
P
[
6ms2 + 16s3
]
+ (P − 1) [14mk2 + 176k3]. Since k ≤ s,
the total number of flops is < 20mn
2
P
+ 192n
3
P2
. Therefore, we
can easily get a speedup.
The analysis is similar if the matrix is split into rows and is
“short and fat”. If we have a row and column split, splitting
Algorithm 1 Algorithm for block-based SVD
1: Xm×n; Input Matrix, (d, c); Block size
2: γ; Truncate parameter used in BlockMerge for MAT.
3:
4: function DoSVDofBlocks(Xm×n, d, c )
5: Nd = round(m/d + 0.5)
6: lX = list(), lV = list(); lΣ = list()
7: lX is filled with Nd row slices of X.
8: for j in range (Nd) do
9: Uj , Σj = DoSVDOfColSlices(lX [j], c)
10: Vj , Σj = SVD(UTj lX [j])
11: lV += Vj ; lΣ += Σj
12: end for
13: return Vˆ , Σˆ = DoMergeOfSlices(lV , lΣ)
14: end function
15:
16: function DoSVDofColSlices( X, c )
17: lX = list(), lU = list(), lΣ = list()
18: Nc = round(n/c + 0.5)
19: lX is filled Nc column slices of X.
20: for j in range(Nc) do
21: Uj ,Σj = SVD(lX [j])
22: lU += Uj , lΣ += Σj
23: end for
24: Uˆ , Σˆ = DoMergeOfSlices( lU , lΣ)
25: return Uˆ , Σˆ
26: end function
27:
28: function DoMergeOfSlices(lU , lΣ)
29: levels = int(log2(len(lU )))
30: for j in range(levels) do
31: Nl = len(lU )
32: lUt = lU , lΣt = Σ, lU = list(), lΣ = list()
33: for i in range(0, Nl, 2) do
34: U , Σ = BlockMerge(lUt[i],lΣt[i],lUt[i+1],lΣt[i+1])
35: lU += Uj , lΣ += Σj
36: end for
37: if Nl is odd then:
38: Append last elements of lUt and lΣt to lU and lΣ
39: end if
40: end for
41: end function
42:
43: function BlockMerge(U1, Σ1,U2, Σ2)
44: Use equations (9), (10), and γ to do a MAT(QR+SVD)
45: return U , Σ
46: end function
Algorithm 2 Algorithm for Iterative Improvement
1: Input: The matrix X and Vˆ , Σˆ
2: Output: Uˆ , Vˆ and Σˆ // Improved accuracy
3: Do:
4: U˜i, Σ˜i, V˜ Ti = SVD(XVˆ )
5: U˜ , Σ˜, V˜ T = SVD(U˜Ti X)
6: Error = ||Σˆ− Σ˜||2/||Σˆ||2
7: Σˆ = Σ˜
8: while Error > :
9: return Uˆ = U˜iU˜ , Σˆ, Vˆ = V˜
is done for the dimension along which the SVD computa-
tion is superlinear. Hence for a “tall and skinny” matrix, it
makes sense to first do the row-wise split so that the min-
imum number of rows in a partition is greater than n. If
this is followed by a column-wise split, it is possible to get
a speedup. Note that the speedup can only be obtained if
truncation is done before and after the merge. This in turn is
possible only when the original matrix is a low rank matrix.
Also note that this speedup is possible even without paral-
lelization. Since the first level SVDs and MAT operations
at each level of the binary tree can be run independently of
each other, there is significant scope for further improvement
in the run-time, when run in parallel.
4. RESULTS
We have carried out experiments on matrices containing
density and velocity data obtained using CFD simulations as
well as the FACES dataset [14]. All the matrices are dense
and low rank. The singular values of the density dataset
as well as the FACES dataset decay more gradually, while
the decay is sharp for the velocity data. For all matrices,
we investigated the speedup obtained over performing a full
SVD and then discarding the appropriate number of singular
values. The error due to the approximation was measured
as ||Xk − Xˆk||F /||Xk||F , where Xk is the rank-k approxi-
mation obtained using the full SVD followed by truncation
and Xˆk is the rank-k approximation obtained using the var-
ious algorithms. The code was written in Python and the
SVD routine in LAPACK (available in Scipy), along with the
multi-threaded openBLAS library, was used for algorithm.
We are not presenting results for the parallel version of our
code. The code was run on a core i7 (4 core, 8 threads) ma-
chine running Linux. In all cases, the results reported are
the average run times of five runs.
SVD(X) SVD(XT ) SVD(XTX)
Run time(s) 21 39.8 4.2
Table 1: Run time (in seconds) of SVD(X), SVD(XT ) and
SVD(XTX). X is a 132, 098 × 1024 matrix containing veloc-
ity data obtained using CFD simulations. The times reported
are the average of 5 runs.
Table 1 contains the run time in seconds, when an SVD
is performed on a 132, 098×1024 matrix containing velocity
data. Note that the SVD computation is distributed across
eight threads. As the table shows, the run times vary sig-
nificantly depending on whether X or XT is passed to the
LAPACK routine. In general, the run times were found to
be lower when the matrix is “tall and skinny” rather than
“short and fat”. Therefore, in all our results for speedup the
run time for SVD(X) was used. The run time of XTX in-
cludes the time required for matrix multiplication and time
required to compute the left singular vectors.
No. of rows TSQR Algorithm in [9]
8 0.3 1.12 (2.14)
16 0.32 0.94 (2.14)
128 0.37 0.47 (2.14)
512 0.43 0.2 (2.14)
2048 0.8 0.12 (2.03)
4096 1 0.22 (2)
8192 1.04 0.38 (1.74)
16364 1.19 0.57 (1.57)
32768 1 0.7 (1.53)
Table 2: Speedup with respect to the SVD(X) as a function of
the number of rows in each slice using various methods for a
132, 098 × 1024 matrix. TSQR is the method proposed in [1].
The number in brackets is the percentage error.
Table 2 contains the speedup with respect to SVD(X)
of the TSQR algorithm proposed in [1] and the algorithm
proposed in [9]. The matrix was split up row-wise and the
R matrices in TSQR/ ΣV T matrices in the algorithm pro-
posed in [9] were merged. In most cases, we got almost no
speedup. Note that, in TSQR, the focus was to reduce com-
munication costs when the matrix is stored in a distributed
fashion in several computers. Also, it gets all the 1024 singu-
lar values unlike the algorithm proposed in [9]. Partitioning
a “tall and skinny” matrix row-wise is not expected to give a
speedup unless the SVDs of individual blocks are computed
in parallel. Since the algorithm in [9] gives a low rank ap-
proximation, the percentage error is shown in brackets. It
is seen to be quite small.
Next, we tried a combined row and column split and used
the proposed MAT algorithm for the 132,098 × 1024 matrix
containing velocity data. Figures 3 and 4 show the speedup
and error for the velocity matrix. Without iterative im-
provement, the algorithm runs about four times faster than
doing a full SVD followed by truncation. With iterative im-
provement, the speedup drops, but it is still above two in
most cases. Generally, it is seen that the speedup is larger
when the blocks are “tall and skinny”. The average error
is between 1-2%. As expected, the error drops if iterative
improvement is included. It is also apparent that the error
as well as the number of singular values obtained and con-
sequently rank of the approximate matrix is also relatively
independent of block size used. Also significant is the fact
that the number of columns in each block can be much lower
than the final number of singular values obtained, so that
blocks that have 8 or 16 columns also yield 25 singular vec-
tors. Figure 5 shows the singular values obtained for various
block sizes for the velocity data as well has the actual singu-
lar values of the matrix. It is seen that they match closely,
independent of the block size.
γ Max. Speedup Block size Error (%) Rank
0.1 9.5 (132,098× 8) 0 1
0.05 5.2 (132,098 × 8) 0.03 2
0.02 3.8 (132,098 × 8) 0.58 14
0.01 2.8 (65,536 × 16) 1.1 26
0.005 2.33 (16,364 × 64) 0.87 53
Table 3: Variation with the merge parameter γ. The table con-
tains the maximum speedup, the block size at which this obtained
and the corresponding error and the rank for the velocity matrix.
Table 3 contains maximum speedup, error and rank of
the matrix approximation for various values of the merge
parameter γ. As expected the speedup decreases as the rank
of the approximate matrix increases. In all cases, the block
size for which the maximum speedup was obtained had many
more rows than columns. However, the sensitivity to block
size is not very significant, as long as the number of rows is
much larger than the number of columns. For example, with
γ = 0.02, the maximum speedup of 3.8 with a block size of
132× 8. A block size of 16364× 16, the speedup obtained is
3.4 with an error of 0.65% and a rank of 11. It is also seen
from the table that larger speedups are obtained when the
number of columns in each block is slightly larger than the
final number of singular vectors (rank). As γ increases, the
rank of the approximated matrix decreases, as expected.
The results for the speedup and error for the density ma-
trix are contained in Figures 6 and 7. Here, the matrix size
is 66049 × 1024 and the singular values decay more gradu-
ally than the velocity matrix. As mentioned, the speedup is
the ratio of the run time of our algorithm and the run time
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Figure 3: Speedup for various block sizes for a velocity dataset obtained from CFD simulations. Merge parameter γ = 10−2, Iterative
improvement convergence criterion  = 10−3. The rank of the approximation obtained was 25-26, except when the number of rows was
132098, when the rank jumped to 32
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Figure 4: Percentage error for various block sizes for a velocity dataset obtained from CFD simulations. Merge parameter γ = 10−2,
Iterative improvement convergence criterion  = 10−3. The rank of the approximation obtained was 25-26
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Figure 5: Singular values of the velocity data for various block
sizes. The black square represents the actual singular values
of doing a full SVD and then truncating. It is seen that a
speedup is obtained in most cases and the largest speedup
of about two is obtained when the block size is 8192 × 64.
The speedup obtained is less than for the velocity data, as
the singular values decay more gradually. Therefore, for the
same value of γ, a larger (65 as opposed to about 25) number
of singular values are obtained.
From the results for the density and velocity matrix, it
seems like the optimum block size for maximum speedup
is when the number of columns is around the number of
singular vectors desired and the number of rows in each block
is much larger.
Figures 8 and 9 contain the speedup and error with respect
to SVD(XTX). Here, the matrix XTX was first computed
and then split into blocks of various sizes. γ was set to
10−4 to allow for comparison with results in Figures 3 and
4. The same value of  was used. The speedup obtained is
significantly larger, as each block is now much smaller. The
error is also significantly lower. We think this is because
the rank of the approximated matrix is larger (between 33-
35). As a result, the large singular values, which typically
dominate the error, are approximated better.
Figures 10 and 11 show the effect of iterative improvement
on the singular values and the angle between the actual and
approximate left-singular vectors, for a block size of 16,364
× 16. It is seen that most of the error is in the last few
singular vectors and singular values. The first 19 singular
values and vectors match very closely even without iterative
improvement.
We have also done experiments with the ORL database
of FACES [14]. Here, the dimensions of the matrix is 10304
× 400. The singular values decay more gradually as shown
in Figure 12. As seen in the figure, the singular values are
approximated well independent of the block size. Figures
13 and 14 contain the speedup and percentage error respec-
tively. The speedup is lower, as it is a smaller matrix to start
with. Typically, most of the error arises due to a poorer ap-
proximation of the last few singular values. Since the decay
of singular values is more gradual, the error in these singular
values is a larger percentage of the total error. Therefore,
the error in this case is larger than for the CFD datasets. In
fact, the error with a block size of 10304 × 100 is about 5%
and it is almost entirely due to the slightly poorer approxi-
mation of the last two singular values.
5. CONCLUSIONS
In this paper, we have presented a block-based hierarchical
merge-and-truncate algorithm to compute a low rank SVD
of a matrix. It is suitable for use in reduced order modelling
where the matrices are inherently low rank, but can be quite
large and dense. Unlike previous algorithms, it allows for
a simultaneous row and column split. We get significant
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Figure 6: Speedup for various block sizes for a density dataset obtained from CFD simulations. Merge parameter γ = 10−2, Iterative
improvement convergence criterion  = 10−3. The rank of the approximation obtained was 65-67
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Figure 7: Percentage error for various block sizes for a density dataset obtained from CFD simulations. Merge parameter γ = 10−2,
Iterative improvement convergence criterion  = 10−3. The rank of the approximation obtained was 65-67
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Figure 8: Speedup for various block sizes for a velocity dataset with respect to SVD(XTX). Merge parameter γ = 10−2, Iterative
improvement convergence criterion  = 10−3. The rank of the approximation obtained was 32-34
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Figure 9: Speedup for various block sizes for a velocity dataset with respect to SVD(XTX). Merge parameter γ = 10−2, Iterative
improvement convergence criterion  = 10−3. The rank of the approximation obtained was 32-34
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Figure 10: Cosine similarity between actual and approximate left
singular vectors with (green circle) and without iterative improve-
ment (blue asterisk). The block size is 16364 × 16
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Figure 11: Singular values with and without iterative improve-
ment. The block size is 16364 × 16
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Figure 12: Singular values of the FACES dataset for various block
sizes. The black square represents the actual singular values
speedup over doing a full SVD followed by truncation of
small singular values, even when run on a single machine.
The percentage error is marginal. The algorithm is very easy
to parallelise and can give considerable improvement in the
run-time.
Some more work is needed to get error bounds as well
as optimal block sizes for various matrices. We have used
the SVD routine in LAPACK to obtain the SVD of each
block. However, it is possible to use any of the randomised
algorithms to obtain an approximate SVD of each block.
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