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TO JOSEPH L. WALSH ON HIS 75TH BIRTHDAY, IN ADMIRATION 
In some recent papers the authors [7-91 have treated sequences 
{V, ; y1 = 0, 1, 2,...} of (commutative) operators V, E a(X) (= Banach 
algebra of endomorphisms of the Banach space X) satisfying Jackson and 
Bernstein-type inequalities. Their results include “direct” and the corre- 
sponding ‘5nverse” approximation theorems, theorems of Zamansky-type 
for such operators, as well as theorems of “reduction” type. Within a certain 
framework it was shown that the assertions of these four types of theorems 
are equivalent o each other. 
The purpose of this paper is fivefold. First, the sequences depending 
upon the discrete parameter IZ, y1-+ co, are replaced by the family 
@ = {U(t) : 0 < t < l} of operators in b(X) depending upon the continuous 
parameter t, t + O+. While this is a minor modification (and includes the 
discrete case) the major one consists in broadening the notion of order of 
approximation by using the general concept of a fzmctiorz norm @. To be 
specific, with the notation @,,,[y(t)] = sup,,(,,,l tPy(t), 9 being any 
nonnegative measurable function on (0, 11, the (classical) approximation 
assertion 
II W>f -fll = WI tt E to, 11, t- o+> 
may be restated as @‘B,oo[]l U(t)f-fljx] < co. More generally, the approxi- 
mation order O(P) is to be replaced by O@(t)), O(t) being a monotone 
increasing function of t on (0, l] (de la VallCe Poussin [20, Chap. 41 seems 
to be the first to use such Q’s in approximation theory; see also the account 
in Timan [19]). 
* Work of this author was partly supported by a research grant from the GGrres- 
Gesellschaft, Cologne. 
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More generally, one may definei 
the case 4 = LQ giving the approximation O&?(t)]. This would give approxi- 
mation in the setting of the theory of K-intermediate spaces (see the treatment 
in the case L?(t) = te in [4]). In their most general form, function seminorms @ 
will be introduced as functionals satisfying a suitable system of axioms, and 
fitted into the framework of approximation as above. An approach %ia 
functional norms was already followed in interpolation-space theory 5y 
Gagliardo [ 1 l] and Peetre [17, 181 ( see the discussion in Butzer-Berens 
[4, pp. 213-2151). In this paper, a somewhat more general system of axioms 
will be set up. This will enable us to present the basic structure and funda- 
mental theorems of linear approximation processes in a systematic and 
axiomatic fashion. 
Third, Jackson and Bernstein-type inequalities will be intensively invest;- 
gated. In the light of the foregoing, it will be postulated that the family ~5‘ 
satisfies such inequalities of order y(t) on X with respect to a second Banach 
space Y C X, ‘C” in the sense of continuous embedding. In previous papers by 
various authors [2, 7, 9, 171 such inequalities were considered oaly in the 
particular case u(t) == P’, E > 0. Given a Jackson and Bernstein-ty.pe 
inequalilty of order v(t) on X with respect to Y, necessary and sufficient 
conditions will be established in order that there exist such inequalities of 
“intermediate” order z(f) on X with respect to certain spaces Z, which are 
‘*intermediate” between X and Y. (In the particular instance that y(t) = t”.. 
r(t) = to, this means that 0 < a: < ,B). In most of the applications this boils 
down to the fact that only Jackson and Bernstein-type inequalities of 
%ighest” possible (or saturation) order need be verified. 
Fourth, it will be shown that Jackson and Eernsrein-lype inequalities for 
the pairs X, Y and X, Z, with respective orders 2:(t) and z(t)? imply s~~ch 
inequalities for the pair Z, Y with “reduced” order y(t)(z(i))-15 provided that 
l’(t) is ‘.better” than z(t) (which implies that 2 C Y). This will enable us ro 
establish the main result (Theorem 6) of this paper, ar, equivalence theorem 
on the order of approximation of U(r) to rkie identity 4 in :he setting of *he 
function seminorm @. Whereas this theorem in its preliminary versioa 
(Theorem 1) is only concerned with the equivalence of “direct,” ‘“inverse.” 
and Zamansky-type assertions, the theorem in its general form includes a 
+ Note that below SF(r) (or (Q(t))-l) always stands for l!Q(,rj, and not foor rhe inverse 
function. 
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fourth assertion equivalent to these, namely, one of “reduction” type. By 
this is meant that approximation is taken in a “stronger” norm, but with a 
certain loss of the order of approximation. (In the applications, this signifies 
simultaneous approximation of a function and its derivatives). All in all, 
the axiomatization presented leads to a clarification and simplification on the 
one hand and allows a more general theory on the other. The presentation is 
self-contained, the proofs being carried out in detail. 
Fifth, it will be seen that the theory is built up in such a way that it contains 
the corresponding investigations (see [4]) for holomorphic semigroups of 
operators (T(t) : 0 < t < co} of class (C,J in a(X), as well as for the family 
of resolvent operators {hR(h; A) : 0 < X < oo), A being the infinitesimal 
generator of the semigroup. Moreover, it also includes a large variety of 
applications to various summation processess of Fourier series, the Riesz 
means of the Fourier-inversion integral receiving special attention. At the 
same time this paper provides complete proofs of results announced in 
Butzer-Scherer [lo]. 
1. PRELIMINARIES 
We begin with some basic definitions. 
DEFINITION 1. Given a Banach space X, we denote by &Y(X) the class of 
all X-valued functions on (0, 11 which are strongly measurable. In particular, 
if X is the set R,+ of all nonnegative reals, we write A(R,+) = A!+. 
DEFINITION 2. Afunction seminorm @ is a functional @ defined on &Y+ 
which is nontrivial (i.e., there exists a nonnull # E &+ such that cP(#) < co), 
and satisfies for each @ E &Y+ : 
@.[vl = &v) (a b O), (1.1) 
do G 2 Pa) a.e. * @P(y) d t @[p)d (1.2) 
k=O B=O 
@[y(t)] -=c o 3 I -c co a.e. (yJ fE A’). (l-3) 
In the following, we shall study properties of function seminorms which are 
important for the theory in the subsequent sections. They are more general 
than those in [12] and are partly related to well-known inequalities of Hardy. 
DEFINITION 3. A function seminorm @ is regular if, for each v E A+, 
~[d@u G G@[&>l (l-4) 
where C, is a positive constant. 
1 Compare Gagliardo [ll], Peetre [17] and Goulaouic [12] for the notion of a fuuction- 
IlOllll. 
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DEFINITION 4. Q, is upper-bounded by z(t) (z(t) E @ti--), if for some constant 
A(@, z) > 0, 
where 
Sp is lower-bounded by y(t) E A?+, if 
@[YO? @)I G w, Y> @[Y(O dOI (p E JcY3-j7 (1.6: 
for a constant I?(@, v) > 0, where 
y(t) = 1; cp(u) u-l dulu. 
LEMMA P.2 Let CD be a function seminorm. 
(a) If CD is upper-bounded by zl(t) E A+!+, it is also upper-bounded by: 
every z2(t) E A+ such that z,(t)/z,(t) is nonincreasifig; in particular it is upper- 
bounded by any constant ifz,(t) is ?zondecreasing. 
(b) If @ is lower-bounded by yl(t) E .A-, it is also lower-bounded by 
every y2(t) E A’+ such that y2(t)/yl(t) is nondecreasing. 
(c) If @ is upper-bounded by a constanr and lower-bounded b,w a iton- 
decreasing bounded y(t) E A’+? then @[y(t)] < 1~. 
Proox Part (a) follows by (1.2) and (1.0) since 
Taking z2(t) = const., we see that CD is upper-bounded by any constant 
provided zI(t) is nondecreasing. 
In a similar manner, assertion (b) follows in view of 
2 Here and in the following, the monotonicity could be weakened to quasimonotonicity 
in the sense of Bernstein [3]. 
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Finally, let z+G be a nonnull function in A’+ with @[#I < co. Then 
@bK~>l < @E#l < co since CD is upper-bounded by a constant. By (1.3) it 
follows that 
for some to E (0, 11. Hence, for the function #*(u) = Z&U) for 0 < u < t, , = 0 
for to < II < 1, one has 
0 < 
i’ 
1 #*(u) du < co 
and @[#*I < co, by (1.2). Now, applying (1.5) for z(t) = 1 and (1.6), we 
obtain, by (1.2), 
Lemma 1 already justifies in some sense the terminology of lower- and 
upper-boundedness of @. This becomes still more apparent when one 
considers the most important examples of CD, namely, 
@n.a[yl = 1 j: KWt> dW t--l d(‘* (1 d 4 < a), 
%.mEP)l = t;;P, Q-V) dt> (4 = co>, 
where Q(t) is a positive nondecreasing function of AZ+. In the case Q(t) = P, 
6 > 0, we shall write Qte,, = @s,a . It is easily verified that @,,, is a function 
seminorm, since it satisfies conditions (1. l)-( 1.3) and is nontrivial in view of 
tD,$2(t)t] = &#] = 1 j: P--l dtjl’* < cc). 
It is, moreover, regular3 since 
3 We remark that in order to show the regularity of @ it is sufficient to assume 
@r/2) < con&. Q(t) instead of assuming Q(t) to be nondecreasing. 
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We shall now investigate how lower- and upper-boundedness may be 
expressed in terms of L!(t). 
LEMMA 2. Let Q(t), y(t), and z(t) be positice f~cnctiom in ,A!+ and let .lQ(i) 
be nondecreasing. 
(a) The function seininorm GD,= is upper-bounded by z(t) if and on/y {,f 
J 
=t z-‘(u) L’(u) zi-l du = O[z-l(t) Q(t)], j1.q 
0 
and is lower-bounded by y(t) zj” and only if 
-1 
J t y-l(u) Q(u) 11-l dzr = O[ y-l(t) Q(t)]. il.8) 
(b) The jknction seminorm @Q,l is upper-bounded by z(t) if and o17!y $ 
.l 
J Z(U) Q-~(K) u-1 ~ZI = c+(t) Q-lctj], i; 1.9) t 
and is lower-bounded by y(t) if and only if 
J -t y(u) !S(LI) zf-l dzr = @y(t) Q-“(i)]. 0 (l.lOj 
(c) The function serninom @‘n,n , 1 < q < ox, is upper-bounded bj? i(t) 
t$both (1.7) and (1.9) are vaIid, and is lower-bounded by J>(t) if both (1~8j and 
(1.10) are valid. 
Proof. Setting g(u) = y(u) z(u) Q-l(u) 2(-l, 
and 
V[g(u); t] = t-%(t) Q-l(tj J’ g(u) r-l(uj L?(K) di 
0 
lz(zij = g?(u) J.(U) J’F(u) zz-l, W[h(u); t] = t-ly(tj Q-l(t) ).l A(U) J+(U) Q{zc dzi: 
r t 
we can rewrite conditions (1.5) and (1.6), in case 1 .< q < CQ, in the form 
6d1/3-7” 
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respectively, where /I . jlL,t,,r] denotes the usual norm of the space of all 
functions in J@+ whose qth power is Lebesgue-integrable. Since one can 
assume that the right sides of these inequalities are finite, conditions (1.5) 
and (1.6) state that V and W, regarded as linear operators on LJO, I] into 
itself, are bounded. In case q = I, this is equivalent to the assertions 
II v IILL,,L,l = sup 
UE(O,ll 
z-l(u) Q(u) j’ z(t) W(t) t-l dt < co, 
21 
IIWIII - L,,L,l  sup J’+(U) Q(U) j” l>(t) Q-l(t) t-l dt < co, 
ws(o,11 0 
which are in turn equivalent to (1.9) and (1. lo), respectively. A similar 
argument, in case q = co, proves part (a). Then the general case 1 < q < CO 
in part (c) follows from the cases q = 1 and q = XI by the well-known 
interpolation theorem of Riesz-Thorin applied to the operators V and W. 
We remark that for z(t) = 1 and y(t) = t”, conditions (1.7) and (1.8) are 
precisely those on generalized moduli of continuity used by Bari-SteEkin 
[l] in order to establish some approximation theoretic equivalence theorems. 
Furthermore, part (c) contains as a particular case well-known inequalities 
of Hardy (see Hardy-Littlewood-Polya [ 14, pp. 245-2461) in which z(u).@~(u) 
and u(u) Q-l(u) are of the form t-” and P, respectively, with ~11, /3 > 0. In this 
case one easily verifies (1.7)-(1.10). Specializing further, with Q(t) = P, 
z(t) = tk and y(t) = tz, 0 > 0 and k, I being nonnegative integers, condi- 
tions (1.7), (1.9) are equivalent to 0 > k, and (1.8) (1.10) to 0 -=c 1. 
Function seminorms will be now employed to construct Banach subspaces 
of a given Banach space X. 
DEFINITION 5. Let X be a Banach space. We denote by N+(X) the class of 
all functionals on the product space (0, 1] x X into RI+ whose compositions 
with the projections on X and (0, l] are continuous seminorms on X and 
belong to &‘+, respectively. 
DEFINITION 6. We denote by X(@; M) the subspace of all elements f E X 
such that @[M(t,f)] < co, where CD is a function seminorm and M(t,f) 
a functional belonging to J’+(x). 
DEFINITION 7. A subspace Y of the Banach space X is said to be a nolmaZ 
Banach subspace of X if there is a seminorm ] . ly defined on Y such that Y 
is a Banach space with respect to the norm 11 . Ijy = jl . IIX + I . ly. 
LEMMA 3. @[M(t, f)] is a seminorm, and the space X(@, M) is a normal 
Banach s&space of X with respect to the norm Ij f jlosM = 11 f [Ix f @[M(t, f)]. 
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PDZIO$ First, it is obvious that jlfjiQ;hf = 0 if and only ifjf = 0. Second, 
one has by (1.1) and (1.2), 
It remains to show that X(@; M) is a Banach space with respect to rhe 
indicated norm. This is equivalent to the fact that for every sequence 
(&fy, frL E X(@; M), with xy j/fn IIO,M < CX)~ we have C,“fn E X(@; M). But 
for such a sequence also C,” ilfn llx is convergent, and hence C,” fi3 = f‘~ X 
since X is complete. Furthermore, the property (1.2) of @ together with the 
continuity of the seminorm M(t,f) yield 
so thatfE X(@; M). 
-4 special instance of a functional belonging to J’+(X) is the K-functional 
of Peetre [16] (see [4, p. 1661). If Y is any normal Banach subspace of XT 
it is given (in a modified form) by 
LEMMA 4. The K-functional K(t, f; X, Y) has the $o!lowiBg propertfes: 
We omit the proof of these relations which are almost obvious. They show 
that the K-functional is monotone increasing as a function of t, and for a 
fixed t is a continuous seminorm on X and thus of class N+(X). Therefore, 
in view of Lemma 3, the spaces 
X(@“‘; K) = (X, y; G(y)) = (f~ X: @(K(y(t)>f, X, Y)] < a>. 
where @“‘[p?(t)] = @[F( y(t))] and r(t) is monotone increasing with 
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0 < y(t) < 1,4 are normal Banach subspaces of X. If @ is regular and 
lower-bounded by y(t), the inequality 
is valid. We can abbreviate this in the form 
Y < (X, y; W’) c x, (1.11) 
where X1 C X, , for Banach spaces X, , X, , means that //f[ix, < Mjjf[jxl 
for everyfE X, , M > 0 being a constant, and Y, < Y, , for normal Banach 
subspaces Y1 , Y, of X, means that 1 fly, < M’ If jyl for every f E Y1 , 
M’ > 0 being a constant. In view of (1 .l l), the spaces (X, Y; Q(Y)) are called 
K-intermediate spaces. 
A representative xample of such spaces is obtained when Y is equal to 
D(A’), i.e., to the domain of the rth power of the infinitesimal generator A 
of a one-parameter semigroup F = (T(t) : 0 < t < 0o} of operators of class 
(C,), of a family of operators of b(X), the Banach algebra of endomorphisms 
of X, which satisfy for each f E X, 
T(0) = I, nt1 + CJ = ml) Ws) (fl , t, > (9, 
lim j/ T(t)f -f/ix =O. t-o+ 
(1.12) 
In this case we set If ly = II A’fllX and llfllY = llf Ilx + II A’fll~ for 
f E D(AT), so that D(A’) is a normal Banach subspace of X. Now there exists 
a fundamental relation between K(t’,f; X, D(A+)) and the rth modulus of 
continuity of the semigroup defined by 
LEMMA 5. For eoery f E X and t E (0, 11, 
c+(t,f, 5) < 2’(M,- + 1)’ K(P,f; X, D(k)) 
< (4r)TMr + 1)’ 4M-i n, (1.13) 
where IVI~ = ~~Ptdo,11 II noll < m* 
Proof. The left side of the inequality (1.13) was established in Butzer- 
Berens 141. Since an explicit proof of the right side is to be found in [4] only 
4 Concerning more general conditions which assure that TO(~)) belongs to &+ for 
every 9 E&+, see Halmos [13, p. 811. 
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for r = 1,2 and in a weaker form, we shall prove it here. First, we note the 
relation 
which is easily proved by induction. Therefore 
g,.,, = (r/t)’ [f/r dz1, ‘.’ I’zr T (1 i ui).fdzt7 
‘0 2’=1 
is an element of D(A”), for I = 1, 2,..., satisfying 
A’g,,, = (r/(Zt))‘[T(Etjr) - I]“J: 
Next, we set u = CL1 tli and choose 
g = -C-l>’ ,$ (--l!‘-z (;I g,.,, 
in the representation f = (f - g) + g. Then 
which was to be proved. 
As a consequence of (1.13) we obtain the following characterization of 
K-intermediate spaces of X and D(A’), namely 
(X, D(A’); W) = (f~ X : @[w&>f; 9-)] < co), (l.14 
where @‘)[y(t)] = @[pj(t’)]. In the particular instance when the semigroup 
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{T(t) : 0 < t ==c KI} is equi-bounded, i.e., 11 T(t)[j < MY for all t E (0, co), and 
@ = @s,s , this means that (13 > 0), 
(X, D(A’); @&) = /f’E x: (1, [t-%&f; F)]Q t-1 dt)liP <co/, 
since, in this case, 
s; [t-%&J Y)]” t-l dt < (MT + l)r* ljfl!x 1; treq-l dt < co. 
The latter spaces are denoted in [4] by X0,,;, . They are nontrivial subspaces 
ofXcontainingD(A”)forO<6<r,l <q<coandO<tiBr,q= W, 
since here @e,q[tr] < 03 (see (1.11)). Furthermore, the following reduction 
theorem of Lions-Peetre [ 151 is valid for 0 < k < 8 < r, 1 < q < CO 
(compare also [4, p. 1981): 
X,,,;, = {f~ II : Ahy~ Xo--lc,l;n}, (1.15) 
I being any natural number, I > 19 - k. 
We conclude this section by mentioning that if Y is the semigroup of 
translations on the Lebesgue space L,(- co, co), 1 < p < 03, the spaces 
[L,(- 03, CO)]~,~;~ are known as generalized Lipschitz spaces, 
[T(h) - I]Y(x) = &j(x) = i (>) (--l)‘-jf(x +.N CfE L,(- cc% a)) 
j=O 
being the rth difference of fE L,(- co, co) and w,.(t,f; F), the familiar rth 
modulus of continuity off. 
2. JACKSON AND BERNSTEIN-TYPE INEQUALITIES OF FIXED ORDER 
In this section we consider approximation processes on a Banach space X 
which are more general than those given by a (holomorphic) semigroup of 
operators. They are defined by a family % = (U(t) : t E [0, 11) of operators of 
a(X) satisfying for everyfE X: 
U(t)J’e JkqX), II uwfllx < &l llfllx (t E WV 111, (2.1) 
U(0) = I, wt,> U(t,> = W2) Wl) (t1 3 t2 E K4 ll>> (2.2) 
py+ii U(t>f- f-11, = 0. (2.3) 
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The essential properties are the commutativity in (2.2) and the convergence 
property (2.3) which allows one to speak of a linear approximation process 
on X. The uniform boundedness property and the strong measurability in 
(2.1) are assumed for convenience in the subsequent evaluations. A 
comparison with (1.12) shows that the strong semigroup property is replaced 
by the weaker property of commutativity. In this way we cover a wide class of 
linear approximation processes as the discussion in Section 4 will showy. 
In the following, we shall be concerned with the approximation behaviour 
of U(t) in (2.3) in more detail. For this purpose, we shall sludy the Banach 
spaces 
Here we use [j U(t)f - f/lx as a functional of ciass A”(X) (which follows 
from (2.1)) to construct normal Banach subspaces of X generated by G? in the 
same way as the K-functional was used above to construct the K-intermediate 
spaces. In the particular case @ = @‘n,s , we write X(@; %) = Xa,o;6)l. 
Thus, e.g., 
represents the space of all elements fg X which are approximated by Jic with 
order G’(t). 
We now assume more specific properties concerning the behavior of U(t)f 
for a normal Banach subspace Y of X, in the form of Jackson and Bernstein- 
type inequalities. 
DEFINITION 8. Let X and Y be Banach spaces as in Section 1, YC X, 
and let y(t) be a monotone increasing function in A+- satisfying 
0 < j’(l) < J)(l) = 1 and 
We say that # satisfies a Jackson-type inequality of order y(t) on X 1t~it.4 
respect to Y provided 
II W)f-filx ,< GYW IflY (.f E I;> (2.5) 
for some constant Cy > 0, and a Bernstein-type inequality of order y(r) on X 
wit/z respect to Y provided 
U(:J(t)fE d(Y), I WWIY G DYY-W Lfi!x U-E w (2.6) 
for some constant D y > 0. 
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A discussion concerning existence and applicability of Jackson and 
Bernstein-type inequalities for concrete examples is given in [lo] and also 
in the following Sections 3 and 4. These inequalities enable us to prove the 
following approximation-theoretic assertions concerning 4. 
THEOREM 1. Let “%! be a linear approximation process on X defined by 
(2. I)-(2.3), let U(t)f E A!(Y) for every f E X, and let @ be a regular function 
seminorm in the sense of Dejinition 3. 
(a) If?!? satisfies the Jackson-type inequality (2.5) of order y(t) on X with 
respect o Y, and @ is upper-bounded by a constant, i.e., 
@[$X01 d corn. @[&>I (93 EJH’), 
then @MO I U(t)f IYI < co implies @[Ii U(t)f - f ljx] < co. 
(b) If 4?/ satisjies the Bernstein-type inequality (2.6) of order y(t) on X 
with respect to Y, and CD is upper-bounded by a constant and lower-bounded 
by v(t), i.e., 
@MO &)I G cona. @b(t) dOI (v’ E dfl’>, 
then @[II U(t)f -fllx] < 03 impZies @[y(t) j U(t)f Iy] < 00. 
(c) Under the assumptions of part (a) as well as of part (b), the assertions 
@[YW I UWf I Yl < 03 and @[iI U(t)f - f llx] < 00 are equivalent, and 
furthermore 
X(@; %!) = (X, r; CD(Y)) (2.7) 
with equivalent norms. 
ProoJ: We first establish part (c). By a standard device, using (2.1) and 
(2.5) we have, for arbitrary f E X, g E Y, 
II U(t)f -f llx d llW(t) - Il(f - g)llx + IlKm> - Ilg I/x 
G M% llf - g IIX + CYY(O I g IY 7 
and hence 
II U(t)f-f IIX < maxOf, , CY) CdO,f; X 0 
On the other hand, choosing, in view of U(t)f E Y, the particular 
representation f = [f - U(t)fJ + U(t)f, we obtain, by definition, 
~(Y(tM x2 y> G II UW-f I/x + Y(f) I U(t)f IY . 
Now, if we assume that @‘[II U(t)f -flix] < cc and @[y(t) I U(t)f I y] < co 
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q-7; 
.JiL 
are equivalent, it follows immediately by properties (1.1) and (l.2) 
of @ and the above estimates that these assertions are also equivalent to 
@[K(y(t),f; X, Y)] < co. This proves part (c). 
It remains to prove the equivalence xpressed by parts (a) and (b). First, 
we use the Jackson-type inequality (2.5) which yields; for every pair 
21, oE (0, I], by the commutativity (2.2), 
I! we- U(4fllx < IW - w41 ~(~~!Slix + lW(4 - r”l wM;x 
< C&(u) i U(v)f ly -+- y(v) j U(2lj.f i y]. (2.8) 
The counterpart follows by the Bernstein-type inequality (2.6) and (IX!), 
nameljj 
1 U(ejf - U(zt)f / y < I U(v)[I - U(u)]f / y + \ U(u)[U(v) - I]f 11 
< &[y-l(v) jj U(zf)f - fllx + y-l(u) /j U(v)f - fjjx], (2.9j 
The rest of the proof now consists of utilizing these inequalities in a suitable 
technical manner, where conditions (1.4)-( 1.7) and (2.4) upon @ and y(t) are 
needed. To this end, we introduce the Bochner integral 
.s(t)f = (2/t) j:,. U(v)“fdv (j-E X), 
a 
for f E (0, 11, which is, by assumption, an element of Y and tends to f in. 
X-norm if t -+ 0. Then the inequalities 
TEo II WWf - w2-~-1)J’~/x 
= f /I t-12X’+1 j@-; 
?,=U ’ 
[ U(v)f - Uj42) f j do 11% 
< -f t-127~+1 I‘"' 11 U(v)J- U(.vp)f;l,y dv 
iL.=O . fs-k-1 
< 2 j’ !I U(v)f - U(u/2)J’l1~ r1 d’L,: Q.10) 
0 
and 
I WIf’lY G r’ / U(v)f I y L’-l dv 
‘/.v-ldv + F l [I U(v/Z)f/y - I U(vjfly] v-1 d: - 1 
i l < I W)J - 1!2 
are valid. 
! 
.I 
'lyv-ldv + - t ; U(uj2)f - U(v)J‘/ y w-1 dv (2.11) 
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Then, applying (2.8) in (2.10), we obtain, by the properties of))(t) forfE X, 
II W>f -fllx 
< jj U(t)f - S(t)flix + 2 11 S(t2-k)J’ - S(t2-k-1)fllx 
k=O 
<2 s 
t 
t/a 
II U(t)+ U(v)fIlxv-l dv f 2 1” II U(v)f- U(v/2)fllx v-l dV 
0 
s 
t 
< 2cy t,‘, b(f) I W)f I Y + Y(V) I W)f IYI 0-l dv 
A 
+ ICY jt b(v) I WLW-IY + YW~)I U(4flulr1 dv 
0 
.t 
< 2CY nv, ( J tlf Y(V) I W)f I Y v -l dv + J@> I W)f I Y) 
f ~cY(% + 1) jl V(V) I u(V)f I Y V-l dv 
< 2CY [Pm, + 1) j; l'(u) I U(v)f I Y v-l dv + y(t) I W)f I Y]. 
Part (a) now follows by the properties (1. l), (I .2) and (1.5) of ~3,. 
To prove part (b), we apply (2.9) in (2.11) and obtain, by the properties of 
~(0 forfE x, 
<2 
s 
t 
*I2 
1 U(t)+ U(u>fiY V-l dv + j1 1 U(v)f 1 y ~7-l dv 
112 
+ j: [I U(v/2) f - U(v) f I y v-l dv 
< ~DY 
s 
:,, b-V> II W4.f -0x + Y-‘(v>ll W>f -flIxl v-l dtl 
f Dy j1 
1/e 
llfllx y-1(~> z>-’ dt7 f DY j-r [Y-+) II W/Wfllx 
+ ~~(42) II W9.f -fll.xl v-l do 
d ~DY [s 
1 
t/2 Y-w II wJ)f -fllx v -l dv + m,y-‘W II UO>f-fllx 
-k DY llfllx~~-~U/2) 
+ Dy(l + mu) j:,, r’(v) II U(v)f -fllxv-l dv. 
Then the properties (1. l), (1.2) and (1.4) of Cp as well as the upper-boundedness 
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by a constant, the lower boundedness (1.6) by v(t) and lhe regularity of @ 
yield the implication of part (b), since by the latter condition, @[ j’(t)] < CC 
(see Lemma l(c)). 
We remark that part (b) contains an assertion of Zamansky’s type (who 
first proved assertions of this kind for sequences of trigonome%ric 
poiynomials) and that part (c) establishes what are called in approximation 
theory, a ‘*direct” and a “converse“ theorem, since it allows to conclude 
convergence properties of the linear approximation process 4’ given by 
@[I! U(:>f-filx] < CO from the structural properties of the spaces X and 1 
given through @[K(y(t),f; X, I’)] < co, and conversely. In ihe next section 
we shall enlarge these results by assertions of reduction type which give 
convergence in stronger norms than that of X, 
3. JACKSON AND BERNSTEIN-TYPE INEQUALITIES OF DIFFERENT ORDERS 
The first problem of this section may be described as follows: Given a 
normal Banach subspace Z of X, we ask for necessary and sufficient conditions 
which assure that 42 satisfies Jackson and Bernstein-type inequalities OF X 
with respect to Z. 
THEOREM 2. The approximation process % sa f is-es a Jackson-type 
inequality of order z(f) E Al+ on X with respect to a nomal Banach subspace Z 
of X, i.e., 
fbr some constant C, > 0, if and or+ if 
Proof. By definition, (3.3) states that 
@L,Eli U(r)f -fllxl = sup z-l(r) 1; Lyrjf--J’j;, < cz lfiz 
te(o 11 
for allfE Z. But this is equivalent to (3.1). 
The characterization of Bernstein-type inequaiities is more complicated. 
We assume from here on-even if not explicitly mentioned-that z(tj is 
monotone increasing with 1 = ~(1) > z(t) > 0 for t E (0, 11, and that z(t) 
satisfies condition (2.4) with a corresponding constant f?z, > 0. 
THEOREM 3. If the approximation process ql satisfies a Bernstei~~- type 
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inequality of order z(t) on X with respect to a normal Banach subspace Z of X, 
i.e., 
for some constant Dz > 0, then 
Xz,l;, = z. (3.4) 
Proof. Since U(t)fg d(Z), it follows that S(t)fE Z for every f E X, 
t E (0, 11. We then proceed as in (2.10) and (2.9), replacing X and Y by Z, 
respectively, to deduce 
f. 1 S(Q-“)f - S(t2-k-1)f / z < 2 j; I U(v)f - U(v/2)f / zz7-1 du 
.t < 202 J o [z-~(W II W4.f - f llx + Z-W II WG>f - f 11x1 v-l du 
< 2Dz(l + m,) s” z-‘(v) II U(4f -fllx u-l dv, 
0 
and in a similar manner 
ga II W2-9.f - SW-Yf /Ix < 2 1: II U(v) f - U(v/2) f l/x u-l dv 
G 4 J ‘: II U(v>f -f /lx v-l dv d 4 j;+(v) Ij U(v) f - f //xz.-l du. 
From these estimates we conclude that 
f [S(t2--k--l)f - S(t2-k)f] 
0 
converges in norm jj * [lz to an element of Z which has to be f - S(t)f, since 
lim,,, 11 S(t2-k)f - f /lx = 0. Hencefg Z, and furthermore, for t = 1, 
llfllz < II WYllz + WzU + m,> + 41 @,,Jl W-fllxl 
d const. Il.&;~ 
in view of the fact that 
II W)fllz G 2 s’ 
l/8 
II Wv).fllx do + 2 jr,, I W4flz do 
< &a llfll.x + Dz z-YW llfllx * 
This proves the theorem. 
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A converse result is given by 
THEOREM 4. Let ?/ be an approximation process on X satisfying the Jacksola 
and Bernstein-type inequalities (2.4), (2.5) of order y(t) on X with respect to Y. 
Furthermore, let z(t) be gicen as in Theorem 3 and such that GD,,, is a function 
seminorm upper-bounded by a constant and lower-bounded by y(t). Then :he 
inclusion relation (3.4) for a normal Banach subspace Z of X implies that % 
satis$es a Bernstein-type inequality (3.3j of order z(t) 011 X with respect to Z. 
Proof: 0n account of (1.11) and (2.7) we have, by assumption, 
Y < (x Y cPj = x : 2 S.1 Z,l,% c .z _. 
so that U(t)fE k’(Z) for every ,f~ 2. Furthermore, (3.4) yields, for some 
constant D>, 
jl .Vt@)fIlz G 0; [l!fllX + i1 II [U(s) - I] U(t)flj&(s) smi ds] 
‘0 
+ CyDyy-l(t) j-1 y(s) z-“(s) s-l ds] I 
The latter inequality holds since, by (2.1) 
and by (2.5) (2.6) 
IIEW - 4 W)flIx e GY(S> I WlflI- 
< CyD,y(s) y-“(t) :ifiix (0 < s < t3. 
Now @z.l is upper-bounded by a constant and lower-bounded by ~(tj. 
Replacing Q(t) and z(t) in conditions (1.9), (I .lO) by z(t) and 1, respectively, 
it follows that there is a constant Dz > 0 such that 
which was to be shown. 
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As an immediate consequence of Theorems 2, 3, and 4 and relation (2.7), 
we have 
COROLLARY 1. Let X, Y and % be given as in Theorem 4. Furthermore, 
let z(t) be monotone increasing with 0 < z(t) < z(1) = 1 and z(t) < m&t/2) 
for t E (0, 11 and such that @z,l and !DzSrn are regular function seminorms, both 
upper-bounded by a constant and lower-bounded by y(t). Then @ satisfies 
Jackson and Bermtein-type inequalities of order z(t) on X with respect to a 
normal Banach subspace Z of X if and only if 
(X, Y; a$;;, c 2 c (X, Y; @‘m). (3.5) 
This shows that if one has Jackson and Bernstein-type inequalities for u2G 
of order y(t) on X with respect to Y, the problem of finding such inequalities 
of “lower” order z(t) is reduced to that of finding certain intermediate 
spaces Z of X and Y satisfying (3.5). The applications in Section 4 will show 
that this is a practical procedure. 
A few words about this corollary as an interpolation theorem. Rewrite 
condition (2.1) and the Jackson and Bernstein-type inequalities (2.5), (2.6) in 
the form 
II u(t) - 1 I~LX,XI < M)a + 1, II W)llcx,xl d Me ; 
II U(f) - QY,Xl G CYYO>, II w)llLx,Yl d Dyl’-YtL 
using the notation II U II[x,,x,~ = supJEx, // Ufjlx,/lI f IIxl for any linear operator 
U on a Banach space X, mto a Banach space X, . Now note that the first two 
inequalities could be interpreted as Jackson and Bernstein-type inequalities 
of order to on X with respect to X. The “if” part of Corollary 1 states that, 
in case y(t) = t”, 01 > 0, 
II U(t) - zllcz,xl ,<cz to, II W)ll~x,z~ < Dz t@ 
for intermediate values FJ, 0 < /3 < iy, and corresponding intermediate 
spaces Z satisfying (3.5), since @B,l and GjB+ are upper-bounded by 1 and 
lower-bounded by y(t) = t”. Thus, one could interpret the conclusion of the 
corollary as an interpolation of the above inequatilies for X and Y of order 1 
and t” to Jackson and Bernstein-type inequalities of intermediate order P, 
0 < p < a, on X with respect to the intermediate spaces Z satisfying (3.5). 
We remark that in this form the “if” part of Corollary 1 could also be 
established by a general interpolation theorem of Riesz-Thorin type for 
linear operators on K-intermediate spaces (compare Peetre [17, p. IS]). 
The next interesting question is under what conditions does @ satisfy 
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Jackson and Bernstein-type inequalities onZ with respect to Y,instead of on X 
with respect to I’. 
THEOREM 5. Let (I? be an approximation process on X dejGed by (2. !)-(2.3): 
(a) if% satisjies a Jackson-type inequality of order y(t) on X with respect 
to Y and a Bernstein-Qpe inequality of order z(t) ori X wiih respect ro Z, 
where @Z,1 is lower-bounded by y(t), i.e., 
s t n y(u) z-l(u) u-l du = @y(t) z-‘(t)] i3.6) 
by (i.IO), tJzer7 Y C 2 and 
I Wlf-f Iz < CCC Y>.W z-W If I y (f E Y), (3.7) 
i.e., <?l satisjies a Jackson-type inequality> oj- (reduced) order y(t) z-I(t> on Z 
with respect to Y. 
(b) y ;%c satisfies a Bernstein-type inequality of order y(t) on X with 
respect to Y aizd a “Jackson-type” one of order z(t) on X with respect ,to Zi 
where @,,, is lower-bounded by y(t), i.e., 
.l 
I p(u) z(u) u-1 du = cqy-l(t) z(t)] (3.8) = t 
by (1.8), then 
I Wlf I Y < WQ m.J-‘w @I If lz + llf~lx) (f E Z), (3,9j 
i.e., I)t’ satisfies a “Bernstein-type” inequality of^(reduced) order y(t) z-l(l) 0.11 Z 
with respect to Y. 
ProojI We carry on the estimates begun in Theorem 3 for SE Y, by the 
Jackson-type inequality (2.5) which gives, by (3.6), 
G If~r~y[2Dz(l + 112,) + 41 jt ll(u) +@) c--ldc 
5 
G C,(Z, Y> y(t) z-l(t) I f i ?- . 
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In a similar manner, we obtain 
I U(t>f - S(t)f I z < 2DzCy If I Y f, [y(v) z-V/2) + y(u/2) z-‘(v)] v-l dv 
:. 
< C,(Z, Y) v(t) z-l(t) If I Y 
forfg Y. Then, arguing as in Theorem 3, it follows that, forfE Y, 
U(t)f - S(t)f + g [S(t2-k)f - S(t2-“-l)f] = lqt)f -f 
k=O 
is an element of 2. This implies Y C Z, and with 
a-6 y> = Cl(Z Y) + C,(Z y> 
it follows that 
I Wt>f - f lz < C(Z, Y) y(t) z-‘(t) If I Y tfE 0 
To prove (3.9), we use the estimate of part (b) of Theorem 1 and then the 
Jackson-type inequality (3.1) forfE 2 to deduce 
I W>.f I Y < Dy(3 + n4 /:,2 Y-‘(V) II Wf -fllx u-l h 
+ DY+J-V) II W).#--fllx + DY Ilfll~~-‘(1/2~ 
< DyCz(3 + m,) If I z 1 ,:j, J-‘(V) z(v) v-l dv + y-‘(t) z(t)! 
+ DY llfllv v-‘(1/2). 
Applying (3.8), this yields the assertion (3.9). 
We now come to our main theorem which extends Theorem 1 and includes 
the already mentioned assertion of reduction type. 
THEOREM 6. Let Y, Z be normal Banach subspaces of the Banach space X, 
let % and U(t)f be as in Theorem 1, and let @ be a regular function seminorm. 
(a) lf% satisfies a Jackson-type inequality of order y(t) on X with respect 
to Y and @ is upper-bounded by a constant, then 
@b(t) I VOf IYI -=c * =+ @[II Wf -f 11x1 < a* 
If, in addition, %! satisjes a Bernstein-type inequality of order z(t) on X with 
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respect to Z suclz that @)3.1 is lower-bounded by y(tj, atld @ is udder-bou~~ded 
by r(t), then 
@[y(t) / U(t),flY] < co +f~ Z, @[z(t) j U(tjf-fiz] < 03. (3.10) 
(b) If % satisjies a Bernstein-type inequality of order y(t) on X ~irh 
respect to Y and CD is lower-bounded by y(t) and upper-bounded by a comtan:, 
then 
If, in addition, 4? satis$es a Jackson-type inequality of ordeer z(t) 01% X :!$th 
respect to Z such that CDp,., is lower-bounded by v(t), ther? 
.,f-c z, @b(f) I WV--f IZI -=c a * @b(f) ~ WOS I Y! < a. (3.11) 
(c) If %% satisfies Jackson and Bernstein-type inequalities of orders y(t), 
z(t) on X with respect to Y, Z (i.e., @ satisf;es inequalities (2.5), (2.6), (?.I) 
and (3.3)), where @s,l arzd cD~,~ are lower-bonded bJ> y(t), thenfor every regulat 
function seminorm which is lower-bounded by y(t) and upper-bounded by z(t), 
the abozje three assertions are equittalent to each other as well as to 
@Kbtt),A x, 91 < a for fE Xl 
Proof. The first half of (a) and of (b) have already been pro\-ed in 
Theorem 1. To prove the second half of (a), we proceed as in the corre- 
sponding part of Theorem 1, using an analogue of (2.8) where X is replace 
by Z and (2.5) by the inequality (3.7), in accordance with Theorem 5. We have 
lU(t)f - S(t)f 1 z + f I S(t2-‘“)f - S(t2--k---l)f I z 
k=Q 
<2 i -I,, 
/ U(t)f’- U(v)f Iz v-l dr + 2 \’ / Ujvjf - U(a/2) j" ! z L:-l dtj 
” 1 ‘0 
d 2w; 0 j;,, [u(t) z-Y0 ; w9.f I y + y(v) z-‘(v) 1 U(t)f / y] v-l dr 
+ ~c(z, Y) jt b44 z-+4 I ~(~~2).h 
0 
+ y(42)rI(42) i U(v)f / r] L+ du 
d 2W, Yj (w4t) z-W I WV I y 
+ (2311, + 112,) j’ y(v) 2-l (V)i U(v)J‘ / y oPi 
0 
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Furthermore, we obtain directly from part (a) of Theorem 1, using 1 d z-l(t) 
for t E (0, 11, 
II W>f - Wfli~ + i II W-9f - W2-k-1)fllx 
AT=0 
< 2CY [e, + 1) J:y(v) z-‘(u) ! w)fl.v-ldv + y(t)+(t) IU(r)fl,]. 
Using both estimates, it follows from @[y(t) 1 u(t)f j Y] < cc by the upper- 
boundedness of @ by z(t) that 
By the regularity (1.3) of di this implies that 
and hence 
$11 S(t2-k)f - S(t2-9fjlz < co, 
f [S(t2-k)f - s(n-y”f] = (S(t)j--f) E z 
0 
for almost all t E (0, 11. But then f E Z, and assertion (3.10) follows since, 
for fe Z, 
I Wf-flz < II W)f- w).fllz + g II Swwf- S(t2-k-1)fll,. 
k=O 
To prove (3.11) we proceed as in part (b) of Theorem 1, using an analogue 
of (2.9), where X is replaced by Z and (2.6) by the inequality (3.9) according 
to Theorem 5: 
! Wf lu < 2&z n j-f,, [Y-w> 40 I U(v)f -flz 
+ Y-W 44 I Wf - f I zl u-l dv 
+ 2W, y> j” [II Wv)f -fllx + II W)f -fllxl~-l dv t/2 
+ DY I” 
112 
I!fllxy-‘(v) v-l dv + D(Z, Y) J1 b”(v)z(v) 1 U(v/2)f-f/z 
+ y-+/2) z(v,2; / U(v)f -f j z] v-l dv 
+ W, y) s: [II WP)f -fllx + II WV -fllx Iv-’ dv. 
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Using the various properties of u(t), z(T) and (2.1), we can estimate further, 
as in Theorem 1, part (b): 
we can now conclude, just as in Theorem 1, that @[y(t) j &J(t)fIr] < CC 
provided @[z(t) / U(t)J’-f iZ] < co and @[ y(tj] < CCI~ the latter relation 
being satisfied by assumption and Lemma f(c). 
Finally, part (c) is an immediate consequence of the preceding if one 
observes that @ is upper-bounded by a constant if it by z(t) (see Lemma l(a)). 
Let us concretize this theorem in the representative case cf, = QQ.* . 
COROLLARY 2. Let % be a linear approximation process satisfying Jackson 
and Bernstein-type inequalities of orders y(t), z(t) on X with respect to I’, 2, 
and let z(t)? y(t) satisfy (3.6) and (3.8). If the ftarction seminorm cD~,~ satisfies 
(1 .I) and (1 .S), then the following assertions are equivalent for t A- O+ : 
(a) II Wt)f -f IIX = GQ0)1, 
(b) I Wt)f I y = Qb-Vi J401, 
(4 f E 2, I Wf -f I.2 = W-l(t) Q(t)!, 
(4 ~(YttM x, Y> = QLWl. 
If, in addition, conditions (1.9) and (1.10) hold, then 
s ’ [Q-l(t) \j U(t)f - f ilJ* t-l dt < GO, 0 
I 1 [@l(t) y(t) j U(t)f I y]” t-l dt < co, 0 
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(cl’ f E z s I. [Q-l(t) z(t) I U(t)f - IZ]” t-ldt < m, 0 
(4’ s ’ [ii?-‘(t) K( J>(t)& x, r)]” t-l dt < CO 0 
are equivalent for 1 < q < a. 
Let us remark that for the particular choice Q(t) = P, y(t) = t’ and 
z(t) = t", the assumptions of this corollary are equivalent o 0 < k -=c fl -C 1. 
Let us also consider a discrete version of this corollary. By this we mean 
that @ is defined by a sequence V = {V,}? of operators V, of C(X) which 
satisfy the basic conditions (2.1)-(2.3). Setting U(t)f = I;‘tI,& this amounts 
to the conditions 
II Vnfllx d ~>llfl!x (12 E N>, (2.1)’ 
V?zK = vmv, (nz, n E N), (2.2)’ 
;j*J !I VT&f -fllx = 0 (2.3)’ 
for everyfe 1, where N denotes the set of all positive integers. The Jackson 
and Bernstein-type inequalities of orders v(t), z(t) on X with respect to Y 
and Z take then the particular form 
11 rnf-f/lx < c;Ji(l/ld l.fl~ (f E n (2.5)’ 
vnf E y, / vnfl~ < &-‘(l/rf) ilfllx tfEm? (2.6)’ 
II v?zf-fllx < CAll@ lflx (f E a, (3.1)’ 
V?Zf 6 z I VnfIZ G ~zz-‘ul4 Ilf 11.x (fEX) (3.3)’ 
for all n E N. Note that here the assumptions V(t)fE A(Y), V(t)f E A?‘(Z) 
reduce to V,f E Y and V,f E Z, respectively, for all n E N. 
Now we can state the discrete version of the above corollary (the case 
4 = co, for simplicity). 
COROLLARY 3. Let (V$F be a sequence of operators of 8(X) satisfying 
(2.1)‘-(2.6)’ and (3.1)‘, (3.3)‘. Let Q(t), y(t), z(t) satisfy, fzathemore, the 
conditions (3.6), (34, (1.7), and (1.8). Then the following assertions are 
equivalent, for n + a3: 
(4 II Vnf -f IIX = aJm/41, 
@> I VJIY = Ob-V/n) W/n)], 
(4 f E Z I V,f -f I= = QP(lln) QUl41, 
(4 ~Cdll4,f; -F Y> = WW/n>l. 
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This result extends our previous ones in [9] and contains those announced 
in [lOj for the particular instance y(t) = tz, z(t) = tl and -Q(t) = tern 
4. APPLICATIONS 
4. I. Holomorphic Semigroup Operators 
Let us apply the results of the preceding section to approximation 
processes generated by a one-parameter family 9 = {T(r) : 0 < t ( ADZ> 
of equibounded semigroup operators in a(X) of class (C,), with 
MT = supt jj T(t)/! < co. Then conditions (2.1)-(2.3) are satisfied for the 
famiiy Yr = {T,(t) = I - [I - T(r)]“‘ : 0 < i < I}, r E N, for which 
r’(t) = r(t). The problem now is to find subspaces of X for which T; 
satisfies Jackson and Bernstein-type inequalities. As the following will show 
this can easily be achieved by considering the domain D((-A)‘) of the 
fractional power (-A)Y, 0 < y < Y, of the infinitesimal generator-A. 
DEFINITION 9. An elementfE X belongs to D((--A)$ 0 K y < 7, if and 
only if 
i 
02 
s-lj+n$ c,-,'r tP’[l - T(t)]‘f t-l dt = (--Ay;f 
“E 
exists, where 
J 
.1) 
c ?J,T = t-:)(1 - e-t)? t-1 df. 
0 
Concerning this definition and other equivalent ones, connected with the 
names of Phillips and Balakrishnan, see Westphal [21]. In case y is a positive 
integer, it coincides with the usual one by a result of Lions-Pee&e [IS]. 
Furthermore, it follows forfE D((-A)‘) (see [21]) that 
[I - T(t)]‘f = PI+)-’ jm py,Ju) T(tu) (-A!yj”du (0 < y < r, t > O), 
0 
(4.1) 
where p,,,(u) is a function of L,(O, co) defined by its Laplace transform 
T(y)(l - e-A)T = hy jr e-hUp.,,,(u> du. 
LEE 6. Let (T(t) : 0 < t < CQ} be the abooe-mentioned semigroup of 
6401513-8 
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operators. Then for each y, ,6 with 0 < y < p the inclusions (recaN Section 1 
for notation) 
w, D((--An; @:3 c D((--An c (X D((-4a); @‘iJ (4.2) 
are oalid with respect to the norm lifj/x + ll(-A)‘filx dejinedforf E I)((-@). 
Furthermore, if the semigroup is also holomorphic, the approximation process & 
satisfies Jackson and Bernstein-type inequalities of order ty, 0 < y < r, on X 
with respect to D((--A)$ i.e., 
II T,(t)f -f lIx< [W,) MT 1; I P-&~)I d2j-j t’ll(-&f I/.x (f~D((bW)), 
I/(-4” TAt)f llx < Dr,P’ llf Ilx (f E -0 
Proof. From Definition 9 we conclude by (1.14): 
I!(-Nf IIX < c;; s t-“II [I - T(t)]‘f /Ix t-l dt 0 
forf E (x, WA’); @iTi), r > y; and from relation (4.1): 
di,.&r(t~f; y)l G [W,) MT j-” I ~,&d/ du] 11(-&f Ilx (4.3) 0 
for f E D((--A)Y), so that, again by (1.14), relation (4.2) is established for 
integral p = r. But (4.2) also follows for nonintegral j? since (see Berens 
P, P- 4611, 
(X, D((--A)‘); @z;) = (X, D(X); @“) (l<q<co;O<y<p<r). 
(4.4) 
In order to show the existence of Bernstein-type inequalities we consider first 
the case y = r of highest order.5 Then by the holomorphic property of T(t), 
the range R[T(t)] is contained in D(A’), and T(t)f as well as Tr(t)f are strongly 
continuous (and hence measurable) for each f E X with respect o the Banach 
norm ]I f IIX + [j Arf IIX for D(R). Furthermore, the Cauchy integral formula 
(see [4, p. 17, 2921) yields, for some a > 0, N, > 0, 
5 This is in fact the highest possible order since II Tr(t)f- f/lx = o(P), f --, 0 f, implies 
A-f = 0 or T&)f- f = 0 for all t > 0. Concerning this “saturation” theorem see [4, 
p. 1021. 
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so that a Bernstein-type inequality of order t’ on X with respect to D(A“j is 
satisfied. The Bernstein-type inequality of order P, 0 < “J < P, is now an 
immediate consequence of Corollary 1 since its assumptions are fulfilled in 
view of (4.2) and 0 < y < r. The corresponding Jackson-type inequality 
follows directly from (4.3). 
Choosing I;= D(A”), j,(t) = t” and Z = D((--A)‘), Z(C) = P+ 0 < ^J < Y, 
the hypotheses of Corollary 2 are satisfied for the family 27. I Its apphcaticn 
therefore yields 
THEOREM 7. Let TT be the approximation process 
(Tr(t) = I - [I - T(r)]” : 0 < r < 1}, r E N ) 
where (T(t) : 0 < t < ~8) is an eqzri-boundedfanl~l~ of Aolomorpizic semigroy 
operators of cInss (C,). Furthermore, let .Q(t> be a nondecrens~ng filnctiolz 013 
(0, I] satisf~kg for 0 < y < I’, 1 + O+, 
J ‘t J&/) u-y-1 dir = Q[t-~Qn(t)], 0 f fF(u) uy-l dL1 = O[tyfkl(r)!, (4,5) t 
J *I Q(u) r-1 dlf = Q[t-92(j)], $* W(u) &Pi dZf = o[r%?-‘(t)]. i4.6) t ‘0 
If f E XT the followii2g assertions are equiuzleilt for each q, 1 < q < oc,: 
(b) f E D((-A)“), J’l [P(t) P I[(-&T,.(t) f - (-A)y ,y]” t-1 df ‘C “3, 
0 
CC> J 
A [Q-l(t) tr 11 A’T,.(t)f~~x]z t-l dt < w, 
0 
J 
-l [Q-l(t) K@‘,,f; x, D(A’)lQ f-l dt < 32. 
0 
Let us remark that the equivalence (a) e (d) has already been shown in 
[17, 181 for functions Q(t) which are essentially submultiplicative. However, 
our theory is not limited to this case (compare footnote 3). In case Q(t) = t3, 
0 < 6 < r, y an integer, (a) is equivalent to (b) also by the reduction theorem 
of relation (1.15) since (-LI)~ commutes with T,.(t), i.e., 
(-A)’ Tr(t)f - (--A)“f = -[I - T(t)]‘(--A)‘f (fE D((--A)“). (4.7) 
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Assertion (c) should be compared with the following equivalent statement: 
w 
s 
O3 [P [I A’T(t)f[[x]” t-l dt < co, 
0 
which is of Zamansky’s type (see [4, p. 2101 and the references given there). 
4.2. Resolvent Operators 
As a second example of a linear approximation process, we consider the 
family of resolvent operators {AR@; A), h > 0} of the inhnitesimal generator 
A of an equi-bounded family of semigroup operators (T(t) : 0 < t < co} of 
class (Co), namely, 
hR(h; A)f = X 1,” e-ntT(t)fdt (X > 0;f~ X). 
Setting R(t) = hR(h; A) with t = h-l, this family of operators satisfies the 
conditions (2.1)-(2.3) for t E (0, l] or h E [l, a) since )tR(X; A)f is strongly 
continuous and uniformly bounded for h > 1, commutative in view of the 
resolvent equation 
R(h, ; A) - R(h, ; A) = (h, - X,) R(h, ; A) R(h ; A), 
and convergent offor every fE X since ([4, p. 131]), 
!+I II Wk 4f -fllx = 0. 
In order to establish Jackson and Bernstein-type inequalities, we make use 
of the defining relations for the resolvent R(X; A), namely, 
(8 W - 4 W; 4.f = f 
(ii) R(X; A)(hl - A)f =f 
By (ii) it follows that, for h > 1, 
(f~ Xl, 
(4.8) 
(YE D(A)). 
II Wh AU-fllx = II W; 4 4fllx < A-lMczt II&Ix 
and by (i), hR(h; A)~E J?‘(D(A)), and 
(f E D(A)), 
II A@RO; 4f>llx = x II Wk AIf-ffllx < %Wzz + 1) llfllx (.f- E m, 
where M9 = sup,,, II XR(h; A)ll < co. 
Hence the process W = {R(t) : R(t) = hR(h; A), h = t-l, 0 < t < l> 
satisfies Jackson and Bernstein-type inequalities of order t on X with respect 
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to 13(.4). Since 11 hR(h; A)f -ffj[ = o(h-3, X ---i” m, for f E X implies Af = 0 
or XR(h;A)f-f = 0 ( see [4, p. 153]), this order is the best possible or 
“saturation” order of the approximation process W on X. An application of 
the “sufficiency” part of Corollary 1 to the family .% gives Jackson and 
Bernstein-type inequalities of intermediate order P’, 0 < y < 1, on X with 
respect to D((--A)$ since its assumptions are satisfied in view of (4.2) and 
0 <y < 1. 
We can now state 
T~IE~REM 8. Let B be the above approximation process. Furthermore, let 
w(h) be a positive nonincreasing fkction on [l, W) satisjjkg for 0 < y < I, 
h+ co, 
J 
*03 w(u) u-l du = O[h(h)], 
A 
j” d(u) u--l--y dzr = O[X-%x1(A)]: (4.9) 
1 
jd w(u) du = O[Aw(X)], 
-1 
jm w-“(u) P du = O[h-lw-‘(A)], (4,iO) 
A 
If f E X, the following assertions are equivalent for 1 < q < co: 
[w-‘(A) XP [I(--A)YhR(h; A)f - (--rl)‘fjix]@ X-l & < cq I 1 
j‘; [w-‘(A) 11 AR@; A)fl/,]* A-l dA < (co, 
r 1 [w-l(t-‘) K(t,f; X, D(A)]q t-’ dt < mg . (j 
1 
1 
- o [w-l(t-‘)q(t,f, F)]Q t-l dt < co, 
The equivalence of the first four assertions follows just as 
Theorem 7 by applying Corollary 2 to W = {R(t) = hR(h; A) : 0 < t -< 1, 
X E [l, a)>: Y = D(A), y(t) = t and Z = D((--A)Y}, z(t) = tY, 0 < ^J < 1. 
We have to observe that in view of the transformation h = t-’ the 
assumptions (4.9), (4.10) coincide with (4.5), (4.6) for the nondecreasing 
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function Q(t) = w(l/f), and that this corollary yields, e.g., instead of (a), 
an assertion of type 
s l [w-y-‘) II R(t>f-fll x ” t-l dt < m, 0 
which, however, is equivalent o (a). 
The equivalence (d) e (e) is established by relation (1.14). 
Let us remark that in case w(X) = X-* the equivalence (a) * (e) has already 
been shown in Butzer-Pawelke [6] for 4 = co, and by Berens [2] for 
1 < 9 < cc. The equivalence with (b) could also have been established by 
the above-mentioned reduction theorem of relation (1.15) since hR(h; A) 
commutes with (--A)v just as T?(t) does (compare (4.7)). Note further that 
for this particular approximation process W the equivalence (a) o (c) is 
given in a trivial manner by the relation (4.&i). 
As examples of approximation processes generated by sequences of 
operators considered in Corollary 3, let us mention summation processes of 
Fourier series of 2rr-periodic functions f belonging to C,, or to one of the 
Lebesgue spaces L& , 1 < p < GO. These are of the form 
V,(f; x) = f &J-^(k) ei”“, 
Tic-,A 
where f^(k) = (1/(2rr)) J>f(u) e-iLU d u is the kth Fourier coefficient off 
(k = 0, + 1, +2 ,... ), the summation factors h Iz,n satisfying certain conditions. 
Various examples of such summation processes have been discussed from this 
standpoint in Butzer-Scherer [7, lo]. 
4.3. Riesz-Means of the Fourier hersion-Integral 
We conclude by considering an approximation process which belongs to 
none of the above categories of examples, namely, the Riesz-Means of the 
Fourier inversion-integral of functions f E Ln(- CO, co), 1 < p < 2. It is 
defined by 
the kernel xv,6 being defined though 
x,Y,s(v) = I( 
1 - I v iyy, I v I d 1 
(0, Iv131 (y, 6 > 0 fixed), 
f^(v) = (l/+Gj JTm e-ivsf(x) dx denoting the Fourier transform of an 
elementfg LP(- OZ, cc). Setting p = t-l, the family 
%,a = R,&)f = %s;pcf) : t E (0, 11, PE 11, m>: 
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is a linear approximation process on Lp(- co, W), satisfying (2.1)~(2.3) as 
well as Jackson and Bernstein-type inequalities of orders p-y or 1 on 
Lp(- co, cc) with respect to the space 
This order is the highest possible (saturation order) of the family gY,8 . 
Furthermore, it can be shown that [Lp]Iy) = D((-&), where -4denotes the 
infinitesimal generator of the holomorphic contraction semigroup given by 
the singular integral of Cauchy-Poisson; thus 
D(A) = (j-g Lp(- IX, co) : 3g = Af E Lp(- ~0, co) with / u j j’(z?> = g*(r)>. 
For all these facts we refer to Berens [2, pp. 82-831, Butzer-Nessel [S]. 
Now let A’ be the infinitesimal generator of the ordinary translation group 
on Lo(- co, co), i.e., A’f = f’ and 
D(.4’) = (j-E LP(- co, CO) : f' = g E L”(- co: 03), iLfl‘(L’) = g^(r;))* 
Denoting D((-A’)y) by [L”](Y), (-A’)vf by f!y), and (-ZJpf by j(y) (the 
symboi for the fractional Riesz-derivative; for details see [.5]), we have the 
following result concerning “intermediate” Jackson. and Bernstein-type 
inequalities for gY,* : 
Proof. The first two relations are an immediate consequence of (4.2) and 
Corollary 1 which interpolates the Jackson and Bernstein-type inequalities 
of order t” for 9?Y,8 to those of order ta, 0 < o! < y, with respect to the 
intermediate space [LPI{“). In view of the fact that (A’)z = Jz, we can derive 
from Lemma 6, for 0 < a < y, 
(X, D((--14”)“); @ki) C D(( -A’)“) C (X, D((-Ay); @$J, 
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using (4.2) for y = cu and j3 = 2r > 01, YE kJ, and then (4.4). The application 
of Corollary 1 yields the inequalities (4.14), (4.15). 
We are now able to state 
THEOREM 9. Let 99Y,6 be the linear approximation process given by (4.11). 
Let u(p) be a positive nonincreasing function on [l, 03) satisfying, for p --t CO, 
I 
co 
w(u) u-l dzr = O[p%(p)], 
0 J’ 
1 w-‘(u) zCal-’ da = O[p%?(p)], 
‘P 
J w(u) uaz--l du = O[p”zw(p)], m w-‘(u) u-+-l du = O[p-““w-l(p)]. 1 f D 
If f E Lp(- CO, CO), 1 < p < 2, the following assertions are equivalent for 
1 < q < o3,O < 01~ < 01~ d p and any positive integer r > 01~ - 01~ : 
60 
.m 
J 
1 b-$1 II k&f) -f lIJ* p-l dp < co, 
(b) f E [L’lfwl’, jr b-‘CP> p-El II @$Jf) -f’N1’ lIpI p-l 4 < ~0, 
cd J’ ; [W-‘(P) P-~’ I/ @$,(f )llJ p-l dp < ~0, 
(4 I’ 
1 
[w-1(t-1)K(t’3,~ L”, [L’]{‘2’)]q t-l dt < co, o 
(e) f (OL1) E LV(- 03, co), 
s [co-‘(t-l) t “‘w&f)p]q t-l dt < co. 
Proof. The equivalence of the first four assertions follows by Corollary 2 
applied to Y = D((-A)“z) and Z = D((--A)Q) in the previously mentioned 
fashion, observing the transformation p = t-l, since Lemma 7 yields all the 
hypotheses necessary for this application. We can also replace the Riesz- 
derivative f{“} in (b), (c), and (d) by f ta), depending upon which of the 
inequalities are used in Lemma 7. Now, since I$l(f) = R,,8z,(f (OL1)) for 
f~ [LP](al) (this commutativity allows a new proof of the equivalence (a) + (b) 
by reduction theorems, compare (4.7)), Theorem 1 applied to f (011) for the 
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case Y -= D(A7), @ = @o,a , where Q(t) = cc)(t-~l) E;Q (compare footnote 3) 
yields the further equivalent assertion 
(4’ j (Q) E LP( - 00, co), .I 
J o [w-l(P) t”X(t:f; L”, [L’]“))]’ t-Id: < OS 
for any r > a+ - aI . But this is equivalent o (e) by relation (1.14). 
Particular cases of this theorem are to be found in Berens [2], Butzer- 
Nessel [S], and in the references cited in the latter. 
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