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Abstract
Using the theory of Witt vectors, we define ring structures on several well-known groups of arithmetic
functions, which in another guise are formal Dirichlet series. The set of multiplicative arithmetic functions
over a commutative ring R is shown to have a unique functorial ring structure for which the operation of ad-
dition is Dirichlet convolution and the operation of multiplication restricted to the completely multiplicative
functions coincides with point-wise multiplication. The group of additive arithmetic functions over R also
has a functorial ring structure. In analogy with the ghost homomorphism of Witt vectors, there is a functor-
ial ring homomorphism from the ring of multiplicative functions to the ring of additive functions that is an
isomorphism if R is a Q-algebra. The group of rational arithmetic functions, that is, the group generated by
the completely multiplicative functions, forms a subring of the ring of multiplicative functions. The latter
ring has the structure of a Bin(R)-algebra, where Bin(R) is the universal binomial ring equipped with a
ring homomorphism to R. We use this algebra structure to study the order of a rational arithmetic function,
as well the powers f α for α ∈ Bin(R) of a multiplicative arithmetic function f . For example, we prove new
results about the powers of a given multiplicative arithmetic function that are rational. Finally, we apply our
theory to the study of the zeta function of a scheme of finite type over Z.
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Let R be a ring (always assumed to be commutative with identity). An R-arithmetic function is
a function from the set of positive integers into R. The set of all such functions forms a ringA(R)
under point-wise addition and Dirichlet multiplication (or Dirichlet convolution), denoted ∗, and
defined by
(f ∗ g)(n) =
∑
ab=n
f (a)g(b),
where the sum is over all ordered pairs (a, b) of positive integers such that ab = n. In another
guise, A(R) is the ring of formal Dirichlet series ∑∞n=1 f (n)n−s .
An R-arithmetic function f with f (1) = 1 is said to be multiplicative if f (mn) = f (m)f (n)
whenever (m,n) = 1, and completely multiplicative if f (mn) = f (m)f (n) for all m,n. The set
Mul(R) of multiplicative functions is a subgroup of the group of units A(R)∗ of A(R). While
the completely multiplicative functions in general do not form a subgroup of Mul(R), they are
uniquely characterized by certain algebraic properties. For example, a function f ∈ A(R)∗ is
completely multiplicative if and only if
f · (g ∗ h) = (f · g) ∗ (f · h) for all g,h ∈A(R),
where · denotes point-wise multiplication [1].
This distributive property in particular raises the following question. Is there a ring struc-
ture on Mul(R) for which addition is Dirichlet convolution, and for which multiplication by
any completely multiplicative function is point-wise? Our first theorem yields an answer in the
affirmative.
Theorem 1.1. There is a ring structure Mul(R),∗,, where Mul(R),∗ is the group of multiplica-
tive R-arithmetic functions under Dirichlet convolution, that is functorial in R in the obvious
way. Moreover, there is a unique such functorial ring structure satisfying the following equiva-
lent conditions.
(1) For all R and all f,g ∈ Mul(R), if f or g is completely multiplicative, then f  g = f · g.
(2) For all R and all f,g ∈ Mul(R), if f and g are completely multiplicative, then f g = f ·g.
(3) For all R and all f,g ∈ Mul(R),
(3a) if f and g are completely multiplicative, then so is f  g;
(3b) the value of f  g at any positive integer n depends on f (d) and g(d) only for the
integers d dividing n; and
(3c) the unit element of the ring Mul(R) is the constant function ι(n) = 1.
The existence of such a ring structure on Mul(R) is proved below, and uniqueness is proved
in Section 3.
Condition (3b) is a fairly natural one limiting  to the class of operations of Dirichlet type,
such as those studied in [9,20]. Also, (3c) is merely a normalization condition, for one may obtain
alternative but isomorphic ring structures on Mul(R) by choosing an appropriate unit element.
(See Remark 3.3.)
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has f−1 = μ · f if f is completely multiplicative, where f−1 denotes the inverse of f with re-
spect to ∗. Like the aforementioned distributive property, this property is well known to uniquely
characterize the multiplicative functions that are completely multiplicative [13, Proposition 1.8].
Further material on completely multiplicative functions can be found in [11].
Any f ∈ Mul(R) is equivalently a formal Dirichlet series expressible as an Euler product∏
p f
[p](p−s), where
f [p](T ) :=
∞∑
n=0
f
(
pn
)
T n ∈ 1 + T R[[T ]]
for each prime p. The set 1 + T R[[T ]] has the structure of a ring, known as the universal λ-ring
Λ(R), or, in another guise, the ring W(R) of (universal) Witt vectors [15]. This ring structure
can be characterized as follows.
Theorem 1.2. There is a ring structure Λ(R), ·,∗, where Λ(R), · is the group 1+T R[[T ]] under
the usual multiplication of power series, that is functorial in R in the obvious way. Moreover,
there is a unique such functorial ring structure satisfying the following equivalent conditions.
(1) For all R and all F,G ∈ Λ(R), if either F or G is a geometric series, then F ∗G is obtained
by multiplying the series coefficient-wise.
(2) For all R and all a, b ∈ R, one has (1 − aT )−1 ∗ (1 − bT )−1 = (1 − abT )−1.
(3) For all R and all F,G ∈ Λ(R), if F and G are geometric series, then so is F ∗ G; and the
unit element of the ring Λ(R) is the series 11−T .
For a modern proof of Theorem 1.2, excluding condition (3), that avoids the use of universal
polynomials, see [14]. Classical constructions of Λ(R) can be found in [4,15]. Given the exis-
tence of Λ(R), the existence of our ring structure on Mul(R) follows easily from the following
proposition, whose proof is clear.
Proposition 1.3. The map i : Mul(R) ∼−→ Λ(∏p R) acting by
f →
∞∑
n=0
(
f
(
pn
))
p
T n
is a functorial isomorphism of groups (where the direct product is over the set of prime num-
bers p). Thus, the group Mul(R) has a unique ring structure for which i is an isomorphism of
rings. Moreover, this ring structure satisfies the three equivalent conditions listed in Theorem 1.1.
An R-arithmetic function f is said to be additive if f (mn) = f (m) + f (n) whenever
(m,n) = 1, and completely additive if f (mn) = f (m)+f (n) for all m,n. The set Add(R) of ad-
ditive R-arithmetic functions is a group under point-wise addition. One can show that f ∈A(R)
is additive if and only if the support of μ ∗ f is contained in the set of prime powers pk > 1. The
set of all such functions μ ∗ f naturally forms a ring under point-wise addition and point-wise
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Add(R), which we will denote by , is given by
f  g = ι ∗ ((μ ∗ f ) · (μ ∗ g)).
The unit element of the ring Add(R) is the completely additive function Ω , where Ω(n) is the
total number of prime factors of n, counting multiplicity.
Proposition 1.4. Add(R) has the unique ring structure for which the isomorphism j : Add(R) ∼−→∏∞
n=1(
∏
p R) of additive groups acting by
f → ((f (pn)− f (pn−1))
p
)∞
n=1
is an isomorphism of rings. In particular, the completely additive functions form a subring of
Add(R) isomorphic to
∏
p R.
By Propositions 1.3 and 1.4, the rings Mul(R) and Add(R) are analogues, respectively, of
the universal λ-ring Λ(R) and the ghost ring
∏∞
n=1 R. The ghost homomorphism gh :Λ(R) →∏∞
n=1 R [15] therefore has an analogue in this context as well.
Theorem 1.5. For any ring R, there is a unique map
Log : Mul(R) → Add(R)
for which the diagram
Mul(R)
i ∼
Log
Add(R)
j ∼
Λ(
∏
p R)
gh ∏∞
n=1(
∏
p R)
is commutative, where i and j are as in Propositions 1.3 and 1.4, respectively. Thus Log is a
ring homomorphism, Log is injective if R is Z-torsion-free, and Log is an isomorphism if R is a
Q-algebra. Moreover, one has
Log(f ) = ι ∗ (Ω · f ) ∗ f−1
for all f ∈ Mul(R).
Theorem 1.5 is proved in Section 4. All statements of the theorem but the last are obvious
from corresponding properties of gh.
The group of rational R-arithmetic functions, denoted Rat(R), is the subgroup of Mul(R)
generated by the completely multiplicative functions [6]. It is a subring of Mul(R) by The-
orem 1.1(3a). The concept of a rational arithmetic function originates with Vaidyanatha-
swamy [21].
Let Λlin(R) denote the subgroup of Λ(R) generated by the set of linear polynomials in Λ(R),
which is a subring of Λ(R) by Theorem 1.2.
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isomorphism Rat(R) ∼−→ Λlin(∏p R) of rings.
Proof. The completely multiplicative functions in Mul(R) correspond under i to the inverses of
the linear polynomials in Λ(
∏
p R). 
Remark 1.7. Since Λ(R) and Λlin(R) are λ-rings [4,12], Proposition 1.6 implies that the rings
Mul(R) and Rat(R) have natural λ-ring structures.
The second half of this paper is summarized as follows. In Section 6, we construct powers of
multiplicative R-arithmetic functions with exponents in the universal binomial ring lying under
R [7]. In Section 7, we represent the ring Rat(R) explicitly as a quotient of the monoid ring
Z[∏p R×], where R× is the set R as a monoid under multiplication. We use this to generalize
the results of [10] to an arbitrary ring and to answer a question posed in [22]. In Section 8, we
prove some results about the order of a rational arithmetic function [6]. In Section 9, we address
the question: given a multiplicative R-arithmetic function f , which powers of f are rational?
In Section 10, we generalize our results about rational R-arithmetic functions to R-arithmetic
functions of rational type, which form the subring of Mul(R) isomorphic to the ring of rational
functions in Λ(∏p R) [5]. Finally, in Section 11, we apply our theory to the study of the zeta
function of a scheme of finite type over Z [18].
2. The ring of arithmetic functions
We note two alternative notations for the ringA(R) of R-arithmetic functions. Let X(n) denote
the function whose value is 1 at n and 0 elsewhere. Then A(R) is just the power series ring
R[[X]], where X := {X(p): p prime}. If we denote X(n) by the formal symbol n−s , we obtain
A(R) as the ring of formal Dirichlet series over R. Every R-arithmetic function f , as a formal
Dirichlet series F(s), may be written uniquely in the form F(s) =∑∞n=1 ann−s with all an ∈ R.
There is a ring topology on A(R) induced by the complete non-archimedean norm [3] given
by
‖f ‖ = 1
n
,
where n is the least positive integer such that f (n) 
= 0 (and n = ∞ if f = 0). If A(R) is identi-
fied with the set
∏∞
n=1 R, then this ring topology on A(R) is just the product topology, where R
is given the discrete topology.
For every prime p and every f ∈A(R), let
f [p] :=
∞∑
k=0
f
(
pk
)
T k.
The map (−)[p] :A(R) → R[[T ]] is a homomorphism of rings. Classically, f [p] is called the
Bell series of f at p [13]. Note that f ∈ A(R) is multiplicative if and only if f (1) = 1 and
f =∏p f (p), where f (p) := f [p](X(p)).
Proposition 2.2 below describes an important class of derivations of A(R). First, however, we
prove a useful characterization of the completely additive arithmetic functions.
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f · (g ∗ h) = (f · g) ∗ h + (f · h) ∗ g for all g,h ∈A(R).
Proof. The “only if” direction is routine to verify. To prove the “if” direction, note that, for
g = X(m) and h = X(n), we have f · (g ∗ h) = f (mn)X(mn) and (f · g) ∗ h + (f · h) ∗ g =
(f (m) + f (n))X(mn). 
Further material on completely additive functions can be found in [17].
Proposition 2.2. Let α ∈A(R). The function
Dα :A(R) →A(R)
acting by
Dα :f → α · f
is a derivation of A(R) over R if and only if α is completely additive.
The derivation DΩ , where Ω(n) is the total number of prime factors of n, counting multi-
plicity, will be called the standard derivation of A(R) over R. On the formal power series ring
R[[X]], the standard derivation sends ∑aIXI to ∑ |I |aIXI , where |I | is the sum of the coordi-
nates of the multi-index I .
One may describe all continuous derivations of A(R) over R as follows.
Proposition 2.3. For every prime p, there is a continuous derivation
∂
∂X(p)
:A(R) →A(R)
ofA(R) over R sending f ∈A(R) to its formal partial derivative ∂f/∂X(p) with respect to X(p).
The continuous derivations of A(R) over R are precisely those functions D :A(R) → A(R)
defined by
Df =
∑
p
∂f
∂X(p)
∗ hp
for all f ∈A(R), where (hp)p is an arbitrary sequence in A(R) satisfying limp hp = 0. More-
over, since hp = DX(p) for all primes p, we have
Df =
∑
p
∂f
∂X(p)
∗ DX(p)
for all f ∈A(R).
Proof. For a proof for R = C, see [19]; the general case follows in a similar manner. 
J. Elliott / Journal of Number Theory 128 (2008) 709–730 7153. The ring of multiplicative arithmetic functions
In this section we prove Theorems 1.1 and 1.2 of the introduction.
Lemma 3.1. For any ring R, there is a ring R containing R such that every monic polynomial
over R is a product of linear factors.
Proof. We follow the proof from [14, Lemma 2] (unpublished). Let
M(R) = {f ∈ R[X]: f monic and degf > 0}
and put
R′ = R[Xf : f ∈M(R)]/(f (Xf ): f ∈M(R)).
Every f ∈M(R) has the linear factor X−αf in R′[X], where αf denotes the image of Xf in R′.
Also, R′ is free as an R-module and R ⊂ R′. Repeating this construction, write R(n) = (R(n−1))′
for all n, where R(0) = R. It is now routine to verify that the ring
R = lim−→
n
R(n)
has the desired properties. 
Proof of Theorem 1.2. The existence of a ring structure Λ(R), ·,∗ satisfying all of the con-
ditions of the theorem is well-known. See [4,15], for example. We first prove uniqueness for
condition (2), following the proof in [14] (unpublished).
Let  be any multiplication operation on Λ(R) satisfying (2). We wish to show that = ∗.
By functoriality and [8, Lemma 4.4], the operation  is continuous, where Λ(R) has the T -
adic topology. By (2), the subgroup Λlin(R) of Λ(R) generated by the geometric series forms
a subring of Λ(R), ·,, and the operations  and ∗ agree on this subring. This is also true
over R, in the notation of Lemma 3.1. Moreover, the set Λlin(R) is T -adically dense in Λ(R)
since it contains the dense subset 1 +T R[T ]. Therefore, since the operation  is continuous and
agrees with ∗ on Λlin(R), it agrees with ∗ on all of Λ(R). Finally, since R is a subring of R, by
functoriality we have = ∗ on Λ(R), as desired.
By the existence of Λ(R) and uniqueness for (2), condition (2) must imply conditions (1)
and (3). Since (1) clearly implies (2), it remains only to show that (3) implies (2). By the uni-
versal property of the ring Z[X,Y ], condition (3) and functoriality imply that there is a unique
polynomial f (X,Y ) ∈ Z[X,Y ] such that
(1 − aT )−1  (1 − bT )−1 = (1 − f (a, b)T )−1
in Λ(R) for any ring R and for all a, b ∈ R. To prove that (2) follows we show that f (X,Y ) =
XY . Since 1 is a multiplicative annihilator for , we have f (X,0) = 0 = f (0,X). It follows that
f (X,Y ) has the form
f (X,Y ) =
∑
ci,jX
iY j .i,j1
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with X > Y . By the associativity of , we have
f
(
X,f (Y,Z)
)= f (f (X,Y ),Z).
Using the lexicographic monomial ordering with X > Y > Z and comparing the leading terms
of these two polynomials we see that
ck,lX
k
(
ck,lY
kZl
)l = ck,l(ck,lXkY l)kZl
and thus k = l = 1. Therefore f (X,Y ) = c1,1XY. Finally, since 11−T is the unit element, we have
c1,1X = f (1,X) = X and therefore f (X,Y ) = XY, as desired. 
Remark 3.2. Without assuming in the proof above that the unit element of Λ(R) is 11−T , one can
show that c1,1 = ±1 and the unit element must be either 11−T or 11+T . The map f (T ) → f (−T )
is an isomorphism between the two resulting rings.
Proof of Theorem 1.1. The existence of a ring structure satisfying all three conditions follows
from Theorem 1.2 and Proposition 1.3. Uniqueness for condition (2) follows as in the proof of
uniqueness for condition (2) of Theorem 1.2. Since (1) implies (2) it follows that (1) and (2) are
equivalent. Thus it suffices to prove uniqueness for condition (3).
Let be any multiplication operation satisfying (3). We wish to show that= . An easy ar-
gument using (3b) shows that (f  g)(p) = f (p)  g(p) for any f,g ∈ Mul(R) and any prime p.
In particular, the operation  restricts to an operation on the subgroup 1 + X(p)R[[X(p)]] of
Mul(R) for any prime p. Since this subgroup is canonically isomorphic to Λ(R), we may trans-
port the operation  to an operation on Λ(R), which we denote by p . Then the Abelian group
Λ(R) inherits a ring structure Λ(R), ·,p satisfying condition (3) of Theorem 1.2. By that the-
orem we have p = ∗ on Λ(R). Thus  =  on 1 + X(p)R[[X(p)]], and therefore  =  on
Mul(R). 
Remark 3.3. Let Mul(R),∗, be any functorial ring structure on Mul(R) satisfying conditions
(3a) and (3b) of Theorem 1.1. By Remark 3.2 and the proof of Theorem 1.1 above, the unit
element ε of such a ring is completely multiplicative and satisfies ε(p) = ±1 for all primes p.
Moreover, one has f  g = ε · (f  g) for all f,g ∈ Mul(R). Conversely, any such completely
multiplicative function ε defines in this way a unique functorial ring structure on Mul(R) satis-
fying conditions (3a) and (3b).
4. A ring homomorphism
Let A be a commutative R-algebra, and let A∗ denote the group of units of A. If D is a
derivation of A over R, let logD :A∗ → A be the map given by
logD(a) = D(a)a−1.
This logarithmic derivation is a homomorphism of Abelian groups.
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is commutative. We need only show that Log = ι ∗ logDΩ , where DΩ is the standard derivation
of A(R) (defined in Section 2).
Let Spp(R) be the set of R-arithmetic functions supported on the set of prime powers pk > 1.
This set is a ring under + and ·. Since the functors Λ and∏∞n=1(−) commute with∏p(−), there
is a commutative diagram
Mul(R)
I ∼
Slg
Spp(R)
J ′ ∼∏
p Λ(R)
∏
p gh ∏
p T R[[T ]]
of ring homomorphisms, where T R[[T ]] is a ring under the coefficient-wise operations, and
where the isomorphisms I and J ′ both act by f → (f [p])p, where f [p] is the Bell series of
f at p. The inverses of I and J ′ act by
I−1 : (gp)p →
∏
p
gp
(
X(p)
)
and
J ′−1 : (gp)p →
∑
p
gp
(
X(p)
)
.
Moreover, by definition gh(F ) = T
F
dF
dT
.
Now, it suffices to show that Slg = logDΩ . Recall that f (p) = f [p](X(p)) denotes the pth
Euler factor of f . By the commutative diagram above, we have
Slg(f ) =
(
J ′−1
(∏
p
gh
)
I
)
(f ) =
∑
p
(
T
f [p]
df [p]
dT
)(
X(p)
)
=
∑
p
X(p) ∗ (f (p))−1 ∗ ∂f (p)
∂X(p)
=
∑
p
logDΩ
(
f (p)
)= logDΩ (f ),
by Proposition 2.3 and the continuity of logDΩ . Thus Slg = logDΩ . 
Corollary 4.1. Let f ∈ A(R) with f (1) = 1. If f is multiplicative, then ι ∗ (Ω · f ) ∗ f−1 is
additive, and the converse holds if R is Z-torsion-free.
Proof. This follows, since logDΩ is injective if R is torsion-free. 
Recall that any f ∈ Mul(R) is equivalently a formal Dirichlet series F(s) expressible as an
Euler product
∏
p Fp(p
−s), where Fp(T ) ∈ Λ(R) for all p. We then have
Log
(
F(s)
)=∑Log(Fp(p−s))=∑ ζ(s)p−sF ′p(p−s)
Fp(p−s)
.p p
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F ′(s)
F (s)
= −
∑
p
logp
p−sF ′p(p−s)
Fp(p−s)
,
which holds if F(s) is an ordinary Dirichlet series over C of a complex variable s. Theorem 1.5
thus says that if in each term of this expression for the logarithmic derivative we replace the factor
logp with a factor of −ζ(s), then we obtain a map Log : Mul(R) → Add(R) which is functorial
in R and respects all ring operations!
In particular, suppose F(s) is an ordinary Dirichlet series over C of a complex variable s
converging absolutely for Re(s) > σ , hence uniformly on all closed sub-half-planes. If F(s) is
multiplicative, then the Euler product for F(s) also converges absolutely for Re(s) > σ , and
F ′(s)
F (s)
converges absolutely for Re(s) > σ . Therefore, by the comparison test, the Dirichlet series
Log(F (s))
ζ(s)
converges absolutely for Re(s) > σ .
One may also ask how convergence issues relate to the operations  and . Based on con-
vergence properties of zeta functions of schemes of finite type over Z (see Section 11), we make
the following conjecture.
Conjecture 4.2. Suppose F(s) and G(s) are Dirichlet series over C converging absolutely for
Re(s) > σ and Re(s) > τ , respectively.
(1) If F(s) and G(s) are multiplicative, then F(s)  G(s) converges absolutely for Re(s) >
σ + τ − 1.
(2) If F(s) and G(s) are additive, then F(s)  G(s) converges absolutely for Re(s) >
max(1, σ + τ − 1).
5. Alternative definitions
There is an alternative way to define multiplication in Add(R) that yields an isomorphic ring
structure. For any f ∈A(R), let add(f ) denote the unique additive R-arithmetic function g such
that g(pk) = f (pk) for all prime powers pk > 1. One may define a product ′ on Add(R),
alternative to , by the equation
f ′ g = add(f · g).
Let us call the resulting ring Add′(R). The unit element of Add′(R) is the function ω, where
ω(n) is the number of distinct primes dividing n. Also, Add′(R) has the unique ring structure for
which the additive isomorphism
j ′ : Add′(R) ∼−→
∞∏
n=1
(∏
p
R
)
acting by
f → ((f (pn)) )∞
p n=1
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Add(R) → Add′(R)
acting by
f → add(μ ∗ f )
is a functorial isomorphism of rings. Moreover, the map
Log′ : Mul(R) → Add′(R)
acting by
f → add((Ω · f ) ∗ f−1)
is the unique functorial ring homomorphism for which the diagram
Mul(R)
i ∼
Log′
Add′(R)
j ′ ∼
Λ(
∏
p R)
gh ∏∞
n=1(
∏
p R)
is commutative.
6. Powers of arithmetic functions
A ring B is said to be binomial if B is torsion-free (as a Z-module) and the binomial coefficient(
a
n
)
:= a(a − 1)(a − 2) · · · (a − n + 1)
n! ∈ B ⊗Z Q
lies in B for every a ∈ B and every positive integer n [7]. The inclusion functor from binomial
rings to rings has a right adjoint, denoted Bin [7]. In other words, for any ring R, there is a
universal binomial ring Bin(R) functorial in R equipped with a natural ring homomorphism
Bin(R) → R.
Remark 6.1. If R is a domain of characteristic p > 0, then Bin(R) is the ring Zp of p-adic
integers. If R is a torsion-free ring, then Bin(R) is the largest binomial subring of R. See [7,
Theorems 9.1(4) and 9.3].
Let m(R) denote the ideal {f ∈A(R): f (1) = 0} in A(R), which is also a Bin(R)-module.
The set 1 +m(R) is an Abelian group under Dirichlet convolution. For all f ∈ 1 +m(R) and all
α ∈ Bin(R), define
f α :=
∞∑(α
n
)
(f − 1)n.n=0
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lary 11.2], this action gives the Abelian group 1 + m(R) the structure of a Bin(R)-module.
Moreover, by [7, Proposition 12.1], the group Mul(R) is a Bin(R)-submodule of 1 +m(R).
Proposition 6.2. There is a natural inclusion Bin(R) → Mul(R) of rings associating to any
α ∈ Bin(R) the multiplicative R-arithmetic function
ια =
∏
p
(
1 − X(p))−α.
The function ια is the unique multiplicative function for which
ια
(
pk
)= (−1)k(−α
k
)
for all prime powers pk .
In [10], the author proves that f α = ια · f for all completely multiplicative f ∈ Mul(C) and
all α ∈ R. This generalizes.
Proposition 6.3. Let f ∈ Mul(R) and α ∈ Bin(R).
(1) One has f α = ια  f.
(2) If f is completely multiplicative, then f α = ια · f , that is,
f α
(
pk
)= (−1)k(−α
k
)
f (p)k
for all prime powers pk .
(3) If α ∈ Bin(R)∗, then f α is completely multiplicative if and only if
f
(
pk
)= (−α)k(−1/α
k
)
f (p)k
for all prime powers pk .
Remark 6.4. Statement (3) of Proposition 6.3 answers a question posed in [22], namely, to
classify those arithmetic functions f ∈ Mul(C) for which there exists a non-zero rational number
r such that f r is completely multiplicative.
We may generalize Proposition 6.3(2) by giving an explicit description of f α when f is
multiplicative.
Proposition 6.5. Let f ∈ Mul(R) and α ∈ Bin(R). Then f α is the unique multiplicative function
such that
f α
(
pk
)= ∑
l1+2l2+···+klk=k
(
α∑
i li
)( ∑
i li
l1, l2, . . . , lk
) k∏
i=1
f
(
pi
)li
for all prime powers pk .
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∞∑
k=0
f α
(
pk
)
T k =
(
1 +
∞∑
k=1
f
(
pk
)
T k
)α
using the multinomial theorem. 
7. The ring of rational arithmetic functions
Let R[M] denote the monoid ring of a commutative monoid M over a ring R. It is the universal
R-algebra equipped with a multiplicative map from M . If M is written multiplicatively, then we
will write elements of R[M] in the form ∑m∈M rmm, or ∑m∈M rm[m] when it is necessary to
avoid confusion between elements of R and M .
Proposition 7.1. Let R be a ring, let B be any subring of Bin(R), and let Rat(R)B denote the
compositum of Rat(R) and B in Mul(R). There is a unique and surjective B-algebra homomor-
phism
σ :B
[∏
p
R×
]
→ Rat(R)B
acting by
σ : a → a˜
for all a ∈∏p R×, where R× denotes the set R as a monoid under multiplication, and where
a˜ is the unique completely multiplicative R-arithmetic function satisfying a˜(p) = a(p) for all
primes p. If R is a domain, then kerσ is equal to the ideal consisting of all elements ∑a baa in
B[∏p R×] such that ∑a baa(p) lies in the ideal B[0] of B[R×] for every prime p.
Proof. This follows easily from Proposition 1.6 and Lemma 7.2 below. 
Lemma 7.2. Let R be a ring, let B be any subring of Bin(R), and let Λlin(R)B denote the com-
positum of Λlin(R) and B in Λ(R). There is a unique and surjective B-algebra homomorphism
σ :B[R×] → Λlin(R)B
acting by
σ :a → (1 − aT )−1
for all a ∈ R. If R is a domain, then kerσ is equal to the ideal B[0].
Proof. The first statement follows from the universal property of monoid rings. Now, suppose R
is a domain, and suppose f (T ) =∏ (1 − aT )−ba = 1. We need to show that ba = 0 in B fora 
=0
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= 0. First, we compute the logarithmic derivative of f , which lies in the field K(T ), where
K is the fraction field of R: we have
0 = f
′(T )
f (T )
=
∑
a 
=0
baa
1 − aT .
If ba 
= 0 in R for some a 
= 0, then 0 has a pole at 1/a (that is, ord1−aT 0 < 0 in K(T )), which
is impossible. Therefore ba = 0 in R for each a. We must show in fact that ba = 0 in Bin(R).
If R has characteristic zero, then Bin(R) is a subring of R, and therefore ba = 0 in Bin(R)
for all a. On the other hand, if R has characteristic p > 0, then Bin(R) = Zp , by Remark 6.1,
and therefore p divides ba for all a; say, ba = pca . If we let g(T ) =∏a 
=0(1 − aT )−ca , then
g(T )p = f (T ) = 1, hence g(T ) = 1 since R[T ] is a domain of characteristic p. Thus g(T ) =∏
a 
=0(1 − aT )−ca = 1. As above, it follows that p divides each ca , and thus p2 divides each ba .
Clearly, then, it follows by induction that pn divides each ba for all n, and so ba = 0 for all a 
= 0.
This completes the proof. 
8. The order of a rational arithmetic function
Let f ∈ Rat(R). Following [6], we will say that f is of order (m,n) if f is of the form
f = g1 ∗ g2 ∗ · · · ∗ gm ∗ h−11 ∗ h−12 ∗ · · · ∗ h−1n ,
where the gi and hj are completely multiplicative. Consider the set Z0 ×Z0 partially ordered
by the relation  defined by (m,n) (m′, n′) whenever mm′ and n n′. This makes the set
Z0 × Z0 into a lattice which is complete with respect to infima, i.e., greatest lower bounds.
Let
Ord(f ) := inf{(m,n): f is of order (m,n)} ∈ Z0 × Z0.
Example 8.1. Suppose a 
= 0 but a2 = 0 in R. Let f = 1 + aX(p). Since 1 + aX(p) = (1 −
aX(p))−1, the function f is of order (0,1) and is also of order (1,0). Therefore Ord(f ) = (0,0),
but f is not of order (0,0).
We may avoid such examples by assuming R is a domain, as the next proposition shows.
Proposition 8.2. Suppose R is a domain, and let f ∈ Rat(R). Then f is of order Ord(f ). In
other words, Ord(f ) is the least element (m,n) of Z0 × Z0 such that f is of order (m,n).
Proof. Let K be the fraction field of R, and let f ∈ Rat(R). For any prime p the Bell series
f [p] =∑∞n=0 f (pn)T n lies in K(T ). Since K[T ] is a unique factorization domain, f [p] can be
written uniquely in the form f [p] = gp/hp with gp,hp ∈ K[T ] of least degree and with constant
term equal to 1. One has
f =
∏
f [p]
(
X(p)
)= ∏p gp(X(p))∏
p hp(X
(p))
,p
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order (m′, n′). Then f [p] can be written in the form f [p] = kp/lp with lp, kp ∈ K[T ] of degree
at most m′ and n′, respectively. Therefore m′  deghp and n′  deggp for all p by choice of
gp and hp . It follows that m′  m and n′  n. Therefore Ord(f ) = (m,n) and f is of order
Ord(f ). 
Corollary 8.3. Suppose R is a domain. Suppose f ∈ Rat(R) is of order (m,n) and of order
(m′, n′). Then f is also of order (min(m,m′),min(n,n′)).
Proposition 8.4. Suppose R is a domain, and let f,g ∈ Rat(R).
(1) Ord(f ∗ g)Ord(f ) + Ord(g).
(2) Ord(f k) = k Ord(f ) for all positive integers k.
Proof. Statement (1) is clear, and (2) follows, as in the proof of Proposition 8.2, from unique
factorization in the ring K[T ]. 
We may define another notion of order on Rat(R) as follows:
ord(f ) := inf{m + n: f is of order (m,n)} ∈ Z0.
The following result shows that ord gives the ring Rat(R) the structure of a normed ring [3].
Note that the norm induces the discrete topology on Rat(R).
Proposition 8.5. Let f,g ∈ Rat(R). We have the following.
(1) ord(f ) = 0 if and only if f = 1.
(2) ord(f −1) = ord(f ).
(3) ord(f ∗ g) ord(f ) + ord(g).
(4) ord(f  g) ord(f )ord(g).
Suppose further that R is a domain. Then we have:
(5) ord(f ) = m + n if Ord(f ) = (m,n).
(6) ord(f k) = k ord(f ) for all positive integers k.
Proof. The first three statements are clear. We prove (4) by induction on ord(f ). The case
ord(f ) = 0 is clear. If f is completely multiplicative, then
ord(f  g) = ord(f · g) ord(g)
and likewise
ord
(
f−1  g)= ord((f  g)−1)= ord(f  g) ord(g).
Thus (4) also holds for ord(f ) = 1. By induction we may suppose that (4) holds for ord(f ) < n.
Say ord(f ) = n, and write f = f1 ∗ f2 where ord(f1) = n − 1 and ord(f2) = 1. Then we have
724 J. Elliott / Journal of Number Theory 128 (2008) 709–730ord(f  g) = ord((f1  g) ∗ (f2  g)) ord(f1  g) + ord(f2  g)
 ord(f1)ord(g) + ord(g) = ord(f )ord(g).
This proves (4). Finally, statement (5) follows from Proposition 8.2, and statement (6) follows
from (5) and Proposition 8.4(3). 
Proposition 8.6. Suppose f,g ∈ Rat(R) are of order (m,n). Then f = g if and only if f (pk) =
g(pk) for all primes p and all k m + n.
Proof. The result is easy to verify by induction on m, the case m = 0 being trivial, since f [p](T )
is a polynomial of degree at most n in that case. 
Corollary 8.7. Let R be a domain. Let f,g ∈ Rat(R). Then f = g if and only if Ord(f )Ord(g)
and f (pk) = g(pk) for all primes p and all k  ord(g).
9. Which powers are rational?
In this section, we apply the results of Sections 6–8 to the following question. Given a mul-
tiplicative R-arithmetic function f , which powers of f are rational? For any ring R and for any
f ∈ Mul(R), the set
E(f ) := {α ∈ Bin(R): f α ∈ Rat(R)}
is an additive subgroup of Bin(R). Our problem is to compute E(f ).
Proposition 9.1. Let R be a domain, and let f ∈ Rat(R), where f 
= 1. Suppose that f α ∈
Rat(R), where α ∈ Bin(R). Then ord(f α) = ±α ord(f ). In particular, α ∈ Q and α ord(f ) ∈ Z.
Proof. Let B = Bin(R), and let Rat(R)B denote the compositum of Rat(R) and Bin(R) in
Mul(R). By Proposition 7.1 we have Rat(R)B ∼= B[∏p R×]/kerσ . Call the latter ring S. Let
s and t in Z[∏p R×] correspond respectively to f and f α in Rat(R). Thus we have αs = t in S.
For any prime p, let s(p) denote the image of s in Z[R×] under the ring homomorphism induced
by the pth coordinate map, and define t (p) similarly. By Proposition 7.1, for every prime p there
exists αp ∈ B such that
αs(p) = t (p) + αp[0]
in B[R×]. For any a ∈ R with a 
= 0, we can collect all terms of the form b[a] in s(p) and t (p),
respectively, to obtain
αmp,a[a] = np,a[a]
for some integers mp,a and np,a uniquely determined by p and a. It follows that
αmp,a = np,a
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= 0. If mp,a = 0 for all p and all a 
= 0, then s = 0 in S, hence
f = 1, which is a contradiction. Therefore mp,a 
= 0 for some p and some a 
= 0. Since B is
torsion-free we have
α = np,a
mp,a
∈ Q.
From here it is routine to check, using (2) and (6) of Proposition 8.5, that ord(f α) = ±α ord(f ).
This completes the proof. 
Corollary 9.2. Let R be a domain, and let f ∈ Rat(R), where f 
= 1. Let e(f ) denote the largest
integer k ∈ Bin(R)∗ such that f 1/k ∈ Rat(R). Then e(f ) divides ord(f ) and E(f ) = 1
e(f )
Z.
Proof. If α ∈ E(f ), then α ∈ 1ord(f )Z by Proposition 9.1. Therefore E(f ) is a subgroup of
1
ord(f )Z containing Z. Such a group must equal
1
k
Z for some unique positive integer k dividing
ord(f ). In fact, k is the largest integer such that 1/k lies in E(f ). Therefore k = e(f ), and thus
e(f ) divides ord(f ) and E(f ) = 1
e(f )
Z. 
Proposition 9.3. Let R be a domain and f ∈ Mul(R), where f 
= 1. If E(f ) contains a unit of
Bin(R), then E(f ) is infinite cyclic.
Proof. Let α ∈ E(f ), where α ∈ Bin(R)∗. If f α = 1, then f = 11/α = 1, which is a contradic-
tion. Therefore f α 
= 1. Since f α ∈ Rat(R), Corollary 9.2 implies that E(f α) = 1
k
Z for some
positive integer k ∈ Bin(R)∗. But clearly one has αE(f α) ⊂ E(f ), and the reverse inclusion
holds as well since α−1E(f ) ⊂ E(f α). Therefore E(f ) = α
k
Z. In particular, E(f ) is infinite
cyclic. This completes the proof. 
Corollary 9.4. Let K be a field of characteristic zero (hence Bin(K) = K) and let f ∈ Mul(K),
where f 
= 1. Then there is an α ∈ K such that, for all β ∈ K , the function f β is rational if and
only if β = nα for some integer n. Moreover, α is unique modulo a factor of ±1.
10. Arithmetic functions of rational type
For any ring R, let Λrat(R) denote the set of rational functions f (T ) in Λ(R), that is, the
set of power series f (T ) in 1 + T R[[T ]] of the form g(T )/h(T ), where g(T ) and h(T ) lie in
1 + T R[T ]. The set Λrat(R) is a subring of Λ(R) which has been studied for fields R [5]. Note
that Λlin(R) ⊂ Λrat(R), and equality holds if every monic polynomial over R is a product of
linear factors.
By Proposition 1.6, the ring Rat(R) is identified with the ring Λlin(
∏
p R) under the iso-
morphism Mul(R) → Λ(∏p R). Naturally we may ask which subring of Mul(R) is identified
with the ring Λrat(
∏
p R). The answer is what we will call the ring of R-arithmetic functions of
rational type. Elements of this ring can be described explicitly as follows.
An integer n is said to be k-power-free if n is not divisible by the kth power of an integer
greater than 1. We will say that a multiplicative R-arithmetic function is of polynomial type if
there exists a positive integer k such that f−1(n) = 0 whenever n is not k-power-free. If f and
g are of polynomial type, then so are f ∗ g and f  g. A multiplicative function f is of rational
type if there exist R-arithmetic functions g and h of polynomial type such that f = g ∗ h−1. The
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Rat(R). We denote this group by RatTyp(R). Note that RatTyp(R) = Rat(R) if every monic
polynomial over R is a product of linear factors. This holds in particular if R is an algebraically
closed field.
Proposition 10.1. The set RatTyp(R) of R-arithmetic functions of rational type forms a sub-
ring of the ring Mul(R) naturally isomorphic to the ring Λrat(
∏
p R) under the isomorphism
Mul(R) → Λ(∏p R) of Proposition 1.3.
We may extend the notions of order defined in Section 8 for Rat(R) to the ring RatTyp(R) as
follows. If f is of polynomial type, we define the degree of f , denoted deg(f ), to be the least
non-negative integer k such that the support of f−1 is contained in the set of (k + 1)-power-free
integers. If f is of rational type, then we say that f is of order (m,n) if there exist g and h of
polynomial type with deg(g) = m and deg(h) = n such that f = g ∗ h−1. We define
Ord(f ) := inf{(m,n): f is of order (m,n)} ∈ Z0 × Z0,
and we define
ord(f ) := inf{m + n: f is of order (m,n)} ∈ Z0.
If f is rational, then these definitions agree with the corresponding definitions in Section 8.
Proposition 10.2. The results of Sections 8 and 9 still hold if we replace “Rat(R)” by
“RatTyp(R)” and employ the extended notions of order defined above for f ∈ RatTyp(R).
Proof. Let R be a ring. By Lemma 3.1, there is a ring R containing R such that every monic
polynomial over R is a product of linear factors. If R is a domain, then R may be taken to be the
algebraic closure of the fraction field of R, in which case R is also a domain. Now, one has
Λrat(R) ⊂ Λlin(R),
RatTyp(R) ⊂ Rat(R),
and
Bin(R) ⊂ Bin(R).
The results of Sections 8 and 9 are therefore easily extended to RatTyp(R) by passing from R to
R and back. 
We end this section with a characterization of R-arithmetic functions of rational type that
generalizes Theorem 1 of [16] to an arbitrary ring.
Proposition 10.3. A multiplicative R-arithmetic function f is of rational type and of order (m,n)
if and only if, for every prime p, there exist elements c1(p), c2(p), . . . , cm(p) of R such that
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(
pk
)= m∑
i=1
ci(p)f
(
pk−i
) for all k > n,
where we put f (pj ) = 0 if j < 0.
Proof. The proof of Theorem 1 in [16] for R = C easily generalizes. 
11. An application to zeta functions of schemes
In this final section we give a application of our theory to the study of the zeta function of a
scheme X of finite type over Z. The (formal) zeta function of X, denoted ζX(s), is the formal
Dirichlet series
ζX(s) :=
∏
x∈|X|
1
1 − N(x)−s ,
where |X| is the set of closed points of X and where the norm N(x) is cardinality of the residue
field κ(x) of X at x [18]. Since there are only a finite number of x ∈ |X| of a given norm,
this defines a formal Dirichlet series with integer coefficients. As an ordinary Dirichlet series
of a complex variable s, the zeta function of X converges absolutely for Re(s) > dim(X) [18,
Theorem 1].
If Xp for p ∈ |Spec(Z)| denotes the fiber of the morphism X → Spec(Z) over p, then one has
ζX(s) =
∏
p
ζXp(s).
Let
ZXp(T ) :=
∏
x∈|Xp |
1
1 − T deg(x) ,
where deg(x) denotes the degree of the residue field κ(x) over Fp . One has
ζXp(s) = ZXp
(
p−s
)
.
Thus ζX(s) is multiplicative (i.e., is expressible as an Euler product). Moreover, by the Weil
conjectures, the series ZXp(T ) is a rational function of T , hence each Euler factor ζXp(s) is a
rational function of p−s . In fact, one has the following.
Proposition 11.1. For any scheme X of finite type over Z, the series ZXp(T ) is rational with
degrees of numerator and denominator bounded as a function of p ∈ |Spec(Z)|. Equivalently,
ζX(s) is a formal Dirichlet series over Z of rational type.
Proof. Since X is Noetherian, we may assume without loss of generality that X is affine. Say
X = Spec(S/I), where S = Z[X1,X2, . . . ,XN ] and I = (f1, f2, . . . , fk) is an ideal in S with
deg(fi) = ni for each i. Theorem 2 of [2] gives a bound on the degree of ZXp(T ) that depends
only on N , k, and the ni . In other words, there is a bound on the degree of ZXp(T ) in terms of
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of those equations. The proposition follows. 
Lemma 11.2. If X is a scheme of finite type over Z, then
Log
(
ζX(s)
)= ζ(s)∑
q>1
#X(Fq)q−s ,
where Log is defined as in Theorem 1.5, and where q ranges over the prime powers greater
than 1.
Proof. One has
ζX(s) =
∏
q>1
1
(1 − q−s)ν(X,q) ,
where ν(X,q) is the number of x ∈ |X| with N(x) = q . Using the fact that X(Fq) is the set of
scheme morphisms Spec(Fq) → X, we see that
#X(Fpn) =
∑
d|n
dν
(
X,pd
)
for all p,n. A routine computation shows that the lemma follows from Theorem 1.5 and the two
equations above. 
Proposition 11.3. Let X and Y be schemes of finite type over Z. Then
ζXY (s) = ζX(s)ζY (s)
and
ζX×Y (s) = ζX(s)  ζY (s),
where  is the operation defined in Theorem 1.1 on the set of multiplicative arithmetic functions
over R = Z, or equivalently on the set of formal Dirichlet series over Z expressible as an Euler
product.
Proof. Since
#(X  Y)(Fq) = #X(Fq) + #Y(Fq)
and
#(X × Y)(Fq) = #X(Fq)#Y(Fq),
one has
Log
(
ζXY (s)
)= Log(ζX(s))+ Log(ζY (s))
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Log
(
ζX×Y (s)
)= Log(ζX(s)) Log(ζY (s))
for all X and Y , by Lemma 11.2. The result therefore follows by the fact that Log over Z is an
injective ring homomorphism. 
Corollary 11.4. Let S(Z) denote the set of formal differences X − Y of isomorphism classes
of schemes X and Y of finite type over Z. This set forms a ring under the operations  and
× called the Grothendieck ring of schemes of finite type over Z. By Proposition 11.3, the map
Z :S(Z) → RatTyp(Z) acting by
Z :X − Y → ζX(s)
ζY (s)
is a homomorphism of rings.
To our knowledge, there is no known explicit description of the image of Z . Corollary 11.4
shows that the image of Z is a subring of RatTyp(Z).
Motivated by Lemma 11.2, we define
ΩX(s) := Log
(
ζX(s)
)= ζ(s)∑
q>1
#X(Fq)q−s .
This formal Dirichlet series is an additive analogue of the zeta function ζX(s) and carries the
same information. As in Corollary 11.4, one has a ring homomorphism S(Z) → Add(Z) acting
by
X − Y → ΩX(s) − ΩY (s).
Moreover, as a complex Dirichlet series, ΩX(s)
ζ(s)
converges absolutely for Re(s) > dim(X). Thus
one might study the complex analytic properties of ΩX(s) as compared with those known and
conjectured of ζX(s) and ζ
′
X(s)
ζX(s)
. For example, one may seek analogues of the Weil conjectures,
meromorphic continuation, and information about zeros, poles, and residues. We leave this as a
possibility for further exploration.
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