Hemispherical nanobubbles reduce interfacial slippage in simple liquids by Finger, Anne & Johannsmann, Diethelm
This journal is c the Owner Societies 2011 Phys. Chem. Chem. Phys., 2011, 13, 18015–18022 18015
Cite this: Phys. Chem. Chem. Phys., 2011, 13, 18015–18022
Hemispherical nanobubbles reduce interfacial slippage in simple liquids
Anne Finger and Diethelm Johannsmann*
Received 13th May 2011, Accepted 17th August 2011
DOI: 10.1039/c1cp21548e
Using an electrochemical quartz crystal microbalance (EQCM), we have produced bubbles of
nanoscopic size at the front electrode of an acoustic shear wave resonator. Nanobubbles are
usually expected to increase the resonance frequency because they have a low density and, also,
because a liquid slides easily at a liquid–air interface. However, the bubble-induced frequency
shift in many cases was negative, which implies positive hydrodynamic thickness and reduced
slippage. The explanation is based on Laplace pressure. Due to the bubbles’ inherent stiﬀness,
the space in-between neighboring bubbles may turn into an assembly of pockets which move with
the underlying substrate in the same way as a solid ﬁlm. If, ﬁrst, the bubbles are so small that the
Laplace pressure can overcome the viscous drag, and, second, the contact angle is in the range
of 901, the latter eﬀect dominates. This interpretation was corroborated by a calculation using the
ﬁnite element method (FEM). The argument as such is not limited to acoustic shear waves:
hemispherical nanobubbles increase the surface drag in stationary ﬂows in the same way.
I Introduction
Slippage at a solid–liquid interface has for a long time been
regarded as a classic misunderstanding. As the textbooks
explain, the solid–liquid interface obeys a no-slip condition
because the interactions between small molecules and the wall
should be at least as strong as the interactions between two
such molecules in the bulk.1,2 The eﬀective viscosity at the
interface therefore should be at least as large as the bulk
viscosity. There are many examples of enhanced viscosity
(‘‘solidiﬁed layers’’) near a solid–liquid interface. These are
composed of immobilized molecules. The opposite phenomenon,
a layer of highly mobile molecules, was considered an exception,
if not a phantom.
Today there is solid experimental evidence for slip even in
simple liquids.3–5 On a fundamental level, there is agreement
that (nano-)bubbles can—under certain circumstances—facilitate
the lateral movement of liquid.6 For instance, a hydrophobic
sphere impinging onto a water surface through air dives deeper
into the liquid than the same sphere hitting the same surface,
when the air is replaced with water vapor. This is explained by
a thin ﬁlm of gas at the surface of the sphere.
We brieﬂy mention two other meanings of slip, which are
not covered here. Slip can mean ‘‘solid-like sliding’’ in the sense
of friction and tribology.7 While such phenomena can
deﬁnitely be investigated with shear wave resonators,8 they
are outside the scope of this work. Secondly, slip can mean
interfacial shear thinning in complex liquids.9 The well-known
everyday-example is tooth paste. When squeezed out of the
tube, tooth paste experiences plug ﬂow because the large stress
at the wall induces structural transformations inside the paste
(such as an alignment of polymer chains along the direction of
shear). These make the boundary less viscous than the bulk.
Acoustic shear waves are not well suited to study such eﬀects.
Complex ﬂuids usually are so viscous that they overdamp the
shear vibration. A second problem with slip in complex ﬂuids
is the large stress required to induce structural changes at the
interface.
Slip in simple liquids is of practical relevance whenever there
is ﬂow on small spatial scales. The most obvious example is
ﬂow in porous media,10 where the pore size may easily be of
the same order of magnitude as the slip length (for the
deﬁnition of the slip length see Fig. 1). A second example is
sedimentation,11 where the slip length must be compared to
the particle diameter. Although not much appreciated in the
literature, nanobubbles and slip should be of outstanding
importance in electrochemistry. Gas diﬀusion electrodes12
and electrophoretic deposition are examples.13 The work
reported here was carried out using high frequency acoustic
waves because the associated short wavelengths make it easy
to detect slip. In a practical context, such conditions are found
in ultrasonic cleaning14 and sonoelectrochemistry.15 This is
not to say that the arguments outlined below are irrelevant to
steady ﬂows. The behavior of hemispherical nanobubbles in
steady ﬂow is very similar to their behavior in ultrasonic shear
ﬁelds.
The paper is structured as follows. In Section II, we brieﬂy
remind the reader of the simplest possible model of slip and
what this model predicts for the frequency shift obtained with
a quartz crystal microbalance (QCM). Sections III and IV
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describe the experimental methods and the results obtained in
an electrochemical context. Section V explains qualitatively,
why nanobubbles may increase the hydrodynamic resistance at
an interface, rather than inducing slip. Section VI comple-
ments the explanation put forward in Section V with a ﬁnite
element analysis and Section VII concludes.
II A simple model of slip and its consequences for
the frequency shift of a QCM
The continuummodel of slip in simple liquids amounts to a layer
of decreased viscosity close to the surface. Decreased viscosity
implies increased shear gradient. The slip length, bs, (see Fig. 1) is
deﬁned by extrapolating the linear portion of the ﬂow proﬁle,
n(z), to the plane of zero shear. Should the plane of zero shear be
located below the interface, then the distance between the two is
called slip length.16 Evidently, the near-surface viscosity may also
be increased. Reasons might be surface roughness, the presence
of adsorbates, or an increased density. The distance between the
surface and the plane of zero shear then is the hydrodynamic
thickness of the respective layer.17 The slip length can be viewed
as an apparent negative hydrodynamic thickness. One can show
that the slip length, bs, is given by
5
bs ¼
Zliq
Zf
 1
 
df ð1Þ
df is the thickness of the layer with reduced viscosity (solid line in
Fig. 1) and Zf is the viscosity inside this layer. Since eqn (1) is
linear in df, it also holds for continuous proﬁles Z(z) (dashed line
in Fig. 1) in an integral sense:
bs ¼
Z1
0
Zliq
ZðzÞ  1
 
dz ð2Þ
The term ‘‘slip length’’ does not involve a statement what-so-ever
on the physical origin of slippage. It only rephrases the
phenomenon.
For simple liquids one expects the layer of anomalous viscosity
(be it decreased or increased) to be a few nanometres (a few
molecules) thick, at most. Unless the viscosity in the denominator
of eqn (2) is close to zero, the slip length is a few nm, as well, and
the measurement of the slip length by conventional macroscopic
techniques therefore is diﬃcult. As has been pointed out by
numerous authors, acoustic waves should be well-suited tools
of investigation.18–20 The depth of penetration of the acoustic
shear wave emanating from the resonator is around 100 nm.
If the slip length is—for instance—1% of the penetration
depth, slip is readily observable in acoustic experiments.
When employing acoustic resonators, one typically relies
on changes of the resonance frequency and the bandwidth.
There is a simple relation between the frequency shift, Df, and
bs if the slip layer is much thinner than the wavelength of
sound (‘‘long wavelength-approximation’’). In the following,
we present a simpliﬁed treatment. For more complete accounts
see ref. 18–20. We treat the slipping layer as an acoustic
multilayer, where each layer, i, is characterized by its thickness,
di, its acoustic impedance,Zi, and its speed of transverse sound, ci.
The wave vector, ki, is given by o/ci. Since kidi { 1 for all
layers, trigonometric functions in kidi can be linearized, whenever
they occur. Making these approximations, one ﬁnds21
Df 
fF
  o
pZq
X
i
Z2i  Z2liq
Z2i
ridi
  o
pZq
Z1
0
Z2ðzÞ  Z2liq
Z2ðzÞ rðzÞdz
  rliqo
pZq
Z1
0
GðzÞ  Gliq
GðzÞ dz
  rliqo
pZq
Z1
0
ZðzÞ  Zliq
ZðzÞ dz
ð3Þ
Here Df* = Df+ iDG is the complex frequency shift and DG is
shift of the half bandwidth at half maximum (‘‘bandwidth’’,
for short). Many users of the QCM-D describe dissipative
processes by the parameter D (‘‘dissipation’’) instead of G.
The two are related byD= 2G/f. f F = 5MHz is the frequency
of the fundamental, Zq = 8.8  106 kg m2 s1 is the acoustic
impedance of AT-cut quartz. Z(z) = (r(z)G(z))1/2 is the
acoustic impedance of the material at position z, r is the
density, and G is the shear modulus. The index liq denotes the
liquid. Constant density (rB rliq everywhere) was assumed in
line 2. G = ioZ was used in the last line.
If the viscosity of the ﬁlm is much larger than the viscosity
of the liquid, the integrand in eqn (3) becomes unity and
eqn (3) reduces to the Sauerbrey equation.22 If, on the other
hand, Z(z) is lower than Zliq, Df becomes positive and is
proportional to the slip length. To see this, write:
Df
fF
  rliqo
pZq
Z1
0
ZðzÞ  Zliq
ZðzÞ dz 
2f rliq
Zq
Z1
0
Zliq
ZðzÞ  1
 
dz
¼ 2f
Zq
rliqbs
ð4Þ
To the experimentalist, slip looks like a negative Sauerbrey
mass, where the slip length is the same as the apparent negative
Sauerbrey thickness. Since frequency, f, is proportional to
overtone order, n, eqn (4) predicts Df/n = const. The latter
relation is referred to as ‘‘Sauerbrey scaling’’ in the following.
Fig. 1 Flow proﬁle above a solid surface with slip. The slope, dv(z)/dz,
is inversely proportional to the local viscosity, Z(z). From Newton’s law
of action, the shear stress is constant and independent of z. Solid line:
the viscosity is reduced inside a hypothetical discrete layer of thickness df.
Dashed line: the viscosity Z(z) increases continuously from a small
value at the surface to a somewhat higher value in the bulk. At the
surface, the shear gradient is increased correspondingly. The slip length,
bs, is the distance from the surface to the extrapolated plane of zero
shear (dotted line).
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Rigid ﬁlms (‘‘Sauerbrey ﬁlms’’) have the same dependence of
Df on n (albeit with negative Df).
Positive frequency shift upon bubble evolution has been
observed in the past. To our knowledge, the ﬁrst report is from
the Hillman group.23 These authors produced bubbles of
molecular hydrogen andmolecular chlorine in an electrochemical
QCM. At large negative and large positive voltages (cathodic
and anodic conditions, respectively) the frequency strongly
increased. From today’s perspective, their Fig. 3 is intriguing,
because the frequency shift in the intermediate regime (low
voltage) is by no means a ﬂat horizontal line. Rather, there
were negative frequency shifts when the voltage was ramped
from zero towards the anodic and the cathodic region. Possibly,
the Hillman group saw nanobubbles in the sense of Fig. 5a.
Zhang also reports positive frequency shifts caused by nano-
bubbles.24 These experiments were not of electrochemical
nature. Rather, nanobubbles were produced by the solvent
exchange procedure.25 With such bubbles, there has been
intense debate on whether or not these are stable and, if so,
why.26 We do not contribute to this debate. In our work, bubbles
are the consequence of a dynamic equilibrium between the
formation of molecular hydrogen at the cathode and its
dissolution. Positive Df upon bubble formation is—somewhat
on the side—mentioned in ref. 27. In this work, the focus was
on the electrochemistry of IO3
 and the evidence for bubble
formation is not strong. Rather, the positive frequency shift
was considered as an indication of bubble formation. The Craig
group used nanobubbles to clean protein-covered surfaces.28
Again, the frequency shift is positive. Finally, there is an
interesting and carefully performed study on electrochemically
produced bubbles and the extent to which these lead to slip.29
Interestingly, the experimental results remained inconclusive.
The frequency shift was below the noise level.
The results shown below are of a similar kind as the ones
reported in ref. 29. In particular, we have seen many examples,
where we expected nanobubble formation and did not see
corresponding changes in frequency or bandwidth. All experi-
ments carried out in acids were of this type. Only after we
switched to salt solutions at neutral pH did we see the results
shown in the Experimental section. Furthermore, there was a
dependence of Df and DG on the type of salt employed.
Presumably this goes back to an inﬂuence of the salt onto the
wettability of the substrate. The details of the conditions under
which nanobubbles form are outside the scope of this work.
Again: these nanobubbles are not at all stable, but rather the
result of a dynamic equilibrium. They disappear once the
cathodic voltage is turned oﬀ. They are not of the peculiar type
of nanobubbles found with the solvent exchange procedure.25 In
the following, we ﬁrst describe the experiment (Section III) and
show the experimental results (Section IV). These experiments
suggest that bubbles may appear as solid-like objects. This is
rationalized on a qualitative basis in Section V. Section VI further
corroborates this argument with a ﬁnite element calculation.
III Experimental
The experiments were carried out with 5 MHz crystals pur-
chased from Fil-Tech (Boston, MA). They were coated with
gold and an adhesive layer of chromium. The diameter was
one inch. They were mounted in a commercial holder supplied
by Maxtek Inc., CA. Organic contaminants were removed
from the gold electrodes prior to experiment by means of a
UV-ozone cleaner (Bioforce Nanoscience Inc., Ames, IA).
When reusing the crystals between diﬀerent experiments, we
thoroughly washed them in ultrapure water. Frequency and
bandwidth were determined by classical impedance analysis.30
The network analyzer employed was the unit HP4396 from
Hewlett Packard, CA.
The instrument was operated as a classical electrochemical
QCM (EQCM). A three-electrode-setup was employed with
the front electrode of the quartz crystal acting as the working
electrode, a platinum sheet as the counter electrode, and a
saturated calomel electrode (SCE, Sensortechnik Meinsberg,
Germany) as the reference. The voltage of the working
electrode, j, was controlled by a potentiostat (PGU 10V-1A
IMP, Jaissle, Germany) connected to a function generator
(33220A, Agilent Technologies Inc., CA). j was alternated
between 0 V vs. SCE and a negative voltage (0.5 to 1.8 V in
steps of 0.1 V, see Fig. 2). The duration was 2 min for each
voltage setting. All water was of ultrapure grade (18.2 MO cm,
Sartorius arium 611VF). The electrolytes were 1 mol L1
solutions of the respective salts in water. KNO3 (Riedel-de
Hae¨n, p.A.), NaCl (Aldrich, ACS reagent), and NaBr (Acros
Organics, p.A.) were used as received.
Fig. 2 Evolution of frequency (a), bandwidth (b), and electrochemical
current (d) with time upon subjecting the sample to negative voltage
pulses of 2 minutes duration and variable height. The voltage trace
is panel c. The variation in Df in the initial phase of the experiment is
a drift of the baseline. The threshold voltage for nanobubble
formation (as evidenced by a nonzero Df) is 0.6 V vs. SCE. At this
voltage, the current is in the range of a few mA. The bandwidth,
DG, hardly responds. At voltages more negative than 1 V vs. SCE,
the picture changes. The frequency shift becomes positive, DGturns
negative (comparable in magnitude to the shift in Df) and the current
increases to values in the range of 1 mA. This happens because
now macrobubbles form at the crystal surface, also easily observed
by eye.
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IV Results
Fig. 2 shows a data trace obtained with KNO3 as the supporting
electrolyte. There are several noteworthy features. First, and
most importantly, the frequency shift observed upon application
of a voltage to the cathode was stable and negative for
j between 0.6 V and 1 V. For electrode potentials of
jo 1.5 V, Df is clearly positive. In the latter case, there were
signiﬁcant drifts of Df during the pulse. Bubbles were visible.
Note: the visible bubbles were macrobubbles. Only these were
visible to the eye, nanobubbles were not. The macrobubbles
grew in size until they detached from the surface and ﬂoated to
the top of the cell. In the intermediate voltage range (1 to
1.5 V), Df was poorly reproducible and we do not discuss the
details.
Fig. 3 shows the dependence of Df (at 15 MHz) on potential,
j, for three diﬀerent types of supporting electrolytes. In all
three cases, Df eventually turns positive at j o 1.5 V.
However, Df is not always negative at the less negative
voltages (0.5 V o j o 1 V). It is positive in this range
for NaBr. Following the arguments outlined at the end of
Section V, this should be interpreted as a consequence of either
high or low air–water contact angles. In the former case, the
bubble forms a shallow lens which hardly deviates the ﬂow. In
the latter case, the bubble is a truncated sphere which responds
to the ﬂow by rotation with little deformation.
Even though there is no experimental evidence, the stability
criterion speaks in favor of a shallow bubble. If the contact
line is pinned (it usually is to some degree) and the bubble is
shallow, the curvature of the air–water interface increases with
increasing bubble volume. The saturation concentration of
dissolved gas in the liquid phase then increases as well
according to the Kelvin equation31 and the rate of dissolution
increases, in consequence. This eventually limits the further
growth of the bubble. For truncated spheres this feed back
loop works the other way: the rate of dissolution decreases as
the bubble radius increases, which leads to self-accelerating
growth.
Fig. 4 shows the dependence of the time-averaged shifts of
Df/n and DG/n on n. For both KNO3 and NaBr, Df/n is about
constant, which amounts to Sauerbrey scaling. As far as the
case of Df4 0 is concerned, this matches the prediction from
eqn (4). For the case of Dfo 0, one might also expect that the
amount of trapped mass is independent of overtone order. The
experiment supports this conjecture.
V Bubbles may appear as stiﬀ objects
The explanation for a bubble-induced increase in coupled
mass follows from the notion that bubbles (and nanobubbles,
in particular) may be viewed as stiﬀ objects due to the
deformation-induced Laplace pressure. Bubbles can speed up
the movement of the nearby liquid relative to the situation on
a ﬂat surface. Bubbles in this sense create surface roughness,
which increases the moving mass.
Consider the deformed bubble depicted in Fig. 5a. The
curvature of the interface has decreased on the left-hand side,
while it has increased on the right. The change in curvature is
proportional to the bubble deformation (in units of %) and to
the curvature of the undeformed bubble, 1/r0.
Bubble deformation per se is a complicated subject.32,33
Consider stationary ﬂows, ﬁrst. There is rule of thumb for
small deformation. In this limit the deformation (deﬁned as
the normalized change in length of the long axis, DL/L) is
proportional to the capillary number, Ca, where the latter is
deﬁned as
Ca ¼ _gZr0
s
ð5Þ
_g is the shear rate (or, more generally, the characteristic rate of
the ﬂow) and s is the surface tension. Ca compares the viscous
stress, _gZ to the Laplace pressure, s/r0. Bubble deformation
has an associated time scale, termed ‘‘emulsion time’’ in the
context of droplets.32 It is given as tr = Zr0/s. After cessation
of ﬂow, the bubbles return to a spherical shape within a time
about equal to tr. The capillary number can also be written as
Ca = _gtr. Written this way, Ca compares the ﬂow rate to the
Fig. 3 Frequency shifts of the 3rd harmonic versus the cathodic
voltage for three diﬀerent supporting electrolytes. The salt concen-
tration was 1 mol L1 in all cases. The frequency shift is positive at
large negative voltages, because ultimately, the cathodic voltage
produces macrobubbles. Interestingly, Df is not always negative at
potentials less negative than 0.5 V. For NaBr, it is positive. Follow-
ing Fig. 5b, we explain this ﬁnding with either a large or a small
contact angle (shallow bubble or bubble forming a truncated sphere,
respectively).
Fig. 4 Normalized frequency shifts, Df/n, and normalized shifts of
bandwidth, DG/n, versus n. Df and DG were time-averaged over the
duration of the pulse. The voltages are indicated in the legend. For
both KNO3 and NaBr, the overtone dependence of the frequency shift
is best approximated by Df/n E const., that is, by Sauerbrey scaling.
The layer of bubbles looks solid-like in the case of KNO3, whereas it
constitutes a slip layer (cf. eqn (4)) in the case of NaBr.
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inverse emulsion time. As long as _g o tr1, the ﬂow-induced
elongation is—within numerical factors of order unity—equal
to Ca. The ﬂow-induced change in curvature then is
D
1
r
 
 1
r0
Ca ¼ Z
s
_g ð6Þ
Again, we have disregarded numerical coeﬃcients. The ﬂow-
induced normal pressure is
pnorm ¼ sD 1
r
 
 Z _g ð7Þ
Note that only the ﬂow-induced changes in the Laplace
pressure aﬀect the ﬂow. The static Laplace pressure is
irrelevant for the bubble’s dynamical behavior. As eqn (7)
shows, the normal pressure exerted by the deformed bubble is
of the same order of magnitude as the viscous stress. Whether
bubbles increase or decrease the hydrodynamic drag at
a surface depends on the numerical factors, which cannot
be easily predicted from simple arguments. Our claim that
bubbles may increase the drag therefore critically relies on the
experiment and the FEM calculation. Again, this analysis
relies on the condition Ca{ 1. At large ﬂow rates, the bubbles
are disrupted and the situation is much diﬀerent.
As long as Ca { 1, there is little diﬀerence between steady
and oscillatory ﬂow. There is one caveat though, which is the
need for a bubble radius smaller than the penetration depth of
the shear wave, d. One has d= (2Z/(ro))1/2 with r the density of
the liquid. For 5 MHz crystals in water, the penetration depth is
250 nm/n1/2 (n the overtone order). For ultrasonic shear waves,
the shear rate is given as _g ¼ ou0=d ¼ ou0=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2Z=ðroÞp . u0 is the
amplitude of oscillation. Eqn (7) now holds in essentially the
same way as for steady ﬂow: the bubble-induced stress is about
the same as the viscous stress and one needs to look into the
details in order to predict whether bubbles enhance or reduce
the hydrodynamic drag.
However, a fundamental diﬀerence between steady and
oscillatory ﬂow occurs for Ca c 1. In steady ﬂow at Ca c 1,
the situation becomes nonlinear because the bubbles break.
At high frequencies, on the other hand, no such nonlinearity
occurs because the amplitude is small. For Ca c 1 in
oscillatory ﬂow, the bubbles become soft in the sense that
their deformation aﬃnely follows the motion of the liquid. If
the amplitude was large (which is of course possible, in
principle), the bubbles would eventually rupture, but the
amplitudes encountered at a QCM-surface never are
that large.
In the following, we assume that the bubble shape aﬃnely
follows the liquid. When sheared by a small amount, a
spherical bubble deforms into an ellipsoid, where the long
axis is oriented at an angle of 451 relative to the shear
direction. The elongation is the same as the shear angle. The
shear angle of the background ﬂuid is u0/d. The shear induced
change of curvature then becomes
D
1
r
 
 1
r0
du zð Þ
dz
 1
r0
u0
d
ð8Þ
u(z) is the tangential displacement of the background ﬂuid. In
order to estimate whether the bubble signiﬁcantly deviates the
ﬂow, we have to compare the ﬂow-induced normal pressure
(pnorm = su0/(r0d)) to the viscous stress (svisc = _gZ= ou0Z/d).
One ﬁnds
svisc
pnorm
 oZr0
s
ð9Þ
Eqn (9) amounts to the deﬁnition of characteristic number for
high-frequency ﬂows, which plays the same role as the capillary
number. We call it Ca*. Ca* diﬀers from Ca in that the shear
rate, _g, is replaced by frequency, o. For large Ca*, the bubble
does not rupture, it only becomes soft. At the cross-over
between soft and stiﬀ bubbles one has
oZ  s
r0
ð10Þ
The critical bubble radius below which the ﬂow-induced Laplace
pressure exceeds the viscous drag follows from eqn (10). Using
o = 2p 5 MHz (a typical quartz resonator), Z = 103 Pa s,
and sE 72 mN m1 (the latter two values mimicking water),
the critical radius comes out as 2 mm.
With regard to bubbles larger than this critical radius, one
has to bear in mind that the penetration depth of the shear
wave is only 250 nm. The shear wave will therefore only
deform the lower part of the bubble. In the FEM calculation
described below, we intended to keep eﬀects of surface tension
and of geometry apart and therefore varied the surface
tension, rather than the bubbles size. The bubbles radius was
maintained ﬁxed at r0 = 10 nm. With this ﬁxed radius, one
calculates the critical surface tension separating ‘‘soft’’ from
‘‘stiﬀ’’ bubbles as sc E 0.03 mN m
1.
Still another way of looking at eqn (10) focuses on frequency.
Soft and hard bubbles are characterized by o c tr
1 and
o { tr1 respectively. Rather than varying surface tension
in the FEM calculation, we might also have varied o. The
short-coming here is that the penetration depth, d, also
depends on o. In order to ensure r0 o d at all frequencies of
interest, the bubble diameter would have to be in the sub-nm
range, which of course is unrealistic. Still, conceptually,
eqn (9) describes a relaxation.
Fig. 5 Illustration of the forces connected to bubble deformation.
Panel a shows a hemispherical bubble. Under shear, a Laplace
pressure of magnitude sD(1/r) develops at the deformed surfaces.
Here 1/r is the curvature, D(1/r) is the shear-induced change in
curvature, and s is the surface tension. Arrows indicate deforma-
tion-induced forces. Panel b depicts two bubble geometries, which do
not increase the apparent mass. If the bubble is shallow, the liquid
easily ﬂows around it. Most of the interfacial ﬂow is tangential and the
bubble lowers the interfacial shear stress. If, on the other hand, the
bubble forms a truncated sphere (lower right), there is normal stress at
the interfaces, but the bubble can accommodate for it by rotation
rather than deformation.
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Importantly, the above considerations are only relevant to
the experiment if the contact angle is in the range of 901. For
high and low contact angles (Fig. 5b), ﬂow induced normal
pressures do occur, but they are too weak to actually increase
the drag at the surface. For shallow bubbles, the liquid easily
slides across the bubble surface with little normal stress
exerted by the bubble. If, on the other hand, the bubble forms
a truncated sphere (to the right in Fig. 5b), the bubbles rotates
as a whole with some small amount for deformation at the
contact line. It is by no means guaranteed that nanobubbles
decrease the resonance frequency. They only do, if they form
hemispheres.
VI FEM calculations
Central to the view outlined Section V is the notion that
bubbles constitute a heterogeneity.34 In the following, we
analyze this geometry by means of the ﬁnite element method
(FEM). As described in ref. 35, Df and DG can be predicted
even for complicated geometries using the ﬁnite element
method and the small load-approximation (SLA). The latter
states that the complex frequency shift Df* = Df + iDG is
proportional to the area-averaged tangential stress at the
resonator surface.
Df 
fF
¼ i
pZq
ZL ¼ ipZq
st
_u
 i
pZq
hsti
_u
ð11Þ
ZL= st/
:
u is the load impedance, st is the tangential stress,
:
u is
the tangential velocity and angle brackets denote an area-
average. Both st and
:
u are to be understood as complex
amplitudes of an oscillatory quantity. The SLA is applicable
to a wide range of samples. That certainly includes the Sauerbrey
ﬁlm. For the Sauerbrey ﬁlm, the stress is of inertial origin and
given by mf (o2u0), where mf is the ﬁlm’s mass per unit area,
u0 is the oscillation amplitude and o2u0 is acceleration. The
velocity,
:
u, is given as iou0. Inserting these relations, one ﬁnds
the Sauerbrey equation22 (Df = 2f Fmf/Zq) recovered. Other
types of samples produce stress at the crystal surface in various
other ways. On a fundamental level, the QCM responds to
stress, not to mass. Since Df* depends linearly on st, the SLA can
be applied in an average sense. One may replace the stress by an
area-averaged stress, hsti. Assume that the sample is a structured
material, such as a layer of biological cells, a sand pile, a froth, an
assembly of vesicles, or a bubble. If the average stress–velocity
ratio at the interface between the resonator and the sample can
be calculated in one way or another, a quantitative analysis of
the QCM experiment is in reach.
For the FEM calculation, we employed the Incompressible
Navier–Stokes module supplied by COMSOLGmbH (Go¨ttingen,
Germany). The central limitation of this particular package is
the fact that the calculation only covers 2D geometries.36 The
hemicircle in Fig. 6 represents an inﬁnite hemicylinder, rather
than a hemisphere. For this reason, the calculation can only be
used for qualitative statements.
With regard to the details of the FEM calculation, we refer
the reader to ref. 35. Fig. 6 shows the geometry and some raw
outputs. The resonator surface is the bottom of the cell. It
oscillates tangentially with an amplitude of u0 = 0.01 nm. The
cell is 0.8 mm wide and 2 mm high. Only the central portion of
the cell is displayed. The top of the cell is an immobile wall.
The wall is of little inﬂuence on the outcome of the simulation
because it is located outside the penetration depth of the shear
wave, d. For a 5 MHz crystal in water, one has d= 250 nm/n1/2.
Periodic boundary conditions are applied to the left and to the
right. What appears as a single bubble in Fig. 6 therefore is a
regularly spaced array of bubbles.
The radius of the bubble in the center is r0 = 10 nm.
The contact angle is 901. The bubble’s density and viscosity
are 1 kg m3 and 106 Pa s, respectively. This material mimics
air. All materials are assumed to be incompressible. While
this is questionable for air, in principle, it is not a problem for
Fig. 6 Panel a shows the geometry of the ﬁnite element calculation.
The bottom boundary of the cell is the resonator surface, which
undergoes tangential oscillations. The hemicircle in the center is the
bubble. It is assigned the density and the viscosity of air. The ambient
medium is water. The shell in-between air and water is the air–water
interface. Its viscosity is the same as the viscosity of water. The low
viscosity to the inside amounts to a no-slip condition. Surface tension
is incorporated into the model via ‘‘body forces’’ onto the membrane.
These act in the normal direction and are proportional to the ﬂow-
induced change of local curvature. Panels b and c show the lateral
velocity as gray values (bright is high velocity), while the lines are the
stream lines. In panel b, the interfacial tension was s = 0.01 mPa s.
The interface is soft under these conditions, and the ﬂow deviates from
simple shear ﬂow (which would correspond to horizontal stream lines)
in the downward direction. There is a large normal component to the
ﬂow at the bubble surface. The liquid deforms the bubble. In the case
of high surface tension (panel c, s = 72 mPa s), the situation is
reversed. The stream lines now deviate upwards. The liquid ﬂows
around the bubble, rather than deforming it.
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this particular model. Since the wavelength of compressional
sound is much larger than the bubble radius, the bubble would
have to contract or expand as a whole. Such volume changes
are symmetry-forbidden in this particular geometry. Expansion
and contraction would have to occur at the same frequency as
the tangential oscillation of the substrate. The expansion would
therefore have to occur, while the surface moves into one
particular direction, but symmetry dictates that the expansion
might equally well occur while the substrate moves into the
opposite direction. As a consequence, there is no expansion at all.
The liquid–air interface was modeled as a thin layer with
density and viscosity the same as of water. Since the air inside the
bubble has low viscosity, there are almost no tangential forces
acting at the liquid–air interface. The normal forces, on the
contrary, are substantial because of surface tension. This is the
essence of the model. Surface tension was incorporated into
the model in the form of body forces acting onto the material
in the thin layer representing the interface. The body forces
act in the normal direction and are proportional to the ﬂow-
induced change in curvature, D(1/r). D(1/r) was computed as
D
1
r
 
¼ 1
io
d2vn
ds2
 1
r0
dvt
ds
 
ð12Þ
s is the arc length along the interface. nn and nt are the normal
and the tangential component of the velocity.
Fig. 6b and c show two raw outputs. Gray values encode
the local tangential velocity normalized to the velocity of
the substrate. The tangential velocity decreases with distance
from the resonator surface due to the decay of the shear wave.
The lines are streamlines. In Fig. 6b the surface tension was
s = 105 N m1. Since the Laplace pressure under these
conditions almost vanishes, the bubble surface is easily
deformed and there is a normal component to the oscillatory
ﬂow at the interface. The deviation from pure shear ﬂow is
downward. The velocity of ﬂow is reduced above the bubble.
This contrasts to the situation depicted in Fig. 6c. Here, the
surface tension was s = 72  103 N m1, mimicking water.
Under these conditions, the streamlines do not cross the
liquid–air interface. Rather, they are deviated upwards. The
liquid above the bubble moves faster than average. The liquid
in the pockets is partially locked in its motion to the movement
of the substrate by the rigid bubbles.
In order to see the transition from soft to stiﬀ bubbles in the
FEM calculation, we varied the surface tension. According to
eqn (10), variable surface tension drives the transition between
soft and stiﬀ bubbles in essentially the same way as the bubble
radius and the frequency, where small surface tension corres-
ponds to large bubbles and high frequency. Fig. 7 shows the
derived values of Df and DG versus surface tension. The surface
tension ranged from s= 105 to 101 N m1. The calculation
was done for the ﬁve lowest harmonics (5, 15, 25, 35, and
45 MHz). Both Df and DG were divided by overtone number,
n, in order to check for Sauerbrey scaling.
At low surface tension, the frequency shift is positive as
predicted by eqn (4). The shift in bandwidth is negative, which
is not captured by eqn (4). Eqn (4) is the simplest possible model
of slip. More elaborate models18,19 (not reproduced here)
cover changes of dissipation, as well. As the surface tension
increases, the frequency shift decreases and turns negative at
some critical surface tension, sc. As discussed below eqn (10),
the value of sc should be around 0.03 mM m
1, and should
increase with overtone order. This is conﬁrmed by the numerical
calculation. At s E sc the dissipation goes through a maxi-
mum. In this respect, the physical situation is analogous to a
relaxation. At low surface tension (or, equivalently, high
frequency) the bubble is deformable. The deformation is
cheap, energetically, and the bubble deformation therefore
consumes little energy. At high surface tension (or, equiva-
lently, low frequency), the bubble is rigid. Deformation would
be energetically expensive, but it does not happen to any
signiﬁcant extent. Only at intermediate surface tension is the
dissipation signiﬁcant because there is some limited deformation
at a signiﬁcant energetic expense.
At high surface tension the FEM calculation shows some
features, which are not of any physical meaning. These
resonances go back to an interaction between periodically
spaced neighboring bubbles. This is evidenced by the fact that
the position of these features on the s-scale changes with
distance between neighboring bubbles (data not shown). Such
interference eﬀects are outside the scope of this work.
The FEMmodel yields Sauerbrey scaling for large and small
surface tension. Sauerbrey scaling (Df/n constant, independent
of n) is predicted by eqn (4) for the slipping layer. We have
argued that the trapped mass in-between bubbles may actually
look like a Sauerbrey ﬁlm. Df/n negative and independent of n
is the best scaling we can ﬁnd for the stiﬀ bubble (high surface
tension in Fig. 7a), as well. Sauerbrey scaling was also found in
the experiment (Fig. 4).
As stated in Section V, it cannot be easily predicted by
simple arguments whether bubbles increase or decrease the
hydrodynamic drag at a surface under conditions of Ca { 1
(or Ca*{ 1, stiﬀ bubbles). The stress exerted by the bubble is
Fig. 7 Normalized shifts of frequency (Df/n, a) and bandwidth
(DG/n, b) versus surface tension as calculated by the ﬁnite element
method (see Fig. 6). At low surface tension, the frequency shift is
positive as predicted by eqn (4). DG is negative, indicative of a
decreased rate of dissipation relative to the semi-inﬁnite liquid.
At some critical surface tension (which depends on overtone order)
Df crosses from positive to negative. The features appearing at high
surface tensions (to the right) are artifacts originating from the
periodicity of the geometry and the corresponding interference eﬀects
between the force ﬁelds originating from neighboring bubbles.
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of the same order of magnitude as the viscous stress and one
needs to know the numerical coeﬃcients. The FEM calculation
amounts to such a quantitative statement. Remember though
that the FEM calculation works in 2D. The more important
statement here certainly derives from experiment, which leads
to the same conclusion as the FEM calculation.
Since the experiments yielded an example where bubbles
did promote slip (the case where NaBr was employed as
the supporting electrolyte) one wonders whether the FEM
calculation can catch this situation as well. This is the case.
Fig. 8 shows the analog of Fig. 7, where the contact angles
were chosen as 1741 and 51. Panels a and b show Df and DG for
a shallow bubble, panels c and d show Df and DG for a
truncated sphere (Fig. 5b). For both situations, Df is positive
throughout the entire range of surface tensions. There is a
relaxation of similar form as seen in Fig. 7, but the amplitude
does not suﬃce to bring Df to below zero. These calculations
were plagued by interference eﬀects. At high surface tensions,
the periodicity of the geometry leads to resonances. These are
artifacts. They are seen in Fig. 7 as well, but they are much
stronger in Fig. 8. They should be ignored. The emphasis here
is on the fact that Df is positive for all values of s.
VII Conclusions
Nanobubbles may decrease the frequency shift in a QCM
experiment, if the contact angle is around 901. A negative Df
implies enhanced hydrodynamic drag at the surface. Such
conditions were found when producing nanobubbles by electro-
chemical means on quartz crystal resonators in aqueous solution
of KNO3 and NaCl. Nanobubbles produced in NaBr, on the
other hand, produced positive frequency shift, which implies
reduced hydrodynamic drag, also referred to as slip.
The explanation is based on the bubble stiﬀness. Due to the
Laplace pressure, bubbles do not signiﬁcantly deform unless
the viscous stress exceeds the deformation-induced Laplace
pressure. Stiﬀ bubbles in this sense amount to the condition
s/r0 4 oZ. At MHz frequencies in water, nanobubbles are
rigid objects. Whether they enhance or reduce the drag at the
surface depends on the contact angle. If the contact angle is
around 901, they enhance the drag, otherwise they induce slip.
Although the measurement was carried out at MHz frequencies,
the results should apply to steady ﬂow in the same way. The
stiﬀness condition in steady ﬂow reads as s/r0 4 _gZ, which
implies a small capillary number, Ca. As long as Ca { 1,
hemispherical bubbles increase drag in steady ﬂow, while
shallow ones decrease it. This result should be relevant to a
wide variety of electrochemical settings.
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Fig. 8 Shifts of frequency and bandwidth (normalized to overtone
order) for a shallow bubble and a bubble which forms a truncated sphere
(Fig. 5b). The large values of Df and DG seen at high surface tensions are
artifacts related to the periodicity of the geometry. In both cases, the
frequency shift is positive throughout the entire range of surface energies.
One can still see the characteristic features corresponding to relaxation of
the bubble shape, but these do not cause Df to actually reverse sign.
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