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Abstract
Let C be a real-valued M ×M matrix with singular values λ1 ≥ ... ≥ λM and E
a random matrix of centered i.i.d. entries with finite fourth moment. In this paper
we give a universal upper bound on the expectation of ||pˆirX||
2
S2
− ||pirX||
2
S2
, where
X := C +E and pˆir (resp. pir) is a rank-r projection maximizing the Hilbert-Schmidt
norm ||p˜irX||S2 (resp. ||p˜irC||S2) over the set SM,r of all orthogonal rank-r projections.
This result is a generalization of a theorem for Gaussian matrices due to Rohde (2012).
Our approach differs substantially from the techniques of the mentioned article. We
analyze ||pˆirX||
2
S2
− ||pirX||
2
S2
from a rather deterministic point of view by an upper
bound on ||pˆirX||
2
S2
−||pirX||
2
S2
, whose randomness is totally determined by the largest
singular value of E.
1 Introduction
Let C be a real-valued M ×M matrix, M ∈ N, with singular values λk = λk(C), k =
1, ...,M, in decreasing order and E a M ×M random matrix, whose entries are centered
i.i.d. real-valued random variables with variance σ2 > 0. We denote the singular values
of E by σ1 ≥ ... ≥ σM . Further let pir be a rank-r projection, which maximizes the
Hilbert-Schmidt norm ||p˜irC||S2 over the set SM,r of all orthogonal rank-r projections into
subspaces of RM .
Consider the process (Zp˜ir )p˜ir∈SM,r defined by
Zp˜ir := ||p˜irX ||2S2 − ||pirX ||2S2 , X := C + E, (1.1)
and its supremum denoted by
Zpˆir = sup
p˜ir∈SM,r
Zp˜ir , (1.2)
where pˆir is a location of the supremum. In general, pˆir is not unique, since the distribution
of the entries is allowed to have point masses.
In statistics one is often not interested to recover the whole matrix C from a measurement
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X but a low rank approximation containing most of its information. Clearly, for a fixed
rank r a “best” rank-r approximation is pirC since it minimizes the Hilbert-Schmidt norm
||C − Cr||S2 over all M ×M matrices Cr of rank r. A natural quantity to find a rank r,
such that pirC contains sufficient information about C, is
argmin
r≥1
{ ||pirC||2S2
||C||2S2
≥ α
}
, (1.3)
where α ∈ (0, 1] is a tuning parameter, which specifies the accuracy of the approximation.
The term accuracy is appropriate since for any r
||C − pirC||2S2 = ||C||2S2 − ||pirC||2S2 . (1.4)
Clearly, for α = 1 the expression (1.3) attains the rank of the matrix C. To study quanti-
ties like (1.3) or the right-hand side of (1.4) we require an estimate of ||pirC||2S2 =
∑r
i=1 λ
2
i .
Within our model the statistics ||pirX ||2S2 − σ2rM is an unbiased estimator for ||pirC||2S2 .
Since ||pirX ||2S2 − σ2rM bases on pir, which is typically unknown in advance, naturally the
question arises whether the empirical counterpart ||pˆirX ||2S2 − σ2rM is a good alternative
estimator. This question may be answered by the study of the expression EZpˆir . For a
more detailed discussion of the statistical motivation for this problem see Rohde (2012).
Rohde (2012) investigates the accuracy of empirical reduced-rank projection in case of a
Gaussian noise matrix E by upper and lower bounds on EZpˆir . The proofs in the mentioned
article rely heavily on the Gaussian distribution of E. In particular, the main ingredients
for the upper bound are among others S2-S∞-chaining and the Borell (1975) - Sudakov and
Tsirel’son (1974) inequality. Since Z is not centered, the clue of the paper is a slicing argu-
ment for SM,r to proceed to centered Gaussian processes on well-chosen slices. Beyond, for
the proofs of lower bounds on EZpˆir the invariance property of the distribution of E under
orthogonal transformation and Sudakov’s minoration are used. Due to the dependence of
the proofs on the Gaussian distribution, naturally the question arises whether the results of
Rohde (2012) hold for a larger class of probability distributions of the independent entries
Eij . Before we pursue this question, we first recapitulate the upper and lower bounds from
Rohde (2012).
In the following results and the entire article . means that the left hand side is equal or
less than the right one up to some positive multiplicative constant which does not depend
on the variable parameters in the expression. Moreover we denote the projection on the
space formed by the first s standard basis vectors of RM by Ids.
Theorem 1 (Upper bound for Gaussian matrices)
Under the former assumptions and notations let the distribution of Eij be centered Gaussian
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with variance σ2 and rank(C) ≥ r. Then in case of r ≤M/2 the following bound holds
EZpˆir . σ
2rM
(
min
(
λ21
λ2r
, 1 +
λ1
σ
√
M
)
+min
((
1
r
∑2r
i=r+1 λ
2
i
λ2r
) 1
2
· λ1
σ
√
M
,
λ21
λ2r − λ2r+1
))
, (1.5)
where
λ21
λ2r−λ2r+1
is set to infinity, if λr = λr+1.
Theorem 2 (Lower bounds for Gaussian matrices)
Let Eij be centered Gaussian with variance σ
2.
(i) Let λ1 = ... = λM = α, then
EZpˆir ≥ E
(
sup
p˜ir∈SM,r
||p˜irE||2S2 − ||pirE||2S2
)
(1.6)
and for r ≤M/2
lim inf
α→∞
EZpˆir
α
& σr
√
M − r. (1.7)
(ii) Denote
Zspˆis := sup
p˜is∈SM,r
||p˜is (Cα,s + E) ||2S2 − ||pis (Cα,s + E) ||2S2 , 1 ≤ s < M,
where the singular value decomposition of Cα,s is given by UαIdsV
′, α > 0. Then it holds
lim inf
α→∞
max
s∈{r,M−r}
EZspˆis & σ
2r(M − r). (1.8)
(iii) Let r=1. There exists an M0 ∈ N such that for all σ2 > 0 and any M ≥M0 it holds
inf
C∈RM×M
EZpˆir & E
(
sup
p˜ir∈SM,r
||p˜irE||2S2 − ||pirE||2S2
)
. (1.9)
(1.6), (1.8) and (1.9) indicate that there does not exist a more favorable matrix than C = 0
in terms of accuracy of ||pˆirX ||S2 for ||pirX ||S2 . For r = 1 this statement is proven. (1.7)
shows that in general the upper bound σ2rM(1 + λ1
σ
√
M
) is unimprovable. Nevertheless it
is possible to state a more refined upper bound, as seen in Theorem 1.
In this article we generalize Theorem 1 to all random matrices of centered i.i.d. entries
with finite fourth moment. Our approach differs significantly from Rohde (2012). The key
argument is an upper bound on Zpˆir , whose randomness is totally determined by σ1. This
enables us to use an upper bound on the expectation of the spectral radius of a centered
random matrix with independent entries by Lata la (2005).
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In a broad sense we exploit the location pˆir of the supremum of the process Z to prove
the main result of the article. The clue is that Z attains its supremum on a rather small
S2-ball depending on σ1 for a well-behaved matrix C. Our upper bound on Zpˆir takes this
into account.
The main result of this article is the following:
Theorem 3 (Universal upper bound)
Assume that the entries Eij of the random matrix E have finite variance σ
2 and finite
fourth moment m4. In this case the following inequality holds
EZpˆir . r(M − r)min(I, II, III), (1.10)
where
I = σ2 +
√
m4 +
λ1√
M
(σ + 4
√
m4) , (1.11a)
II =
{
λ21
λ2r−λ2r+1
(
σ2 +
√
m4
)
if λr > λr+1,
∞ if λr = λr+1,
(1.11b)
III =


λ21
λ2r
(
σ2 +
√
m4
)
+
√
λ21
∑
2r
i=r+1 λ
2
i
r(M−r)λ2r
(
σ + 4
√
m4
)
if λr > 0,
∞ if λr = 0.
(1.11c)
This result is a generalization of Theorem 5.1 of Rohde (2012) (resp. Theorem 1 stated
above). We give a brief discussion of this fact later.
The article is structured as follows. In the next section we introduce further notations. We
give some elementary estimations on traces of certain matrices in the third section. Most
of the results in this section are stated for deterministic matrices. In the fourth section a
proof of Theorem 3 is given. Finally in the last section we give a further application of
Proposition 1 of section 3. We derive intervals containing lim infM→∞ λ1(CM + EM ) and
lim supM→∞ λ1(CM +EM ) almost surely, where CM is a deterministic M ×M matrix and
EM is a M ×M random matrix of i.i.d entries with variance σ2M−1.
2 Preliminaries
We write tr(C) for the trace of a matrix C ∈ RM×M and CT for its transpose. In the
sequel we split Z into two subprocesses Z1 and Z2 given by
Z1p˜ir := ||p˜irC||2S2 − ||pirC||2S2 + 2tr(ET (p˜ir − pir)C),
Z2p˜ir := ||p˜irE||2S2 − ||pirE||2S2 .
So it holds Z = Z1 + Z2. Further we denote by pˆi1r a location of the supremum of Z
1. If
A . B and B . A, we write A ∼ B. We denote the Schatten-p-norm, 1 ≤ p ≤ ∞, on
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R
M×M by || · ||Sp . Recall that for C ∈ RM×M with singular values λ1 ≥ ... ≥ λM the
Schatten-p-norm of C is given by
||C||Sp = p
√√√√ M∑
i=1
λpi for 1 ≤ p ≤ ∞ and ||C||S∞ = λ1.
In particular we will use the Hilbert-Schmidt norm || · ||S2 and the spectral norm || · ||S∞ .
Moreover put ∆r :=
∑2r
i=r+1 λ
2
i and rM := r ∧ (M − r). The Euclidean sphere in RM is
denoted by SM−1. For any set B ⊂ SM,r we define its complement by B′ := SM,r \ B.
Lastly, ⌊x⌋ is the largest integer equal or less than x ∈ R.
3 Estimation of traces involving differences of projec-
tion matrices
In this section we derive estimations of traces of certain matrices like those arising in the
process Z. However, the results are stated in a quite general way and are phrased in a
deterministic setting.
First recall some basic properties of orthogonal projections. Clearly, we have
pir = pi
T
r and pir = pirpir for pir ∈ SM,r.
Therefore every orthogonal projection pir is positive-semidefinite. This implies
tr(pi(1)r pi
(2)
r ) ≥ 0 for any pi(1)r , pi(2)r ∈ SM,r.
We conclude
||pi(2)r − pi(1)r ||S2 = ||(Id− pi(1)r )− (Id− pi(2)r )||S2 ≤
√
2rM .
Finally, note that by symmetry of pi
(2)
r − pi(1)r we have
||pi(2)r − pi(1)r ||S∞ = sup
x∈SM−1
|xT (pi(2)r − pi(1)r )x|
= sup
x∈SM−1
|xTpi(2)r x︸ ︷︷ ︸
∈[0,1]
− xTpi(1)r x︸ ︷︷ ︸
∈[0,1]
| ≤ 1.
The next lemma provides a useful estimate to bound tr(ET (p˜ir − pir)C) and Z2p˜ir .
Lemma 1
Let pi
(1)
r , pi
(2)
r ∈ SM,r and A,B ∈ RM×M , then the following inequality holds
tr(AT (pi(2)r − pi(1)r )B) ≤
√
2rM ||A||S∞ ||B||S∞ ||pi(2)r − pi(1)r ||S2 . (3.1)
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Proof. First, note that
pi(2)r − pi(1)r = pi(2)r − pi(2)r pi(1)r + pi(2)r pi(1)r − pi(1)r = pi(2)r (Id− pi(1)r ) + (pi(2)r − Id)pi(1)r .
By orthogonality of the decomposition pi
(2)
r (Id− pi(1)r ) + (pi(2)r − Id)pi(1)r we get
||(Id− pi(2)r )pi(1)r ||S2 = ||pi(2)r (Id− pi(1)r )||S2 =
1√
2
||pi(1)r − pi(2)r ||S2 . (3.2)
By Cauchy-Schwarz inequality follows
tr(AT (pi(2)r − pi(1)r )B)
= tr(ATpi(2)r (Id− pi(1)r )B) + tr(AT (pi(2)r − Id)pi(1)r B)
≤
(
||BATpi(2)r ||S2 ∧ ||(Id− pi(1)r )BAT ||S2
)
||pi(2)r (Id− pi(1)r )||S2
+
(
||pi(1)r BAT ||S2 ∧ ||BAT (Id− pi(2)r )||S2
)
||(pi(2)r − Id)pi(1)r ||S2
≤ 1√
2
√
rM ||BAT ||S∞ ||pi(1)r − pi(2)r ||S2
+
1√
2
√
rM ||BAT ||S∞ ||pi(1)r − pi(2)r ||S2
≤ √2rM ||A||S∞ ||B||S∞ ||pi(1)r − pi(2)r ||S2 .
The statement of the lemma is optimal in the case M ≥ 2r. The equality attains for
matrices
pi(1)r =
r∑
i=1
uiu
T
i , pi
(2)
r =
r∑
i=1
(
√
1− α2ui + αu˜i)(
√
1− α2ui + αu˜i)T ,
A = µId, B = ν
(
pi(1)r − pi(2)r
)
,
where u1, ..., ur, u˜1, ..., u˜r are orthonormal vectors and 0 ≤ α ≤ 1, µ, ν > 0. We give a brief
computation:
tr(AT (pi(1)r − pi(2)r )B) = µνtr
((
pi(1)r −
r∑
i=1
(
√
1− α2ui + αu˜i)(
√
1− α2ui + αu˜i)T
)
×
(
pi(1)r −
r∑
i=1
(
√
1− α2ui + αu˜i)(
√
1− α2ui + αu˜i)T
))
= µν
(
2r − 2tr
(
pi(1)r pi
(2)
r
))
= µν
(
2r − 2r(1− α2))
=
√
2rµνα2
√
2r.
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So it remains to show that ||pi(1)r − pi(2)r ||S2 = α
√
2r and ||pi(1)r − pi(2)r ||S∞ = α.
The first equation is obvious concerning the previous calculation, since
||pi(1)r − pi(2)r ||S2 =
√
tr
((
pi
(1)
r − pi(2)r
)(
pi
(1)
r − pi(2)r
))
= α
√
2r.
To prove the second equation, one can check that α and −α are the only non-zero eigen-
values of pi
(1)
r − pi(2)r . Since pi(1)r − pi(2)r is symmetric, this implies that ||pi(1)r − pi(2)r ||S∞ = α.
As Z has a negative drift, Lemma 1 is not useful to bound ||p˜irC||2S2 −||pirC||2S2 . There-
fore the next lemma gives an estimate on the drift term. It is significant for our subsequent
computations that the distance ||p˜ir − pir||S2 influences the drift term rather squared than
linearly.
Lemma 2
(i) For any p˜ir ∈ SM,r the following inequality holds
||p˜irC||2S2 − ||pirC||2S2 ≤ −
1
2
(
λ2r − λ2r+1
) ||p˜ir − pir||2S2 . (3.3)
(ii) For any p˜ir ∈ SM,r such that ||p˜ir − pir||S2 ≥ λ−1r
√
2∆r, we have
||p˜irC||2S2 − ||pirC||2S2 ≤ −
1
2
λ2r ||p˜ir − pir||2S2 +∆r. (3.4)
Proof. The case λr = 0 is trivial. For λr > 0 both inequalities follow easily from Proposi-
tion 8.1 in Rohde (2012).
Now we derive an upper bound on Z1pˆi1r
, which will be useful to estimate the expectation
of Zpˆir . In a certain way the upper bound regards the location of pˆi
1
r .
Proposition 1
For the supremum Z1pˆi1r
of the process Z1 we have Z1pˆi1r
≤ Y with
Y := min
(
I′, II′, III′
)
, (3.5)
where
I′ := 4rMλ1σ1, (3.6a)
II′ :=
{
4rM
λ21
λ2r−λ2r+1
σ21 if λr > λr+1,
∞ if λr = λr+1,
(3.6b)
III′ :=
{
max
(
4
√
rM∆r
λ1
λr
σ1, 8rM
λ21
λ2r
σ21
)
if λr > 0,
∞ if λr = 0.
(3.6c)
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Proof. We prove for I′, II′ and III′ that Z1pˆi1r is less or equal to each one.
Z1pˆi1r
≤ I′ : Since ||p˜irC||2S2 − ||pirC||2S2 ≤ 0, we get by Lemma 1 for any p˜ir ∈ SM,r
Z1p˜ir ≤ 2
√
2rMσ1λ1||p˜ir − pir||S2 ≤ 4rMσ1λ1. (3.7)
Z1pˆi1r
≤ II′ : Assume λr > λr+1. We obtain by Lemma 1 and 2(i) for any p˜ir ∈ SM,r
Z1p˜ir = ||p˜irC||2S2 − ||pirC||2S2 + 2tr(ET (p˜ir − pir)C)
≤ −1
2
(
λ2r − λ2r+1
) ||p˜ir − pir||2S2 + 2√2rMσ1λ1||p˜ir − pir||S2
Then maximizing the right-hand side of the inequality
Z1p˜ir ≤ −
1
2
(
λ2r − λ2r+1
) ||p˜ir − pir||2S2 + 2√2rMσ1λ1||p˜ir − pir||S2
over all x := ||p˜ir − pir||S2 provides the claim.
Z1pˆi1r
≤ III′ : Assume λr > 0. In order to prove the last bound we split SM,r into two sets
and take the supremum of Z1 on this sets separately. We define
BIII′ := {p˜ir ∈ SM,r : ||p˜ir − pir||S2 < λ−1r
√
2∆r}. (3.8)
It holds
Z1pˆi1r = max
(
sup
p˜ir∈BIII′
Z1p˜ir , sup
p˜ir∈B′III′
Z1p˜ir
)
. (3.9)
For the first expression in the maximum of (3.9) we get analogous to the proof of Z1pˆi1r
≤ I′:
sup
p˜ir∈BIII′
Z1p˜ir ≤ sup
p˜ir∈BIII′
2
√
2rMσ1λ1||p˜ir − pir||S2 ≤ 4
√
rM∆r
λ1
λr
σ1. (3.10)
It remains to bound the second expression in the maximum of (3.9). By Lemma 1 again
and by Lemma 2(ii) follows for any p˜ir ∈ B′III′
Z1p˜ir ≤ −
1
2
λ2r ||p˜ir − pir||2S2 +∆r + 2
√
2rMσ1λ1||p˜ir − pir||S2 . (3.11)
The right-hand side attains its global maximum on
{p˜ir ∈ SM,r : ||p˜ir − pir||S2 = 2
√
2rMσ1
λ1
λ2r
∧√2rM}. (3.12)
If 2
√
2rMσ1
λ1
λr
<
√
2∆r, then it holds
{p˜ir ∈ SM,r : ||p˜ir − pir||S2 = 2
√
2rMσ1
λ1
λ2r
∧ √2rM} ∩B′III′ = ∅.
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In this case due to reasons of monotonicity the right-hand side of (3.11) restricted to
{p˜ir ∈ SM,r : ||p˜ir−pir||S2 ≥ λ−1r
√
2∆r} attains its minimum on {p˜ir ∈ SM,r : ||p˜ir−pir||S2 =
λ−1r
√
2∆r}. So we have
1{√2∆r>2
√
2rM
λ1
λr
σ1}Z
1
p˜ir ≤ 1{√2∆r>2√2rM λ1λr σ1}4
√
rM∆r
λ1
λr
σ1. (3.13)
Otherwise by (3.12) follows
1{√2∆r≤2
√
2rM
λ1
λr
σ1}Z
1
p˜ir ≤ 1{√2∆r≤2√2rM λ1λr σ1}
(
4rM
λ21
λ2r
σ21 +∆r
)
≤ 1{√2∆r≤2√2rM λ1λr σ1}8rM
λ21
λ2r
σ21 . (3.14)
By (3.13) and (3.14) we get
sup
p˜ir∈B′III′
Z1p˜ir = sup
p˜ir∈B′III′
1{√2∆r>2
√
2rM
λ1
λr
σ1}Z
1
p˜ir + 1{√2∆r≤2
√
2rM
λ1
λr
σ1}Z
1
p˜ir
≤ 1{√2∆r>2√2rM λ1λr σ1}4
√
rM∆r
λ1
λr
σ1 + 1{√2∆r≤2
√
2rM
λ1
λr
σ1}8rM
λ21
λ2r
σ21
≤ max
(
4
√
rM∆r
λ1
λr
σ1, 8rM
λ21
λ2r
σ21
)
. (3.15)
Finally combining (3.10) and (3.15) yields Z1pˆi1r
≤ III′.
4 Proof of Theorem 3
Now we are ready to prove Theorem 3. We first state a result by Lata la (2005) in simplified
terms.
Theorem 4 (Lata la (2005))
For any M ×M random matrix E of centered i.i.d. entries with variance σ2 and fourth
moment m4 the following inequality holds
Eσ21 . M
(
σ2 +
√
m4
)
. (4.1)
Note that the original result is phrased for the expectation of σ1 and not of σ
2
1 , but actually
the proof includes statement (4.1).
Proof of Theorem 3. Beforehand note that by distinguishing the cases r < M2 and r ≥ M2
it holds
r(M − r) ≤ rMM ≤ 2r(M − r).
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Now we commence the proof of Theorem 3. We get
EZpˆir ≤ EZ1pˆi1r + E sup
p˜ir∈SM,r
Z2p˜ir . (4.2)
We first consider the second summand in (4.2). By Lemma 1 we have
E sup
p˜ir∈SM,r
Z2p˜ir = E sup
p˜ir∈SM,r
tr
(
ET (p˜ir − pir)E
)
≤ √2rM sup
p˜ir∈SM,r
||p˜ir − pir||S2Eσ21 (4.3)
Recall that ||p˜ir − pir||S2 ≤
√
2rM for any p˜ir ∈ SM,r and apply Theorem 4 to (4.3)
E sup
p˜ir∈SM,r
Z2p˜ir ≤ 2rMEσ21 . rMM
(
σ2 +
√
m4
)
. r(M − r) (σ2 +√m4) . (4.4)
Therefore
E sup
p˜ir∈SM,r
Z2p˜ir . r(M − r)min(I, II, III). (4.5)
So it remains to prove that
EZ1pˆi1r . r(M − r)min(I, II, III). (4.6)
By Proposition 1, monotonicity of integral and Theorem 4 we get
EZ1pˆi1r ≤ EY
≤ min (EI′, EII′, EIII′)
≤ min
(
4rMλ1Eσ1, 4rM
λ21
λ2r − λ2r+1
Eσ21 , Emax
(
4
√
rM∆r
λ1
λr
σ1, 8rM
λ21
λ2r
σ21
))
≤ min
(
4rMλ1Eσ1, 4rM
λ21
λ2r − λ2r+1
Eσ21 , 4
√
rM∆r
λ1
λr
Eσ1 + 8rM
λ21
λ2r
Eσ21
)
. r(M − r)min
(
λ1√
M
(σ + 4
√
m4) ,
λ21
λ2r − λ2r+1
(
σ2 + 2
√
m4
)
,
λ21
λ2r
(
σ2 +
√
m4
)
+
√
λ21
∑2r
i=r+1 λ
2
i
r(M − r)λ2r
(σ + 4
√
m4)
)
. r(M − r)min (I, II, III) .
As mentioned in the introduction, this result is a generalization of Theorem 5.1 of Rohde
(2012). To check this consider the case, where E is a Gaussian matrix and r ≤M/2. Since
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the fourth moment of a centered Gaussian random variable is given by 3σ4, the right-hand
side of inequality (1.10) may be rewritten as
σ2rM min

1 + λ1
σ
√
M
,
λ21
λ2r − λ2r+1
,
λ21
λ2r
+
√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M

 ,
where the constant in (1.10) is now specific to Gaussian matrices. So we have to show that
min
(
λ21
λ2r
, 1 +
λ1
σ
√
M
)
+min


√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M
,
λ21
λ2r − λ2r+1


∼ min

1 + λ1
σ
√
M
,
λ21
λ2r − λ2r+1
,
λ21
λ2r
+
√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M

 .
This follows by (4.7) and (4.8) in the next computation
min
(
λ21
λ2r
, 1 +
λ1
σ
√
M
)
+min


√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M
,
λ21
λ2r − λ2r+1


≤ min

1 + λ1
σ
√
M
+
√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M
,
λ21
λ2r
+
λ21
λ2r − λ2r+1
,
λ21
λ2r
+
√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M


≤ 2min

1 + λ1
σ
√
M
,
λ21
λ2r − λ2r+1
,
λ21
λ2r
+
√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M

 (4.7)
≤ 2min

1 + λ1
σ
√
M
,
λ21
λ2r
+
λ21
λ2r − λ2r+1
,
λ21
λ2r
+
√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M


= 2min

1 + λ1
σ
√
M
,
λ21
λ2r
+min

 λ21
λ2r − λ2r+1
,
√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M




≤ 2

min(λ21
λ2r
, 1 +
λ1
σ
√
M
)
+min


√
1
r
∑2r
i=r+1 λ
2
i
λ2r
λ1
σ
√
M
,
λ21
λ2r − λ2r+1



 . (4.8)
The last line arises by the simple observation that min(a, b + c) ≤ min(a, b) + c for any
a, b ∈ R and c ≥ 0.
5 Application: Localizing the largest singular value of
a deformed random matrix
As a further application of Proposition 1 we take a classical view on random matrices.
Hence, let (Eij)i,j∈N be a doubly indexed sequence of centered i.i.d. random variables
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with variance σ2 and finite fourth moment. By (EM ) we denote the sequence of M ×M
random matrices 1/
√
M(Eij)i,j≤M . (CM ) is a sequence of deterministic M ×M matrices.
Assume furthermore that the first and the second singular values λ1(CM ) and λ2(CM )
converge to some real numbers λ1 > λ2 ≥ 0 forM →∞. We specify an interval containing
lim infM→∞ λ1(CM + EM ) and lim supM→∞ λ1(CM + EM ) almost surely.
Corollary 1
Under the former notations and assumptions let (ui1)i∈N be a sequence of real numbers
such that (
M∑
i=1
u2i1
)− 1
2
(u11, ..., uM1)
T
is the left singular vector of CM corresponding to the largest singular value. If there exist
β > 1, β′ > 0 and a constant c > 0, which depends only on β and β′, such that∑M
i=B u
2
i1∑M
i=1 u
2
i1
≤ c
Mβ′
for all M ∈ N, where B = ⌊(M 1β − 1)β⌋, (5.1)
then it holds a.s.√
λ21 + σ
2 ≤ lim inf
M→∞
λ1(C
M + EM )
≤ lim sup
M→∞
λ1(C
M + EM ) ≤
√
λ21 + 4σ
2 + 16σ2
λ21
λ21 − λ22
. (5.2)
Thus, if in the large amplitude regime the values λ1 and λ2 are well-separated, then the
largest singular value of CM + EM is typically close to λ1 but larger. This result can
be seen complementary to Benaych-Georges and Nadakuditi (2012). They consider finite
rank perturbations of a sequence of random matrices (XM ), where XM is a M × N -
matrix. Under certain assumptions they show an almost sure convergence of the largest
singular values in the limit M,NM → ∞. Since we only make assumptions on the first
two singular values and the first left singular vector of the perturbation matrices (CM ),
the limit limM→∞ λ1(CM + EM ) does not exist in general.
Note that if λ1 − λ2 ≥ 4σ, then the upper bound in Corollary 1 is already better than the
bound λ1+2σ on lim supM→∞ λ1(CM+EM ). The inequality lim supM→∞ λ1(CM+EM ) ≤
λ1 + 2σ holds without any additional structural assumptions on (CM ), since we may use
the triangle inequality on the spectral norm and the well-known result by Bai, Krishnaiah,
and Yin (1988) that limM→∞ σ1 = 2σ a.s.
Before we prove Corollary 1, let us give two examples of sequences (ui)i∈N satisfying
condition (5.1):
• All but finitely many ui’s are zero.
• The sequence is bounded and bounded away from zero.
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Proof of Corollary 1. Now we give a computation of (5.2). For this purpose we make a
slight abuse of notations. We write C and E for the matrices CM and EM . Further let
(v11, ..., vM1) be the right singular vector of CM corresponding to λ1(CM ). Consider the
lower bound on lim inf
M→∞
λ1(CM + EM ):
λ1(C + E) ≥ ||pi1(C + E)||S2 =
√
λ1(C)2 + 2tr(CTpi1E) + ||pi1E||2S2
=
√√√√λ1(C)2 + 2λ1(C) M∑
i,j=1
vi1uj1
(
∑M
i=1 u
2
i1)
1/2
Eji +
M∑
i,j,k=1
ui1uj1∑M
i=1 u
2
i1
EikEjk.
We use a strong law of large numbers given by Theorem 3 of Thrum (1987) to get
M∑
i,j=1
vi1uj1
(
∑M
i=1 u
2
i1)
1/2
Eji
a.s.→ 0. (5.3)
Let us check that the left hand side of (5.3) actually fulfills the assumptions of Thrum’s
strong law of large number. Therefore identify the objects therein as follows
n :=M2, an,i,j :=
vi1uj1
(
∑M
i=1 u
2
i1)
1/2
and Xi,j :=
√
MEji.
Note that we keep the double index. Clearly, the first four moments of Xi,j exist and∑M
i,j=1 a
2
n,i,j = 1. Therefore
M∑
i,j=1
vi1uj1
(
∑M
i=1 u
2
i1)
1/2
Eji =
M∑
i,j=1
an,i,jXi,jn
−1/4 a.s.→ 0.
Moreover assumption (5.1) allows to use the subsequent Theorem 5 to obtain
M∑
i,j,k=1
ui1uj1∑M
i=1 u
2
i1
EikEjk
a.s.→ σ2. (5.4)
We conclude that √
λ21 + σ
2 ≤ lim inf
M→∞
λ1(CM + EM ) a.s.
It remains to prove the upper bound. Using Proposition 1, one gets
λ1(C + E) =
√
||pˆi1(C + E)||2S2 − ||pi1(C + E)||2S2 + ||pi1(C + E)||2S2
≤
√√√√II′ + σ21 + λ1(C)2 + 2λ1(C) M∑
i,j=1
vi1uj1
(
∑M
i=1 u
2
i1)
1/2
Eji
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=
√√√√4 λ1(C)2
λ1(C)2 − λ2(C)2 σ
2
1 + σ
2
1 + λ1(C)
2 + 2λ1(C)
M∑
i,j=1
vi1uj1
(
∑M
i=1 u
2
i1)
1/2
Eji.
By results of Bai, Krishnaiah, and Yin (1988) and Bai, Silverstein, and Yin (1988) we know
that the fourth-moment condition on the entries of E is necessary and sufficient for the
almost sure convergence of σ1 to 2σ. Applying this to the last line of the computation
yields the desired claim.
Note that the assumption (5.1) on the first singular vector of CM is only needed for the
lower bound in Corollary 1.
We close this article by a strong law of large numbers for empirical covariance matrices.
In this result the empirical covariance matrix is considered as a quadratic form.
Theorem 5 (SLLN for empirical covariance matrices)
Let (ui)i∈N be a sequence of real numbers such that there exist β > 1, β′ > 0 and a constant
c > 0, which may depend on β and β′, with∑M
i=B u
2
i∑M
i=1 u
2
i
≤ c
Mβ′
for all M ∈ N, where B = ⌊(M 1β − 1)β⌋. (5.5)
Furthermore let (Eij)i,j∈N be a doubly indexed sequence of centered i.i.d. random variables
with variance σ2 and finite fourth moment. By (EM ) we denote the sequence of M ×M
random matrices 1/
√
M(Eij)i,j≤M . Then we have
ZM := u˜
T
MEME
T
M u˜M
a.s.→ σ2, (5.6)
where
u˜M :=
(
M∑
i=1
u21
)− 1
2
(u1, ..., uM )
T .
Proof. Rewrite
ZM =
1
M
∑M
i=1 u
2
i
M∑
k=1
M∑
i,j=1
uiujEikEjk.
Therefore ZM is the sum of WM and 2XM given by
WM :=
1
M
∑M
i=1 u
2
i
M∑
k=1
M∑
i=1
u2iE
2
ik,
XM :=
1
M
∑M
i=1 u
2
i
M∑
k=1
M∑
i=1
i−1∑
j=1
uiujEikEjk.
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First we show that WM converges to σ
2 almost surely. This part is an adaption of some
arguments of the classical strong law of large numbers (cf. Etemadi (1981)). Here we do
not even need truncation arguments, since the entries Eij have finite fourth moments. By
the Borel-Cantelli Lemma we get for kn := ⌊nβ⌋, n ∈ N that (Wkn) converges to σ2 almost
surely as Chebyshev’s inequality yields for any ε > 0
∞∑
n=1
P
(∣∣Wkn − σ2∣∣ > ε) ≤ ∞∑
n=1
Var(Wkn)
ε2
≤
∞∑
n=1
ε−2k−2n
(
kn∑
i=1
u2i
)−2 kn∑
k=1
kn∑
i=1
u4i Var(E
2
ik)
≤ EE
4
11
ε2
∞∑
n=1
k−1n <∞.
For M ∈ N pick n ∈ N such that kn < M ≤ kn+1. This implies
kn ≥ ⌊(M
1
β − 1)β⌋ and M > ⌊(k
1
β
n+1 − 1)β⌋.
Now by monotonicity of (M
∑M
i=1 u
2
iWM ) and condition (5.5) follows
σ2 ≤ lim inf
M→∞
kn
∑kn
i=1 u
2
i
M
∑M
i=1 u
2
i
Wkn ≤ lim inf
M→∞
WM
≤ lim sup
M→∞
WM ≤ lim sup
M→∞
kn+1
∑kn+1
i=1 u
2
i
M
∑M
i=1 u
2
i
Wkn+1 ≤ σ2 a.s.
So, (WM ) converges to σ
2 almost surely.
Now consider (XM ). Let (kn) be as before. Then again by the Borel-Cantelli Lemma (Xkn)
converges almost surely to 0. For any M ∈ N pick n ∈ N again such that kn < M ≤ kn+1.
We have
XM =
1
M
∑M
i=1 u
2
i
kn∑
k=1
kn∑
i=1
i−1∑
j=1
uiujEikEjk
+
1
M
∑M
i=1 u
2
i
kn∑
k=1
M∑
i=kn+1
i−1∑
j=1
uiujEikEjk
+
1
M
∑M
i=1 u
2
i
M∑
k=kn+1
M∑
i=1
i−1∑
j=1
uiujEikEjk
Clearly, the first and the last term go to zero almost surely. It remains to prove that
VM :=
1
M
∑M
i=1 u
2
i
kn∑
k=1
M∑
i=kn+1
i−1∑
j=1
uiujEikEjk → 0 a.s.
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Therefore we estimate Var(VM ):
Var(VM ) ≤ σ
4
M
(∑M
i=1 u
2
i
)2 M∑
i=kn+1
u2i ·
kn∑
i=1
u2i
≤ σ
4
M
·
∑M
i=kn+1
u2i∑M
i=1 u
2
i
≤ σ
4
M
·
∑M
i=B u
2
i∑M
i=1 u
2
i
≤ cσ
4
M1+β′
.
By the Borel-Cantelli Lemma and Chebyshev’s inequality again we conclude the desired
claim.
If only finitely many entries ui are non-zero, then the almost sure convergence follows
directly from the classical strong law of large numbers, since
ZM =
1
M
M∑
k=1

 M∑
i=1
ui√∑M
i=1 u
2
i
Eik

2
and the summands 
 M∑
i=1
ui√∑M
i=1 u
2
i
Eik

2 , M ≥M0,
are i.i.d. for M0 large enough.
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