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This paper describes the development and capabilities of a high-fidelity aeroelastic sim-
ulation tool for very flexible aircraft (HiFi-VFA) within a Multi-Disciplinary Computing
Environment (MDICE). The code loosely couples a geometrically nonlinear, quasi-3D
structural solver with an Euler/Navier-Stokes flow solver capable of arbitrary, large, mesh
deformation. Verification of the static aeroelastic solver is presented for a hypothetical
high aspect ratio wing discussed in the literature. Time domain aeroelastic simulations
using the new code generally agree well with the response of an in–house aeroelastic
simulation toolbox, but the high–fidelity results suggest the presence of higher aerody-
namic damping than predicted by the finite state aerodynamics. With these results, flutter
boundaries are sought using two flutter prediction methods (ARMA and FMDS) and the
advantages/disadvantages of these prediction methods in computational aeroelasticity are
assessed.
I. Introduction
HIGH altitude, long endurance (HALE) aircraft offer capabilities found nowhere else in the spectrum ofmachine flight, but their design and analysis offers unique challenges. From their observation altitude
above 50,000 ft, HALE systems can relay telecommunication signals, perform intelligence, surveillance,
and reconnaissance (ISR) functions covering large swaths of land for extended periods of time, and collect
valuable data for atmospheric research. ISR capabilities form the primary mission for SensorCraft plat-
forms – designed for at least 30 hours of on-station endurance at a range of 2000 nautical miles [1]. NASA’s
ERAST [2] program gave rise to a family of all–wing aircraft designed with science missions in mind, which
set multiple records for endurance and sustained high-altitude flight. DARPA’s Vulture [3] program pushes
the endurance envelope farther, aiming to demonstrate an aircraft that can loiter for 5 years, between 60,000
and 90,000 ft, with a 1000lb payload. Aircraft meeting these performance requirements have characteris-
tic design traits: (1) slender, high aspect ratio wings with thick airfoils, and (2) very low structural weight.
Long, lightweight wings tend be very flexible, and even in trimmed flight, HALE aircraft are often deformed
beyond the range in which small displacements can be assumed. At high altitude, the speed of sound is low
relative to sea level, thus the Mach regime is higher. Since thick airfoils have a lower critical Mach number,
these higher Mach flows can generate highly nonlinear aerodynamics in the form of shocks along the wing
upper surface.
Numerous researchers have tackled the challenges of HALE aeroelasticity. Van Schoor and von Flo-
tow [4] were among the first who studied this problem. Using linear finite element analysis (FEA) and
2D unsteady strip theory aerodynamics, they pointed out that including flexible deformation modes has a
dramatic effect on predicted aircraft stability. Several other studies on HALE wings have used low–order
aerodynamics [5–14]. First, Patil, Hodges, and Cesnik authored a series of works [5, 6, 8] about the cou-
pling of an exact intrinsic beam model with Peters’ finite–state aerodynamics [15] and its application to
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highly flexible aircraft. In a parallel effort, Drela [7] developed ASWING, an integrated design and analysis
package which incorporated a nonlinear beam model with lifting-line aerodynamics. Patil and Hodges [9]
use nonlinear beam theory, with non-planar doublet and vortex lattice aerodynamics for similar applica-
tions. Tang and Dowell [10] also incorporate a geometrically nonlinear beam model, but use 2D strip theory
for aerodynamics. A comprehensive Nonlinear Aeroelastic Simulation Toolbox (UM/NAST) [11] which
uses a strain-based structural formulation and Peters finite-state aerodynamics [15] was developed at the
University of Michigan. UM/NAST has since been used to investigate the aeroelastic responses of flying
wings [12], blended-wing-body configurations [13], and flapping wing micro air vehicles [16]. Recently,
Wang et al. [14] coupled a nonlinear beam model with an unsteady vortex-lattice model (UVLM) which
models a free wake and captures non-planar effects and viscous effects (through vortex dynamics). These
models, although computationally efficient and sufficiently accurate for design, fall short of computational
fluid dynamics (CFD) in terms of accuracy and ability to capture a majority of flow nonlinearities.
Concurrently, researchers have coupled higher-fidelity CFD with beam models. Garcia et al. [17] stud-
ied the the effects of transonic aerodynamics by pairing a Navier-Stokes solver (ENSAERO-WING) with
a nonlinear beam model, and Smith et al. [18] coupled a structured Euler (ENS3DAE) solver with a geo-
metrically exact beam model to investigate the effect of nonlinear aerodynamics and structures compared
to various linear solutions. They concluded that linear aerodynamics theories result in larger steady state
displacements and conservative flutter predictions. Palacios and Cesnik [19] coupled a nonlinear, quasi-3D
structural solver with ENS3DAE to investigate static aeroelasticity of HALE wings in compressible flow.
The camber deformation degree of freedom captured by the structural model in that study dramatically af-
fected the shock position on top of the wing, suggesting inclusion of this deformation mode is critical in
any transonic dynamic aeroelastic analysis. Garcia [20] applied nonlinear beam FEA and the thin-layer
Navier-Stokes equations to swept and unswept high aspect ratio wings, finding that slight rearward sweep
increased the wings susceptibility to tip stall, and that nonlinear, transonic aerodynamics exacerbated this
problem. Moving away from beam models, Seber and Bendiksen [21] coupled nonlinear plate FEA with an
Euler solver and highlight the importance of in-plane motion on transonic aeroelasticity with moderate to
large deflections
The present study extends the work of Palacios and Cesnik [19]. It introduces an unstructured CFD
code coupled with a quasi-3D, slender structure model. We then use this capability to investigate static and
dynamic aeroelasticity of flexible, high aspect ratio, wings and HALE aircraft in compressible flow.
II. Methodology
For this work, we loosely couple a geometrically nonlinear structural solver with an established CFD
code and mesh deformation algorithm. This coupling methodology solves the fluid and structural equations
in separate modules, and the modules exchange information at each global time step. A Multi-Disciplinary
Computing Environment (MDICE) [22], developed by CFDRC under contract with the Air Force, facilitates
this exchange. Figure 1 gives a high-level overview of the present coupling procedure.
A. Structure
A high-fidelity model of the structure is obtained by a mathematically-rigorous process of asymptotic
reduction of the general anisotropic slender solid [23, 24]. The asymptotic solution method splits the
problem into i) a linear analysis over the cross section (Variational-Asymptotic Beam Sectional Analy-
sis – UM/VABS) [24] in which a finite-element procedure solves the cross-sectional displacement and
electric field to minimize the local energy state; and ii) a long-scale problem with a kinematically-exact
one-dimensional formulation of the dynamics of the reduced structure (Nonlinear Active Beam Solver –
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B. Preliminary results of aeroelastic stability analyses 
On this configuration, transient dynamics simulations are performed to study the aeroelastic stability and obtain 
a first estimation of the transonic flutter boundaries. The numerical simulations are performed in three steps, which 
are schematically shown in Figure 6. First, the fluid solution is initialized on an undeformed wing. Then, the 
nonlinear static aeroelastic equilibrium is sought in a time-independent iterative solution of both the structural and 
aerodynamic solvers. Once the steady state condition is found, the appropriate excitation (a small perturbation to the 
wing-tip force in this case) is added to the system, and the transient dynamics are subsequently computed. Due to the 
smaller typical time scales in the fluid field, sub-stepping is used in the dynamic fluid solution between updates on 
the fluid-structure interface information. For these results, no linearization is defined either in the aerodynamic or 
the structural model for the dynamic analyses. The Auto-Regressive (AR) method,22 defined by the Matlab’s system 
identification toolbox, is finally used to calculate the damping and frequency content of the transient responses. An 
estimation of the instability boundary is carried out based on these results. 
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Figure 6. Simulation procedure for dynamic aeroelastic response to external perturbation. 
 
For the chosen flight parameters (20,000-m altitude and 2-deg angle of attack), an initial estimation of the flutter 
onset velocity is obtained using the simplified model of Cesnik and Su7, implemented in NAST (Nonlinear 
Aeroelastic Simulation Toolbox). NAST is based on a geometrically-nonlinear beam model coupled with an 
incompressible finite-state aerodynamic model. The estimated flutter onset point with this model (which does not 
include compressibility corrections) occurs at free-stream Mach number equal to 0.85, which defines an upper 
boundary for the selection of the free-stream Mach numbers in the high-fidelity aeroelastic simulations.  
Prior to the analysis of the transient response to perturbation, the steady-state conditions are computed. This has 
been done for two different free-stream Mach numbers (Mf=0.70 and 0.75). Figure 7 includes the corresponding 
steady-state convergence histories of the tip vertical displacement (normalized by the wing semispan) and twist 
rotation. At these flight speeds, tip vertical displacement is around 10% of the wing semi-span, and therefore 
geometrically-nonlinear effects play a role in the final equilibrium. Note that quite relaxed convergence criteria were 
set for computational efficiency on the steady-state results. Since stability analyses are essentially independent of the 
detailed definition of the perturbation, there was no need here of a better steady-state convergence, as the error in the 
steady-state estimation can be considered a part of that perturbation. No relaxation parameter was defined in the 
present results, which might have penalized the final rate of convergence to the steady-state conditions. 
The change of initial conditions due to the relatively large static deflection significantly modifies the flow field, 
and this can be seen in Figure 8. There the local Mach number contours are compared for the airfoil at 70% of the 
semispan of a rigid and a flexible wing. The flexible wing results were obtained after 5,000 fluid-structure iterations 
for Mf=0.70 and after 7,000 iterations Mf=0.75. The relatively thick airfoil causes a shock wave to appear on the 
upper wing surface, then, as the wing deforms, the higher local angle of attack increases the strength of the shock 
wave. 
Figure 1. High-level flowchart of MDICE coupling
UM/NLABS) [23]. This combined approach recovers the actual 3-D displacements of the wetted wing sur-
face rather than that of a beam reference line, enhancing the solid side of the fluid structure interface. The
present for ulation can also capture local effects in the deformation field, such as camber bending, using a
Ritz-like approximation of the local warping displac me t field [24], although th s capability is not utilized
in the current study.
B. Aerodynamics
On the fluid side, we employ AFRL’s Air Vehicle Unstructured Solver (AVUS) – a finite-volume, cell cen-
ter d, Euler/RANS code. F ndamentally, AVUS uses the exac Riemann solver of Gottlieb and Groth but
has been modified to second order accuracy in both space and time [25]. For this work, we will primarily
solve the Euler equations, and thus assume inviscid and adiabatic flow. Exceptions will be noted.
To accommodate aeroelastic applications, the CFD volume mesh is deformed within an AVUS module,
using an elasticity-based PDE scheme [26] rather than a spring anal gy. This method of mesh moti can
account for very large mesh displacements without generating negative cell volumes, since the stiffness of
mesh cells is taken as inversely proportional to their volume. Using this scheme, bending displacements
approaching 50% span have been achieved, and there is potential for still larger deformation.
C. Fluid-Structure Interaction
The fluid-structure interaction is managed by an interface module in MDICE. MDICE interpolates surface
pressures returned from AVUS onto a fluid-structure interface: the 3-D wetted surface of the wing. Pres-
sures are integrated to obtain resultant forces at grid points around a number of wing cross-sections (the
number of cross sections corresponds to number of nodes along the spanwise discretization of the struc-
ture). These forces are then passed to the structural model. MDICE also extrapolates the displacements
returned by NLABS back onto the fluid-structure interface. The interpolation algorithms are based on the
work of [27, 28], and ensure consistent force and conservative energy transfer at the interface.
The solution advances in time using the first-order accurate, conventional serial staggered (CSS) method
[29], which is outlined in Fig. 2. In this method, both solvers are permitted to iterate independently toward
convergence within a global time step, and the fluid solver may use a smaller time step and subcycling [29]
to promote both convergence and stability. Solution information, in the form of pressures and displacements,
is exchanged only once per global time step. Time step duration has no effect on the steady-state structural
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deformation, so large (100 s) global time steps are used to accelerate convergence. For time-accurate simu-
lations, a much smaller time-step is required, and this is discussed later.
For the remainder of this work, the coupled FSI solver will be referred to as HiFi-VFA.
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Figure 2. Conventional Serial Staggered (CSS) Coupling Procedure
D. Flutter Prediction
One of the primary objectives of this effort is to assess the aeroelastic stability of a very flexible aircraft.
A time domain simulation is ideal for this problem, because although it is computationally intensive, the
formulation can take into account aerodynamic nonlinearities and discontinuities which are not represented
by the traditional frequency domain approach. McNamara and Friedmann provide an excellent review of
the current state of the art in time-domain stability analysis [30].
In this work we will evaluate two approaches to determine the flutter boundary, both based on the
development of an autoregressive, moving average (ARMA) model. This model is a difference equation,
which, with 2M Auto-Regressive (AR) and N Moving Average (MA) coefficients, takes the form,
yk = −
2M￿
i=1
aiyk−i +
N￿
i=1
biuk−i. (1)
where, yk is a discrete time output, uk is a discrete time input, M is the number of frequencies or modes
represented by the model, the coefficients ai represent the aeroelastic system dynamics, and in the case of
N = 1, b1 can be used to determine the system’s static aeroelastic offset [31]. Given the model order along
with discrete time IO data, one can determine the ARMA parameters in a linear least-squares fashion, as
follows. Eq. 1 is converted into the compact form
y˜ = Hxˆ+ e (2)
where y˜ are the measured or computed output data, H is a matrix of basis functions, (measured data in this
case) xˆ is a vector of estimated parameters, and e represent the residual model errors. Specifically, H is a
(Ns − 2M × k) matrix, y˜ is a (Ns − 2M × 1) vector, and xˆ is a (k × 1) vector, given as
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H =

y2M y2M−1 · · · y1 uN uN−1 · · · u1
y2M+1 y2M · · · y2 uN+1 uN · · · u2
...
...
. . .
...
...
...
. . .
...
yNs−1 yNs−2 · · · yNs−2M uNs−1 uNs−2 · · · uNs−N
 (3)
y˜ =

y2M+1
y2M+2
...
yNs
 ; xˆ = { −a1 −a2 . . . −a2M b1 b2 . . . bN }
T (4)
By minimizing the residual e, we obtain the least-squares estimate of the ARMA parameters, xˆ:
xˆ = (HTH)−1HT y˜ (5)
Note that the order of the matrix inverse is k ￿ Ns, such that the data length plays little role in the cost of
the method.
Clearly, determining the optimal model order (number of AR and MA coefficients) is critical to the
success of these methods. An overparameterized model (too many coefficients) may generate responses that
are overly sensitive to corruption by noise, and underparameterization may produce a model with insufficient
flexibility to represent the true dynamics of the system. Two popular criterion for model selection are the
Akaike information criterion (AIC) and Bayesian information criterion (BIC) defined by
AIC = Ns ln
￿
RSS
Ns
￿
+ 2k +
2k(k + 1)
Ns − k − 1 (6)
BIC = Ns ln
￿
RSS
Ns
￿
+ k lnNs (7)
where NS is the number of observations or samples, k is number of model parameters (k = 2M + N ),
and RSS is the residual sum of squares between the estimated and observed time series. BIC generally
places a larger penalty on large model orders, since (k lnNS > 2k) ∀ (NS > 8). Since large order models
come with increased computational cost, we will use BIC as our criterion going forward. A “better” model
corresponds to a smaller BIC value, so we choose the lowest order model which has a BIC within 5% of
the minimum found. An example of a typical selection process is shown in Fig. 3, where we hold N = 1,
and vary the number of AR coefficients 2M . (Note: one can also vary N , create a three dimensional BIC
surface, and select the global minimum.) By plotting the BIC vs. the number of AR coefficients for each of
the models created, the optimum order is chosen. The case shown is an ARMA model, but the procedure
does not change for AR, just fix N = 0. If no minimum BIC is found, the model order is chosen subjectively
based on relative performance in the flutter prediction metrics, discussed next.
1. Modal Damping
We first consider the ARMA flutter identification approach presented by Pak and Friedmann [31]. Setting
the MA coefficients to zero (equivalently N = 0), the system can be expressed in state-space form
Xk+1p = ApX
k
p yk = CpX
k
p (8)
where
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Figure 3. Example of BIC selection process
Ap =

−a1 1 0 · · · 0
−a2 0 1 · · · 0
...
...
...
. . .
...
−a2M−1 0 0 · · · 1
−a2M 0 0 · · · 0
 (9)
and
Cp =
￿
1 0 0 · · · 0
￿
(10)
Here, the state vector Xkp is
Xkp =

yk
h1(k)
...
h2M−1(k)
 (11)
with entries
yk = −a1yk−1 + h1(k − 1)
h1(k) = −a2yk−1 + h2(k − 1)
...
h2M−2(k) = −a2M−1yk−1 + h2M−1(k − 1)
h2M−1(k) = −a2Myk−1
(12)
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The state space representation given in Eq. 8 is in observer form and is completely observable. Modal
frequencies and modal damping can be found in the eigenvalues of the estimated matrix Ap in Eq. 9, given
as
Λj = rj + i sj and Λj+M = rj − i sj for j = 1, 2, . . . ,M (13)
Since ARMA development occurs in the discrete time domain, the corresponding modal frequency and
damping in continuous time are given by [31]:
σj =
1
2Te
ln(r2j + s
2
j ) = ζjωj
ωdj =
1
Te
tan−1
sj
rj
(14)
where Te is the sampling period, ζj are the modal damping coefficients, and ωdj are the corresponding
damped frequencies. Flutter occurs when any σj = ζjωj < 0. In practice, Pak and Friedmann assume a
single MA coefficient and fictitious system input δk = 1, such that
yk =
2M￿
i=1
−aiyk−i + b1δk (15)
and we will consider this approach, as well as purely autoregressive models in this work. Since modal
damping may vary nonlinearly with dynamic pressure, it is best to extrapolate from the two data points
closest to flutter, or if computational data exists beyond flutter, we interpolate between it and the closest
subcritical data to find the flutter point.
2. Multi-Modal FMDS
Next we approach the problem of flutter boundary identification from within the discrete time domain with
an extension of Jury’s Stability criterion, originally developed by Torii and Matsuzaki [32] and later ex-
tended to multimodal systems [33]. The parameter for flutter margin for discrete time systems (FMDS) has
been shown to vary linearly with dynamic pressure in both subsonic and supersonic flow regimes.
The AR coefficients from Eq. 1 can also represent the characteristic polynomial in the discrete time
domain as:
G(z) = z2M + a1z
2M−1 + · · ·+ a2M−1z + a2M (16)
Torii et. al [32, 33] rewrite Eq. 16 as
G(z) = A2Mz
2M +A2M−1z2M−1 + · · ·+A1z +A0 (17)
where 
A2M
A2M−1
...
A0
 =

1
a1
...
a2M
 (18)
The modified FMDS flutter parameter proposed is then
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FN =
F−(2M − 1)
F−(2M − 2)2 (19)
where
F−(j) = det(Xj − Yj) (20)
and
Xj =
A2M · · · A2M−j+10 . . . ...
0 0 A2M
 , Yj =
Aj−1 · · · A0... . . . 0
A0 0 0
 (21)
Instability occurs when FN < 0. We should note that F−(2M − 1) > 0 is also a required condition
for stability, but the quantity F−(2M − 1) typically exhibits nonlinear behavior with respect to dynamic
pressure, which reduces its usefulness for predicting flutter.
III. Numerical Results
To demonstrate the current framework, we perform a variety of numerical simulations. In 2001, Smith
et. al [18] coupled an structured Euler solver with a geometrically nonlinear beam solver to analyze the
static aeroelastic properties of a hypothetical HALE wing. The geometric properties are reproduced in Ta-
ble 1, and the structural properties and flight conditions tested are given in Table 2. The structure side of the
interface grid (from NLABS) and CFD mesh are shown in Fig. 4, and the basic discretization summarized
in Table 3. The surface resolution reported in Table 3 is for each surface, upper and lower. Note that this
mesh lacks adequate resolution in the boundary layer for accurate viscous computations, but several viscous
results are included below, only to show the trends induced by accounting for viscosity. Due to the 2D nature
of the problem, the spanwise CFD resolution is low, but cell spacing is tightly clustered near the wing tip.
Table 1. HALE Wing – Geometric and Mass Parameters
Property Value
Semi-Span 16 m
Chord 1 m
Angle of Attack 2 deg
Elastic Axis 0.5 c
Center of Gravity 0.5 c
Mass / Span 0.75 kg/m
Inertia about midchord 0.1 kg m
A. Static Aeroelastic Verification
To assess the performance of the coupled solver and verify the aeroelastic coupling, we ran HiFi-VFA for a
static aeroelastic case with an airspeed of 25 m/s at an altitude of 20km, corresponding to Case 1 in Table 2.
Since no experimental data is available for this wing, another check is made using UM/NAST [11]. The
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Table 2. HALE Wing – Structure and Flight Conditions
Case 1 – Incompressible Case 2 – Similar Case 3 – Practical
Torsional (GJ) (Nm2) 1.0x104 1.0x104 3.0x105
Bending (EI2) (Nm2) 2.0x104 2.0x104 6.0x105
Edgewise (EI3) (Nm2) 5.0x106 5.0x106 1.5x108
Altitude (km) 20 20a 20
Density (kg/m3) 0.0889 0.0168 0.0889
Mach Number 0.0847 (25 m/s) 0.3 0.3
Reynolds # 154,550 153,618 547,401
Dynamic Pressure (Pa) 27.4545 27.4545 344.42
a Unrealistic atmosphere, used purely for a numerical study.
Figure 4. CSM and CFD meshes – HALE wing
spanwise flap bending and twist displacements are shown in Fig. 5. HiFi-VFA (both inviscid and viscous)
agrees very well with [18]. The viscous solution slightly reduces the bending displacement, and slightly
increases twist displacement.
The coupled HiFi-VFA solver shows rapid convergence to its steady state deflection (Fig. 6). A tuned
parameter ρ relaxes the aerodynamic loads that are applied to the structure, and facilitates nearly monotonic
convergence.
Note however, the significantly larger (18% bending, 17.4% twist) displacement predicted by UM/NAST
shown in Fig. 5. This is partially a result of the two-dimensional finite-state aerodynamics formulation,
which provides only an empirical 3-D lift correction at the wing tip. Another suspect is the performance
of AVUS in what is essentially a zero Mach flow. To examine this possibility, fictitious flow parameters
were devised (Case 2) which generate the same Reynolds number and dynamic pressure as Case 1, but at
a higher Mach number – 0.3. The results of this run are shown below in Fig. 7. The minor change in the
UM/NAST results is due to the small Prandtl-Glauert correction for mild compressibility at Mach 0.3. The
HiFi-VFA results however show a marked jump toward the UM/NAST results and away from reference [18].
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Table 3. CFD/CSD Discretization – HALE Wing
CFD
Volume Cells 642,476
Spanwise Surface Faces 58
Chordwise Surface Faces 86
CSD
Spanwise Elements 30
Spanwise Nodes 31
Chordwise Nodes 21
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Figure 5. Case 1 – Static aeroelastic displacements
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Figure 6. Case 1 – Static Convergence (Relaxation factor ρ = 0.5)
The relative error between UM/NAST and HiFi-VFA has been reduced to 9.4% and 8.3% for bending and
twist respectively. This jump occurs when the sole difference in an otherwise similar flow is a higher Mach
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number, which suggests the current software should be used with caution for incompressible flows.
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Figure 7. Case 2 – Static aeroelastic displacements
To build further confidence in the static aeroelastic coupling, Case 3 is considered. With a higher
Reynolds number, and Mach number where compressibility is just beginning to play a role, Case 3 serves
as the ideal verification point for the lower-order UM/NAST, and high-fidelity HiFi-VFA. As expected, the
static aeroelastic displacements agree very well, and are shown in Fig. 8.
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Figure 8. Case 3 – Static aeroelastic displacements
B. Dynamic Aeroelasticity – Transient Response
HiFi-VFA is loosely coupled using the CSS method, which is first order accurate in time. For flutter predic-
tion it is critical to accurately resolve time-domain transients is both the CFD and CSM solution. To begin,
the HiFi-VFA solver is run to static aeroelastic convergence at Mach=0.3. Next, the total structural state
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vector is multiplied by 1.15, thus all translations and rotations are increased equally. The structure is then
released and its aeroelastic response is recorded for 3 different time steps. A short segment of the resulting
time history is shown below in Fig. 9. One can see that the transients are adequately resolved using a time
step of 0.001 s.
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Figure 9. Case 3 – HiFi-VFA Global time step study – equal time step in each partition
Since the mesh motion algorithm requires about half of the computational time per time step, it is de-
sirable to update the mesh as infrequently as possible. In other words, can we run multiple CFD time steps
between every structural update (global time step), and thus minimize computational cost while still cap-
turing the aeroelastic transients? To verify that we compared the run with global ∆t = 0.001s from Fig. 9
with a run in which 10 CFD time steps were taken for every structural time step. This allows a CFD time
step of 0.001 seconds, and structural (global) time step of 0.01 seconds. The result in Fig. 10 shows that in
fact, this method does not capture the transients seen in the previous simulation which used identical time
steps for both partitions. The required time step is very small, which shows the inherent disadvantage of
first-order accurate solutions, and implementation of a second-order accurate scheme should be a priority.
Nevertheless, accurate aeroelastic solutions can be performed given the appropriate temporal resolution.
To again build confidence in the quality of these dynamic simulations, we compare HiFi-VFA and
UM/NAST, this time using an excitation similar to a backward step. To begin, the HiFi-VFA solver is
run to static aeroelastic convergence at a Mach number which gives a static displacement about 15% larger
than M=0.3. Next, the Mach number is stepped down to 0.3, and the CFD solution is allowed to converge
in the steady-state sense to this new mesh deflection. Lastly, the structure is released, and the time-accurate
aeroelastic response is recorded. The same upper Mach number (M=0.3165) is used for both UM/NAST and
HiFi-VFA. Figure 11 indicates that the dynamics of the aeroelastic system are essentially the same in both
codes. The frequency content of the two computed time histories is nearly identical, and the responses differ
only by a steady-state offset. This offset can be attributed again to the 2D nature of the UM/NAST solution,
and to the difficulty Euler codes have in accurately predicting drag. It is interesting to note (in this result and
those that follow) the strong interaction between the chordwise bending and torsional degrees of freedom [5].
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Figure 10. Case 3 – HiFi-VFA Global time step study – unequal time steps
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Figure 11. Case 3 – HiFi-VFA vs. NAST aeroelastic dynamics
C. Aeroelastic Stability
To examine aeroelastic stability in the time domain, we must perturb the system and observe the aeroelastic
response, looking for one of four things: (1) damped oscillation (stable), (2) oscillatory growth without
bounds (flutter), (3) oscillatory growth to limit cycle oscillation (LCO), or (4) non-oscillatory growth without
bounds (divergence). In a short time simulation, we don’t expect to see the development of an LCO, and the
aircraft’s divergence speed is likely beyond its flutter speed, so by increasing dynamic pressure from below,
we minimize the possibility of number 4. We can however, monitor damped oscillation, and (in the world of
computation), safely observe unbounded growth. Using this data we predict the aircraft’s stability boundary.
1. Excitation
The wing perturbation in this study can take one of two forms: (a) a backward step in flow speed, and (b)
a sinusoidal force. Nondimensional illustrations of these inputs (Fig. 12), and their corresponding transient
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responses (Fig. 13) are given for two Mach numbers: M=0.3, M=0.45.
Stepping the flow speed promotes the richer transient response in terms of frequency content, but comes
with two drawbacks: (1) adjusting the flow is not a direct input to the structure in the sense that a transfer
function is logical, and (2) for the majority of the captured response, the system is non-stationary. We
mitigated the latter by taking samples near the end of the observed time history, which vary much more
slowly than the initial transients. The backward velocity step is defined as
U∞ =
Uh t < 0Ui t ≥ 0 (22)
where Uh is a heightened flow speed responsible for the initial increased deflection, and Ui is the flow speed
where the response is recorded.
To generate a stationary perturbation around the steady state aeroelastic equilibrium, a single-period
sinusoidal force is applied to the wing tip in the chord-wise direction. The magnitude of the force (50 N)
is held constant for every flight condition, but the frequency is scaled to the approximate damped chord-
wise bending natural frequencies (ωdi , Table 4) observed using the backward step method. The values are
approximate because the time histories allowed an FFT resolution of about 0.5 Hz. However, exact values
are unnecessary in this case because the response magnitude is large even with these approximations, and
the aerodynamic damping in UM/NAST is slightly lower such that the damped natural frequencies do not
match precisely between codes. The excitation is given as
Fsinei =

0 t < 0
50 sin(ωdit) 0 ≤ t ≤ 2πωdi
0 t > 2πωdi
(23)
Table 4. Damped natural frequencies of HALE wing
Mach Number 0.30 0.35 0.40 0.45 0.50
2πωdi (Hz) 18.75 15.00 11.50 8.75 6.25
2. Flutter Prediction
The flutter prediction process involves three steps. For each flow condition we (1) fit the ARMA model
to the data, and (2) extract damping and flutter parameters. Lastly we (3) extrapolate to find the dynamic
pressure at which the damping or the flutter parameter is zero. The flutter speed for the HALE wing is
first calculated in UM/NAST by an eigenanalysis of the linearized system about a nonlinear steady-state
deflection and is found to be 140.1 m/s. This will be considered the reference value for UM/NAST. The re-
sults of the flutter analysis, model order selected, and error with respect to this reference value are collected
in Table 5. Immediately we see that a good agreement between UM/NAST’s frequency domain stability
analysis and the present time domain analysis is reached. The selected models (chosen in this case for their
accuracy) predict the UM/NAST flutter speed within one percent. These same models, when applied blindly
to subcritical HiFi-VFA time histories predict a 2% – 5% increase in the flutter speed, which is qualitatively
confirmed by examining a post-critical response at Mach = 0.5, shown in Fig. 14. The HiFi-VFA response
(solid) is just barely unstable, but the corresponding UM/NAST response grows rapidly.
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Figure 12. Types of excitation
Table 5. Flutter Prediction Results
Input Type Backward Step Sinusoidal
Predictor Damping FMDS Damping FMDS
Model ARMA(4,1) ARMA(4,1) ARMA(24,0) ARMA(12,1)
UF [m/s] 140.18 140.09 140.71 141.00
% Error 0.06 -0.01 0.43 0.64
UF [m/s] 146.31 143.62 142.83 148.18
% Error 4.18 2.45 1.91 5.45
3. Performance of Flutter Parameters and Commentary
Contrary to expectations, the multi-modal flutter parameter FN did not scale linearly with dynamic pressure,
and at best appeared slightly quadratic. More commonly, FN exhibited a trend similar to modal damping:
at first increasing with dynamic pressure, then dropping sharply on the range 0.8qF < q < qF . An example
of the latter is given in Fig. 15 where the response of the backward step is modeled by an ARMA(4,1) with
constant input as in [31]. Note the linear decrease in modal damping also apparent in this plot. This is
neither consistent nor expected among other models, so we use the last two available sub-critical points to
extrapolate modal damping in every case. Figure 16 shows a typical modal damping response, which repre-
sents reasonably mild flutter. Here FN is linear, as expected, on the range 0.4qF < q < qF [33], but for the
current work, this is a best case scenario – the exception rather than the rule. Often, linear extrapolation is
only feasible using the last two sub-critical test points, negating any supposed advantage of the FN param-
eter over modal damping. Moreover, the cases in Fig. 15 and 16 do not take into account the variability in
the estimation process, discussed next.
In order to fit an ARMA model to these computational responses, it is found that we must add a small
amount of noise to the observed signal – add too much and it makes the signal difficult to fit, too little and
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Figure 13. Characteristic excitation responses
the least squares algorithm is unstable. By trial, the proper magnitude of noise is found as
ynoise = y0 + wgn
￿y0￿∞
1000
(24)
where wgn is a white gaussian noise vector equal in length to the time sampled history y. When creating an
ARMA model, it is mildly beneficial to remove the steady state offset such that the series has a nearly zero
mean. However, in the case of AR models, removing the mean is practically required. The alternative is to
create extremely high-order models (> 60) which make flutter prediction difficult.
An additional effect of adding noise to the signal is that the flutter parameter takes on a stochastic na-
ture. Thus each of the flutter speeds in Table 5 is the average of 100 individual predictions. For a given
model order, the standard deviation of the FMDS parameter is much larger than that of modal damping,
and the standard deviation of modal damping tends to be constant with respect to model order, while the
spread of predicted FMDS values increases with model order. Figure 17 shows 100 iterations of the pre-
diction process from an ARMA(12,1) model representing the sinusoidal excitation. The standard deviation
16 of 22
American Institute of Aeronautics and Astronautics
0 0.5 1 1.5
0.32
0.325
0.33
0.335
0.34
0.345
0.35
0.355
0.36
0.365
Time (s)
N
or
m
al
iz
ed
 B
en
di
ng
 D
isp
la
ce
m
en
t
 
 
0 0.5 1 1.5
−6.5
−6
−5.5
−5
−4.5
−4
−3.5
−3 x 10
−3
Time (s)
N
or
m
al
iz
ed
 E
dg
e−
w
is
e 
D
is
pl
ac
em
en
t
0 0.5 1 1.5
2
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3
Time (s)
Ti
p 
Tw
ist
 (d
eg
ree
s)
HiFi − VFA, M=0.5
UM/NAST, M=0.5
Figure 14. Postcritical response to backward step, M=0.5
of predicted flutter speed in this case is 0.8 m/s and 28.5 m/s for modal damping and FMDS respectively.
Nevertheless, the average predicted value of FMDS flutter is accurate, and the computational cost for 100
averaged predictions is minimal (on the order of one minute).
D. Computational Cost
A word about the cost of high-fidelity simulation is in order. All of the simulations in this work were per-
formed on an 8-core 3.2 GHz, Apple Mac Pro. AVUS and its moving mesh algorithm are parallelized and
run on all 8 processors, while NLABS runs on a single core. Using this configuration, a static aeroelastic
calculation requires 30 min., and a time-accurate simulation requires approximately 10 hrs per simulation
second. The cost breakdown within a time-accurate HiFi-VFA iteration is given in Table 6.
Table 6. Cost breakdown per time-accurate iteration – HiFi-VFA
Item %
Mesh Motion 56.5
CFD 40.3
Interface/Overhead 2.9
Structure 0.3
We see that the structural solver is relatively efficient. It is also interesting to note that the flow solution
and mesh deformation consume the vast majority (96.8%) of computational time, despite the fact that they
run in parallel on 8 processors. The run times for dynamic HiFi-VFA simulations are therefore essentially
inversely proportional to the amount of computational resources applied to the CFD and mesh motion mod-
ules. Considering the demonstrated scalability of these codes, and availability of modern computer clusters,
large speedups are feasible.
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Figure 15. NAST step response, ARMA(4,1)
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Figure 16. NAST sine response, ARMA(12,1)
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Figure 17. NAST Sinusoidal Response, ARMA(12,1), 100 iterations
IV. Concluding Remarks / Future Direction
The development and capabilities of a high-fidelity computational aeroelastic framework are presented.
The HiFi-VFA solution is composed of a geometrically nonlinear, quasi-3D structural solver and an Euler/
Navier-Stokes flow solver. Application to a very flexible aircraft wing shows good agreement with previ-
ous computational efforts in the static aeroelastic equilibrium sense. A temporal resolution study for the
first-order accurate coupling determined the necessary discretization for time accurate solutions. Verifica-
tion with an in-house, lower-order aeroelasticity simulation revealed similar frequency content in dynamic
aeroelastic simulations. However, these time accurate results indicate the flutter point predicted by the
lower-fidelity alternative is conservative by 2-5% for this simple case.
Two flutter prediction parameters are evaluated for the HALE wing test case, which use ARMA mod-
els to fit the observed aeroelastic transients. The first, which extracts modal damping values, performed as
expected: a nonlinear relation with dynamic pressure, but a good predictor of flutter when data is available
close to the flutter point. This parameter tracked modal damping well using models as large as order 24.
The second parameter, multi-modal FMDS (FN ), performed with mixed results. For low order models,
(essentially bi-modal) FN allows an accurate flutter prediction using response data as low as q = 0.5qF , but
for high order models (> 12), the FMDS parameter often breaks down. Both parameters are found to be
sensitive to the length of data sampled, and their performance suffers for non-stationary systems.
A topic of much interest going forward is accurate simulation of HALE aircraft flight dynamics. HALE
aircraft are susceptible to an aeroelastic instability called body freedom flutter, which occurs when the air-
craft structural modes (generally first wing bending) are similar in frequency to, and interact with, the aircraft
rigid body flight modes (generally short period pitch). These rigid body modes are clearly not accessible in
the cantilevered simulation as presented, and can possess significantly lower natural frequencies than such
a simulation will predict. To assess and help predict these effects, an additional MDICE module is being
developed to solve the 6-DOF flight dynamics equations simultaneously. This will be discussed in a future
paper.
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