Abstract. In this paper, we prove a threshold result on the existence of a circularly uniformizable invariant probability measure for linear transformations on the line. We show that there exists a constant c β depending on the slope β of the linear transformation such that there exists a circularly uniformizable invariant probability measure (CUIPM) if and only if its support has a Lebesgue measure greater than or equal to c β . Moreover, the CIUPM is unique up to translation if the Lebesgue measure of the support equals c β .
Introduction
Invariant measures, especially invariant measures for transformations on the unit interval [0, 1] , are one of the classical topics in ergodic theory [15, 18, 25, 26] . It seems that Rényi [24] , Parry [22, 23] and Gelfond [4] who first studied invariant measures for piecewise monotonic transformations on [0, 1] using β-expansions of real numbers. Later in 1973, employing a different method, Lasota and Yorke [20] showed the existence of an absolutely continuous invariant measure with respect to (w.r.t.) the Lebesgue measure for a class of piecewise continuous transformations on [0, 1] . In 1978, Li and Yorke [21] estimated the number of invariant measures for a class of piecewise continuous transformations on [0, 1] with a finite number of discontinuities. In 1985, Byers and Boyarsky [1] characterized invariant measures of maximal entropy ( for the definition of measures with maximal entropy, or maximal measures, we refer the reader to [2] ) for Markov transformations on [0, 1] . In 1987 and 1988, Hofbauer [12, 13] investigated generic properties of invariant measures for continuous piecewise monotonic transformations on [0, 1] . In 1990, Kopf [17] gave a formula for the densities of invariant measures for piecewise linear transformations on [0, 1] . Recently, Góra [5, 6] found an explicit formula for the densities of invariant measures for arbitrary eventually expanding piecewise linear transformations whose slopes are not necessarily the same on [0, 1] . In this paper, we study circularly uniformizable invariant probability measures (for the definition, we refer the reader to Section 2) for linear transformations on the real line.
Let R be the set of real numbers and T the unit circle identified with [0, 1[ via the canonical mapping t → e 2πit , where the usual notations for intervals, e.g., [a, b[ = {x ∈ R : a ≤ x < b} are used throughout. For α ∈ R, β ∈ R\{0}, define transformations T α,β : R → R and < T α,β >: T → T by
Now we summarize some known results on invariant measures for < T α,β > with 0 ≤ α < 1 and β > 1.
(i) Parry [23] gave an explicit formula for the unique invariant measure; (ii) Halfin [8] showed this invariant measure is positive; (iii) Hofbauer [9] proved that this measure is absolutely continuous w.r.t. the Lebesgue measure and its entropy equals log β; (iv) Hofbauer [10] verified its support is a finite union of intervals; (v) Hofbauer [11] showed the uniqueness of invariant measures with maximal entropy; (vi) Hofbauer [14] determined the region of (β, α)-plane where supp µ ⊂ [0, 1]; (vii) Faller and Pfister [3] studied normal points for < T α,β > . In this paper, we study circularly uniformizable invariant measures for T α,β on R. As will be pointed out shortly in the next section, a circularly uniformizable invariant measure for T α,β on R may not generate an invariant measure for < T α,β > on T.
Preliminaries
The following standard notations are used throughout. The natural and rational numbers are denoted by N and Q, respectively. For a real number x, denote by < x > its fractional part and x the integer not exceeding x, hence x = x + < x > . For x ∈ R and A ⊂ R, let A + x = {y + x : y ∈ A}. Lebesgue measure on R and T are symbolized by λ and λ| T , respectively.
Integers p, q are called coprime if their greatest common divisor equals one [7] . For every β ∈ Q \ {0}, let (p β , q β ) be the unique pair of coprime positive integers such that |β| = p β q β and s β = q β < |β| > . Note that for
is an integer, and s β and q β are coprime. Two real numbers x and y are called rationally independent if, for r 1 , r 2 ∈ Q, the equation r 1 x + r 2 y = 0 only admits the trivial solution r 1 = r 2 = 0.
For a complete metric space X, let P(X) be the family of all probability measures on X. In this paper, X = R or X = T. For a piecewise continuous transformation T : R → R, µ ∈ P(R), let µ • T −1 be the induced (or pushforward) probability measure for T. For µ ∈ P(R), denote by supp µ the support of µ-the smallest closed subset in R of µ-measure 1. For ν ∈ P(T), define its associated distribution function as
For µ ∈ P(R), define < µ >:= µ • R −1 to be the induced probability measure for the transformation R : x →< x > on R. Note that < µ >∈ P(T). Let F <µ> and F µ be the distribution functions, and ρ <µ> and ρ µ the densities (if they exist) of < µ > and µ, respectively. For c ≥ 0, let S c = {µ ∈ P(R) :
Each element in U T is called a circularly invariant uniformizable probability measure (CIUPM) for T. A measure µ ∈ P(R) is called a circularly invariant probability measure
By definition, it follows from the Radon-Nikodym theorem (see for instance, p.158 in [16] ) that: Lemma 2.1. Let µ ∈ P(R). If < µ >= λ T , then µ is absolutely continuous w.r.t. λ, and thus its density ρ µ exists and is finite λ-almost everywhere (a.e.).
In the next section, we study the problem below on the existence of a CIUPM for T α,β defined in (1.1): Problem 2.2. For β ∈ R\{0} and α ∈ R. Does there exist a CIUPM for T α,β ? If it does, what is the minimum of the Lebesgue measure for the supports of all the CIUPMs? Now we give some preliminary results that will be used in the proof of Theorem 3.1 in the next section.
The results below follow from the definition of the Perron-Frobenius operator (see p. 42 in [19] ).
If ρ µ exists λ-a.e., then
We comment that it is not difficult to see that for any CIPM µ for T α,β , < µ > is not necessarily an invariant probability measure for < T α,β > except for the trivial case of α = 0 and β ∈ N.
It is straightforward to verify the properties of U T α,β below:
γ,1 ∈ U T α,β , and thus
The following lemma follows directly from a Chebyshev's theorem on p.266 in [7] .
Lemma 2.5. Let x 1 , x 2 ∈ R. If x 1 , x 2 be rationally independent, then the sequence {mx 1 + nx 2 } m,n∈Z is dense in R.
In the next section, we prove a threshold result on the existence of CIUPMs: there exists c β > 0 such that S T α,β ∩ U c ∅ if and only if c ≥ c β .
γ,1 } γ∈R for some µ β ∈ P(R). In other words, by Proposition 2.4 (i), such CIUPM µ β is unique up to translation.
A threshold result on Problem 2.2
In this section, we give an answer to Problem 2.2 via a threshold result. For β ∈ R \ {0}, define a constant
and a probability measure µ β by its density ρ β : (
Now we state a threshold result on Problem 2.2. Proof. Note that the conclusions are trivial if β ∈ N. By Proposition 2.4 and the symmetry ρ β (t) = ρ β (c β − t), it suffices to prove the case for α = 0 and β ∈]1, +∞[\N. In the following, we use T β short for T β,0 and divide the proof into two parts:
(1) U T β ∩ S c = ∅ for c < c β ;
Throughout this proof, all the equations for densities hold λ-a.e., and thus we omit "λ-a.e." for convenience.
For µ with supp µ ⊂ [0, c], it is easy to verify by Lemma 2.3 that µ ∈ U T β if and only if its density ρ µ satisfies the following equations:
By (3.4) and (3.5),
Note that for c ≤ 1+ 1 β , < βc >≤ β+1− βc , and thus ∀ t ∈ 0, β+1− βc ,
Thus (3.4)-(3.7) are equivalent to
By change of variables, (3.10)-(3.12) are equivalent to
We first prove U T β ∩ S c ∅ if c < c β by contradiction. Suppose that there exists µ ∈ U T β ∩ S c . Then its associated density satisfies (3.8), (3.9), and (3.13)-(3.15). Since c < c β ≤ 1 + 1 β ,
By (3.14), we have β ≤ βc . This implies that
Hence (3.14) and (3.15) are equivalent to
Since β N, by 1 ≤ c < 1 + 1 β and β ≤ βc , we have βc = β + 1. This further implies that (3.8)-(3.12) are equivalent to (3.17) and (3.19), we have
Then by either (3.18) 
we have
where L 2 is a union of at most two subintervals of [0,
By induction, we can show that for every
Since β Q, we have
On the other hand, since
Since s β and q β are coprime, by Theorem 5.1 on p.6 in [7] ,
the assumption that c < c β . By definition, it is straightforward to verify that µ β ∈ U T β ∩ S c β . In the following, by Proposition 2.
Note that for all µ ∈ S T β , F µ is continuous.
It follows from (3.8), (3.9), (3.13)-(3.15) together with the continuity of F µ that, for c = 1 + 1 β , 
where 
where
Furthermore, by (3.26) and (3.27), we can show by induction that for all m, n ∈ Z satisfying m < β > β
(3.28) By Lemma 2.5, we know that m
It is easy to see that lim k→∞ |m k | = lim k→∞ |n k | = +∞ (otherwise, both (m k ) k∈N and (n k ) k∈N are bounded, and thus t ∈ m < β > β + n 1− < β > β m,n∈Z
. Substituting (m, n) in (3.28) by (m k , n k ) and letting k → ∞ on both sides of (3.28), we have by the continuity of F µ that,
By (3.28), (3.29) F µ (t) = β 2 t 2 + Ct, ∀ t ∈ 0, 1 β ,
. By the definition of derivative, it follows from (3.29) that F µ (t) = βt + C, ∀ t ∈ 0, 1 β .
Since F µ is increasing in 0, 1 β , we have C ≥ 0. By (3.22) and (3.29),
Similarly, we can show that C ≤ 0. Thus C = 0. By (3.23), F µ is given by
equivalently, ρ µ = ρ β and thus µ = µ β .
(2-2) β ∈ Q ∩ ]1, ∞[\N. Note that β = p β − 1 q β for β N.
(3.30) ρ µ (t) + ρ µ (t + 1) = 1, t ∈ 0, q β − 1 p β , 
