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A.2 Bootstraps
This appendix describes five bootstrap methods. The first, to construct the standard errors reported in Table 2 , are constructed under the null hypothesis of no cointegration between relative prices and the nominal exchange rate. Tables 3, 4 and 5 construct bootstraps from pseudo-data generated from the estimated VECMs, using the percentile and the percentile-t methods. We use a fourth method of bootstrapping to test the joint null hypotheses in Tables 2, 3 , 4, and 5. These bootstraps draw from the joint empirical distribution for the G6 currencies. The fifth method, which is not reported in the text, but reported in this appendix, uses Kilian's (1998) "bootstrap after bootstrap" method to correct for possible small sample biases in the coefficient estimates of the parameters of the VECM that are used to construct the percentile and percentile-t confidence intervals for Tables 3, 4 and 5.
For For both bootstraps in the results reported in Tables 3, 4 , and 5, we construct pseudo-samples using the VECM estimates. Initial values are set as described in the previous paragraph. We draw the error terms with equal probability from the vector of error terms estimated by the VECM at each date. For each pseudo-sample, we estimate the VECM. We estimate all of the regression coefficients reported in Tables 3, 4 and 5, and calculate the Newey-West standard errors for each of those regressions. We repeat this exercise 1000 times.
The first confidence interval based on the bootstraps uses the coefficient estimates reported in the tables. Let β refer to any of the coefficient estimates reported in Tables 3, 4 and 5. From the regressions on the pseudo-samples, we order the coefficient estimates from these 1000 replications from smallest to largest -1 β is the smallest and 1000 β be the largest. The confidence interval reported in the tables is based on
β β β β β β − − + − . That is, the reported confidence interval corrects for the asymmetry in the distribution of β i from the regressions on the pseudo-samples.
Hansen (2010) β σθ β σθ − − . It turns out that our two bootstraps generally produce very similar confidence intervals.
In each of Tables 3, 4 , and 5, the slope coefficient estimates for each of the G6 currencies are all of the same sign. This allows us to construct a very simple test of the joint null hypotheses reported in the text. We take the errors generated from the estimated VECMs, as we did in constructing the confidence intervals in tables 3, 4 and 5, described above. However, now we take the vector of errors for each date from all six of the individual currency VECMs jointly as a point in the empirical distribution. That is, in constructing pseudo-data, we draw from the 18x1 vector of errors for each date -3x1 for each of six countries. With this data, we then estimate VECMs as in equation (6) for each country (country by country). We estimate the coefficients of Tables 3, 4 and 5 using each pseudo-sample, repeating this process 2000 times. We record for example for Table 3 (but analogously for Tables 4 and 5 ), the proportion of times all six coefficient estimates are negative, which gives us the probability reported in the text.
Kilian (1998) suggests that bootstrap distributions based on VAR (or VECM) estimates may be biased in small samples. We follow Kilian's procedure for producing unbiased distributions. Note that this is only a problem for bootstraps such as in Tables 3 and 5 that are not constructed under the null hypothesis, as opposed to those reported in Table 2 in which the pseudo-data is constructed under the null. Here is a concise account of how Kilian's method works: Estimate the VECM. Construct pseudo samples based on data generated using the estimated coefficients from the VECM. For each pseudo sample, re-estimate the VECM. Construct the mean parameter estimate from the pseudo samples for each parameter. Then adjust the original parameter estimates. pseudo-samples using the adjusted parameters, and proceed as before.
We do not report the results using this method in the text because it turns out that the bootstrap distributions for the coefficient estimates reported in Tables 3 and 5 are not much different under the original bootstrap and the Kilian bootstrap. Here we report the median and mean parameter bias in the estimates from Tables 3 and 5 for the "bias corrected" bootstraps and compared the bootstraps used in Tables 3 and 5 . (The bias is reported as the mean or median coefficient estimate from the bias corrected bootstrap less the corresponding estimate from the original bootstrap.) In all cases, the bias correction in those coefficient estimates is small and does not affect our conclusions:
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A.3 Derivation of log-linearization for model with Epstein-Zin preferences
This section derives the expressions for the risk premium and interest differential in the model with Epstein-Zin preferences. The derivation follows that in Backus et. al. (2010) closely.
The utility function is given by:
The stochastic discount factor is given by (see Backus et. al. (2010) or Bansal and Shaliastovich (2013)):
Taking logs, we can write:
( 
We can write the utility function as: 
We take a log-linear approximation around the point where ( ) ( ) Recall that the dynamics of consumption is given in the equations: 
Solving for the undetermined coefficients, we find: 
A.4 Verdelhan (2010) Model
In Verdelhan (2010) 
Here, φ and s are parameters, and
is assumed to follow a simple random walk: The log of the stochastic discount factor is given by: Here we derive the extension of Nagel (2014) to the two-country setting. In each country, households can hold deposits that are perfectly liquid, local-currency denominated deposits or bonds that provide a liquidity service but are less liquid than deposits, and foreign-currency denominated bonds that provide no liquidity service.
Following Nagel, we assume in the Home country that households maximize
where t C denotes consumption and t Q denotes liquidity services. As in Nagel, assume u is concave, increasing in its arguments, and that utility is additively separable in the utility from consumption and utility from liquidity services. We assume: ( ) 
We can log-linearize around a steady state in which t C and t Q are constant, where the Home and Foreign real interest rates are constant. For simplicity, we assume no inflation in either country in steady state, and no change in the exchange rate.
In the steady state, we have: 
. Linearizing the first-order conditions, ignoring intercept terms, and using lower case letters to denote the logs of upper case letters, we find: 
When t ε rises, the near-money becomes more valued for its liquidity services, so ceteris paribus, it pays a lower interest rate. When the marginal value of liquidity t X increases, because the amount of liquidity, t Q , falls, the interest rate rises ceteris paribus. This occurs because the near-money is less valued for liquidity than liquid deposits, so its return rises.
We can write the last equation as:
Substitute this into the expression above for
When the liquidity of the near-money asset rises, its return falls relative to the return on Foreign assets, so 1 t t E ρ + rises when t ε increases. When there is a decrease in liquidity that causes t X and therefore t i to rise, the excess return on the Foreign asset nonetheless rises. The domestic near-money is more liquid than the Foreign asset, so the ex ante relative pecuniary return on the Foreign asset rises. So 1 t t E ρ + rises when t i goes up.
Symmetrically, the Foreign household receives liquidity services from Foreign liquid nominal deposits, and the Foreign less-liquid interest-bearing assets. We have:
Average the last two equations to get:
( ) ( )
We can write this as in the text of the paper as: , where the latter is the serial correlation of t q assuming that variable follows a first-order autoregressive process. In addition, the variance of t η is set equal to 0.04 times the variance of t q :
The price stickiness parameter is set as a compromise. According to Monacelli (2004) , a standard parameterization assumes that the expected price duration is one year. However, Bils and Klenow (2004) find that the half-life of prices in the data for the U.S. consumer price index is around 5.5 months, excluding sale items, implying an expected duration of around 8 months. The parameter δ is calculated from the formula
, where θ is the probability of not adjusting the price in any period in the Calvo model.
We do not observe the equilibrium real exchange rate. This calibration assumes a half-life of five years for the equilibrium real exchange rate. This is based, first, on Rogoff's (1996) well-cited claim that the consensus is that among high-income countries, the half-life of real exchange rates is 3 to 5 years. The upper end of that range is appropriate because Rogoff's consensus applies to the actual real exchange rate, rather than the equilibrium rate, so some of the adjustment involves convergence of the disequilibrium component that might be due to price stickiness. Rogoff's "purchasing power parity puzzle", however, refers in part to the fact that the actual real exchange rate is too persistent to be accounted for by adjustment of the disequilibrium The value of α is based on Nagel's (2014) estimates in a regression of his measure of the liquidity premium on the U.S. fed funds rate. That parameter ranges from a low of around 0.05 to a high of around 0.11, depending on the regression specification and the measure of the liquidity premium. The liquidity premium refers to the spread between the repo rate on repurchase agreements with Treasury collateral and the T-bill rate, which Nagel argues captures mostly liquidity return because there is very little risk in the repos. We choose a value of α slightly larger than Nagel's estimates in order to capture the idea that the foreign deposits may be even less liquid than these repos.
In the table below, we alter each parameter individually, leaving the others unchanged. (In the case of the Taylor rule, in the first three rows, we consider changes in the smoothing parameter, φ , leaving the longrun response of policy interest rate to inflation unchanged ( ( ) / 1 1.5 φ σ − =.) We report the slope coefficient for the regression of short-run excess returns on the real interest differential as in Table 3 , the regression of the cumulated expected excess returns on the real interest differential, as in Table 5 , and the correlation of real and nominal interest rates (which is 0.79 in our data for the real and nominal interest rates of the U.S. relative to the G6 average.)
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A.7 Relation to Froot and Ramadorai (2005)
On the surface, there appears to be a strong relationship between some of the empirical work in Froot and Ramadorai (2005, hereinafter FR) , and the empirical findings of this paper. FR write out an expression for the real exchange rate similar to (3), and estimate a VAR that is similar to the VECM estimated in this paper.
The main focus of FR is on the contribution of institutional-investor currency flows to the determination of exchange rates. They ask whether those flows are contributing to movements of the exchange rate because they contribute to the component determined by the sum of expected real interest differentials or to the sum of expected excess returns. They also ask whether it is news about future trades that affects the exchange rate, or the actual current trades.
There is a small section of the paper (Tables 5 and 6 completely unrelated, as we will show here, they look at different aspects of the data. FR do not cite any of the literature on the interest parity puzzle, and do not relate their findings to that work. They do have a notion of overreaction of the exchange rate to interest rate changes, but that is different than our notion of excess comovement -again, it reflects the different between covariances of shocks versus unconditional covariances.
The comparison of the moments estimated in the two papers is made more difficult by a problem with FR's estimation. Their system is overidentified, meaning that there are an infinite number of estimates of the moments they are concerned with that could be generated from their VAR. This presents a difficulty in comparing the moments they estimate because their Tables V and VI label moments using the notation for the sample moments they calculate, but the overidentification causes some murkiness in translating those to population moments. 
A.7.c
In order to compare the moments calculated in this paper with those that FR intended to calculate, following the logic of the previous paragraph, consider an example of a stochastic system involving t d and t q .
It is useful to consider an MA representation. Assume Here t ε and t u are i.i.d., mean zero, mutually uncorrelated random variables. We specify t d and t q as the sum of two moving average processes to facilitate intuition for the empirical findings in this paper.
The two moments we focus on in this paper are * 1 cov( , )
