Abstract. The effect of digital elevation model (DEM) error on environmental variables, and subsequently on predictive habitat models, has not been explored. Based on an error analysis of a DEM, multiple error realizations of the DEM were created and used to develop both direct and indirect environmental variables for input to predictive habitat models. The study explores the effects of DEM error and the resultant uncertainty of results on typical steps in the modeling procedure for prediction of vegetation species presence/absence. Results indicate that all of these steps and results, including the statistical significance of environmental variables, shapes of species response curves in generalized additive models (GAMs), stepwise model selection, coefficients and standard errors for generalized linear models (GLMs), prediction accuracy (Cohen's kappa and AUC), and spatial extent of predictions, were greatly affected by this type of error. Error in the DEM can affect the reliability of interpretations of model results and level of accuracy in predictions, as well as the spatial extent of the predictions. We suggest that the sensitivity of DEM-derived environmental variables to error in the DEM should be considered before including them in the modeling processes.
INTRODUCTION
Predictive models of species spatial distribution are now widely used in conservation studies as exemplified by the encyclopaedic proceedings of Scott et al. (2002) . Although errors in prediction are considered (O'Connor 2002, e.g., van Horne 2002) , only one paper explicitly mentions error propagation from maps, Geographic Information System (GIS) layers, or remotely sensed data, and its potential impact on the statistical models obtained (Henebry and Merchant 2002) . These authors (p. 295) state ''effective techniques for . . . understanding of error propagation in GIS are still rudimentary but experience is rapidly increasing.'' In this paper we present an evaluation of the impact of error propagation from errors in a digital elevation model (DEM) on all stages in the fitting of statistical regression models for predicting the distribution of species and their potential habitats. The purpose is to understand how error and its propagation affect final results in predictive modeling and to consider options that will reduce the impact on modeling results.
Error can enter into the predictive modeling process by a number of pathways: spatial inaccuracies in the sampling points, weaknesses in the assumptions or calculations developing the spatial extension of the environmental factors, the fit of the modeled relationship, and error that was propagated from any initial data sets. Like errors in other data sets, GIS data errors affect the reliability of the final outcomes of any model, but how they affect final outcomes is difficult to assess. In general, we can only calculate the uncertainty in model results due to input errors introduced into the modeling processes.
Derivatives of a digital elevation model can have very high levels of propagated error (Fisher 1998 , Holmes et al. 2000 , yet most commonly employed environmental variables for predictive vegetation modeling are derived from a DEM but are not tested for problems (Henebry and Merchant 2002) . Prevailing belief is that geomorphometric (indirect) variables are expected to have less propagated error than more derived, direct variables (Guisan et al. 1998, Guisan and Zimmermann 2000) , but Van Niel et al. (2004) have demonstrated that this is not true. They found that the level of propagated error from a DEM is more complex and depends on the methodology of the data development and the nature of the study site. Van Horssen et al. (2002) considered the impact of error in kriged prediction surfaces on spatial predictions of vegetation, but in this case the independent and dependent variables were gathered at the same time at each field site, so there is no uncertainty in the relationship between the variables beyond model fit. They still found extensive impact of model fit and kriging error on the outcomes of spatial predictive 3 E-mail: Kimberly.VanNiel@uwa.edu.au modeling. However, there has been no examination of how the error and uncertainty in environmental variables, particularly those developed from DEMs, affects the process and results of predictive vegetation modeling. If it has an extensive effect, then sensitivity of environmental variables to error in the DEM should be a consideration when selecting variables for inclusion in a model. This has the potential to affect many aspects and types of models, not only of terrestrial predictive habitat modeling, but also climatic, marine benthic, and ecosystem process models. The implications of the outcomes of this study are discussed further in the Discussion, below. In this paper we explore how error in the DEM leads to increased uncertainty in results from generalized additive models (GAMs), generalized linear models (GLMs), stepwise model selection procedures, accuracy of model predictions, and the predicted spatial extent of vegetation species for each of two sets of variables. We develop species spatial-distribution models for two types of predictor variables, direct and indirect (sensu Austin and Smith 1989) , which are derived from a DEM. A probability distribution function based on assessed error in the DEM is used in a stochastic model to develop 10 equi-probable DEMs. The predictor variables are then redeveloped from each DEM ''realization'' and used to redevelop the species spatial distribution models. The models are then compared against each other and against the original model at each stage in the modeling process.
This research demonstrates the range of model results that can be expected due to error in the DEM and other source data sets. In addition, the methods employed here provide a pathway for analyzing the influence of sourcedata error on predictive habitat models, as well as a guideline for understanding the nature of these effects and their possible reduction.
DATA AND METHODS
The study was conducted in Murramarang National Park and South Brooman State Forest on the South Coast of New South Wales, Australia, ;300 km south of Sydney. This area has been the subject of numerous vegetation-prediction studies (Moore et al. 1991 , Fitzgerald and Lees 1992 , 1994 , and an extensive GIS database and set of field plots (424) exists for the region. The elevation at the site ranges from 8 to 260 m with an average elevation of 66 m. Predictive models were developed for two species: Corymbia maculata (Hook.), a common sclerophyll tree (63% presence on plots), and Acmena smithii (Poir.), a less common rainforest tree (20% presence on plots), and spatial predictions were made for a subset of the region well within the extent of the field sites. The driving factors were shown to be different for these species in standard GAM (generalized additive model) and GLM (generalized linear model) analysis. The standard, unperturbed-data results were used throughout this paper as a base model for comparison with the results from the uncertainty analysis. Commonly employed (based on the literature) direct and indirect variables, as defined by Austin and Smith (1989) , were used to develop separate models for each species, resulting in four different models (Table 1) . The indirect variables used were elevation (e.g., Guisan et al. 1999 , Vayssie`res et al. 2000 , slope (e.g., Franklin 1998 , Guisan et al. 1998 , cosine of aspect (e.g., Lees and Ritman 1991, e.g., Guisan et al. 1998) , and topographic position, and the direct variables were net solar radiation (Moore et al. 1993 , e.g., Leathwick 1995 , average air temperature (Austin and Meyers 1996, Vayssie`res et al. 2000) , and topographic wetness index (TWI) (e.g., Moore et al. 1993 , Barling et al. 1994 . Models based on indirect and direct variables were compared to investigate their relative sensitivity to uncertainity Zimmermann 2000, Austin 2002) . A geologic nutrient data set (as described in Moore et al. [1991] ) was included in the models (appropriate soils data have not been developed for the region), but was not evaluated for uncertainty.
Assessment of baseline error
The error model applied in this study was developed from ground-truthed (i.e., field verified) data (Fisher 1998 , Holmes et al. 2000 and was used to create a probability distribution function (pdf ) to derive ten random grids which simulate the known error in the 
Model type
Base model appliedà
Direct and indirect variables were used to develop separate models. Direct variables used were net solar radiation, average air temperature, and topographic wetness index (TWI); indirect variables were elevation, slope, cosine of aspect, and topographic position.
à Note that the value following the variable indicates that level of polynomial plus all lower orders. Thus, the direct model for C. maculata would be interpreted as GeoNutrients þ
digital elevation model (DEM). The DEM for the study region was developed from elevation contours (10-m interval), steamlines and spot heights that were digitized from a 1:25 000 scale topographic map and then interpolated to 30-m pixel resolution using IDRISI (GIS and image-processing software; Clark Labs, Clark University, Worcester, Massachusetts, USA), as described by Lees (1999 Heipke et al. [2002] ).
Each error grid was then added to the original DEM, and the environmental variables were re-calculated. This process was repeated 10 times to generate 10 alternative uncertainty realizations of the set of predictor variables. These realizations were then used to create 10 separate statistical models, which were compared against each other and against the original models for each species. The effect of uncertainty was considered not only on the final outcomes of the model, but also on each step of the modeling process.
Error impact and assessment
The effect of error on a number of different modeling processes is considered. The processes selected were based on their usage in the literature and their importance in the overall development and outcome of predictive habitat modeling. There are five steps in modeling the impact of base error on the modeling process:
1) Testing of individual variable significance for a species using GLMs. The effect of propagated error on the significance of individual predictor variables was assessed, as this is often the first step in developing a species spatial-distribution model (Vayssie`res et al. 2000) . Regression models using each predictor independently were fitted for the unperturbed data and the 10 realizations. Regressions for linear, quadratic, cubic, and quartic polynomial models were fitted separately. The level of probability determined for each realization regression was compared with that of the unperturbed data. The entire set of field plots is used for this analysis.
2) Exploring the shape of the species-environment relationship curves using GAMs. Shapes of the speciespredictor variable relationship are examined using GAMs (Brown 1994 , Austin and Meyers 1996 , Bio et al. 1998 , Franklin 1998 , Leathwick 1998 , Lehmann 1998 ). These models are developed for individual predictor variables, first for comparison to the individual predictor, and then as full models to consider the change due to the combination of relationships. The second case is current practice for later development of a GLM model (Franklin 1998) .
3) Selecting a final model from all predictor variables by stepwise GLM procedures. Backward stepwise selection of variables applying Aikake's information criterion (AIC) is used for all modeled realizations to examine the effects of propagated error on this process. For this analysis and all others, the split-sample approach was applied with 70% of the data used for model development and 30% retained for testing.
4) Assessing accuracy of model predictions. Based on GAM analysis of the unperturbed data, an initial model was constructed for each species. This model was then applied to each of the realizations of the data sets. The coefficients and their standard errors were examined, and the model accuracy tested using both kappa accuracies (all at 0.05 thresholds; prediction accuracy as assessed via the kappa statistic [Cohen's kappa]) and area under the receiver operating curve (AUC; Bradley 1997).
5) Predicting the spatial distribution of the species. Each of the models developed in the stepwise procedures was used to develop spatial predictions (Pearce and Ferrier 2000) of Corymbia maculata and Acmena smithii. For the predictions, each model was applied using the complete grids of the variables for its realization. For example, the model developed from realization 1 was applied only to those environmental variables developed for realization 1 for predicting the spatial distribution. In this way, each model was applied to the data set from which it was developed. The spatial predictions were developed for each realization, then they were used to create three data sets based on the probabilities: the minimum probability, the maximum probability, and the range in probability for each cell. This allows for the display of the differences in probability estimates. For each data set the threshold that optimized kappa accuracy was used to reclassify the probability data sets to presence/absence grids (1/0). These were then summed to give the number of realizations that predicted the species as present for each cell. This displays the effect of uncertainty and the range of possibilities for the final presence/absence predictions.
RESULTS

Univariate GLM analysis
Comparison of the results of the univariate GLM (generalized linear model) regressions for the realizations with the unpertubed model shows variability in the outcomes when error in the digitized error model (DEM) is considered (Table 2) . For all variables and species, the propagated error affected both the polynomial selected for each predictor variable and whether the predictor variable was selected at all.
For Corymbia maculata, results depended on the variable investigated when judged on probability levels for significance (using P , 0.05). Table 2 shows that average air temperature, elevation (DEM) and topographic position all gave identical results for all 40 regressions. Cosine of aspect also showed nonsignificant results. The topographic wetness index (TWI) generally produced similar significant regressions to the unperturbed data (70% agreement). Not one realization for net solar radiation or slope gave identical results to the unperturbed data, and none of the regressions for slope match those of the unperturbed data using two significant figs for the probability. At the P , 0.05 level, there is only 23% agreement. TWI is more affected by error in the DEM than net solar radiation (Van Niel et al. 2004 ), yet in this case, the error propagated to net solar radiation leads to more inconsistent results. Thus, the variability introduced by the error appears to depend on both the strength of the relationship and the nature of the derivation of the predictor variable from the DEM-for example, where the representation of curvature is critical to the output data set or where the data conversion is not continuously differentiable (Van Niel et al. 2004) .
For Acmena smithii, the results with direct variables demonstrate similar patterns as for C. maculata (results not presented; see Van Niel [2003] for details). In summary, a strong relationship with net solar radiation remained unaffected by error in the DEM. Average air temperature regressions had a 93% agreement, while TWI had 50% agreement. Regression results using indirect variables were consistent with the unperturbed data at the P , 0.05 level for elevation, slope, and topographic position. For all variables and both species, Polynomials are: L, linear; Qd, quadratic; C, cubic; and Qt, quartic. à Number of error realizations (out of 10 realizations) significant at P , 0.05. the propagated error affected both the polynomial selected for each predictor variable and whether the predictor variables was selected at all.
Effect on shapes of species response curves
Examination of the nature or shape of the relationship between species and environmental variables is usually conducted using generalized additive models (GAMs). Given the results of the univariate analysis above, we would expect changes in the shapes of the species response curves due to slight error perturbation.
Figs. 1 and 2 demonstrate the change in the shape of species response curves given a relatively strong relationship with the variable. Fig. 1 shows the relationships between C. maculata presence/absence and average air temperature. Although average air temperature had a strong relationship with C. maculata presence/absence despite the propagation of DEM error, Fig. 1 shows that the nature of the relationship may still be distorted by error in the predictor. Different realizations suggest different final curves, which vary from linear, to quadratic to cubic (Fig. 1B) . Two of the realizations demonstrate the differences (Fig. 1C and D) . Note that some of the shape changes occur in sparse-sampling areas, indicating that more comprehensive sampling may provide some protection from this problem.
Although topographic position appeared to have a robust relationship with A. smithii presence/absence in the univariate GLM analysis, Fig. 2 shows how relatively minor error can change interpretation of the nature of the relationship, again with variation in form of linear, quadratic, and cubic. This predictor relationship was less sensitive to error than those environmental variables with weaker species relationships, such as with aspect and slope.
This series of realizations demonstrated the problem of basing interpretation of species response on errorprone data. Not only does the shape and complexity of the response change, affecting for example the selection of a term for a GLM model, but the general response pattern can be quite different. This was surprising given that many of the relationships remained significant in the univariate analysis, and showed that these relationships were not impervious to error in the DEM. The problem of interpretation of the relationships and the shapes of species curves remained, despite the strength of the GLM results.
Effects on model selection by stepwise procedures
Results from the stepwise model selection revealed sensitivity to DEM error. Table 3 shows the differences in backwards step model-development results due to the propagation of error in the DEM to the environmental variables, and illustrates the weaker relationship of TWI to C. maculata presence/absence compared to the other variables. Seven realizations were now nonsignificant for TWI compared with the unperturbed result, although nine realizations had significant linear GLM equations The variation between two of the realizations. On the y-axis ''s'' stands for ''smoothing spline''; the units are a spline of the variable, and a high value indicates high probability of occurrence (but is not calibrated here). Above the x-axis the short vertical lines are a ''rug plot,'' providing information on the number of data points defining the spline.
( Table 2 ). Net solar radiation and average air temperature are less affected by DEM error than TWI (Van Niel et al. 2004 ). The other variables were unaffected either due to a stronger relationship with C. maculata presence/absence or to their robustness to DEM error.
Note that the geologic nutrients data set was not changed in the error propagation. Geologic nutrients, an unperturbed variable from a different data source, remains in every model, as does elevation (DEM). The selection of the other variables in the stepwise procedure Number of models (out of 10 models) with this outcome.
varied for the different realizations. Only 3 out of 10 realizations have identical predictors to the unperturbed model. The changes in deviance and AIC showed that the unperturbed-data model falls within the envelope of the perturbed-data models. The models for A. smithii with the direct environmental variables disagreed on the inclusion of average air temperature; 9 out of 10 realizations do not include it in the regression model. Average air temperature is not greatly affected by error in the DEM (Van Niel et al. 2004) , but the addition of error in other variables has resulted in the consistent exclusion of a predictor, due to weakness in the relationship, which is consistent with the species' ecology.
Effect on coefficients in GLM models
For the models of C. maculata with direct environmental variables, the coefficients remained relatively stable across the realizations (Table 4) , even between realizations that included different sets of variables. The sign remained the same for all coefficients and the intercept was quite stable, indicating that the general slope of the model was similar across realizations. The indirect-environmental variable models for C. maculata showed changes in the regression coefficients for the intercept and the unperturbed geologic nutrients data set. As with the direct model, the sign of the coefficients and the relative level of the coefficient were not highly affected for all variables, even with different variables in the model. This suggests that the relationships between C. maculata and both geologic nutrients and elevation are strong enough to be relatively unaffected by error.
The results of A. smithii models with direct variables demonstrated much greater variation in the coefficients than the C. maculata models. In particular, the coefficient on the intercept was highly variable. To test whether the sensitivity of TWI to error in the DEM was the cause of the instability in the intercept seen here, the TWI parameters were removed for all the models with the same parameters (1-5, 7-10) and the models were rebuilt. For these nine models, the range in variation of the intercept was 1.513 and the range of the standard errors was 0.583, much less than the analysis shown in Table 4 .
The results of models of A. smithii with indirect variables supported the instability that was seen in the direct model (not shown). Again, this was likely due to the strength of the relationship between topographic position and A. smithii presence/absence and the sensitivity of topographic position to errors in the DEM. As a test, the models were redeveloped excluding topographic position while leaving all other parameters as they were shown above. Despite the differences in the other variables included, the variation of the coefficients for the intercept and geologic nutrients was much lower. The intercept and geologic nutrients showed much lower coefficient ranges (e.g., intercept range became 2.53, as opposed to 12.82). Table 5 shows the differences in kappa accuracy and the area under the receiver operating curve (AUC) for all models. The graphs of the differences in kappa accuracy for models of C. maculata with the change in threshold are shown in Fig 3. for both the direct and indirect models. Notice that the general trend of the overall and kappa accuracies was the same for the realizations as with the unperturbed data. For the indirect models the unperturbed data had the best kappa accuracy, but for the direct models the error realizations had higher kappa accuracies. There was a wide range of results, especially the higher kappa accuracies from the perturbed data sets in the direct models. One could argue that the kappa accuracies for the direct model had nowhere to go but up. Note the models with higher accuracy were the three that did not include TWI, whereas TWI was included in the unperturbed model. The graphs of the differences in kappa accuracies for A. smithii with the change in threshold are shown in Fig.  4 for both the direct and indirect models. The chart of the kappa accuracies for both indirect and direct models (Fig. 4) shows that one realization had higher kappa accuracies than the unperturbed data.
Effect on prediction accuracy and threshold
Effect on spatial predictions of species
For each model of C. maculata and A. smithii, the spatial predictions were developed for every realization and then used to create three data sets based on the probabilities, as well as a map of the spatial agreement across all realizations. The map in Fig. 5 shows the variation in predicted probabilities for the indirect models of A. smithii, while Fig. 6 shows the variation between the presence/absence prediction for the unperturbed analysis and two realizations. Fig. 7 shows the extent of the variation in presence/absence predictions across all realizations at the optimum threshold, where the mapped value is the number of models predicting presence. There were areas on which all models agreed on either presence or absence of C. maculata for both models ( Fig. 7A and B) , although there was less agreement on the indirect model (7A). Two areas of agreement for the direct models on predicted absence for C. maculata were quite notable, in the north and south of the study area, as well as the lowland running from the southwest to northwest of the study site along a river. The realizations also show agreement of presence in the northwest and eastern parts of the study site. However, the areas of disagreement and the range in variation of the probabilities of presence show the extent to which error in the DEM can affect the spatial prediction of this species in the both model. For A. smithii, there were very few places where the models all agree (Fig. 7D) , particularly for the indirect models (Fig.  7C ).
DISCUSSION
Propagated primary data error affected each of the steps in predictive vegetation model development. Qualitatively this is to be expected; what this study shows is the nature, magnitude and complexity of the effects of DEM errors.
Analysis of the relationships between a species and a single environmental variable is a relatively common method. For example, Vayssieres et al. (2000) tested the relationship of six plant species against 25 separate environmental variables up to the cubic term for each. The results here suggest that tests of significance of an individual variable depends on the relationship between the true value and the value in the DEM, the type of error (biased or random), and the type and complexity of the model (Carroll et al. 1995) . Complexity of the model and decreasing degrees of freedom were expected to make models more sensitive to error, so one would expect greater variability in a more complex fit. Our study shows that the GLM (generalized linear model) univariate method may be called into question as a way of eliminating variables before model fitting, simply based on error in the primary data (e.g., Pearce and Ferrier 2000, Vayssie`res et al. 2000) . The strong relationships for both species, which remained unaffect- ed by DEM error propagation, were indicated by their commonly observed ecology (such as the strong relationship between Acmena smithii, a rainforest species, with topographic position). GAMs (generalized additive models) were used for exploring the shapes of species response to environmental variables. This method has been used to suggest relationships for use in GLM models (Brown 1994 , Franklin 1998 , to explore ecological theories (Austin and Meyers 1996) , or to develop predictive models (Bio et al. 1998 , Leathwick 1998 , Lehmann 1998 . The effect that error in the predictor variables has on the integrity of GAMs and GLMs influences the success of final predictive outcomes. More importantly, it can also affect the development of ecological theories on species niche and environmental response (Leathwick 1995, Austin and Meyers 1996) . Error in the environmental variables had a relatively strong effect on the apparent shapes of species response curves. For some relationships both the slope and the shape of the relationship were changed by DEM uncertainty.
In the presence of a strong (or extreme lack of) relationship between the predictor variable and species presence, GAM and GLM univariate analyses were less sensitive to error in the DEM. For A. smithii, the strong relationship between presence/absence and topographic position was relatively unaffected by DEM error, while the lack of relationship between presence/absence and elevation was similarly unaffected. More ephemeral relationships, such as Corymbia maculata presence/ absence with slope, proved to be quite variable. However, higher levels of error would certainly have a more dramatic effect on all the relationships. There is an interaction between the strength of relationship between the predictor variable and species presence and the level of error considered in the uncertainty perturbations. Weaker relationships are more sensitive at lower levels of error, and stronger relationships at higher levels of error. Thus, the level of error in the DEM can have a very powerful effect on the accuracy of the relationships explored using this method. However, the GAM analysis showed that the strength of the relationship FIG. 3 . Predictive accuracies (kappa statistics based on p-optimum, a threshold value that leads to the best accuracy value as assessed by kappa accuracy) for 10 error realizations of the (A) direct and (B) indirect models for Corymbia maculata presence/ absence, displayed as decimals. All perturbed realizations are shown in gray; the unperturbed results are shown in black.
did not necessarily protect against misinterpretation of the nature of species-environment relationships.
This study did not include predictor-variable interactions. Given results from this study and Van Niel et al. (2004) , we would expect that the impact from propagated DEM error would be a complex interaction between the strength of relationship between interacting variables and the species, the attribute and spatial relationships between the variables themselves, and the relationship (co-occurrence) of the spatial pattern of error in the interacting variables.
Stepwise procedures are widely used for model selection for GLMs (Guisan et al. 1998, Zimmerman and Kienast 1999) . Stepwise model selection proved to be relatively stable, although the strength or extreme lack of relationship dictated the similarity in the results. It was likely that inclusion of the unperturbed data set, geologic nutrients, helped to stabilize this step in the modeling procedure. For stepwise model development, the models from the indirect variables were more sensitive to error in the DEM than the direct models. This was probably due to the larger number of variables presented to the stepwise procedure and to the fact that topographic position, slope, and cosine of aspect are known to be more sensitive to error than net solar radiation and average air temperature (see Van Niel et al. 2004 ), but it may also indicate that these variables were more sensitive to error during the stepwise procedure because the relationships are not as strong.
Some studies have attempted to assign importance of variables in species relationships based on the order in which they enter or leave a model in stepwise procedures. Although this inference is warned against (Harrell et al. 1996) , it is often used (e.g., Nicholls 1989). Our analysis also shows that error in the DEM can distort the order, and supports the notion that inference of importance due to order should be avoided. In addition, change in deviance is often reported as a measure of how well the model was developed. The results show that change in deviance is impacted by error in the DEM. A wide range in the change of deviance (21.72 in Table 5 and 18.54 in Table 6 ) was found simply due to relatively slight error in the DEM. With more realizations, this range would probably increase. Both order of variable exclusion and change in deviance are affected by propagated DEM error, and thus they may be unreliable guides to the assignment of importance to environmental variables and as a comparative measure between models.
Examination of GLM coefficients showed that strong relationships between species presence/absence and an environmental variable, when combined with high sensitivity to error in that environmental variable, can lead to unstable intercepts, coefficients, and standard errors. This result was more disturbing than results from the previous model development steps. It suggests that although the other steps show more stability when relationships between environmental variables and species were strong, a strong relationship can also lead to very unstable results if the environmental variable was sensitive to propagated error. Removal of the sensitive variable appears to help stabilize the results, as shown in the removal of TWI (topographic wetness index) from the direct model and topographic position from the indirect model for A. smithii. The other striking difference with these models was the high variability of the coefficients for TWI. It was likely that both of these effects were caused by the sensitivity of TWI to error in the DEM (as described by Van Niel et al. [2004] ) and the strength of the relationship between TWI and A. smithii presence/absence. Because the relationship was quite strong (as shown in the univariate analysis), changes in TWI through the perturbations caused wide fluctuations in the intercept, high standard errors on the intercept, and variability in the TWI coefficients. The greatest variation occurs with outliers and data sparsity, which supports the idea that any data collection and analysis methods that generally strengthen models will also help to protect models against primary-data error.
Therefore there is a further interaction between the strength of the relationship, level of error, and the sensitivity of the variables to error in the DEM. In the univariate GLM analysis, we saw that a strong relationship led to more robust results. However, a strong relationship with an independent variable that has a high sensitivity can lead to the development of models that were very sensitive to error in the DEM. This is a big cause for concern in the development of vegetation-prediction models. In this study, for example, TWI and topographic position were the strongest variables for prediction of the rainforest species, characteristically found only in gullies on the steep slopes of the two north-south mountain ranges on the study site. This is due to a number of factors, which included not only the routing of water in gully channels but also the availability of soil nutrients accumulated from deposition and protection from fire. Since both predictor variables are sensitive to error in the DEM (Van Niel et al. 2004 ) and contributed to model FIG. 7 . The number of models (out of 10) that predicted the species as present. None (0) is displayed in red, and all (10) is shown in blue to highlight those areas where all models agreed. Displayed are (A) indirect models of Corymbia maculata, (B) direct models of C. maculata, (C) indirect models of Acmena smithii, and (D) direct models of A. smithii.
instability, neither seemed to be particularly better than the other for model development for the prediction of rainforest species at this site. What is required in this case is a variable that can represent the gullies without being sensitive to error in the DEM. Unfortunately, the representation of flow characteristics is highly sensitive to errors in the base DEM (Holmes et al. 2000) , and therefore estimating this topographic feature requires more scrutiny among the predictive habitat-modeling community.
Analysis of model prediction accuracy supports the stepwise model-development findings. Models that included only those environmental variables that were relatively robust to DEM error had the highest accuracies, as compared to those that included variables that were highly sensitive to DEM error. In this analysis, the decision of whether to use direct or indirect variables was not clear. The most important aspect of variable selection shown here is that environmental variables should a priori have a strong hypothetical relationship to species presence/absence (based on known plant physiology and ecology) and should also be robust to error in the source data. This recommendation was also supported by the analysis of the relationships between variables and species, where stronger relationships are more impervious to propagated DEM error (see above).
In addition to the strength of the predictive relationship reducing model sensitivity to DEM error, it is likely that other measures that generally increase model robustness would also increase robustness to error. These measures would likely include a larger number of sample points, balance in the ratio of presence/absence in the data set, and limiting data sets to reduce absences beyond the range of a species. The use of environmental variables that are less sensitive to error would also be expected to increase robustness. In our analysis, however, a strong (or strong lack of) relationship was shown as the most important factor in sensitivity to DEM error in the univariate GLM analyses. However, it did not preserve the shape of the species response curves if both the relationship was strong and the environmental variable was sensitive to DEM error.
The spatial predictions clearly demonstrate the problem of propagated error on model results. For only 10 realizations, the results show a wide variation in the spatial extent of the species predictions. The variation in the extent of spatial predictions has the greatest implications for management. If the analyses were expanded to include a larger number of realizations, which is required for the development of complete statistical results, then a better estimate of the extent of variation and the estimate of the mean variation could be obtained. However the maps of spatial variation in the species predictions give a powerful visual demonstration of the range of results due to primary-data error. It also provides a spatial context for the uncertainties introduced from error in the base data. For example, the spatial pattern of model disagreement for the indirect models for C. maculata (Fig. 6) show the greatest uncertainties in the region where topographic position is most affected by DEM error (Van Niel et al. 2004) , while the same region is affected in the direct models, probably due to the inconsistency of the inclusion of TWI in the final models. For both models of A. smithii, there is general agreement of species absence on ridges, while uncertainty of species presence is evident in the gullies (direct model) as well as slopes and toe slopes (indirect model).
This study has shown that not only final outcomes, but also many of the components from the process of predictive habitat modeling are impacted. This includes prediction accuracies for both plant and animal species (Pereira and Itami 1991, Zimmerman and Kienast 1999) , spatial extents (Franklin 1998) , species realised niche (Austin et al. 1990 ), predictor-variable significance (Vayssie`res et al. 2000) and strength of the relationship between species and predictor variables for species occurrences (Franklin 1998) , interrelationships of environmental variables (Austin et al. 1983) , stepwise procedures (Vayssie`res et al. 2000) , and the shape of species response curves. Models that predict dominance (Lenihan 1993) and richness (Heikkinen 1996) could also be impacted. Although this study has focused on predictive habitat modeling and modeling methods, other models based on continuous GIS data or surface models may also be impacted. For example, distributed ecosystem process models (e.g., Band et al. 1991) , which rely on input from a DEM to develop secondary topographic data, will be similarly affected. Climate and climate-change models that either use DEMs and their derivatives to spatially extend climate station data or rely on models that use these data, such as MTCLIM (Running et al. 1987) , would also be impacted (e.g., Tingey et al. 2001 , Lapp et al. 2005 . Affected also would be predictive process models that are reliant on derived terrain data, such as fire models like BEHAVE (Rothermel 1972) and studies that use these models (e,g., Stephens 1998). These results may also be extended to the marine environment, where bathymetry, as a basis for benthic habitat modeling (Kostylev et al. 2001) , may also be developed from contour data or from data that require smoothing of striping and scalar (depth) effects (e.g., MultiBeam techniques). None of the cited papers consider the effect of propagated error, including those from GIS data, on the results.
Conclusions
Spatial predictions of vegetation, habitats, and processes are widely used in management. An understanding of how error can affect the prediction of the spatial extent of a species, community, or process is critical for management decision making. The results in this study indicate that error in a DEM can have a profound effect on modeling processes and outcomes. Accepting this, it is necessary that we begin to explore the ramifications of these findings and develop best-practice methods that reduce the impact of errors. For example, our results indicate that proper model development could help to reduce the impact of DEM error on predictive habitat modeling. The sensitivity of DEMderived environmental variables to error in the DEM should be considered before including them in any modeling process. There is clearly a need to examine environmental variables, not just on the basis of their relatedness to the original source data or to physiological drivers, but also in light of their sensitivity to error in the source data. In particular, we need to develop variables that are more robust under these conditions. This study has shown that propagated uncertainty, based on error in the DEM, has the potential to have a significant impact on a number of steps and the final results from predictive vegetation modeling.
