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1 はじめに 
インターネットの普及により，莫大な情報を得られ
るようになった反面，自分の目的に合った情報のみを
見つけ出すことは非常に困難になっている．そのため
にユーザの意図や嗜好に合った情報を推定して提示す
る情報推奨技術の研究が盛んに行われている． 
 以前，我々はクエリに基づくバイクラスタリングを
用いた情報推薦手法(以下，前手法)を提案した 1)．こ
の手法は，推薦要求ユーザが高評価しているアイテム
をクエリとし，そのクエリを高評価しているユーザの
みを用いてバイクラスタリングを行う．この手法によ
りバイクラスタリングに要する計算時間を劇的に縮減
することが出来た．しかし，この方法では，同じアイ
テムを含む膨大なバイクラスタが生成されるため，推
薦アイテムの選定において冗長な計算が行われていた
だけでなく，アイテムのランキングが適切に行われな
かった可能性がある． 
 本研究では，評価スコアが非常によく似たユーザ，
またはアイテムを融合する次元圧縮法を導入したアイ
テム推薦の手法を提案する．本稿では，本手法による
データセット縮減効果の結果に加え，縮減前後のデー
タセットからのバイクラスタリング生成時間の結果を
報告する． 
 
2 本手法の概要 
2.1 データセット 
本研究では，GroupLensで公開されている情報推薦シ
ステムのベンチマークデータセットMovieLensを用い
る2)．MovieLensは1682本の映画に対して943人のユー
ザが1から5までの5段階評価を行ったデータが10万件
格納されている．また，ユーザ一人当たりの最低評価
件数は10件である．データセットに含まれる評価値は，
大きいほど高評価であることを意味し，4以上を高評価，
それ以外を低評価と定義する． 
2.2 トランザクションデータベース作成 
使用するデータセットから,トランザクションデー
タベースを構築する.本実験で使用するトランザクシ
ョンデータベースは，行にユーザ，列にアイテム，要
素に評価値が格納されている．評価値は高評価を1，低 
評価を0とする．構築したトランザクションデータベー
スをユーザに関して3分割し，その内の1つをテストデ
ータセット，残りの2つを訓練データセットとする．訓
練データセットのみを縮減することで圧縮データセッ
トを作成する． 
 
2.3 圧縮データセット作成 
Fig.1は訓練データセットから評価スコアが非常に
よく似たユーザ，またはアイテムを融合して圧縮デー
タセットを作成する方法を示している． 
ユーザの融合手順は，以下のとおりである： 
1) ユーザをアイテムの評価件数が多い順にソートす
る． 
2) 評価件数が最も多い未融合のユーザを親ユーザと
し，それ以外を子ユーザとする． 
3) 親ユーザと各子ユーザの間でアイテムに対する評
価を比較し，以下の条件を全て満たす子ユーザを
削除する． 
・ 未融合である． 
・ 親ユーザと子ユーザが共に評価しているア
イテムの評価値が全て一致している． 
・ 親ユーザが評価しているアイテムの内，α%
以上のアイテムを子ユーザが評価している． 
4) 2)から4)を全てのユーザが親ユーザになるまで繰
り返す． 
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Fig 1:  Reduction procedure 
 アイテムの融合手順は，以下のとおりである． 
1) アイテムを被評価件数が多い順にソートする． 
2) 被評価件数が最も多い未融合のアイテムを親ア
イテムとし，それ以外を子アイテムとする． 
3) 親アイテムと各子アイテムの間でユーザからの
評価を比較し，以下の条件を全て満たす子アイ
テムを削除する． 
・ 未融合である． 
・ ユーザが親アイテムと子アイテムを共に評
価している場合，それらの評価値が一致して
いる． 
・ 親アイテムを評価しているユーザの内，α%
以上のユーザが子アイテムを評価している． 
4) 2)から4)を全てのアイテムが親アイテムになるま
で繰り返す． 
本実験ではα = 50とした．圧縮データセットは先に
ユーザを融合した場合と先にアイテムを融合した場
合の2種類が存在する． 
2.4 バイクラスタリングとアイテム推薦 
圧縮データセットから，飽和集合マイニングに基づ
くバイクラスタリング法を用いて，バイクラスタの抽
出を行う3)．この方法は，LCM(Linear time Closed 
itemset Miner)4)と呼ばれる飽和集合列挙アルゴリズ
ムを用いており，指定された最小サポート数(最小ユー
ザ数)と最小アイテム数のもとで網羅的なバイクラス
タ探索を行うことが出来る．抽出したバイクラスタに
含まれるアイテムiのスコアは1)式で定義される5)． 
𝑆𝑐𝑜𝑟𝑒(𝑖) = ∑
|𝐼𝑞∩𝐼𝑏𝑖
|
|𝐼𝑏𝑖
|
× |𝑈𝑏𝑖|𝑏𝑖  …1) 
ここで,𝐼𝑞は推薦要求ユーザがクエリとして入力し
たアイテムの集合,𝐼𝑏𝑖はバイクラスタ𝑏𝑖に含まれるア
イテムの集合,𝑈𝑏𝑖はバイクラスタ𝑏𝑖に含まれるユーザ
の集合である. 
3 実験 
本稿では本手法でどの程度データセットを縮減でき
たのか純粋に調べるため，縮減前後のデータセットの
サイズを比較する．また，縮減前後のデータセットで
それぞれバイクラスタを生成し，生成に要した時間の
比較を行う．この時，クエリに基づくバイクラスタリ
ングは行わず，本手法のみで縮減されたデータセット
における結果を求める．バイクラスタ生成のパラメー
タは最小ユーザ数を 20，最小アイテム数を 5 とする．
計算機環境は   Intel  Xeon  Processor  X5680 , 
3.33GHz ,24GB RAM を搭載した PC であり，OS は
Ubuntu 14.04.1 LTS である． 
4 結果・考察 
Table.1 は縮減前と縮減後のデータセットのサイズ
を示している．ここでのサイズとは，ユーザ数×アイ
テム数の評価値行列の要素数を指す．この Tableにお
ける IU はアイテム→ユーザの順に縮減を行ったとき
の結果を， UI はユーザ→アイテムの順に縮減を行っ
た結果を示している．また，Table 内の数値は，縮減
前の要素数，および縮減後の要素数と縮減率を表して
いる．Table.1から IU，UI ともにデータセットが劇的
に縮減されていることが分かる．また，アイテムを先
に縮減した IU ではユーザの縮減率がより大きく，ユ
ーザを先に縮減した UI ではアイテムの縮減率がより
大きいということが分かる．これは，先にユーザを融
合すると，ユーザの次元が圧縮されアイテム間で融合
が起きる可能性が高くなり，先にアイテムを融合する
とアイテムの次元が圧縮されユーザ間で融合が起きる
可能性が高くなった等が原因として考えられる．Fig.2
はバイクラスタ生成時間を示している．Fig.2 から 縮
減前と比べてバイクラスタ総生成時間は大幅に減少し
たことが分かる． 
5 まとめ・今後の課題 
 本稿では次元圧縮法を導入しデータセットの評価
スコアが良く似たユーザ，アイテムを融合する手法を
提案した．訓練データセットを縮減し，バイクラスタ
生成時間を削減することが出来た．今後は，縮減デー
タセットに対しクエリを用いたバイクラスタリングを
行い，抽出されたバイクラスタを用いて推薦精度を算
出する．また，他の異なるデータセットにも適用し，
本手法の問題点の吟味とさらなる改善へ向けた検討を
行っていく． 
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