Methods for determining dynamic thermal response using systems identification techniques are discussed. A test using a binary multi-frequency sequence as input to determine the response of a material sample is described. Z-transfer function coefficients are obtained using both frequency response analysis and least squares regression in time domain. 0148-8287/87/02 0120-24 $04 50/0 &copy;1987 Technomic Pubhshmg Co , Inc
INTRODUCTION
K NOwLEDGE OF THE dynamic response of building envelope components is important in the design of thermal systems. The load calculation method given in the ASHRAE Handbook [1] is based on the &dquo;ztransfer function&dquo; method developed by Stephenson and Mitalas [2] . The coefficients for walls and roofs are obtained either from tables contained in the Handbook or by means of a computer program [3] . In either case, these coefficients are derived from an analytical method which assumes that the construction consists of layers of homogenous material and that heat flow is JOURNAL OF THERMAL INSULATION Volume 11-October 1987 one-dimensional. In practice, actual walls contain heat bridges, such as studs or structural members, and may be composed of non-homogenous materials. Furthermore, the properties of the materials may be unknown or difficult to determine. Therefore, there is a need for experimental methods to determine the dynamic thermal performance of components.
This paper discusses some of the procedures for determining dynamic response, and describes a test on a slab of homogeneous material to demonstrate one of these techniques. A complete dynamic model for heat flow through a component is commonly represented in the matrix notation introduced by Pipes [4] which relates the temperatures and heat flows at both surfaces (see Figure 1 ).
The transfer function of interest for load calculations is &horbar; 1/B, which relates the heat flow at the inside surface, Q2, to the temperature at the outside surface, 81, with the boundary condition of a constant inside temperature, e~.
In z-transfer function form this is written as This transfer function is used to simulate the response by calculating heat where A is the time interval for the simulation. SYSTEM IDENTIFICATION The use of system identification methods to determine parameters of a system is well established [5, 6] . These are methods of obtaining a mathematical model for a system on the basis of analysis of input and output signals. This requires both selection of the form of the model (i.e., the equation) and estimation of values for the parameters in the model. The existence of many different solutions for a given system is common. There is generally a compromise between modelling error and complexity. Therefore, the selection of the model depends upon the purpose of the identification and the experience of the user. While system identification techniques may employ non-linear models, the techniques described in this paper are applicable only when linearity can be assumed. Both the z-transfer function and the Fourier transform are valid only for linear systems. Heat transfer problems are normally considered linear, but this may be inappropriate in some cases such as when heat transfer is primarily by radiation or when moisture is present in a porous material.
Various input signals may be employed. A step input is the simplest for the purpose of system identification. This signal provides a good insight into the transient response of the system. For a first-order system the steady state gain and time constant may easily be determined. Methods also exist [7] to identify higher order systems. Similarly, the parameters of a system can be obtained using a ramp input signal [8] , since a ramp is the integral of a step function. For a linear system, the relationship between the input, x(t), and the output, y(t), is given by the convolution integral where h (u), the weighting function, describes the dynamic characteristics of the system. Therefore, theoretically, a unit impulse would be the ideal input signal since the resulting output would be the weighting function h (u ). (The weighting function is essentially the same as the response factors referred to by Mitalas [9] .) However, in practice it is impossible to produce a true im-pulse and difficult to achieve an approximation which has sufficient magnitude to yield a usable output.
Frequency response analysis is a classical technique in control engineering and may be used for identification of systems. In its basic form, a sinusoidal input is applied to the system. The system response, at this frequency, can be described by the ratio of amplitude of output to input and the difference in phase between output and input. Repeating for several frequencies provides enough information to plot the amplitude ratio and phase lag versus frequency to indicate the system frequency response. The disadvantages of this procedure are that it may be difficult to produce a sinusoidal signal and a series of tests takes a long time. These disadvantages may be overcome by Fourier analysis techniques. A periodic signal containing many frequency components is applied to the input. A Fourier transform is then performed on both input and output; the result is sufficient information to produce a Bode plot from a single test. Equation (5) can be transformed to frequency domain as where Y(ú)) -Fourier transform of output, y(t) X(ú)) -Fourier transform of input, x(t) H(ú)) -transfer function, Fourier transform of h(u) Therefore, H(W) can be obtamed from Equation (6), and an inverse Fourier transform of H (ú)) will yield the describing function h(u). A convenient type of input signal for Fourier analysis is a binary periodic sequence [10] . This signal is easy to generate by simply switching between two states (on/off); it does not require any complex control or waveform generator. Pseudo-random binary signals are often used when frequency response at many points over a wide frequency range is reqmred. Other forms of binary multi-frequency signal (BMFS) have the characteristic that their power is concentrated in a limited number of frequencies. While this signal gives response information for fewer points over a smaller frequency bandwidth, it has the advantage that the amplitude of those frequency components is larger and less susceptible to noise. This type of signal is well suited to response evaluation of systems that have non-resonance or non-rejection response characteristics and was, for this reason, used in the experimental procedure to be described in the following section.
Least squares techniques have also been employed to fit parameter values to a chosen transfer function model in time domain [11] . These attempts have encountered difficulty in fitting directly to the z-transfer coefficients of Equation (4) . Pedersen and Mouen [12] found the direct solution produced meaningless response factors and chose instead to estimate values of equivalent thermophysical properties (conductivity, density and specific heat) using a stochastic gradient algorithm. Sherman et al. [13] defined a set of simplified thermal parameters and used them to characterize the thermal performance of the wall from an arbitrary temperature history using digital filter design. DESCRIPTION introduce a variation in 0,, the temperature on surface 1 measure Q2, the heat flux at surface 2 maintain constant 0,, the temperature of surface 2
The simple heat flow meter configuration shown in Figure 2 , using a heat flux transducer to measure Q2, is not satisfactory. The problem is that a temperature drop, proportional to Q2, appears across the heat flux transducer. Therefore, temperature 62 varies, even though the cold plate temperature 8c is kept constant. (An additional difficulty is that the frequency response of the heat flux transducer must be broad enough to cover the frequencies of the test.)
A modification of the 600 mm heat flow apparatus [14] , shown in Figure  3 , was used. Temperature 82 is maintained constant by an electric heater and temperature controller. This heater consists of a metering area surrounded by a guard area, as shown in Figure 4 . The guard area is maintained at the same temperature as the metered area to prevent edge losses. The power input, P, to the metering area is measured. Because of symmetry, if the temperature 62 is maintained perfectly constant the heat flux at the surface is where A is the metered area.
Temperature 81 was varied by switching heaters A1 and A2 on and off. The cold plates were kept at a constant temperature to serve as a sink for the heat seconds.
RESULTS
A binary multi-frequency sequence, shown in Figure 5 (a), was used as the signal to control the heaters Al and A2. This signal was obtained from the following equation, where the heaters are on when g(t) >_ 0 and of£' when g(t) <_ 0.
where and T = period of the sequence. Figure 5(b) shows the amplitude of the frequency spectrum of this signal. The resulting temperature 81 and heat flow Q2, after a periodic condition had been established (after 6 periods), are shown in Figure 6 . Figure 7 shows the results of Fourier analysis using a fast Fourier transform [15, 16] .
The transfer function H(w) was obtained from Equation (6) . To reduce the effect of noise, only frequencies at which 61(W) had a reasonably large amplitude (greater than 0.1) were considered; 14 frequencies met this criterion. FIGURE 8. Frequency response obtamed from test measurements, theoretical calculated response shown for comparison. The resulting transfer function, normalized to U-value, is shown in Figure  8 . For comparison, the theoretically derived frequency response for the slab of rubber material is also shown.
The agreement between the theoretical and experimental response is good. However, the experimental values show a slight resonance characteristic which would not be associated with the heat transfer process; the amplitude ratio at the first harmonic is slightly greater than at steady state. Further investigation revealed that the temperature controller was not maintaining temperature 0, constant. The frequencies of this variation in 82 were those displaying the resonance phenomena. The apparent resonance is therefore attributed to error introduced by variation of the temperature of mass of the heater. This highlights the importance of good control when using this approach to measuring heat flow.
Although the frequency response function H(W) is very useful, the ztransfer function form is required for load calculations or time-domain thermal simulation. A regression technique can be applied directly to the measured frequency response data, to fit coefficients to a transfer function of the form given in Equation (4). In addition to one equation for steady state, two equations can be written for each frequency: one for the real component and one for the imaginary component (see Appendix B).
Therefore, for 14 measured frequencies, 29 equations can be written and regression used to solve for the coefficients. Table 1 gives the coefficients obtained for different numbers of terms in the numerator and denominator.
Higher orders than those shown in Table 1 resulted in unstable simulations. Figure 9 shows the frequency response plots for these derived z-transfer functions. Table 3 gives the response of the z -transfer functions compared to the measured response. Multiple linear regression was also applied directly to the time domain data by fitting coefficients to Equation (4) . The resulting coefficients are given in Table 2 , and the frequency response shown in Figure 10 .
The results were better than expected, since both the authors had experienced difficulty with direct fitting of ZTF coefficients to data obtained using pulse or step signals as input. This is probably due to the much better frequency distribution of the BMFS excitation. To examine the susceptibility of the analysis to noisy data the input and output were corrupted by rounding to the nearest degree K and nearest 15 watts/m2 respectively. Both time domain and frequency domain analysis on this &dquo;imprecise&dquo; data were stable. The results are given in Appendix C.
SUMMARY AND CONCLUSIONS
In general, the determination of dynamic response involves the following steps: select the form of the model; devise a test apparatus capable of maintaining the boundary conditions and measuring mput and output variables; excite with an input signal; fit the model parameters to the measured data. The application of system identification techniques was demonstrated by the experimental determination of dynamic thermal response characteristics of a small homogenous sample. The form of the model was predetermined to be the z-transfer function expressed as a ratio of polynomials [Equation (3)]. An experiment was devised to maintain the boundary condition of constant 82 while values of Q2 and 81 were measured.
A binary multi-frequency sequence (BMFS) was chosen as the input excitation for 81, This type of signal has several attractive characteristics for system identification. It is easy to produce, requiring no complex waveform generator or precise control. It minimizes the disturbance to the system under test; the mean temperature for the sample tested varied by less than 5°C. It is efficient at concentrating power at appropriate frequencies; a step input has its energy concentrated at low frequencies, while a pulse contains the entire spectrum but at very low amplitudes. The BMFS, in combination with Fourier analysis, takes much less time than testing with an equivalent number of sinusoidal inputs.
Two methods were used to fit ZTF coefficients to the data. conventional that previous experience with other forms of input signal had shown problems. This might be attributed to the much better frequency distribution characteristics of the BMFS.
An alternative method of fitting ZTF coefficients is to first obtain the response of the system at a number of frequencies using Fourier analysis, and then use linear regression to fit coefficients to the frequency response data. This technique gives a much better picture of how the system responds at different frequencies. Anomalies in the test results are much more apparent when examining frequency response since the general form of the Bode plot is known. This technique should be less susceptible to noise, and also permits the sampling interval for the z-transform to be different from that of the data in the test.
Each of these methods can give a number of different sets of coefficients, which are a good representation of the dynamic response; they tend to differ only at the higher frequencies.
The experiment indicated that regression in both time domain and frequency domain was robust when applied to data from the BMFS excitation. This was tested by decreasing the resolution of input and output signals to 1°C and 15 watt/m2 respectively. Analysis of this &dquo;imprecise&dquo; data yielded the transfer functions shown in Appendix C.
The laboratory demonstration on a small homogenous sample indicates that testing using BMFS and frequency analysis has promise for determining dynamic thermal response. This technique is currently being extended, at Concordia University, to larger scale testing on samples of more typical wall construction. By devismg a test apparatus with appropriate boundary conditions one could apply it to determination of the other functions in the transmission matrix of Equation (1) . Since this type of testing has long been used in process industries it could be well suited to determining the dynamic characteristics of other elements, such as HVAC system components, providing these satisfy the restriction that the systems can be considered linear. Thus, if response data for N frequencies is available then 2N + 1 equations result; these can easily be solved for the coefficients (ao to a. and bo to b&dquo;,) usmg multiple hnear regression provided the number of coefficients (n + m + 1) is less than the number of equations. Equation (B7) can be given extra weight to ensure that the ztransfer function has the correct steady state U-value.
A complication may arise when phase lags of 180° occur. Under this condition the regression may produce negative values for ao. This can be prevented by forcing do to zero m Equations (B5) and (B7). APPENDIX C Analysis Using Imprecise Data Experience has shown that regression techniques often work well with very precise data, but fail when noise is present m the data. To examme the robustness of the techmques employed m this paper the data was made less precise by roundmg the mput (temperature difference) to the nearest degree Kelvin and the output (heat flow) to the nearest watt, which corresponds to approximately 15 w/m2. This represents approximately a hundredfold reduction m measured precision.
Frequency response analysis was then carried out on this &dquo;corrupted&dquo; data. The response obtained is shown m Figure Cl . While there is obviously some loss of information due to the reduced precision the frequency response obtained does not differ Table C2 . Z-transfer function coefficients from regression analysis (0 = 60 sec). FIGURE Cl. Frequency response obtamed from test data made imprecise through roundmg to nearest degree and nearest 15 w/m2 (approximately 100 times less precision than actual measurement) FIGURE C2. Frequency response of z-transfer functions obtamed by fitting to frequency analysis of imprecise data Coefficients are given in Table Cl FIGURE C3. Frequency response of z-transfer functions (n = 3, m = 3) obtamed from frequency analysis and from time series regression of imprecise data (See Tables Cl and C2 for coefficients) greatly from that obtained from the precise measurement. Z-transfer function coefficients obtamed by fittmg to this frequency response are given in Table Cl . All of these produced stable simulations. Figure C2 shows the frequency response of the ztransfer functions.
Regression analysis was also carried out on the imprecise data. The resultmg ztransfer function coefficients, given in Table C2 , give a stable simulation. However, as shown m Figure C3 , the frequency response of the z-transfer function from regression is somewhat distorted at high frequencies.
