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Abstract
Most data mining and pattern recognition techniques are designed for learning from flat
data files with the assumption of equal populations per class. However, most real-world
data are stored as rich relational databases that generally have imbalanced class distri-
bution. For such domains, a rich relational technique is required to accurately model the
different objects and relationships in the domain, which can not be easily represented as
a set of simple attributes, and at the same time handle the imbalanced class problem.
Motivated by the significance of mining imbalanced relational databases that represent the
majority of real-world data, learning techniques for mining imbalanced relational domains
are investigated. In this thesis, the employment of probabilistic models in mining rela-
tional databases is explored. In particular, the Probabilistic Relational Models (PRMs)
that were proposed as an extension of the attribute-based Bayesian Networks. The effec-
tiveness of PRMs in mining real-world databases was explored by learning PRMs from a
real-world university relational database. A visual data mining tool is also proposed to
aid the interpretation of the outcomes of the PRM learned models.
Despite the effectiveness of PRMs in relational learning, the performance of PRMs as pre-
dictive models is significantly hindered by the imbalanced class problem. This is due to the
fact that PRMs share the assumption common to other learning techniques of relatively
balanced class distributions in the training data. Therefore, this thesis proposes a number
of models utilizing the effectiveness of PRMs in relational learning and extending it for
mining imbalanced relational domains.
The first model introduced in this thesis examines the problem of mining imbalanced
relational domains for a single two-class attribute. The model is proposed by enriching
the PRM learning with the ensemble learning technique. The premise behind this model
is that an ensemble of models would attain better performance than a single model, as
misclassification committed by one of the models can be often correctly classified by others.
Based on this approach, another model is introduced to address the problem of mining
multiple imbalanced attributes, in which it is important to predict several attributes rather
than a single one. In this model, the ensemble bagging sampling approach is exploited to
attain a single model for mining several attributes. Finally, the thesis outlines the problem
of imbalanced multi-class classification and introduces a generalized framework to handle
ii
this problem for both relational and non-relational domains.
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Chapter 1
Introduction
For years, relational database systems have been used for storing and representing the
data records of many real-world domains. This is due to their ability to represent data
in a compact and natural structure, and at the same time characterize the different rela-
tionships in the domain. Nowadays, the utilization of relational database systems ranges
from major financial, medical and educational domains to small retailers.
The established and increasing use of these relational databases has highlighted the neces-
sity for relational mining tools to analyse these rich domains and search for any interesting
or important patterns within the data. Such tools are important in different domains, as
they can significantly help in identifying the key factors for achieving further goals on the
domain, and they can be also employed effectively for forecasting potential trends on the
domain.
One of the methods that can be employed for mining relational domains is building a
probabilistic model of the relational domain. This mainly concerns learning the different
interactions between the relational variables that are linked in varied and complex forms.
Such learning requires a rich probabilistic model that can handle the learning from the
different configurations of the relational domain.
Probabilistic Graphical Models (Jordan, 1999, 2004) and especially Bayesian Networks
(Pearl, 1988) have addressed this type of probabilistic modelling, and have been employed
successfully in different domains. However, these models are designed to learn from single
flat files that consist of a set of fixed attributes and a single static relationship that links
the attributes. Therefore, for mining a relational domain using these methods, the data
must be first converted into a flat file. This conversion has the major drawback of losing
the different relationships between the domain variables, which play a significant role in
mining and exploring these domains.
For the task of mining relational data, the Probabilistic Relational Models (PRMs) (Koller
and Pfeffer, 1998; Getoor, 2002) were introduced as an extension of attribute-based Bayesian
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Networks. PRMs handle the limitations of Bayesian Networks in learning from relational
domains by utilizing the concepts of objects and object properties. Thus, PRMs learn
from the entire relational database and describes the dependencies held in the domain,
between attributes of the same table or related tables via foreign keys. Once a PRM
model is learned, it can be used for data analysis to explore the important patterns and
dependencies in the learned relational domain.
However, one of the critical tasks in mining relational domains is classification, which is the
ability to obtain an accurate predictive model for classifying new instances of the learned
domain. Although PRMs handle the problem of relational learning, it is based on the
assumption shared by the majority of standard learning techniques of assuming balanced
training data. Research has shown that the performance of most techniques degrades
significantly for the case of learning with imbalanced data (Japkowicz and Stephen, 2002),
where the majority of the data belongs to one class and only a few samples belong to the
other classes. Consequently, the imbalanced class problem could severely limit the ability
of PRMs to effectively mine imbalanced relational domains.
The imbalanced class problem is a common problem in real-world domains and a major
issue in mining relational data. Although the imbalanced class problem has received con-
siderable attention and several attempts have been proposed to handle this problem, these
attempts mainly learn from a flat data representation. On the other hand, a few attempts
have been proposed to handle the imbalanced class problem in relational domains, but
they are practical only in certain contexts and lack the ability to fully explore and model
the entire relational database as in PRMs.
The motivation behind the research in this thesis is to investigate the PRM learning tech-
nique for exploring and analysing imbalanced relational domains and obtaining extended
models that can be employed in many different real-world applications.
1.1 Aims and approach
This thesis examines the problem of mining imbalanced relational domains via extending
PRMs. The objectives are to:
• Explore the PRM concepts in mining real-world imbalanced relational domains and
investigate the effectiveness of the learnt PRM models as predictive models in such
2
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domains.
• Investigate the specific problems of mining imbalanced relational data with: (1) mul-
tiple imbalanced attributes, and (2) for the case of multi-class imbalanced classifica-
tion.
• Develop extended models of PRMs to handle the stated problems of mining imbal-
anced relational domains that can be applied to different domains.
The first part of this thesis tackles the exploration of the PRM concepts in mining real-
world imbalanced relational domains. Therefore, the PRM was applied to a real-world
university database for mining the records of undergraduate students. The objective of
this application was to explore the PRM concepts and discover the main interactions
in this domain. This goal was further supported by developing a visualization tool to
illustrate the mining outcomes of the learned PRM model.
Although the learned PRM model from the university database confirmed the capability
of PRMs in discovering the main dependencies in this domain, the learned model failed
as a predictive model. The failure was a result of modelling a relational domain with
imbalanced training data, in which one class of data is over-represented by a large number
of samples compared to the other classes. The imbalanced class problem is common in
many diverse domains and has been reported to have very poor performance with most
well-known learning techniques.
The imbalanced class problem in relational data is even more complicated and a major
issue in data mining. Therefore, this problem forms the basis of the research in this thesis
and three models are introduced for mining imbalanced relational domains. The idea
behind these models is the concept of utilizing the power of PRMs in modelling relational
domains and extending it to handle the imbalanced class problem.
The first model, named PRMs-IM, extends the learning technique of PRMs to handle the
imbalanced class problem in relational domains. The goal of this extension is to obtain
a model from the relational training data that can be used effectively in classification,
particularly for accurately classifying rare cases in the domain. This model is proposed for
the problem of classifying one variable at a time, and specifically for the two-class case.
The objective of this model is achieved by enriching the PRM with ensemble learning.
This approach relies on the principle, reported in the literature, that an ensemble of a set
of models often performs more effectively than individual models. Therefore, PRMs-IM
handles the imbalanced class problem in relational domains by building an ensemble of
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relational models rather than a single one.
Building on PRMs-IM, a further model, PRMs-IM2, is introduced for classifying mul-
tiple imbalanced attributes in relational domains. PRMs-IM2 offers the opportunity to
model several imbalanced attributes in one model rather than building an independent
model for each attribute as proposed in PRMs-IM. To obtain a single model for all the
imbalanced attributes, PRMs-IM2 employs the concept of the popular Bagging ensemble
approach (Breiman, 1996). This allows PRMs-IM2 to model all the attributes simultane-
ously, and at the same time reduces the time required for training and inference.
Both PRMs-IM and its extension PRMs-IM2 are introduced to address the imbalanced
class problem in relational domains for the special case of two-class classification. However,
in several domains, there are many different pattern classes required to be classified rather
than just two classes. Therefore, to handle the multi-class classification of imbalanced
attributes, a further model is introduced, named Multi-IM. The approach followed in
Multi-IM is based on an evaluation of the popular multi-class methods reported in the
literature. Based on this evaluation, Multi-IM was proposed to utilize the strengths of the
methods reviewed and avoid their shortcomings. Importantly, Multi-IM is proposed as a
generalized framework for both relational and non-relational domains.
1.2 Contribution
The contributions of this thesis lies in developing a number of mining models applicable
for learning from imbalanced relational domains. Furthermore, a visual data mining tool
is proposed to aid the interpretation of the outcomes of the PRM learned models. This
visualization tool provides a simpler means of illustrating the outcomes of the PRM models
by mapping them onto a spatial representation.
The three models introduced in this thesis are:
• The PRMs-IM model, which is the core contribution in this thesis. PRMs-IM is
proposed and demonstrated experimentally to extend PRMs modelling to handle
the imbalanced class problem in relational domains by using an ensemble of PRM
models.
• The PRMs-IM2 model, that deals with the problem of modelling multiple imbalanced
attributes in relational domains. PRMs-IM represents the starting point of this
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model, which is extended using the popular Bagging approach (Breiman, 1996) to
model more than one imbalanced attribute in a single model.
• The Multi-IM model, as a generalized framework for both relational and flat do-
mains for imbalanced multi-class classification. This model is also based on the
concepts of PRMs-IM and extended for multi-class classification rather than the
binary classification of PRMs-IM.
In addition, a demonstration of the developed models is presented on real-world databases
to show their effectiveness in mining such imbalanced relational domains.
1.3 Thesis outline
The thesis is organized as follows:
A review of the related work is presented in Chapter 2. The review starts with an overview
of the Probabilistic Relational Model (PRM) describing its semantics and learning algo-
rithm. Following this, a detailed overview of research in the area of mining imbalanced
relational domains is presented. This overview includes research on modelling imbalanced
multiple attributes and imbalanced multi-class classification.
In Chapter 3, a real-world application of PRMs is introduced. The objective behind this
application is to explore the PRM concepts in mining a real-world university relational
database. In this chapter, the effectiveness of PRMs in capturing the most important
dependencies in this relational domain is presented. Additionally, a visualization data
mining tool is provided to illustrate the outcomes of the learnt PRM models.
Chapter 4 describes an extension of PRMs to handle the imbalanced class problem in
relational domains. In this chapter, the effectiveness of PRMs in obtaining accurate clas-
sification models from imbalanced relational domains is investigated. Based on this inves-
tigation, an extension of PRMs named PRMs-IM is introduced for learning from relational
imbalanced data by enriching PRMs with ensemble learning.
In Chapter 5, an extension of the work proposed in its preceding chapter is outlined
for classifying multiple imbalanced attributes in relational data. The objective behind
this extension, named PRMs-IM2 is to handle the problem of the previous approach of
modelling a single imbalanced attribute at a time. PRMs-IM2 utilizes the concept of
5
CHAPTER 1. INTRODUCTION
PRMs-IM and the popular bagging ensemble approach to model more than one attribute
in a single model.
Chapter 6 discusses the problem of learning from imbalanced multi-class data and pro-
poses a new approach, named Multi-IM, to handle this problem. Multi-IM derives its
fundamentals from PRMs-IM and extends it to a generalized framework for multi-class
imbalanced learning for both relational and non-relational domains.
Finally, Chapter 7 provides a concluding summary of the work of this thesis, along with
potential future directions.
6
Chapter 2
Background
This chapter discusses statistical methods for mining relational data in different do-
mains. The chapter starts with the definitions of Graphical Models and Bayesian Networks
and points to the effectiveness of these methods in modelling and mining real-world ap-
plications. The limitations of Bayesian Networks in modelling relational domains are
then discussed, and an extension of Bayesian Networks for relational learning, namely
Probabilistic Relational Models, is presented. The semantics and learning techniques of
Probabilistic Relational Models are then explored. Subsequently, the chapter discusses the
effectiveness of employing Probabilistic Relational Models for mining imbalanced relational
data. This discussion starts with defining the nature of the imbalanced class problem and
the evaluation measures; followed by a review of the proposed solutions for this problem.
Finally, the chapter points to the necessity of improving Probabilistic Relational Models
to handle the problem of imbalanced data distributions in relational domains.
2.1 Introduction
The majority of real-word data are stored in relational database systems as a set of rela-
tions related in various ways representing the domain structure. This relational data, in
many cases acquired over many years, offers a rich ground for mining applications to gain
a better understanding about the domain and how this data can be employed to achieve
better performance. This mining task involves learning from a rich relational domain that
cannot be easily represented as a set of simple attributes with a fixed relationship. For
such domains, a rich relational technique is required to model the different objects and
relationships in the domain.
An example of such modelling is offered by Probabilistic Graphical Models (Jordan, 1999,
2004), which provide a simple and yet very effective framework for modelling complex
domains. The effectiveness of graphical models is achieved by combining probability and
graph theory. The basic idea of graphical models is the concept of modularity, in which a
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large-scale model can be built out of a set of local models, and probability theory is used
to combine these models into a single consistent system representing the original domain
problem.
A graphical model of a given domain can be viewed as a graph topology describing the
interactions between the domain variables, along with a joint probability distribution over
these variables. This graph not only provides a natural and compact representation of the
data, but also a solid grounding for learning and inference algorithms to be implemented.
Inference can be carried out by using probability theory to compute the marginal or
conditional probabilities of the variables of interest.
A popular approach of graphical models is the Bayesian Network (BN) (Pearl, 1988). A
BN is a directed graphical model for describing the probabilistic relationships between a
set of variables. BN provides a compact representation over the variables by utilizing the
conditional independence between the variables, in which only few variables of the domain
affect each other directly.
Despite the success of BNs reported in the literature in different applications, BNs cannot
deal with complex domains that have varying numbers of objects and relationships, such
as relational domains that could be instantiated in different configurations. BNs usually
involve learning from a single flat file that consists of all the data as a set of pre-specified
attributes with fixed relationships. Therefore, to apply BN learning to a rich relational
database, the data must be converted first into a flat representation. This flattening of the
relational data has several limitations, including: having redundant data, losing the struc-
tural representation of the data, losing the normalization benefits of the relational data
and increasing the consistency-maintenance overhead. Moreover, Getoor (2002) discussed
the problem of introducing statistical skew when flattening relational data, as records with
multiple links would appear multiple times in the flat file, and hence result in incorrect
statistics.
In order to learn directly from relational data, a number of approaches have been proposed,
such as: FOIL (Quinlan and Cameron-Jones, 1993), TILDE (Blockeel and Raedt, 1998)
and CrossMine (Yin et al., 2004). These approaches are designed to construct classifiers
based on rules or decision trees. Therefore, these models are proposed for the specific
purpose of relational classification, i.e. learn the classification rules of a specific domain
variable. As a result, these methods do not provide a tool for modelling the different
interactions between the relational domain variables. Moreover, the resulting model of
these methods can be only used to perform inferences about the modelled variable, and
hence do not have the ability to infer about another variable (or set of variables) in the
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domain as in BNs.
The challenge in learning from relational data includes learning from the data in its re-
lational format to discover the dependencies over the set of objects and relations, and
then using the learnt model to do inferences about new objects of the relational domain
given some observation. To address this task of relational learning and inference directly
from relational domains, the Probabilistic Relational Models (PRMs) were first intro-
duced by Koller and Pfeffer (1998) and then refined by Getoor (2002). PRMs have been
introduced as an extension of the standard attribute-based BN to learn directly from the
relational data without flattening the data as required in BN learning.
The relational learning is performed in PRMs by employing the concepts of objects, object
properties, and interactions between objects. These concepts are utilized to specify the
dependencies between the domain variables over the entire relational domain. Therefore,
the PRM not only learns the correlations between the attributes in the same table as in
the BN, but also learns the correlations between the attributes of different tables that are
linked in different ways via foreign keys. The learnt PRM model provides a statistical
model that can be used to answer many interesting inference queries about any aspect of
the relational domain given the current status and relationships in the database.
In the PRM learning, an abstract model of the relational domain is built, which can be
instantiated in different ways for each object of interest. The model specifies a template
of the probability distribution over the relational database. The template includes: the
relational schema of the domain that consists of the relational tables, attributes and links,
and the probabilistic schema that describes the probabilistic dependencies between the
domain attributes.
To understand the concepts of the PRM, consider a university relational domain with a
set of tables, attributes, and relations describing a set of students and their units. Using
this relational structure, the PRM constructs a probabilistic schema describing the depen-
dencies between the domain attributes. The probabilistic schema consists of a set of nodes
and directed links, representing the domain variables and the dependencies between them,
respectively. Consequently, the probability distribution of each node depends only on the
parents defined in the model, and hence the PRM specifies the probability distribution
over the relational domain.
Using the PRM abstract (class) dependency model, new models can be created for new
instances (students or units) of the relational domain. For example, for a specific unit ui, a
new model will be instantiated, such that it consists of the objects and relations related to
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ui. However, this model will be tied with the parameters of the class dependency model,
and thus can be used for further inference or exploratory analysis.
PRMs have been successfully applied to different real-world applications, such as for se-
lectivity estimation in databases (Getoor et al., 2001d), for student modelling in virtual
laboratories (Noguez et al., 2007), in the medical domain for tuberculosis epidemiology
study (Getoor et al., 2004) and in the web domain for hypertext classification (Getoor
et al., 2001c). Furthermore, several extensions of PRMs were also proposed, including:
the approach by Li and Zhou (2007) that extends PRMs to learn from incomplete data,
the approaches by Getoor et al. (2001a) for modeling link uncertainty, and the approach
by Getoor et al. (2000) to use class hierarchies in learning PRMs.
The several applications reported in the literature of PRMs indicate the effectiveness of this
learning technique in modelling relational data and capturing the important dependencies
in the domain. However, an essential task of mining relational domains is also the ability
to use the learnt model for classification, i.e. use the learnt model to classify new instances
not seen before. Cowell et al. (1993) show that even for perfect models that discover the
correct dependencies in the domain, they are not necessarily practical for classification.
This task could be even more complicated in the case of imbalanced training data, where
the data is overrepresented by one class as compared with other classes. The imbal-
anced class problem is a common real-world problem and has caused serious performance
degradation for most standard learning techniques (Japkowicz and Stephen, 2002). This
chapter reviews the PRM learning technique and its effectiveness to be used for mining
and classification in real-world relational domains. In particular, the review will focus on
the problem of mining imbalanced relational domains.
The layout of this chapter is as follows. Section 2.2 introduces the basic elements, concepts
and the learning algorithm for PRMs. Section 2.3 raises the problem of employing PRMs
for mining imbalanced relational domains. Then, Section 2.4 introduces the imbalanced
class problem and discusses previous work that has been performed in this field. Sec-
tions 2.5 and 2.6 continue the discussion about the imbalanced class problems, focusing
on the classification of multiple imbalanced attributes and multi-class imbalanced classi-
fication. Next, a discussion about mining imbalanced relational domains is presented in
Section 2.7. Finally, Section 2.8 summarizes the chapter.
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2.2 Probabilistic Relational Models
The Probabilistic Relational Models specify a template for a probability distribution over
a relational database. The template consists of two components: the relational component
that describes the relational schema of the domain, and the probabilistic component that
describes the probabilistic dependencies in the domain. The following sections describe the
semantics of each schema and also describes the learning algorithm for PRMs. This chapter
uses the same notations and conventions as those used by Getoor (2002) to illustrate the
concepts of PRMs.
2.2.1 Probabilistic Relational Model representation
2.2.1.1 Relational schema
The relational schema of PRMs is used to specify the type of objects and relations in
the relational domain. A relational schema R consists of a set of classes (tables) X =
{X1, .., Xn} and a set of relations {R1, .., Rm}. Each class is associated with a key attribute
X.K, a set of descriptive attributes A(X) and a set of reference slots R(X). A descriptive
attribute A of class X (denoted as X.A) is a standard attribute that has a set of finite
values V(X.A).
The set of reference slots of class X represents the set of foreign keys of the class. A
reference slot ρ of class X is denoted as X.ρ. The relational schema also defines the range
type of each reference slot, thus, for a reference slot X.ρ, the domain type (Dom[ρ]) is X
and the range type (Range[ρ]) is Y for a class Y in X .
For each reference slot ρ, an inverse slot ρ−1 can be defined as the inference function of ρ.
PRMs also define the notations of a reference slot chain, τ = ρ1, .., ρm, represented as a
sequence of one or more reference slots. The reference slot chain describes how objects
from different classes are related indirectly.
Getoor (2002) used a simple relational schema of a university domain to illustrate the
relational language of PRMs. In this chapter, the classical company database usually used
to explain database systems, describing employees and departments relationships, will be
used to illustrate the notations of PRMs. Fig. 2.1 shows the schema of the company
domain.
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Salary
Gender
Qualification
Employee
EmployeeID
ProjectID
Is-Completed
Job-Type
Assignment
DepartmentID
Level
Location
Project
Domain
Location
Department
Figure 2.1: The relational schema of the company domain
In this domain, the company schema consists of four classes: Employee, Project, Depart-
ment, and Assignment. Each class is associated with a set of descriptive attributes. For
example, the Employee class includes the ‘Salary’, ‘Gender’, and ‘Qualification’ attributes,
and the Project class includes the ‘Location’ and ‘Level’ attributes.
Each descriptive attribute in the domain has a set of specified values, for example, the
Assignment class has the descriptive attributes: ‘Is-Completed’ and ‘Job-Type’, which
take values of {Yes, No} and {Full-Time, Part-Time}, respectively.
Additionally, to allow objects of one class to refer to objects of other classes, reference
slots are used, such as in the Assignment class that has a reference slot ‘EmployeeID’
with range type Employee. The reference slots of the relational schema shown in the
figure are underlined. An example of a slot chain linking objects of different classes is:
‘Assignment.ProjectID.DepartmentID’ denoting the department managing a particular
assignment of a given project.
PRMs also specify an instance I of the relational schema R to denote an interpretation
of the schema components. I specifies the set of objects of each class X and for each
object it specifies the values of the descriptive attributes and the reference slots. Fig. 2.2
shows an example instantiation of the company domain. In this example, the instance
shows that the department ‘D-987’ is running one project ‘Proj345’, with two employees
‘Emp986’ and ’Emp286’ working on this project.
Moreover, PRMs use the notation: relational skeleton (σr) to denote a partial specifica-
tion of the relational instance I. σr specifies the set of objects for each class and the
relationships between the objects. However, it does not specify the values of the descrip-
tive attributes. Each attribute in the skeleton is considered as a random variable. Given
the skeleton σr, PRMs define the second component: the probabilistic schema.
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EmployeeID Salary Gender Qualification
Emp986 Sal-A Female TypeA
Emp286 Sal-B Male TypeC
Emp282 Sal-B Female TypeD
EmployeeID ProjectID Is-completed Job-type
Emp986 Proj345 Yes FullTime
Emp286 Proj345 No PartTime
ProjectID DepartmentID Level Location
Proj345 D_987 A Loc310
DepartmentID Domain Location
D_987 Dom12 Loc310
Department
Project
Assignment
Employee
Figure 2.2: An instantiation example of the company schema
2.2.1.2 Probabilistic schema
A PRM probabilistic schema Π is composed of two components: the dependency structure
S and the model parameters θS . S is defined by assigning a set of parents Pa(X.A) for
each descriptive attribute X.A. The parents of an attribute X.A are other attributes of
the domain that have direct influence on X.A.
The structure is represented graphically by a set of nodes, representing the domain at-
tributes, and a set of directed links, showing the dependencies between the domain at-
tributes. There are two types of formal parents of any attribute X.A: parents from the
same class X or parents from related classes via the slot chain.
PRMs also address the dependency via a slot chain with a multi-set of values, i.e. the
slot chain is referring to a set of objects rather than a single one. This multi-set of values
is usually encountered in relationships of cardinality ‘zero or more’. For example, in the
company example shown earlier, the ‘Salary’ of an employee can depend on the ‘Job-
Type’ of the Assignment class. However, as each employee may be working on a different
number of assignments (zero or more), the varying dependency of ‘Job-Type’ objects must
be represented in a different way.
PRMs use the aggregation function γ to address this issue. As in database systems, this
function combines the multi-set values into a single value, using functions such as: mean,
mode, median, maximum, etc. Therefore, for a parent U with multi-set values, the child
attribute X.A will depend on some aggregated property of the multi-set values of U .
An example of dependency structure of the company example is shown in Fig. 2.3, showing
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Employee
Assignment
Department
Domain
Location
Project
Level
Location
Is-Completed
Job-Type Salary
Gender
Qualification
Sum
Figure 2.3: An example of a dependency structure of the company domain
the dependencies between the domain variables. In this example, this model shows that
the employee ‘salary’ depends directly on two attributes: the ‘qualification’ attribute from
the same class, and the sum of ‘Job-Type’ assigned to the employee from the related
Assignment class .
By defining a set of parents Pa(X.A) for each attribute X.A, the local conditional prob-
ability distribution (CPD) can be obtained. The CPD of an attribute X.A specifies
P (X.A|Pa(X.A)), which denotes the probability distribution over the attribute’s value
for each possible instantiation of the parents. The entire set of CPDs of the probabilistic
model forms the model parameters θS .
By using the relational and probabilistic schema of PRMs, a PRM model can be summa-
rized as follows:
Definition 1. (reproduced from (Getoor, 2002)) For a relational schema R that consists
of a set of classes X = X1, .., Xn, a Probabilistic Relational Model (PRM) Π is defined as
follows:
• Each descriptive attribute X.A has a set of parents Pa(X.A) = (U1, .., Ul), where
each parent Ui is either from the same class X; or from a related class via the slot
chain. If the slot chain is not single-valued, then aggregation γ is used.
• Each descriptive attribute X.A has a conditional probability distribution (CPD) that
specifies P (X.A|Pa(X.A)).
Therefore, for a set of random variables in a relational skeleton, PRMs specify the prob-
ability joint distribution over the values of those random variables. As in BNs, this is
obtained by defining a node for each random variable and specifying the parents and the
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CPD for each attribute. The joint probability distribution of the PRM model can then be
computed as follows (Getoor, 2002):
P (I|σr,S, θS) =
∏
x∈σr
∏
A∈A(x)
P (Ix.A|IPa(x.A))
=
∏
Xi
∏
A∈A(Xi)
∏
x∈σr(Xi)
P (Ix.A|IPa(x.A)) (2.1)
Getoor (2002) states that his expression shares the same principle as the chain rule for
BNs. But also points out two main differences: (1) the set of parents of a random variable
is not fixed as in BNs and can change based on the relational skeleton, (2) the parameters
in the PRM model are tied, thus, the CPDs of attributes of objects in the same class are
identical.
As in BNs, it is important to ensure the coherence of the probability distribution, i.e. the
probabilities of all instances sum to 1. In BNs, this is satisfied if the dependency structure
is acyclic, thus, a variable does not depend on itself directly or indirectly (Pearl, 1988).
Similarly, PRMs employ the acyclic principle to ensure that these probabilities define a
coherent probability distribution. However, in PRMs, it is important to ensure that the
dependency structure is acyclic for any resulting skeleton. Getoor (2002) proved that if
the class dependency structure is acyclic, then each attribute will never depend on itself
(directly or indirectly), and any resulting relational skeleton is also acyclic.
2.2.2 Learning PRMs
This section describes the task of learning PRMs from relational data using the PRM
language and semantics defined in the previous sections. For learning the PRM model, the
input consists of the relational schema and training data. The relational schema specifies
the domain classes, attributes of each class and the relationships held in the domain. On
the other hand, the training data is a complete instance of the specified relational schema.
The PRM learning problem consists of two tasks: parameter estimation and structure
learning. In parameter estimation, it is assumed that the PRM dependency structure is
given, and hence it is required to define the CPDs of the domain attributes. In structure
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learning, the dependency structure is unknown, and therefore, it is required to learn both
the dependency structure and the associated parameters from the training database. The
following sections discuss each task of PRM learning.
2.2.2.1 Parameter Estimation
In parameter estimation, the input consists of the domain relational schema, a complete
training instance I, and the structure dependency S, which specifies the set of parents
for each attribute. Consequently, it is required to learn the structure parameters θS by
defining the CPD of each attribute in the domain.
In this task, the likelihood function is used to find the probability of the data given the
model. In PRMs the likelihood of a parameter set θS is defined as (Getoor, 2002):
L(θS |I, σ,S) = P (I|σ,S, θS). (2.2)
Taking the log of this function:
l(θS |I, σ,S) = logP (I|σ,S, θS)
=
∑
Xi
∑
A∈A(Xi)
 ∑
x∈σ(Xi)
logP (Ix.A|IPa(x.A))
. (2.3)
Moreover, using the theory of BNs, the maximum likelihood parameter estimation can be
utilized to find the parameter θS that maximizes the likelihood L(θS |I, σ,S) for a given
I, σ, and S. This can be computed as the summation of terms corresponding to the domain
attributes, and each of these terms can be maximized independently.
For many parametric models, maximum likelihood can be obtained via sufficient statistics
that summarizes the data. For the case of multinomial CPDs, the sufficient statistics are
the count of times of observing each of the different values of the attribute X.A and its
parents. This counting can be done in a straightforward manner using a standard database
query.
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Proposition 1 (reproduced from (Getoor, 2002)). The maximum likelihood parameter
setting θS for multinomial CPDs can be defined as follows:
P (X.A = v|Pa(X.A) = u) = CX.A[v,u]∑
v´ CX.A[v´,u]
where CX.A[v,u] is the number of times counted in the training instance I, for IX.A = v
and IPa(X.A) = u.
However, maximum likelihood can often overfit the data in many cases, thus in Bayesian
networks a prior distribution over the parameters is used to avoid this problem. Using the
same concept for BNs, PRMs have two assumptions: first, parameter independence, such
that the priors over parameters θX.A|v are independent for different X.A and v. Second,
the prior over θX.A|v is a Dirichlet distribution (Heckerman, 1998). Therefore, in case of
multinomial CPDs satisfying these two assumptions, with hyper-parameters αX.A[v´,u],
PRMs define the posterior as follows (Getoor, 2002):
Eθ[P (X.A = v|Pa(X.A) = u)|I] = CX.A[v,u]+αX.A[v,u]∑
v´ CX.A[v´,u]+αX.A[v´,u]
2.2.2.2 Structure Learning
Structure learning can be defined as learning a dependency structure that represents the
data well. This task includes three important subtasks:
• Determining the set of legal dependency structures.
• Evaluating the candidate structures.
• Searching for a good structure with a high score.
Legal Structures. The set of possible structures is defined by the set of parents for each
attribute X.A. There is an infinite number of possible structures even for a simple domain.
However, only the legal structures, that provide coherent probability models, should be
considered. In order to ensure that the structure candidate is legal, PRMs requires that
the class dependency structure is acyclic, as described in the previous sections. Thus, only
dependency structures that satisfy this requirement are considered as legal candidates.
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Evaluating Different Structures. In this task, it is required to evaluate the different
legal structures and find the one that represents the data well. PRMs adapt the Bayesian
selection model for this task by using a scoring function. Therefore, the posterior proba-
bility of structure S can be defined as the posterior probability of the structure given the
data I. This probability can be computed using Bayes rule, as follows (Getoor, 2002):
P (S|I, σ) ∝ P (I|S, σ)P (S|σ) (2.4)
This score is composed of two main components: the structure prior probability and the
probability of the data given that structure. For the first component P (S|σ), PRM assumes
that the structure selection is independent of the skeleton, and thus P (S|σ) = P (S).
The second component represents the marginal likelihood (Getoor, 2002): P (I|S, σ) =∫
P (I|S, θS , σ)P (θS |S)dθS . In the case of using the parameter independent Dirichlet
prior, this integral is simply a product of integrals.
Proposition 2 (reproduced from (Getoor, 2002)). For P (θS |S) with parameter indepen-
dence and Dirichlet with hyper-parameters αX.A[v,u], and a complete assignment I, the
marginal likelihood P (I|S) equals
∏
i
∏
A∈A(Xi)
 ∏
u∈V(Pa(Xi,A))
DM({CXi.A[v,u]} , {αXi.A[v,u]})

where DM({C[v]} , {α[v]}) = Γ(
∑
v α[v])
Γ(
∑
v(α[v]+C[v]))
∏
v
Γ(α[v]+C[v])
Γ(α[v]) , and Γ(x) =
∫∞
0 t
x−1e−tdt is
the Gamma function.
In this marginal likelihood each term corresponds to P (X.A|u) where u ∈ V(Pa(X.A)).
The term P (X.A|u) depends only on hyper-parameters αX.A[v,u] and sufficient statistics
CX.A[v,u] for v ∈ V(X.A). Additionally, as for the prior over parameters values for each
possible structure, the PRM learning algorithm assumes a uniform Dirichlet prior.
Structure Search. In this stage, PRMs employ the scoring function to evaluate the struc-
ture candidates and returns the high-scoring structure. Finding the best scoring structure
is NP-hard (Chickering, 1996), and therefore PRMs use a heuristic search procedure. An
example of such an algorithm is greedy hill-climbing search (Heckerman, 1998). This algo-
rithm first considers the current structure, and then improves it iteratively by a set of local
transformations and picks the one with the highest score. The transformations include:
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add, delete or reverse an edge. To overcome the problem of the local-maxima (Heckerman,
1998), random restarts can be performed, i.e. perform a number of random steps whenever
a local-maxima is reached, then continue the greedy hill-climbing process.
Moreover, the PRM learning algorithm addresses two problems: the large number of
structures, and the high cost of computing the sufficient statistics. These problems are
handled in the PRM by using a phased heuristic search algorithm. This algorithm proceeds
in phases, such that in each phase k, the PRM has a set of potential parents Potk(X.A)
for each attribute X.A. Thus, the space of structures is restricted to those parents in the
potential list. Moreover, by this method, the PRM can compute the corresponding view
of X.A, Potk(X.A) in advance and then obtain the sufficient statistics for any subset of
potential parents, which could potentially reduce the computation cost of the sufficient
statistics.
The selection of the potential parents is performed in an iterative approach based on the
slot chain. Thus, the PRM starts with an empty structure and then proceeds based on the
links in the slot chain. Therefore, the search is first performed within the dependencies
within the same class, then between objects that are directly related, then between objects
that are indirectly linked by two reference slots, then by those that are three slots apart
and so on. Thus, the PRM selects the new potential parents based on the current phase
of the slot chain and re-iterates, stopping when no further improvement is made. This
approach allows the algorithm to gradually search the large space of structures and at the
same time paying more attention to dependencies between objects that are more closely
related.
2.2.3 Inference in PRMs
PRMs do not require a new inference algorithm, as they can use existing inference al-
gorithms. The inference can be made about new objects by transforming to a BN. The
BN is constructed from the database using the learnt PRM class dependency graph, and
using parameter tying. Thus, to perform an inference task about an object Obji, the PRM
simply constructs a BN using the appropriate attributes of Obji and the set of objects re-
lated to Obji. Then, the class-level parameters for each attribute are tied to the resulting
network. Given this BN, a standard BN inference algorithm can be used to perform the
inference task.
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2.3 Effectiveness of PRMs in mining imbalanced domains
PRMs offer a rich relational learning technique for learning from relational domains di-
rectly. The power of PRMs is derived from the popular BNs, and extended to learn the
correlation in relational domains. However, it is important for a learning technique to
obtain an accurate statistical model that shows the dependencies in the domain, so as
to be able to employ this model for classification. Classification is an important task in
real-world applications, and a good classification model is the one that achieves a high
recognition rate in classifying unseen instances.
Generally, the research on learning statistical modelling, such as BNs, is focused only on
obtaining models that best represent the data (Ezawa et al., 1996). However, Ezawa et al.
(1996) argues that these models may perform poorly when applied to specific goal, such
as classification. Moreover, Cowell et al. (1993) show that even for perfect models that
accurately capture the correlations in the domain, they are not necessarily practical for
classification.
The classification task is often more complicated in the case of imbalanced training data.
The imbalanced class problem is defined as having one class of data that is overrepresented
by a large number of samples as compared to the other classes. Several investigations
and experiments have reported that the classification performance of most well-known
classifiers often degrades dramatically in the presence of imbalanced data (Japkowicz and
Stephen, 2002; Batista et al., 2004; Chawla et al., 2004). This poor performance supports
the earlier argument of Ezawa et al. (1996) and Cowell et al. (1993), and is often caused
as a result of designing methods to learn from relatively balanced training data.
In imbalanced situations, the classification algorithms often get biased towards the ma-
jority class, generating more rules for the majority class, while ignoring those of the
small/minority class. Consequently, most of the minority test samples are misclassified to
be of the majority class, resulting in poor prediction for the minority samples. However,
in several applications, the correct classification of the minority cases is more critical than
the classification of the majority case. For example, consider the classical example of
a medical application designed for detecting a certain disease that is usually rare when
compared with the normal case. In such an application, it is more important to correctly
detect people with the disease than detecting healthy people. Therefore, in this case, the
required classifier is that which attains a high classification rate on the disease.
Several techniques have been proposed to handle the imbalanced class problem by either
20
CHAPTER 2. BACKGROUND
altering the training data or by biasing the learning algorithm internally. However, most
of these methods are proposed to work within a set of certain assumptions or restrictions.
A major restriction of these methods is learning from flat representation (non-relational
data). However, as most of real-world data are nowadays stored as relational systems, the
different interactions between the attributes in such domains needs to be considered when
handling the imbalanced class problem. This indicates the need for additional research
into methods to handle the imbalanced class problem in relational domains.
Learning from relational domains is gaining an increasing interest in machine learning,
and a number of methods have been proposed for this task, such as FOIL (Quinlan and
Cameron-Jones, 1993), CrossMine (Yin et al., 2004) and TILDE (Blockeel and Raedt,
1998). However, these methods are designed to learn from relatively balanced domains,
and hence are inadequate for handling the imbalanced class problem. Moreover, although
the PRM has shown successful implementations to discover the correct relationships of
different relational domains, the PRM is also restricted to learning from relatively uniform
data distributions. Consequently, in real classification problems, the performance of the
PRM could be degraded significantly as a result of not being modelled for the specific goal
of classification on imbalanced domains.
In this thesis, the PRM classification on imbalanced data is explored. Therefore, the
following sections will discuss the imbalanced class problem and the different approaches
proposed to solve this problem in relational and non-relational domains. Furthermore, a
review is also presented about two further aspects of the classification on imbalanced data.
The first case is the multiple imbalanced attributes problem, in which the domain consists
of more than one imbalanced attribute to be classified. The second case is the multi-class
imbalanced problem, in which it is required to find a classification function that maps the
input into an output of more than two classes.
2.4 Imbalanced class problem
A training dataset is characterized as imbalanced if there are significantly more examples
of some classes compared to others. In a two-class problem, the imbalanced class problem
is defined as having one class (majority) that is represented by a large number of samples,
while the other class (minority) has only a few samples. Usually, in such situations it is of-
ten more critical to correctly detect the minority samples, as they represent the important
rare cases, such as detecting oil spills in satellite images (Kubat et al., 1998), unreliable
telecommunication customers (Ezawa et al., 1996), fraudulent telephone calls (Fawcett
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and Provost, 1997), and customer churn (Burez and Van den Poel, 2009).
Throughout this thesis, the term ‘minority’ will be used to denote the class with the small
number of instances that are regarded as critical to be classified correctly, and ‘majority’
will denote the dominant class with the large number of samples.
Several approaches have been proposed to handle the imbalanced class problem. Most of
these approaches were proposed for the special two-class problem and for single flat files.
Generally, these approaches can be categorized into the following groups (Chawla et al.,
2004):
• Data-level approaches: At the data-level, the approaches attempt to re-balance
the class distribution by re-balancing the training data. This re-balancing can be
performed either by over-sampling the minority samples to match the size of the
majority or by down-sampling the majority samples to match the size of the minority.
Each method can be performed in a random manner or in a focused mode. The
focused mode of re-sampling considers the data distribution. This approach first
examines the distribution of the class, and then performs the sampling based on
the information collected. A combination of the two sampling methods can be also
performed. A detailed survey of the re-sampling methods and their behaviour is
presented by Batista et al. (2004).
Although re-sampling is the most common approach used in dealing with the im-
balanced class problem, several shortcomings have been observed (Barandela et al.,
2003b; Japkowicz and Stephen, 2002). The random sampling approach could result
in duplicate samples in the case of over-sampling, and in the case of down-sampling,
there is a potential for losing useful and important data. Although, the focused mode
of re-sampling offers a more advanced solution compared with random sampling, this
approach results in an increased cost of data analysis.
• Algorithm-level approaches: At the algorithmic level, the proposed approaches
try to bias an existing learning algorithm towards the minority class. Examples
of this approach include: biasing the BN in favour of the imbalanced target at-
tribute (Ezawa et al., 1996), searching for the best intervals for both majority
and minority classes (Kubat et al., 1998), and vector quantization of the major-
ity class (Nugroho, 2000).
A popular example of this approach is cost-sensitive learning. In this approach, the
mis-classification costs of the classes are varied, such that the algorithm is biased
towards the minority class. This is achieved by increasing the mis-classification
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cost of the minority samples and reducing that of the majority samples (Pazzani
et al., 1994; Sun et al., 2007). The main challenge of this method is setting the
proper mis-classification costs, especially if this has to be carried out by non domain-
experts (Japkowicz and Stephen, 2002). Experiments have shown that the algorithm-
level approaches usually outperform the data-level approaches (Lee et al., 2008;
Japkowicz and Stephen, 2002).
2.4.1 The imbalanced class problems in relational domains
According to the rich literature on imbalanced learning techniques, most of the techniques
were developed for learning from a single flat file, where the data is represented as a
single data sheet that includes all the data attributes and corresponding values. However,
the majority of real-world applications maintain their data as relational database systems
instead of a single data file. In a relational database, the data would usually consists of
several tables (relations) linked to each other in different ways via a set of foreign keys.
Each relation consequently includes a set of attributes and the values of those attributes.
Therefore, learning techniques are required to address the imbalanced class problem in
relational data, where attributes are linked to each other in different ways. Throughout
this chapter, a target attribute will be used to denote the attribute of interest that is to
be classified; and the corresponding relation of that attribute will be denoted as a target
relation. Any relation other than the target relation in the database will be denoted as
non-target relation.
Only few attempts have been made to handle the imbalanced class problem in multi-
relational data. Proposed techniques include:
• Cost-sensitive learning for structured data (Sen and Getoor, 2008): Sen
and Getoor (2008) proposed two approaches for cost-sensitive relational learning
using Conditional Markov Networks (Taskar et al., 2002). The main idea behind
these approaches is based on the concept that exploiting the correlations in the
relational domain can help in specifying the mis-classification costs of the individual
samples. Consequently, these costs can be used in cost-sensitive learning to minimize
the overall mis-classification cost. Sen and Getoor (2008) demonstrated that in
relational domains, where data can be represented by a graph, such graphs can be
employed effectively to identify the mis-classification costs of the examples. The
mis-classification costs not only depend on the individual examples, but also on the
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relational costs, which are the mis-classification costs of related examples.
• Learning from multiple views of a relational database (MVC-IM algo-
rithm) (Guo and Viktor, 2007): In this approach an ensemble (Dietterich, 2000)
of classifiers is constructed, in which each classifier is trained on a different view
of the relational database. This framework relies mainly on two observations: (1)
different views of the relational domain would usually yield different results in terms
of learning the minority class, (2) an ensemble of classifiers learned from these differ-
ent subsets would often be more effective than the individual classifiers. Therefore,
MVC-IM tries to achieve better prediction results of the minority class by combining
the knowledge obtained from different views. This is achieved by firstly constructing
multiple views of the relational database. Each view is essentially a relation (table)
of the database aggregated with the records of the target attribute propagated from
the target table. Next, a separate classifier is learned from each view. Finally, the
view classifiers are combined using majority voting. Although this approach utilizes
the ensemble approach that has shown to perform extremely well in different appli-
cations (Opitz and Maclin, 1999; Dietterich, 2000), it uses flat views of the database
and hence does not exploit the relational structure of the data.
• Multi-relational g-mean decision tree algorithm (Mr.G-Tree) (Lee et al.,
2008): Mr.G-Tree algorithm is a tree-based algorithm proposed for handling the im-
balanced class problem in relational domains. In this algorithm, the imbalanced class
problem is addressed by employing the geometric mean (g-mean) (Kubat et al., 1997)
and the concept of best intervals proposed in the SHRINK algorithm (Kubat et al.,
1998). On the other hand, learning from relational data is handled by extending
the propagation concepts of the relational learning technique: CrossMine (Yin et al.,
2004). For a relational database, Mr.G-Tree first defines the best interval/subset of
each attribute in the target relation by employing the concepts of SHRINK. Then,
using the g-mean measure, these intervals are used to define the splitting function of
the root node of the decision tree. Then, the relational learning occurs in the Mr.G-
Tree algorithm by propagating the records of the target attribute to a non-target
relation in the domain. Consequently, the splitting function of the second node in
the decision tree is defined using the same procedure of using the best intervals and
g-mean measure. This process continues until all relations are explored. This al-
gorithm is proposed for the special case of two-class classification. Moreover, this
algorithm shares the same prorogation concept as that of MVC-IM, where target
class labels are propagated to each relation. Therefore, as in MVC-IM, the learning
in Mr.G-Tree algorithm does not fully exploit the different interactions between the
different attributes in the domain.
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True Positive True Negative
Predicted Positive True Positive (TP) False Positive (FP)
Predicted Negative False Negative (FN) True Negative (TN)
Table 2.1: The confusion matrix.
• Multi-relational Na¨ıve Bayesian classifier (R-NB) (Xu et al., 2008): In this
approach, basic under-sampling and over-sampling methods are employed to han-
dle the imbalanced class problem, and classification is handled by utilizing the Na¨ıve
Bayes classifier. However, this classifier is enhanced to learn from relational domains
by dealing with each table separately using the attribute filter criterion and mutual
information. Firstly, mutual information is computed between the target attribute
and each attribute from each relation in the domain. Then, the attributes are or-
dered in descending order based on the mutual information, and the top attributes
are selected for classification. In this approach, only the correlations between the
domain relations and the target attribute are considered. Therefore, this approach
is not suitable for classifying more than one target attribute. Moreover, this ap-
proach utilizes the over/under-sampling methods, which have major limitations in
classification, as discussed earlier.
2.4.2 Evaluation measures
Accuracy is often used as the standard performance measure in machine learning, in which
the percentage of accurately classified samples is computed. For a two-class (Positive,
Negative) problem, the classification of the class samples can be viewed as a confusion
matrix, shown in Table 2.1.
The confusion matrix can be used to define the following measurements:
• The traditional accuracy is calculated as:
Accuracy =
TP + TN
TP + FP + FN + TN
(2.5)
• True Positive rate (TPrate): the percentage of true positive examples correctly clas-
sified, defined as:
TPrate =
TP
TP + FN
(2.6)
• True Negative rate (TNrate): the percentage of true negative examples correctly
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classified, defined as:
TNrate =
TN
TN + FP
(2.7)
• False Positive rate (FPrate): the percentage of true positive examples misclassified
to be of the negative class, defined as:
FPrate =
FP
TN + FP
(2.8)
• False Negative rate (FNrate): the percentage of true negative examples misclassified
to be of the positive class, defined as:
FNrate =
FN
TP + FN
(2.9)
However, for imbalanced data, neither the traditional accuracy or the other measurements
defined above are practical, as the minority cases have little impact on the accuracy as
compared to that of majority (Kubat et al., 1998). For example, for a classification problem
with the minority data represent only 2% of the data, and a classification algorithm that
can successfully predict all the samples of the majority class, the accuracy would be 98%.
Despite the high accuracy achieved in this problem, this measurement is really poor for
applications where minority cases are more important to be correctly classified than the
majority samples.
Therefore, to handle the evaluation of imbalanced classifiers, other methods were proposed.
Considering the earlier two-class problem (Positive, Negative), where ‘Positive’ represents
the minority class, the popular evaluation measures for imbalanced situation are:
1. F-measure (Sun et al., 2007): this measure focuses only on one class. For example,
if the focus is on the positive class, then the Positive Predicted value PPvalue is used
with the True Positive rate (TPrate) to define the F-measure:
F-measure =
2× TPrate × PPvalue
TPrate + PPvalue
(2.10)
The Positive Predicted value is defined as: PPvalue = TP/(TP+FP ), which denotes
the percentage of the predicted positive examples correctly classified. A high F-
measure indicates that both TPrate and PPvalue are high.
2. Geometric mean (G-mean) (Kubat et al., 1997): The G-mean measure is used in
imbalanced classification algorithms to denote the average ratio of accuracy of both
minority and majority classes. The G-mean is defined as:
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G−mean =
√
TPrate × TNrate (2.11)
The G-mean is high when both accuracies of the majority and minority classes are
high and when the difference between them is small. Using this measurement, the
aim is to maximize the accuracy of both classes. The higher the G-mean, the better
the classifier.
3. Receiver Operating Characteristics (ROC) (Fawcett, 2006): ROC curves are
often used to evaluate the performance of imbalanced classification algorithms (Guo
and Viktor, 2007; Ezawa et al., 1996). This is due to the insensitivity of ROC
curves to the change of class distribution. ROC curves are often used for classifiers
that output the probabilistic scores of the classified classes, such as BNs and Neural
Networks. In such classifiers, the predictions can be varied according to the threshold
used. For each of these thresholds, the ROC curve visually demonstrates the trade-
off between the FPrate and the TPrate by plotting them on the X-axis and Y-axis,
respectively.
A ROC curve shows the ability of the classifier to rank the positive examples relative
to the negative examples. In a ROC curve, the point (0,0) represents the case of
never predicting the positive examples correctly and the point (1,1) represents the
case of always predicting the positive class. An ideal classifier is one that achieves
TPrate = 1 and FPrate = 0. Thus, the closer the classifier curve is to the upper left
corner of the graph, the better the model is. On the other hand, a classifier that
resides along the main diagonal represents the performance of a randomly guessing
classifier.
The example in Fig. 2.4, shows the ROC curves for two classifiers. In the figure,
the dotted line represents the performance of classifiers that assigns the samples
randomly. In addition, in the figure, classifier A is better than B, because classifier
A is located more closely to the upper left corner of the graph. The ROC curve offers
a visual tool to obtain a good summary about the classifier performance. However,
in order to compare several classifiers using ROC curves, the Area Under a ROC
Curve (AUC) (Fawcett, 2006) is used. The AUC provides a single value representing
classifier performance. A classifier with the highest AUC value is a better classifier.
ROC curves measure the ability of a classifier to output good relative examples
scores, i.e. the classifier is evaluated in terms of attaining accurate scores that
discriminate between the two classes (Fawcett, 2006). Furthermore, an interesting
property of a ROC curve is the insensitivity to the change in class distribution, as
it depends only on the TPrate and FPrate and hence does not depend on the class
distribution as in the G-mean and F-measure. Therefore, ROC curves and AUC
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Figure 2.4: Examples of ROC curves.
values will be used as the evaluation measures throughout this thesis.
2.5 Classification of multiple imbalanced attributes
The previous section discussed the imbalanced class problem, and a number of techniques
were presented to deal with such a problem. However, most of these techniques are pro-
posed with the assumption of modelling a single imbalanced attribute at a time. However,
in many real-world problems, it is of interest to classify two or more attributes rather than
classifying a single attribute. Such problems include: face recognition application, where it
is of interest to predict both face identity and head pose, and similarly in character recog-
nition, in which both the font and character are required to be identified (Tenenbaum and
Freeman, 2000).
A typical solution for classifying multiple attributes can be performed by constructing an
independent model for each attribute. In this approach, it is assumed that the target
attributes are independent, which is not the case in many domains. In addition, building
independent models could significantly increase the number of models required for training
and inference as compared with a single model of all the attributes. On the other hand,
constructing a single model showing the different interactions between the target attributes
not only reduces the number of models required, but could also improve the classification
results by allowing the information of one attribute to reach a better conclusion about the
other related attributes (Hiraoka and Mishima, 2002).
The classification of imbalanced relational attributes adds another level of complexity to
the problem of classifying multiple attributes of a given domain. In such a situation, in
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addition to the problem of classifying multiple attributes, the learning technique must
handle two other major tasks simultaneously: (1) capturing the different correlations
between the relational attributes; (2) dealing with the imbalanced distribution in the
training data that could degrade the classification performance.
Therefore, additional research is required to address the problem of classifying multiple
attributes, and particularly for imbalanced attributes in relational domains. This section
investigates this problem and reviews the different proposed approaches.
2.5.1 Solutions proposed for classifying multiple attributes
The problem of classifying multiple attributes can be viewed as building a classification
model that utilizes the input of a given domain to find the class labels of a set of attributes
(two or more attributes) of the domain. Unfortunately, this problem has not been well
investigated in machine learning, despite its importance in many domains, especially in
vision applications (Tenenbaum and Freeman, 2000).
Consider training data that consists of a set of attributes X = {X1, X2, . . . , Xn}, in addi-
tion to A = {A1, A2, . . . , Am}, which represents the set of the target attributes that are
of interest to be classified. Each target attribute has a set of class labels. The standard
solutions proposed for classifying multiple attributes can be summarized as follows (Tenen-
baum and Freeman, 2000; Hiraoka and Mishima, 2002):
1. The independent approach: In this approach, for each attribute Ai, an inde-
pendent classifier Ci is constructed. Thus, the training data of Ci for classifying
Ai, includes {X1, X2, . . . , Xn, Ai}, i.e. the other target attributes rather than Ai
are excluded from the training data. This approach relies on the concept that the
attributes are often independent of each other and hence can be modelled indepen-
dently.
Although, this approach is the most common approach used for dealing with clas-
sifying multiple attributes, this approach has major shortcomings. For example, if
the attributes are not in fact independent, then constructing independent models
for this task has the major drawback of losing the different correlations between the
attributes. Capturing the correlations in the domain can significantly improve the
classification results, as the information discovered about one attribute can yield a
better understanding about other related attributes. Moreover, as this approach is
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based on dealing with each attribute separately, it requires more training and testing
phases than that of a single model.
2. The combined approach: In this approach, the multiple attributes A are com-
bined in one complex attribute B. Consequently, a single model is constructed to
classify B using the training data {X1, X2, . . . , Xn, B}. In this approach, the cor-
relations between the attributes are lost, and it cannot be discovered if a target
attribute Ai has an influence on another target attribute Aj . Moreover, for multi-
class target attributes, the number of class labels of the combined complex attribute
B grows rapidly, as each of the different combinations of the target attributes must
be considered.
3. The hierarchal approach: In this approach, a similar method to that of decision
trees is applied. This is achieved by assigning the root of the hierarchal structure to
a classifier for a given attribute A1, then for each class of A1, a specialized classifier
of A2 is constructed, continuing the process until the last attribute has been con-
sidered. To illustrate the hierarchal approach, consider the domain defined earlier
with input attributes X = {X1, X2, . . . , Xn}, but with only three target attributes
A = {A1, A2, A3}. Each target attribute Ai has two classes: {A,B}.
For training, the root classifier C(Y1) is constructed for classifying A1. The training
data of C(Y1) consists of the samples of X attributes and those of A1. Subsequently,
two classifiers are constructed for classifying Y2, the first classifier C(Y2)a is trained
on samples of Y2 related to the records of (Y1 = A), and the other classifier C(Y2)b
is trained on the samples of Y2 related to the records of (Y1 = B). Likewise, for
classifying the last attribute Y3, four classifiers are constructed. Two classifiers
C(Y3)a1 and C(Y3)b1 for the case of data of Y3 related to data of (Y1 = A & Y2 = A)
and (Y1 = A & Y2 = B), respectively. In addition, two classifiers C(Y3)a2 and
C(Y3)b2 are created for the case of data of Y3 related to data of (Y1 = B & Y2 = A)
and (Y1 = B & Y2 = B), respectively. An illustration of this approach is shown in
Fig. 2.5.
For classifying new samples in the hierarchal approach shown in Fig. 2.5, the test
sample is first classified by the root classifier C(Y1) for classifying the attribute
Y1. Accordingly, C(Y1) outputs the predicted class of Y1. Based on the predicted
class of Y1, the second classifier for classifying the attribute Y2 is evaluated. For
example, if the predicted class of Y1 is A, then the second classifier selected is that
corresponding to the classifier trained on data related to class A of Y1, i.e. classifier:
C(Y2)a. Consequently, the second selected classifier outputs the predicted class of
attribute Y2, and the process continues until the last attribute is classified.
In this approach, the classification performance is significantly affected by the accu-
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Figure 2.5: An illustration of the hierarchal approach for multiple attributes classification.
racy of the classifiers at the top of the hierarchy. This is due to the fact that the
mis-classification committed by the top classifiers can not be corrected by the lower
classifiers. Moreover, although in this approach, the top attributes are used to reach
conclusions about the lower attributes, the classification of the lower attributes have
no influence on that at the top of the hierarchy. In addition, a major concern in
this approach is the number of classifiers required for the hierarchal structure, which
grows enormously as the number of target attributes and classes increases.
A major drawback shared by these standard approaches is the inability to capture the
interactions between the target attributes. Consequently, they lack the ability to use the
information inferred about one attribute to improve that of the other target attributes. To
address this issue, Hiraoka and Mishima (2002) proposed an approach for classifying two
target attributes via mutual suggestion between the attribute classifiers. The idea behind
this approach is based on using the classification results of one classifier to improve that
of the other classifier and vice versa.
Consider training data that consists of T = {x1, x2, . . . , xn}, and two target attributes:
C and S. In the approach proposed by Hiraoka and Mishima (2002), two classifiers are
trained: F and G for classifying C and S, respectively. The F classifier is trained using as
input: T and S, and outputs the class labels of C. The G classifier is trained using as input:
T and C, and outputs the class labels of S. Thus, the F classifier outputs the conditional
probability P (C|T, S), and the G classifier outputs the conditional probability P (S|T,C).
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The two classifiers can be implemented using any standard classification method that
produces the posterior probabilities of the class labels, such as Na¨ıve Bayes.
For a new test sample t, a heuristic method is used to obtain the class of C and S attributes.
Firstly, the test sample is classified by each classifier. Then, the output of each classifier
is then used as a hint to update the inference results in the other classifier. This process
continues until it converges to a stable result, when no improvement can be obtained.
The learning process in this approach is similar to the independent approach. However,
it handles the problem of the separation between the target attributes, by classifying one
attribute based on the data of the other target attributes, whereas in the independent
approach, only the input data is considered in training and inference. The main contribu-
tion of this approach is in the inference phase, where the output of one classifier is used
to update that of the other classifier.
The main concern in this approach, which is similar to that of the independent approach,
is the number of classifiers required for training, especially for a large number of target at-
tributes. Moreover, this approach has been proposed mainly for classifying two attributes.
Therefore, it may not be practical in domains with more than two attributes, as it is not
clear how to propagate the hints between more than two classifiers.
Moreover, for classifying multiple attributes, Tenenbaum and Freeman (2000) propose a
framework to classify two attributes using a bi-linear model. For two attributes S and
C, the framework initially specifies the training data by constructing an M × N matrix
representing the class labels of the two attributes. Then, the framework fits a bi-linear
model based on the observations in the matrix. Thus, a set of vector weights Wij are
computed to describe how the two attributes are linked together. For new test samples,
the fitted models are used to predict the class labels of the attributes.
This approach relies on using bilinear models, which are simple and yet effective tools for
modelling vision problems. However, this approach is designed for the special case of clas-
sifying two attributes, though Tenenbaum and Freeman (2000) argue that this framework
can be easily extended to model mutiple attributes using multi-linear models. Different
applications and extensions of this framework have been outlined (Grimes et al., 2003;
Vasilescu and Terzopoulos, 2002). However, this framework, and most of the extensions
proposed, are based on the assumption of classifying independent target attributes, which
is a valid assumption in vision problems, such as modelling the person identity and head
pose in face recognition. However, this assumption would not be valid in a large number
of real-world applications.
32
CHAPTER 2. BACKGROUND
Despite the importance of the problem of classifying multiple imbalanced attributes in
different real-world domains, this problem has not been well investigated and only few
attempts are proposed to handle this problem. Moreover, most of the proposed techniques
are designed for classifying two attributes.
2.6 Multi-class pattern classification from imbalanced data
Multi-class pattern classification techniques are widely used in different domains for var-
ious types of applications, such as text document classification (Stamatatos, 2008), bio-
informatics (Al-Shahib et al., 2005), and speech recognition (Even-Zohar and Roth, 2001).
Multi-class pattern classification can be simply defined as building a system that correctly
maps the input of a given problem to an output of one of more than two classes.
There is a rich literature of pattern classification techniques proposed for the two-class
classification problem, such as support vector machines (SVM) (Hsu and Lin, 2002) that
are designed specifically for binary functions. Along with binary classification, several
algorithms have been also proposed for multi-class pattern classification, as it is often
of interest in real-world domains to classify more than two pattern classes rather than
classifying binary ones. Most of these algorithms are based on decomposing the multi-
class problem into a set of two-class classification problems (Anand et al., 1995; Rifkin
and Klautau, 2004; Fu¨rnkranz, 2002; Hastie and Tibshirani, 1998; Garcia-Pedrajas and
Ortiz-Boyer, 2006).
Though these multi-class methods have been shown to perform extremely well in classifying
multiple pattern classes in different domains, these methods were mainly proposed for
learning from balanced datasets. However, many real-world domains have an imbalanced
data distribution, where some classes of data have very few training examples as compared
with the other classes. On the other hand, most of the approaches proposed to handle
the imbalanced class problem are designed for classifying binary attributes. Therefore,
this section presents a review of the challenges of multi-class classification in imbalanced
domains, and discusses the different approaches proposed for this problem.
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2.6.1 Multi-class pattern classification
Multi-class pattern classification can be defined as finding a function F that correctly maps
the input features to an output of more than two classes. There are two ways to solve
the multi-class problem (Le´zoray and Cardot, 2008; Rifkin and Klautau, 2004): (1) by
constructing a single machine that learns from all data at once, (2) by decomposing the
multi-class problem into a set of binary classifiers and then combining them.
The first approach (all-at-once) considers all the training samples and classes at once
and hence attempts to solve the multi-class problem as one single optimization prob-
lem (Hsu and Lin, 2002; Crammer and Singer, 2000; Weston and Watkins, 1999). The
second approach is based on decomposing the multi-class problem into a set of smaller
two-class problems, then constructing an independent binary classifier for each two-class
problem, and subsequently combining the results of the binary classifiers (Anand et al.,
1995; Fu¨rnkranz, 2002).
A number of experiments have been conducted in different domains to evaluate the per-
formance of the two approaches of multi-class learning (Rifkin and Klautau, 2004; Hsu
and Lin, 2002). These experiments have shown that the second approach is considered
to be more effective and suitable for practical use, mainly for two reasons (Le´zoray and
Cardot, 2008; Rifkin and Klautau, 2004; Hsu and Lin, 2002; Ou and Murphey, 2007): (1)
the first approach is slower as it needs to process all the data at once, while the second
approach consists of a number of binary classifiers, where each classifier deals with only a
small part of the data, (2) the classification is harder in the first approach, as the classifier
needs to learn how to determine the separation boundaries of the large number of classes,
whereas the binary classifiers have to only determine the boundary between two classes.
Therefore, this chapter primarily focuses on the second approach and reviews the different
decomposition techniques in the following sections.
2.6.1.1 Multi-class pattern classification using binary classifiers
This approach is based on splitting the multi-class classification problem into a set of binary
classifiers. In this approach, for the K-class classification problem, N binary independent
classifiers are built, each classifier trained independently using the relevant subset of the
training data. The results of the N classifiers are then integrated to get the final output.
The number of classifiers (N) depends on the modelling schema.
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Figure 2.6: An illustration of One-Against-All (OAA) approach for three-class problem.
Several techniques have been proposed for decomposing the multi-class problem. In the
following sections, a review of some of these techniques is presented. Moreover, illustrative
diagrams are provided to demonstrate the concept of each technique. In these diagrams,
rectangle, oval, and rounded rectangle shapes are used to represent the dataset/data sub-
set, model/classifier, and the combination method, respectively.
Decomposing the multi-class problem can be generally categorized into three groups (Ou
and Murphey, 2007):
1. One-Against-All (OAA):
The OAA approach (Anand et al., 1995; Rifkin and Klautau, 2004) splits the K-
class problem into a set of K binary classifiers, with an independent classifier for
each class. All classifiers are trained on the same data but with different class labels.
The training data of classifier fi consists of two sets: the samples of class Ci labelled
as positives (1) and the samples of all the other classes labelled as negatives (0).
Consequently, fi has two possible outputs (1 or 0), to represent if the testing sample
is of class Ci or not. The final classification result is obtained by combining the
results of the K classifiers using a decision function: F (x) = argmaxi=1,....,Kfi(x),
in which the testing instance is classified to be of the class with the highest output
value. Figure 2.6 presents the OAA method for the three class problem (C1, C2, C3).
In general, OAA has two shortcomings (Ou and Murphey, 2007; Murphey et al.,
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2007; Tax and Duin, 2002): (1) imbalanced data: the training data of classifier fi
can be highly imbalanced, even if the original training data had an equal distribution
of classes. This problem can be even worse if the data is originally imbalanced, (2)
uncovered or overlapped classification regions: as each classifier is trained indepen-
dently, there could be a situation where there are regions that are not covered by
any classifier or covered by more than one. For example, consider the OAA system
shown in Fig. 2.6. In this system, there could be a situation where each of the three
classifiers rejects an instance and each outputs the probability score of class Ci to
be zero, indicating that the instance certainly does not belong to any of the three
classes. Similarly, there could be a situation where two classifiers claim that an
instance belongs to their class with the same probability score. In these situations,
other decision functions are required to resolve this ambiguity, such as classifying
the instance randomly or assigning the instance to the class with the highest prior
probability.
2. One-Against-One (OAO):
The OAO approach, also known as the pairwise approach (Fu¨rnkranz, 2002; Hastie
and Tibshirani, 1998), decomposes theK-class problem into a set of binary classifiers,
one for each possible pair of classes. The total number of classifiers will be K(K −
1)/2. The training data of classifier fij consists of only the data of classes Ci and
Cj and ignores all the others. This classifier is trained to discriminate between the
two chosen classes only, and the output is (Ci or Cj) to indicate whether the input
is of class Ci or Cj . Fig. 2.7 shows the OAO method for the three class problem
(C1, C2, C3).
The simplest decision function to obtain the final result is by submitting the test
sample to each of the binary classifiers, and then combining their predictions by
majority voting, thus the test example is classified to be of the class that has the
largest number of votes.
The main advantages of OAO are: (1) fewer training examples are required for the
binary classifiers, (2) OAO modelling does not suffer from the imbalanced issue,
unless the two classes are originally imbalanced. However, the main concern in the
OAO approach is the number of binary classifiers that grows in order of K2 (Ou and
Murphey, 2007).
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Figure 2.7: An illustration of One-Against-One (OAO) approach for three-class problem.
With regards to the problem of overlapped and unclassified regions, as with OAA,
OAO can also face the same problem of overlapped regions, but it overcomes the
problem of unclassified regions, due to the redundancy in the training of the pattern
classes (Ou and Murphey, 2007). On the other hand, OAO can face another difficulty,
where all classifiers disagree about the pattern class of a given instance (Tax and
Duin, 2002). As an example of the disagreement situation, consider the OAO system
shown in Fig. 2.7. In this system, there could be a situation where the classifiers
(f1, f2, f3) have the output (C1, C2, C3), and thus disagree about which class the
instance should belong to. Tax and Duin (2002) propose a solution to solve the
overlapped and disagreement situations using combinations of approximate posterior
probabilities.
Along with the majority voting method, several approaches were proposed for com-
bining the binary classifiers. Le´zoray and Cardot (2008) present a review of these ap-
proaches, and show that a new technique “stacking decoding” has shown substantial
gain over the other approaches in the recognition rate. Stacking decoding (Savicky´
and Fu¨rnkranz, 2003) considers replacing the combination schema by a trainable
classifier to resolve the conflict between the pairwise classifiers.
The idea behind stacking is derived from the conflict situations that could appear
in majority voting. In majority voting, it is assumed that the relevant classifiers
of class Cx would correctly predict Cx and hence provide more votes to Cx than
the irrelevant classifiers (classifiers that have not been trained on classifying samples
of class Cx). However, if the relevant classifier missclassifies the sample, then the
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Classifier
Original Class
C1 vs.C2 C1 vs. C3 C2 vs. C3
C1 C1 C2 C1
C2 C3 C2 C2
C1 C3 C3 C1
.. .. .. ..
C2 C3 C3 C3
Table 2.2: An example of classification cases to demonstrate the concept of Stacking.
final output could be also misclassified. Table 2.2 (Savicky´ and Fu¨rnkranz, 2003)
shows an example of this case for a three-class problem, where the third sample is
missclassified by one of the relevant classifiers (C1 vs. C3) to be of class C3, and
because the irrelevant classifier (C2 vs. C3) classifies the sample to be of class C3
as well, the final output predicts the sample to be of class C3. This example shows
when the relevant classifiers make mistakes and how it affects the final output.
Therefore, stacking decoding was proposed to resolve the situation when the relevant
classifiers make mistakes. In stacking, a new training set DStacking is composed of the
outputs of the binary classifiers and the original class value for each testing sample.
DStacking is then fed to a trainable meta classifier to produce the final classification
result. There are two approaches to generate DStacking, either by considering the
probability estimations of the different classifiers or by using the predicted output
values of the classifiers to be fed to the meta classifier. The experiments conducted
by Le´zoray and Cardot (2008) have shown that the latter approach produces better
results than the former.
3. P -Against-Q (PAQ) model: This approach relies on using M classifiers, each of
which is trained for P classes against Q classes, where P and Q are one or more
classes. Examples of PAQ modeling schemes include:
• Error-Correcting Output Code (ECOC):
This approach suggests using error correcting codes for the multi-class prob-
lem (Dietterich and Bakiri, 1995). Initially, a codeword (string of M bits) is
assigned to each class, where M represents the number of binary classifiers. In
the codeword for a class J , the ith bit can be either (+1,-1) to indicate whether
the ith classifier is trained to classify the given class or not, respectively. This
can be implemented as a Matrix (K ×M) for K-class problem, in which row i
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represents the codeword of class Ci.
Then, for each testing instance x, a codeword is constructed from the results of
the binary classifiers, in which the ith bit of the codeword represents the output
result of classifier i on x. The output codeword of x is compared to the rows of
the matrix. If the output does not match exactly one of the rows, then the class
with the minimum Hamming distance (Dietterich and Bakiri, 1995) is chosen.
The success of ECOC relies on good row and column separation (Ou and Mur-
phey, 2007), so that each codeword is well presented. Different approaches have
been proposed in this category of error-coding, including the unified approach
by Allwein et al. (2001). In this approach the matrix has three values {-1, 0, 1}
with 0 meaning “don’t care”. For the OAA approach, the diagonal elements
are set to +1 and all the other elements are set to -1. For the OAO approach,
in which each bit of the codeword corresponds to pair classes (C1,C2), the +1
is used for row C1, -1 is used for row C2 and 0 for all the other rows.
• One-Against-Higher-Order (OAHO):
This approach (Murphey et al., 2007) was originally designed to handle the
imbalanced problem in multi-class pattern recognition. In this modelling ap-
proach, (K−1) classifiers are constructed for an ordered class list={C1, C2, ..., CK}.
The first classifier (C1, C2+) is trained with two sets of data, C1 represents the
samples of class C1 being labelled as (1), and C2+ represents all other samples
from the other classes being labelled as (0). The second classifier is trained on
the data (C2, C3+) with two sets of data representing the samples of class C2
as (1) and the samples of higher ordered classes (C3, ..., CK) as (0), and so on,
until the last classifier classifies CK−1 against CK .
The testing process in OAHO is hierarchical, as the testing instance is tested
first by the first classifier (C1, C2+). If the instance is classified as C1, then the
example will be labelled as class C1, and the process ends, otherwise the second
classifier is used, and so on until the last classifier that classifies Ck against
Ck−1.
This hierarchical process in OAHO implies that the top level classifiers should
be as accurate as possible, as any mis-classification caused by the top level can-
not be corrected in the next steps. The classes can be ordered either randomly,
based on class importance or based on the data size of each class. In order
to resolve the problem of imbalanced classes in multi-class classification, the
classes can be ordered based on the size of the training data of each class (Mur-
phey et al., 2007). Therefore, the class list is ordered to have the classes with
the largest number of examples first. Thus the smaller classes are combined
39
CHAPTER 2. BACKGROUND
Training Data
C1 vs (C2,C3) C2 vs C3
Testing 
Instance 
(X)
Training 
Testing 
Not C1              
f1
C1 C2
C3
f2
                        Data
                                   
                           Classifers
Figure 2.8: An illustration of One-Against-Higher-Order (OAHO) approach for three-class
problem.
together and compared against the largest class at the higher levels of the hier-
archy. Fig. 2.8 shows the OAHO method for the three class problem with order
(C1, C2, C3).
2.6.1.2 Combining two strategies
The All-and-One (A&O) method (Garcia-Pedrajas and Ortiz-Boyer, 2006) is proposed as a
combination of the two popular multi-class techniques: OAA and OAO. This method uses
both the OAO and OAA methods to combine the strengths of both methods and avoid the
problems of each. This method is based on studying the characteristics of both methods,
and examines the situations in which the methods fail. The study found that for a high
percentage of classifications using OAA, the second best ranking output of OAA represents
the accurate output when the first output fails. With regards to OAO, the study showed
that the independent binary classifiers are highly accurate on their own. However, when
these classifiers are combined, the results are incorrect, because the approach includes the
irrelevant classifiers that have not been trained on the class of the given instance.
In A&O, both OAA and OAO methods are trained. For a new testing sample, the OAA
method is used to select the first two candidate classes (Ci, Cj) and then the corresponding
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Figure 2.9: An illustration of All-and-One (A&O) approach for three-class problem.
OAO binary classifier fij is used to determine the final output. The main drawback of this
approach is the number of classifiers to be trained. However, once the classifiers have been
trained, the testing step needs only the K classifiers of OAA and one classifier of OAO,
in comparison to the K(K − 1)/2 classifiers of OAO (Garcia-Pedrajas and Ortiz-Boyer,
2006). Fig. 2.9 shows the A&O method for the three class problem (C1, C2, C3).
2.7 Mining imbalanced relational domains
This chapter has primarily focused on the problem of mining imbalanced relational do-
mains and reviewed the main work performed in this field. In terms of relational learning,
the review presents the effectiveness of employing the Probabilistic Relational Models
(PRMs) in learning from relational domains. The review also investigates the applicabil-
ity of utilizing PRMs for mining imbalanced relational domains and points to the need for
improving PRMs to handle the imbalanced class problem.
The imbalanced class problem was also discussed and a number of techniques were pre-
sented. The review particularly addressed three main problems: (1) the imbalanced class
problem, (2) modelling multiple imbalanced attributes, and (3) multi-class imbalanced
classification. However, as the main concern of this chapter is handling the imbalanced
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class problem in relational domains, most of the presented techniques were not practical
and could be only implemented in certain contexts.
In terms of the first problem of handling the imbalanced class problem, the review shows
that the imbalanced class problem has been well investigated in flat domains, whereas, few
attempts are proposed to handle the problem in relational domains. The relational im-
balanced techniques are proposed using different techniques and were applied in different
domains. However, the common concept shared by these methods is the idea of propagat-
ing the records of the target attribute into the other non-target relations to perform the
learning. An exception is the work proposed by Sen and Getoor (2008). As discussed be-
fore, this propagation hinders the ability to fully exploit the different interactions between
the domain variables as achieved by PRMs. Moreover, these methods are only practical
for applications with only one target attribute.
For the work proposed by Sen and Getoor (2008), the authors have shown that their
approach can often lead to significant reductions in mis-classification costs. Yet, a major
concern of this approach, as in any cost-sensitive learning algorithm, is the challenge
of setting the suitable mis-classification costs of the individual samples (Japkowicz and
Stephen, 2002).
In terms of modelling multiple imbalanced attributes, although this problem is highly
relevant to different real-world problems, only a few approaches are proposed, especially
for the particular case of classifying two balanced attributes. None of the proposed meth-
ods address the imbalanced problem or the relational learning for classifying multiple
attributes.
As for the last problem of multi-class imbalanced classification, a large number of tech-
niques are presented for handling multi-class classification. However, none of the presented
methods was designed to learn from relational data. In terms of the imbalanced problem,
OAHO is the only method that was proposed to handle the imbalanced problem for multi-
class classification and proved to outperform the other methods for imbalanced multi-class
learning (Ou and Murphey, 2007). However, OAHO includes the challenge of arranging
the class list in the best order to minimize propagating the classification errors to the
next levels of the hierarchy, as mistakes made at the top level cannot be corrected by the
following levels.
As for the other multi-class methods: OAA and OAO, each method has its strengths
in multi-class classification as pointed out by several papers (Rifkin and Klautau, 2004;
Le´zoray and Cardot, 2008; Garcia-Pedrajas and Ortiz-Boyer, 2006), yet they have major
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limitations when dealing with the imbalanced problem (Ou and Murphey, 2007). As
for the ECOC approach, the experiments carried out by Ou and Murphey (2007) using
multiple neural networks for the 10-class handwritten digit recognition problem and show
that both OAA and OAO approaches achieve better recognition rates than ECOC. The
new method All-and-One (A&O) combines the strengths of both OAA and OAO, but its
performance on imbalanced multi-class domains has not been reported.
In summary, this review signifies the need for additional research on mining imbalanced
relational domains. At the same time, the review demonstrates the potency of PRMs in
learning from relational domains, which shows the gap in this learning technique to handle
the imbalanced class problem in relational domains.
2.8 Conclusion
This chapter has reviewed the problem of mining relational domains. The review discussed
the effectiveness of Graphical Models and Bayesian Networks in modelling real-world do-
mains and their shortcomings in modelling relational domains. The chapter then discussed
an extension of Bayesian Networks to handle relational learning, named Probabilistic Rela-
tional Models (PRMs). PRMs share the same underlying techniques of Bayesian Networks,
but employ the concept of objects to handle the relational learning and inference. Despite
the success of PRMs in modelling relational domains, they cannot handle the common
imbalanced problem in many relational domains. Consequently, the chapter reviewed the
imbalanced class problem, and particularly for the case of multi-class imbalanced learn-
ing and modelling multiple imbalanced attributes. The review showed that most of the
presented techniques were designed to be employed in certain contexts and hence are not
practical for relational domains. Conclusively, the review signifies the need for additional
research for learning from relational imbalanced domains and pointed to the potency of
improving PRMs for this task. The following chapters explore improving PRMs to handle
the learning from imbalanced relational domains.
43
Chapter 3
PRMs for Mining a University
Relational Database
The previous chapter pointed to the need for effective relational learning techniques to
cope with the increasing use of relational database systems in different domains. Moreover,
the previous chapter presented the Probabilistic Relational Model (PRM) as a relational
learning technique, which has been applied successfully in several applications of different
real-world relational domains. This chapter explores the PRM concepts in the educa-
tional domain to analyze a university relational database. The aim of this analysis is
to explore the effectiveness of the PRM in capturing the most important dependencies
in this relational domain, in particular for first year undergraduate students. Moreover,
in this chapter, the significance of these dependencies is discussed in terms of improving
the success rates of first year undergraduate students. Additionally, a visualization tool
is provided to the domain users to illustrate the benefits that could be gained from the
dependencies indicated by the PRM models.
3.1 Introduction
Chapter 2 described the concepts of the Probabilistic Relational Model (PRM) as an
extension of Bayesian Networks (BNs) to the relational domain. PRMs have been success-
fully applied in several real-world relational domains such as: for selectivity estimation
in databases (Getoor et al., 2001d), for student modelling in virtual laboratories (Noguez
et al., 2007), in the medical domain for tuberculosis epidemiology study (Getoor et al.,
2004) and in the web domain for hypertext classification (Getoor et al., 2001c).
This chapter explores the use of the PRM in the educational domain and particularly
for investigating a university relational database. Universities usually use large rela-
tional database systems to record varied information about students, instructors, units
and courses. This data can be used for mining interesting information such as: studying
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the retention factors of courses and modules, identifying students at risk in early stages to
offer suitable support, and defining the best set of enrollment requirements of each degree.
An important part of university data is that related to the first-year of undergraduate
study, due to the significance of this year in shaping students’ attitudes towards learn-
ing (Astin, 1993). Mining the data of undergraduate students has been intensively explored
in the literature by using different learning techniques such as Bayesian Networks and re-
gression models. For example, regression analysis was applied by Bennett (2003) and
Wetzel et al. (1999) to study the retention factors of undergraduate degrees, by Goold
and Rimmer (2000) to investigate the performance factors of first year computing and
by Budny et al. (1997) and Zhang et al. (2004) to study the influence of curriculum units
on engineering student retention. On the other hand, Bayesian Networks were applied
by Garc´ıa et al. (2007) to model students’ learning styles and by Druzdze and Glymour
(1994) for retention factors study.
Despite the success of Bayesian Networks and regression analysis in many real-world ap-
plications, these techniques are inadequate for modelling complex relational domains as
discussed in the previous chapter. Therefore, this chapter adapts the relational learning
technique (PRMs) to model a university relational database and in particular to analyze
a first-year student database. PRMs, as in BNs, provide a compact and natural graphical
representation that show the important dependencies in the domain. These dependencies
could potentially point to interesting information about improving students’ performances
in their first year.
A toy university relational database was used by Getoor (2002) to illustrate the PRM
conventions and semantics. The toy dataset consisted of three tables with two attributes
and three/four tuples per table. In this chapter, a real university database is used to
explore the effectiveness of a PRM in learning from a real relational university database
with a larger number of tables, tuples and attributes that consists of about nine tables,
twinty-nine attributes and thounsands of tuples.
In this chapter, the PRM will be employed on two undergraduate relational databases.
The first database focuses on the data related to the students and their performances in
first-year units. The goal of using this database is to explore the dependencies that could
affect student performance in their first year units.
The second database focuses on the data of first year undergraduate students along with
their performance in high school. This database will include the related data about stu-
dents, their results in high school and their performances in first year in university. The
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aim of using this database is to investigate to which degree the results of high school and
personal information such as address, age, and gender would affect student performance
in first year in university. Moreover, a visualization tool is presented to illustrate the
significance of the dependencies discovered by the PRM in this database.
The remainder of this chapter is structured as follows: Section 3.2 describes the first
dataset explored in this chapter and discusses the important dependencies indicated by
the PRM to improve student performance. This is followed by a description of the second
dataset in Section 3.3. This section also presents the main dependencies discovered by the
PRM in this domain and presents a visualization tool to demonstrate the results of the
PRM model. Finally, section 3.4 concludes the chapter.
3.2 Dataset I: First-year relational database
This study dataset is derived from the student relational database used at Curtin Uni-
versity. The Curtin University dataset consists of thousands of tables and relationships
holding student data from 1999 onwards. The extracted study dataset focused only on
the data of the first year students of two undergraduate degrees: Bachelor of Computer
Science (BCS) and Bachelor of Commerce (BCom). For each of these degrees, a separate
dataset was extracted to include the data of first year students for the years 2001-2006.
Importantly it was verified that the study plan of the first year did not change over these
years enabling aggregation of all the data to form a large dataset.
Each dataset is organized into a set of tables and attributes describing the students’
personal, academic and financial information, which is organized as follows:
• The Personal Info table, which includes the student personal attributes:
– Age: discretized into groups of {16-19, 20-29, 30-40},
– Gender: {Male, Female},
– Is international: {Yes, No},
– Is English home language: {Yes, No},
– Country of Birth and Citizen Country: each takes values from a predefined set
of countries.
• The Academic Info table that holds the financial and academic attributes:
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Figure 3.1: The relational database schema of first year undergraduate students.
– Payment Method: {Commonwealth, International}, representing how the stu-
dent is charged,
– Preference No: {1, 2, 3}, describing the student’s preference of study, where
Preference No = 1 indicates that the corresponding degree is the student’s first
preferred degree to study and so on.
• Number of tables representing the first year units, each unit table holds the student’s
performance of the unit:
– Status: {Pass, Fail},
– Grade: {F, 5, 6, 7, 8, 9}, representing the categories of {0-49, 50-59, 60-69,
70-79, 80-89, 90-100},
– Attempt No: {1, 2, 3}, indicating the number of times the student repeated
the unit.
The Academic Info table is associated with two key attributes: Student ID, which links
the Personal Info of a specific student with the corresponding record of the table:
Academic Info; and Student Study No key attribute, which links the student records
of the table Academic Info with the related records from the units tables. Fig. 3.1 shows
the relational database schema of first year undergraduate students.
The first year curriculum of the BCS and BCom degrees are shown in Tables 3.1 and 3.2,
respectively. Fig. 3.2 shows an example instantiation of the BCS dataset. In this example,
the instance shows the academic and personal information for a number of students, along
with the student’s units in first and second semesters.
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1st Semester Units
Payment_Method Pref_no
13262801 International 1
13263898 International 1
13272645 Commonwealth 2
StudntID
Age
13262801 G1 Yes Yes UK UK
13263898 G1 Yes No China China
StudentID
Is-
International
Is_English_
Home_language
Country_
Birth
Citizin_
Country
Grade Status
CS152 13262801 1 8 Pass
CS152 13263898 2 F Fail
CourseID StudentID
Attempt_
No
FCS152
Personal_Info
Academic_Info
Grade Status
ST152 13262801 1 6 Pass
ST152 13272645 1 5 Pass
CourseID StudentID
Attempt_
No
ST152
Grade Status
CS101 13272645 1 8 Pass
CS101 13263898 2 7 Pass
CourseID StudentID
Attempt_
No
IPE101
Grade Status
CS151 13262801 1 7 Pass
CS151 13263898 2 5 Pass
CourseID StudentID
Attempt_
No
FCS151
ST152
Grade Status
ST151 13262801 2 6 Pass
ST15 13272645 1 6 Pass
CourseID StudentID
Attempt_
No
Grade Status
ENG101 13272645 1 5 Pass
ENG101 13263898 1 5 Pass
CourseID StudentID
Attempt_
No
English101
Grade Status
Math101 13262801 1 9 Pass
Math101 13263898 2 F Fail
CourseID StudentID
Attempt_
No
Maths101
2nd Semester Units
Figure 3.2: An example of the BCS dataset.
Semester Unit Code Unit Name Prerequisite
I
ST151 Computer science 1 -
Maths101 Mathematics 1 -
FCS151 Foundation of computer science 1 -
English101 Technical communication 1 -
II
ST152 Computer science 2 ST151
FCS152 Foundation of computer science 2 FCS151
IPE101 Introduction to programming -
Table 3.1: The BCS first year curriculum.
3.2.1 Applying PRMs to the students dataset
This section presents the results of applying PRMs to the BCS and BCom datasets. The
PRM models are learned by implementing the PRM techniques described in Chapter 2.
In this chapter, the dependencies between the attributes are shown in different styles of
arcs (bold, dashed, ...). The different styles of arcs are used in this chapter to denote the
importance of each of the dependencies discovered by the PRM in terms of improving stu-
dent performance, and does not imply that a certain arc-style is of different characteristics
than others.
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Semester Unit Code Unit Name Prerequisite
I
BIS100 Business information systems 1 -
ACCT100 Accounting 1 -
LFW100 Legal framework 1 -
ECON100 Economics 1 -
II
MGT100 Management 1 -
MKT100 Marketing 1 -
Table 3.2: The BCom first year curriculum.
Attribute Learned parent(s)
FCS152.grade English101.grade, Maths101.grade
ST152.status FCS152.status
IPE101.Attempt-number FCS152.Attempt-number
ST151.Attempt-number Academic Info.Pref No
FCS151.Attempt-number Academic Info.Pref No
Personal Info.Is English Home Language Personal Info.Citizen Country
Personal Info.Is International Personal Info.Citizen Country
Table 3.3: A summary of the main PRM dependencies learned from the BCS dataset.
3.2.1.1 Bachelor of Computer Science (BCS)
The PRM dependency structure learned from the BCS dataset is shown in Fig. 3.3. The
learned model shows the dependencies within the same table and between different tables.
Table 3.3 shows a summary of the main dependencies learned from this dataset, especially
with regards to the dependencies affecting units grades.
In the seven units in the BCS dataset, the model has repeatedly pointed to the correla-
tions between the grade, the status and the attempt-number within the same unit. An
explanation is that each of these attributes refers to the student success at the unit, and
hence they are related.
In terms of the dependencies between the units, the model shows the dependence of the
FCS152 grade (studied in semester II) on the grades of English101 and Maths101 (studied
in semester I). Also, the model shows correlations between the FCS152 and the other two
units of semester II (ST152, IPE101), as indicated by the links directed from FCS152 status
and attempt-number to ST152 status and IPE101 attempt-number, respectively.
Therefore, the model shows the correlations between the Maths and English in semester I
and FCS152 in semester II, and then the correlations between FCS152 and the other two
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Figure 3.3: The PRM structure learned from the BCS dataset.
units of semester II (ST152, IPE101). The conditional probabilities of the model show that
a student with high grades in Maths and English has a higher probability of passing the
second semester unit: FCS152, and consequently higher probability of passing the other
two units in semester II.
These probabilities indicate that the performance in semester II units is strongly related to
the Maths and English results achieved in semester I. As both Maths and English are first
semester units, then the identified dependencies and probabilities about Maths and English
could suggest setting these two units as prerequisites for the second semester units. The
dependencies of the second semester units ST152 and IPE101 on the other second semester
unit FCS152, could suggest studying FCS152 first or at least at the same semester given
that the FCS152 suggested prerequisites (Maths and English) are completed.
In order to investigate the PRM suggestions of setting Maths and English as prerequisites
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Figure 3.4: The comparison of students performance in semester II obtained by following
the normal BCS prerequisites and the PRM suggested prerequisites.
for the second semester units, the BCS dataset was analyzed to draw a comparison between
two sets of students: the set of students who enrolled into semester II units after passing
the curriculum prerequisites shown in Table 3.1, and the set of students who enrolled into
semester II units after passing the curriculum prerequisites in addition to passing Maths
and English as suggested by the learned PRM model.
The BCS dataset is restricted by the curriculum prerequisites shown earlier in Table 3.1.
As a result, the existing data of semester II units (ST152 and FCS152) represent the set
of students who must have passed the corresponding prerequisites. This restriction of the
curriculum prerequisites limits the space of the data analysis to only examine the impact
of adding Maths and English to the existing prerequisites, but not the analysis of removing
the current perquisites and setting only those pointed to by the PRM model.
Fig. 3.4 shows the comparison of student success in semester II between the normal prereq-
uisites and the suggested prerequisites. The comparison shows that the failure percentage
in semester II units is less in the case of students passing Maths and English compared to
passing only the curriculum prerequisites. This comparison supports the findings of the
PRM model which recommend adding Maths101 and English101 as prerequisites for the
second semester units.
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Figure 3.5: The PRM structure learned from the BCom dataset.
3.2.1.2 Bachelor of Commerce (BCom)
The PRM model learned from the BCom dataset is shown in Fig. 3.5 and a summary
of the main dependencies is presented in Table 3.4. The dependency model shows the
MGT100 grade as the parent of all other units grades. The learned parameters of this
model showed that the better a student performs in MGT100, the higher the probability of
achieving higher grades in all other first year units.
To recap from the BCom curriculum shown in Table 3.2, the first year of BCom does
not include any prerequisites (i.e. the units can be studied in any semester). Hence, the
dataset of BCom consists of all the first year units regardless of which semester the units
were studied. This could explain why MGT100, as a second semester unit, does not depend
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Attribute Learned parent(s)
LFW100.grade MGT100.grade
LFW100.status ECON100.status
ECON100.grade MGT100.grade
BIS100.grade MGT100.grade
ACCT100.grade MGT100.grade
MKT100.grade MGT100.grade
MKT100.status BIS100.status
ACCT100.status BIS100.status
MGT100.status Academic Info.Pref No
Personal Info.Is English Home Language Personal Info.Citizen Country
Personal Info.Is International Personal Info.Citizen Country
Table 3.4: A summary of the main PRM dependencies learned from the BCom dataset.
on first semester performance. The dependence of first year units on the MGT100 could
indicate the potential of setting MGT100 as a prerequisite for the other first year units and
hence the inclusion as a first semester unit.
Moreover, the model shows correlations between the status of BIS100 and the status
attributes of ACCT100 in semester I and MKT100 in semester II. In addition, the model also
shows correlations between the status attributes of ECON100 and LFW100
These dependencies found between the BCom units could suggest placing some units as
prerequisites for others. For instance, as BCom curriculum does not specify prerequisites
and the MGT100 unit appears to be the main parent of all the other units, this could indicate
that MGT100 can be a prerequisite for the other BCom units and need to be placed as a
first semester unit.
Moreover, the PRM model has also identified other units in semester II which depend
on ECON100 and BIS100, which could also point to using these two units as prerequisites
for their identified semester II children-units and hence these two units should remain in
the first semester with MGT100. Table 3.5 shows the suggested BCom plan by the learned
PRM model.
In order to check the influence of the PRM suggested prerequisites, the BCom dataset was
analyzed. Fig. 3.6 shows a comparison between the performance of two sets of students,
the first set of students were those who followed the normal BCom curriculum and the
second set of students were those who had followed the implicit prerequisites indicated
by the learned PRM models, as shown in Table 3.5. In comparison to the normal pre-
requisites, it was found that with the suggested prerequisites, the overall percentage of
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Semester Unit Code Prerequisite
I
BIS100 -
ECON100 -
MGT100 -
II
ACCT100 MGT100, BIS100
LFW100 MGT100, ECON100
MKT100 MGT100, BIS100
Table 3.5: The PRM suggested prerequisites for BCom.
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Figure 3.6: The comparison of students performance in semester II obtained by following
the normal BCom prerequisites and the PRM suggested prerequisites.
failure of the BCom units is reduced. However, in both cases, the failure percentage was
similar for BIS100 and ECON100, as these units remain the same in both cases. Hence, this
confirms the finding from the PRM model suggesting the reordering of the units and plac-
ing BIS100,ECON100 and MGT100 as first semester units and prerequisites for the second
semester units.
3.2.1.3 Similarities between the degrees
In both the BCS and BCom learned models, the PRM successfully identified many of the
dependencies that would be considered reasonable. For instance, in the Academic Info
table, the attributes is English home language and is international depend on the
student’s country of origin, and the unit status and number of repetitions depend on the
unit grades. Moreover, the findings from the PRM models agree with Wetzel et al. (1999)
in that the most significant factors affecting student performance are the academic factors
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Preference No.
Attempt No.
First Second Third
First 0.913 1.00 0.00
Second 0.087 0.00 1.00
Table 3.6: The learned conditional probabilities of ST151 Attempt no.
with personal and financial factors being of less importance.
Both BCS and BCom models pointed to the effect of the student’s preference of study
on the student’s performance in first year units. In the BCS PRM model, the grades
of the main units in computer science: ST151 and FCS151, taken in semester I, depend
probabilistically on the student preference of course to study, shown earlier in Fig. 3.3 by
the thick dotted links directed from Preference No to the grades of ST151 and FCS151.
Table 3.6 shows the learned parameters of ST151, which shows that the student will pass
the unit at the first attempt with probability ≥ 0.9 if Computer Science was the student’s
first or second preference for a course, while this probability drops to zero when Computer
Science is the third preference.
In BCom, the model also indicated that the results of MGT100, the unit affecting all other
units in BCom, is controlled by three personal factors: the student’s age, preference of
study and if English is the home language, as shown in Fig. 3.5 by the dashed links directed
to the MGT100 grade. The probability distribution shows that students with age category
(16-19), with English being the home language and having Commerce as first or second
preference, have a higher probability of achieving better results in MGT100.
3.2.1.4 The mining outcomes of PRMs on the students database
PRMs have successfully pointed to a number of findings for the BCS and BCom degrees
that could increase the success rates of first year students. For example, both BCS and
BCom models point to the importance of the student’s preference of study on the stu-
dent’s performance, which suggests focusing on the student’s preference of study in the
enrollment.
In the BCS model, the dependencies between the units suggest some additional prerequi-
sites to those defined in the curriculum in order to increase the success rates of first year
students. For example, the effects on the semester II units by Maths and English studied
in semester I could indicate allocating more resources to the Maths and English units, as
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well as considering these units as prerequisites for second semester units in addition to the
curriculum-defined prerequisites.
As the BCS study dataset was from an English-based university, this could explain the
significant effect of the English unit on the students’ performance. Considering the effect of
Maths, this finding agrees with that of Byrne and Lyons (2001), who applied a regression
analysis to study the factors affecting computing students, and found that Maths and
Science results are critical factors for a computing student’s performance. In comparison to
regression analysis, PRMs learn the probabilistic interactions between the domain variables
without any prior knowledge, whereas regression analysis requires defining which variable
to investigate. Considering the description of the second semester units, in particular the
FCS152 unit, which covers the theoretical aspect of computer science including set theory,
relations, logic, induction etc., indicates that this unit needs the techniques learned in
Maths. In addition, this could recommend considering Maths and English, when selecting
students for the Computer Science degree.
Referring to the BCS curriculum prerequisites, for example: the ST151 unit is a prereq-
uisite for ST152 because ST151 provides an introduction to Unix and Java programming
that is required for studying the data structure concepts in ST152. However, the PRM
model for BCS did not draw any relationships between the curriculum perquisites, but has
strongly identified both English and Maths as the implicit prerequisites for semester II
units. This could raise the question: are ST151 and FCS151 indeed prerequisites for ST152
and FCS152, respectively, as defined by the BCS curriculum? However, this question could
not be investigated in this study, as the BCS dataset is restricted with the set of students
who passed the curriculum prerequisites and then enrolled into semester II units.
For the BCom model, the impact of the dependencies could suggest some changes in
the BCom curriculum in order to improve the student’s performance in the first year.
For instance, the PRM model suggests setting MGT100 as a prerequisite for the second
semester units, as MGT100 performance influences the performance of the other units. As
other dependencies were also identified in the BCom, presented earlier, this could suggest
moving MGT100 to semester I with BIS100 and ECON100 and moving ACCT100 and LFW100
to semester II with MKT100, as shown in Table 3.5.
In conclusion, the learned PRM models have pointed to a number of significant depen-
dencies that could help the University to improve the success rates in first-year program.
Particularly the influence of the suggested prerequisites by the PRM models, which could
help the University to refine the degree curriculum by identifying the implicit perfor-
mance prerequisites of each unit and consequently help the students to perform better in
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subsequent units.
3.3 Dataset II: Advanced undergraduate relational database
3.3.1 Dataset description
This study dataset is also derived from the student relational database used at Curtin
University focusing on first year students of the Bachelor of Computer Science (BCS)
and the Bachelor of Commerce (BCom). In this dataset a single database is extracted
to include all the information about BCS and BCom students for the years 2001-2006.
Moreover, this dataset not only includes the data of the students in the University, but
also includes related data of high school performance.
This dataset is organized into a set of tables and attributes organized as follows:
• The Student table, which includes the student personal attributes:
– Age: discretized into groups of {16-19, 20-29, 30-40},
– Gender: {Male, Female},
– Suburb: which takes values from a predefined set of suburbs.
– Student ID: Student ID, which represent the primary key of this table.
• The Academic Info table holding the academic attributes:
– Course: {BCS, BCom}, representing the student’s course: {Bachelor of Com-
puter Science, Bachelor of Commerce}, respectively,
– FT/PT: representing the study mode: {Full Time, Part Time}, respectively,
– Preference No: {1, 2, 3}, describing the student’s preference of study, where
Preference No = 1 indicates that the corresponding degree is the student’s first
preference degree to study and so on.
– Student ID: Student ID, which represent the primary key of this table in com-
bination with the course.
• The School table holding the high school attributes:
– SchoolCode: which takes values on a predefined set of schools, and represents
the primary key in this table.
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Figure 3.7: The relational database schema of dataset II.
– TER: (Tertiary Entrance Rank) taking values of {6, 7, 8, 9}, representing the
categories of {60-69, 70-79, 80-89, 90-100}.
• The Result table that represents the performance in first year at university:
– Sem2 Result: representing the result of semester II in the first year, which takes
values of {Terminated, Conditional, Good Standing}.
– Result ID: result ID, which represent the primary key of this table.
The Student table is the main table in this dataset, it is associated with a key attribute:
Student ID, which links the Student record of a specific student with the corresponding
records of the other tables. Fig. 3.7 shows the relational database schema of this dataset.
Although this dataset represents an advanced dataset of the one described in the previous
section, yet small numbers also occur in some instances as in the previous dataset.
3.3.2 Applying PRMs to dataset II
The structure of the learned PRM of dataset II is shown in Fig. 3.8. The structure shows
dependencies between the same tables and between different tables. The learned PRM
model has identified a number of dependencies that could be considered reasonable and
correct. For example, the dependence of a student’s study mode (Full Time or Part Time)
on the student’s age, as usually full time students are younger than part time students
who would probably be working and thus studying part time. Moreover, the dependence
of the student’s course of study on the student’s preference number, as it is likely that
students would be enrolled in the course of their choice.
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Figure 3.8: The PRM structure learned from dataset II.
In addition, there were other dependencies that are interesting and need further analysis.
For instance, the dependence of the TER on the student’s school, which indicates that
the student’s score is strongly influenced by which school the student attended. The most
interesting dependency was the dependence of student results in semester II of university
on three factors from different related tables, which are: student’s course of study, TER
and suburb.
It was found from the conditional probabilities that for certain suburbs, students studying
BCom are more likely to obtain ‘Conditional’ or ‘Terminated’ results in semester II even
if they have scored high results (TER) in their high school. On the other hand, it was
found that students from other suburbs studying BCom perform very well in semester II
regardless of their TER in high school.
The PRM model learned from dataset II was of great interest to the domain experts,
who provided the database. Domain experts were mostly interested in the dependencies
discovered by the PRM about the influences on student performance in semester II by
the course of study, suburb and TER, as these outcomes can help the University to guide
resource allocation to improve student performance. For example, this could help the
University to investigate how well a student would perform in University given the student
comes from a specific suburb with a certain TER. This investigation could potentially help
the University to identify students at risk in the early stages and provide the required
assistance. Moreover, this finding could help the University to manage resource allocation,
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thus more resources could be invested for students who need more help and less resources
provided for others.
3.3.3 Spatial visualization of the PRM outcomes
The graphical representation of the PRM offers an insight into the main dependencies
in the domain and how the domain variables interact with each other in different ways.
Once these dependencies are discovered, further analysis is required to gain a greater
understanding about these dependencies and how can they be employed to achieve the
greatest efficiency. Moreover, this analysis is essential for the domain users who are usually
not expert on PRMs and hence not familiar with the notations of the PRM models.
Further analysis of the PRM outcomes could be achieved in various forms, such as: con-
sulting the domain experts about the dependencies or obtaining more statistics from the
dataset to better understand the dependencies. Another method that can be used to fa-
cilitate getting the picture of the dependencies is via visualization, due to the significance
of visualization as an effective and easy way for delivering the ideas behind the data.
This section explores visualizing the outcomes of PRM models by providing a visualization
tool that can be effectively used by the users within the domain. This visualization tool
is constructed in a way that it presents the results of the PRM dependencies in a simple,
easily explored and interactive representation.
The primary focus of this visualization in this chapter is related to visualizing the out-
comes revealed by the PRM on dataset II. In particular, visualizing the influence of the
TER, suburb and course factors on student results in semester II in University, as these
dependencies are of significant interest to the domain experts.
The aim of visualizing this particular outcome is to provide the University with a graphical
tool that be can be used easily to obtain direct feedback about student performance given
the different factors discovered by PRMs and especially by the ‘Suburb’ factor. This
visualization representation should spatially plot the students’ performances based on
their suburbs and should be flexible to allow the users to navigate between the suburbs to
display the different results. Plotting the performance spatially can help the University to
recognize any potential correlation between the suburbs, especially of the suburbs closer
to the University.
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For this visualization task, the Keyhole Markup Language (KML) (2009) has been em-
ployed. KML is an XML-based language developed for expressing geographical data on
two-dimensional maps or three-dimensional earth browsers, such as Google Earth and
Google Maps. KML provides a tool that can be used to explore the data in new ways, by
pinpointing different locations, adding images, polygons or even 3D models.
The KML file simply consists of a set of features, such as: place-marks, polygons, 3D
models, images, etc. Each feature in KML is specified by a longitude and a latitude to
specify the location of the feature. Other features may require additional information.
Once the KML files are created with the relevant place-marks, models and images, they
can be viewed in Google Earth or Google Maps and easily navigated.
KML has been used for the visualization task in this section because it can be easily used to
mark the different suburbs in dataset II on Google Earth and then add the corresponding
images or 3D models representing the students’ performances. Moreover, the KML files
can access web pages to obtain information and can be easily distributed in very small
files called KMZ files. The KMZ file represents a zipped file of the relevant KML file. The
KMZ file includes a single KML file and any other images, icons or models used in the
KML.
In this chapter, Google Earth (GE) has been chosen to display the geographical represen-
tation of the KML files, due to the power of GE as a desktop program that could display
different views of the Earth. The views of GE can range from satellite images and maps
to 3D model buildings. Moreover, GE offers the ability to view very rich geographical
scenes of the Earth from different angles, in which users can save the interested places
and share them with other users. More importantly, and for the particular task of the
visualization in this chapter, representing the student performances as 3D models can be
easily achieved in GE using KML files.
Therefore, a KML file was implemented to display the geographical representation of the
students results for each of the BCom and BCS courses. Initially, for each of the degrees, a
KML file was created such that it includes a set of place marks, representing the suburbs,
and image features, representing student performance as histograms. By loading this
KML file into GE, the suburbs are shown as yellow pins, as shown in Fig. 3.9. The
student performances can be viewed as an image in a separate window by clicking on the
suburb pin, as shown in Fig. 3.10.
The BCS student performances in Fig. 3.10 are represented as a histogram showing the
‘Probability of passing semester II’ for each of the ‘TER’ scores from high schools for each
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Figure 3.9: Snapshot of the geographical representation for using place-marks in Google
Earth.
suburb. For example in Fig. 3.10, if the BCS student is from Parkwood suburb with a
TER of ‘70’s’ or ‘90’s’, then the probability of obtaining ‘Good Standing’ in semester II
is 100%, however the probability of ‘Good Standing’ drops to 80% for a TER of ‘80’s’
with a probability of 20% of obtaining ‘Conditional’ result. The high probability of ‘Good
Standing’ for TER of ‘70’s’ or ‘90’s’ is due to the small number of samples in this category.
Although the representations shown in Fig. 3.9 and 3.10 show geographically student
performance based on the suburbs, this representation lacks the ability of viewing the
performances of more than one suburb at a time to get immediate feedback about the
major differences between the suburbs. Therefore, an advanced representation was created
using 3D models by using Google SketchUp (2009). Fig. 3.11 and 3.12 shows snapshots
of the implementation of KML files with 3D models to show the results of semester II for
each suburb for the different TER results of high schools.
Using the KML file with 3D models in GE provides a flexible tool to geographically
visualize student performance of different suburbs. The student performances are plotted
as a 3D histogram model. Each 3D model is a stacked bar chart for each of the suburbs
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Figure 3.10: Displaying the students’ performances for a specific suburb.
of each course showing semester II results based on TER results. The navigation and the
preview of the 3D histograms can be easily achieved through GE navigation tools.
Domain users can answer several queries using this visualization task, for instance: what
are the best/worse suburbs in terms of student performance? Whether the near suburbs
have similar/different student performance? Or what is the difference, in terms of student
performance, between the suburbs nearby the University compared with those far away?
Answering such queries can help the University to manage resource allocation, thus more
resources could be invested where it is needed and less resources for others. Examples of
such queries and answers are shown in Fig. 3.13 and Fig 3.14. In these figures, although the
histograms show the performances of BCS students from nearby suburbs, the performances
are not similar and vary to some extent between the suburbs. On the other hand, the
histogram shown in Fig. 3.15 shows relatively similar performances of BCom students from
three nearby suburbs, especially for the TER of values: {60’s, 70’s, and 90’s}.
Therefore, by this visualization tool, users can simply view the outcomes revealed by the
PRM model in an interactive way and navigate through the conditional probabilities of
the PRM model as 3D histogram charts plotted geographically on GE. It is hoped that
this visual representation would help the University to gain a better understanding about
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Figure 3.11: Snapshot of the geographical representation for performances of BCS stu-
dents.
Figure 3.12: Snapshot of the geographical representation for performances of BCom stu-
dents.
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Figure 3.13: The performances of BCS students of two nearby suburbs.
Figure 3.14: The performances of BCS students of three nearby suburbs.
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Figure 3.15: The performances of BCom students of three nearby suburbs.
the dependencies discovered by PRMs and note the correlations across suburbs.
3.4 Conclusion
In this chapter, PRMs were applied to two real-world University datasets. The goal of these
applications was to explore the effectiveness of PRMs in capturing the most important de-
pendencies in the University undergraduate domain, and in particular for Computing and
Commerce undergraduate students. The models learned form the undergraduate datasets
pointed to a number of recommendations to improve the success rates of first year under-
graduate students. In the Computing and Commerce datasets, PRMs have successfully
identified implicit prerequisites within the first year of the degree programs. In the sec-
ond undergraduate dataset, PRMs have pointed to interesting factors affecting student
results in semester II in University. These factors were of great interest to the domain
experts and a visualization tool was constructed to illustrate the spatial significance of
the dependencies indicated by PRMs. This chapter explored the concepts of PRMs on a
University dataset to gain more understanding about the domain. Although PRMs can
produce indications of causes and effects, a major concern in statistical learning is the
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ability to use the learned model to make reliable predictions about new instances. The
next chapter discusses the effectiveness of PRMs in obtaining predictable models from
real-world relational data.
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Chapter 4
Mining Imbalanced Relational
Data
The previous chapter presented two mining applications of PRMs in real-world rela-
tional domains. Each of the PRM applications revealed a probabilistic model describing
the significant dependencies in the relational domain. An important task in data min-
ing and statistical modelling is using the learned models for classification. This chapter
investigates the effectiveness of PRMs in obtaining accurate classification models from
real-world data. In particular, this chapter explores the effectiveness of PRMs in learning
from imbalanced data that is common in many real-world applications and which has re-
ported significant deterioration of the performance of traditional classification techniques.
This chapter addresses the learning from relational imbalanced data by enriching PRMs
with ensemble learning. The performance of the proposed method is shown on a num-
ber of real-world relational imbalanced datasets, including a university student dataset to
identify students at risk.
4.1 Introduction
Several pattern classification techniques have been proposed for different types of classifi-
cations problems, such as decision trees (Quinlan, 1993), neural networks (Mitchell, 1997),
Bayesian Networks (Pearl, 1988) and support vector machines (Cortes and Vapnik, 1995).
Most of these techniques have been designed on the assumption of learning from single
flat files with relatively balanced data distribution. However, in real-world domains, the
data is often presented as relational database systems with imbalanced data distribution
for which one class of data has a very large number of samples while the other classes are
represented by only a few samples.
The imbalanced class problem is an important issue in pattern classification, as it can result
in a significant deterioration in the performance achieved by most well-known learning
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techniques, particularly for detecting the minority samples (Japkowicz and Stephen, 2002).
This is due to the fact that these methods get biased towards the majority samples, and
hence classify most of the minority samples to be of the majority class. As a result,
although the learned model can achieve high classification results for detecting the majority
samples, it significantly fails to correctly classifying the minority samples.
The imbalanced class problem is crucial in many real-world applications as it is more
important for the users to accurately predict the rare cases rather than those of the
majority, such as in detecting fraudulent telephone calls (Fawcett and Provost, 1997), the
detection of oil spills in satellite radar images (Kubat et al., 1998) and identifying unreliable
telecommunication customers (Ezawa et al., 1996). The imbalanced class problem is even
more complicated in the case of relational data as most learning techniques are proposed
for learning from flat data representations and hence are inadequate for handling the
relational learning.
There have been several attempts to solve the imbalanced class problem on flat data
representation (Batista et al., 2004; Nugroho, 2000; Ezawa et al., 1996; Pazzani et al.,
1994), as discussed in Chapter 2. However, these methods have been proposed on the
assumption of using non-relational data. In contrast, although a number of techniques
have been proposed for relational learning, such as FOIL (Quinlan and Cameron-Jones,
1993), CrossMine (Yin et al., 2004) and TILDE (Blockeel and Raedt, 1998), they assume
learning from balanced data.
Therefore, this chapter presents an extension of PRMs, named PRMs-IM, to learn from
imbalanced relational data. The goal of this technique is to obtain high overall performance
in learning from imbalanced relational data, and particularly for correctly classifying the
minority samples in relational domains.
Although PRMs have been successfully applied in several domains for relational learning
and have shown superior results (see the previous chapter on learning from the student
relational data), PRMs performance can be hindered by the imbalanced class problem.
Ezawa et al. (1996) argues that in general, research on learning Bayesian Networks focuses
on obtaining models that best represent the data. However, these models may perform very
poorly when applied to a specific goal, such as the classification task. Cowell et al. (1993)
also shows that although the learned model may perfectly represents the relationships in
the data, it is not necessarily the best model for classification.
As in Bayesian Networks, PRMs which are the extended version of Bayesian Networks
for relational learning, can successfully discover the correct relationships of the relational
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domains. However, in real classification problems, the performance could be degraded as
a result of not being modelled for the specific goal of classification.
Therefore, in order to solve the imbalanced class problem in relational data, PRMs-IM
proposes an approach consisting of the construction of an ensemble of PRM models. Thus,
instead of training one model on imbalanced data, a set of PRM models are trained on
balanced relational subsets extracted from the training data. Then, the results of the
learned PRM models are combined to obtain the final classification result.
PRMs-IM can be viewed as a two-process approach that employs PRMs for relational
learning and utilizes ensemble learning to handle the imbalanced class problem. PRMs
have been employed for the relational learning process due to its effectiveness in learning
from relational data, as presented in the previous chapter. For the other process, ensemble
learning is implemented to train the classification models on balanced subsets of the data.
Ensemble learning is implemented to benefit from its improved performance that has been
reported in several studies, which not only improve the training time of the algorithm but
also the robustness and performance of the classification (Kamel and Wanas, 2003).
In comparison to the methods reviewed in Chapter 2 for learning from imbalanced rela-
tional data, PRMs-IM is the only method based on a relational learning technique, except
for the work by Sen and Getoor (2008) which employs conditional Markov networks (Taskar
et al., 2002) for learning from imbalanced structured data using cost-sensitive learning.
However, using cost-sensitive learning includes a major challenge of setting the proper
cost for each misclassification. Furthermore, PRMs-IM makes use of the database in its
relational format without reverting to intermediate steps of flat views of the relational
database as proposed by the other relational approaches discussed in Section 2.4.1.
In this chapter, PRMs-IM is evaluated on a number of real-world domains with imbalanced
data, including the student dataset discussed in the previous chapter. The results are
shown in terms of the Receiver Operating Characteristics (ROC) curves and the Area
Under a ROC Curve (AUC) values, which are usually used for measuring imbalanced
learning algorithms (Fawcett, 2006). The evaluation of PRMs-IM has shown promising
results as a relational learning technique for imbalanced data and in particular for correctly
classifying the minor samples.
This chapter is organized as follows: Section 4.2 introduces ensemble learning. Next, in
Section 4.3 the PRMs-IM is presented, followed by the results of evaluating PRMs-IM on
real-world domains in Section 4.4. Finally, Section 4.5 concludes the chapter.
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4.2 Ensemble learning
Building a classification system usually involves the process of evaluating several classifi-
cation techniques for the specific classification problem at hand. Then, the classifier with
the best performance is used as the chosen classification system. However, although one
classifier can have the best overall recognition performance, the samples misclassified by
the best classifier may be correctly classified by the other classifiers. This is because the
samples misclassified by the different classifiers are not necessarily the same (Kittler et al.,
1998).
Therefore, the overall performance accuracy can be improved through integrating several
classifiers instead of using just one single classifier. This method of using multiple clas-
sifiers for classification is often referred to as ensemble learning (Opitz and Maclin, 1999;
Dietterich, 2000), combining multiple classifiers (Kittler et al., 1998), classifier fusion (Ma
et al., 2008), and hybrid methods (Barbosa and Freire, 2007). Throughout this thesis, the
term ‘ensemble method’ will be used to refer to the concept of using multiple classifiers
for solving classification problems.
The basic idea behind ensemble learning relies on the concept that using multiple classifiers
could lead to classification results that are better than any of the individual classifiers. This
improvement in the classification results is attained as misclassification errors committed
by each classifier are often in different regions of the input space (Kittler et al., 1998).
Thus, it is hoped that the errors made by one classifier would be corrected by the other
classifiers. In other words, ensemble learning utilizes the different components that would
likely disagree about their predictions. Note, there is little to be gained by using identical
classifiers with the same outputs.
Ensemble techniques have been widely employed in several domains as an effective and
practical solution for different complex classification problems (Czyz et al., 2004; Bar-
bosa and Freire, 2007; Mashao and Skosan, 2006; Kedarisetti et al., 2006). Different
machine learning techniques have been proposed to perform this type of learning, and
it has been shown in several studies that these methods outperform a single best clas-
sifier (Opitz and Maclin, 1999; Dietterich, 2000). Popular methods using this approach
are bagging (Breiman, 1996), boosting (Freund and Schapire, 1996) and stacking (Savicky´
and Fu¨rnkranz, 2003).
The ensemble method can be simply defined as a learning algorithm that constructs a set of
base classifiers and then combines the classifier outputs to classify new samples. Therefore,
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ensemble learning consists of two components: constructing individual classifiers and then
combining the outputs of the classifiers.
Several methods have been proposed for constructing ensembles by following different
strategies, including:
• Varying the initial parameters and weights of the classifiers: The set of
ensemble classifiers can be constructed such that each classifier is trained on the
same training data but with different initial weights and parameters that can be
obtained randomly. For example the back-propagation algorithm for neural net-
works randomly initializes the weights of the network. Applying this algorithm on
the same training data but with different initial weights would result in different
classifiers (Kolen and Pollack, 1990).
• Manipulating the training data: In this approach, each classifier is trained
on different datasets obtained from the original training data. This alteration of
training data can be achieved in several ways, including: sampling, disjoint data
subsets, using different data sources, or a combination of these methods. Well known
examples of this method are the bagging and boosting methods (Opitz and Maclin,
1999). Although the former approach of varying the initial parameters is the most
common approach of creating ensembles, this approach of varying the training data
is more effective (Dietterich, 2000).
• Varying the classification algorithm: The ensemble can be constructed such
that each classifier uses the same training data but employs a different classification
algorithm, such as: Bayesian Network, Support Vector Machine, decision tree and
so on, as in the method proposed by Barbosa and Freire (2007).
• Altering the input features: In a similar approach to manipulating the training
data, this approach trains each classifier with a different set of data, but by using
different input features for each classifier. This approach is popular when training
data from different sources and hence each classifier is trained with a different set of
features (Barbosa and Freire, 2007) or by training with different views of the same
relational data (Guo and Viktor, 2007).
• Altering the topology: In this approach, the topology or structure of the classifiers
can be varied while using the same training data. This approach is applicable where
the ensemble members are employed as modular systems. For example, creating an
ensemble of multiple neural networks, where each network is created with random
topology (West et al., 2005).
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Training Data
Sample_1
Classifier_1
Combining Classiffiers Outputs
Final Classification Result
Sample_2 Sample_n
Classifier_2 Classifier_n
Figure 4.1: An illustration of the ensemble classification system.
• Manipulating the output targets: This approach is achieved by altering the
class labels of the target attribute that is of interest to be classified. This approach
is popular in multi-class ensemble learning by creating a set of classifiers, in which
each classifier is trained for specific class labels, as in ‘One-against-All’ (Anand et al.,
1995) and ‘One-against-One’ approaches (Fu¨rnkranz, 2002).
An illustration of ensemble learning based on altering the training data is shown in Fig. 4.1.
In this figure each classifier is trained on a different subset of the original training data.
Once the classifiers are constructed, a combining scheme is used to combine the outputs
of all the base classifiers to obtain the final classification result of the ensemble.
After constructing the base classifiers of the ensemble, a combination method is required to
combine the outputs of the classifiers to get the final classification result of the ensemble.
The combination of the multiple classifiers depends on the type of outputs generated by
the classifiers. The outputs of the ensemble classifiers can be generally classified into three
groups (Duin, 2002; Tax et al., 2000; Kuncheva, 2004):
• Class label: in which each classifier outputs a single label identifying the class of the
test sample.
• Distance/Rank: in which each classifier outputs a list of the classes in a ranked
order. The list is ordered such that the class at the top has the highest ranking.
This type is practical for classification problems with a large number of class labels.
• Confidence/Posterior probability: in which each classifier outputs the confidence
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of the probability of each class of the test sample. Thus, each classifier outputs a
measure of the degree to which the test sample x is of each class i.
Although each of these output types provides essential information to classify the test
samples, the confidence type provides the most information. Using the confidence type,
the class label and the ranking of the classes can be easily derived. The class label can be
obtained by selecting the class label with the highest confidence, and the rank output can
be obtained by sorting the class labels in descending order according to their confidences.
To combine the outputs of the classifiers, the combining scheme depends on the output
type of the classifiers. For the case of class labels outputs, non-linear approaches such as
majority voting (Kuncheva, 2004) and weighted majority voting (Kuncheva, 2004; Witten
and Frank, 2005) can be applied. Linear approaches such as the product, sum, average
and weighted sum/average (Alkoot and Kittler, 1999; Kittler et al., 1998) are applied
for the case of confidence outputs. The rank outputs can be combined using more com-
plex methods that also use nonlinear combination methods, including insertion and union
methods (Ho et al., 1994).
Throughout this thesis, only the methods working on the class label and confidence outputs
will be required and hence considered. Consider a classification ensemble of N classifiers
for classifying an attribute of K classes of a test sample x. For the case of class labels
outputs, each classifier outputs a single class label of the test sample. For each class j of
a test sample x, the output of a classifier Ci can be represented as follows:
∇ij(x) =
{
1 if Ci classifies the sample x to be of class j
0 otherwise
(4.1)
For the case of confidence outputs, each classifier outputs the confidence of each class of
the test sample. For each class j of a test sample x, the output of a classifier Ci can be
represented as follows:
Cij(x) , the confidence assigned by Ci for the j class of x (4.2)
A variety of techniques have been proposed for combining the classifiers using either the
class labels or the confidence outputs. The simplest and probably the oldest approach
is the majority voting technique (Kuncheva, 2004). In this approach the test sample is
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assigned to the class that has the largest number of votes from the independent classifiers.
The popular ensemble method ‘bagging’ employs this approach for obtaining the final
result of the ensemble. For the case of class label outputs, the final result is computed as:
F (x) = argmax
j=1..K
[ ∑
i=1..N
∇ij(x)
]
(4.3)
In the case of confidence outputs, majority voting is often implemented as the ‘sum rule’.
In this rule, the confidence outputs over all the classifiers are summed for each class and
then the test sample is assigned to the class with the highest score, as follows:
F (x) = argmax
j=1..K
[ ∑
i=1..N
Cij(x)
]
(4.4)
Another popular approach is the weighted voting strategy (Kuncheva, 2004). This ap-
proach is similar to the majority vote, but in this approach each classifier is associated
with a weighting factor affecting the final classification result. The weight of each classifier
is calculated in training as the accuracy performance of the classifier on the training data.
Therefore, the outputs of the classifiers are weighted by using the corresponding classifier
weight. For class label outputs, the weighted voting strategy is defined as follows:
F (x) = argmax
j=1..K
[ ∑
i=1..N
Wi ∗ ∇ij(x)
]
(4.5)
where Wi is the weighting factor of classifier Ci.
Therefore, the test sample is assigned to the class with the highest weighted vote. This
approach allows the expert individual classifiers to have a greater effect on the final clas-
sification result. This approach is used by the well-known boosting ensemble approach.
Interestingly, the weighted voting could lead (in some situations) to better performance
not only in comparison to the best single classifier but also compared to that obtained by
majority voting (Kuncheva, 2004). In the case of confidence outputs, the weighted voting
strategy is known as the ‘weighted sum rule’. In this type, the test sample is assigned to
the class with the highest weighted score as follows:
F (x) = argmax
j=1..K
[ ∑
i=1..N
Wi ∗ Cij(x)
]
(4.6)
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Various other techniques have been also developed for combining the classifiers using the
confidence outputs (Duin, 2002; Alexandre et al., 2001; Tax et al., 2000; Kittler et al.,
1998):
• The product rule: In a similar approach to the sum rule, the product rule mul-
tiplies the confidence outputs over all the classifiers for each class instead of the
summation. This rule is practical for highly reliable classifiers, as a low confidence
output from a single classifier can greatly decrease the overall output regardless of
the other confidence outputs. In this rule, the test sample is classified as :
F (x) = argmax
j=1..K
[ ∏
i=1..N
Cij(x)
]
(4.7)
• The average rule: This rule is similar to the sum rule, but it computes the average
confidence output for each class over all the classifiers. This approach finds the class
that has scored the best average score. Thus, the sample is classified as:
F (x) = argmax
j=1..K
[
1
N
∑
i=1..N
Cij(x)
]
(4.8)
• The weighted average rule: In a similar approach to the weighted voting strategy,
the weighted approach of the average rule is employed. In this weighted approach,
each classifier has a weighting factor that affects the final classification result. The
test sample is classified as:
F (x) = argmax
j=1..K
[
1
N
∑
i=1..N
Wi ∗ Cij(x)
]
(4.9)
where Wi is the weighting factor of the classifier Ci.
• The maximum rule: In this approach, the classifier with the highest confidence is
selected i.e. selecting the most confident classifier. The test sample is classified as:
F (x) = argmax
j=1..K
[
max
i=1..N
Cij(x)
]
(4.10)
• The max-min rule: In this approach, the classifier with the minimum confidence
is selected. The test sample is classified as:
F (x) = argmax
j=1..K
[
min
i=1..N
Cij(x)
]
(4.11)
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Several papers and experimental studies have shown that using any combination method
often performs better than a single classifier (Alkoot and Kittler, 1999; Alexandre et al.,
2000; Kittler, 1998; Wang et al., 2003). Alkoot and Kittler (1999) have experimentally
evaluated some of the combination methods, such as: the minimum, maximum, average,
median, majority voting and product rules, and have shown that the results of all of these
approaches exceed that of a single classifier, especially the sum and median rules. The
work done by Kittler et al. (1998) also shows that the sum approach often outperforms
the other combination methods. Moreover, it has been shown that the weighted average
and weighted sum are not only simple variations of the sum rule but also yield more
robust results (Alexandre et al., 2000; Kittler, 1998; Wang et al., 2003). Kittler and
Hojjatoleslami (1998) argue that the equally weighted methods perform better than a
worst classifier. However, the weighted method always outperform the best classifier.
Kittler and Hojjatoleslami (1998) also show that the use of weighted methods improves
the overall performance as a result of allowing the expert classifiers to have the most effect
on the final result and hence less effect by the poorly performing classifiers.
4.3 Methodology
This section presents the framework of PRMs-IM for learning from imbalanced relational
data. In this framework, ensemble learning is employed to solve the imbalanced class
problem, and the PRM learning is performed for the relational learning.
For ensemble learning, PRMs-IM constructs a set of ensemble components by adapting
the scheme of varying the training data, which has shown improved performance when
compared to other schemes (Dietterich, 2000). The main objective of adapting this scheme
is to train each component of the ensemble on a balanced subset of minority and majority
samples, and thus the performance of each component is not hindered by the imbalanced
class problem.
This scheme is applied in PRMs-IM by considering the statistical distribution of the im-
balanced data, in a similar approach to that reviewed by Nugroho (2000) and Barandela
et al. (2003a), but for flat files. Considering the statistical distribution, PRMs-IM par-
titions the imbalanced data into a set of balanced subsets, where each balanced subset
includes an equal number of the majority and minority samples.
For example, consider a relational database D that has a number of tables and attributes
and includes an imbalanced two-class target attribute T , that is of interest for classification.
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T consists of two classes: the majority class Cmj with nmj samples and the minority
class Cmr with nmr samples. The size of nmj is at least twice nmr, which results in the
imbalanced situation.
Using the statistical distribution of T , the imbalanced relational data D is partitioned into
a set of balanced subsets (D1, D2, D3, ..., Dn). Each subset Di is created from the original
imbalanced data such that it includes relatively an equal number of samples from Cmj and
Cmr classes. Each Di includes all Cmr samples from D and an equal number of samples
of Cmj selected randomly. In PRMs-IM, the selection of the samples of Cmj is performed
randomly with replacement. The number of subsets n is determined as the difference in
ratio between the number of samples of the majority and minority classes. Therefore, if
the number of samples of Cmj is about k times those of Cmr, then k subsets are created.
Once the subsets are constructed, an individual PRM model Mi is learned from each subset
Di. The construction of balanced subsets of minority and majority samples is essential to
ensure that the learned PRM models are not hindered by the imbalanced class problem.
This is achieved as each subset includes all the minority samples and hence allows the
learned model to have sufficient information about the minority class and thus not be
biased towards the majority class.
However, as this learning is conducted with relational datasets, then the extracted balanced
subsets must be well-defined representatives of the original data in terms of the relational
structure but with a balanced data distribution. It is essential that each of the relational
subsets has the same relational characteristics as that of the original data in order to learn
an accurate PRM model that is qualified enough to represent the original data. Obtaining
such qualified PRM representatives would result in obtaining well-learned models that are
capable of providing confident classification results for new unseen instances for the final
classification of the ensemble.
For this task of creating well-defined relational subsets, PRMs-IM first creates n new
empty relational databases that have the same structure as the original relational data
and such that the target table (the corresponding table of the target attribute T ) of each
database Di is assigned with all the samples in Cmr. Then, an equal number of Cmj are
allocated to the target table of each Di. Finally, the other tables in each Di are allocated
with the records related to those in the target table. Following this procedure results in
creating roughly n balanced relational datasets, in which each Di have all the minority
samples and an equal number of majority samples.
For combining PRMs-IM components, PRMs-IM adapts the popular method ‘weighted
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voting’ strategy. The weighted voting approach is used due to the characteristics of the
training data of each component. In PRMs-IM, each component of the ensemble is trained
on a different subset but use the same input features. Hence, a weighting factor can be
calculated to measure the accuracy of the component on the training data within the same
input space.
Moreover, as different data subsets are used with the same input features, it is important
to allow the ‘most confident’ components to have the most effect on the final result and
prevent the poorly performing classifiers from degrading the final result, as has been proved
experimentally by Kittler and Hojjatoleslami (1998).
In PRMs-IM, the PRMs-IM components are used as classifiers by simply finding the
class with the maximum likelihood. Therefore, the outputs of PRMs-IM components can
be either simple class labels or probability estimations, and hence the weighted voting
approach can be applied by using either the class labels or the confidence outputs, which
is known as the ‘weighted sum rule’. In PRMs-IM, the weighted voting strategy will be
applied using the confidence outputs, as it has been shown that the weighted voting using
the confidence outputs usually produces more robust results (Kittler, 1998; Wang et al.,
2003).
Therefore, for the weighted voting strategy in PRMs-IM, a weighting factor W (Mi) is
computed for each PRM model Mi. The weighting factor W (Mi) is calculated as the
average performance accuracy of evaluating Mi on the training subsets. PRMs-IM uses
the Area Under Curve (AUC) value (Fawcett, 2006) to measure the performance of the
learned models over the balanced subsets. As discussed in Chapter 2, the AUC measure
is insensitive to the changes in class distribution and hence provides a robust metric for
imbalanced algorithms.
The weighting factor W (Mi) of each model Mi is calculated as the average AUC obtained
from evaluating Mi over the training data subsets other than that of the model Mi. The
weighting factor is defined as:
W (Mi) =
1
n− 1
∑
s∈(D1,D2,D3,...,Dn)/Di
AUC(Mi(s)). (4.12)
where n is the number of balanced subsets, AUC(Mi(s)) is the AUC value obtained from
evaluating the model Mi on the subset s, and the term [(D1, D2, D3, ..., Dn)/Di] represents
the set of all the training subsets except Di that was used to build Mi.
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PRMs-IM ensures that the poorly performing models have no effect on the final classifi-
cation result by discarding the models with low AUC values. Therefore, only the models
with AUC values greater than 0.5 are included in the final classification results. This
threshold is chosen to ensure that the average performance of each model is better than
that obtained by random allocation.
To classify a new test sample x, the sample is evaluated using each model Mi of PRMs-IM
that have average AUC values greater than 0.5. Correspondingly, each model Mi outputs
the probability scores: Mi(x)mj and Mi(x)mr of assigning the sample x to the majority
and minority classes, respectively. Using the weighted voting strategy, the score of each
class is computed as the summation of the weighted factors of the models. The test sample
is then assigned to the class that has the highest weighted confidence, as follows:
F (x) = argmax
c∈(Cmr,Cmj)
∑
∀Mi
W (Mi) ∗Mi(x)c
 (4.13)
where ∀Mi refers to the set of models with average AUC values greater than 0.5.
An illustration of the PRMs-IM approach is shown in Fig. 4.2. In summary and as shown
in the figure, PRMs-IM first constructs an ensemble of PRM models. The ensemble
is constructed by varying the training data such that each model is trained on balanced
subsets from the original imbalanced data. The data subsets are constructed such that each
subset has an equal number of minority and majority samples. An individual relational
PRM model is learned from each subset. Then, the learned models with low AUC values
are discarded and the remaining models are combined using the weighted voting strategy.
4.4 Experimental results
This section presents the evaluation results of applying PRMs-IM on real-world imbal-
anced relational datasets. In this chapter, the evaluation is performed on three relational
datasets: the university dataset presented in Chapter 3, the financial database from the
Discovery Challenge of PKDD99 (PKDD’99 Discovery Challenge, 2009) and the Movie-
Lens database (GroupLens Research, 2009).
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Training Data
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        PRM models  
Figure 4.2: An illustration of the PRMs-IM approach.
4.4.1 Datasets
4.4.1.1 University relational database
Learning from the student relational dataset involves two main tasks: identifying the main
dependencies held in the domain affecting student performance and obtaining a predictable
model that can be used to predict student performance. This model should consider the
imbalanced class problem that exists naturally in the student data, in which it is more
important to correctly identify the students at risk (‘Fail’ students) which represent a small
number of students as compared to the other classes. Therefore, in this chapter, PRMs-
IM is evaluated on the Curtin University database for Computer Science and Commerce
undergraduate students. The data was described in detail in the previous chapter, in
Section 3.2.
The PRM models learned in the previous chapter pointed to the strong relationship be-
tween ‘Grade’, ‘Status’ and ‘Attempt No’ attributes of the units tables, as each of these
attributes refers to the student success at the unit. Therefore, in the evaluation in this
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1st Semester Units
Status
2nd Semester Units
Academic_info
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Figure 4.3: The relational schema of the students dataset used in evaluating PRMs-IM.
chapter, only one attribute of these three is used to represent student success. The ‘Grade’
attribute is used for semester I units, which take values of {F, 5, 6, 7, 8, 9}. The ‘Grade’
attribute is selected because it has more detailed information about student performance
rather than the other two attributes. On the other hand, each table of semester II units
includes the attribute ‘Status’, which represents the imbalanced two-class target attribute
in this evaluation. The values of the ‘Status’ attribute are: ‘Pass’ and ‘Fail’.
The attributes ‘Country of Birth’, ‘Citizen Country’ from the ‘Personal Info’ table and
the ‘Payment Method’ from the ‘Academic Info’ table are not included in this evaluation,
due to the insignificance of these attributes on student performance as discovered by the
PRM models learned in the previous chapter. The specification of the relational structure
used in this evaluation is shown in Fig. 4.3.
In this dataset, PRMs-IM is used to predict the performance of undergraduate students
in semester II based on their performances in first semester. In this application, it is more
important to accurately predict the ‘Fail’ students i.e. the students who are most likely
to fail their units (deemed to be students at risk).
As each unit of semester II units represents an imbalanced situation with different imbal-
anced ratios, each unit must be evaluated separately. Therefore, for each unit in semester II
of the Commerce and Computer Science degrees, a separate dataset is extracted from the
Curtin University dataset. The dataset of a semester II unit Ui includes the records of the
unit Ui and the corresponding records from the tables of ‘Personal Info’, ‘Academic Info’
and first semester units. Therefore, the other units of semester II rather than the Ui are
not included in the database of Ui.
Table 4.1 shows the data distribution of each of the semester II units of the Bachelor of
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(a)
Unit
No. Samples No. Balanced
‘Fail’ ‘Pass’ Subsets
ST152 12 58 5
FCS152 11 59 5
IPE101 7 63 9
(b)
Unit
No. Samples No. Balanced
‘Fail’ ‘Pass’ Subsets
MGT100 159 1556 10
MKT100 88 1627 19
Table 4.1: Summary of the data distribution of (a) the BCS (b) the BCom training
datasets.
(a)
Unit
No. Samples
‘Fail’ ‘Pass’
ST152 6 16
FCS152 5 16
IPE101 9 15
(b)
Unit
No. Samples
‘Fail’ ‘Pass’
MGT100 30 216
MKT100 14 232
Table 4.2: Summary of the data distribution of (a) the BCS (b) the BCom test sets.
Computer Science (BCS) and Bachelor of Commerce (BCom) and also shows the number
of the balanced subsets required for each unit.
The training data presented in Table 4.1 shows the data distribution for the students
enrolled in the period 1999-2005. In addition, Table 4.2 shows the data distribution of an
independent test set consisting of students enrolled in year 2006.
As described in Chapter 3, the BCS curriculum has a set of prerequisites for semester II
units. These prerequisites resulted in a restriction of the number of students that can be
used in the evaluation of this dataset. Thus, the prerequisites units (ST151 and FCS151)
were restricted to include those students who passed these units and then enrolled in
semester II units. This restriction resulted in lower numbers of students in the BCS
dataset.
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Figure 4.4: The relational schema of the Financial database.
4.4.1.2 Financial Database
This chapter also evaluates PRMs-IM on the financial database obtained from the Dis-
covery Challenge of PKDD99 (PKDD’99 Discovery Challenge, 2009). The database is
organized into a set of eight tables holding the data of 5,369 bank clients. The tables
describes the characteristics of the bank clients, their transactions, accounts, cards and
loans. The database schema is shown in Fig. 4.4.
This database consists of more tables and links than the Curtin University student database
view used. In this database, a client can have one or more accounts and different clients
can manage a single account. The ‘Loan’ and ‘CreditCard’ tables describes the bank ser-
vices offered to the clients. An account can have more than one credit card but only one
loan. In this chapter, the ‘Status’ attribute of the ‘Loan’ table is chosen as the target
attribute in this evaluation.
The ‘Status’ attribute can take values of:
1. ‘A’ for finished loan contract with no problems.
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Class No. Samples
Class ‘0’ 76
Class ‘1’ 606
No. Balanced Subsets: 8
Table 4.3: Summary of the data distribution of the Financial database.
2. ‘B’ for finished loan contract but the loan is not paid.
3. ‘C’ for running loan contract with no problems so far.
4. ‘D’ for running loan contract but the client is in debt.
As the objective in this chapter is to classify two-class problems, the ‘Status’ attribute
is re-categorized into two classes: ‘1’ for finished or unfinished loans with no problems
(categories: ‘A’ and ‘C’), and ‘0’ for loans with problems (categories: ‘B’ and ‘D’). The
data distribution of the ‘Status’ attribute is shown in Table 4.3.
4.4.1.3 Movie Database
In this chapter, the MovieLens database (GroupLens Research, 2009) is also used for
evaluation. MovieLens is a movie recommendation web site created by the GroupLens
Reserch project about the rating of movies by people. This data is originally based on the
EachMovie dataset used in several papers for building probabilistic models (Getoor et al.,
2000, 2001b). The main goal of using this movie dataset is to build a movie recommender
system that attempts to predict how users would like movies that they have not seen yet.
The MovieLens data consists of 100,000 ratings for 1,682 movies by 943 users. In this
data each user has rated at least 20 movies. This data is organized into three tables, as
shown in Fig. 4.5, which is a relatively simple relational schema of similar complexity to
the student database. The data consist of the following tables:
1. Rating: which includes 100,000 ratings by the users describing how much they en-
joyed a specific movie on a scale from 1 to 5.
2. Movie: describing the movies, the last 20 fields of this table describes the movie
genre, where a value ‘1’ indicates that the movie is of that genre, and ‘0’ indicates
it is not. Each movie can be of several genres at the same time.
3. User: describing demographic information of the users.
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Rating
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Movie_ID
Movie_Title
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Is_Comedy
Is_Crime
Is_Documentary
Is_Drama
Is_Fantasy
Is_Film-Noir
Is_Horror
Is_Musical
Is_Mystery
Is_Romance
Is_Sci-Fi
Is_Thriller
Is_War
Is_Western
User
 User_ID
Age
Gender
Occupation
Zip code
Figure 4.5: The relational schema of the MovieLense database.
In this dataset, the ‘Rating’ attribute is chosen to be the target attribute. Originally the
rating attribute takes values 1-5 describing how much the user enjoyed the movie, where
‘1’ represents the lowest value of enjoyment. However as PRMs-IM is proposed for binary
classification, the values of the ‘Rating’ attribute are re-categorized as two values:
1. Class ‘0’: which indicates that the movie is not worth watching, representing the
original rating values (1-2).
2. Class ‘1’: which indicates that the movie is enjoyable, representing the original rating
values (3-5).
In this dataset, PRMs-IM is evaluated to predict the ‘Rating’ attribute, which has an
imbalanced data distribution. The data distribution of the ‘Rating’ attribute is shown in
Table 4.4.
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Class No. Samples
Class ‘0’ 17,480
Class ‘1’ 82,520
No. Balanced Subsets: 5
Table 4.4: Summary of the data distribution of the Movie database.
4.4.2 Experimental setup
The evaluation results of PRMs-IM are presented in comparison to three types of classifi-
cation techniques reviewed in Chapter 2: the traditional classifications techniques, special
techniques for imbalanced data, and special techniques proposed for imbalanced relational
data.
The traditional classification techniques are the Bayesian Network (BN) and Probabilistic
Relational Models (PRMs) techniques. The evaluation using these techniques is performed
to demonstrate the poor performance achieved by applying traditional techniques on im-
balanced datasets.
The special imbalanced technique is the ‘Goal Oriented K2’ (Ezawa et al., 1996) that is
proposed for learning a goal-oriented Bayesian Network from flat data by biasing the model
in favour of the imbalanced target attribute that is to be classified. In this approach, the
classifier is biased to consider the relationships between certain attributes. This is achieved
by firstly selecting the attributes that are more informative on the target attribute based
on the conditional mutual information. Then, use the K2 algorithm (Heckerman, 1998)
to construct a Bayesian network from the selected variables, with the condition that each
variable should have the target attribute as a parent. This constraint is established to
ensure significant impact on classification accuracy.
As the BN and ‘Goal Oriented K2’ techniques require flat data representations, the ex-
perimental data for these techniques are flattened from the relational data. Throughout
this chapter, the term GOK2 will be used to refer to the ‘Goal Oriented K2’ algorithm.
The third algorithm evaluated in this chapter is a special algorithm for relational imbal-
anced data: MVC-IM (Guo and Viktor, 2007). MVC-IM constructs a set of classifiers,
each classifier obtained from a set of features. The set of features are obtained from a flat
view of the relational database. Then, an individual learner is determined from each view
using either decision tree or Na¨ıve Bayes classifier. Finally, the classifiers are combined us-
ing the majority voting approach. In this chapter, the evaluation of MVC-IM is obtained
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using the Na¨ıve Bayes classification algorithm. Na¨ıve Bayes is used in this evaluation
instead of decision trees due to the probabilistic modelleing provided in Na¨ıve Bayes, and
hence the posterior probability of each class of the test sample can be obtained.
For evaluating each of these algorithms, 5-fold cross validation is used. Although, 10-fold
cross validation is often considered as the standard method for cross validation to get the
best performance evaluation (Witten and Frank, 2005), 5-fold is used in this chapter due
to the low number of samples in some of the training datasets, especially for the BCS
dataset.
The results of the evaluation are presented in terms of ROC curves and AUC values (Fawcett,
2006) discussed in Chapter 2, which are usually used for evaluating the imbalanced learn-
ing algorithms as in MVC-IM and GOK2, due to their insensitivity to the change of the
data distribution. For the ROC curves and the AUC results of the 5-fold cross validation,
all the test sample of the five folds are sorted according to their probability estimation.
Then, the ROC curves and AUC results are calculated.
4.4.3 Results
This section presents the ROC curves and the AUC results obtained from applying each
of the classification algorithms discussed in the previous section to the student, financial
and movie datasets.
Fig. 4.6 and 4.7 show the ROC curves resulting from the 5-fold cross validation on the
student, movie and financial datasets, respectively. The ROC curves of the separate test
set (of 2006 students) are shown in Fig. 4.8.
Tables 4.5 and 4.6 show the AUC results obtained from each experiment for the 5-fold
cross validation and the separate test data, respectively. The AUC tables also show the
average AUC for each algorithm over the datasets. The best AUC result of each experiment
for each dataset is shown in bold.
The results shown in the ROC curves and the AUC tables confirms the poor performance
of the traditional learning algorithms on imbalanced datasets, as shown by the differences
in performances of PRMs and BN. This confirms the argument of Ezawa et al. (1996) and
Cowell et al. (1993) that even if the learned model can discover correct relationships in
the domain, it could perform poorly if applied for a specific goal such as classification.
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Figure 4.6: ROC curves of 5-fold cross validation of the student rela-
tional database on: (a) ST152 (b) IPE101 (c) MKT100
(d) MGT100 c© 2008 IEEE (Ghanem et al., 2008)
(e) FCS152 c© 2008 IEEE (Ghanem et al., 2008)
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Figure 4.7: ROC curves of 5-fold cross validation of the (a) Financial (b) Movie datasets.
Dataset
Algorithm
BN PRMs GOK2 MVC-IM PRMs-IM
MGT100 0.488 0.558 0.737 0.871 0.914
MKT100 0.440 0.508 0.735 0.786 0.786
ST152 0.365 0.300 0.758 0.849 0.839
FCS152 0.582 0.465 0.846 0.711 0.901
IPE101 0.704 0.751 0.889 0.863 0.913
Financial 0.754 0.770 0.948 0.871 0.986
Movie 0.565 0.617 0.628 0.617 0.692
Average AUC 0.557 0.567 0.792 0.795 0.864
Table 4.5: The AUC results of the 5-fold Cross validation.
Dataset
Algorithm
BN PRMs GOK2 MVC-IM PRMs-IM
MGT100 0.413 0.408 0.645 0.845 0.921
MKT100 0.603 0.572 0.714 0.704 0.788
ST152 0.187 0.125 0.913 0.937 0.875
FCS152 0.400 0.380 0.840 0.730 0.927
IPE101 0.571 0.590 0.881 0.863 0.954
Average AUC 0.435 0.415 0.799 0.816 0.893
Table 4.6: The AUC results of the student dataset for the 2006-test set validation.
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Figure 4.8: ROC curves of 2006-test set of the student relational database on: (a) ST152
(b) IPE101 (c) MKT100 (d) MGT100 c© 2008 IEEE (Ghanem et al., 2008)
(e) FCS152 c© 2008 IEEE (Ghanem et al., 2008)
91
CHAPTER 4. MINING IMBALANCED RELATIONAL DATA
The results of MVC-IM and GOK2 were varied, where on some datasets they performed
very well but scored less well on others. However, generally they produced better results
than the traditional learning algorithms. The average AUC results show that MVC-IM
was able to generally improve on GOK2, which is attributed to the use of relational data
over flattened data for learning. On the other hand, out of the 12 individual experiments
conducted, GOK2 outperformed MVC-IM results in seven experiments which confirms
the power of BN in classification when learned for a specific goal. However, it lacks the
concept of relational learning that resulted in lower performances in the other experiments
and the overall average performance.
As for PRMs-IM, the results show that PRMs-IM was able to generally improve over all
the other methods. PRMs-IM has shown superior results over the traditional techniques
and is generally better than the specialized algorithms. In terms of the average AUC over
all the datasets, PRMs-IM outperformed all the other methods of traditional and special
algorithms.
Furthermore, for the individual 12 experiments conducted, PRMs-IM outperformed all
the other methods in nine of the experiments. For the remaining three experiments, the
result of PRMs-IM was equal to that of MVC-IM in one experiment in the case MKT100,
and slightly less than the best results in the other two experiments in the case of ST152
for the cross validation and test set. These results also show that PRMs-IM was able
to classify the minority class well for almost all the datasets. In addition, PRMs-IM has
achieved promising results in correctly predicting students at risk in the student relational
data and has scored perfect AUC results in the cases of ‘MGT100’, ‘FC152’ and ‘IPE101’
with values ≥ 0.900.
These results for PRMs-IM again support the arguments of Ezawa et al. (1996) and Cowell
et al. (1993) that though the learned Bayesian networks can discover interesting and correct
relationships in the data, they need to be carefully configured and examined when they
are built for a specific task. This argument holds also for PRMs, as PRMs are basically
an extension of Bayesian networks. This has been shown clearly by the poor results of
PRMs when applied directly to the imbalanced relational data, and by the superior results
when configuring PRMs for handling the specific classification task of the imbalanced class
problem.
Interestingly, the average AUC results show that the best results are obtained by PRMs-IM
followed by MVC-IM and then GOK2. Though GOK2 has scored better results than tradi-
tional learning, it was not suitable for the relational learning and hence was outperformed
by the special relational learning algorithms in PRMs-IM and MVC-IM. This observation
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confirms the concept of constructing special algorithms for imbalanced relational data.
These results confirm the benefits gained from the PRMs-IM framework, which has re-
sulted in better performance than for MVC-IM. The results of PRMs-IM also show the
significance of applying PRMs for relational learning but with the specific purpose of
handling the imbalanced problem. In this framework, the ensemble of PRM models are
created on balanced subsets from the original relational data. Therefore, each subset
maintains the same relational structure of the tables, attributes and relationships as those
of the original data but with a balanced data distribution. This relational structure allows
PRMs to learn from a relational subset that is identical to the original data and hence
can obtain good results in terms of discovering the relationships in the domain, and at the
same time not being hindered by the imbalanced problem.
Following this concept, each learned PRM model is a well-learned PRM candidate obtained
from a single subset, however, it has enough knowledge about the original data and hence
can propose confident classification results when it is applied to new test cases. This is
achieved as a result of learning PRM models from the same input space as that of the
original, and also due to the confirmed effectiveness of PRMs in learning from relational
domains. In addition, using the weighted voting strategy in PRMs-IM had a significant
benefit on the classification results by allowing the most confident expert models to have
more effect on the final result.
In contrast, in MVC-IM, each classifier is built on a flat view of the relational database
with a set of features of the domain, and hence each classifier is an expert classifier in a
specific region of the domain. Furthermore, MVC-IM employs majority voting and hence
allows non-expert classifiers to vote towards the overall classification.
4.5 Conclusion
This chapter has outlined a framework (PRMs-IM) for learning from imbalanced rela-
tional data, which occurs in several real-world domains. PRMs-IM extends Probabilistic
Relational Models (PRMs) to handle the imbalanced class problem via ensemble learning.
The ensemble learning employed in PRMs-IM has focused on obtaining a high overall
classification accuracy, as well as accurately classifying the rare cases that are usually of
high importance. The proposed framework attains this goal by constructing an ensemble
of PRM models learned from well-balanced subsets extracted from the original imbal-
anced dataset. Each of the subsets maintains the same relational structure of the original
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dataset but with balanced distribution of the minority and majority samples. PRMs-IM
has obtained superior results when evaluated as a two-class algorithm for learning from
a number of highly imbalanced real-world datasets, and has achieved promising results
for predicting students at risk on the student relational dataset. The results show that
PRMs-IM has successfully outperformed the traditional learning techniques and obtained
improved performances when compared with the specialized imbalanced algorithms. The
main complexity of this framework is that it allows only one imbalanced target attribute
to be modelled at a time. Thus, for a classification problem with several imbalanced at-
tributes, each attribute must be modelled independently. In real-world domains, there
are usually a number of imbalanced target attributes that are of interest to be classified.
Moreover, building an independent model for each imbalanced attribute prohibits the at-
tributes from interacting with each other. Nevertheless, it is commonly the case that the
information obtained from one attribute can help in achieving better conclusions about
the others, and hence building one model of all the attributes can effectively enhance the
performance results. The problem of handling the classification of multiple imbalanced
attributes in relational data forms the topic of the next chapter.
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Chapter 5
Classifying Multiple Imbalanced
Attributes in Relational Data
The previous chapter addressed the problem of learning from imbalanced relational
data and proposed a new model: PRMs-IM. This model has shown promising results in
learning from a number of imbalanced real-world relational datasets, and particularly for
classifying the rare cases that are usually of high importance. However, PRMs-IM has
been proposed with the assumption of modelling a single imbalanced attribute at a time.
Therefore, for classifying multiple imbalanced attributes of a given problem, PRMs-IM
constructs an independent model for each attribute. In these models, it is assumed that
these attributes are independent, which is not the case in many domains. This chapter
investigates the problem of classifying multiple imbalanced attributes in relational data
and proposes an extension of PRMs-IM. The proposed approach utilizes the balancing
concept of PRMs-IM and the popular bagging ensemble approach to obtain a single model
for classifying multiple attributes. The performance of the proposed method is shown on
real-world relational imbalanced datasets obtained from the Curtin University student
database.
5.1 Introduction
A wide range of classification techniques have been developed for classifying different types
of objects and for various types of application domains, including: handwritten digit recog-
nition, text classification and speech recognition. However, most of these techniques are
proposed for typical situations that do not represent the majority of real-world domains.
Examples of such assumptions include: learning from flat data files, classifying binary
attributes and assuming balanced data distribution.
The previous chapter reviewed the problem of the typical assumption of learning from a
single flat data file with balanced data distribution, and introduced PRMs-IM to handle
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the classification of imbalanced attributes in relational domains. However, PRMs-IM, as
for many other classification algorithms, is based on the typical assumption of classifying
a single attribute at a time. Therefore, for classifying N imbalanced attributes of the
same problem domain, N independent PRMs-IM models must be constructed, one for
each imbalanced attribute.
The construction of independent models not only increases the number of models required
for training and inference, but also loses the different relations between the imbalanced
attributes that could help in achieving better performance results. In many real-world
problems, there is often more than one attribute to be classified, which are related in
different ways. Therefore, constructing a single model showing the different interactions
between these attributes would significantly allow the information of one attribute to
aid in reaching a better understanding about the other related attributes. For example,
constructing a single model for classifying the performance of the second semester units,
as discussed in the previous chapter, can help in obtaining better prediction results, as
the performance of a unit can often indicate the performance of the other units.
Therefore, this chapter proposes an extension of PRMs-IM, named PRMs-IM2, for clas-
sifying multiple imbalanced attributes in relational data. The main idea behind the pro-
posed approach is combining the concepts of PRMs-IM and the ‘Bagging’ ensemble ap-
proach (Breiman, 1996) to classify multiple imbalanced attributes in a single model. The
basic idea behind PRMs-IM2 is the construction of an ensemble by varying the training
data, such that each classifier is trained on a subset that includes a balanced distribution
of each imbalanced attribute. Thus, each classifier is an expert classifier for each of the
imbalanced attributes, and can vote for any attribute for new test instances.
PRMs-IM2 constructs the balanced training sets by first applying the balancing concepts of
PRMs-IM to generate independent balanced subsets of each imbalanced attribute. Then,
the independent subsets are integrated using the bagging approach to generate new train-
ing sets that consist of all the imbalanced attributes. Consequently, an independent PRM
model is learned from each training set, and hence the PRM model captures the different
relationships between the attributes. The PRM models are then combined to obtain the
final classification results.
Therefore, PRMs-IM2 models all the significant imbalanced attributes in a single model
showing the different interactions between the attributes. In comparison to the methods
reviewed in Chapter 2 for classifying multiple attributes, this interaction between the at-
tributes achieved in PRMs-IM2 cannot be reached by the typical independent, hierarchical
or combined approaches, or even by the special bilinear model (Tenenbaum and Freeman,
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2000) that employs linear modelling. Moreover, although the mutual suggestions approach
proposed by Hiraoka and Mishima (2002) relatively achieve such interactions by allowing
the predictions of one classifier to update the predictions of others, yet this approach re-
quires an independent classifier for each attribute and is mainly proposed for the special
case of modelling two attributes.
In this chapter, PRMs-IM2 is evaluated on a number of real-world imbalanced data ex-
tracted from the Curtin University student dataset presented in Chapter 3. The results
are shown in terms of Receiver Operating Characteristics (ROC) curves and the Area
Under ROC (AUC) values that are usually used for measuring imbalanced learning algo-
rithms (Fawcett, 2006). In addition, the results also show the number of models required
for PRMs-IM2 in comparison to the number of models required by the typical methods of
classifying multiple attributes.
The remainder of this chapter is structured as follows: Section 5.2 introduces the bagging
ensemble approach, followed by the description of PRMs-IM2 in Section 5.3. The datasets
evaluated in this chapter and the evaluation results are then presented in Section 5.4.
Finally, Section 5.5 summarizes the chapter.
5.2 Bagging approach
Several studies have investigated the ensemble technique of combining multiple classifiers
to obtain a single classification system. The ensemble learning has generally demonstrated
its improved performance not only in terms of the training time, but also in terms of the
robustness and performance of the classification, as discussed in Chapter 4. A popular
approach of creating ensembles is the “Bagging” approach (Breiman, 1996; Freund and
Schapire, 1996), which relies on sampling techniques to obtain different training sets for
each classifier.
In the bagging approach, a set of different training sets are sampled from the original data.
Each training set is generated at random by sampling N samples, with duplicates, from
the original data, where N is the size of the original data. Then, a classifier is learned
from each training set using a particular learning algorithm, such as a Decision tree or
Na¨ıve Bayes classifier. For classifying new test instances, the outputs of the classifiers
are combined. The most popular method for combining the classifier outputs is majority
voting, by allowing each classifier to have a vote on the test instance, and hence the class
that receives the more votes is the one considered to be the correct class.
97
CHAPTER 5. CLASSIFYING MULTIPLE IMBALANCED ATTRIBUTES IN RELATIONAL
DATA
It is important to note that in the bagging approach, the classifiers have equal weights,
and thus have equal votes for the test instance. The bagging approach has been shown to
be quite effective, especially, for ‘unstable’ learning algorithms, in which a small change
in the training data can result in a large difference in the predictions (Breiman, 1996).
Moreover, Opitz and Maclin (1999) have shown that bagging approach is often appropriate
for most problems as it nearly always outperform a single classifier.
5.3 Methodology
PRMs-IM2 is an ensemble approach that combines the concepts of PRMs-IM and bagging
approaches to classify multiple imbalanced attributes in relational data. The main tasks
addressed in this framework are: handling the imbalanced class problem in relational data
by employing PRMs-IM approach, and constructing a single model for classifying multiple
attributes by using the concept of the bagging approach .
To illustrate the PRMs-IM2 approach, consider a relational dataset S. S consists of a
set of attributes (X1, X2, ..., XM , Y1, Y2, .., YN ) organized into a set of tables (T1, T2, ..., Ty)
that are related to each other via different relationships. (Y1, Y2, .., YN ) are the domain
imbalanced attributes that are of interest to be classified. A target table Ti is a table that
includes an imbalanced attribute Yi. Each imbalanced attribute Yi is a two-class attribute,
where the majority of samples belong to the majority class Yimj and only a few samples
belong to the minority class Yimr .
In order to classify the imbalanced attributes (Y1, Y2, .., YN ) in S, PRMs-IM2 applies the
following stages:
1. The Balancing Stage: in this stage, PRMs-IM2 follows the balancing concept of
PRMs-IM to construct balanced subsets of each imbalanced attribute Yi. This is
achieved as follows:
• For each Yi, PRMs-IM2 constructs n balanced relational subsets (Yis = {Yi-
s1, Yis2, ..., Yisn}), by following the same approach of PRMs-IM. The value n
is determined as the ratio difference between the number of samples of the
majority class and those of the minority class of Yi.
• Each balanced subset Yisi consists of the attributes (X1, X2, ..., XM , Yi).
• For each Yisi, PRMs-IM2 assigns a balanced data distribution of Yi, such that
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the subset includes all the minority samples and an equal random selection of
the majority samples.
• For each Yisi, PRMs-IM2 allocates the data for (X1, X2, ..., XM ) related the
records selected of Yi in Yisi.
2. Aggregation Stage: In this stage, PRMs-IM2 aggregates the balanced subsets con-
structed in the previous stage to build new training datasets. Thus, using the bag-
ging concept, the subsets are sampled randomly to construct new training datasets,
such that each dataset will include the data of all the imbalanced attributes. The
sampling procedure is performed as follows:
• PRMs-IM2 creates L empty datasets (S1, S2, ...., SL) that have the same rela-
tional structure as S. As each Yi has a different number (ni) of balanced subsets
based on the statistical distribution of Yi, L is determined as the largest number
of subsets of (Y1, Y2, .., YN ), as follows:
L = max
i=1..N
ni (5.1)
• For each Si, PRMs-IM2 allocates a random subset from each imbalanced at-
tribute subsets Yis. Thus, each Si will include a balanced distribution for each
imbalanced attribute.
Fig. 5.1 shows an example of the balancing and aggregation stages of PRMs-IM2 for two
imbalanced attributes (Y1, Y2). Each of the imbalanced attributes has two classes (−1, 1),
where class ‘1′ is the majority class. The majority class of both attributes is twice the size
of the minority class. Therefore, in the balancing stage, two balanced subsets are created
for each attribute, where each balanced subset includes all the samples of the minority
class and an equal number of random samples of the majority class.
At the end of the balancing stage, two subsets (Y1a, Y1b) are created for Y1, and two
subsets (Y2a, Y2b) are created for Y2. These balanced subsets are then randomly sampled
to generate new training sets, such that each new training set includes the data of both
Y1 and Y2. For Y1 and Y2 attributes, the largest number of the balanced subsets is two,
thus, in the aggregation stage, two datasets are created (S1, S2). Each Si is assigned to a
random subset from each Yi. In this example, S1 consists of (Y1a, Y2a), and S2 consists of
(Y1b, Y2b).
Moreover, in the first stage, PRMs-IM2 also follows the same procedure of PRMs-IM to
create well-defined subsets in terms of the relational structure but with a balanced data
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distribution. Therefore, for n balanced relational subsets of Yi, PRMs-IM2 first creates
n new empty databases that have the same relational structure as that of S. Then,
each subset is assigned all the Yimr samples and an equal number of random samples
from Yimj . Finally, PRMs-IM2 allocates the records of (X1, X2, ..., XM ) that are linked
to those selected records of Yi. Following this procedure, roughly n well-defined balanced
relational subsets of Yi are created.
After constructing the L relational datasets in the second stage, an independent PRM
model Mi is learned from each relational subset Li using the learning techniques described
by Getoor (2002). Therefore, a PRM model will be learned from each dataset that has
the same relational structure as the original data with all attributes and tables. Then,
PRMs-IM2 employs the weighted voting strategy to combine the PRM models following
the same procedure of PRMs-IM described in the previous chapter. Thus, each Mi has a
different weighting factor MiwYi for each attribute Yi. MiwYi is calculated as the average
AUC results of using Mi for classifying Yi over the training datasets other than that used
for training Mi.
For classifying new test samples, the samples are evaluated by the PRM models. Then,
PRMs-IM2 combines the outputs of the PRM models using the weighted voting method.
For example, to classify a new test sample x, x is evaluated by each Mi. Consequently,
given the values of the attributes (X1, X2, ..., XM ) of x, Mi outputs the probabilities of
each of the imbalanced attributes (Y1, Y2, .., YN ). Therefore, for each Yi, each Mi outputs
the probabilities (Mi(x)Yimj ,Mi(x)Yimr) for assigning x to the majority and minority
classes, respectively. Then, the score of each of the majority and minority classes of Yi is
calculated as the summation of the weighted outputs of the PRM models. As a result, Yi
of x is assigned to the class with the highest weighted score. For example, classifying the
attribute Yi of the test sample x is calculated as follows:
F (x) = argmax
m∈(Yimj ,Yimr )
∑
∀Mi
Mi(x)Yim ∗MiwYi
 (5.2)
where Mi(x)Yim is the probability assigned by model Mi for class m of attribute Yi, and
MiwYi is the weighting factor of model Mi for attribute Yi.
The PRMs-IM2 algorithm is summarized in Fig. 5.2, and an illustration of the approach
is shown in Fig. 5.3. In summary and as shown in the figures, PRMs-IM2 first constructs
balanced subsets of each imbalanced attribute by following the concept of the PRMs-IM
approach. Then, using the bagging concept, the subsets are sampled randomly to construct
new training datasets, such that each dataset includes the data of all the imbalanced
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attributes and the data of each of these attributes has a balanced data distribution. An
individual relational PRM model is learned from each dataset. Then, the learned models
are combined using the weighted voting strategy.
In this approach, it is important in the first stage to construct the balanced subsets
of Yi, such that each subset includes only the data of (X1, X2, ..., XM ) and that of Yi, i.e.
excluding the data of the other imbalanced attributes other than Yi. This is essential for
creating L balanced datasets of all the attributes in the second stage. For example, if
subsets of Yi include the related data of Yj , then Yi samples will be balanced but those of
Yj will not. This situation gets more complicated in the aggregation stage. For instance,
if a subset Sk is constructed by including the random subsets: Yisl and Yjsh from Yi and
Yj , respectively. Then, the data records of Yj in Sk will include data from Yjsh, which are
balanced, and the Yj records from Yisl, which are not balanced.
An example of this case is shown in Fig. 5.4. In this example, the same data of Fig. 5.1 is
used, where there are two imbalanced attributes: Y1 and Y2, in which class ‘1
′ represents
the majority class that is as twice as the minority class. Therefore, in the balancing
stage, two balanced subsets are created for each attribute. However, in this example, the
subsets: Y1a and Y1b, include the related records of the other imbalanced attribute Y2.
Therefore, each subset will include a balanced distribution of the corresponding attribute
but imbalanced distribution of the other attribute. For example, the subset (Y1a) includes
a balanced distribution of Y1, but the distribution of Y2 is not.
This imbalanced distribution is carried out to the aggregation stage, when new training
sets are created from the previous stage. For example, the training set S1 is constructed
from Y1a and Y2a. Thus, the data in S1 for Y1 consists of those balanced records from
Y1a and the imbalanced records from Y2a, and similarly for Y2. This results in imbalanced
distribution in S1 for both Y1 and Y2.
On the other hand, in the proposed approach, as shown earlier in Fig. 5.1, this imbalanced
situation is solved by constructing the balanced subsets of Yi to include only the data of
Yi and exclude that of the other imbalanced attributes. For example, the training set
S1 in Fig. 5.1 is constructed from Y1a and Y2a. Therefore, the data of Y1 and Y2 in S1
consist of the balanced data from Y1a, and Y2a, respectively. Consequently, S1 will include
balanced representation of both Y1 and Y2.
Furthermore, in this task of classifying multiple imbalanced attributes in relational do-
mains, the benefits gained from the relational structure are greater when compared to the
flat representation. In a relational domain that consists of a set of imbalanced attributes,
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Model Generation:
• Let N be the number of imbalanced attributes to be classified in relational
database S.
• For each imbalanced attribute Yi of the N imbalanced attributes:
– Let Yimj and Yimr be the majority and minority classes of Yi,
respectively.
– Let ni(mj) and ni(mr) be the number of samples of the majority and
minority classes of Yi, respectively.
– Compute ni = ni(mj)/ni(mr), where ni is the number of balanced subsets
required for Yi.
– For each of ni iterations:
∗ Create a subset Yisi.
∗ Assign all the ni(mr) samples from Yimr to Yisi.
∗ Sample ni(mr) samples with replacements from Yimj to Yisi.
∗ Allocate other data (X1, X2, ..., XM ) from S according to those
selected of Yi in Yisi.
• Compute L = maxi=1..N (ni).
• For each of L iterations:
– Create Si database of same structure as S.
– For each Yj, allocate a random subset Yjsk from Yj subsets to Si.
– Learn PRM model Mi from Si.
• For each PRM model Mi, and for each Yj:
– Use Mi to classify Yj of instances from each Sk, such that i 6= k.
– Compute MiwYj = average AUC of using Mi to classify Yj over datasets.
Classification:
• For each Yj:
– For each of the Mi models:
∗ Predict Yj class of instance using Mi.
∗ For each class Ci of Yj, add (MiwYj multiplied by the probability
predicted of Ci by Mi) to the score of Ci.
– Return Yj class with the highest score.
Figure 5.2: The algorithm of PRMs-IM2.
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Figure 5.3: An illustration of PRMs-IM2 framework for classifying multiple imbalanced
attributes c© 2009 Springer (Ghanem et al., 2009).
where there is one imbalanced attribute Yi per table, the balanced subsets of Yi can be
easily constructed to include only the data of Yi and those of (X1, X2, ..., XM ). Conse-
quently, the balanced subsets can be simply aggregated to create the L relational datasets,
such that each training set includes the data of all the imbalanced attributes without any
missing values. In Fig. 5.1, shown earlier, the final training sets include complete data
for each imbalanced attribute as a result of maintaining the data of each attribute in the
corresponding table.
In contrast, in the case of the flat data representation, following the balancing and aggre-
gation concepts of PRMs-IM2 can result in missing values in the final training sets. An
example of this situation is shown in Fig. 5.5. In this figure, the flat data file consists of
two imbalanced attributes (Y1, Y2), where class ‘1
′ is the majority class. In the balancing
stage, two balanced subsets (Y1a, Y1b) are created for Y1, and similarly two balanced sub-
sets (Y2a, Y2b) are created for Y2. Therefore, each balanced subset consists of a balanced
distribution of the corresponding attribute.
Consequently, two flat sets (S1, S2) are constructed in the aggregation stage. Each set is
constructed by randomly sampling a subset from the balanced subsets of each imbalanced
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X1 X2 Y1 Y2
1 A -1 1
2 B -1 1
3 C 1 1
4 D 1 1
5 E 1 -1
6 F 1 -1
X1 X2 Y1
1 A -1
2 B -1
3 C 1
4 D 1
X1 X2 Y1
1 A -1
2 B -1
5 E 1
6 F 1
X1 X2 Y2
5 E -1
6 F -1
1 A 1
2 B 1
X1 X2 Y2
5 E -1
6 F -1
3 C 1
4 D 1
X1 X2 Y1 Y2
1 A -1 1
2 B -1 1
3 C 1 ?
4 D 1 ?
5 E ? -1
6 F ? -1
X1 X2 Y1 Y2
1 A -1 ?
2 B -1 ?
3 C ? 1
4 D ? 1
5 E 1 -1
6 F 1 -1
Balancing Y1
Balancing Y2        
Flat Data File
1. Balancing stage.
2. Aggregation  stage.
“?” = missing value
Y1a Y1b
Y2a Y2b
S1 S2
Figure 5.5: An example of the flat representation problem that could result when balancing
multiple attributes.
attribute. For example, the set S1 is constructed from Y1a and Y2a. However, as a result
of using the flat file representation, each of S1 and S2 could include missing values for
(Y1, Y2). For example, the third record of the flat set S1 consists of the following data
(‘3′, ‘C ′, ‘1′, ‘?′) of the attributes (X1, X2, Y 1, Y 2), thus, the value of Y2 is missing or
unknown. The value of Y2 in this record is missing because this record is obtained from
the balanced subset Y1a, which is related to Y1, and hence the data of Y2 is not available.
Likewise, the values of attribute Y2 are missing in the fifth and sixth records of S1.
5.4 Experimental results
In this section, the evaluation results of PRMs-IM2 are presented on real-world imbalanced
relational datasets. In this chapter, the evaluation is performed on the Curtin University
relational dataset presented in Chapter 3 for Computing and Commerce students. In
addition, PRMs-IM2 is also evaluated on another dataset extracted from Curtin University
database for first year Engineering students.
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Degree Unit |Fail| |Pass|
BCS
ST152 12 58
FCS152 11 59
IPE101 7 63
BCom
MGT100 159 1556
MKT100 88 1627
Table 5.1: Summary of the data distribution of the BCS and BCom training datasets.
Degree Unit |Fail| |Pass|
BCS
ST152 6 16
FCS152 5 16
IPE101 9 15
BCom
MGT100 30 216
MKT100 14 232
Table 5.2: Summary of the data distribution of the BCS and BCom test sets.
5.4.1 Datasets
5.4.1.1 Computing and Commerce datasets
In this chapter, PRMs-IM2 is evaluated on the same datasets used in the previous chapter
for undergraduate students of the Bachelor of Computer Science (BCS) and the Bachelor
of Commerce (BCom), described in Section 4.4.1.
As in the previous chapter, for each of the BCom and BCS datasets, it is of interest to pre-
dict student performance in second semester units given student personal information and
performance in the first semester. In these datasets, the ’Status’ attribute of a semester II
unit is a two-class imbalanced attribute with two classes: {‘Pass’, ‘Fail’}, representing the
majority and minority classes, respectively.
The data distribution of the training data is shown in Table 5.1, representing students
enrolled in the period 1999-2005. In addition, Table 5.2 shows the data distribution of the
test set, representing data of students enrolled in year 2006.
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Semester Unit Code Unit Name Prerequisite
I
Math1 Engineering Mathematics 1 -
Mechanics1 Engineering Mechanics 1 -
II
Math2 Engineering Mathematics 2 Math1
Systems1 Electrical Systems 1 -
Materials1 Engineering Materials 1 -
Table 5.3: The curriculum of first year of BEng.
5.4.1.2 Engineering dataset
In this chapter, PRMs-IM2 is also evaluated on another dataset extracted from the Curtin
University database representing the data of first year Engineering students. This dataset
represents first undergraduate students of the Bachelor of Engineering Pre-Major (BEng).
The Bachelor of Engineering Pre-Major is designed to prepare students for the second
year of any of the engineering disciplines.
The units of BEng are shown in Table 5.3. Although the current BEng curriculum consists
of eights units, only five units are considered in this dataset, as these are the only units
that have remained unchanged for the period 2004-2007.
The structure of the database for the BEng is identical to that of the BCom and the
BCS, which includes a set of tables and relationships representing students information
and their performances in first year. To recap, the database is organized as follows:
• The Personal Info table that consists of:
– Age: {16-19, 20-29, 30-40},
– Gender: {Male, Female},
– Is international: {Yes, No},
– Is English home language: {Yes, No}.
• The Academic Info table, which includes:
– Preference no: takes values of: {1, 2, 3}, indicating the student’s preferred
course.
• Semester I units tables, each includes:
– Grade: of values: {F, 5, 6, 7, 8, 9} representing the categories: {0-49, 50-59,
60-69, 70-79, 80-89, 90-100}.
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Unit |Pass| |Fail|
Math2 1333 35
Material1 1350 18
Systems1 1336 32
Table 5.4: Data distribution of the BEng training dataset.
• Semester II units tables, including:
– Status: {Pass, Fail}.
As for the BCom and BCS datasets, it is of interest to classify students performance
in second semester units, which forms the problem of classifying multiple imbalanced
attributes, as the majority of data belongs to the majority ‘Pass’ class compared to few
samples belonging to the minority ‘Fail’ class. Table 5.4 shows the data distribution of
the BEng training data for students enrolled in BEng in the period 2004-2007.
5.4.2 Experimental setup
Chapter 2 presented three na¨ıve methods for classifying multiple attributes: independent,
hierarchical and combined methods. In this section, PRMs-IM2 is evaluated in comparison
to the independent and hierarchical approaches. The combined approach is not evaluated
in this chapter as it represents a multi-class problem by considering the set of multiple
attributes as one complex attribute and hence requires special multi-class algorithms. The
multi-class problem will be discussed in the next chapter.
For evaluating each of these algorithms, 5-fold cross validation is used. The evaluation
results are presented in terms of Receiver Operating Characteristics (ROC) curves and
the Area Under ROC (AUC). For the ROC curves and the AUC results of the 5-fold cross
validation, all the test samples of the five folds are sorted according to their probability
estimation. Then, the ROC curves and AUC results are calculated.
For a set of multiple imbalanced attributes Y = (Y1, Y2, .., Yn), the independent approach
is evaluated using the PRMs-IM, as discussed in Chapter 4, as each attribute is classified
independently. The approaches employed for constructing each PRMs-IM ensemble and
for classifying new samples are carried out as explained in Section 4.3.
For evaluating the hierarchical approach, a hierarchy of classifiers is constructed such
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that a classifier is constructed for a given attribute Yi and then a specialized classifier is
constructed for Yj for each class of Yi. However, in order to minimize propagating the
misclassification errors to lower levels of the hierarchy, the attributes classifiers are first
arranged such that the most confident classifiers are at the top of the hierarchical structure.
This is performed by ordering the classifiers based on their AUC values obtained for each
attribute from the PRMs-IM evaluation. Thus, classifiers with higher AUCs are placed at
the top of the hierarchical structure.
To recap from Chapter 2, consider the example presented earlier in Section 2.5.1 but for
a relational data S that includes a set of attributes X = (X1, X2, ..., XN ) organized into
a set of tables and relations. In addition, S includes three multiple imbalanced attributes
Y = (Y1, Y2, Y3) that are of interest to be classified, and each imbalanced attribute Yi
has two classes: A,B. The imbalanced attributes are ordered based on the AUC results
obtained from the PRMs-IM evaluation as follows: (Y1, Y2, Y3).
In the training phase, the top classifier C(Y1) for classifying Y1 is trained on a subset
extracted from S that includes the data of Y1 and the corresponding records of X . Con-
sequently, two classifiers are constructed for classifying Y2, the first classifier C(Y2)a is
trained on a data subset that includes the data of Y2 related to the records of (Y1 = A),
and the other classifier C(Y2)b is trained on a data subset that includes the data of Y2
related to the records of (Y1 = B). For classifying the third attribute Y3, four classifiers
are constructed, two classifiers C(Y3)a1 and C(Y3)b1 for the case of data of Y3 related
to data of (Y1 = A & Y2 = A) and (Y1 = A & Y2 = B), respectively. Similarly, two
classifiers C(Y3)a2 and C(Y3)b2 are created for the case of data of Y3 related to data of
(Y1 = B & Y2 = A) and (Y1 = B & Y2 = B), respectively. An illustration of this process
is shown in Fig. 5.6.
Considering the example shown in Fig. 5.6, new samples are classified in the hierarchical
approach by first evaluating the test sample by the top classifier of the hierarchy C(Y1)
for classifying the attribute Y1. Accordingly, C(Y1) outputs the predicted class of Y1.
Based on the predicted class of Y1, the second classifier for classifying the attribute Y2
is evaluated. For example, if the predicted class of Y1 is A, then the second classifier
selected is that corresponding to the classifier trained on data related to class A of Y1, i.e.
classifier: C(Y2)a. Consequently, the second selected classifier outputs the predicted class
of attribute Y2, and the process continues until the last attribute is classified.
Furthermore, to resolve the imbalanced class problem, each classifier in the hierarchical
approach is constructed as a PRMs-IM. Therefore, the classifier of an attribute C(Y1) is
constructed as a PRMs-IM trained on balanced subsets extracted from the training data
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C(Y1)
C(Y2)b
C(Y3)a1
C(Y2)a
C(Y3)b1 C(Y3)a2 C(Y3)b2
Y2='A' Y2='B'
Y1='A' Y1='B'
Y2='B'Y2='A'
Y3='A' Y3='B' Y3='A' Y3='B' Y3='A' Y3='B' Y3='A' Y3='B'
Figure 5.6: An illustration of the hierarchical process for classifying multiple attributes.
corresponding to Y1.
5.4.3 Results
The AUC results of each algorithm are shown in Table 5.5, in which the best AUC result
of each dataset is shown in bold. The AUC table also shows the average AUC for each
algorithm over the datasets. The corresponding ROC curves are presented in Fig. 5.7 -
Fig. 5.11.
The overall average AUC shows that the best performance is obtained by PRMs-IM2,
then PRMs-IM followed by the hierarchical approach. The hierarchical approach obtained
the least overall average AUC, though it was structured by placing the most accurate
classifiers at the top of the structure. In a comparison between the independent and
hierarchical approaches, the results show that among the thirteen experiments evaluated,
the independent approach has outperformed the hierarchical approach in nine experiments
and obtained equal AUC values in the remaining four experiments.
The lower performance of the hierarchical approach is caused by allowing the top classifiers
to have a significant role in the classification of the lower attributes. Thus, the decision
of the lower classifiers are controlled by those at the top, and hence if the top classifier
misclassifies a sample, the lower classifier cannot correct the decision.
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Validation
Dataset Algorithm
Degree Unit Independent Hierarchical PRMs-IM2
Cross validation
BCom
MGT100 0.914 0.914 0.922
MKT100 0.786 0.756 0.893
BCS
ST152 0.839 0.811 0.950
FCS152 0.901 0.897 0.923
IPE101 0.913 0.913 0.892
BEng
Math2 0.883 0.821 0.965
Systems1 0.945 0.833 0.871
Materials1 0.854 0.717 0.941
2006-Test set
BCom
MGT100 0.921 0.921 0.921
MKT100 0.788 0.787 0.840
BCS
ST152 0.875 0.785 0.984
FCS152 0.927 0.887 0.968
IPE101 0.954 0.954 0.993
Average AUC 0.886 0.850 0.931
Table 5.5: The AUC results of the 5-fold Cross validation and 2006 testing set.
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Figure 5.7: ROC curves of the BCom student relational database for (a) MGT100
(b) MKT100 units (5-fold cross validation).
112
CHAPTER 5. CLASSIFYING MULTIPLE IMBALANCED ATTRIBUTES IN RELATIONAL
DATA
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
False Positive rate
Tr
ue
 P
os
iti
ve
 ra
te
Hierarchal
PRMs-IM
PRMs-IM2
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
False Positive rate
Tr
ue
 P
os
iti
ve
 ra
te
Hierarchal
PRMs-IM
PRMs-IM2
(b)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
False Positive rate
Tr
ue
 P
os
iti
ve
 ra
te
Hierarchal
PRMs-IM
PRMs-IM2
(c)
Figure 5.8: ROC curves of the BCS student relational database for (a) ST152 (b) FCS152
(c) IPE101 units (5-fold cross validation).
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Figure 5.9: ROC curves of the Engineering student relational database for (a) Math2
(b) Systems1 (c) Materials1 units (5-fold cross validation).
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
False Positive rate
Tr
ue
 P
os
iti
ve
 ra
te
Hierarchal
PRMs-IM
PRMs-IM2
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
False Positive rate
Tr
ue
 P
os
iti
ve
 ra
te
Hierarchal
PRMs-IM
PRMs-IM2
(b)
Figure 5.10: ROC curves of the BCom student relational database for (a) MGT100
(b) MKT100 units (2006-Testing Set).
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Figure 5.11: ROC curves of the BCS student relational database for (a) ST152 (b) FCS152
(c) IPE101 units (2006-Testing Set).
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As for the proposed approach (PRMs-IM2), the results show that PRMs-IM2 has generally
achieved promising results in classifying the multiple imbalanced attributes. Among the
thirteen experiments evaluated, PRMs-IM2 has outperformed the other classifiers in ten
experiments and obtained equal AUC values to these for the independent and hierarchical
approaches in the case of the BCom data for ‘MGT100’ unit in the test set. However,
PRMs-IM2 was outperformed in two experiments, first by the independent method in
the case of the BEng data for ‘Systems1’, and the second case by the independent and
hierarchical approaches for the BCS data for ‘IPE101’.
These AUC results confirm the benefits gained from the PRMs-IM2 framework for classi-
fying multiple imbalanced attributes, which has resulted in the best overall average AUC
result. The results of PRMs-IM2 also show the significance of learning from balanced
subsets that includes all the imbalanced attributes. Thus, PRM models are learned from
complete training sets, and hence can capture the different relationships between the at-
tributes. In addition, the relational learning technique (PRM) offers an effective tool for
capturing such interactions between the relational attributes, as discussed in Chapter 2.
This modelling of all attributes plays a critical role in prediction, as any prediction ob-
tained for one of the imbalanced attributes can greatly improve the predictions of those
related attributes. Modelling this interaction between the attributes in PRMs-IM2 could
explain the improved performance over the other methods. In view of the fact that this in-
teraction could not be achieved using the independent model, as each attribute is modelled
independently and hence the value of one attribute cannot be used to reach any conclusion
about the others. Furthermore, this interaction could not be achieved in the hierarchical
method as well, as only the top attributes can participate in the classification of the lower
ones but not vice versa. Moreover, though the combined approach has not been evaluated
in this chapter, the combined approach considers the imbalanced attributes as one single
complex attribute and thus cannot model the different interactions between the attributes
to reach better conclusions.
In the classification task and, in particular, for classifying multiple attributes, it is impor-
tant to take into consideration the number of classifiers required for training and inference.
Therefore, this section also presents the number of classifiers required for training and in-
ference for each algorithm, as shown in Table 5.6. The number of classifiers are presented
in comparison to that obtained by PRMs-IM2. For each algorithm, the number of clas-
sifiers for a particular dataset is divided by the corresponding number of classifiers of
PRMs-IM2. Algorithm with a normalized value greater than one indicates that the given
algorithm requires more classifiers than PRMs-IM2.
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(a)
Algorithm
Dataset (DS) Average
BCom BCS BEng over DS
PRMs-IM 1.53 2.11 1.95 1.86
Hierarchical 2.32 5.56 1.28 3.05
PRMs-IM2 1.00 1.00 1.00 1.00
(b)
Algorithm
Dataset (DS) Average
BCom BCS BEng over DS
PRMs-IM 1.53 2.11 1.95 1.86
Hierarchical 2.11 3.67 1.16 2.31
PRMs-IM2 1.00 1.00 1.00 1.00
Table 5.6: Normalized number of classifiers used for (a) Training (b) Inference.
The results in Table 5.6 show that PRMs-IM2 requires the least number of classifiers for
both training and inference. For example, in the case of training, the number of classifiers
for PRMs-IM and the hierarchical approaches are about twice and triple, respectively,
that of PRMs-IM2. In the case of inference, the number of classifiers for PRMs-IM and
the hierarchical approaches are about twice those of PRMs-IM2.
PRMs-IM2 requires the least number of classifiers because it constructs the ensemble
subsets such that each subset includes all the imbalanced attributes and hence one classifier
is required for each subset. Consider the case of two imbalanced attributes (Y1, Y2) that
have balanced subsets (N1, N2), respectively, where [N1 ≥ N2]. The number of classifiers
required of PRMs-IM for this case is (N1 +N2) for training and classifying new samples.
On the otherhand, consider the case of the hierarchical approach of the order (Y1, Y2),
and (n1, n2) balanced subsets of Y2 corresponding to the two classes of Y1. The number
of classifiers required for training is (N1 + n1 + n2) and the number of classifiers required
for inference is (N1 + max(n1, n2)). In contrast, PRMs-IM2 only requires N1 classifiers for
both training and inference.
5.5 Conclusion
This chapter has outlined a framework (PRMs-IM2) for classifying multiple imbalanced
attributes in relational domains. PRMs-IM2 is proposed as an extension of PRMs-IM to
model all the imbalanced attributes in a single model rather than building an indepen-
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dent model for each attribute as in PRMs-IM. The construction of the single model in
PRMs-IM2 is achieved by employing the popular bagging ensemble approach. PRMs-IM2
was evaluated to classify a number of multiple imbalanced attributes in student relational
data, particularly for undergraduate students of Computing, Commerce and Engineering.
The evaluation results show that PRMs-IM2 not only generally perform better than the
other approaches, but also requires the least number of models for training and inference.
Although PRMs-IM and its extension PRMs-IM2 have effectively addressed the imbal-
anced class problem in relational domains, both frameworks are proposed for the special
case of two-class classification. However, in several domains, many more different pattern
classes are required to be classified rather than just the two-class case. The multi-class
pattern classification in imbalanced data is discussed in the next chapter.
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Multi-Class Classification in
Imbalanced Data
The preceding chapters discussed and presented different techniques for handling the
imbalanced class problem in relational domains for the special two-class case. In particu-
lar, the previous chapter outlined a framework to handle the problem of modelling multiple
imbalanced attributes in such domains. However, in several applications, it is of interest
to assign to one class from many classes. Therefore, this chapter discusses learning from
imbalanced multi-class data and proposes a new approach, named Multi-IM, to deal with
the imbalanced multi-class problem. Multi-IM derives its fundamentals from the proba-
bilistic relational technique (PRMs-IM), designed for learning from imbalanced relational
data for the two-class problem. Multi-IM extends PRMs-IM to a generalized framework
for multi-class imbalanced learning for both relational and non-relational domains. In
this chapter, Multi-IM is evaluated on a number of imbalanced datasets of different do-
mains. The evaluation results show that Multi-IM generally outperforms other algorithms
and achieves high performance rates in predicting all the classes, including the minority
classes.
6.1 Introduction
There is a rich literature of pattern classification techniques proposed for the two-class
classification problem, such as support vector machines (SVM) (Hsu and Lin, 2002) that
are designed specifically for binary functions. Along with binary classification, several
algorithms have been also proposed for multi-class pattern classification. In multi-class
pattern classification, it is often of interest to choose one class from more than two pattern
classes, as in: text document classification (Stamatatos, 2008), bio-informatics (Al-Shahib
et al., 2005), and speech recognition (Even-Zohar and Roth, 2001).
Multi-class pattern classification can be simply defined as building a system that correctly
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maps the input of a given problem to an output of one of more than two classes. Many
of the multi-class algorithms are based on decomposing the multi-class problem into a
set of two-class classification problems, including the popular multi-class methods: One-
Against-All (OAA) (Anand et al., 1995) and One-Against-One (OAO) (Fu¨rnkranz, 2002;
Hastie and Tibshirani, 1998), discussed in Chapter 2.
Although multi-class methods have been shown to perform extremely well in classifying
multiple pattern classes in different domains, these methods were mainly proposed for
learning from assumed balanced datasets. However, many real-world domains have an
imbalanced data distribution, where some classes of data have very few training examples
when compared with the other classes.
This chapter discusses the imbalanced class problem in multi-class classification and
presents a new framework to handle this problem. In a review of the imbalanced class
problem, Chapter 4 introduced PRMs-IM method as a relational technique that can ef-
fectively handle the imbalanced problem in relational domains. However, PRMs-IM is
designed specifically for the special two-class problem.
In terms of multi-class classification reviewed in Chapter 2, though the popular multi-
class methods: One-Against-All (OAA) (Anand et al., 1995) and One-Against-One (OAO)
(Fu¨rnkranz, 2002; Hastie and Tibshirani, 1998), have their strengths in multi-class classi-
fication as pointed out by several papers (Rifkin and Klautau, 2004; Le´zoray and Cardot,
2008; Garcia-Pedrajas and Ortiz-Boyer, 2006), they have major limitations when dealing
with the imbalanced problem (Ou and Murphey, 2007). Furthermore, the new method
All-and-One (A&O) (Garcia-Pedrajas and Ortiz-Boyer, 2006) that combines the strengths
of both OAA and OAO approaches and avoids the problems of each, has not been designed
to address the imbalanced class problem.
The One-Against-Higher-Order (OAHO) approach (Murphey et al., 2007), reviewed in
Chapter 2, is proposed to handle the imbalanced problem for multi-class classification
by building a hierarchy of classifiers based on the data distribution. The experiments
conducted by Ou and Murphey (2007) show that OAHO tends to outperform the other
multi-class methods in imbalanced multi-class learning. However, OAHO includes the
challenge of arranging the classifiers in a good order to minimize propagating the classifi-
cation errors to the next levels of the hierarchy, as mistakes made at the top level cannot
be corrected by the following levels.
Based on this review, this chapter introduces a new approach (Multi-IM) to handle the
challenges of learning from imbalanced multi-class domains. The proposed approach is
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based on extending PRMs-IM to handle multi-class classification by applying the concepts
of A&O. Multi-IM applies the framework of A&O system by constructing both the OAA
and OAO approaches, but constructs a classifier for each of these approaches as a PRMs-
IM ensemble. Moreover, Multi-IM is proposed as a general framework to handle the
imbalanced multi-class problem for relational and flat (non-relational) domains.
Multi-IM is evaluated on a number of imbalanced datasets obtained from the UCI machine
learning database (Asuncion and Newman, 2007) and Curtin University. The experimental
results show that the proposed approach achieves high performance rates in learning from
imbalanced multi-class problems. Moreover, the results demonstrate the need for enriching
multi-class pattern classification techniques with balancing tools to improve classification
results.
The remainder of this chapter is organized as follows: in Section 6.2, the proposed approach
is introduced. The dataset used for evaluations and the evaluation results of the approach
are presented in Section 6.3. Finally, Section 6.4 concludes the chapter.
6.2 Methodology
This chapter introduces a new framework, named: Multi-IM, for multi-class classification
in imbalanced domains. Multi-IM can be viewed as an extension of PRMs-IM to multi-
class classification for relational and non relational domains. In Multi-IM, the balancing
concept of PRMs-IM is employed to handle the imbalanced class problem and the All-
and-One (A&O) approach is used for multi-class classification.
PRMs-IM was proposed in Chapter 4 as an ensemble approach for classifying two-class
imbalanced attributes in relational domains. In the PRMs-IM approach, a set of indepen-
dent PRM models are trained on balanced subsets extracted from the original imbalanced
dataset. Then, the models are combined to obtain the final classification results.
The All-and-One (A&O) approach, reviewed in Chapter 2, was introduced to handle multi-
class classification by training both OAO and OAA approches. The top two candidates of
the OAA are then selected, and the final answer is obtained by using the corresponding
OAO classifier of the two candidates.
In the proposed approach, the concepts of PRMs-IM and A&O are combined to build an
ensemble of classifiers. The construction and combinations of the classifiers in Multi-IM
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OAA 
Test  Instance
Top Two Candidates
( Ci, Cj)
Final Classification Result
PRMs_IM 1 PRMs_IM KPRMs_IM 2
Training Data
OAO 
PRMs_IM 1 PRMs_IM NPRMs_IM 2
Figure 6.1: The training and inference procedures of Multi-IM approach.
uses the All-and-One (A&O) approach, with each classifier in the framework is trained as
a PRMs-IM model.
In Multi-IM, OAA and OAO systems are first constructed by creating the required classi-
fiers. Thus, creating a classifier for each class in the OAA system, and creating a classifier
for each pair of classes in the OAO system. Each classifier in the OAA and OAO systems
is built as a PRMs-IM ensemble.
To construct each of the OAA and OAO classifiers as a PRMs-IM ensemble, the training
data of each classifier is partitioned into balanced subsets, in which each subset includes all
the minority samples of the training data and a random selection of the majority samples.
Then, an independent classifier is trained on each balanced subset. The components are
then combined using the weighted voting strategy, following the same approach for PRMs-
IM, discussed in Chapter 4.
For classifying new instances, the instance is first predicted by each of the classifiers of
the OAA system. The outputs of the OAA classifiers are then combined using majority
voting to find the top two candidates. Based on these top two candidates of the OAA
system, the final classification result is obtained by using the corresponding binary OAO
classifier of the two candidates. Fig. 6.1 shows the training and inference procedures of
Multi-IM approach.
It is proposed to use Multi-IM as a general framework for relational and non-relational
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Figure 6.2: An illustration of Multi-IM approach for learning from imbalanced multi-class
data.
domains. The idea behind this generalized framework is based on the belief that the
balancing concept of PRMs-IM of creating balanced subsets can be employed effectively
in both relational and flat domains. The major difference between the implementation
on these domains would be the selection of the classifier that best fits the domain char-
acteristics. For example, in relational domains, PRMs can be applied as the relational
learning technique to learn from the balanced subsets, whereas Bayesian Networks (BNs),
for example, can be applied for flat (non-relational) datasets.
To illustrate the Multi-IM approach, consider the example of a three class problem (C1, C2, C3),
which has an imbalanced data distribution. The Multi-IM approach for this problem is
illustrated in Fig. 6.2. Multi-IM first builds OAA and OAO systems by constructing
the required set of classifiers. For the OAA system, Multi-IM constructs three classi-
fiers (OAA1, OAA2, OAA3), one classifier for each class vs the other two. For classifier
OAAi, the corresponding training data Si consists of all the examples of class (i) as posi-
tives and all the other examples as negatives. For OAO, Multi-IM builds three classifiers
(OAO(1,2), OAO(1,3), OAO(2,3)) for each pair of classes. The training data S(i,j) of classifier
OAO(i,j), consists of the examples of class i as positives and the examples of class j as
negatives.
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To incorporate the imbalanced solution, the balancing concept of PRMs-IM is employed to
create balanced subsets for each classifier in OAA and OAO. Therefore, the corresponding
data Di of a classifier Fi is further partitioned into balanced subsets based on the statistical
distribution ofDi. Each subset consists of all theDi minority samples and an equal random
number of samples of the Di majority class sampled randomly with replacement. Then,
an independent classifier is trained on each balanced subset. The components are then
combined using the weighted voting strategy. Thus, each classifier outputs the class with
the highest weighted score as the predicted class.
By obtaining the classifiers of the OAA and OAO systems, a new test sample can be
classified. For example, a test sample (x) is predicted by submitting (x) to each of the
classifiers of the OAA system. Then, the results of the OAA system are combined to find
the top two candidates (Ci, Cj). The test sample is then evaluated using the corresponding
binary OAO classifier OAO(i,j) to find the final predicted result.
As in A&O approach, the main concern with Multi-IM is the large number of classifiers
required in this approach. For example, for the K-class problem, K(K − 1)/2 classifiers
are required for OAA, K classifiers for OAA, in addition to the set of PRMs-IM ensemble
classifiers, in which each depends on the statistical distribution of the corresponding data.
However, this number of classifiers can be reduced as suggested for A&O approach (Garcia-
Pedrajas and Ortiz-Boyer, 2006), by constructing the OAO binary classifiers once they are
required. Therefore, for a training data D, the OAA system is first constructed by training
the required classifiers. Then, for a new test sample x, the OAA system is used to obtain
the top two candidates (Ci, Cj). The corresponding OAO classifier OAO(Ci, Cj) is then
trained and used to predict the class of x. This could reduce the number of classifiers,
especially for problem domains with a large number of classes.
6.3 Experimental results
In order to get a clear idea about the performance of the proposed model, three datasets
from different domains are used, which are: Students, Glass, and Shuttle datasets. The
first dataset (Students) is obtained from Curtin University and the other two (Glass and
Shuttle) from the Machine Learning Data Repository of the University of California at
Irvine (UCI) (Asuncion and Newman, 2007).
This chapter uses the imbalance ratio described by Ou and Murphey (2007), for the OAO
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Phase Degree Dataset
No. Samples
Imbalance Ratio
Fail Average Excellent
Training
BCom
MGT100 159 1470 86 0.058
MKT100 88 1559 68 0.044
BCS
ST152 12 50 8 0.160
FCS152 11 53 6 0.113
IPE101 7 61 2 0.033
Testing
BCom
MGT100 30 185 31
MKT100 14 200 32
BCS
ST152 6 12 4
FCS152 5 11 5
IPE101 9 13 2
Table 6.1: Training and testing data distribution of students datasets.
method, to measure the class imbalance of each dataset. The imbalance ratio is defined
as the ratio of the size of the biggest class to the size of the smallest class. The imbalance
ratio has the range [0-1], with ‘1’ indicating well balanced data, and ‘0’ indicating that
the data is most imbalanced. The following sections describes the characteristics of each
dataset.
6.3.1 Datasets
6.3.1.1 Students Database
In this chapter, Multi-IM is evaluated on the same datasets used in PRMs-IM for un-
dergraduate students of the Bachelor of Computer Science (BCS) and the Bachelor of
Commerce (BCom), described in Section 4.4.1, but for multi-class pattern classification.
To evaluate the performance of Multi-IM on this relational imbalanced multi-class data,
the proposed model is used to predict the performances of the BCom and BCS students in
semester II units given their personal and academic information, and the grades achieved
in semester I. Table 6.1 shows the distribution of the training datasets for students enrolled
in the period 1999-2005. The imbalance ratios of the training datasets shown in Table 6.1
indicate that the datasets are highly imbalanced. The data of year 2006 is kept separately
as independent testing set to be used for evaluating the model trained on the data from
1999-2005.
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Dataset
No. Samples Imbalance
C1 C2 C3 C4 C5 C6 C7 Ratio
Training:
Glass 70 76 17 13 9 29 - 0.044
Shuttle 34,108 37 132 6748 2548 6 11 0.00018
Testing:
Shuttle 11,478 13 39 2155 809 4 2
Table 6.2: Training and Testing data distribution of Glass and Shuttle datasets.
6.3.1.2 UCI Datasets
The proposed approach is also evaluated using the Glass and Shuttle datasets obtained
from the UCI machine learning database. These datasets have been selected because they
represent highly imbalanced datasets with different numbers of pattern classes.
The Glass and Shuttle datasets have been widely used in different experiments by several
papers discussing the problem of multi-class pattern classification (Ou and Murphey, 2007;
Murphey et al., 2007; Garcia-Pedrajas and Ortiz-Boyer, 2006). These experiments have
shown that the popular multi-class algorithms, such as OAO and OAA, generally obtain
high prediction rates for the majority classes but perform poorly on predicting the minority
ones. Table 6.2 shows the distribution of the Glass and Shuttle datasets.
6.3.2 Experimental setup
The results of Multi-IM are presented in comparison to the multi-class methods: OAA,
OAO, OAHO, Stacking, and A&O, discussed in Chapter 2. For each dataset, 5-fold cross
validation is used to obtain the performance of each algorithm. For the Students and
Shuttle datasets, the algorithms are also evaluated by using the independent testing sets
shown in Table 6.1 and 6.2.
To build the Multi-IM ensembles as a set of components (classifiers) trained on balanced
subsets, a classifier must be selected based on the dataset characteristics. Therefore,
the PRM is used as the classifier model for the relational dataset (Students Database),
because of the relational format of the experimental data and the effectiveness of the PRM
on learning from relational data. For the other datasets (Glass, Shuttle), the Na¨ıve Bayes
classifier is used, due to the flat characteristics of the datasets.
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In evaluating the OAO approach, the majority voting scheme is used to combine the
outputs of the binary classifiers. Therefore, each classifier in OAO outputs the predicted
class of the test sample. Then, the test sample is assigned to the class with the highest
number of votes.
In the evaluation of the OAA approach, the outputs of the binary classifiers are combined
using probability outputs of the classifiers. Therefore, for each class i, the corresponding
classifier fi, that is trained on classifying class i against others, outputs the probability
score of class i. Then, the test sample is assigned to the class with the highest probability
score. The decision function of the OAA approach is defined as:
F (x) = argmax
i=1,....,K
fi(x) (6.1)
where K is the number of classes, fi(x) is the probability score assigned to class i by the
OAA classifier for classifying class i against all the other classes.
In OAHO modelling, the classes are ordered in descending order based on the size of the
data in each class. Therefore, the class with the largest number of samples is at the top
of the list. This order is applied in order to minimize the effect of the imbalanced class
problem as suggested by Ou and Murphey (2007). By this order, the minority classes
are used together as one class against the majority class, and hence, the effect of the
imbalanced data distribution is reduced.
In stacking modelling, there are two approaches to generate the new training set for
stacking, either by considering the probability estimations of the different classifiers or by
using the predicted output values of the classifiers to be fed to the meta classifier. The
experiments conducted by Le´zoray and Cardot (2008) have shown that the latter approach
produces better results than the former.
Therefore, in the evaluation of the stacking approach in this chapter, the predicted outputs
of the OAO approach are used to generate the new training set for the stacking approach.
The new training set is defined using the outputs of the binary classifiers as: Dstacking =
(x̂i, yi), in which yi is the original class of the testing sample and x̂i is the set of the
predictions of the binary OAO classifiers for the corresponding testing sample. Dstacking
is then used to train a Meta Classifier to predict the final class of the test sample. In this
evaluation, a decision tree (C4.5) (Quinlan, 1993) is employed as the Meta Classifier.
In the A&O approach, the OAA classifiers are combined using the same approach outlined
above for the OAA approach using the probability outputs and Equation 6.1. However,
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in this approach the decision function is used to get the first and second output classes
of the OAA model rather than only the first output class. Then, the corresponding OAO
model of the two outputs is used to get the final prediction of the A&O approach.
In this chapter, the evaluation of each algorithm is performed twice. The first evaluation is
performed by applying the multi-class classification algorithms to the imbalanced dataset.
The second evaluation is performed by embedding the balancing concept of PRMs-IM into
multi-class classification algorithms. Thus, training the algorithms on balanced subsets of
the imbalanced data. This balancing evaluation is performed to get a clear idea as to which
degree the classification performance is improved/worsened by enriching the classification
method with a balancing tool.
For example, in evaluating the OAA algorithm for the three-class problem, for the first
evaluation, three binary classifiers (C1, C2, C3) are constructed, in which classifier Ci is
trained using all the examples of class i as the positive examples and all the other examples
of the other classes as the negative examples, and then combining the outputs of the
classifiers.
The second evaluation of the OAA approach is more concerned with balancing the data
using the concept of PRMs-IM. Therefore, each classifier Ci is built as an ensemble of
classifiers trained on balanced subsets. Thus, the data of a classifier Ci is divided into
balanced subsets, where each subset includes an equal number of positive and negative
samples. An independent classifier is then trained on each balanced subset and the clas-
sifiers are combined using the weighted voting strategy to get the output of Ci. The
classifier Ci is then combined with the other binary classifiers of the OAA to solve the
original classification problem.
6.3.3 Results
In order to evaluate the performance of the proposed model, the Receiver Operating Char-
acteristics (ROC) curve and the Area Under Curve (AUC) (Fawcett, 2006) are used. These
measures have been used by others to analyse the performance of imbalanced classification
algorithms.
However, as the objective is to evaluate multi-class classification algorithms in this chapter,
the multi-class AUC method proposed by Provost and Domingos (2000) is employed. In
this approach, a separate AUC is calculated for each class, where the AUC for class i is
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calculated by considering all the examples belonging to class i as positives and the examples
of all other classes as negatives. Then, the total AUC is calculated as the summation of
the AUCs weighted by the class prior probability, as follows:
AUCtotal =
∑
ci∈C
AUC(ci) ∗ p(ci) (6.2)
where, AUC(ci) is the AUC for class i, and p(ci) is the prior probability of class i.
Table 6.3 shows the total AUC results obtained on the datasets. The AUC table shows
two sets of experimental results: Experiment-A: the results obtained by applying the
classification methods as described in Chapter 2, Experiment-B: the results on the same
datasets after introducing the balancing concept into each of the classification methods. A
classification method M in Experiment-A is denoted as M in the balancing Experiment-
B. The best result for each dataset is shown in bold. The table also shows the average
performance of each algorithm over the datasets.
The overall average AUC shows that the best performance is obtained by Multi-IM, and
the least is achieved by the stacking algorithm. Table 6.4 shows the order of the algorithms
based on their average AUC performance, in which the best performed algorithm is listed
at the top of the list.
The results presented in Table 6.4 show that majority of algorithms have shown improved
performances when combined with the balancing concept of PRMs-IM. For the five al-
gorithms evaluated, four algorithms have shown improved performance when trained on
balanced subsets. These results confirm the necessity of enriching multi-class techniques
with balancing tools to improve the classification results in imbalanced domains.
Interestingly, both the Stacking and Stacking approaches have achieved the least average
AUC performance over the datasets. In terms of the individual experiments, Stacking has
obtained relatively similar results to those of OAO and OAA and did not show significant
improvement. However, OAA and OAO obtained improved performance over that of
Stacking.
The poor performance of the Stacking approach is caused by the imbalanced data dis-
tribution of the new Stacking training set trained by the Meta Classifier. In the new
training set, the minority class still has a low number of samples in comparison to the
majority class, which results in poor prediction over the minority samples. However, the
Stacking approach gained slightly a better performance in the Stacking after using the
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Order Algorithm Average AUC performance
1 Multi-IM 0.882
2 OAA 0.837
3 A&O 0.818
4 OAHO 0.811
5 OAA 0.802
6 OAO and OAHO 0.795
7 OAO 0.762
8 Stacking 0.753
9 Stacking 0.734
Table 6.4: The order of the algorithms based on their average AUC performance.
balancing concept.
The results show that A&O has obtained the third best average performance, after Multi-
IM and OAA. This shows that though the multi-class approach A&O is not designed for
imbalanced problems, the A&O approach outperforms most of the evaluated algorithms,
including those using the balanced approach. In a comparison between the results of
the A&O approach and those of A&O components (OAA and OAO), the A&O approach
has outperformed both the OAO and OAA in all of the thirteen experiments shown in
Table 6.3. These findings demonstrate the benefits gained from the A&O framework that
combines the strengths of both OAA and OAO and avoids the problems of each.
The evaluation results of OAHO shows that OAHO performs better than OAHO. Nev-
ertheless, the experiments show that the performance of OAHO is still hindered by the
misclassification rates of the classifiers in the hierarchical strategy. For example, consider
the case of a hierarchy of three classifiers (A,B,C) with the corresponding misclassifica-
tion rates (20%, 10%, 20%), respectively. Each classifer has a low error rate by itself, but
when it is used in the hierarchy with the order (A,B,C), this means that the misclassi-
fied examples (20%) of the first classifier (A, not A) are propagated to the next level and
hence again misclassified by the classifiers (B,C), which adds extra error to the examples
missclassified into classes B and C.
An interesting observation in the average AUC performance is that both OAO and OAHO
obtained the same performance. This outcome could be a result of using the OAHO
framework that trains the small classes together against the majority class, and then trains
the small classes against each other. Therefore, in OAHO, the classes are by some means
trained against each other but by maintaining as much balanced distribution as possible.
Similarly, in OAO, classes are trained against each other but on balanced distributions
for each classifier.
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Another interesting observation for the average AUC performance is that OAA obtained
the second best performance. This outcome again confirms the effectiveness of the OAA
approach in multi-class classification, as pointed out by Rifkin and Klautau (2004). Fur-
thermore, this outcome also reinforces the concept of introducing balancing into the multi-
class algorithms to handle the problem of multi-class classification in imbalanced domains.
As for the proposed approach (Multi-IM), it can be viewed as a framework that first
evaluates OAA on balanced subsets, i.e. using OAA to obtain the top two candidates (i, j),
then, it evaluates the corresponding binary classifier of the top candidates (OAO(i, j)).
The results presented in Table 6.4 show that Multi-IM has obtained the best average
AUC performance. Moreover, among the thirteen experiments evaluated, shown in Ta-
ble 6.3, Multi-IM achieved the best results in ten experiments, and obtained relatively less
performance than the best performance in the remaining three experiments.
The results for Multi-IM confirms the effectiveness of using the OAA approach, which has
obtained superior results as the second best performing algorithm after Multi-IM. The im-
proved performance of Multi-IM over its component OAA refers to using the independent
binary classifiers of OAO to classify between the two top candidates, which are usually
highly accurate by their own, as pointed out by Garcia-Pedrajas and Ortiz-Boyer (2006).
The improved performance of Multi-IM over its basic A&O framework has been achieved as
a result of introducing the balancing concept of PRMs-IM into Multi-IM. Therefore, each
classifier can, in the Multi-IM framework, effectively classify new samples without being
hindered by the imbalanced class problem. The experiments conducted on the relational
and non-relational domains also show the effectiveness of the proposed approach for both
domains. The major difference between the two domains is in selecting the appropriate
classifier for each domain.
6.4 Conclusion
In this chapter, the research focused on two main challenges in pattern recognition: the
imbalanced class problem and multi-class classification. The research outlined and evalu-
ated the different strategies developed to solve each of these two challenges on its own, and
those strategies proposed to handle both challenges. Based on this evaluation, a frame-
work is introduced to handle these challenges simultaneously. The proposed approach
(Multi-IM) is based on a relational technique designed for the binary imbalanced prob-
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lem (PRMs-IM). However, Multi-IM extends PRMs-IM to a generalized framework for
relational and non-relational domains. The proposed approach was applied to a number
of imbalanced datasets from different domains. The results of Multi-IM improved gen-
erally over the other strategies evaluated. Furthermore, the evaluation results confirm
the concept of Multi-IM for the design of special multi-class algorithms for imbalanced
domains.
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Conclusion
This thesis has investigated the problem of mining imbalanced relational domains because
of its potential in a wide range of real-world applications. In this investigation, the need
for additional research for learning from such domains became evident and the need was
identified to improve Probabilistic Relational Models (PRMs) for this task.
Therefore, the aim of this thesis has been to explore this need, along with the construction
of a number of models for mining imbalanced relational domains. This has been achieved
with extended versions of PRMs to handle the learning from imbalanced relational do-
mains.
In Chapter 3, an application of PRMs for mining relational domains was presented. The
applications demonstrated the ability of PRMs for mining a real-world university database,
and particularly, the data of first year undergraduate students. The learned PRM models
revealed the important dependencies in this domain and have significantly pointed to a
number of recommendations to further improve student performance in first year. Further-
more, a data mining visual tool was presented to demonstrate the mining outcomes of the
learned PRM models. The tool spatially illustrated the dependencies found by the PRM
and aids the interpretation of the outcomes of the PRM learned models for non-PRMs
expert.
In Chapter 4, an investigation into the efficiency of PRMs in mining imbalanced relational
domains was presented. The investigation showed that PRMs performance is hindered by
the imbalanced class problem in a similar way to the attribute-based method it is based
on: the Bayesian Network (BN). An extension of PRMs for handling the imbalanced class
problem in relational domains was introduced. The new model, PRMs-IM, utilizes the
effectiveness of PRMs in relational learning and enriches it with ensemble learning. The
ensemble learning employed in PRMs-IM focused on accurately classifying the rare cases
that are usually of high importance. Experimentation revealed that the performance
of PRMs-IM improved significantly over the standard techniques: PRMs and BN, and
obtained comparable results with the special algorithms of imbalanced relational learning.
134
CHAPTER 7. CONCLUSION
Chapter 5 continued the work into the analysis of mining multiple imbalanced attributes
in relational domains, where several attributes are of interest to be classified. The work
showed the significance of this problem in different domains and proposed a model, PRMs-
IM2. The new model extends the work presented in Chapter 4 by employing the bagging
approach. This approach models all the imbalanced attributes in a single model rather
than building an independent model for each attribute as in PRMs-IM. Experimentation of
PRMs-IM2 on a student database was presented to infer students’ performance in second
semester units of the first year. The evaluation results demonstrated the success of PRMs-
IM2 in inferring student performances, and showed that the proposed approach requires
the least number of models for training and inference than the other classical techniques.
Finally, Chapter 6 investigated the problem of multi-class imbalanced classification. The
investigation compared and evaluated several well-known methods in this field. Based on
this study, an extension of PRMs-IM is introduced for multi-class imbalanced classification.
The new model (Multi-IM) utilizes the benefits of the well-known methods in this field to
target the imbalanced class problem in multi-class classification. Furthermore, the model
was proposed as a generalized model that can be employed for flat and relational domains.
Experimentation on imbalanced datasets from both domains demonstrated the efficiency
of the proposed model and supported the concept of enriching the multi-class algorithms
with tools to handle the imbalanced class problem.
7.1 Future directions
Several interesting problems related to this research could be further investigated for fu-
ture work. First of all, in this thesis, three models were presented for mining imbalanced
relational domains. The first model targeted the problem of classifying a single binary
imbalanced attribute in relational domains, while the other two models extended the first
one to handle the classification of several binary imbalanced attributes, and the classifica-
tion a single multi-class imbalanced attribute. These models outline another line for future
work to build a model that targets all the problems handled by each model separately.
This denotes constructing a model that can be employed for classifying several imbalanced
attributes, along with handling the multi-class classification. This goal could be achieved
by exploring the different techniques employed in the three proposed approaches and in-
vestigating their strengths and weaknesses. Such a model would certainly play a vital role
in mining different domains without being constrained by some contexts.
Another interesting direction for future work is exploring the Probabilistic Relational
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Models with Class Hierarchies (PRMs-CH) (Getoor et al., 2000) with regards to mod-
elling imbalanced domains. PRMs-CH extend PRMs by introducing the theory of class
hierarchies via inheritance and specialization concepts. Therefore, constructing subclasses
that can have a specialized probabilistic model for some instances of the parent class. This
approach mainly targets the problem in standard PRMs of having all elements of the same
class to use the same model, and thus can not have different dependencies for different
types of instances. For example, for a university database holding the data of different
courses, the set of parents affecting the performance of a Computing student are the same
as those affecting an Engineering student, because the performance attribute is not specific
for each course. Therefore, PRMs-CH offers a general mechanism to define the dependency
model of the parent class as well as the dependency model for the subclasses. Such hier-
archical modelling would certainly have an impact on the imbalanced class problem, and
hence a further exploration in this field would be a interesting challenge.
Finally, in this thesis, the proposed approaches considered learning from static databases,
where the entire data record represents a single time frame. On the other hand, data
can be often organized as ordered data streams with temporal indices. For example, the
university datasets presented in this thesis could be organized into a set of databases,
where each database represents the students data for an academic year. This temporal
modelling over years could enhance the predictability of the learned models, and thus can
infer about a given student in a specific year, given the performances in the other years.
This indicates an interesting opportunity for exploring temporal mining with regards to
imbalanced relational domains. A possible approach for achieving this goal would be
through extending the learning technique of PRMs to accommodate temporal learning,
and then investigating the imbalanced class problem in such models. Extending PRMs
for temporal learning could be investigated in a similar way to how Dynamic Bayesian
Networks extend Bayesian Networks. Although such work may lead to complex models,
the resulting models would play a critical role in mining different real-world applications,
where temporal interdependencies need to be considered.
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