In this paper, we show that there exists a balanced linear threshold function (LTF) which is unique games hard to approximate, refuting a conjecture of Austrin, Benabbas, and Magen. We also show that the almost monarchy predicate P(x) = siдn((k − 4)x 1 + k i=2 x i ) is approximable for sufficiently large k.
INTRODUCTION
Constraint satisfaction problems (CSPs), where we have a set of constraints which we are trying to satisfy, are a central topic of study in computer science. One example of a CSP is 3-SAT, which is extremely important in both theory and practice. Other very important examples of CSPs are k-colorability, MAX CUT, and unique games.
As can be seen from these examples, CSPs are a very rich class of problems. There are many different questions we can ask about CSPs, two of which are as follows:
(1) How hard is it to determine if it is possible to satisfy every constraint in a CSP? (2) If we are only trying to satisfy as many constraints as possible rather than satisfying every constraint, what is the best approximation ratio that we can achieve? The first question was answered by the Dichotomy Theorem which was recently proved after a long line of work. The Dichotomy Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. STOC '19, June 23-26, 2019, Phoenix, AZ, USA © 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM. ACM ISBN 978-1-4503-6705-9/19/06. . . $15.00 https://doi.org /10.1145/3313276.3316374 Theorem says that for any CSP, the question of whether every constraint can be satisfied is either NP-complete or can be solved in polynomial time (i.e. there are no NP-intermediate CSPs). The Dichotomy Theorem also gives a characterization of which CSPs are NP-complete and which CSPs can be solved in polynomial time. This theorem was first proved for CSPs on boolean variables by Schaeffer [22] . Feder and Vardi [9, 10] generalized the statement to all CSPs, stating it as a conjecture which was recently proved by Bulatov [6] and Zhuk [24] .
In this paper, we focus on the second question. In particular, we consider the following subquestion: Given a CSP where each constraint has the form of some predicate P and almost all of the constraints can be satisfied, is there a randomized polynomial time algorithm which is guaranteed to do significantly better in expectation than a random assignment? If so, then we say that the predicate P is approximable. If not, then we say that P is approximation resistant.
There is a large body of work on this subquestion. On the algorithmic side, Goemans and Williamson's [12] breakthrough algorithm for MAX CUT using semidefinite programming implies that all predicates P on two boolean variables are approximable. Håstad [17] later generalized this result, showing that all 2-CSPs are approximable. For larger arity predicates, many individual predicates have been shown to be approximable, see e.g. [1, 13, 19 ], but we have few general criteria for showing that a predicate is approximable.
On the hardness side, in a breakthrough work Håstad [18] used his 3-bit PCP theorem to prove that 3-SAT and 3-XOR are NP-hard to approximate. In another breakthrough work, Khot [14] discovered that if we assume the unique games problem is hard then we can show further inapproximability results. Building on this work, Khot, Kindler, Mossel, and O'Donnell [15] showed that if we assume the unique games problem is hard then the Goemans-Williamson algorithm for MAX CUT is optimal and Austrin and Mossel [5] showed that any predicate which has a balanced pairwise independent distribution of solutions is unique games hard to approximate. Chan [7] later strengthened this to NP-hardness under the stronger condition that there exists a pairwise independent subgroup.
In 2008, Raghavendra [21] showed a dichotomy for the hardness of CSPs. Either a standard semidefinite program (SDP) gives a better approximation ratio than a random assignment or it is unique games hard to do so. Assuming the unique games conjecture (or at least that unique games is hard to solve), Raghavendra's result gives a characterization of which predicates P are approximation resistant. However, this characterization leaves much to be desired becuase for any given CSP it may be extremely hard to decide which case holds. In fact, it is not even known whether it is decidable! In this paper, we investigate predicates which are balanced linear threshold functions (LTFs), i.e. predicates of the form P :
Balanced LTFs are an interesting class of predicates to study because while balanced LTFs are simple, we cannot use Austrin and Mossel's criteria [5] for unique games hardness because balanced LTFs cannot have a balanced pairwise independent distribution of solutions. Due to this, it was previously unknown whether there are any predicates which are balanced LTFs and are unique games hard to approximate (Austrin, Benabbas, and Magen [1] conjectured that there are none).
On the approximability side, the balanced LTF which is best understood is the majority predicate P(x) = siдn( k i=1 x i ) (where k is odd), which is approximable. Hast showed that any balanced LTF which is close to majority is also approximable [13] . Cheraghci, Håstad, Isaksson, and Svensson [8] further investigated the majority predicate, determining almost exactly how well it can be approximated. However, aside from the majority predicate and balanced LTFs which are close to majority, little was known. Austrin, Benabbas, and Magen [1] showed that the monarchy predicate P(x) = siдn((k − 2)x 1 + k i=2 x i ) is approximable, but even determining whether the almost monarchy predicate
is approximable was an open problem.
Our Results
Our main result is the following theorem which refutes the conjecture of Austrin, Benabbas, and Magen [1] . Theorem 1.1. There exists a predicate P which is a balanced linear threshold function and is unique games hard to approximate. Remark 1. This predicate P is very different from other predicates which are known to be unique games hard to approximate. To the best of our knowledge, for all other predicates P ′ which have previously been shown to be unique games hard to approximate, either P ′ has a balanced pairwise independent distribution of solutions or (like the predicate studied by Guruswami, Lewin, Sudan, and Trevisan [11] ) can be easily reduced to such a predicate. As a consequence, while linear degree sum of squares lower bounds are known for all other predicates P ′ which have previously been shown to be unique games hard to approximate, we do not have sum of squares lower bounds for approximating this predicate P.
We also prove the following approximability result.
High Level Overview
We now give a high level overview of our techniques. To prove Theorem 1.1, we use Raghavendra's dichotomy [21] . In particular, we explicitly construct a finite size instance where the standard SDP "thinks" that every constraint is satisfiable but in reality, every assignment satisfies exactly half of the constraints. We call this instance a perfect integrality gap instance (see Definition 3.13). By Raghavendra's result, this perfect integrality gap instance implies that our predicate is unique games hard to approximate.
However, for balanced LTFs it is extremely hard to construct this perfect integrality gap instance directly. Instead, we start by making the following changes.
(1) We change the input to be Z k rather than {−1, +1} k .
(2) Instead of considering all possible inputs in Z k , we only consider a subset V ⊆ Z k of the possible inputs.
With these changes, we can give an explicit integrality gap instance which is the core of our construction. After constructing our core, we use gadgets to transform our core into a perfect integrality gap instance. This transformation is intricate and has several parts. Some of the ideas involved are as follows (1) We convert integer valued variables to ±1 variables by encoding them in unary. (2) We embed the restriction that the input must come from the subset V into the constraints themselves. More precisely, we ensure that for any input x which does not come from V , exactly half of the constraints will be satisfied. (3) For technical reasons, after applying all of these gadgets, instead of having one predicate P we have two predicates P 1 and P 2 . To fix this, we construct a third predicate P 3 which can act as both P 1 and P 2 .
To construct an approximation algorithm for the almost monarchy predicate for sufficiently large k, we proceed as follows. The standard SDP gives us global biases and pairwise biases {b i : i ∈ [n]} and {b i j : i < j ∈ [n]}. We then construct a randomized rounding scheme which takes these biases and pairwise biases and maps them into an actual x ∈ {−1, +1} n . This rounding scheme has the property that for each individual constraint, the probability that the constraint is satisfied by x is at least 1 2 + ϵ for some ϵ > 0. The construction of this rounding scheme is also intricate. Some of the ideas involved are as follows.
(1) Using Fourier analysis, we can express E[P(x)] for a given rounding scheme as a function of the biases {b i : i ∈ [n]} and pairwise biases {b i j : i < j ∈ [n]}. (2) For the almost monarchy predicate P(x) = siдn((k − 4)
We start with the rounding scheme where we choose each x i by flipping a random coin with bias ϵ ′ b i for some sufficiently small ϵ ′ > 0 (this is the rounding scheme which gives an approximation algorithm for majority and any predicate satisfying Hast's criterion [13] ). Using this rounding scheme,
4) HereP {1} >> (k − 4)P {i } so we need to compensate for this by adding a multiple of k i=2P {i } b i . It turns out that we can't quite do this, but we can obtain a good approximation using higher degree terms. This allows us to get close enough to our target to obatin an approximation algorithm.
Outline
The remainder of the paper is organized as follows. In section 2 we give some preliminaries. In section 3 we recall the known criteria for proving that a predicate P is unique games hard to approximate. In section 4, we construct a balanced LTF which is unique games hard to approximate, proving our main result. Finally, in section 5 we give some open problems.
We defer the proof of Theorem 1.2 to the full version of this paper.
PRELIMINARIES
In this section, we give some preliminaries. In particular, we give definitions and examples for linear threshold functions, predicates, CSPs, and approximation resistance.
Linear Threshold Functions
(as otherwise f would be undefined). We say that a linear threshold function is balanced if c = 0 (i.e. there is no constant term).
) is an LTF but it is not a balanced LTF. Example 2.4. As noted in the introduction, the following functions are all balanced LTFs:
(1) Majority: f (x 1 , . . . ,
Remark 2. Note that for the monarchy function f (x 1 , . . . , x k ) = siдn((k −2)x 1 + k i=2 x i ), the monarch x 1 determines the output unless all of the citizens x 2 , . . . , x k agree in which case the citizens determine the output. The almost monarchy function is like the monarchy function except that the monarch now needs the support of two citizens in order to get his or her way.
Predicates and Constraint Satisfaction
Problems (CSPs)
We say a boolean constraint C is satis-
Definition 2.7. Let P be a boolean predicate. We say that a boolean constraint C : {−1, +1} n → {−1, +1} has form P if there exists a map ϕ : [k] → [n] and signs (z 1 , . . . , z k ) ∈ {−1, +1} k such that C(x 1 , . . . , x n ) = P(z 1 x ϕ(1) , . . . , z k x ϕ(k ) ) Definition 2.8. We define MAXCSP(P) to be the class of CSPs where all of the constraints have form P. Given an instance I ∈ MAXCSP(P) with m clauses (i.e. I = {C 1 , . . . , C m } where each C i has form P), we define v max (I ) and v min (I ) to be
respectively. In other words, v max (I ) is the maximum proportion of the constaints in I which can be satisfied at the same time and v min (I ) is the minimum proportion of the constraints in I which can be satisfied at the same time.
Approximation Resistance and Strong Approximation Resistance
Definition 2.9. Given a predicate P :
to be the probability that a random x ∈ {−1, +1} k satisfies P Definition 2.10. We say that a boolean predicate P is approximable if there exists an ϵ > 0 and a probabilistic polynomial time algorithm which can distinguish between instances I ∈ MAXCSP(P) such that v max (I ) ≥ (1 − ϵ) and instances I ∈ MAXCSP(P) such that v max (I ) ≤ (r P + ϵ) (if v max (I ) ∈ (r P + ϵ, 1 − ϵ) then the output of the algorithm can be arbitrary). If no such algorithm exists then we say that P is approximation resistant.
In fact, most of the known criteria for approximation resistance show a slightly stronger statement. Not only is hard to distinguish between the case where (1 − ϵ) of the constraints can be satisfied and the case where no assignment satisfies more than r P + ϵ of the constraints, it's hard even to distinguish between the case where (1 − ϵ) of the constraints can be satisfied and the case where all assignments satisfy between r P − ϵ and r P + ϵ of the constraints. Definition 2.11. We say that a boolean predicate P is weakly approximable if there exists an ϵ > 0 and a probabilistic polynomial time algorithm which can distinguish between instances I ∈ MAXCSP(P) such that v max (I ) ≥ (1 − ϵ) and instances I ∈ MAXCSP(P) such that v max (I ) ≤ (r P + ϵ) and v min (I ) ≥ (r P − ϵ)
or v min (I ) < r P − ϵ then the output of the algorithm can be arbitrary). If no such algorithm exists then we say that P is strongly approximation resistant.
Remark 3.
It is an open problem whether there are any predicates which are approximation resistant but not strongly approximation resistant. That said, if P is an odd predicate then P is strongly approximation resistant if and only if it is approximation resistant. Thus, for balanced LTFs these two notions are the same.
Conditional Hardness of Approximation
Currently, we can only show that predicates are approximation resistant/strongly approximation resistant under an assumption such as BPP N P or the unique games conjecture. Definition 2.12. We say that a boolean predicate P is NP-hard to approximate if for all ϵ > 0 it is NP-hard to distinguish between
If it is also NP-hard to distinguish between I ∈ MAXCSP(P) such that v(I ) ≥ (1−ϵ) and I ∈ MAXCSP(P) such that v max (I ) ≤ (r P +ϵ) and v min (I ) ≥ (r P − ϵ) then we say that P is NP-hard to weakly approximate.
Example 2.13. As discussed in the introduction, Håstad's 3-bit PCP (probabilistically checkable proof) [18] shows that the 3-XOR predicate P = x 1 x 2 x 3 and the 3-SAT predicate P = siдn(x 1 + x 2 + x 3 + 2) are both NP-hard to weakly approximate.
While we would like to show that our predicate P which is a balanced LTF is NP-hard to approximate, we currently need a stronger assumption, that unique games is hard, in order to show that P is approximation resistant.
Definition 2.14. In the unique games problem with t labels, we are given a graph G together with a bijective map ϕ e : [t] → [t] for each edge e ∈ E(G). We are then asked to assign a label
the number of edge constraints which are satisfied)
Khot [14] made the following conjecture, known as the unique games conjecture Conjecture 2.15 (Uniqe Games Conjecture). For all ϵ > 0 there exists a t such that it is NP-hard to take a unique games problem with t labels and distinguish between the following cases:
In other words, at least (1 − ϵ)|E(G)| of the edge constraints can be satisfied.
In other words, at most ϵ |E(G)| of the edge constraints can be satisfied.
Definition 2. 16 . We say that a predicate P is unique games hard to approximate if for any ϵ 1 > 0 and integer t there exists an ϵ 2 > 0 such that there is a polynomial time reduction from the problem of taking a unique games instance with t labels and distinguishing between the following two cases:
(1) At least (1 − ϵ 1 )|E(G)| edge constraints can be satisfied.
(2) At most ϵ 1 |E(G)| edge constraints can be satisfied. to the problem of distinguishing between instances I ∈ MAXCSP(P)
If this statement is also true for the problem of distinguishing between instances I ∈ MAXCSP(P) such that v max (I ) ≥ (1 − ϵ 2 ) and instances I ∈ MAXCSP(P) such that v max (I ) ≤ (r P + ϵ 2 ) and v min (I ) ≥ (r P − ϵ 2 ) then we say that P is unique games hard to weakly approximate.
CRITERIA FOR APPROXIMATION RESISTANCE
In this section, we recall known criteria for proving that a predicate P is unique games hard to approximate. We then define perfect integrality gap instances, which is the criterion we will use. As we will observe, perfect integrality gap instances are more general than having a balanced pairwise indpendent distribution of solutions but they are still a special case of Raghavenra's criterion.
The Standard SDP for CSPs
We first recall the standard SDP described by Raghavendra [21] which gives an approximation ratio better than the random assignment whenever it is not unique games hard to do so. The idea behind the SDP is as follows. The SDP wants to find a global distribution D of solutions. However, instead of searching for the entire distribution D, the SDP searches for the global biases and
Unfortunately, it is difficult to check whether global biases and pairwise biases B correspond to a global distribution D of solutions, but we can check if B is consistent with each individual constraint. More precisely, we evaluate a potential B as follows. For each constraint C, we find a distribution of assignments to the variables involved in C which matches B and maximizes the probability that C is satisfied. This probability is the score of B on the constraint C.
The goal of the SDP is to find a B which maximizes the sum of the scores of B on all of the constraints.
To make this rigorous, we make the following definitions.
where the pairs i 1 , i 2 are in lexicographical order. 
where the pairs j 1 , j 2 are in lexicographical order. 
to be the convex hull of the points in X .
Also, we define the polytope ALL k to be
With these definitions, the score of B on the constraint C is the maximum a ∈ [0, 1] such that p B, I ∈ aKTW C + (1 − a)ALL k Remark 4. We call this polytope the KTW polytope because Khot, Tulsiani, and Worah [20] highlighted the central role this polytope plays in determining whether a predicate P is strongly approximation resistant or not. That said, it should be noted that similar polytopes appeared in previous papers (see e.g. [2] [3] [4] ). Definition 3.5. We now define the standard SDP for a set of constraints {C 1 , . . . , C m } on variables {x 1 , . . . , x n }. We have the following variables:
(1) We have variables {b i : i ∈ [n]} and {b i j : i, j ∈ [n], i < j}.
We take the matrix B so that
With these variables, we are trying to maximize 1 m m i=1 a C i subject to the following constraints:
Raghavendra [21] proved the following theorem:
Theorem 3.6. A predicate P is unique games hard to approximate if and only if for all ϵ > 0 there is an instance I ∈ MAXCSP(P) such that
The KTW Criterion
Khot, Tulsiani, and Worah [20] found an alternative criterion for showing that a predicate P is unique games hard to approximate. In fact, the KTW criterion gives a precise characterization of the predicates P which are unique games hard to weakly approximate (so the KTW criterion may be slightly stronger than Raghavendra's criterion).
To write down the KTW criterion, we need the following definitions from [20] :
For a measure Λ on KTW P and a subset S ⊆ [k], let Λ S denote the projection of Λ onto the coordinates of S. For a permutation π : S → S and a choice of signs z ∈ {−1, +1} |S | , let Λ S, π,z denote the measure Λ S after permuting the the indices in S according to π and then (possibly) negating the coordinates according to multiplication by {z i } i ∈S Definition 3.8 (Definition 1.1 of KTW [20] ). Let A s be the family of all predicates (of all arities) P :
Khot, Tulsiani, and Worah [20] prove the following theorem Theorem 3.9. A predicate P is unique games hard to weakly approximate if and only if P ∈ A s Remark 5. The KTW criterion has the advantage that it can be expressed only in terms of the polytope KTW P and the Fourier characters of P, but like Raghavendra's criterion, it is unknown whether it is even decidable.
Unique Games Hardness of Approximation from a Balanced Pairwise Independent Distribution of Solutions
We now observe (as has been observed before) that if a predicate has a balanced pairwise indepedent distribution of solutions, which was shown to imply unique games hardness by Austrin and Mossel [5] , then it satisfies both of Raghavendra's criterion and the KTW criterion.
+1} be a boolean predicate. We say that a distribution D is a balanced pairwise independent distribution of solutions for P if
The uniform distribution on the four solutions
is a balanced pairwise independent distribution of solutions for P.
Lemma 3.12. If a predicate P has a balanced pairwise independent distribution of solutions then it satisfies both Raghavendra's criterion for being unique games hard to approximate and the KTW criterion for being unique games hard to weakly approximate.
Proof. To see that P satisfies Raghavendra's criterion for being unique games hard to approximate, consider the instance I ∈ MAXCSP(P) with variables x 1 , . . . , x k and the 2 k constraints
Observe that (1) Since every assignment satisfies exactly 2 k r P constraints, v max (I ) = r P .
(2) The standard SDP has value 1 on I and this can be achieved by setting
To see that P satisfies the KTW criterion for being unique games hard to weakly approximate, note that having a pairwise independent distribution of solutions implies that ì 0 ∈ KTW P so we can take Λ to be the probability measure which is ì 0 with probability 1. We now have that
because Λ S, π,z will always be the measure which is ì 0 with probability 1.
Perfect Integrality Gap Instances
While the criterion of having a balanced pairwise independent distribution of solutions is simple and powerful, it does not capture all predicates P which are unique games hard to approximate and we need a stronger criterion. The criterion we use is that there is a perfect integrality gap instance for the standard SDP which consists of functions of the form P. 
. , x n )}| is the same. In other words, it is impossible to do any better or worse than a random assignment because every assignment satisfies exactly the same number of constraints.
For brevity, we will just say "perfect integrality gap instance" and omit writing "for the standard SDP" Remark 6. In this paper, it is sufficient to consider perfect integrality gap instances where all of the constraints C a are on the same set of variables x 1 , . . . , x k . However, we do not require this in the definition. 
was shown to be NP-hard to approximate by Guruswami, Lewin, Sudan, and Trvisan [11] . This predicate does not have a pairwise independent distribution of solutions but {P(x 1 , Proof. If there is a perfect integrality gap instance I = {C a : a ∈ [m]} ∈ MAXCSP(P) then Raghavendra's criterion for being unique games hard to approximate is satisfied by definition. In particular, (1) Since every assignment satisfies exactly mr P constraints, v max (I ) = r P
(2) The standard SDP has value 1 and this can be achieved with the given biases {b i } and pairwise biases {b i j } The proof that the KTW criterion is satisfied requires carefully putting the definitions together. We defer this proof to the full paper.
AN APPROXIMATION RESISTANT LTF
In this section, we construct a predicate P which is a balanced linear threshold function and is unique games hard to approximate.
Core of the Construction
As described in the introduction, the core of the construction is a predicate P = siдn(l) (where l is a linear form) together with a set of constraints of form P which gives a perfect integrality gap instance for the standard SDP (generalized to bounded integer valued variables) with the following adjustments:
(1) We restrict our attention to a subset V of the possible solution vectors.
(2) The variables may take integer values rather than just values in {−1, +1}. More precisely, we have the following lemma: For the vector (299, 0, 0, 0), x 1 +1.5−1.6(x 2 +x 3 )/299 and x 2 +1.5− 1.6(x 3 +x 4 )/299 will be positive while x 3 +1.5−1.6(x 1 +x 4 )/299 and x 4 + 1.5 − 1.6(x 1 + x 2 )/299 will be negative. By symmetry, condition 1 holds for the vector (0, 299, 0, 0), (0, 0, 299, 0), and (0, 0, 0, 299) as well.
For all other vectors, the maximum magnitude of the sum of two coordinates is 63. Since 63 299 < 1 4 , the sign of the linear form is determined by whether the coordinate with weight 1 has value at least −1 or has value at most −2. Since all of the other vectors have two coordinates which are at least −1 and two coordinates which are at most −2, condition 1 holds for all of vectors in {v b }, as needed.
For the second condition we can take the following distribution for the linear form l = x 1 + 1.5 − 1.6(x 2 + x 3 )/299:
(1) Take (299, 0, 0, 0) with probability 15
4500
(2) Take (−1, −1, −7, −7) with probability 1196 4500 , take (−1, −7, −1, −7) with probability 1196 4500 , and take (−1, −7, −7, −1) with probability 1196 4500 (3) Take (−1, 64, −2, −2) with probability 299 4500 , take (−1, −2, 64, −2) with probability 299 4500 , and take (−1, −2, −2, 64) with probability 299 4500 With this distribution, we have the following expectation values:
( Remark 8. We give some intution for how we found this core in the appendix of the full paper.
Constraints and LTFs
In order to obtain a perfect integrality gap instance from this core, we have to fix the following two problems:
(1) A priori, we can take any vector v, not just the vectors in V (2) Our variables are not boolean. To fix these problems, we will add constraints to our LTFs in a way such that if the constraints are not satisfied, then we automatically satisfy precisely 1 2 of our LTFs. Definition 4.2. Given a linear form l, let Z (l) = {x : l(x) = 0} Proposition 4.3. Let l const r aint and l r emainder be two linear forms. For all sufficiently large B, if we take the linear forms l ′ 1 = Bl const r aint + l r emainder and l ′ 2 = −Bl const r aint + l r emainder then
Proof. The first statement is trivial. For the second statement, let a = min {|l const r aint (x)| : l const r aint (x) 0} and let b = max {|l r emainder (x)|}. Now note that as long as B > b a and x Z (l const r aint ), the sign of l ′ 1 (x) and l ′ 2 (x) is completely determined by the sign of l const r aint (x)
Using this proposition, if we take two copies of each linear form l i and add ±Bl const r aint to these copies for a sufficiently large B then we will automatically satisfy half of our constraints unless l const r aint (x) = 0, in which case the answer is unchanged. This allows us to enforce the constraint that x ∈ Z l cons t r aint which is quite powerful. 
As shown by the following proposition, we can easily take the AND of multiple constraints. Proposition 4.5. For any linear forms l 1 and l 2 , for all sufficiently large constants B, Z (Bl 1 + l 2 ) = Z (l 1 ) ∩ Z (l 2 ) Remark 9. We have to be careful when adding constraints with new variables because in order to show that the resulting LTFs are a perfect integrality gap instance, we will have to give expectation values and pairwise expectation values for the new variables.
Remark 10. The LTFs siдn(Bl const r aint (x) +l r emainder (x)) and siдn(−Bl const r aint (x)+l r emainder (x)) may not have the same form. This is why we will need additional ideas to find a perfect integrality gap instance where all of the { f i } have the same form P which is a balanced LTF.
Specifying Potential Solution Vectors
In this subsection, we show how to use constraints to restrict the set of possible vectors to an arbitrary set of vectors V = {v 1 , · · · , v m }. 
Moreover, if V and the values {c i }, {c ii }, {c i j } are symmetric under permutations of the input variables and the linear forms {l a } are the same as some linear form l up to permuting the variables then we may take {l ′ a1 } ∪ {l ′ a2 } so that all of the {l ′ a1 } are the same as some linear form l ′ 1 up to permuting the variables and all of the {l ′ a2 } are the same as sone linear form l ′ 2 up to permuting the variables. Proof. The intution is as follows. We specify the set of vectors V as possible solution vectors. We then use permutation gadgets to ensure that our final vector v is one of the these vectors but we don't know which one. Definition 4.7. We define a permutation gadget P(x 1 , · · · , x m ) on variables x 1 , · · · , x m to consist of the following variables and constraints. For the variables, we have (1) Initial variables x 1 , · · · , x m which are integers in the range [−B, B] for some bound B. 
For the constraints, we have (1) ∀i, j p i j = 1 (2) ∀j, i p i j = 1
(3) ∀i, j,
Proposition 4.8. If the constraints are satisfied then y 1 , · · · , y m must be a permutation of x 1 , · · · , x m Similarly, we can construct a permutation gadget for vectors Definition 4.9. We define a permutation gadget P(v 1 , · · · , v m ) on vectors v 1 , · · · , v m to consist of the following variables and constraints. For the variables, we have (1) Initial variables (v 11 , · · · , v 1n ), · · · , (v m1 , · · · , v mn ) which are integers in the range [−B, B] for some bound B. 
(3) ∀i, j, k,
This implies that ∀i, j, k, d + i jk = d − i jk = 2B whenever p i j = 1 Proposition 4.10. If the constraints are satisfied then w 1 , · · · , w m must be a permutation of v 1 , · · · , v m We now describe our construction.
(1) We take V = {v 1 , · · · , v m } to be the set of possible solution vectors (2) We take the permutation gadget P(v 1 , · · · , v m ) (3) We take a second permutation gadget
, w m are the output vectors of the first permutation gadget. (4) We take a third permutation gadget P We take D ′ a to be the following distribution. We start with the distribution D a for w ′′ 1 . Whenever we have that w ′′ 
Proof. We first observe that we do not need to consider the variables d + i jk and d − i jk . To see this, note that we can make the substitutions d + i jk = 2Bp i j +v jk −w ik and d − i jk = 2Bp i j −v jk +w ik and use linearity. Following similar logic, we do not need to consider the variables d ′+ i jk , d ′− i jk , d ′′+ i jk , or d ′′− i jk either. To analyze the remaining variables, take
Looking at the expected values, we have that
1k ] = c k and we must have that k i=1 w ′′ ik = m(a k ) We now observe that the only pairs of variables which are not pairwise independent are pairs of permutation indicators in the same permutation gadget and pairs of coordinates from vectors in the same set
For pairs of permutation indicators in the same permutation gadget, pairs of coordinates of vectors in the set {v ′ 1 , · · · , v ′ m }, and pairs of coordinates of vectors in the set {v ′′ 1 , · · · , v ′′ m }, the pairwise expectation values will be the same regardless of the distribution of w ′′ 1 . Thus, we just need to consider pairs of coordinates of vectors in the set {w ′′ 1 , · · · , w ′′ m } and we obtain the following expected values:
To see the moreover part, we make the following observation. Observe that the set of constraints we are adding is symmetric under permutations of the k indices (which corresponds to permutations of the input variables to the core). Thus, letting l const r aint be a linear form enforcing the constraints, instead of adding and subtracting l const r aint to each l a to obtain the linear forms l ′ a1 and l ′ a2 , we can instead add and subtract l const r aint to a single l a to obtain the corresponding l ′ a1 and l ′ a2 and then for all a ′ a we can apply the corresponding permutation of the k indices which maps l a to l a ′ to l ′ a1 and l ′ a2 to obtain the linear forms l ′ a ′ 1 and l ′ a ′ 2 Remark 11. We need 3 consecutive permutation gadgets so that almost all pairs of variables (excluding the d + i jk and d − i jk variables) will be pairwise independent. If we only had one permutation gadget, we would have to have that p i1 is always 0 whenever v i is not in the support of our distribution. Similarly, if we only had two permutation gadgets, we would have to have that p i j p ′ j1 = 0 whenever v i is not in the support of our distribution.
Expressing Variables in Unary
So far we have worked with variables x i which take integer values in some range [a, b] where a, b ∈ Z. We now describe how to replace these variables using ±1 variables. Definition 4.12. We define a variable x one which is always supposed to be 1. In particular, in all distributions we take E[x one ] = 1 and we take E[x one x i ] = E[x i ] for every variable x i Remark 12. If every assignment where x one = 1 satisfies exactly half of the balanced LTFs then by symmetry, every assignment satisfies exactly half of the balanced LTFs. Thus, without loss of generality we can assume that x one is always 1. 
Proof sketch. For given values of {x i }, for each i we randomly choose 2x i − b i − a i of the variables y ik to be 1 and 2b i − 2x i of the variables y ik to be −1. Applying this to all of the possible values {x i } in D, we obtain the distribution D ′ . We defer the computations confirming that D ′ has the required properties to the full paper as these computations are long but straightforward.
A Perfect Integrality Gap Instance with Two LTFs
Putting together the ideas we have so far, we can find a perfect integrality gap instance which consists of two different balanced LTFs Theorem 4.14. There exist two balanced linear forms l 1 , l 2 : {−1, +1} k → {−1, +1} and a perfect integrality gap instance { f i } where each f i is on the same set of variables x 1 , . . . , x k and has the form siдn(l 1 ) or siдn(l 2 ). In fact, we may take l 1 and l 2 to be perfectly balanced (see Definition 4.15). 
Proof. By
In fact, we may take V and the values {c i }, {c ii }, {c i j } to be symmetric under permutations of the input variables and have that all of the {l a } are the same as some linear form l up to permuting the input variables.
Using Lemma 4.6, we can construct sets of linear forms {l ′ a1 } ∪ {l ′ a2 }, a set of solution vectors V ′ , and values
Moreover, we may take the linear forms {l ′ a1 } ∪ {l ′ a2 } so that all of the linear forms {l ′ a1 } are the same as some linear form l ′ 1 up to permutations of the variables and all of the linear forms {l ′ a2 } are the same as some linear form l ′ 2 . The first two conditions imply that for all v ′ , exactly half of {l ′ a1 (v ′ )} ∪ {l ′ a2 (v ′ )} are positive. To see that we can take l ′ 1 to have boolean variables and be perfectly balanced, we use the following idea. Recall that we obtained the linear forms {l ′ a1 (v ′ )} ∪ {l ′ a2 (v ′ )} by first finding a single l ′ a1 and l ′ a2 and then permuting the original variables of the core (which correspond to the k indices in Lemma 4.6) to obtain the linear forms l ′ a ′ 1 and l ′ a ′ 2 for all a ′ a. We adjust this procedure to first apply transformations to l ′ a1 and l ′ a2 and then permute the original variables of the core (which correspond to the k indices in Lemma 4.6) as before to obtain the linear forms l ′ a ′ 1 and l ′ a ′ 2 for all a ′ a. In particular, we use Lemma 4.13 to make l ′ a1 and l ′ a2 have boolean variables. We then add dummy variables to make k be a power of 2 and use Lemma 4.20 to make l ′ a1 and l ′ a2 perfectly balanced. In this way, we can make the linear forms l ′ 1 and l ′ 2 have boolean variables and be perfectly balanced, giving us a perfect integrality gap instance.
Finding a Single Balanced LTF which is Unique Games Hard to Approximate
We now describe how to use this perfect integrality gap instance with two different balanced LTFs to find a perfect integrality gap instance with a single balanced LTF. k j=1 w i j x i j on k 2 variables which is perfectly balanced and has the following properties:
Proof. To obtain this linear form, we start by finding a linear form l which obeys the first two statements which can be done by solving a system of linear equations. We will then add terms of the form
The idea is that this effectively adds the constraint x i j − x i j ′ − x i ′ j + x i ′ j ′ = 0. This constraint is satisfied for all i < i ′ , j < j ′ if we are either constant along rows or constant along columns. Otherwise, there will be such a constraint which is violated.
However, here we cannot take a set of constraints and their negations because this would give two different LTFs while we are trying to only have one LTF. Instead, we must ensure that when a constraint is violated and we average over the permutations, we get each sign with equal probability. We can do this as follows. We take
where z y is an aribtrary vector such that y ·z y mod 2 = 1, a ′ = a ⊕y, b ′ = b ⊕ y, and the B yab are exponentially decreasing constants (which are still much larger than the weights {w i } and {w ′ i }). If we are given values of {x i j } which violate these constraints then let y ′ be the first y such that a constraint
Observe that regardless of whether we apply σ to the rows or the columns, we change the sign of all constraints
Moreover, for all y, we keep the set of
Thus, for earlier y these constraints will still all be satisfied. For later y, we will permute which constraints are satisfied but this does not matter because they all have smaller coefficients. Thus, if any of these constraints are violated, both signs are equally likely when we average over permutations of the rows or average over permutations of the columns. 
Observe that for all i, j we have the constraint x ii − x i j − x ji + x j j = 0. This implies that whenever i, j ∈ A, x i j = −1 and whenever i, j ∈ B, x i j = 1.
If A = ∅ or B = ∅ the result is now trivial. Otherwise, choose an i ∈ A and a j ∈ B and observe the following:
(1) For all y such that i ⊕y ∈ A, j ⊕y ∈ A, x i(j ⊕y) = x (i ⊕y)(j ⊕y) = −1 so x (i ⊕y)j = x i j . Similarly, x (j ⊕y)i = x (j ⊕y)(i ⊕y) = −1 so x j(i ⊕y) = x ji
(2) For all y such that i ⊕y ∈ B, j ⊕y ∈ B, x (i ⊕y)j = x (i ⊕y)(j ⊕y) = 1 so x i(j ⊕y) = x i j . Similarly, x j(i ⊕y) = x (j ⊕y)(i ⊕y) = 1 so x (j ⊕y)i = x ji
(3) For all y such that i ⊕ y ∈ B, j ⊕ y ∈ A, x i(j ⊕y) = −1 and x (i ⊕y)j = 1 so x (i ⊕y)(j ⊕y) = −x i j . Similarly, x (j ⊕y)i = −1 and x j(i ⊕y) = 1 so x (j ⊕y)(i ⊕y) = −x ji (4) For all y such that i ⊕ y ∈ A, j ⊕ y ∈ B, x (i ⊕y)(j ⊕y) = x i j and x (j ⊕y)(i ⊕y) = x ji . To see this, note that there are |B| y 2 such that i ⊕ y 2 ∈ B and there are |A| y 2 such that j ⊕ y 2 ∈ A, so there must be at least one y 2 such that i ⊕ y 2 ∈ B, j ⊕ y 2 ∈ A. Now observe that
x (i ⊕y)(j ⊕y) = −x (i ⊕y ⊕(y ⊕y 2 ))(j ⊕y ⊕(y ⊕y 2 )) = −x (i ⊕y 2 )(j ⊕y 2 ) = x i j
Similarly,
x (j ⊕y)(i ⊕y) = −x (j ⊕y ⊕(y ⊕y 2 ))(i ⊕y ⊕(y ⊕y 2 )) = −x (j ⊕y 2 )(i ⊕y 2 ) = x ji
There are now two cases to consider. Either x i j = −1 or x i j = 1. If x i j = −1 then we expect to be constant along rows and if x i j = 1 then we expect to be constant along columns. We confirm this as follows:
(1) If x i j = −1 then x (i ⊕y)(j ⊕y) = −1 whenever i ⊕y ∈ A. To see this, note that if i ⊕y ∈ A and j ⊕y ∈ A then x (i ⊕y)(j ⊕y) = −1 and if i ⊕ y ∈ A and j ⊕ y ∈ B then x (i ⊕y)(j ⊕y) = x i j = −1. This implies that x i j = −1 whenever i ∈ A. Given i ∈ A, j ∈ B, there exists a y such that i ⊕ A ∈ B and j ⊕ y ∈ A and we have that
This implies that x ji = 1 whenever j ∈ B. (2) If x i j = 1 then x (i ⊕y)(j ⊕y) = 1 whenever j ⊕ y ∈ B. To see this, note that if i ⊕ y ∈ B and j ⊕ y ∈ B then x (i ⊕y)(j ⊕y) = 1 and if i ⊕ y ∈ A and j ⊕ y ∈ B then x (i ⊕y)(j ⊕y) = x i j = 1. This implies that x ji = 1 whenever j ∈ B. Given i ∈ A, j ∈ B, there exists a y such that i ⊕ A ∈ B and j ⊕ y ∈ A and we have that
This implies that
Thus, if all of the constraints are satisfied then the {x i j } are either constant along rows or constant along columns. If the {x i j } are constant along rows then letting x i be the value of x i j ,
If the {x i j } are constant along columns then letting x j be the value of x i j ,
We now check that l 3 is perfectly balanced. We can ignore the cases when the {x i j } are not constant along rows and not constant along columns because these cases average to 0 under permutations. If the {x i j } are constant along rows and are not all the same then it is as if we have the variables {x i } for the linear form l 1 . Since l 1 is perfectly balanced, if we permute the rows then we will obtain both signs with equal probability. Similarly, if the {x i j } are constant along columns and are not all the same then it is as if we have the variables {x j } for the linear form l 2 . Since l 2 is perfectly balanced, if we permute the columns then we will obtain both signs with equal probability. Proof. We take l ′ to have two components. The larger component will be nonzero as long as y i = x i for some i and will be 0 if y i = −x i for all i. This component will be chosen independently of l. The second component will be l. Thus, l ′ has value l(x 1 , . . . , x k ) if y i = −x i for all i and otherwise the sign of l ′ does not depend on l.
Making an LTF Perfectly Balanced
Observe that whether or not l ′ is perfectly balanced depends only on the first component. To see this, note that the behavior of l only matters in the layer where we have k −1s and k 1s and we always have that half of the inputs to l result in a positive sign and half of the inputs to l result in a negative sign.
Taking the variables for the first component to be x i +y i 2 , these variables can have 3 values, −1, 0, or 1. We generalize the definition for being perfectly balanced as follows:
Definition 4.21. We say that a linear form l on V -valued variables (where V is some finite set of values) is perfectly balanced if permuting the variables has equal probability to reslt in a positive or negative sign unless the variables all have the same value. Now we just need to find a construction of a single perfectly balanced l on 2 j {−1, 0, 1}-valued variables for all j ≥ 0. We can find such a construction inductively using the following lemma. Lemma 4.22. Given a perfectly balanced linear form l on 2 j Vvalued variables, we can find a perfectly balanced linear form l ′ on 2 j+1 V -valued variables.
Proof. For each variable x i in l, take variables x i , y i for l ′ . We take l ′ = Bl const r aint ({y i − x i }) + l({x i })
where l const r aint is an arbitrary linear form on (V − V )-valued variables which is only 0 if all of its inputs are 0 and we take B to be a sufficiently large coefficient so that l({x i }) is negligible unless l const r aint ({y i − x i }) = 0
Observe that swapping all of the x i with the y i changes the sign of l const r aint ({y i −x i }) and thus l ′ unless x i = y i for all i. If x i = y i for all i then averaging over permutations of {x i } (and applying the same permutation to {y i }) results in an equal probability of being positive or negative unless all of the variables are equal.
Putting Everything Together
We now put everything together to prove our main result. Proof. By Theorem 4.14, there exist two perfectly balanced linear forms l 1 , l 2 : {−1, +1} k and a perfect integrality gap instance { f i } where each f i is on the same set of variables x 1 , . . . , x k and has the form siдn(l 1 ) or siдn(l 2 ).
By Lemma 4.18, if l 1 = k i=1 w i x i and l 2 = k i=1 w ′ i x i then there exists a linear form l 3 = k i=1 k j=1 w i j x i j on k 2 variables which is perfectly balanced and has the following properties:
(1) ∀i, k j=1 w i j = w i (2) ∀j, k i=1 w i j = w ′ j (3) If {x i j } have values such that there exist i, j, j ′ such that x i j x i j ′ then E σ ∈S k [siдn(l 3 ({x iσ (j) )})] = 0 (4) If {x i j } have values such that there exist i, i ′ , j, such that x i j x i ′ j then E σ ∈S k [siдn(l 3 ({x σ (i)j )})] = 0 Definition 4.25. We define X to be the matrix of variables X i j = x i j Definition 4.26. If Y is a matrix of variables Y i j = y i j then we define l 3 (Y ) = l 3 (y 11 , y 12 , . . . , y 1k , y 21 , . . . , y k (k −1) y kk )
We transform our perfect integrality gap instance into an integrality gap instance { f ′ i } where each f ′ i is on the same set of variables x 11 , . . . , x kk and has the form siдn(l 3 ) as follows. We replace each linear form l 1 (x 1 , . . . , x k ) by {l 3 (X P) : P is a permutation matrix} and replace each linear form l 2 (x 1 , . . . , x k ) by {l 3 (PX ) : P is a permutation matrix} To obtain our new distributions {D ′ a }, we take the old distributions {D a } and take x i j = x i for all i, j.
We now observe that (1) If x i j = x i for all i, j then for all permutation matrices P, l 3 (X P) = l 1 (x 1 , x 2 , . . . , x k ) and l 3 (PX ) = l 2 (x 1 , . . . , x k ).
Thus, if x i j = x i for all i, j then our transformed instance behaves exactly like our original perfect integrality gap instance. This implies that our new distributions {D ′ a } satisfy the required conditions. (2) If x i j x i for some i, j then exactly half of the linear forms l 3 (X P) will be positive and exactly half of the linear forms l 3 (PX ) will be positive.
Putting these observations together, we have a perfect integrality gap instance { f ′ i } where each f ′ i has the form siдn(l 3 ), as needed.
CONCLUSION AND OPEN PROBLEMS
In this paper, we constructed a predicate which is a balanced LTF and is unique games hard to approximate. We also showed that the almost monarchy predicate is approximable for sufficiently large k. To do this, we developed new techniques both for showing that predicates are unique games hard to approximate and for developing approximation algorithms, improving our understanding of which predicates are approximation resistant and which predicates are approximable. However, there are many open problems remaining. A few of these questions are as follows (1) Can we prove sum of squares lower bounds for approximating our predicate P? More generally, can we prove sum of squares lower bounds for approximating any predicate P which is unique games hard to approximate? (2) Can we find a higher degree core, i.e. a core where we in addition to specifying the expected values c i , c ii , c i j of x i , x 2 i , x i j we also specify the expected values of higher degree monomials?
Remark 13. The kind of question this would answer is as follows. What degree Fourier coefficients do we need to look at in order to distinguish between the case when all of our constraints are satisfiable and the case when every assignment satisfies exactly the same number of constraints?
(3) Can we find approximation algorithms for other balanced LTFs? In particular, is every presidential type predicate (i.e. a predicate of the form f (x 1 , . . . , x k ) = siдn(c(k)x 1 + k i=2 x i )) approximable? (4) Are there any predicates P which are unique games hard to approximate but can be weakly approximated? (5) Do perfect integrality gap instances exist for all predicates P which are unique games hard to weakly approximate?
