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Abstract 
The aim of this paper is to validate environmental assumptions used in the design of offshore wind turbines. This is done by 
comparing the load uncertainty (load variation) resulting from assumptions to full scale measurement data from a Senvion 5M 
turbine on a jacket substructure positioned in the offshore test field Alpha Ventus in the North Sea. The focus is put on fatigue 
loads occurring during power production. Sensors at the tower base and tower top of the turbine are evaluated. Simulations are 
performed by using the coupled simulation tool Flex5-Poseidon. Measurements over a period of 10 months are selected so that a 
high quality of reference data is ensured. Uncertainty from both measurements and simulations are determined by Monte Carlo 
experiments and evaluated by Bootstrap methods. Results show that a variation of damage from simulations is significant and 
that the presented method could be used for evaluation of assumptions used in the design process.  
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1. Introduction 
In the design process of offshore wind turbines, various simplifications of environmental conditions of usually 
conservative nature are applied in order to simplify the design process and limit the number of necessary load 
simulations. For example, one single representative value for turbulence intensity is chosen for each wind bin rather 
than considering a set of realistic combinations of wind speed and turbulence intensity. The question arises as to 
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how far are the assumptions of environmental conditions able to take into account the overall impact of the 
environment on the wind turbine. Hence, this paper focusses on the validation of the loads resulting from the 
application of environmental assumptions in the design process. In order to validate the applied procedures, the 
loads resulting from assumptions are calculated by a previously validated simulation model and then compared to 
loads resulting from conditions in the real environment. In the presented work, focus is put on power production 
fatigue loads, as presented in the IEC 61400-3 design load case (DLC) 1.2 [1] at the tower top and tower base. This 
design load case covers a large range of environmental conditions. Therefore, focus is put on the analysis of the 
statistics of the resulting damage. Environmental and load measurements for the evaluation are available from the 
wind farm alpha ventus. 
 
The presented work was performed within the research project OWEA Loads using data from the wind farm alpha 
ventus in the North Sea. A brief overview of the project, the available measurements as well as the applied 
simulation model is provided. Following this, the applied methodology for validation of assumptions is presented. 
This procedure is then applied to the available data from both measurements and simulations. Here, findings from 
the selection of measurements and the setup of simulations are shown, as well as the calculation of damage values 
from time series data from measurements and simulations. As soon as the resulting damage data is available from 
measurements and simulations, statistical evaluation is performed by application of Monte Carlo and Bootstrap 
procedures, which is presented. Finally, the results of statistics are presented and compared.  
 
2. Regarded turbine and measurements 
In this study, measurement data from a Senvion 5M turbine (5MW rated power) is used (Figure 1). The turbine is 
positioned on top of a jacket substructure (designed by OWEC TOWER AS) including four pairs of bracings. The 
turbine and substructure are equipped with a total of over 100 sensors providing detailed data of the status of the 
overall system including SCADA, loads, accelerations, environmental conditions and corrosion. The data is 
provided in 10 minute time series and both statistical as well as high resolution (up to 50 Hz) data is available 
through a project website. Additionally, environmental data from the close FINO 1 meteorological mast is used for 
the evaluation of environmental conditions. Strain gauges that are positioned around the upper and lower tower 
sections allow the calculation of tower base fore-aft bending moments (ܯ்஻ǡி஺) as well as the tower top resulting 
bending moment (ܯ்்ǡெ௥௘௦) that are evaluated in this study. 
 
 
Figure 1: regarded turbine Senvion 5M and 
considered positions for load evaluation in this 
study, i.e. tower top resulting bending moment 
and tower base fore-aft bending moment 
Figure 2: exemplary output of jacket brace strain gauges (ten minute mean stress 
values) below sea level from 2010 to 2014. The threshold for loads from environment 
is expected to be in the range of [-0.2, 0.2]. 
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Exemplary data is presented in Figure 2, showing raw data from one location of the lower jacket braces as it is 
available from the project server. It can be seen that load data cannot be used directly for evaluation, but has to be 
selected carefully. Sensor conditions that define unusable data can be offset, outlier, defects, missing data and signal 
drift initialized with delay after installation. The choice for the considered positions in this study and their related 
sensors is made based on the high quality of data from these sensors over a long period of time. 
 
3. Simulation tool and validation at full scale 
In order to obtain loads resulting from environmental assumptions, simulations need to be performed by application 
of a validated simulation model. For the simulation of the considered fatigue design load cases, a coupled, integrated 
simulation tool is applied, which has been developed and validated previously [2]. In this model for the wind 
turbine, the aero-servo-elastic simulation tool Flex5 [3] is used, which simplifies structural dynamics by application 
of a nonlinear elastic multi-body system with modal shape functions. For aerodynamics, blade element momentum 
theory including correction models is applied. Kaimal turbulence model is applied for definition of turbulent wind 
fields. Simulations are performed for 660 seconds and a timestep of 0.02 seconds. The first 60 seconds of each 
simulation are neglected in order to mitigate effects of transients. A controller is kindly provided by Senvion 
including pitch and torque control. For the substructure, the FEM tool Poseidon is applied [4]. This uses Bernoulli 
beams for representation of the Jacket structure as well as force elements for introduction of environmental impact. 
For hydrodynamics loads, irregular sea states are defined using the Jonswap spectrum. The corresponding forces are 
introduced to the structure by the Morison equation. In each time step, the global load vector is determined by 
superposition of hydrodynamic and aero-elastic loads and the representative matrices (mass, damping and stiffness) 
of the wind turbine are passed over to the FEM simulation code Poseidon through an implied linking element. The 
FEM then solves the combined dynamics of turbine and substructure [5].  
For the validation of the simulation model, the available measurements of the environment and loads have been 
used, which is used as a base for the presented study and the applied simulation model. 
3.1. Full scale validation based on equivalent environmental conditions 
The general procedure for full scale validation was the following (Figure 3): Firstly, obtain measurements of 
relevant environmental conditions and simultaneous load measurements (selection of specific events).  Then, use 
measurements (ten minute mean values) as simulation input and perform simulations and parallel to this perform 
plausibility checks and calibrate measurements if necessary. Finally, compare simulated loads and measurements in 
time domain (rotor- / nacelle rotation), frequency domain (natural frequencies) and based on 10  minute statistics 
(minimum, mean, maximum, standard deviation).  
As ten minute average values are used for 
conditions of significant environmental impact it 
is assumed that the influence resulting from the 
distance of the metmast to the turbine is not 
significant. The validation was based on scattered 
data; so that a preselection of only stable 
environmental conditions was not deemed 
necessary (This could be done by only 
considering events that do not show significant 
change of environmental parameters from one 
time series to the next. However, on average the 
rate of change of mean conditions is small and 
hence these events are deemed to be less likely 
than stable conditions. Thus, an evaluation based 
on scatter plots was regarded to suffice in order to Figure 3: procedure for full scale validation of numerical models (adapted from [2]) 
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interpret the influence of unstable environmental conditions). 
For the available simulation tool and measurements, the validation of statistics and frequency domain proved to be 
possible for events in which turbine is in power production mode. For extreme loads, validation turned out to be 
difficult due to the influence of transient effects of both turbine and environment that cannot be reproduced with 
reliable quality, see also [6]. Time domain validation was thus only performed for simple events like rotor and 
nacelle rotation, when no complex environmental loads are present. A comparison of time series at this stage is 
primarily interesting for further plausibility checks and calibration of load sensors. 
3.2. Full scale validation based on variation of environmental conditions 
With the shown validation procedure it is possible to 
reproduce loads from specific environmental events. 
Based on this, the question is raised if it is then possible 
to reproduce the variation of loads which can be observed 
from actual load measurements. This question was 
answered in a pre-study prior to this work and is 
described in more detail in [5]. There, a simulation study 
was performed including three load ranges (1: partial or 
below rated wind speed, 2: transition or around rated 
wind speed and 3: full load or above rated wind speed) 
and considering the variation of selected environmental 
data of five years of Fino1 measurements in three steps. 
Each combination of the variations of the five chosen 
parameters (wind speed, turbulence intensity, wave 
height, wave period, wind shear) was determined by 
permutation and simulated (six seeds/combination), 
resulting in a total of 3*5^3*6=4374 simulations. The 
results are plotted in Figure 4 (Full Factorial Analysis) as 
well as exemplary results of IEC DLC 1.2 simulations 
(six seeds / wind bin, 50th percentile turbulence intensity 
from Fino1 data). They show that the relationship 
between measured loads and wind speed can be reproduced using the presented simulation model. Thus, the 
assumptions with respect to the environmental conditions applied in the design process can be evaluated adequately 
using the simulation model. 
 
4. Validation of design assumptions 
4.1. Applied procedure 
Building on the validated simulation model, the following procedure is applied focusing on the validation of 
statistics of fatigue loads from environmental design assumptions. The procedure can be split into a measurement 
part and a simulation part. On the measurement side, a selection procedure has to be carried out in order to select all 
events that are covered by the considered load case (DLC 1.2). This selection procedure provides both 
environmental data and load measurements at high resolution that are comparable to data provided by simulation 
results. The high resolution load measurement are then turned into damage equivalent loads and corresponding 
extrapolated damage over a lifetime of 20 years. Following this, Monte Carlo methods are applied in order to 
determine statistics resulting from the procedure of combining measured damage values to one resulting damage (as 
is done typically in fatigue load evaluation). A bootstrap procedure is applied in order to determine the state of 
Figure 4: load validation taking into account variation of 
environmental conditions as observed from Fino1. Plotted are 
normalized damage equivalent loads (ܦܧܮ) over hub height wind 
speed (ݒ௛௨௕) 
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convergence of the obtained statistics. The 
statistics from measurements are in the final 
step compared to statistics from simulation 
results. On the simulation side, environmental 
data is selected according to the considered 
load case, based on available hindcast data 
from the selected location and fed into the 
applied simulation model. Simulations are 
then performed according to load case 
definition. The resulting time series are 
transferred to damage equivalent loads and 
resulting life time damage and as for 
measurements, statistics are obtained and 
compared. The procedure is visualized in 
Figure 5. 
4.2. Selection of measurements 
With respect to selection of the measurements, there are 
two major factors that influenced the selection procedure: 
turbine status and measurement quality. Regarding turbine 
status, as the load case to be considered is DLC 1.2 
(fatigue loads during power production) all measurements 
that are available during power production are selected. 
For simplicity, additionally only free flow conditions are 
considered (i.e. no wake condition). Also, curtailment 
events of the turbine are present over long time ranges and 
were disregarded for this study. Regarding quality of 
measurements, fault conditions of sensors were 
disregarded and only values within 2 standard deviations 
of the tower base fore-aft bending moment of each wind 
bin are considered. This neglecting of outliers was 
performed in order to only take into account those events 
with a realistic contribution to fatigue damage. This filter 
was applied as the final one. In the end a continuous time 
period between April 2011 and Jan 2012 was selected and 
used for evaluation. It needs to be stated that the selection 
of measurements is not a straight forward but iterative 
procedure (it is important to check and verify if the 
provided data matches the desired one, unexpected events 
like curtailment, fault conditions and outliers need to be 
investigated seperately). The selected events are plotted in 
Figure 6.  
 
Figure 5: applied procedure for validation of fatigue load variation implied in IEC 
design assumptions 
Figure 6: selection of measurements. Damage equivalent loads 
(ܦܧܮ) over hub height wind speed (ݒ௛௨௕ ). Black: all measurements 
available (2011-2014); Red: selected measurements for presented 
study 
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4.3. Environmental conditions 
In the design process of fatigue loads various assumptions with respect to environmental conditions are applied 
some of which are presented here. In general, environmental parameters in the IEC DLC 1.2 description can be 
sorted into one of the classes: independent (wind speed, wind direction), dependent on independent variables 
(turbulence intensity, wave height, wave period) or constant (e.g. wind shear, azimuth error, wind-wave-
misalignment, water depth, marine growth…). As this study focuses on free flow conditions, wind speed remains as 
the only independent variable. Then, the dependent variables are modeled in a direct relationship with the wind 
speed. For the fatigue design according to IEC 61400-03, individual combinations of these parameters are applied 
for each wind speed and wind direction. For turbulence intensity the 90th percentile and for wave height and wave 
period the 50th percentiles are chosen (Figure 7) for simulation input. 
4.4. Simulation 
The values obtained from the IEC 
assumptions are used for the input 
for the simulation study. Simulations 
were performed for wind bins of size 
1 m/s, and 100 seeds according to 
model description were performed 
for each considered wind bin. The 
results of damage equivalent loads 
from the simulation study in direct 
comparison with the selected 
measurements are calculated 
according to Formula 1 and 
presented in Figure 8. The results 
generally show conservative 
performance of environmental 
assumptions. A peak of fatigue loads 
Figure 8: results for damage equivalent loads (DEL) over hub height wind speed (v_hub). 
Comparing results of simulation (red) and measurements (black) 
Figure 7: Comparison of environmental assumptions from IEC load case description to all available and selected measurements. Showing 
turbulence intensity and significant wave height over wind speed based on Fino1 data. 
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in the tower top resulting bending moment can be observed, which is linked to the 1P side-side excitation of the 
tower natural frequency. The large increase of fatigue loads at the tower bottom position around rated wind speed 
results from the controller switching into rated mode (pitch activity results in stronger amplitudes of motion). The 
higher importance of of turbulence intensity compared to other environmental parameters on fatigue loads is visible 
at the hub height wind speed of 24 m/s, where a drop of turbulence intensity results in significantly smaller loads 
than would be expected when considering the surrounding wind bins. 
4.5. Calculation of lifetime damage 
In the next step, damage over lifetime values for the results of measurements and simulations need to are calculated. 
Based on the time series results, damage equivalent loads are obtained in a post processing routine for both 
simulations and measurements by application of the rainflow counting algorithm and the common formula for 
damage equivalent loads based on Palmgren-Miner rule: 
 
ȟߪ௘௤௩ ൌ ටσ୼ఙ೔ڄ௡೔ேೝ೐೑
೘   (1) 
 
Where ȟߪ௜ is the load amplitude of i-th considered load cycle 
bin, ݊௜ is the number of load cycles of i-th considered load 
cycle bin, ௥ܰ௘௙ ൌ ʹ݁͸  is the stress cycle number that is 
endured at detail category,݉ ൌ Ͷ is the slope of the S/N-
curve and ȟߪ௘௤ is the damage equivalent load (DEL). 
 
Based on the damage equivalent load of each considered time 
series, the damage of each time series can be calculated by 
application of Palmgren-Miner rule and the S/N curve 
formula: 
 
ܦ൫߂ߪ௘௤൯ ൌ
ேೝ೐೑
௔ ȟߪ௘௤௠   (2) 
 
Where ܽ is a material coefficient (based on the selected detail 
category of steel, which is set to be 80 in this study), and ܦ is 
the damage of the considered time series. 
 
In the next step, occurrence probabilities of the considered wind speed bins are obtained based on the Weibull 
distribution of the considered sector (based on hindcast data). These are then transferred to a lifetime weighting 
factor which is combined with the time series damage values in order to obtain an extrapolated, representative 
damage over a lifetime of 20 years: 
 
ܦ௅௜௙௘ ൌ ܦ ڄ ݓ௕௜௡  (3) 
 
Where ݓ௕௜௡ is the event occurrence probability over lifetime and ܦ௅௜௙௘ the lifetime damage of the considered time 
series. The described procedure is presented in Figure 9. 
4.6. Determination of damage statistics 
With the extrapolated, representative damage over lifetime values that are now available for each of the considered 
ten minute time series, statistical evaluation within each of the considered bins can be performed.  
For this, Monte Carlo experiments can be applied. As it is common to combine multiple simulations for damage 
Figure 9: Calculation of lifetime damage procedure from tower 
base fore-aft bending moment simulation results. From top to 
bottom: damage equivalent loads (DEL), damage (D), probability 
of wind bins (p), damage over lifetime (D_life). All values 
plotted over hub 
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evaluation in the design process (a combination of six 
damage values is common), a bootstrap evaluation [6] is 
also performed in order to investigate the sensitivity of the 
statistics with respect to the number of time series 
considered in damage evaluation and thus ensuring that the 
used statistics are converged sufficiently for the validation 
procedure.  
Thus, for each wind speed bin, for each number n of 
considered simulations, 10,000 combination samples were 
randomly chosen with replacement from the available 
datasets (݊ ൌ ͳͲͲfor simulations, varying for measurements), the sum of damages of each sample is saved. This 
eventually results in a matrix of damage values for each wind speed bin, number of considered simulations and 
regarded sample. For each fixed combination of wind speed and number of considered simulations we can thus 
perform statistical evaluations (Figure 10). 
 
As is common in industry, in this study we focused on evaluation of statistics when using six seeds for damage 
calculation. The bootstrap evaluation shows how far statistics are converged when using six simulations and thus to 
indicate how applicable the used statistics are for validation purposes. 
 
Figure 11 shows the bootstrap evaluation of the tower base bending moment at 13 m/s wind speed. The results are 
plotted as boxplots, showing the error distributions with respect to the reference value for increasing number of 
considered simulations.  
ߝΨሺ݊ሻ ൌ ሺ஽೙ି஽೙సభబబതതതതതതതതതതതሻ஽೙సభబబതതതതതതതതതതത ሾΨሿ  (4) 
 
Where ݊ is the number of considered seeds for damage calculation, ܦ௡  is the regarded damage sample under 
consideration of ݊ seeds, ܦ௡ୀଵ଴଴തതതതതതതതതis the median damage of all samples when considering 100 seeds for damage 
Figure 10: procedure for bootstrap evaluation of damage results 
Figure 11: Bootstrap evaluation for tower base fore-aft bending moment 
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calculation and ߝΨ is the resulting percent error of the regarded sample with respect to ܦ௡ୀଵ଴଴തതതതതതതതത. 
 
In order to determine a quantitative measurement for the sensitivity or rate of convergence of the statistics, 
ȟߝΨሺ݊ଵǡ ݊ଶሻǡthe mean value of the difference of 5 and 95 percentiles between two different seed numbers can be 
calculated:  
 
ȟߝΨതതതതതሺ݊ଵǡ ݊ଶሻ ൌ ଵଶ ڄ ൬൫ȁߝΨǡହሺ݊ଵሻȁ െ ȁߝΨǡହሺ݊ଶሻȁ൯ ൅ ቀߝΨǡଽହሺ݊ଵሻ െ ߝΨǡଽହሺ݊ଶሻቁ൰ ሾΨሿ  (5) 
 
Where ߝΨǡହሺ݊ሻ is the 5th percentile of the error distribution using ݊ seeds. 
 
This allows comparing sensitivity of the distributions towards the number of considered seeds for damage 
calculation over all wind speed bins (Figure 11, right). Here, the comparison between six and ten seeds is regarded 
as convenient. The evaluation of simulations shows a low rate of change (below 5%) and is thus considered to be 
sufficiently converged when using six seeds for damage evaluation. On the measurement side, an increased rate of 
change below rated wind speed of up to 20% and a medium rate of change between 13 and 20 m/s of almost 10% 
can be observed. The significant variation of change rate with increasing wind speeds on the measurement side 
shows that for the evaluation of the statistics, the influence of the number of considered seeds for damage evaluation 
should be studied further. For the present study, considering 6 seeds for damage evaluation for both simulations and 
measurements is considered to be feasible. 
4.7. Evaluation of statistics 
Once the statistics are determined and the rate of change is deemed to be sufficient, evaluation of the results can 
continue. Figure 12 shows the results of the tower base fore-aft bending moment when considering six seeds for 
damage evaluation. For both simulations and measurements, absolute and relative damage variation is calculated 
and plotted for each of the considered wind speed bins. For the tower base for-aft bending moment, a large increase 
of damage around rated wind 
speed for both simulations 
and measurements is visible. 
Looking more closely on the 
simulation results, absolute 
and relative damage variation 
is generally consistent within 
the two regions below and 
above rated wind speed, with 
higher absolute and lower 
relative variation above rated 
wind speed. For 
measurements, a similar 
trend can be seen, however 
absolute variation around 
rated wind speed is very high 
as well as relative variation 
over all wind speeds. A large 
discrepancy of variation 
between simulations and 
measurements is observed 
at 12 m/s, which can be 
regarded as transition 
region of the controller on 
Figure 12: tower base fore-aft bending moment: absolute and relative damage variation from simulations 
and measurements 
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the measurement side. 
Several effects can cause 
this increased variation of 
damage values from 
measurements around rated 
wind speed: the most 
important effect is regarded 
to be the definition of rather 
wide wind speed bins of 1 
m/s on the measurement 
side. This results in taking 
into account mean wind 
speed values of up to 12.5 
m/s for evaluation of the 12 
m/s wind speed bin. Because 
the rated wind speed of the 
turbine is at 13 m/s, a higher 
pitch activity and thus 
higher loads are to be 
expected in comparison to 
simulations, where mean 
wind speed is always close 
to 12 m/s. Other possible 
sources for discrepancies are 
the use of measurements for mean wind speed from the Fino1 metmast with some distance away from the turbine, 
and disregarding the effect of transients in the wind speed that is not considered in wind measurements but could 
lead to mistakes in the sorting of the damage values to the correct wind bin.  
Regarding the tower top resulting bending moment (Figure 13), similar conclusions as for the tower base bending 
moment can be drawn. For the simulations, large absolute variation generally appears with high loading, the relative 
variation for larger loads in general is lower than for smaller loads. For the measurements, absolute variation of 
damage is in general larger than for simulations, in particular around global peak value. Also, relative damage 
variation is almost one order higher for measurements compared to simulations even for large absolute values for 
damage. A second peak of the damage values is observed around 16-18 m/s. This is caused by the inclusion of the 
lifetime weighting factor on the damage values and is not investigated further. 
4.8. Validation of damage variation 
The final step of validation procedure is the comparison of the variation of damage from both measurements and 
simulations in order to validate the design assumptions.  
In order to enable a quantitative comparison next to the qualitative comparison, absolute and relative differences of 
the median values of the previously calculated variations can be used. The two values introduced here are the 
normalized absolute difference of deviation (for comparison of absolute differences) ȟߝ௔௕௦  and the relative %-
difference of deviation (for comparison of relative differences). ȟߝ௔௕௦ and ȟߝ௥௘௟ǡΨ are calculated as follows: 
 
ȟߝ௔௕௦ ൌ
ቚఌವ೘೐೏ǡ೘೐ೞቚ೘೐೏ିቚఌವ೘೐೏ǡೞ೔೘ቚ೘೐೏
ఌವ೘೐೏ǡೝ೐೑
  (6) 
 
Where หߝ஽೘೐೏ǡ௠௘௦ห௠௘ௗis the median absolute deviation of damage from median damage of the considered wind bin 
Figure 13: tower top resulting bending moment: absolute and relative damage variation from simulations 
and measurements 
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and หߝ஽೘೐೏ǡ௦௜௠ห௠௘ௗ is the median absolute deviation of damage from median damage of the considered wind bin. 
หߝ஽೘೐೏ǡ௠௘௦ห௠௘ௗ  and หߝ஽೘೐೏ǡ௦௜௠ห௠௘ௗ  are obtained for each wind bin based on the damage variation values as 
presented in Figure 14, from which the absolute values are taken and finally from the resulting dataset the median is 
determined. ߝ஽೘೐೏ǡ௥௘௙ is a global reference deviation of damage from median damage. 
 
ȟߝ௥௘௟ǡΨ ൌ
ቚఌವ೘೐೏ǡ೘೐ೞቚ೘೐೏ିቚఌವ೘೐೏ǡೞ೔೘ቚ೘೐೏
ቚఌವ೘೐೏ǡೞ೔೘ቚ೘೐೏
ሾΨሿ  (7) 
 
Here, from ȟߝ௔௕௦only the denominator is changed to หߝ஽೘೐೏ǡ௦௜௠ห௠௘ௗ that is the median absolute deviation of damage 
from median damage of the considered wind bin. 
 
Tower base fore-aft bending moment: Figure 14 (left) shows the distribution of variation around the bin median 
damage value from both measurements and simulations for varying wind speeds. The lighter colored dots show 
actual values of permutation results, while dotted lines indicate 5th and 95th percentiles. All values are normalized 
using a global value. With respect to the comparison of variation, for small wind speeds a good match between 
simulation results and measurements is observed. The largest deviation can be found around rated wind speed 
(maximum at 12 m/s wind speed as mentioned above). For higher wind speeds, the deviation decreases and for high 
wind speeds the variation from simulation results even exceed the results from measurements.  
 
The quantitative results for absolute and relative differences are presented in Figure 14 (right). The presented 
method provides a possibility for quantitative analysis that can be for different sensors. The evaluation of the 
quantitative values supports the qualitative statement given before: It can be seen that both relative and absolute 
deviation around rated wind speed are largest just below rated wind speed. The largest values are found around rated 
wind speed with decreasing tendency for larger wind speeds.  
Tower top resulting bending moment: The same evaluation for the tower top resulting bending moment shows a 
more consistent distribution of damage over all wind speeds with a significant peak from measurements at 9 m/s 
(Figure 15). In general a higher relative underestimation of variation from simulations for all wind speeds is visible. 
An equally extreme offset like for the tower base moment is not visible. However, around the wind speeds where 
most damage is recorded, large outliers are visible for both absolute and relative variation. As was noted for the 
tower base bending moment, a large range of values exists between absolute and relative differences.  
Figure 14: Validation of variation of damage, tower base fore-aft bending moment. Left: normalized damage variation from bin median 
damage; Right: Normalized absolute and relative difference of damage variation. Blue: normalized deviation Green: relative deviation 
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Overall no consistency with respect to absolute and relative deviations can be observed based on the evaluation from 
the considered positions (e.g. constant relative deviation, absolute deviation with same trend as median damage, 
etc.).  It can be seen how for large wind speeds, conservative assumptions (likely turbulence intensity) can lead to 
larger variations of the loading than is observed in the environment. The large deviations around regions of peak 
damage accumulation (rated wind speed, wind speeds where excitation of natural frequencies is observed) show the 
importance of the influence of the controller and dynamic characteristics of the turbine. 
 
5. Conclusions 
In the presented work, a methodology to validate the assumptions used for environmental parameters with respect to 
damage variation is provided. The method includes strategies for the selection of measurements as well as the 
application of Monte Carlo and Bootstrap procedures for derivation and analysis of damage statistics. A quantitative 
evaluation is performed by comparing absolute and relative differences of median deviations from simulations and 
measurements.  
 
The results show, that while overall damage prediction from load assumptions can be regarded as conservative, the 
variation of fatigue loads is not captured well by application of IEC design assumptions considering the applied 
setup. However, the variation of loads from design assumptions is significant and comparable to measured loads. 
Direct comparison of the damage variation shows that the differences between simulation and measurements do not 
show strong consistency in general. It can be pointed out, that regions with high damage accumulation show the 
largest differences, however regions with very small differences or even overestimation from simulation results are 
also present. This shows that the calculation of a probability of exceedance could be interesting and relevant when 
applying assumptions on environmental conditions. 
 
In future studies, a more clear definition of the goals of the IEC with respect to load variation would support the 
rating of the results. Possible goals of the IEC could be (1) either to stay strictly conservative or (2) to match the 
variation of loads from the real environment which has been shown to be possible [5]. For the first goal, a strategy 
could be established based on probabilities of exceedance. If this is set to a desired, consistent value, it could be 
possible to significantly decrease the number of necessary simulations in the certification process. For the second 
goal, a larger variation of loads is desirable that matches better with the one experienced in the environment. This 
could be achieved by taking into account the variation of significant environmental parameters. 
Figure 15: Validation of variation of damage, tower top resulting bending moment. Left: normalized damage variation from bin median 
damage; Right: Normalized absolute and relative difference of damage variation. Blue: normalized deviation Green: relative deviation 
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