Abstract. We treat the time discretization of an initial-value problem for a homogeneous abstract parabolic equation by rst using a representation of the solution as an integral along the boundary of a sector in the right half of the complex plane, then transforming this into a real integral on the nite interval 0; 1], and nally applying a standard quadrature formula to this integral. The method requires the solution of a nite set of elliptic problems with complex coe cients, which are independent and may therefore be done in parallel. The method is combined with spatial discretization by nite elements.
Introduction.
We consider the initial-value problem Typeset by A M S-T E X to the initial value problem (1.1). In this way we derive (1.4) Aw ? zw = u 0 ; i.e., w(z) = R(z; A)u 0 ; for Re z ; and then retrieve u(t) by the inverse of the Laplace transform (1.3) taken along fz; Re z = g, subsequently deforming this path to ? . This is possible since w(z) = R(z; A)u 0 exists for z 2 C n 0 ; 1), and since kR(z; A)k C(jzj + 1) ?1 for z bounded away from 0 ; 1). Since A is self-adjoint the representation (1.2) may also be established by deforming ? into a union of small circles around the eigenvalues of A, in which case (1.2) reduces to the eigenfunction expansion of u(t).
The contour integral representation (1.2) of u(t) may be written as (1.5) u(t) = In our applications w will be a complex-valued function, satisfying w(z) = w( z) because of (1.4), in which case g(t; ) is real, and (1. 7) g(t; ) = 1 Im ? e ?i t w( + ) :
Our approach to the approximate solution of (1.1) is to apply a quadrature scheme to (1.5) . We shall later also apply our method to the discretization in time of an initial value problem of the form (1.1) which has been obtained from an initial boundary value problem for a parabolic partial di erential equation by rst discretizing in the spatial variables by nite elements.
We consider quadrature approximations to the integral in (1.5) of the form (1.8) U(t) = X j ! j (t)g(t; j ); for t > 0;
with non-negative quadrature points j and positive quadrature weights ! j (t). The construction of such a quadrature rule will be accomplished by rst changing the variable in (1.5) to y = e ? t , where is a positive number to be speci ed later, obtaining (1.9) u(t) = e ? t t Z 1 0 y ?1+1= g(t; (y)) dy; with (y) = 1 t log 1 y ;
and then applying a standard quadrature rule. For simplicity, our rst approximation uses the composite trapezoidal rule based on a uniform partition of 0; 1], 0 = y 0 < y 1 < < y N = 1; where y j = j=N; j = 0; ; N: We recall that for the integral If = and that the quadrature error satis es (see 1], p. 220) (1.11) jT N f ? Ifj 1 The positive number is then chosen so as to make the error bound in (1.11) small. It turns out, as we shall see below, that kf 00 (y)k C( ; t)y ?3+1= ku 0 k; for y 2 0; 1];
and hence the integral in the vector version of (1.11) is nite for < 1=2, so that the error in that situation is of optimal order O(N ?2 ). Assume now that the solution is sought for t > , where is a positive number chosen by the user. For the method to be e cient it is crucial that the same set of points j be used for a whole range of t values. Since the j depend on and t only through the product t, this product should thus be held constant in a time interval ; T], implying that must vary with t. In view of the above it is natural to base the choice of the j on t = 1 2 ; or = 1 2 =t, because t > is then equivalent to < 1=2.
Having thus xed and chosen = 1 2 =t, thereby securing O(N ?2 ) convergence for each t > , we may still ask for the properties of the method for t , or for 1=2. Since f(y 0 ) = f(0) = 0 if < 1 because g(t; ) is bounded, the quadrature point at y = 0 (corresponding to = 1) does not contribute to the quadrature sum for < 1. If 1; we de ne the quadrature sum so as to omit the y = 0 term; that is, we \ignore the singularity" (see 1], Section 2.12.7) in the situation in which there is an endpoint singularity. Thus our quadrature sums always run only from j = 1 to j = N. With this understanding we shall be able to show error estimates for 0 < t which are of lower order than O(N ?2 ); the order is O(N ?2t= ) for 0 < t < , with an additional factor log log N when t = .
A full statement is in Theorem 2.2.
Thus, the de nition of our method may be summarized as follows: We rst choose 2 0; 0 ) and the threshold > 0, then for t and satisfying t = 1 2 we determine j = 2 ?1 log(N=j); j = 1; : : :; N; then solve the N complex-valued elliptic problems (1.4) with z = + j ; = 1 + i, and nally form g(t; j ) and U(t) = U (t) from (1.8), (1.6), and (1.13). In the fully discrete case the elliptic problems (1.4) are solved approximately by the nite element method. We now turn to discretization in both space and time of an initial boundary value problem for a parabolic partial di erential equation. For simplicity we consider the case of the heat equation, viz. Tables 1-3 and associated discussion. The error bounds will also show that this is not a method of preference for small times t.
We remark that our method is introduced and studied so far only for a homogeneous parabolic equation. However, the initial value problem for the inhomogeneous equation, (1.20) u t + Au = f; for t > 0; with u(0) = u 0 ; in the special case in which f is independent of time, may be reduced to an initialvalue problem of the form (1.1). In fact, let u 1 denote the stationary solution of (1. and our method may be applied to determine v(t).
In the nite element application to this problem it is natural to take as discrete initial values v h (0) = P h u 0 ? T h f, where T h = A ?1 h P h ; with A h and P h as above. This di ers from the initial value suggested by (1.18), which is P h (u 0 ? u 1 ), by T h f ? P h u 1 = (T h ? P h T)f; where T = A ?1 . By the stability of the solution operator for the homogeneous semidiscrete equation the contribution to the error of this di erence is bounded by Ch 2 e ? 0 t kfk, see, e.g., 10].
In the title we described this as a parallel method. The reason is clear from the formula (1.19). To compute U h (t) for a range of times t we need to solve the nite element problems (1.17) for z = + j ; j = 1; : : :; N. These problems are completely independent, and can therefore be computed on separate processors, with no need for shared memory. In contrast, the normal step-by-step time-marching methods for parabolic problems are not easily parallelizable.
Our method, like the method of eigenfunction expansion, requires that the operator A be independent of time and symmetric positive de nite. However, the representation (1.2) is valid for more general operators A that generate analytic semigroups, and our time discretization method naturally extends to this case; we plan to return to the analysis of such problems on a later occasion.
Numerical methods for inhomogeneous parabolic and hyperbolic equations based
on the use of Fourier transformation have been considered in 2], 3], 7], and 9] and provided the starting point for the present work. For other methods for parabolic equations of non-timestepping type, see, e.g., 11, Chapter 9], 5], and 6].
Analysis of the quadrature scheme.
We recall that in addition to (1.2) the solution of (1.1) admits the representation u(t) = E(t; A)u 0 = Since (y) = 2 log(1=y)= , the claim (2.5) is equivalent to showing the boundedness of (log(1=y j?1 ) + =2)=(log(1=y j ) + =2) for 0; 2 j N, or (since this ratio takes its maximum value at = 0) that '(y) = log(y ? k)= log y is bounded in 2k; 1 ? k] where k = 1=N. But '(y) ! 1 when y ! k and y ! 1. It then su ces to show that '(2k) and '(1 ? k) are bounded, and that '(y) has only one stationary point in (2k; 1 ? k) (which then has to be a minimum). We have '(2k) = log N log(N=2) log 3 log(3=2) ; for N 3 and '(1 ? k) = log(1 ? 2k) log(1 ? k) = 2 + O( 1 N ); as N ! 1; so that both '(2k) and '(1 ? k) are bounded for N 3. A stationary point y of '(y) has to satisfy (y ? k) ?1 log y ? y ?1 log(y ? k) = 0, or g(y) = g(y ? k) where g(y) = y log y. But g(0) = g(1) = 0; g(y) < 0 for y 2 (0; 1); and g 0 (y) = 0 only for y = e ?1 , so that g(y) = g(y ? k) has exactly one solution in (k; 1) for k < 1. Thus the claim is established, and the proof is complete.
Note that the stability bound contains a term with a factor ?1 , and thus is not uniformly bounded for small .
Let us remark that, with a slightly modi ed de nition of the approximate solution U(t), and with a mild regularity assumption on u 0 , it is possible to show uniform boundedness of the time discrete solution as t tends to 0 for xed > 0.
In fact, writing instead of ( Thus it is su cient to show that the modulus of the scalar quadrature error "(t; ) = jQ(t; ) ? e ? t j can be estimated as in the theorem (with ku 0 k = 1) for 0 . Recall that the trapezoidal rule has the error bound (1.11). Therefore, recalling that = 1 + i and (y) = 2 ?1 log(1=y); we have "(t; ) e ? t Initially we assume t > , corresponding to < 1=2. In this case (2.6) jF 00 (y)j Cy ?3+1= ?2 jW(y)j + ?1 yjW 0 (y)j + y 2 jW 00 (y)j : 9 Because 0 (y) = ?2( y) The same bound can also be used for 1 because we are ignoring the singularity at y = 0 in the approximate integration in (1.9). This time we nd, instead of (2.6), jF 00 (y)j Cy ?3+1= (jW(y)j + yjW 0 (y)j + y 2 jW 00 (y)j);
and hence the analogue of (2. The estimate for t is derived similarly.
Let us now comment on our above choice of the slope 1 in ? = ? . In fact, choosing instead ? ;s = fz = + is ; 0 < 1g, it is easy to see that the bounds for kw (j) (z)k have to be multiplied by (1 + 1=s) j+1 . On the other hand, from the proof of Theorem 2.2 we see that the factors = 1 + i in front of f(y) and in W 0 and W 00 should now be replaced by s = 1 + is. The total change in the error bound in Theorem 2.2 would be a factor (s + 1=s) 3 , and we therefore see that s should be chosen neither too large nor too small. A natural choice is s = 1, We remark that the error estimate of Theorem 2.2 holds not only for the trapezoidal rule but also for any other composite rule on the uniform partition y j ; j = 0; : : :; N which is exact for linear functions. In particular, it holds for the Simpson rule, but with less than optimal accuracy.
Before turning to the full treatment of Simpson's rule, we pause to exhibit some numerical values of the quadrature errors " N = " N (t; ) = jQ(t; ) ? e ? t j; which illustrate the behavior of our time discretization method based on the trapezoidal rule. Table 1 Table 2 the corresponding errors when = 1; = 1; = 0:75. Here N = log 2 (" N=2 =" N ) is the local convergence rate. Table 3 . Time discretization errors for trapezoidal rule with = 1=2; = 1; = 0.
We now turn to case that the time discretization is accomplished by Simpson's rule. We rst remark that the stability result of Proposition 2.1 remains valid in this situation, since the points j are still de ned by (1.12) and the weights ! j (t) are now bounded by 4 3 times those in (1.13). For the error we now have the following estimate. We complete this section by presenting in Table 4 the analogue for Simpson's rule of Table 1 above. Thus Table 4 shows the quadrature error " N = jQ (t; )?e ? t j for = 1; = 1; and = 0, with N = 20; 40; 80; and 160; for Simpson's rule. For t > the predicted O(N ?4 ) accuracy is clearly seen, and the errors are correspondingly small, while for t < the reduced rate of convergence is particularly clear. It should be emphasized that in the present method Simpson's rule with a given value of N requires exactly the same computational e ort as the trapezoidal rule.
A comparison between Tables 1 and 4 will convince the reader that Simpson's rule is superior. The numerical results in Table 4 also suggest that in practical calculations, such as the nite-element calculations of the next section, a value of, say, N = 40 in Simpson's rule should be more than adequate in most cases. 15 3. Application to the nite element method.
We now consider the application of our quadrature based methods to the \par-abolic" equation in the piecewise linear space V h which has been obtained by discretization in space of the initial-boundary value problem (1.16), i.e., the semidiscrete problem (1.18). With our earlier de nitions, this may be written u h;t + A h u h = 0; for t > 0; with u h (0) = P h u 0 :
As explained in the introduction, our fully discrete approximation U h (t) 2 V h is then obtained by the application of one of our quadrature methods to the integral (1.5) where now g(t; ) in (1.6) is replaced by g h (t; ), de ned in terms of the nite element approximation w h (z) from ( The error U h ? u may be handled by splitting it as
If the trapezoidal rule is used for the time discretization then we may apply Theorem Similarly, for the case of Simpson's rule the error bound for kU h (t) ? u h (t)k is exactly as in Theorem 2.3, and the total error for t > is O(N ?4 + h 2 ).
We now give some illustrations, beginning with the spatially one-dimensional problem u t = u xx ; in 0; ]; with u(0; t) = u( ; t) = 0; for t > 0; (3.2) u(x; 0) = u 0 (x); in 0; ]:
In Tables 5, 6 , and 7 we exhibit errors " N;M in the numerical results for the initial function u 0 (x) = (5 =2) ?1=2 (sin x + 2 sin 2x) (with ku 0 k = 1) for, respectively, the 16 trapezoidal rule, Simpson's rule, and, for comparison, the Crank-Nicolson method. In all cases the spatial discretization uses piecewise linear approximations on regular meshes, with h = =M; and N is chosen as 20; 40; 80; and 160 for both the trapezoidal rule and the Crank-Nicolson method (with time step 1=N), and as 10; 20; and 40 for Simpson's rule. In Tables 5 and 6 we choose = 1 and = 0, and show results only for t 2 , which is the recommended way of using the method, and for the Crank-Nicolson method we restrict ourselves to t = 1 and t = 2. In Tables 5 and  7 , N;M = log 2 (" N=2;M=2 =" N;M ) and in Table 6 Table 7 . Crank-Nicolson errors for 1D heat equation.
As our next illustration, we consider again the spatially one-dimensional problem Tables   5, 6 , and 7 above are exhibited in Tables 8, 9 , and 10. Since the Crank-Nicolson method is known not to deal well with nonsmooth data, we exhibit also the result obtained by the modi cation of using the backward Euler method for the rst two time steps, which smooths the initial data (cf. 10]). As expected, the results in Tables 8 and 9 show the same behavior for nonsmooth as for smooth initial data.
For the nonsmooth initial data the Simpson's rule results in Table 9 2.00 Table 8 . As in Table 5 with nonsmooth initial data. Table 9 . As in Table 6 with nonsmooth initial data. Finally, we consider the spatially two-dimensional problem version of the boundary value problem for the heat equation, with = 0; ] 0; ]; u t = u; in ; u(x; y; t) = 0; for (x; y) 2 @ ; t > 0; u(x; y; 0) = u 0 (x; y); in ;
with (non-smooth) initial data u 0 (x; y) = 5 ; 4 5 ] 5 ; 4 5 ] (x; y): The nite element space for the spatial approximation is obtained by dividing into M M identical rectangles (h = =M), and using piecewise bilinear elements on this mesh. For the time discretization we adopt Simpson's rule and choose and to have the values 1 and 0, respectively.
In Table 11 we present the resulting L 2 ( ) errors for N = 32 and M = 100; and also (to allow us to check the predicted O(h 2 + N ?4 ) rate of convergence) N = 16 and M = 25. Evidently the rate of convergence and the absolute errors in the time interval ; 2 ] are both highly acceptable. To give substance to the claim that this is a parallel method, the results in Table  11 were obtained (using the Yale Sparse Matrix Package 4] , an e cient version of Gaussian Elimination, with double complex arithmetic) on a 16-processor IBM SP2, whose the main architectural feature is that it has 16 essentially identical processors, with no shared memory. The main part of the computation is of course the solution of the elliptic nite-element problem (1.17), for z = z j = + j ; j = 1; : : :; N. The N such problems were rst solved one after another on a single processor; then for comparison distributed between 2 processors, so that each processor had to solve only half the number of elliptic problems; then distributed over 4 processors, and so on. The total computer clock times (including overheads) required with 1, 2, 4, 8, and 16 processors are reported in Table 12 for N = 32 and M = 100, as well as M = 50 for comparison. In Table 12 the labels P; T, and denote the number of processors, the total computer clock time in seconds, and the speedup ratio T(P=2)=T(P); respectively. When the size of the nite element problem changes from M = 50 to 100 the speedup ratios become closer to two, re ecting the truism that the bigger the size of the distributed problems, the more e ective the parallelization. Since the total time for the largest problem continues to decrease roughly in proportion to the number of processors for P up to 16, the parallelization has been successful, and indeed could pro tably employ many more processors than the 16 currently available to us. A parallel implementation with more than 16 processors would be expected to be even more bene cial for parabolic problems in three space dimensions. 
