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WILD BOUNDARY BEHAVIOUR OF HOLOMORPHIC FUNCTIONS IN
DOMAINS OF CN
S. CHARPENTIER,  L. KOSIN´SKI
Abstract. Given a domain of holomorphy D in CN , N ≥ 2, we show that the set of
holomorphic functions in D whose cluster sets along any finite length paths to the boundary
ofD is maximal, is residual, densely lineable and spaceable in the spaceO(D) of holomorphic
functions in D. Besides, if D is a strictly pseudoconvex domain in CN , and if a suitable
family of smooth curves γ(x, r), x ∈ bD, r ∈ [0, 1), ending at a point of bD is given, then
we exhibit a spaceable, densely lineable and residual subset of O(D), every element f of
which satisfies the following property: For any measurable function h on bD, there exists a
sequence (rn)n ∈ [0, 1) tending to 1, such that
f ◦ γ(x, rn)→ h(x), n→∞,
for almost every x in bD.
1. Introduction
Let BN = {z ∈ CN , |z| < 1} denote the open unit ball of CN , N ≥ 2, and D the open unit
disc of the complex plane. If D is a domain in CN , N ≥ 1, O(D) will stand for the space of
holomorphic functions endowed with the locally uniform convergence topology.
In 2000, Boivin, Gauthier and Paramonov proved that, given a domain Ω ( RN whose
boundary has no component consisting of a single point and a homogeneous complex elliptic
operator L in RN , there exists an L-analytic function f in Ω - i.e a solution f to Lf = 0 on
Ω - satysfing the following property: For any ζ in the boundary bΩ of Ω and any continuous
path γ : [0, 1) → Ω with γ(r) → ζ as r → 1, the cluster set of f along γ is maximal (i.e.
equal to C ∪ {∞}) [8, Theorem 5]. We recall that the cluster set of f along γ is defined as
the set
{c ∈ C ∪ {∞} : f ◦ γ(rn)→ c for some (rn) tending to 1} .
This result was completed and extended in [6] where it was proven that the set of such above
functions contains a dense vector subspace of the space of L-analytic functions on Ω endowed
with the locally uniform convergence topology. In particular, the previous results apply to
O(D) where D is a domain in the complex plane (with L = ∂¯) and to the space of functions
harmonic in domains of RN (with L = ∆), and thus improved earlier works, for instance in
the unit disc. We refer to the survey [26] for an overview on the topic of (L)-holomorphic
functions with maximal cluster sets before 2008. We shall also mention [7] where the authors
are interested in the dense lineability and the spaceability (see below for the definition) in
O(D) of the set of so-called universal series (see [24]) with maximal cluster sets along any
path to the boundary, and [10] where functions holomorphic in D with a universal property
implying the maximality of cluster sets along any such paths are exhibited and studied more
specifically.
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Despite the rather large degree of generality of the previous results, it seems that the
natural problem of exhibiting holomorphic functions in domains of CN , N ≥ 2, with maximal
cluster sets along continuous paths to the boundary has been left open till now. Actually
polynomial and holomorphic approximation in CN makes the problem more involved in this
setting. Indeed, the existence of a function f in O(D) with maximal cluster set along every
path to the boundary clearly imposes on D to be a domain of holomorphy, hence to be
pseudoconvex by Oka’s solution to the Levi problem. Moreover it turns out that such a
function cannot exist in general: no holomorphic function in BN can be unbounded along
every path to the boundary [17, Theorem 3].
The first aim of this paper is to address this problem (Theorem A below). Let D be
a pseudoconvex domain in CN . From now on, a finite length path to bD refers to as a
continuous piecewise C1 path γ : [0, 1) → D, with finite length, such that γ(r) → ζ ∈ bD
as r → 1. We shall also recall that a subset of a topological vector space X is residual if
it contains a dense countable intersection of open sets, densely lineable if it contains apart
0 a dense subspace of X and spaceable if it contains apart 0 a closed infinite dimensional
subspace of X (see [2, 5]).
Theorem A. Let D be a pseudoconvex domain in CN . There exists a set V residual in
O(D) whose every element f satisfies the following property: for any finite length path γ to
bD and any complex number c ∈ C, there exists a sequence (rn)n ⊂ [0, 1), rn → 1 as n→∞,
such that
f ◦ γ(rn)→ c, n→∞.
Moreover V is densely lineable and spaceable in O(D).
Observe that, since L ∩ BN is the image of a finite length path for any complex line L,
it implies that the set of those f ∈ O(BN ) such that fL∩BN is non-extendable for any L is
residual in O(D), an answer to a question posed in [3, Page 8].
Let us make some comments on the proofs in [6, 8]. The functions with maximal cluster
sets along paths are built as (infinite) sums of L-analytic functions in Ω which are simultane-
ously small on some compact subsets of Ω and arbitrarily close to any given complex number
on suitable other compact subsets. Here suitable means that any path to the boundary has
to intersect all but finitely many of these sets. To perform this construction, it is built in
[8] a sequence (Gn) of sets in Ω with the property that any path to bΩ intersects all but
finitely many Gn’s and such that each Kn ∪Gn is a Roth-Keldysh-Lavrentiev set - on which
a Runge-type theorem for L-analytic function is valid - where (Kn) is some exhaustion of
Ω by compact sets (see [6, Lemma 3.2] for a precise statement). In 2015, for completely
different purpose, Globevnik succeeded in building a sequence (Γn) in BN with exactly the
same property as the sequence (Gn) above, except that only those paths to bBn with finite
length have to intersect all but finitely many Γn and that Kn ∪ Γn is now polynomially con-
vex [15]. This major step allowed him to build a function f ∈ O(BN ) unbounded along any
finite length path to bBN , that he used to exhibit a complete, closed complex hypersurface
in BN , and thus to prove a conjecture stated by P. Yang in 1977 [28, 29]. He extended this to
any pseudoconvex domains of CN [16]. Later the construction of such labyrinths was much
simplified in BN [1] and also in any pseudoconvex domains [11]. With this in hand, we will
then be able to prove Theorem A.
Furthermore, it turns out that holomorphic functions in CN with some erratic boundary
behaviour were already exhibited in 2005 by Bayart who showed the following.
Theorem 1.1. The set of functions in O(D) satisfying that, given any measurable function
h on bBN , there exists an increasing sequence (rn)n ⊂ [0, 1), rn → 1, such that
f(rnx)→ h(x) for almost every x ∈ bBN
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is residual.
In fact, a more difficult result is proven showing that such f can have an arbitrarily slow
radial growth to bBN . This result is in contrast with the existence of holomorphic functions
with radial limits equal almost everywhere on bBN to a given measurable function (see [21]
for the unit disc, [13, 20] for the unit ball, and [9] for strictly pseudoconvex domains in CN
with C∞ boundary). In [4, 20] the constructions are based on a Mergelyan type theorem for
certain star shaped compact subsets of the closed ball, proven in [18].
The second aim of this paper is to prove a simpler and natural polynomial approximation
result in strictly convex sets of CN - somewhat inspired by the construction of labyrinths,
to extend it to strictly pseudoconvex domains thanks to a deep embedding theorem due to
Diederich, Fornæss and Wold [12], and finally to improve and extend, in a rather transparent
fashion, Bayart’s result to strictly pseudoconvex domains.
Theorem B (Theorem 3.5 below for a precise statement). Let D be a strictly pseudoconvex
domain of CN and let γ : bD × [0, 1] → D be a smooth map. Under some assumptions
on γ, there is a residual set W in O(D) every element f of which satisfies that given any
measurable function h : bD → C, there exists a sequence (rn)n ⊂ [0, 1), rn → 1, such that
f ◦ γ(x, rn)→ h(x)
for almost every x ∈ bD. Moreover, the set W is densely lineable and spaceable in O(D).
If D = BN our proof can be combined with that of Bayart (or Iordan [20]) to get that any
functions as in Theorem B can have an arbitrary radial growth.
The paper is organized as follows. The next section introduces the necessary background in
complex analysis in several variables, that readers from Operator Theory or one dimensional
complex variable may not be familiar with. Section 3.1 is devoted to the proof of Theorem
A, and Section 3.2 to that of Theorem B.
2. Background
In this section, we briefly introduce the necessary background in several complex variables.
A domain D in CN is said to be pseudoconvex if there is a continuous plurisubharmonic
function u : D → R such for any c ∈ R the set {z ∈ D : u(z) < c} is relatively compact. We
refer to [19, Chapter II] for several equivalent definitions. As a solution to the Levi problem,
Oka, Bremermann and Norguet established that the class of pseudoconvex domains coincides
with that of domains of holomorphy [19, Chapter IV].
A strictly (or strongly) pseudoconvex domain D in CN is a bounded domain with C2
boundary such that the Levi form of some defining function ρ is positive definite on the
complex tangent space (see [22, Chapter 3] or [25, Chapter 3]). The next theorem will be
crucial for the proof of Theorem B. It is a particular case of [12, Theorem 1.1].
Theorem 2.1. Let D ⊂ CN be a strictly pseudoconvex domain. For any x ∈ bD, there is
a ball Bx centred at x and a holomorphic embedding kx : D → BN with kx(x) = (1, 0) ∈
C× CN−1 such that each point of kx(Bx ∩ bD) is a point of strict convexity of kx(D).
We will constantly make use of polynomial or holomorphic approximation. This is under-
stood in terms of polynomial or holomorphic convexity, that we shall recall now. For this
discussion, we refer to the book by Stout [27].
Let D be a domain of CN and K a compact subset of D. The holomorphic hull of K with
respect to D is defined by
K̂D = {z ∈ D : |ϕ(z)| ≤ sup
K
|ϕ| for every ϕ ∈ O(D)}.
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It is well known that K̂D is a compact subset ofD provided thatD is pseudoconvex. K is said
to be holomorphically convex with respect to D - or O(D)-convex - if K = K̂D. If D = CN ,
then K̂ = K̂CN is the polynomial hull of K, and K is polynomially convex whenever K̂ = K.
Any compact convex set is polynomially convex. The CN version of Runge’s theorem is the
Oka-Weil theorem, that states as follows (see [14, Theorem 2.3.1]).
Theorem 2.2. Let D be a domain of CN . If K ⊂ D is holomorphically convex with respect to
D, then any function holomorphic in a neighborhood of K can be approximated by functions
in O(D) uniformly on K.
A union of polynomially convex sets is not polynomially convex in general. However, a
classical result due to Kallin says that, under some conditions, this can hold true (see e.g.
[27, Theorem 1.6.19]). In particular, it says that if K and L are compact subsets of CN and
there is a polynomial p such that p̂(K)∩ p̂(L) is empty, then K̂ ∪ L = K̂ ∪ L̂. Thus if K and
L are additionally polynomially convex, then K ∪ L is polynomially convex as well. In the
next sections we shall need the following analogous result for holomorphic hulls. It can be
proven as [27, Theorem 1.6.19] or by embedding D into C2N+1 ([19, Theorem 5.3.9]), using
Cartan’s theorem and directly applying [27, Theorem 1.6.19].
Proposition 2.3. Let K,L be compact subsets of a pseudoconvex domain D in CN . Suppose
that there is f ∈ O(D) such that f̂(K) ∩ f̂(L) is empty. Then
K̂ ∪ LD = K̂D ∪ L̂D.
This proposition and an easy induction immediately yields the next corollary.
Corollary 2.4. Let D ⊂ CN be a pseudoconvex domain. Let K0, . . . , Kn be compact O(D)-
convex sets. Suppose that for each j = 0, . . . , n there is f ∈ O(D) such that f̂(Kj)D ∩
̂f(
⋃
i<j Ki)D is empty. Then K0 ∪ . . . ∪Kn is O(D)-convex.
3. Proofs of Theorem A and B and some complementary results
3.1. Wild holomorphic functions along finite length paths. Given an open set U ⊂
CN , a map γ : [0, 1) → U is said to be a path to bU - or ending at bU - if γ is piecewise
C1 and there exists x ∈ bU such that limr→1 γ(r) = x. The length of a path γ is defined as∫ 1
0
|γ′(t)|dt. The main goal of this section is to prove Theorem A. Let us first prove the first
part, that we restate as follows.
Theorem 3.1. Let D be a pseudoconvex domain of CN . Let V denote the subset of O(D)
consisting in those f satisfying the property that given any finite length path γ to bD and
any complex number c, there exists rn tending to 1 such that f ◦ γ(rn)→ c as n→∞. Then
V is residual in O(D).
The proof will be an easy application of the Baire Category Theorem and of the main
result of [11] that we state below under the form we need.
Theorem 3.2. Let D be a pseudoconvex domain in CN and let (Dn) be an exhaustion of
strictly pseudoconvex domains that are O(D)-convex. Let also (Mn) be a sequence of positive
numbers. Then there are compact sets Γn ⊂ Dn+1 \ Dn such that Dn ∪
⋃m
j=n Γj is O(D)-
convex for every m ≥ n, and any continuous path connecting ∂Dn to ∂Dn+1 and omitting
Γn has length greater than Mn.
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Proof of Theorem 3.1. Let (Kn) be given by Theorem 3.2 with Mn = 1 for any n, and let
(cj)j be a dense sequence in C. We define
V˜ :=
⋂
k,j∈N
⋃
n∈N
{
f ∈ O(D) : sup
Γn
|f − cj | <
1
k
}
.
We claim that any f ∈ V˜ belongs to V. Indeed, for a given c ∈ C, there exists a sequence
(nk)k such that supΓnk |f − c| <
1
k
. Let now γ be any continuous path with finite length
ending at bD. By the properties of the Γn’s, γ([0, 1)) must intersect all but finitely many
Γnk . Hence c belongs to the closure of f ◦ γ([0, 1)).
It remains to prove that V is a dense Gδ-subset of O(D). By the Baire Category Theorem,
it is enough to prove that for any k, j, the set
⋃
n∈N
{
f ∈ O(D) : supΓn |f − cj | <
1
k
}
is open
and dense in O(D). That it is open is clear. To prove it is dense, we fix a compact subset
K ⊂ D, h ∈ O(D) and ǫ > 0. Then we choose n such that K ⊂ Dn and use the O(D)-
convexity of Dn ∪ Γn to get f ∈ O(D) such that |f − h| < ǫ on Dn and |f − cj| < 1/k on
Γn

Let us now complete the proof of Theorem A.
Proposition 3.3. With the notations of Theorem 3.1, V is dense lineable and spaceable in
O(D).
Proof. (1) We first prove the dense lineability of V. Let us fix a countable neighbourhood
basis (Ul) of O(D). With the notations used in the proof of Theorem 3.1, we easily derive
from the latter that, for any increasing sequence (ni) of integers, the set
V˜((ni)) :=
⋂
k,j∈N
⋃
i∈N
{
f ∈ H(D); sup
Γ′ni
|f − cj| <
1
k
}
.
is residual in O(D). Let us build by induction sequences (nli) in N and (fl) in V˜ as follows:
Pick f0 ∈ V˜∩U0 and consider an increasing sequence (n
0
i ) such that supΓ′
n0
i
|f0| → 0 as i→∞.
Now assume that fl has been built in V˜((n
l−1
i ))∩Ul (with the notation (n
−1
i ) := (ni)). There
is an increasing subsequence (nli) of (n
l−1
i ) for which supΓ′
nl
i
|fl| → 0 as i → ∞. Let us pick
any fl+1 ∈ V˜((n
l
i)) ∩ Ul+1. Thus the set E := span(fl : l ≥ 0) is a dense vector subspace of
O(D).
To finish, let us check that any f :=
∑M
l=0 alfl ∈ E \ {0} belong to V˜ . We can assume
that aM 6= 0. Fix k, j ∈ N. By definition, there exist infinitely many nMi such that
sup
Γ′
nM
i
|fN −
cj
aM
| <
1
2k
Moreover, by construction, supΓ′
nM
i
|fl| → 0 as i → ∞, for any 0 ≤ l ≤ M − 1. Thus one
can choose i ∈ N such that supΓ′
nM
i
|f − cj| <
1
k
, which proves that f ∈ V˜((nMi )). Since we
clearly have V˜((nMi )) ⊂ V˜, the proof is complete.
(2) We turn to the proof of the spaceability of V. We denote by ≺ the lexicographical
order on N × N. Let (Dn) and (Γn) be given as in Theorem 3.2. Up to re-ordering we
may assume that the Γn’s are ordered in a double sequence Γk,n, k ≥ n ≥ 1, such that
Γk,n ⊂ Dj+1 \Dj where j is the rank in which the pair (k, n) appears in the sequence N×N
ordered increasingly with respect to ≺ (for instance, if (k, n) = (4, 2) then its rank j is 8).
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We also fix a basic sequence (en) in O(D), generating an infinite dimensional subspace, such
that for every n ≥ 1, supD1 |en| = 1 and the sequence (ek)k≥n is basic in the normed vector
space (O(D), supDn | · |) with basic constant less than 2. For the existence of such a basic
sequence, see [23, Lemma 1.7]. Let (ck) be a dense sequence in C and let us fix a sequence
(ǫn) of positive real numbers such that ǫ :=
∑
ǫn <∞.
As in the proof of [23, Theorem 1.1] and using the O(D)-convexity of Γn ∪ Dn, one
can build by induction two families (fi,j)i≥j≥1 ⊂ O(D) and (ni,j)i≥j≥1 ⊂ N satisfying the
following conditions:
(i) supDj |fj,j| <
ǫj
2j+1
;
(ii) supΓk,j |fi,j − (ck −
∑i−1
l=j fl,j)| <
ǫj
2i+1
if Γk,j ⊂ Di+1 \Di;
(iii) supDi |fi,j| <
ǫj
2i+1
;
(iv) supΓk,m |fi,j +
∑i−1
l=j fl,j| <
ǫj
2i+1
if m 6= j and Γk,m ⊂ Di+1 \Di.
By (iii) fj :=
∑
i≥j fi,j + ej is well-defined in O(D) and, according to [23, Lemma 1.9],
(iii) also implies that (fj) is a basic sequence in O(D), equivalent to (ej). Thus the set
E := span(fj ; j ≥ 1) is a closed infinite dimensional subspace of O(D). The remaining of
the proof consists in showing that any f =
∑
n≥1 anfn ∈ E \ {0} belongs to V. Denoting
by N the smallest integer among those n for which an 6= 0, we shall assume, without loss
of generality, that aN = 1. Moreover, proceeding as in the proof of [23, Theorem 1.10], one
can see that there exists a constant K such that |an| ≤ K for any n ≥ 1.
By the proof of Theorem 3.1, we need only prove that supΓk,N |f − ck| → 0 as k →∞. For
k ≥ N let us denote by j(k) the unique integer such that Γk,N ⊂ Dj(k)+1 \Dj(k). Note that
j(k) > k. Considering the estimate |f(z)− ck| ≤ |fN(z)− ck|+K
∑
n 6=N |fn(z)|, we use first
(ii) and (iii) to get, for any z ∈ Γk,N ,
|fN(z)− ck| ≤ |fN(z)−
j(k)∑
i=N
fi,N(z)|+ |
j(k)∑
i=N
fi,N(z)− ck| <
ǫN
2j(k)
,
and secondly (iii) and (iv) to obtain∑
n 6=N
|fn(z)| ≤
∑
n 6=N
|
j(k)∑
i=n
fi,n(z)|+
∑
n 6=N
|fn(z)−
j(k)∑
i=n
fi,n(z)| <
ǫ
2j(k)
.
This concludes the proof. 
3.2. Almost everywhere wild holomorphic functions. From now on, we fix a strictly
pseudoconvex domain D in CN and denote by m = mbD the normalized measure on bD. For
simplicity, we also denote by m the Lebesgue measure in Rn. In what follows we shall say
that a smooth domain (i.e. a domain with C2 boundary) D′ is close to D if it possesses a
defining function ρ′ that is close to ρ in C2 topology. Note that if D′ is sufficiently close to
D, then it is also strictly pseudoconvex.
Let us consider a C1 map γ : bD × [0, 1] → D such that γ(x, r) ∈ D, r ∈ [0, 1), and
r 7→ γ(x, r) hits bD transversally at x for any x ∈ bD, as r → 1. For r ∈ [0, 1), we denote
by bDr := {γ(x, r) : x ∈ bD}. We assume additionally (†) that, for any r close enough to 1,
bDr bounds a smooth domain Dr that is close to D. In particular, it implies that for any
compact set K in D and any r close enough to 1, Dr contains K.
Note that given a strictly pseudoconvex domain D, there always exists a C1 map as above
satisfying (†). Indeed, it is the most natural one: For x ∈ bD, let νx denote the inward
unit normal vector and set γ(x, r) := x + (1 − r)νx for r ∈ [0, 1]. It is clear that γ is C
1
on bD × [0, 1]. Moreover, for r close enough to 1, each point of the set bDr is at distance
r from bD. Now, we can use the well-known fact that the signed distance function to the
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boundary of a smooth domain is C2 in order to see that Dr is a smooth domain, which is
close in C2-topology to D (see [22, Chapter 3]).
In fact, a classical but a bit more tricky argument shows that there even exist maps γ
which are C2 on bD × [0, 1] and hit transversally bD as r → 1. The following proposition
says that, under this stronger assumption, (†) is automatically satisfied.
Proposition 3.4. Keeping the above settings, let us assume additionally that the map γ is
C2 on bD× [0, 1]. Let K be any compact subset of D. There exists r0 ∈ (0, 1) such that Dr is
the boundary of a strictly pseudoconvex domain in D that contains K whenever r ∈ (r0, 1].
Proof. Fix x ∈ bD.It follows from the implicit function theorem that there exist a neighbor-
hood U of x, an open set U ′ in R2n−1 and a C2 function f : U → R such that
U ∩ bD = {(t, f(t)) : t ∈ U ′}.
Now, using that γ is C2, we shall infer that for any r close enough to 1, there are C2 smooth
functions gr such that γ((t, f(t)), r) = (t, gr(t)), t ∈ U
′, and gr is close to f in C
2 topology.
Thus bDr is locally the graph of a smooth function, from which we easily obtain, at first,
that bDr bounds a domain, denote it by Dr, that contains K for r sufficiently close to 1.
Second, we deduce that Dr is strictly pseudoconvex, since the Levi form of some defining
function for Dr, restricted to proper complex tangent spaces, is close to the (positive and
definite) Levi form of a defining function of D. 
Let us now turn to the proof of Theorem B. The proofs of the dense lineability and the
spaceability are omitted as both may be obtained exactly as Proposition 3.3, together with
the proof of the following.
Theorem 3.5. Let (rj) be an increasing sequence, 0 < rj < 1, limj→∞ rj = 1. Then the set
W(rj) of holomorphic functions f on D such that, for any measurable function h : bD → C,
there is a subsequence (rjk) of (rj) with
lim
k→∞
f(γ(x, rjk)) = h(x) for a.e. x ∈ bD
is residual in O(D).
The proof of Theorem 3.5 is based on Lemma 3.7 below about holomorphic approximation
on D. To obtain this lemma, we will first prove a polynomial approximation result in strictly
convex domains (Lemma 3.6), and then use embeddings of D into strictly convex domains
(2.1).
For a convex set V of CN and H a real hyperplane in C2N , we call a cap of V any connected
component of the set V ∩ (CN \H). A closed cap of V will be the closure in V of a cap of V .
Note that any closed cap is a convex compact subset of CN and, as such, it is polynomially
convex.
Lemma 3.6. Let V be a strictly convex domain and U a domain of CN intersecting bV .
Then for every ǫ > 0 there are finitely many disjoint closed caps Γ1, . . . ,Γn contained entirely
in U ∩ V such that
m((U ∩ bV ) \ Γ) < ǫ,
where Γ = Γ1 ∪ . . . ∪ Γn. Moreover, given any polynomially convex compact subset K of V
with Γ ∩K = ∅, Γ ∪K is polynomially convex.
Proof. By compactness and the implicit function theorem, we can assume that there exists
an open set U ′ in R2N−1 such that
bV ∩ U = {(t, f(t)) : t ∈ U ′},
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and that the map F : t 7→ (t, f(t)) is a C2 diffeomorphism from U ′ onto bV ∩ U . Now it
is not difficult to check that the strict convexity of V and the smoothness of F imply the
existence of 0 < K1 ≤ K2 <∞ such that for each open cube C contained in U
′, there exists
a closed cap Γ of V such that F (C) ⊃ Γ ∩ bV and K1m(C) ≤ m(Γ) ≤ K2m(C). Moreover,
for C small enough, we shall have Γ ⊂ U . Thus the lemma follows from the choice of finitely
many disjoint open cubes C1, . . . , Cn in U
′ such that the measure of U ′ \ (
⋃n
j=1Cj) is small
enough and, again, the fact that F is a diffeomorphism.
The last assertion of the lemma follows from Corollary 2.4. 
Lemma 3.7. Let D be a strictly pseudoconvex domain in CN . For any ǫ > 0, any O(D)-
convex subset K of G, any G ⊂ D sufficiently close to D in C2-topology and any open set
U intersecting bG, there exists a compact set Γ in U ∩ G such that m((U ∩ bG) \ Γ) < ǫ,
K ∩ Γ = ∅ and Γ ∪K is O(D)-convex in D.
Proof. Up to obvious changes, we may and shall assume that U = CN . According to [12]
(Theorem 2.1), for each x ∈ bD there is a ballBx centred at x and an embedding kx : D → BN
with kx(x) = (1, 0) ∈ C × CN−1 such that each point of kx(Bx ∩ bD) is a point of strict
convexity of kx(D). If G is close enough to D, then each point of kx(Bx ∩ bG) is a point of
strict convexity of kx(G). Thus one can consider a strictly convex domain Vx containing kx(G)
such that kx(G) ∩ kx(Bx) = Vx ∩ kx(Bx). Moreover, we shall assume that bG ⊂ ∪x∈bDBx,
hence one can find finitely many disjoint open sets U1, . . . , Un such that each of them lies in
some Bx, K ∩ Uj = ∅, and m(bG \ ∪Uj) < ǫ/2.
Let us fix j and take x such that Uj ⊂ Bx and let us apply Lemma 3.6 to Vx and the
domain kx(Uj). It provides us with a finite union of disjoint closed caps, that we shall denote
by Γ˜j , such that m((kx(Uj) ∩ bVx) \ Γ˜j) < η, where η will be chosen below. Let us define
Γj := k
−1
x (Γ˜j) and observe that η can be chosen small enough so that
m((Uj ∩ bG) \ Γj) < ǫ/(2n).
Setting Γ = ∪jΓj, we get m(bG \ Γ) < ǫ.
Note also that each Γ˜j is polynomially convex (Lemma 3.6) and is separated from kx(K)
and kx(Ui) for i 6= j by a polynomial. Composing with kx we get that each Γj is O(D)-convex
and separated from K and Γi, i 6= j, by a function holomorphic in D. This, according to
Corollary 2.4, means that Γ ∪K is O(D) convex.

We now deduce the following, which is the key-ingredient for Theorem 3.5.
Corollary 3.8. Let ǫ > 0, let K be O(D)-convex in D, h ∈ O(D) and let ϕ be continuous on
bD. There exists r0 ∈ (0, 1) such that for any r ∈ (r0, 1), there exist a compact set E ⊂ bD
and f ∈ O(D) such that
(1) m(bD \ E) < ǫ;
(2) supx∈E |f ◦ γ(x, r)− ϕ(x)| < ǫ;
(3) supz∈K |f(z)− h(z)| < ǫ.
Proof. We fix ǫ > 0. By continuity of ϕ on bD, there exists finitely many connected open
sets U1, . . . , Un ⊂ CN , with Ui∩Uj = ∅ if i 6= j, and c1, . . . , cn ∈ C such that |ϕ(x)−ci| < ǫ/2
for any x ∈ bD ∩ Ui, i = 1, . . . , n, and m(bD \ (U := ∪iUi)) < ǫ/2.
Since γ is C1 on bD × [0, 1] and γ(x, 1) = x for any x ∈ bD, there exists r0 such that
for any r0 ≤ r ≤ 1, the map γr : x 7→ γ(x, r) is a C
1 diffeomorphism from bD onto bDr.
Moreover for any A ⊂ bD, m(A) ≈ m(γr(A)), where the constants in ≈ do not depend on
A or on r ≥ r0. We define Vr as an open set of CN such that Vr ∩ K = ∅ and Vr = ∪iV ir
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with V ir = γr(bD ∩ Ui). In particular, we thus have m(bDr \ Vr) ≈ ǫ/2, and the function ϕ˜
defined as ϕ˜(z) = ci if z ∈ V
i
r is well-defined and holomorphic in Vr.
By assumption (†) and according to Lemma 3.7, we can assume that r0 is even closer to 1
so that for any r ∈ (r0, 1), bDr is the boundary of a strictly pseudoconvex domain in D that
contains K, and so that there exists a compact set Γr in Vr with m(Vr ∩ bDr \ Γr) < ǫ/2,
such that Γr ∪K is O(D)-convex in D.
Thus there exists f ∈ O(D) such that |f(z) − ϕ˜(z)| < ǫ/2 for any z ∈ bDr ∩ Γr and
|f(z)− h(z)| < ǫ for any z ∈ K. Setting E = γ−1r (bDr ∩ Γr) completes the proof, since ǫ is
arbitrary.

Proof of Theorem 3.5. The rest of the proof is very similar to steps 2 and 3 of that of [4,
Theorem 1]. Let (Ks) be O(D) convex sets that exhaust D, i.e. Kj is contained in the
interior of Ks+1 and
⋃
sKs = D. We also fix a dense sequence (hj) in the set C(bD) of
continuous functions on bD. We denote by Ek the set of all compact subsets E of bD such
that m(bD \ E) > 1− 1/2k. For positive integers j, k, l, s, we define the set
U(j, k, l, s) =
⋃
r∈(rj ,1)
⋃
E∈Ek
{
f ∈ O(D) : |f ◦ γ(x, r)− hj(x)| < 1/2
k, x ∈ E
}
.
It is clear that each U(j, k, l, s) is an open subset of O(D) and, by Corollary 3.8, that it
is dense. So, by the Baire Category Theorem, we get that U :=
⋂
j,k,l,sUj,k,l,s is a dense
Gδ-subset of O(D).
Let us take f ∈ U . It remains to prove that f belongs toW(rj). We thus fix h measurable
on bD. Proceeding as in Step 3 of the proof of [4, Theorem 1], we can build by induction an
increasing sequence (rjk), rjk → 1, and a sequence (Ek) in Ek such that
|f ◦ γ(x, rjk)− h(x)| <
1
2k
, x ∈ Ek.
Setting E =
⋃
n≥1
⋂
k≥nEk, it is easily seen that m(E) = 1 and that f ◦ γ(x, rjk)→ h(x) as
k →∞ for any x ∈ E. 
The case of the ball. In the case of the ball, Theorem 3.5 can be strengthened. Assume that
we are given a family of maps {γz : bBN× [0, 1]→ BN ; z ∈ BN} such that each γz satisfies the
assumptions made at the beginning of the section and, additionally, that (z, x, r) 7→ γz(x, r)
is continuous on BN × bBN × [0, 1] and (z, r) 7→ ∂γz(x, r)/∂r is continuous on BN × [0, 1], for
any x ∈ bBN. A typical example of such maps is γz(x, r) = x+ r(x− z).
Let v : [0,+∞[→ [0,+∞[ be a weight, i.e. an increasing function such that v(x)→∞ as
x→∞. We recall that the space H0v is defined as
H0v :=
{
f ∈ O(BN ) : sup
|z|=r
|f(z)|
v(r)
→ 0 as r → 1
}
.
It is well-known thatH0v is a Banach space endowed with the norm ‖f‖ = supz∈BN |f(z)|/v(|z|)
and that the polynomials are dense in H0v .
Theorem 3.9. Let v be a weight and let (rj) be a sequence in (0, 1) with rj → 1. With the
notations of Theorem 3.5 and D = BN , the set W(rj) ∩H0v is residual in H
0
v .
This theorem was obtained by Bayart for γz(x, r) = z + r(x− z) [4, Theorem 1]. Observe
that the statement holds true also with O(D) instead of H0v and that it is already an
improvement of Theorem 3.5 in the case D = BN (the family γz is indexed by an uncountable
set and an uncountable intersection of residual sets may be empty). More surprisingly, the
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above theorem tells that the functions satisfying the conclusion of Theorem 3.5 can grow
arbitrarily slowly. The proof of Theorem 3.9, whose details are left to the reader, follows
the same lines as that of [4, Theorem 1], upon replacing [4, Lemma 1] and [4, Lemma 3] by,
respectively, Lemmas 3.10 and 3.11 below.
Let us recall that a continuous function f on BN hasK-limit at x ∈ BN if (f(zi))i converges
for any (zi) ⊂ Dα(x) converging to x, where Dα(x) is the Kora´nyi approach region defined
for α > 1 by
Dα(x) =
{
z ∈ BN : |1− 〈z, x〉 | <
α
2
(1− |z|2)
}
.
Observe that, under the assumptions made on the family {γz : z ∈ BN}, for any compact
subset L of BN , there exists α > 1 and 0 < r < 1 such that
(3.1) {γz(x, r
′) : z ∈ L, r < r′ < 1} ⊂ Dα(BN ).
For L a compact subset of BN and E ⊂ bBN , we define
E∗L = {γz(x, r); x ∈ E, r ∈ [0, 1], z ∈ L}
Lemma 3.10. Let L be a compact subset of BN and h a continuous function on BN with K-
limit almost everywhere on bBN . For every ǫ > 0, there exist a subset E of bBN , m(bBN\E) <
ǫ, and an extension h˜ of h to B ∪ E such that h˜ is continuous on E∗L.
Proof. Up to (3.1), it is identical to that of [4, Lemma 1]. 
Lemma 3.11. Let v be a weight, L a compact subset of BN , and h a continuous function on
bBN . For every ǫ > 0, there exist a compact subset E of bBN and a function f holomorphic
in BN , continuous on E∗L, such that:
(1) m(BN \ E) < ǫ;
(2) |f(x)− h(x)| < ǫ for any x ∈ E;
(3) ‖f − g‖ < ǫ.
Proof. The proof works the same as that of [4, Lemma 3]. However, instead of [20, Lemma
3] (see also [18]), which is the main ingredient of [4, Lemma 3], we observe that one can use
Lemma 3.6 (with V = BN and U = CN ), whose proof is rather elementary. 
Remark 3.12. It would be interesting to know whether Theorem 3.9 extends to any strictly
pseudoconvex domain. The most difficult point would consist in controlling the growth of
the functions near the boundary. The strategy developed in [9] might be useful.
Proceeding as for V in Proposition 3.3, we can prove the following.
Proposition 3.13. Let v be a weight and let (rj) be a sequence in (0, 1) with rj → 1.
W(rj) ∩H
0
v is densely lineable and spaceable in H
0
v .
A concluding remark. We recall that D stands for the unit disc in the complex plane. In the
sequel we say that f ∈ O(D) satisfies property (P) if given any K ( bD and any h ∈ C(bD),
there exists (rj) ∈ [0, 1) such that frj → h uniformly on K as j → ∞. It is easily checked
that if f has (P), then given any h ∈ C(bD), frj converges pointwise on bD to h for some
sequence (rj), and that f has maximal cluster sets along any path to bD (with finite or
infinite length) γ to bD. It is proved in [10] that the set of functions satisfying (P) is a
dense Gδ-subset of O(D). In contrast, as we have already mentioned, there do not exist an
f ∈ O(BN ), N ≥ 2, such that f ◦ γ has dense range for any path γ to bBN [17].
Furthermore, one can show that there cannot exist f ∈ O(BN ), N ≥ 2, such that given any
h ∈ C(bBN ), frj → h pointwise on bBN , for some (rj) ⊂ [0, 1). Indeed, a standard argument
using the Baire Category Theorem yields that if frj (x) → h(x) for any x ∈ bBN , then the
convergence is uniform on every compact subset of some dense open subset of bBN . Thus,
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for some cap Γ ∈ BN , frj must converge to h uniformly on Γ∩ bBN . In particular, frj has to
be bounded on Γ∩ bBN . Now, by the maximum modulus principle, frj |L is also bounded on
L∩Γ uniformly for any complex affine line L intersecting Γ. Therefore frj must be bounded
on Γ, hence f itself has to be bounded on a non-empty open set BN ∩Bx, for some open ball
Bx centred at some x ∈ bBN . This of course implies that for some g ∈ C(bBN ), there exists
no sequence (rj) ⊂ [0, 1) such that frj → h pointwise on bBN . Observe that this argument
shows that the pointwise convergence of frj to any h for some (rj) cannot even hold on a
given open subset of bBN .
However, it is possible to prove the following. For x ∈ bBN , we denote by Lx the complex
line passing through x and the origin, and by bLx the set Lx ∩ bBN .
Theorem 3.14. Let (xi)i≥1 be a sequence in bBN . There exists a dense Gδ-subset U of
O(BN) such that every f ∈ U satisfies that, given any hi ∈ C(bLxi) and any compact set
Ki ( bLxi, i ≥ 1, there exists a sequence (rj) in [0, 1) such that for any i ≥ 1, frj → hi
uniformly on Ki.
Observe that the sequence (rj) does not depend on i ≥ 1. For the proof, we will need
another particular case of Kallin’s lemma (see [27, Page 63]).
Lemma 3.15. Let K and L be two compact convex subsets of CN that intersects at one
point. If there exists a linear functional ϕ on CN such that ℜϕ ≤ 0 on K and ℜϕ ≥ 0 on
L, and ℜϕ−1(0) meets K only in a point, then K ∪ L is polynomially convex.
From this lemma, it follows that the union of two closed caps in BN which intersect at a
single point is polynomially convex.
Proof of Theorem 3.14. By the Baire Category Theorem and a diagonal argument, it is
enough to prove the theorem for (xi)i finite. Let us then fix {xi : i = 1, . . . , m} in bBN .
Let us set a sequence (hj1, . . . h
j
m) dense in C(bLx1) × . . . × C(bLxm). By the one variable
Mergelyan theorem, any continuous function on bLxi can be uniformly approximated on any
proper compact subset of bLxi by polynomials on C
N , so we can assume that each hji is
a polynomial. Let us also fix a sequence (ys1, . . . , y
s
m)s dense in bLx1 × . . . × bLxm and let
(Ks1,n, . . . , K
s
m,n)n be an exhaustion of compact subsets of (bLx1 × . . .× bLxm) \ {y
s
1, . . . , y
s
m}.
Now, observe that
U =
⋂
j,n,s,k
⋃
r∈[1− 1
k
,1)
m⋂
i=1
{
f ∈ O(BN ) : sup
Ksi,n
|fr(z)− h
j
i (z)| <
1
k
}
.
For j, n, s, k fixed, the union on the right-hand side is clearly open in O(BN ). To prove that
it is dense, we can consider, for any 0 < ρ < 1, finitely many closed caps Γ1, . . . ,Γl0 ⊂ BN
such that
(1) For any 1 ≤ l ≤ l0, Γl ∩ ρBN = ∅;
(2) For any 1 ≤ l′ ≤ l0, Γl′ ∩
⋃
l 6=l′ Γl contains at most one point;
(3) Ks1,n ∪ . . . ∪K
s
m,n ⊂
⋃l0
l=1 Γl.
To finish, we use the fact that
⋃l0
l=1 Γl ∪ ρBN is polynomially convex, that we deduce from
Corollary 3.15. 
We shall mention that a function in O(D) which satisfies property (P) cannot have an
arbitrary slow radial growth ([10, Corollary 2.11]). As a consequence, and in contrast with
Theorem 3.9, a function in the class U cannot grow arbitrarily slowly either.
Finally, using the formalism and the ideas considered in this section, we shall add that
Theorem 3.14 can be stated for strictly pseudoconvex domains, up to adequate modifications.
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