We study a class of Hamilton-Jacobi-Bellman HJB equations associated to stochastic optimal control of the Duncan-Mortensen-Zakai equation. The equations are investigated in weighted L 2 spaces. We i n troduce an appropriate notion of weak viscosity solution of such equations and prove that the value function is the unique solution of the HJB equation. We apply the results to stochastic optimal control problems with partial observation and correlated noise.
Introduction
The paper is devoted to the study of Hamilton-Jacobi-Bellman HJB equations associated with stochastic optimal control problems for the Duncan-Mortensen-Zakai DMZ equation. Such HJB equations have the form just multiplication operators. He proved that the value function of the associated optimal control problem is the unique appropriately de ned weak solution of 1. The uniqueness was established by sub-and super-optimality arguments and stochastic analysis. Bellman equations related to control of measure-valued di usions have also been studied by O. Hijab in 15, 16, 17 . However the notion of solution used there was so weak that the author did not obtain any uniqueness results. This paper presents a uni ed approach to 1 that guarantees existence of unique solutions in a generality that includes equations coming from a large class of reasonable separated" problems.
The main interest in studying 1 comes from stochastic optimal control of partially observed systems. The DMZ equation is the equation of the unnormalized conditional distribution and is the state equation of a so called separated" problem see e.g. 2 , 11 , 27 . This connection will be discussed in Section 7. Motivated by such problems we w ant to study the HJB equation 1 in a generality that would include cases coming from problems with correlated noise and having fairly general cost functions see Section 7 for details. These requirements force the S k to be rst order di erential operators and may cause functions f; and g not to be well de ned in L 2 IR d . To handle such di culties we will investigate 1 in weighted L 2 -spaces for which the usual L 2 R d is a special case. We will assume that the operators S k and A satisfy a nondegeneracy condition 7, however the techniques of the paper would also apply to the control of degenerate equations of DMZ type that come from partially observed problems.
We de ne an appropriate notion of weak solution of 1 called viscosity solution that has its origin in the de nitions that appeared independently in 5 and 8, Part VII , that were later adapted to second order equations in 14 , and some ideas from 30, 31 , 24, Part II . The notion of viscosity solution is based on a principle of replacing the possibly nonexisting derivatives of a sub-super-solution v by derivatives of test functions ' at points t;x such that v , ' have a maximum minimum. In our de nition of solution we choose an appropriate class of test functions ' and require that the pointsx bein a weighted Sobolev space that will becalled X 1 so that all terms in 1 have classical meaning. This helps deal with the technicalities of the proof of uniqueness of solutions however it makes the existence part a little more di cult since rst we h a v e to show that we can achievex to be in the desired space when v is the value function.
The major results of the paper are contained in Sections 5 and 6 in which we show that the value function of the associated optimal control problem belongs to an appropriate class of functions and it is the unique viscosity solution of 1 in this class. The proof of comparison that gives uniqueness is fairly general and does not use any references to the control problem. It could be used to treat more general equations, for instance those of Isaacs type. In Section 7 we discuss the connection with partial observation problems and the applicability of our results. Preliminary operator estimates and various estimates for the DMZ equation in weighted spaces are proved in Section 3, while in Section 4 we introduce the optimal control problem, the associated HJB equation, and the de nition of viscosity solution.
We refer the reader to 3, 4, 13, 12, 14, 19, 24, 30 , 31 for related results and a history of second order Hamilton-Jacobi-Bellman-Isaacs equations in Hilbert spaces and to 2, 11, 10, 27 and the references quoted therein for more information on the DMZ equation and stochastic optimal control of partially observed systems.
Preliminaries 2.1 Notation
We will denote the norm and the inner product in R k by jj R k and h; i R k respectively. Moreover for a bounded function g : R k 7 ,! R d d; k 2 N we set jjgjj 1 For k 2 N; we denote by BUC k X;Y the set of all functions ' : X ! Y which are uniformly continuous and bounded on X togheter with all their Fr echet derivatives up to order k. If Y = R we will write BUC k X instead of BUC k X;R. Similarly we de ne the spaces C k X;Y, U C k X;Y, C k X, U C k X . By U S C X ; L S C X w e denote respectively the space of uppersemicontinuous functions and the space of lower-semicontinuous functions on X. For a given 0 T we will also denote by C 1;2 t; T X the space of all functions ' : t; T X ! R for which ' t ; D'; D 2 ' exist and are uniformly continuous on bounded subsets of t; T X. We s a y that a function : 0 ; + 1 ! 0; +1 is a modulus if is continuous, nondecreasing, subadditive and 0 = 0. Subadditivity in particular implies that, for all " 0 there exists C " 0 such that r " + C " r for every r 0. Moreover a function : 0; +1 0; +1 ! 0; +1 is a local modulus if is continuous, nondecreasing in both variables, subadditive in the rst variable, and 0; r = 0 for every r 0.
For any ' 2 U C X;Y w e denote by ' a continuity modulus of ' i.e. a modulus such that j'x 1 , 'x 2 j Y ' jx 1 , x 2 j X for every x 1 ; x 2 2 X . W e recall that, if ' 2 U C X;Y, then its modulus of continuity always exists and so there exist positive constants C 0 ; C 1 such that j'xj Y C 0 + C 1 jxj X ;
for every x 2 X:
Let ; F; fF t : t 0g; P beacomplete probability space with a normal ltration fF t : t 0g and let W beanm-dimensional Wiener process adapted to the above ltration. We will call the 5-tuple ; F; fF t : t 0g; P; W a stochastic base. We will always use this identi cation, except when explicitly stated.
The adjoint C of C is an isometry C : H k 0 7 ! H k 0 i.e. C : H ,k 7 ,! H ,k with the above identi cation so that for f 2 H ,k we have jjfjj H ,k = C f H ,k . Observe that C can be identi ed with C 1= .
To simplify notation we will write X k = H k R d . Let B = C 1= , + I , 1 C . Similarly to the case of non-weighted spaces we h a v e that X ,k is the completion of X 0 under the norm jjxjj ,k; = B k x; x 0; = B k C x; C x 0 and B
1=2
is an isometry between X ,2 ; X , 1 ; X 0 ; X 1 and X ,1 ; X 0 ; X 1 ; X 2 respectively. The duality pairing between X ,k and X k will bedenoted by h; i hX ,k ;X k i = hC ; C i hH ,k ;H k i . As before In what follows we will consider weight functions of the form:
The proposition below follows by easy calculations. 3 The Duncan-Mortensen-Zakai equation
In this section we present various preliminary operator estimates and prove estimates for solutions of the abstract DMZ equation in weighted spaces. These estimates will be needed in our future analysis. The connection between the DMZ equation investigated here and partially observed systems will be discussed in Section 7. Proof. We rst sketch the proof in the case = 1. Then we will only give the complete proof of 11 and 13 since the proof of 12 is very similar.
Part I: Proof in the case = 1 .
Step Step 2: Proof of 12.
We recall that see for instance 23, Theorem and the claim follows upon estimating the last term by sums of squares with appropriate weights.
Step Step 2: Proof of 13.
We which gives the claim.
Estimates for the Duncan-Mortensen-Zakai equation
Let ; F; fF t : t 0g; P; W beastochastic base as introduced in Section 2.1. We x a nite time horizon T 0 and de ne for 0 t T the set A t; = f : t; 7 ,! A; measurable and progressively measurable with respect to fF s : s 0gg:
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A t; is the set of admissible control strategies on t; when the stochastic base is xed. This will bethe case for the rest of this section. In the control problem in Section 4 we will use relaxed controls allowing the stochastic base to change. Therefore we will pay attention to the fact that our estimates do not depend on the choice of the stochastic base. We will refer to functions satisfying i a s h a ving less than quadratic growth.
Remark 4.2 We observe that the condition on g in ii is satis ed when g is weakly continuous. This will allow u s to treat some nontrivial examples of partially observed optimal control problems in Section 7.
The value function is de ned as vt; x = inf , jjx ,xjj ,1; , t ,t 2 has a global maximum at t;x and for every maximizing sequence t n ; x n w e m ust have lim sup n!1 jjx n jj 0; jjxjj 0; , and t n !t; B x n ! B x as n ! 1 . This implies that x n !x. Remark 4.6 We h a v e de ned the family of admissible control strategies in a wider sense of relaxed controls including in the de nition of an admissible control also the choice of the stochastic base. This approach is commonly used, in particular to prove the Dynamic Programming Principle and to analyze existence of optimal strategies and optimality conditions see e.g. 26, 32 . Of course one can consider another setup of a xed stochastic base, for instance a so called canonical sample space, and then de ne admissible control strategies as processes adapted to this base. This seems to beamore prevalent setting for partially observed stochastic optimal control problems. As far as this paper is concerned the xed-space" approach w ould not change the results and methods of proofs as long as we can prove the Dynamic Programming Principle. We h a v e c hosen the relaxed setting since in this case the Dynamic Programming Principle that we strongly use here, is well known and easily quotable. Moreover by the Chebychev inequality w e get that for su ciently big R Denoting by ! 0 " a quantity that goes to 0 as " goes to 0, uniformly for x; y in bounded subsets of X 0 ; and using 28 we obtain vt; x , vt; y ! 0 " + C " T , t 1 we would get by using similar arguments the uniform continuity of v in x in the X 0 norm. Moreover if ! R does not depend on R the proof provides the uniform continuity on the whole space.
We will need the dynamic programming principle that is stated below in a simple form. It will not bereproved here even though there seems to beno quotable reference for in nite dimensional problems. However since the value function is continuous and we deal with relaxed controls the proof follows standard arguments, see for instance 32 see also 21 . Proof. The uniqueness part will follow from Theorem 6.1. Here we will only prove that v is a viscosity solution. The main di culty o f the proof comes from the fact that we have to deal with the unbounded operators S k and A . The outline of the proof is the following. First of all we show that the maximum minimum points in the de nition of sub-supersolution are in X 1 . This part follows the strategy used in 14 and earlier in 5 and 8, Part VII . Then we use the dynamic programming principle and carefully apply various estimates for solutions of the state equation to pass to the limit and obtain the inequalities in 4.3. We will only show that the value function is a viscosity supersolution. The subsolution part is very similar and in fact easier. We will omit the subscript in the norm and inner product notation throughout the proof. Since here no substantial di erence arise, we will consider controls simply as elements of A t;T .
Let ' 2 T and 2 C Step Therefore, using the above inequalities, the assumptions on the rate of growth of f, and again Step 2. The supersolution inequality.
Consider the inequality 48. We observe that for every " 0 there exists R " 0 such The claim now follows upon taking rst the in mum over 2 A inside the integral and then letting " ! 0. This concludes the proof of the supersolution part.
Uniqueness
In this section we will prove a comparison result for viscosity sub-and supersolutions of 42. As a corollary we will obtain that the value function is the unique solution of 42.
Let fe n g 1 n=1 X 0 be an orthonormal basis in X ,1 . Let X N = spanfe 1 ; :::; e N g. Denote by P N the orthogonal projection from X ,1 onto X N , let Q N = I , P N I is the identity i n X , 1 Proof. As in the previous section we will drop the subscript in the notation for norms, inner products, and operators.
Step 1: Without loss of generality w e can assume that u and ,v are bounded from above and such that lim Step 2 . If we can prove that u v then we will obtain u v by letting ! 0.
Step 3: To k eep the number of indices down we will write u for u and v for v throughout the rest of the proof. We argue by contradiction. Suppose that u 6 v . Let 't; s; x; y = u t; x , vs; y , jjx , yjj Since upper semicontinuity in jj jj ,1 implies upper semicontinuity in j j j j , 2 see for instance 8, PART V , using perturbed optimization results see for instance 29 and 51 we h a v e that for every n 2 IN there exist p n ; q n 2 X 0 ; a n ; b n 2 R such that jjp n jj 0 ; jjq n jj 0 ; ja n j; jb n j 1 =n, and 't; s; x; y + h Bp n ; x i 0 + h Bq n ; y i 0 + a n t + b n s has a global maximum at t; s; x; y which w e m a y assume to be strict see We now apply a nite dimensional result see for instance Theorem 3. are two independent Brownian motions on R d and R m respectively. Using the same notation as in Section 3.2 the control set A is now a closed subset of R n ; and a control strategy is a process : t; T 7 ! A R n that is progressively measurable with respect to the ltration F Y 1 s ; ; s 2 t; T generated by the observation process Y 1 . The set of such control strategies will be denoted by A t;T : We will later let the probability spaces vary as we h a v e done in Section 4 and we will work with relaxed controls. We assume the following: 
The separated problem
One way of dealing with the partially observed stochastic optimal control problem introduced in the previous section is through the so called separated" problem see 2 , 11 , 27 that will be outlined below. At this point w e h a v e to start explainig why w e h a v e c hosen to work with the separated" Therefore using the setting of relaxed controls the separated" problem SP we consider is the following:
Minimize the functional Jt; p 0 ; over all relaxed controls ; F; P; Y 1 ; 2 A t;T , where A t;T is de ned as in Section 4.
To this problem we can apply the machinery developed in the paper. All we need is another assumption on the cost functions. W e observe that the main advantage of using weighted spaces in this paper is the fact that, when the initial density is, say, polynomially decreasing at in nity which d o e s n o t look like a strong restriction, see Remark 7.3 we can then deal with polynomially growing cost functions see the example below. This is not possible if we set simply = 1 and this fact has been the main reason for the introduction of weighted norms here. In fact every weight satisfying Proposition 2.1 like some exponential weight can be used in our setting. Remark 7.9 Theorem 7.6 lays the groundwork for the future analysis of the separated" problem SP. One such thing is optimality conditions a so called veri cation theorem that are based on the HJB equation. We are currently working on adapting the approach presented in 32 to our in nite dimensional problem. A related question is the existence of optimal feedback controls if the value function is more regular see 17 for some results on this. These problems will be investigated in a subsequent w ork.
