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Absolute Absorption and
Dispersion in a Thermal Rb
Vapour at High Densities and
High Magnetic Fields.
Lee Weller
Abstract
This thesis presents a comparative study of the measured and calculated ab-
solute absorption and dispersion properties of the Rb D lines through a dense
thermal vapour in the absence and presence of an applied magnetic field. A
detailed theoretical model valid in the weak-probe regime is calculated. The
model uses a matrix representation of the atomic Hamiltonian including the
magnetic field interaction for Rb in the completely uncoupled basis. Numer-
ical diagonalisation allows the frequency detunings and transition strengths
to be calculated. The lineshape of each transition is modelled as a Voigt
profile, a convolution of the inhomogeneous and homogeneous profiles. The
medium’s susceptibility is found by summing over all the electric-dipole-
allowed transitions. For dense thermal vapours a modification to the homo-
geneous linewidth of each transition, which grows linearly with the number
density of atoms, arises due to resonant dipole-dipole interactions between
identical atoms in superpositions of the ground and excited terms. In the
presence of an applied magnetic field we investigate the Stokes parameters
of light propagating through a dense thermal vapour. For fields larger than
0.33 T we enter the hyperfine Paschen-Back regime on the Rb D lines. We
present a compact optical isolator based on an atomic vapour, exploiting the
spectral region of high transmission and large dispersion where we would
normally expect absorption on the Rb D lines. Frequency up-conversion is
shown in the fluorescence measurements over the visible and near infra-red
regions for strong excitation. Low density transfer arises due to the energy-
pooling effect between two identical atoms in their first excited terms. At
high densities resonant dipole-dipole interactions give rise to a threshold for
the energy transfer. We characterise the threshold behaviour with increasing
number density.
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Introduction
1.1 Motivation
The aim of this investigation is to study the atom-light interaction for low and
high density atomic media in the absence and presence of an applied magnetic
field. Comparing experimental measurements and a developed theoretical
model incorporating the magnetic field interaction, one can investigate the
Faraday effect and in particular the Stokes parameters for light. One can also
investigate the Paschen-Back effect and realise an optical isolator based on
an atomic vapour. For high density atomic media there is the possibility for
investigating cooperative effects due to resonant dipole-dipole interactions.
Of particular interest is the enhancement of energy transfer in such media.
1.2 Atom-light interactions
Understanding and controlling the propagation of light through a thermal
vapour is a burgeoning area of research. Specific topics of interest include
modifying the speed of light propagation in a medium (“slow light”) [1, 2] or
(“fast light”) [3]; studying the quantum interface between light and atomic
ensembles [4], for example in quantum memory [5]; all-optical switching [6, 7];
and measurements of transition amplitudes between low-lying states provid-
ing a valuable test of ab initio calculations [8].
1
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The theory of quantum electrodynamics [9] provides a complete quantum me-
chanical description of the interaction between light and atoms. Light can
be thought of as containing an integer number of quanta, known as photons,
whereas atoms exist as quantised energy states where charge carriers reside.
The interaction describes the exchange of quanta between the light and atom.
The problem with this description is that from an experimental perspective
we deal with a large number of photons (typically for a 1 mW beam with
intensity over the volume of a vapour 1017 photons enter the vapour every
second) interacting with a large collection of atoms (for a room temperature
vapour of rubidium (Rb) we have an atomic density of 1010 cm−3, therefore
inside an interaction volume of 1 cm3 we have 1010 atoms) in various states
of excitation. Following the trajectory of every single photon as it interacts
with every single atom (which are themselves interacting) is computationally
intractable. Therefore the atom-light interaction must be thought of in terms
of the statistical behaviour. For this thesis we introduce two approximations,
firstly instead of the concept of photons we shall only consider classical elec-
tromagnetic fields, and secondly we shall treat a collection of atoms as a
statistical ensemble. Starting with the interaction of a classical light field
with a two-level quantum system we are able to develop a model that will
allow us to predict macroscopic properties of realistic systems.
A theoretical model for the electric susceptibility of a vapour of alkali-metal
atoms finds utility in, for example, analysing electromagnetically induced
transparency (EIT) spectra [10–12]; understanding Doppler-broadened ab-
sorption spectroscopy [13]; designing a broadband optical delay line [14, 15];
controlling ultrabroadband slow light [16]; enhancing the frequency up-
conversion of light [17]; investigating cooperative effects in an atomic
nanolayer [18]; imaging microwave fields in vapour cells [19]; Hanle-type co-
herent population trapping [20]; and achieving quantitative spectroscopy for
a primary standard [21].
For this thesis we shall consider the atom-light interaction in two parts. In
part I the absorption and dispersion experienced by a weak beam as it prop-
agates through a medium of Rb in the absence and presence of an external
magnetic field is shown. In this case, the atoms remain unperturbed dur-
ing the interaction so the approximation that the population remains in the
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ground states is valid. In part II of the thesis we consider an atomic medium
of Rb subject to strong excitation, where the state of the atoms is dramat-
ically affected. In the high density regime where dipole-dipole interactions
are significant [22] (see chapter 3), cooperative effects manifest themselves.
1.3 Magnetic-field interaction
The study of light propagation through thermal atomic vapours subject to
external magnetic fields is a flourishing area of research especially with a view
to applications in quantum information processing, such as the quantum in-
ternet [23] and quantum memories [5]. The addition of an external magnetic
field for such an ensemble further increases the possibilities for these inter-
faces to be realised. As first observed by Zeeman in 1896 [24], the energy
levels and transition probabilities of an atomic ensemble are extremely sen-
sitive to an external magnetic field. Most experimental observations before
the 21st century concentrated on the comparison between theoretical and
measured line centres [25]. A full calculation of the electric susceptibility
describing the absorptive and dispersive properties was not realised until
comparisons between experiment and theory for the performance of devices
in the FADOF (the Faraday anomalous dispersion optical filter) community
became a necessity [26]. A theoretical model describing such properties in
external magnetic fields now finds utility in many applications. For this the-
sis we shall compare experimental measurements and theoretical calculations
for the absorption of a Rb vapour subject to an external magnetic field [27]
(see chapter 6).
Faraday [28] discovered the magneto-optical phenomenon which bears his
name where an axial magnetic field causes the rotation of the plane of polar-
isation of incident linearly polarised light. Much attention has been paid to
resonant linear and nonlinear magneto-optical effects in multi-particle ensem-
bles and has allowed for the observation of quantum teleportation between
light and matter [29] and control of atomic Zeeman populations in long-lived
quantum memories [30]. A comprehensive review of this field can be found
in the article by Budker et al. [31]. The resonant atom-light interaction can
be exploited to construct some of the most sensitive magnetometers [32] and
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there are prospects for magnetometers with nanometric spatial resolution us-
ing nanothickness atomic vapour layers [33]. The off-resonant Faraday effect
is also beneficial in, for example, achieving a narrow-bandwidth optical filter
with ultrahigh background rejection with atoms [34, 35] and crystals [36];
realising a dichroic beam splitter for Raman light [37]; performing far-off
resonance Faraday spectroscopy [38]; and producing suitable spectral fea-
tures for laser stabilisation [39, 40]. For this thesis we shall compare ex-
perimental measurements and theoretical calculations of Stokes parameters
for off-resonant light transmitted through a high-density Rb vapour [41] (see
chapter 5).
1.4 Optical isolators
Optical isolators are fundamental components of many laser systems as they
prevent unwanted feedback. Such devices consist of a magneto-optically ac-
tive medium placed in a magnetic field such that the Faraday effect can be
exploited to restrict the transmission of light to one direction. For an ap-
plied axial field B along a medium of length L, the Faraday effect induces
a rotation θ for an initially linearly polarised light beam, where θ = V BL,
and V is the Verdet constant. An optical isolator is realised when such a
medium is positioned between two polarisers set at π/4 to each other, with
an induced rotation of θ = π/4; this arrangement provides high transmission
in one direction and isolation in the other.
The technologies of atomic Micro-Electro-Mechanical Systems (MEMS) (i.e.
the technology of very small devices) will eventually be required to create
lighter and more compact components [42] for use in free-space laser com-
munications, ocean measurements and telecommunications. Currently there
is much interest in small, reliable low-power laser systems [43], fabrication of
chip-sized alkali-vapour cells [44] and gas atoms in hollow core fibers [45, 46]
for atomic frequency references [47] and magnetometers [48]. Other appli-
cations include gyroscopes [49], laser frequency stabilisation [50] and atomic
sensors [51] for cold-atom devices, accelerometers and gravimeters. For this
thesis we show that using similar technologies one can envisage a light, com-
pact, high-performance permanent-magnet isolator [52] (see chapter 6).
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Material V (rad T−1 m−1) FOM (rad T−1)
TGG [54] 82 1 × 103
YIG [53] 3.8 × 102 2.5
Rb vapour 1.4 × 103 1 × 102
Table 1.1: Verdet constants and figure of merits (FOMs) for the three magneto-
optic materials: TGG, YIG and Rb vapour (this work), at a wavelength of 780 nm.
Isolators require large Verdet constants whilst maintaining a small absorption
coefficient α, hence the figure of merit (FOM) for an isolator is the ratio V/α.
Commercial isolators often use terbium gallium garnet (TGG), with yttrium
iron garnet (YIG) also used in the IR region. Table 1.1 shows the Verdet
constants and FOM for TGG, YIG and Rb vapour at 780 nm. Note that
although the Verdet constant of YIG is much larger than that for TGG,
the latter is used at 780 nm, as the performance of the former is strongly
compromised by the poor transparency of YIG below 1100 nm [53]. Note also
that the Verdet constant and absorption coefficient of the atomic vapour are
strongly frequency dependent, unlike the crystal media. The FOM for Rb
vapour is less than TGG, the much higher Verdet constant however allows a
more compact design, as the same rotation is achieved over a much shorter
optical path.
The frequency dependence of the dichroic and birefringent properties of
atomic vapours have also been exploited to realise narrowband atomic fil-
ters; see e.g. [35] and dichroic beam splitter [37].
1.5 Cooperative effects
Cooperative effects are fundamental in nature for the oxygenation of
haemoglobin [55], light-harvesting components of photosynthetic organ-
isms [56] and properties of water [57]. Alkali-metal atoms are an ideal tool
for understanding the mechanisms for such complex systems. The magnitude
of these cooperative processes is defined by the strength of the dipole-dipole
interaction. Rydberg (state of high principal quantum number) ensembles
exhibit large dipole-dipole interactions that display cooperative effects in,
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for example, atom-light interactions in a blockaded ensemble [58], many-
body interactions in an excited cold gas [59] and nonlinear optics with single
photons [60]. These effects can also be realised for low-lying excited states,
for example in the measurement of the cooperative Lamb shift in a nanoth-
ickness atomic vapour [18] and collisional redistribution of radiation for laser
cooling [61].
Cooperative effects could be beneficial to many systems. Examples include
spontaneous radiation processes [62]; blue-light generation in a two-photon
rubidium vapour [17, 63, 64]; four-wave mixing [65, 66] including the possi-
bility for generated correlated photon pairs [67]; intrinsic optical bistability
in a warm cesium vapour [68]; a high-transmission FADOF edge filter with
large magnetic fields [69]; enhanced light-assisted-collision rates for magneto-
optical traps [70] and energy-pooling processes in laser-excited alkali-metal
vapours [71].
The energy-pooling effect is an inelastic collision between two excited atoms
in terms A(nLJ), where n is the principal quantum number, L is the total
orbital angular momentum and J is the total electronic angular momentum.
Both atoms transfer their terms such that
2A(nLJ) + ∆E→ A(n′L′J ′) + A(n′′L′′J ′′), (1.1)
with the internal energy defect, ∆E, between the initial and final pair terms,
which are compensated by the energy of the translational atomic motion.
Energy-pooling collisions have been studied extensively for the alkali metals
sodium [72, 73], potassium, [74, 75], rubidium [76–83] and cesium [84–90].
For this thesis we show field enhancement due to dipole-dipole interactions
in a dense atomic vapour gives rise to a threshold for non-linear effects such
as frequency up-conversion [91] (see chapter 7).
1.6 Thesis summary
A summary of the thesis is as follows:
Chapter 2 The theoretical model is developed and we show fre-
quency detunings and relative line-strengths for the D lines. Using the
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medium’s susceptibility we calculate the refractive index and absorp-
tion coefficients, and compare the predictions to experimental mea-
surements through a 75 mm vapour cell. This chapter is based on the
article [92].
Chapter 3 At high number densities resonant dipole-dipole inter-
actions between two identical alkali-metal atoms, in superpositions of
the ground and excited terms, give rise to the phenomenon of self-
broadening. Measurements of the susceptibility show a linear increase
in the homogeneous linewidth with number density. Including the im-
pact self-broadening parameter into the model described in chapter 2
gives excellent agreement with theory through a 2 mm vapour cell at
increased densities. This chapter is based on the article [22].
Chapter 4 A matrix representation of the magnetic interaction
Hamiltonian for the 52S1/2 and 5
2P1/2 terms is shown. Analytic diago-
nalisation leads to generalised eigenvalues and eigenfunctions given by
the well-known Breit-Rabi formula. Calculated relative line-strengths
and transition frequencies provide an insight into different magnetic
regimes. We present the experimental details for the investigations of
the Stokes parameters for light in chapter 5, and the Paschen-Back
regime and optical isolation in chapter 6. This chapter is based on the
article [27].
Chapter 5 Theory and experiment are compared for moderate mag-
netic fields as a function of number density and magnet separation.
The Stokes parameters are derived for a circularly anisotropic medium.
We compare experimental and theoretical Stokes parameters for off-
resonant light transmitted through a high-density Rb vapour. The
Poincare´ representation is introduced and the evolution of the polari-
sation state of light as a function of detuning on the Poincare´ sphere
is shown. This chapter is based on the article [41].
Chapter 6 Absorption and dispersion in the hyperfine Paschen-Back
regime is shown. We begin by measuring the evolution of the absolute
optical depths as a function of field and detuning. We then compare
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theory and experiment for the medium’s absolute absorption and dis-
persive properties. The origin of the weak transitions is described in
terms of the relative line-strength factors and transition frequencies.
We finish by realising an optical isolator based on an atomic medium
in the HPB regime. The theoretical and experimental rotation together
with the characteristics for the isolator are shown in detail. This chap-
ter is based on the articles [27] and [52].
Chapter 7 The methods of confocal microscopy and side imaging
are outlined for investigating the cooperative enhancement of energy
transfer in a high-density thermal vapour. The energy levels of Rb
are shown and fluorescence spectra for both D lines is presented. We
summarise the theoretical calculations for the potential energy curves,
kinetic theory and enhancement in the electric field. Experimental
measurements are shown for dependencies with number density. This
chapter is based on the article [91].
Chapter 8We draw our conclusions and give a brief outlook on the
future of the work presented in this thesis.
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[41] L. Weller, T. Dalton, P. Siddons, C. S. Adams, and I. G. Hughes,
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Phys. 45, 055001 (2012), 10.1088/0953-4075/45/5/055001
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[27] L. Weller, K. S. Kleinbach, M. A. Zentile, S. Knappe, C. S. Adams,
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Part I
Absolute Absorption and
Dispersion
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Chapter 2
Model for the absolute
susceptibility
This chapter closely relates to the following publication
P. Siddons, C. Ge, C. S. Adams, and I. G. Hughes, Absolute absorption on
rubidium D lines: comparison between theory and experiment, J. Phys. B:
At. Mol. Opt. Phys. 41, 155004 (2008), 10.1088/0953-4075/41/15/155004
We study the Doppler-broadened absorption of a weak monochromatic probe
beam in a thermal rubidium vapour cell on D lines. A detailed model of the
susceptibility is developed which takes into account the absolute linestrengths
of the allowed electric dipole transitions and the motion of the atoms parallel
to the probe beam. All transitions from both hyperfine levels of the ground
term of both isotopes are incorporated. The absorption and refractive index
as a function of frequency are expressed in terms of the complementary error
function. The absolute absorption profiles are compared with experiment, and
are found to be in excellent agreement provided a sufficiently weak probe beam
with an intensity under one-thousandth of the saturation intensity is used.
The importance of hyperfine pumping for open transitions is discussed in
the context of achieving the weak-probe limit. Theory and experiment show
excellent agreement, with an rms error better than 0.2% for the D2 line at
16.5 ◦C.
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2.1 Introduction
In chapter 1 the motivation for the thesis was outlined. In chapter 2 we
develop a model for the electric susceptibility, χ, that will allow us to make
quantitative predictions for the absorptive and dispersive properties of a low-
density Rb vapour probed in the vicinity of the D lines1. We start by calcu-
lating the susceptibility for an ensemble of two-level atoms. The lineshape
is modeled as a Voigt profile, given by a convolution of the Lorentzian and
Gaussian distributions. A matrix representation of the atomic Hamiltonian
for Rb is then calculated in the completely uncoupled basis. A numerical
diagonalisation of this representation allows one to calculate the frequency
detunings and transition strengths of the D lines. The medium’s suscepti-
bility is calculated by summing over the electric-dipole-allowed transitions.
From the total susceptibility, the refractive index and absorption coefficients
are calculated. Measurements of the frequency dependence of the absolute
Doppler-broadened transmission for the D1 and D2 lines are performed for
temperatures up to 20.7◦C and 20.9◦C, showing excellent agreement with the
theoretical model.
2.2 Susceptibility of a two-level atom
In section 2.2 we calculate the susceptibility for a two-level atom. We then
show the optical-Bloch equations assuming the weak regime, before finally
presenting the real and imaginary parts of the susceptibility.
2.2.1 Two-level atom
We start by considering a simple atom-light system. The atom is a closed two-
level quantum system with ground state |1〉 and excited state |2〉 separated in
energy by ~ω0, where ω0 is the resonant frequency. The light has a classical
electric field, Eˆ , with an angular frequency ω. The detuning of the light
from the resonant frequency is given by ∆ = ω − ω0. The strength of the
1For an alkali-metal atom the D1 transition is n
2S1/2 → n2P1/2, where n is the principal
quantum number of the valence electron, and the D2 transition is n
2S1/2 → n2P3/2.
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Figure 2.1: A two-level quantum system. The two levels are |1〉, the ground
state, and |2〉, the excited state. The levels are separated by an energy ~ω0. The
light field has angular frequency ω and Rabi frequency Ω (see equation 2.1). The
detuning of the light from resonance is given by ∆. The excited state lifetime is
Γ2.
atom-light interaction is given by the Rabi frequency
Ω = −µE0
~
, (2.1)
where µ is the electric dipole operator and E0 is the total electric field. De-
phasing from the excited state is given by the rate Γ2 with all the population
returning to the ground state. As this is a closed system no population is
lost from the ground state, hence Γ1 = 0. Figure 2.1 shows a schematic of
the described two-level quantum system.
The density matrix formalism for a two-level atom is well known [93]. For
the interaction Hamiltonian −µ·Eˆ (this interaction will be discussed in depth
in section 2.4.1) within the rotating wave approximation the optical-Bloch
equations describing the evolution of both the coherence and populations of
a two-level system are [94]
˙˜ρ11 =
iΩ
2
(ρ˜12 − ρ˜21) + ρ˜22Γ2 , (2.2)
˙˜ρ12 =
iΩ
2
(ρ˜11 − ρ˜22) + ρ˜12
(
−i∆− Γ2
2
)
, (2.3)
˙˜ρ21 =
iΩ
2
(ρ˜22 − ρ˜11) + ρ˜21
(
i∆− Γ2
2
)
, (2.4)
˙˜ρ22 =
iΩ
2
(ρ˜21 − ρ˜12)− ρ˜22Γ2 , (2.5)
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where the slow variables are ρ˜11 = ρ11, ρ˜12 = ρ12e
−iωt, ρ˜21 = ρ21eiωt and
ρ˜22 = ρ22. By setting the derivatives of slow variables to zero ( ˙˜ρ11 = ˙˜ρ12 =
˙˜ρ21 = ˙˜ρ22 = 0) we obtain the steady-state solutions. In the case of a closed
two-level quantum system where ρ11 + ρ22 = 1, ˙˜ρ11 + ˙˜ρ22 must equal 0,
comparing equations 2.2 and 2.5 we can see that this statement is true. In
the weak excitation limit we set ρ˜11 = 1 and ρ˜22 = 0, therefore the steady-
state solution for the coherence terms is
ρ˜∗12 = ρ˜21 = −
iΩ/2
Γ/2− i∆ , (2.6)
here we set Γ2 = Γ, as from now on we will only be considering the lifetime
from the excited state. Now we have the steady-state solution for the coher-
ences of an ensemble of closed two-level atoms interacting with a classical
field. Next we relate the microscopic and macroscopic properties for such a
system via the susceptibility.
2.2.2 The susceptibility
The optical-Bloch equations allow us to calculate the interaction between a
single closed two-level atom and a classical light field. Here we show the
relation between the microscopic theory of such a system to a macroscopic
property of an ensemble of atoms. The absorptive and dispersive properties
of the ensemble can be described from the susceptibility in the macroscopic
properties of dielectrics. The response of a dielectric to a linear applied
external field Eˆ can be written as [94]
Pˆ = ǫ0χ(∆)Eˆ , (2.7)
where χ(∆) is the frequency dependent susceptibility that is also complex,
the real and imaginary parts describe the dispersive and absorption prop-
erties, respectively. Substituting for the classical electric field in the dipole
approximation, Eˆ = E0 cos (ωt), the response becomes
Pˆ =
1
2
ǫ0E0
(
χ∗(∆)eiωt + χ(∆)e−iωt
)
. (2.8)
In an ensemble of N dipoles per unit volume, the macroscopic polarisation,
Pˆ , can be written as [94]
Pˆ = N 〈µˆ〉 , (2.9)
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where 〈µˆ〉 is the expectation value of the dipole moment operator. The
expectation value of any operator is given by the general result [95]
〈µˆ〉 = Tr (ρˆµˆ) = µ (ρ12 + ρ21) , (2.10)
where µ = µ12 = µ21. Using the slow variables from section 2.2.1 the macro-
scopic polarisation becomes
Pˆ = Nµ (ρ˜12eiωt + ρ˜21e−iωt) . (2.11)
Taking both forms of the polarisation allows us to calculate the electric sus-
ceptibility for a two-level quantum ensemble.
1
2
ǫ0E0
(
χ∗(∆)eiωt + χ(∆)e−iωt
)
= Nµ (ρ˜12eiωt + ρ˜21e−iωt) , (2.12)
equating coefficients of e−iωt leads to
χ(∆) =
2Nµ
ǫ0E0 ρ˜21 . (2.13)
Substituting for the steady-state solution to the coherence terms (see equa-
tion 2.6) and the Rabi frequency (see equation 2.1) gives
χ(∆) = −Nµ
2
~ǫ0
1
∆ + iΓ/2
, (2.14)
= −Nµ
2
~ǫ0
fΓ (∆) , (2.15)
where fΓ (∆) is the lineshape factor. The real, χR(∆), and imaginary, χI(∆),
parts of the steady-state susceptibility are
χR(∆) = −Nµ
2
~ǫ0
∆
∆2 + Γ2/4
, (2.16)
χI(∆) =
Nµ2
~ǫ0
Γ/2
∆2 + Γ2/4
. (2.17)
Next we discuss the lineshape factor in more detail.
2.3 Lineshape factor
In section 2.3 we discuss the derived lineshape factor fΓ (∆) and show that
the imaginary part is Lorentzian in shape and the real part has the form
of a dispersion profile. We also consider how the Gaussian distribution due
to thermal motion is incorporated into the lineshape factor, before showing
that a convolution of both dependencies leads to a Voigt lineshape.
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2.3.1 Lorentzian and dispersion lineshapes
The imaginary component of the lineshape is an even function centred around
resonance, before dropping off rapidly either side and eventually decaying to
zero. This is known as a Lorentzian lineshape. The real component of the
lineshape is an odd function centred around resonance, with a positive value
below and a negative value above resonance. This is known as a dispersion
lineshape. The spread of frequencies is due to the finite lifetime τ of the
excited state. The full width at half maximum (FWHM) of a Lorentzian
function is given by Γ. This linewidth is related to the lifetime by Γ = 1/τ .
The natural linewidth (FWHM) of a closed two-level atom can be written
as [92]
Γ =
ω30
3π~ǫ0c3
g1
g2
µ2 , (2.18)
where ω0 is the resonant angular frequency, µ is the dipole matrix element and
g1 and g2 are the degeneracies of the ground and excited state, respectively.
For Rb the natural linewidths (FWHM) are Γ = 2π × 5.746 MHz [96]
and Γ = 2π × 6.065 MHz [96] for the D1 and D2 lines, respectively. For a
closed two level system, where g1 = g2 = 1, it is possible to rewrite the dipole
moment in terms of the decay rate of the excited state as µ2 = 3π~ǫ0Γk
−3 ,
where k = 2π/λ is the wavevector. Substituting this dipole moment into the
real (equation 2.16) and imaginary (equation 2.17) parts of the susceptibility
gives
χR(∆) = −3πNΓk−3 ∆
∆2 + Γ2/4
, (2.19)
χI(∆) = 3πNΓk−3 Γ/2
∆2 + Γ2/4
. (2.20)
On resonance, ∆ = 0, χ is purely imaginary with a magnitude 6πNk−3; this
is a dimensionless factor, χ0 ≡ χI(∆ = 0), which allows us to determine the
magnitude of the susceptibility. If we now define a dimensionless factor s
as the ratio ∆/Γ, the susceptibility of the real and imaginary parts can be
expressed as
χR(s) = −χ0 s
2s2 + 1/2
. (2.21)
χI(s) = χ0
1
4s2 + 1
. (2.22)
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Figure 2.2: Normalised steady-state susceptibility in the weak excitation regime.
The solid red (blue) line shows the real (imaginary) part of the susceptibility for
an ensemble of two-level atoms.
In figure 2.2 we compare the real and imaginary parts of the susceptibility
as a function of the dimensionless factor s. In chapter 5 we show that when
|∆| ≫ Γ (|s| ≫ 1) the real and imaginary parts reduce to χR ∝ 1/∆ and
χI ∝ 1/∆2, respectively. Therefore for large detunings dispersion effects
dominate. In section 3.6.2 we show for large number densities the resonance
imaginary susceptibility saturates to a constant value.
2.3.2 Gaussian lineshape
Atoms within a medium see a Doppler shift as a consequence of their thermal
velocity. Along the z-axis of the beam, the probability, P (vz)dvz, of an
atom having a velocity, in the velocity group between vz and vz + dvz is
characterised by the well-known Maxwell-Boltzmann distribution [93]
P (vz)dvz =
√
m
2πkBT
exp
(
− mv
2
z
2kBT
)
dvz , (2.23)
where m is the atomic mass, kB is the Boltzmann constant and T is the
absolute temperature in Kelvin. This distribution is Gaussian in nature and
has a 1/e width of u =
√
2kBT/m, such that
P (vz)dvz =
√
1
πu2
exp
[
−
(vz
u
)2]
dvz . (2.24)
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Consider an atom with zero velocity that emits a photon of angular frequency
ω0. Now let the atom move along the same axis with a velocity vz. Assuming
the photon is emitted along this axis, the frequency, ω′0, seen by a stationary
atom on the same axis is given by (see equation 15-34 in [97])
ω′0 = ω0
(
1− vz
c
)
. (2.25)
Rearranging for the velocity vz and substituting into equation 2.23, the fol-
lowing distribution centred on the resonant frequency, ω0, can be obtained
P (ω′0)dω
′
0 =
c
ω0
√
m
2πkBT
exp
[
− mc
2
2kBTω20
(ω′0 − ω0)2
]
dω′0 ,
=
1
ku
√
1
π
exp
[
−
(
ω′0 − ω0
ku
)2]
dω′0 . (2.26)
This Gaussian distribution has a FWHM of
∆ωD = 2
√
ln 2ku . (2.27)
It is this motion along the z-axis which leads to Doppler broadening. Typ-
ically for room temperature (300◦K) atoms, absorbing along the D1 line
(ω0 = 2π × 377.11 THz [98]) in 87Rb (M = 86.91 amu), the FWHM is
approximately 2π × 500 MHz, this is two orders of magnitude greater than
the natural linewidth FWHM discussed in section 2.3.1. In chapter 3 we
show for large number densities the self-broadening linewidth (FWHM) can
be larger than the natural and Doppler broadened linewidths. To include the
thermal motion in the lineshape factor, we start by substituting the angular
frequency ωL into equation 2.25 and then rewrite for the detuning ∆
∆′ = ∆− kvz . (2.28)
For an atomic vapour close to thermodynamic equilibrium (we assume the
medium is illuminated by low light intensities) we can incorporate the
Doppler effect for an atom moving along the direction of propagation of
the beam by simply replacing the detuning in the lineshape factor (see equa-
tion 2.15) with the detuning described in equation 2.28, such that
χ(∆− kvz) = −Nµ
2
~ǫ0
fΓ (∆− kvz) ,
= −Nµ
2
~ǫ0
1
(∆− kvz) + iΓ/2 . (2.29)
Including both the modified susceptibility and the Gaussian distribution due
to the longitudinal motion we can now derive the Voigt lineshape.
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2.3.3 Voigt lineshape
The Voigt lineshape depends on two factors: the previously discussed
Lorentzian and Gaussian lineshapes; and the strength, c2, of a single tran-
sition. Here we include the strength of each transition as a prefactor in the
generalised form of the susceptibility given by
χ = c2
Nµ2
~ǫ0
s (∆) , (2.30)
where the Voigt lineshape, s(∆), is the convolution of fΓ (∆− kvz), the mod-
ified lineshape factor (see equation 2.29), and P (vz), the normalised Gaussian
of longitudinal velocities (see equation 2.24). In the absence of magnetic field
c2 = c2mF . The magnitude of c
2
mF
will become apparent when we calculate the
relative line-strengths for a Rb atom in section 2.5.1. Here we concentrate
on the convolution integral given by
s(∆) =
∫ +∞
−∞
fΓ (∆− kvz)× P (vz)dvz . (2.31)
To get this in the form of an integral we can use in the model, we substitute
the dimensionless quantities, y = ∆/ku, x = vz/u and a = Γ/ku such that
the convolution becomes
s(y) =
∫ +∞
−∞
fa (y − x)× P (x)dx , (2.32)
where s(y) has units (ku)−1 and P (x) is normalised with a width of 1. The
Voigt profile s(y), is related to the Faddeeva function, w(iz) [99], via
s(y) = a
i
√
π
Γ
w(iz) . (2.33)
This function of complex argument z(y) = a/2− iy, is given by
w(iz) =
i
π
∫ +∞
−∞
e−x
2
iz − xdx = exp(z
2)erfc(z) , (2.34)
where the complementary error function erfc(z) is defined as
erfc(z) =
2√
π
∫ +∞
z
e−t
2
dt . (2.35)
The real and imaginary parts of the susceptibility can now be written in
terms of the complementary error function. In summary, the Voigt lineshape
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is given by a convolution of the Lorentzian and a Gaussian distribution in-
corporating the Doppler shift due to thermal motion. As this lineshape is
identical for each transition of a particular isotope, we only need to calcu-
late the Faddeeva function once in terms of these dimensionless quantities,
y, x and a. Next we will determine the Hamiltonian for a many-level atom,
which will allow us to calculate the relative line-strengths and consequently
the magnitude of c2mF .
2.4 Hamiltonian for a many-level atom
In section 2.4 we calculate the total atomic Hamiltonian for Rb. We have
already defined the susceptibility for a closed two-level atom including the
Doppler shift due to the thermal motion. Here we describe how the atomic
structure arises and how we model such a system in the weak regime. Finally
we show that a many level atom such as Rb, can be thought of as several
closed two-level systems with different transition strengths.
2.4.1 Atomic structure
Fine structure Hˆfs
Fine structure is the result of the spin angular momentum, S, coupling to the
orbital angular momentum, L, of an electron via the spin-orbit interaction.
The fine structure Hamiltonian, Hˆfs, is (see equation 8.102 in [100])
Hˆfs =
γfs
~2
Lˆ · Sˆ , (2.36)
where γfs is the spin-orbit constant. This interaction causes L and S to
change, so that neither the electron orbital projection mL nor the electron
spin projection mS remains constant. Here we introduce the quantum num-
ber that describes the total angular momentum, J = L + S, both J and its
mJ projection remain constant. The eigenstates of the fine structure Hamil-
tonian are |J,mJ〉. Calculating the expectation value of
〈
Hˆfs
〉
gives the
eigenenergies
Efs =
γfs
2
[J(J + 1)− L(L+ 1)− S(S + 1)] . (2.37)
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Term states, n2S+1LJ , are specified by the quantum numbers n, L, S and J .
For the ground term in 85Rb and 87Rb, L = 0 and S = 1/2, so J = 1/2; this
gives rise to a 52S1/2 ground term. There is no fine structure splitting for
L = 0 therefore the Hamiltonian, Hˆfs, is equal to 0. For the first excited 5P
term, L = 1 and S = 1/2, so J = 1/2 or J = 3/2; this gives rise to the 52P1/2
and the 52P3/2 excited terms, respectively. The fine structure Hamiltonian,
Hˆfs, is equal to −γfs and γfs/2 (see appendix B.1) for 52P1/2 and 52P3/2 terms,
respectively, where γfs/h (in THz) is 4.75.
The value of J determines the shift in energy of any particular terms,
hence the 5S → 5P transition is split into two components. The D1 line
(52S1/2 → 52P1/2) and the D2 line (52S1/2 → 52P3/2) transitions are the com-
ponents of a fine-structure doublet. The D1 transition has half the strength
of the D2 transition. This ratio arises because the strength of each com-
ponent is proportional to the statistical weight of the levels mJ = 2J + 1.
The centre of mass frequency for 85Rb and 87Rb on the D1 and D2 lines are
377.11 THz [101] and 384.23 THz [102], respectively. In the matrix represen-
tation these frequencies will correspond to zero detuning.
Hyperfine structure Hˆhfs
The hyperfine structure Hamiltonian, Hˆhfs, includes the effects of the mag-
netic dipole interaction, Hˆd and electric quadrupole interaction Hˆq
Hˆhfs = Hˆd + Hˆq . (2.38)
The magnetic dipole interaction between the nuclear dipole moment, µI , and
the magnetic field, Be, produced by the orbiting electrons is Hˆd = −µI ·Be,
µI is related to the nuclear spin I by µI = gIµN Iˆ/~, where gI is the nuclear g-
factor and µN is the nuclear magneton given in terms of the Bohr magneton,
µB [100]
µN = µB
me
Mp
≈ µB
1840
. (2.39)
As the magnetic field is produced by the motion of the atomic electrons i.e.
their total angular momentum J , it has been shown that [103]
Hˆd =
Ahfs
~2
Iˆ · Jˆ , (2.40)
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where Ahfs is the magnetic dipole constant. This interaction has the largest
contribution to the hyperfine structure Hamiltonian. The weaker electric
quadrupole interaction is the result of the finite nuclear charge distribution
and the electrostatic interaction between the protons and electrons. It has
been shown that the electric quadrupole Hamiltonian can be written as [103]
Hˆq =
Bhfs
2Iˆ(2Iˆ − 1)Jˆ(2Jˆ − 1)~2
[
3(Iˆ · Jˆ)2 + 3
2
(Iˆ · Jˆ)− Iˆ(Iˆ + 1)Jˆ(Jˆ + 1)
]
,
(2.41)
where Bhfs is the electric quadrupole constant. The electric quadrupole
Hamiltonian is zero for I = 0 or 1/2 and J = 0 or 1/2. Here we intro-
duce the total angular momentum of the atom F = I + J . In analogy to
the fine structure interaction, the hyperfine interaction causes I and J to
change yet F to remain constant. Therefore the nuclear spin projection mI
and the total angular projection mJ are no longer good quantum numbers
and instead the total angular momentum F and the projection mF are a bet-
ter description. The eigenstates of the hyperfine structure Hamiltonian are
|F,mF 〉. The expectation value of
〈
Hˆhfs
〉
gives the eigenenergies associated
with the hyperfine interaction Hamiltonian
∆Ehfs =
Ahfs
2
K +
Bhfs
4
3
2
K(K + 1)− 2I(I + 1)J(J + 1)
I(2I − 1)J(2J − 1) , (2.42)
where K = F (F + 1)− I(I + 1)− J(J + 1); see equation 9.60 in [104]. The
constants Ahfs and Bhfs can be found in table 2.1 and the numerical values to
this expression can be found in figure 2.3. In summary, for the 52S1/2 term
of 87Rb (I = 3/2), F can be 1 or 2 with a hyperfine splitting of 6.8 GHz, for
the 52P1/2 term, F
′ can be 1, 2 with a hyperfine splitting of 810 MHz and
for 52P3/2 term, F
′ can be 0, 1, 2 or 3 with hyperfine splittings between 70
and 270 MHz. For the 52S1/2 term of
85Rb (I = 5/2), F can be 2 or 3 with
a hyperfine splitting of 3.0 GHz, for the 52P1/2 term, F
′ can be 2, 3 with a
hyperfine splitting of 360 MHz and for 52P3/2 term, F
′ can be 1, 2, 3 or 4
with hyperfine splittings between 30 and 120 MHz.
Table 2.2 shows a summary of the useful results for the fine structure, Hˆfs
and hyperfine structure, Hˆhfs interactions. In figure 2.3 the fine structure,
hyperfine structure and intervals for both isotopes are illustrated.
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Isotope Term Ahfs/h (MHz) Bhfs/h (MHz)
85Rb
52S1/2 1011.91 -
52P1/2 120.53 -
52P3/2 25.04 26.01
87Rb
52S1/2 3417.34 -
52P1/2 407.24 -
52P3/2 84.72 12.50
Table 2.1: The magnetic dipole constants, Ahfs, and electric quadrupole constants, Bhfs, for the 52S1/2, 5
2P1/2 and 5
2P3/2 terms of
85Rb and 87Rb. These constants were obtained from [102].
Fine Structure Hˆfs Hyperfine Structure Hˆhfs
Dominant interaction γfs
~2
Lˆ · Sˆ Ahfs
~2
Iˆ · Jˆ
Total angular momentum J = L+ S F = I + J
Projection mJ = 2J + 1 mF = 2F + 1
Eigenstates |J,mJ〉 |F,mF 〉
Eigenenergies γfs
2
[J(J + 1)− L(L+ 1)− S(S + 1)] Ahfs
2
[F (F + 1)− I(I + 1)− J(J + 1)]
Intervals EJ − EJ−1 = γfsJ EF − EF−1 = AhfsF
Table 2.2: The analogy between the fine structure Hamiltonian, Hˆfs, in the L − S coupling scheme and the hyperfine structure
Hamiltonian, Hˆhfs, in the I − J coupling scheme.
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384.23 THz
780.24 nm
377.11 THz
794.98 nm
52P3/2
52P1/2
52S1/2 3035.73 MHz
361.59 MHz
29.27 MHz
63.42 MHz
120.96 MHz
6834.68 MHz
77.70 MHz
814.48 MHz
72.22 MHz
156.94 MHz
266.66 MHz
85Rb 87Rb
80.10 MHz
Figure 2.3: The hyperfine structure and intervals of 85Rb and 87Rb for the
D1 (5
2S1/2 → 52P1/2) and D2 (52S1/2 → 52P3/2) lines. Due to the isotope shift,
the 52P1/2 (5
2P3/2) state in
85Rb and 87Rb is offset by 77.70(80.10) MHz, this is
important when calculating the transition frequencies.
Interaction Hamiltonian
The interaction Hamiltonian for electric dipole transitions is described in
terms of the dipole operator −µˆ · Eˆ = erˆ · Eˆ [100]. First we find it convenient
to expand the classical light field, Eˆ , into its spherical components. In terms
of the Cartesian components we write [105]
Eˆ =


EL
ER
E0

 = 1√2


−1 −i 0
1 −i 0
0 0
√
2

 ·


Ex
Ey
Ez

 . (2.43)
The advantage of this decomposition is that the components EL and ER can
be used in section 5.3.1 to help define the Stokes parameters for a circularly
anisotropic medium. By convention [106], a EL polarised wave rotates anti-
clockwise around the axis, when viewed from the positive z-axis; and a ER
polarised wave rotates clockwise. Here we state that left circularly polarised
light drives σ+ transitions and right circularly polarised light drives σ− tran-
sitions [105]. As wavefunctions are usually expressed in terms of spherical
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polar coordinates, here we also find it convenient to expand the dipole op-
erator in terms of its components in a similar basis. The dipole operator
can be decomposed into the operators CL,R,0, corresponding to σ
+, σ− and
π transitions, respectively. These operators can be written as (see equation
5.17 in [103])
µˆ = −erˆ = −er (CL + CR + C0) . (2.44)
These operators are related to the spherical harmonics by CL,R,0 =
√
4π/3Y q1 ,
where q = −1, +1 and 0 for L, R and 0, respectively. Next we consider the
dipole matrix elements 〈F,mF |erˆ|F ′,mF ′〉 that describe the interaction be-
tween an atom and near-resonant electromagnetic radiation. The power of
the Wigner-Eckart theorem [107] is that we can separate the dipole matrix el-
ements into a reduced matrix element 〈L ‖er‖L′〉 = d (see equation 5 in [92])
and an angular coupling element 〈F,mF |CL,R,0|F ′,mF ′〉 which we can calcu-
late. In section 2.4.2 we write the coupled basis in terms of the completely
uncoupled basis. Before we calculate the angular coupling part from the
matrix representation we must consider the electric-dipole selection rules for
transitions between states |L〉 and |L′〉, and |mL,mS,mI〉 and |mL′ ,mS′ ,mI′〉.
Firstly, the interaction with the classical light field must conserve parity. As
the operator erˆ has odd parity, the electromagnetic radiation must connect
dipole matrix elements of opposite parity for it to be conserved. As we are
only considering the interaction between S and P terms, there is always an
odd change in the orbital angular momentum quantum number, with ∆L
being ±1. Secondly, depending on the polarisation of the light ∆mL must
always be 0 or ±1. Finally, the electron spin projection, mS and nuclear spin
projection mI of the wavefunction must remain unchanged. The calculation
for the angular coupling elements follows as
= 〈mL,mS,mI |CL |mL′ = mL + 1,mS′ ,mI′〉 ,
= 〈mL,mS,mI |CR |mL′ = mL − 1,mS′ ,mI′〉 ,
= 〈mL,mS,mI |C0 |mL′ = mL,mS′ ,mI′〉 ,
= cL,R,0 = cmF , (2.45)
where cL,R,0 are the transition strength coefficients and in the absence of
field are cmF . The strength of a transition is proportional to the square
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of the transition strength coefficients, c2mF . For each hyperfine transition
F → F ′ the total transition strength, C2F , is denoted by the sum of transition
strengths, c2mF , of each mF → mF ′ transition in the hyperfine manifold. In
section 2.4.2 we separate the angular coupling elements into the coupled
ground states 〈F,mF | and the operator CR acting on the coupled excited
states |F ′,mF ′〉. Finally in section 2.5.1 we show how the total transition
strengths are calculated from these two separate elements.
2.4.2 Matrix representation
The following section details the calculations of a matrix representation of
the atomic Hamiltonian. The eigenenergies are calculated from a numeri-
cal diagonalisation of the matrix in the completely uncoupled |mL,mS,mI〉
basis. The states are labeled according to the electron orbital angular mo-
mentum, mL, electron spin angular momentum, mS and nuclear spin angular
momentum, mI . The atomic Hamiltonian is written as
Hˆ = Hˆ0 + Hˆfs + Hˆhfs , (2.46)
where Hˆ0 is the coarse atomic structure; Hˆfs and Hˆhfs describes the fine and
hyperfine structures. Here we take the example of the D1 (5
2S1/2 → 52P1/2)
line for 87Rb (I = 3/2), as both the 52S1/2 and 5
2P1/2 terms give analytic
solutions for eigenvalues and eigenfunctions. For the 52P3/2 term the calcu-
lation must be done numerically. We start by populating the 52S1/2 matrix
and diagonalisation gives a list of eigenvalues and corresponding eigenvectors
in the uncoupled basis. We then calculate the whole 5P matrix. Numerical
diagonalisation allows one to separate the 52P1/2 and 5
2P3/2 terms
2. Each
nl term has a degeneracy of Dnl = (2L + 1)(2S + 1)(2I + 1), with a matrix
of dimension Dnl×Dnl. To simplify the calculation further we only consider
the operator CR acting on the excited uncoupled basis. The motivation for
this is that in all the experiments in this thesis the quantisation axis of the
magnetic field and wavevector of the laser are parallel, therefore the electric
field drives linear combinations of σ+ and σ− transitions. After calculating
2The magnetic field interaction described in chapter 4 lifts the degeneracy of each
hyperfine state allowing one to sort the whole matrix ensuring that the 52P1/2 and 5
2P3/2
terms can be separated.
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the σ− transitions the σ+ transitions can be obtained from symmetry. No π
transitions are driven in this thesis however for completeness the calculations
for these transitions can be found in appendix B.3.
52S1/2 matrix
For the 52S1/2 term a matrix of dimensions 8× 8 is required. The coarse and
fine structure Hamiltonians are zero, therefore the atomic Hamiltonian for
the 52S1/2 term can be written as
Hˆ =
Ahfs
~2
Iˆ · Jˆ . (2.47)
The 52S1/2 matrix for
87Rb is populated as follows (see appendix B)
Hˆ = Ahfs


3
4
0 0 0 0 0 0 0
0 1
4
0 0
√
3
2
0 0 0
0 0 −1
4
0 0 1 0 0
0 0 0 −3
4
0 0
√
3
2
0
0
√
3
2
0 0 −3
4
0 0 0
0 0 1 0 0 −1
4
0 0
0 0 0
√
3
2
0 0 1
4
0
0 0 0 0 0 0 0 3
4


, (2.48)
where Ahfs can be obtained from table 2.1. Analytic diagonlisation of this
Iˆ · Jˆ matrix gives three eigenvalues with −5
4
and five eigenvalues with 3
4
.
These two different values are the hyperfine ground states F = 1 and F = 2
with 3 and 5 mF values, respectively. The corresponding eigenvectors are
Ahfs


−5
4
0 1
2
0 0 −
√
3
4
0 0 0
−5
4
0 0
√
1
2
0 0 −
√
1
2
0 0
−5
4
0 0 0 −
√
3
4
0 0 1
2
0
3
4
0 0 0 0 0 0 0 1
3
4
0 0 0 1
2
0 0
√
3
4
0
3
4
0 0
√
1
2
0 0
√
1
2
0 0
3
4
0 −
√
3
4
0 0 −1
2
0 0 0
3
4
1 0 0 0 0 0 0 0


. (2.49)
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Now we choose to write the hyperfine states |F,mF 〉 in the coupled basis
as a linear combination of the states |mL,mS,mI〉 in the uncoupled basis.
Two basis sets of orthonormal eigenfunctions can be related by a unitary
transformation [100].
|F,mF 〉 =
L∑
mL=−L
S∑
mS=−S
I∑
mI=−I
〈mL,mS,mI |F,mF 〉 |mL,mS,mI〉 ,
|F,mF 〉 = T FLSI · |mL,mS,mI〉 , (2.50)
where 〈mL,mS,mI |F,mF 〉 are the Clebsch-Gordan coefficients and T FLSI is
the transformation matrix from the F basis into the L, S, I basis. The |F,mF 〉
basis is ordered as follows
|F,mF 〉 = |1,+1〉 ; |1,+0〉 ; |1,−1〉 ;
|2,−2〉 ; |2,−1〉 ; |2,+0〉 ; |2,+1〉 ; |2,+2〉 . (2.51)
The |mL,mS,mI〉 basis is ordered as follows
|mL,mS,mI〉 =
∣∣∣∣0,+12 ,+32
〉
;
∣∣∣∣0,+12 ,+12
〉
;
∣∣∣∣0,+12 ,−12
〉
;
∣∣∣∣0,+12 ,−32
〉
;∣∣∣∣0,−12 ,+32
〉
;
∣∣∣∣0,−12 ,+12
〉
;
∣∣∣∣0,−12 ,−12
〉
;
∣∣∣∣0,−12 ,−32
〉
.
(2.52)
The transformation matrix for the 52S1/2 term is
T FLSI =


0 1
2
0 0 −
√
3
4
0 0 0
0 0
√
1
2
0 0 −
√
1
2
0 0
0 0 0 −
√
3
4
0 0 1
2
0
0 0 0 0 0 0 0 1
0 0 0 1
2
0 0
√
3
4
0
0 0
√
1
2
0 0
√
1
2
0 0
0 −
√
3
4
0 0 −1
2
0 0 0
1 0 0 0 0 0 0 0


. (2.53)
Chapter 2. Model for the absolute susceptibility 29
Decomposing the |F,mF 〉 states into the |mL,mS,mI〉 basis and Clebsch-
Gordan coefficients gives
|1,+1〉 = 1
2
∣∣∣∣0,+12 ,+12
〉
−
√
3
4
∣∣∣∣0,−12 ,+32
〉
, (2.54)
|1,+0〉 =
√
1
2
∣∣∣∣0,+12 ,−12
〉
−
√
1
2
∣∣∣∣0,−12 ,+12
〉
, (2.55)
|1,−1〉 = −
√
3
4
∣∣∣∣0,+12 ,−32
〉
+
1
2
∣∣∣∣0,−12 ,−12
〉
, (2.56)
|2,−2〉 =
∣∣∣∣0,−12 ,−32
〉
, (2.57)
|2,−1〉 = 1
2
∣∣∣∣0,+12 ,−32
〉
+
√
3
4
∣∣∣∣0,−12 ,−12
〉
, (2.58)
|2,+0〉 =
√
1
2
∣∣∣∣0,+12 ,−12
〉
+
√
1
2
∣∣∣∣0,−12 ,+12
〉
, (2.59)
|2,+1〉 = −
√
3
4
∣∣∣∣0,+12 ,+12
〉
− 1
2
∣∣∣∣0,−12 ,+32
〉
, (2.60)
|2,+2〉 =
∣∣∣∣0,+12 ,+32
〉
. (2.61)
Now we have written the hyperfine ground states for the 52S1/2 term, next
we calculate the operator CR acting on the hyperfine excited states for the
52P1/2 term.
52P1/2 matrix
For the 5P term a matrix of dimensions 24 × 24 is required. The atomic
Hamiltonian including fine structure is
Hˆ =
γfs
~2
Lˆ · Sˆ + Ahfs
~2
Iˆ · Jˆ
+
Bhfs
2Iˆ(2Iˆ − 1)Jˆ(2Jˆ − 1)~2
[
3(Iˆ · Jˆ)2 + 3
2
(Iˆ · Jˆ)− Iˆ(Iˆ + 1)Jˆ(Jˆ + 1)
]
.
(2.62)
As we are only interested in 52P1/2, the last term in this Hamiltonian can
be ignored as the electric quadrupole constant is zero. Here we introduce an
additional Hamiltonian that allows for the centre of mass frequency of the
D1 line to correspond to zero detuning about which the hyperfine interaction
is important. In section 2.4.1 and appendix B.1 we showed the fine structure
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Figure 2.4: A matrix of dimensions 24× 24 for the 5P term of Rb. The matrix
is sorted by the addition of a single column of 24 rows for the eigenvalues for
each state. The first 8 rows correspond to the 52P1/2 term and the final 16 rows
correspond to the 52P3/2 term. Columns 2 - 9, 10 - 17 and 18 - 25 hold the elements
for the operators CL, C0 and CR acting on the uncoupled basis, respectively.
splittings for the 52P1/2 and 5
2P3/2 terms to be −γfs and γfs/2, respectively.
For the 52P1/2 term the modified atomic Hamiltonian can be written as
Hˆ =
γfs
~2
Lˆ · Sˆ + 2γfs
~2
⊗ 1Dnl +
Ahfs
~2
Iˆ · Jˆ . (2.63)
where 1Dnl is an identity matrix with dimensions Dnl × Dnl. Alternatively
if we wanted to address the 52P3/2 term instead, we would introduce the
additional Hamiltonian −γfs/~2 ⊗ 1Dnl .
Figure 2.4 shows a schematic of the eigenvalues and corresponding eigenvec-
tors calculated from the diagonalisation of the populated 5P matrix. Column
1 is arranged such that the first 8 eigenvalues correspond to the 52P1/2 term
and the final 16 eigenvalues correspond to the 52P3/2 term. Columns 2 - 25
correspond to the eigenvectors for each hyperfine state. As before, each state
in the coupled basis can be written as a linear combination of the states in
the uncoupled basis, however to simplify the calculation we take the operator
CR acting on the |F ′,mF ′〉 excited states which are listed in columns 18 - 25.
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In summary, we therefore take the first 8 rows and the final 8 columns. This
sub-matrix for the 52P1/2 term is
Ahfs


−5
4
−
√
1
2
0 0 0 0 0 0 0
−5
4
0 −
√
1
3
0 0 0 0 0 0
−5
4
0 0 −
√
1
6
0 0 0 0 0
3
4
0 0 0
√
2
3
0 0 0 0
3
4
0 0 −
√
1
2
0 0 0 0 0
3
4
0 −
√
1
3
0 0 0 0 0 0
3
4
√
1
6
0 0 0 0 0 0 0
3
4
0 0 0 0 0 0 0 0


(2.64)
where the eignevalues of the 52P1/2 matrix correspond to the hyperfine ex-
cited states F ′ = 1 and F ′ = 2 with 3 and 5 mF ′ values, respectively. For
the 52P1/2 term the |F ′,mF ′〉 basis is ordered as follows
|F ′,mF ′〉 = |1,+1〉 ; |1,+0〉 ; |1,−1〉 ;
|2,−2〉 ; |2,−1〉 ; |2,+0〉 ; |2,+1〉 ; |2,+2〉 . (2.65)
The |mL′ ,mS′ ,mI′〉 basis is ordered as follows
|mL′ ,mS′ ,mI′〉 =
∣∣∣∣−1,+12 ,+32
〉
;
∣∣∣∣−1,+12 ,+12
〉
;
∣∣∣∣−1,+12 ,−12
〉
;∣∣∣∣−1,+12 ,−32
〉
;
∣∣∣∣−1,−12 ,+32
〉
;
∣∣∣∣−1,−12 ,+12
〉
;∣∣∣∣−1,−12 ,−12
〉
;
∣∣∣∣−1,−12 ,−32
〉
. (2.66)
Note that in order to calculate the angular coupling elements described in
section 2.4.1 we need CR |F ′,mF ′〉. For the operator CR acting on the hyper-
fine excited states |F ′,mF ′〉 the decomposition into the uncoupled basis and
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Clebsch-Gordan coefficients is written as follows
CR |1,+1〉 = −
√
1
2
∣∣∣∣−1,+12 ,+32
〉
, (2.67)
CR |1,+0〉 = −
√
1
3
∣∣∣∣−1,+12 ,+12
〉
, (2.68)
CR |1,−1〉 = −
√
1
6
∣∣∣∣−1,+12 ,−12
〉
, (2.69)
CR |2,−2〉 =
√
2
3
∣∣∣∣−1,+12 ,−32
〉
, (2.70)
CR |2,−1〉 = −
√
1
2
∣∣∣∣−1,+12 ,−12
〉
, (2.71)
CR |2,+0〉 = −
√
1
3
∣∣∣∣−1,+12 ,+12
〉
, (2.72)
CR |2,+1〉 =
√
1
6
∣∣∣∣−1,+12 ,+32
〉
, (2.73)
CR |2,+2〉 = 0 . (2.74)
Here we note that the operator CL acting on the hyperfine excited states
|F ′,mF ′〉 can be obtained from symmetry. The decomposition for the opera-
tor C0 is given in appendix B.3. These states are similar to the ones written
in section 2.4.2.
2.5 Using the matrix representation
In section 2.5 we use the matrix representation to calculate the relative line-
strength factors and transition frequencies of Rb, before showing that the
absorption and dispersion coefficients can be used to calculate a macroscopic
property such as transmission.
2.5.1 Relative line-strength factors
Using the matrix representation we show for example how the total transition
strength is calculated for σ− transitions on F = 1 → F ′ = 1 line in 87Rb.
In section 2.4.2 we wrote the operator CR acting on the the coupled basis
for the 52P1/2 term. The matrix diagonalisation of the entire 5P term leads
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to a representation of all three operators. By choosing specific parts of the
matrix we need to reduce the strength of the angular coupling elements by
a 1/3. This value is the result of the three operators CL, C0 and CR. For σ
−
transitions on the F = 1→ F ′ = 1 line we have mF = +0→ mF ′ = −1 and
mF = +1→ mF ′ = +0. The calculation for total transition strength is
C2F =
1
3
F∑
mF=−F
c2mF =
1
3
[〈1,+0|CR|1,−1〉2 + 〈1,+1|CR|1,+0〉2] ,
(2.75)
where
C2F =
1
3
[(√
1
2
〈
0,+
1
2
,−1
2
∣∣∣∣−
√
1
2
〈
0,−1
2
,+
1
2
∣∣∣∣
)
CR
(
−
√
1
6
∣∣∣∣−1,+12 ,−12
〉)]2
+
1
3
[(
1
2
〈
0,+
1
2
,+
1
2
∣∣∣∣−
√
3
4
〈
0,−1
2
,+
3
2
∣∣∣∣
)
CR
(
−
√
1
3
∣∣∣∣−1,+12 ,+12
〉)]2
, (2.76)
applying the electric-dipole selection rules we have
C2F =
1
3
(
−
√
1
2
√
1
6
〈
0,+
1
2
,−1
2
∣∣∣∣CR
∣∣∣∣−1,+12 ,−12
〉)2
+
1
3
(
−1
2
√
1
3
〈
0,+
1
2
,+
1
2
∣∣∣∣CR
∣∣∣∣−1,+12 ,+12
〉)2
, (2.77)
substituting for equation 2.45, the total transition strength is
C2F =
1
3
(
1
12
+
1
12
)
,
=
1
18
. (2.78)
Figure 2.5 shows the relative line-strengths, c2mF , of each mF → mF ′ tran-
sition for linearly polarised light driving π transitions and left and right
circularly polarised light driving σ+ and σ− transitions, respectively, on the
F = 1 → F ′ = 1 line in 87Rb. Table 2.3 shows the total strengths for σ−
transitions on the F → F ′ lines in Rb.
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Figure 2.5: Calculated relative line-strengths, c2mF , for each mF → mF ′ transi-
tion for linearly polarised light driving pi transitions and left and right circularly
polarised light driving σ+ and σ− transitions, respectively, on the F = 1→ F ′ = 1
line in 87Rb.
2.5.2 Transition frequencies
Now we have the relative line-strengths the next step is to calculate the
transition frequencies using the matrix representation. The matrices in sec-
tion 2.4.2 are arranged according to their eigenvalues. It is these eigenvalues
that allow us to calculate the relative detunings. The energy of the 52S1/2
and 52P1/2 terms are given by
E52S1/2/52P1/2 = ±Ahfs(52S1/2/52P1/2)λ52S1/2/52P1/2 , (2.79)
where Ahfs(5
2S1/2) and Ahfs(5
2P1/2) are the magnetic dipole constants of the
52S1/2 and 5
2P1/2 terms (listed in table 2.1) and λ52S1/2/52P1/2 are the eigen-
values calculated from the diagonalisation of each matrix. Here we introduce
the isotope shift due to the abundance of 85Rb (C85) and
87Rb (C87) in the
medium (see appendix A). A natural cell (72% 85Rb, 28% 87Rb) has isotope
shifts, ∆isotope, of +21.62 MHz and −56.08 MHz for 85Rb and 87Rb on the D1
line, respectively. Here we show for example the calculation for the detuning
value for the F = 1 to F ′ = 1 transition of 87Rb on the D1 line. The detuning
(in MHz) is calculated as follows
∆F=1→F ′=1 = −Ahfs(5
2S1/2)
h
λF=1 +
Ahfs(5
2P1/2)
h
λF′=1 −∆isotope ,
= −3417.34×
(
−5
4
)
+ 407.24×
(
−5
4
)
+ 56.08 ,
= 3818.71 MHz . (2.80)
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D1 Line D2 Line
Line F ′ Detuning (MHz) C2F Detuning (MHz) C
2
F
87Rb 1 -3015.98 5
18
-2735.05 1
18
F = 2 → F ′ = 2 -2201.50 5
18
-2578.11 5
18
3 -2311.45 14
18
85Rb 2 -1497.44 35
81
-1371.16 10
81
F = 3 → F ′ = 3 -1135.85 28
81
-1307.74 35
81
4 -1186.78 81
81
85Rb 1 1635.30 27
81
F = 2 → F ′ = 2 1538.29 10
81
1664.57 35
81
3 1899.88 35
81
1727.99 28
81
87Rb 0 4027.41 2
18
F = 1 → F ′ = 1 3818.71 1
18
4099.63 5
18
2 4633.18 5
18
4256.57 5
18
Table 2.3: Transition frequencies and total strengths, C2F , for the σ
− transitions
on the D1 and D2 lines in a natural-abundant cell of Rb. Zero detuning (∆ = 0)
corresponds to the weighted centre of the lines.
The detunings of the atomic transitions relative to the centre of mass fre-
quencies are listed in table 2.3.
2.5.3 Absorption and dispersion coefficients
The absorption and dispersion coefficients are calculated from the real and
imaginary parts of the susceptibility. Here we introduce the complex refrac-
tive index, n = nR + inI. The susceptibility describing the optical properties
is related to the refractive index by [108]
n =
√
1 + χ ≈ 1 + χ
2
. (2.81)
This approximation is valid because |χ| ≪ 1. Keaveney et al. [3] have
shown that for a high density Rb vapour χmax = 0.3. Hence the real and
imaginary parts can be written as
nR = 1 +
χR
2
, (2.82)
nI =
χI
2
. (2.83)
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The refractive index and hence the susceptibility modifies the propagation
of a classical light field along the z-direction in the following way
Eˆ(z) = E0ei(nkz−ωt) = E0ei(
√
1+χkz−ωt) , (2.84)
substituting for the real and imaginary parts leads to
Eˆ(z) = E0ei(kz−ωt)ei(χRkz/2)e−χIkz/2 . (2.85)
Here the field is attenuated by the medium due to the imaginary part of the
susceptibility. The relative phase of the field changes due to the real part of
the susceptibility. The phase changing part due to the real susceptibility will
be investigated in chapter 5. The absorption of a propagating light beam
along the z-direction of a medium is given by the Beer-Lambert law [109]
I(z) = I0 exp(−αz) , (2.86)
where I(z) is the beam intensity at position z, α is the total absorption
coefficient and I0 is the initial beam intensity before the medium. Using the
relation I(z) = 1
2
ǫ0c |E(z)|2 [110] we can see that the absorption coefficient
in terms of the imaginary part of the susceptibility, χI(∆) is
α = kχI(∆) , (2.87)
where k is the wavevector of the beam. Now we concentrate on develop-
ing the absorption coefficient for a particular hyperfine transition F → F ′.
The imaginary part of the susceptibility, χI(∆), was discussed in detail in
section 2.3. In summary, it has the form of the imaginary part of the Fad-
deeva function, sI(y), multiplied by the transition strength and prefactors
which depend on the resonant transition. The lineshape factor is identical
for each transition of a particular isotope, therefore in the theoretical model
we need only calculate the Faddeeva function once. Recalling equation 2.30
the absorption coefficient for each transition can be written as
αF→F ′ = k × strength× prefactor× Voigt profile ,
= k
C2F
2(2I + 1)
Nµ2
~ǫ0
sI(y)
ku
, (2.88)
where k is the wavevector, the strength factor includes the degeneracy,
2(2I + 1), of the ground state of a particular isotope (see appendix A)
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and the calculated C2F coefficients from section 2.5.1. The degeneracy factor
is included under the assumption that the population is evenly distributed
amongst the ground-state Zeeman sublevels. The prefactor and Voigt profile
were discussed in detail in section 2.3.3.
Transmission
For a medium of length, L, the transmission, T , is defined as
T =
I(L)
I0
= exp(−αL) . (2.89)
For beam intensities under one-thousandth of the saturation intensity, ISAT,
the absorption coefficient is independent of intensity [92] , where ISAT is [108]
ISAT = hc
Γk3
24π2
, (2.90)
here ISAT = 1.50 mWcm
−2 and 1.67 mWcm−2 for the D1 and D2 lines in Rb,
respectively. If the probe beam is intense i.e. I ≥ ISAT, the approximation
that all the atoms reside in the ground states breaks down. This familiar
exponential decay is then replaced by a polynomial dependence on the dis-
tance [111]. Nevertheless, the focus of part I is to ensure that the condition
of I ≪ ISAT for the probe beam is satisfied. The total absorption coefficient
is given by the sum over all the electric-dipole-allowed transitions. For a
medium with multiple transitions (F → F ′) the transmission is now defined
as
T = exp(−
∑
αF→F ′L) , (2.91)
where αF→F ′ , is the absorption coefficient for each electric-dipole-allowed
transition. The expected transmission profile can now be calculated as a
function of detuning. Figure 2.6 shows theoretical transmission plots for a
Rb vapour cell of length, L = 75 mm, on the D1 and D2 lines at a temperature
of 35◦C.
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(a)
(b)
Figure 2.6: Transmission plots for a thermal Rb vapour cell of length 75 mm as
a function of linear detuning, ∆/2pi. Zero detuning corresponds to the weighted
centre of the lines. Plots (a) and (b) show the D1 and D2 lines at 35
◦C, respectively.
The stick plots correspond to the energy levels and strengths calculated from the
atomic Hamiltonian. The curves (i), (ii), (iii) and (iv) show the transmission for
the transitions 87Rb F = 2 → F ′ (green), 85Rb F = 3 → F ′ (blue), 85Rb F = 2
→ F ′ (red) and 87Rb F = 1 → F ′ (orange), respectively. The solid, dashed and
dotted curves show the transitions between the hyperfine states F → F ′ = F + 1,
F → F ′ = F and F → F ′ = F − 1, respectively. The solid black curves show the
total transmission for both lines.
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2.6 Experimental methods and results
In section 2.6 we describe the experimental apparatus used to measure the
absolute Doppler-broadened transmission which we finally compare with the
theoretical model.
2.6.1 Experimental apparatus
Figure 2.7 shows a schematic of the experimental apparatus used to observe
the absolute Doppler-broadened transmission on the D1 and D2 transitions of
Rb. Two external cavity diode laser systems (ECDL) (Toptica DL100) with
wavelengths of 795 nm and 780 nm were used for these measurements. Both
beams pass through a polarisation beam splitter providing linearly polarised
light with 1/e2 radii of 0.77 ± 0.02 mm and 0.66 ± 0.02 mm for the D1 and
D2 beams, respectively. Knowing that the the probe beams have to be weak
in order for there to be agreement between the theoretical model and the
experimental measurements, neutral-density filters are then used to ensure
that optical pumping processes which redistribute population amongst the
hyperfine levels of the ground term do not occur [112, 113]. After attenuation
the beam powers are 20 nW and 15 nW with corresponding I/ISAT equal to
0.006 and 0.007 for the D1 and D2 lines, respectively. The beams are then sent
through 75 mm vapour cells containing Rb in its natural abundance (72%
85Rb, 28% 87Rb). After traversing the experiment cell both beams impinge
on calibrated photodiodes. The frequency scan is linearised with a Fabry-
Perot etalon (not shown), and calibrated by the use of hyperfine/saturated
absorption spectroscopy [112, 113] in a natural-abundant room-temperature
reference cell: this technique is discussed in detail in appendix C.
2.6.2 Comparing theory and experiment
Figure 2.8 shows plots for the transmission of (a) the Rb D1 and (b) the
Rb D2 lines versus linear detuning, ∆/2π. The zero of the detuning axis for
both lines is taken to be the centre of mass frequency of the transitions in the
absence of hyperfine splitting, taking into account the natural abundance of
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Figure 2.7: Schematic of the experimental apparatus in a long vapour cell.
Both beams pass through a polarisation beam splitter (PBS), providing linearly
polarised light. A small fraction of each beam is used to perform sub-Doppler
spectroscopy in a room-temperature reference cell. The probe beams are attenu-
ated with neutral-density filters (ND) before passing through 75 mm vapour cells
and being collected on photodiodes (PD).
each isotope. The solid (black) and dotted (red) lines show the measured and
theoretical transmissions, respectively. The data are measured on calibrated
photodiodes: the technique adopted to normalise these data sets is discussed
in appendix C. In figure 2.8(a) and 2.8(b) the corresponding theory curves are
generated using the natural Lorentzian linewidths Γ = 2π × 5.746 MHz [96]
and Γ = 2π× 6.065 MHz [96] and temperatures of 20.7◦C and 20.9◦C, which
are in excellent agreement with the thermocouple measurements. For both
curves there is excellent agreement between theory and experiment at the
0.1% rms level.
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Figure 2.8: Transmission plots for the comparison between experiment and
theory for (a) the Rb D1 line and (b) the Rb D2 line, through a 75 mm vapour cell as
a function of linear detuning, ∆/2pi. The zero of the detunings are taken to be the
centre-of-mass frequencies of each transition. Solid (black) and dotted (red) lines
show measured and expected transmission, respectively. (a) has a temperature of
20.7◦C with Γ = 2pi × 5.746 MHz and (b) has a temperature of 20.9◦C with Γ =
2pi × 6.065 MHz. Below the main figures are plots of the residuals (the difference
in transmission between theory and experiment). The magnitude of the residuals
confirm an excellent fit between the theoretical model and the experimental data.
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2.7 Discussion
In summary, we have developed a theoretical model for the electric suscepti-
bility that will allow us to make quantitative predictions for the absorptive
and dispersive properties of a Rb vapour in the vicinity of the D lines. Mea-
surements of the frequency dependence of the absolute Doppler-broadened
transmission are in excellent agreement between theory and experiment at
the 0.1% rms level. After all this work we now have a code that precisely pre-
dicts the macroscopic optical properties of a Rb vapour cell. This will be the
fundamental basis for all future investigations in part I of the thesis. Next
we consider the modification to the medium’s susceptibility as a consequence
of resonant dipole-dipole interactions in a high density atomic media.
Chapter 3
Including resonant
dipole-dipole interactions
This chapter is based on the following publication
L. Weller, R. J. Bettles, P. Siddons, C. S. Adams, and I. G. Hughes, Ab-
solute absorption on the rubidium D1 line including resonant dipole-dipole
interactions, J. Phys. B: At. Mol. Opt. Phys. 44, 195006 (2011),
10.1088/0953-4075/44/19/195006
Here we report on measurements of the absolute absorption spectra of dense
rubidium vapour on the D1 line in the weak-probe regime for temperatures
up to 170◦C and number densities up to 3 × 1014 cm−3. In such vapours,
modifications to the homogeneous linewidth of optical transitions arise due
to dipole-dipole interactions between identical atoms, in superpositions of the
ground and excited terms. Absolute absorption spectra were recorded with
deviation of 0.1% between experiment and a theory incorporating resonant
dipole-dipole interactions. The manifestation of dipole-dipole interactions is
a self-broadening contribution to the homogeneous linewidth, which grows
linearly with number density of atoms. Analysis of the absolute absorption
spectra allow us to ascertain the value of the self-broadening coefficient for
the rubidium D1 line: β/2π = (0.69 ± 0.04) × 10−7 Hz cm3, in excellent
agreement with the theoretical prediction.
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3.1 Introduction
In chapter 2 we developed a model for the electric susceptibility that allowed
us to make quantitative predictions for the absorptive and dispersive proper-
ties of a thermal Rb vapour probed in the vicinity of the D lines. Resonant
dipole-dipole interactions among Rb atoms were not included in the model,
as they do not become important unless the vapour has a temperature ex-
ceeding ∼ 125◦C. However, there is a strong motivation to working at higher
temperature as in this case high optical depths are accessible even in cells
with lengths of only a few millimetres or a few microns [18]. In this chapter
we show that by including self broadening in the model for susceptibility, ex-
periment and theory agree to within 0.1% up to densities of 3 × 1014 cm−3.
At these higher densities the resonant dipole-dipole interactions between two
identical atoms, in superpositions of the ground and excited terms, gives
rise to the phenomenon of self-broadening [114]. The modification of the
medium’s susceptibility as a consequence of the dipole-dipole interactions is
the subject of this chapter. In this chapter we also extend the theoretical
and experimental study of the absolute absorption spectroscopy of Rb on the
D1 line for temperatures up to ∼ 170◦C, corresponding to a number density
four orders of magnitude larger than in chapter 2.
3.2 Resonant dipole-dipole interactions
In section 3.2 the form of the resonant dipole-dipole interaction between two
identical atoms is considered. We then develop an understanding for how
these interactions contribute to the susceptibility, before differentiating both
the quasi-static and impact regimes for a thermal Rb vapour.
3.2.1 Form of the interaction
In chapter 2 we started by considering the properties of many two-level atoms
and showed that the homogeneous lineshape for such a system is of a finite
width, Γ0. In dense atomic vapours the interaction between identical atoms
causes a modification in this linewidth. This interrupts the process of light
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Figure 3.1: (a) Schematic of a beam through a cell of Rb atoms. The straight
line trajectory of a neutral single perturber moving past an excited atom is also
shown. (b) Energy levels of a two-level atom as a function of distance, R, from a
perturbing atom. The levels |1〉 and |2〉 begin parallel with an energy separation
~ω0. For smaller R the potential curves are modified and there is an instantaneous
change, ∆ω, in the angular frequency.
emission and can shorten the effective lifetime of the excited state. Figure 3.1
shows the influence of a single perturber on an excited atom separated by a
distance R. At long range the energy separation, ~ω0, is the same as for a
single two-level atom. Here we introduce V |1〉(R) and V |2〉(R) as the change
in the energies of the ground and excited terms, respectively. The resonant
angular frequency at large distance, ω0, is changed by an instantaneous fre-
quency, ∆ω, where ~∆ω = V |2〉(R) − V |1〉(R). The change in the energies
of the ground and excited terms can be represented by a potential of the
form V |1,2〉(R) = C1,2n /R
n where C1,2n is a constant which depends on state
1 or 2. Here we note that for n = 3, this refers to the dominant resonant
dipole-dipole interactions between identical atoms, in superpositions of the
ground and excited terms.
The form of the interaction described so far refers to a binary system in
superpositions of the ground and excited terms. For an ensemble of atoms
there are many perturbers with different orientations and separations. In
1933 Weisskopf showed that disruption to light emission may be explained
by a change in the phase of the light field before and after a collision. The
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phase change for a collision is given by the expression [103]
n(rw) =
∫ ∞
−∞
∆ωdτ , (3.1)
where rw is the Weisskopf radius and ∆ω is the instantaneous change in the
angular frequency. For the dominant resonant dipole-dipole interactions it
has be shown that ∆ω = C3/R
3 [103], where ~C3 is the difference between
the excited, C
|2〉
3 and ground C
|1〉
3 terms of a given transition. In figure 3.1
we show the straight line trajectory of an atom with mean relative velocity,
v, moving past a radiating atom, where the separation between both atoms
is R. The phase for the emitted radiation becomes
n(rw) =
∫ ∞
−∞
C3
R3
dτ , (3.2)
where R =
√
r2w + v
2τ 2tot, hence
n(rw) =
∫ ∞
−∞
C3
(r2w + v
2τ 2)3/2
dτ . (3.3)
Using trigonometry for figure 3.1, vτ = rw tan θ and dτ = rw sec
2 θdθ/v, the
integral can be rearranged to give
n(θ) =
∫ pi
2
−pi
2
C3rw sec
2 θ
v (r2w + r
2
w tan
2 θ)
3/2
dθ ,
=
C3
vr2w
∫ pi
2
−pi
2
sec2 θ
(1 + tan2 θ)
3/2
dθ ,
=
C3
vr2w
∫ pi
2
−pi
2
cos θdθ ,
=
2C3
vr2w
. (3.4)
Weisskopf then assumed a phase change equal to 1 or greater would result in
a completely incoherent process, the Weisskopf radius is defined as follows
rw =
√
2C3
v
. (3.5)
A two-body collision occurs when both atoms are separated by a distance
less than the Weisskopf radius.
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3.2.2 Contribution to the susceptibility
The susceptibility we developed in chapter 2 is calculated by summing the
contributions from all dipole-allowed transitions [92]. Each transition has
a Voigt profile with two contributions: a homogeneous Lorentzian line-
shape arising from spontaneous emission from the excited state (with natural
linewidth Γ0), and an inhomogeneous Gaussian lineshape to account for the
atomic motion. At the higher densities considered here there is a significant
contribution to the total Lorentzian linewidth, Γtot, from the interaction
among the atoms:
Γtot = Γ0 + Γself = Γ0 + βN , (3.6)
where β is the self-broadening coefficient and N is the number density. The
dominant effect arises from the dipole-dipole interaction between two iden-
tical atoms, in superpositions of the ground and excited terms. The binary
dipole-dipole approximation remains valid for densities up to 4pi
3
N r3w ≪ 1
(see equation 10.23 in [115]) where the Weisskopf radius is (see equation 8.30
in [103])
rw =
√
β
2πv
, (3.7)
and v is the mean relative velocity in the vapour given by [103]
v =
√
8kBT
πµ
=
√
8
π
u ≈ 1.6u . (3.8)
where µ = m/2 and u is the mean speed of a single Rb atom. This gives
N ≥ 1.6 × 1017 cm−3 (corresponding to a temperature ∼ 380◦C) which is
valid for the D1 line considered in this work. Above this number density
multiperturber effects become important, these are beyond the scope of this
thesis. Equating equations 3.5 and 3.7 for the Weisskopf radii, the relation
that connects β and the effective C3 coefficient is
C3 =
1
2
β
2π
. (3.9)
Experimental measurements for the C3 coefficient for the D1 and D2 lines
in Rb [116] are consistent with theoretical predictions of equations 3.21 and
3.22 combined with equation 3.9.
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Length Scale Formula C = 1 (at 145◦C) C = 1000 (at 350◦C)
rw
√
β
2piv
13 nm 11 nm
d0 vτ0 13× 103 nm 15× 103 nm
dtot vτtot 6300 nm 15 nm
LC
λ/2pi
3
√
C
130 nm 13 nm
l 5
9
3
√
1
N 130 nm 13 nm
Table 3.1: Several length scales at two different cooperativity (defined in sec-
tion 3.3.2) parameters and corresponding temperatures for D1 line in
87Rb. Here
we compare the Weisskopf radius, rw, the distance travelled in the absence, d0, and
presence, dtot, of a collision, the cooperative length, LC and the nearest neighbour,
l. At C = 1 (at 145◦C) and C = 1000 (at 350◦C) the mean relative velocities are
450 ms−1 and 550 ms−1, respectively.
3.2.3 Impact and quasi-static regimes
When the duration of a collision is much greater than the time between
collisions i.e. rw ≫ dtot, this is known as the quasi-static approximation.
The line broadening is produced over a short distance and therefore the
thermal motion of the perturber can be ignored. This is likely to be the case
when we have high densities, where the mean time between collisions τtot is
small and at low temperatures, where the mean relative velocity v is small.
When the conditions for the quasi-static approximation are valid we say that
the medium is in constant state of collision. When the duration of a collision
is short compared with the time between collisions i.e. rw ≪ dtot, this is
known as the impact approximation. This is likely to be the case when we
have low densities, where the mean time between collisions τtot is large and
at high temperatures, where v is large. The two approximations are formally
divided by the duration of one collision given by the Weisskopf time
τw =
rw
v
. (3.10)
Table 3.1 compares the different length scales for D1 line in
87Rb at two dif-
ferent cooperativity (defined in section 3.3.2) parameters and corresponding
temperatures. Here we state that for the number densities and temperatures
under investigation the conditions for the impact approximation are valid.
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The impact regime may also be defined by the inequality |∆| < ωw, where ∆
is the detuning of the laser light from resonance, (∆ = ωL − ω0, with ωL the
laser angular frequency, and ω0 the angular frequency of the resonance tran-
sition), and ωw is the Weisskopf angular frequency. For the Rb D1 line the
Weisskopf angular frequency defined by ωw = 1/τw = 2π×
√
v3/2πβ [117], is
approximately 2π× 6 GHz for the temperatures studied here. The detunings
from resonance accessible with our apparatus are less than the Weisskopf
frequency, therefore we need to evaluate the self-broadening parameter β in
the impact regime within the binary-collision approximation.
3.3 The self-broadening parameter
In section 3.3 the calculations for the impact self-broadening parameter of the
D1 and D2 lines in Rb are shown. We calculate the total Lorentzian linewidth
in terms of the cooperativity parameter, which defines the magnitude of the
resonant dipole-dipole interactions. Finally we compare the homogeneous
and inhomogeneous FWHM and show that Doppler-broadening dominates
for the temperatures considered here, however the Lorentzian profile domi-
nates in the wings of the absorption profile.
3.3.1 Calculating the self-broadening parameter
In a comprehensive treatment of collisional line broadening Lewis [118] pro-
vides an expression for the self-broadening parameter for alkali-metal atoms
in the binary-collision approximation, which is β = 2 f c r0 λ
√
g1/g2. Here,
f is the absorption oscillator strength for the transition; c is the speed of
light; r0 is the classical radius of the electron; λ is the resonance transition
wavelength; g1 and g2 are the degeneracies of the ground and excited terms,
respectively. To highlight the physical mechanism underpinning the inter-
action we begin by writing the formula for the self-broadening coefficient in
terms of the degeneracies 2J+1 and 2J ′+1 for the ground and excited terms
of Rb, respectively.
β = 2fcr0λ
√
2J + 1
2J ′ + 1
. (3.11)
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The absorption oscillator strength, f , is a dimensionless quantity that de-
scribes the strength of a particular transition. The strength f of a transition
from a lower state J to an upper state J ′ may be defined by [118]
f =
2πǫ0mec
3
e2ω20
2J ′ + 1
2J + 1
Γ0 , (3.12)
where Γ0 is the natural linewidth (see equation 2.18)
Γ0 =
ω30
3πǫ0~c3
2J + 1
2J ′ + 1
µ2 , (3.13)
and µ is the dipole matrix element from chapter 2. If we now substitute
equation 3.13 into equation 3.12 we get [119]
f =
2
3
meω0
~e2
µ2. (3.14)
The dipole matrix element, µ, can be written in terms of the reduced dipole
matrix element, d, using the relation [92]
µ = (−1)J ′+L+S+1 ×
√
(2J ′ + 1)(2L+ 1)
{
L L′ 1
J J ′ S
}
d. (3.15)
The Wigner 6− j coefficient and prefactor, both of which are independent of
the F and mF quantum numbers, can be calculated for the D1 and D2 lines
µ1 =
√
1
3
d1 , (3.16)
µ2 =
√
2
3
d2 , (3.17)
where d1 = 5.182ea0 and d2 = 5.177ea0 for Rb D1 and D2 lines, respec-
tively. For the Rb D1 and D2 lines we can now write the absorption oscillator
strength f in terms of the reduced dipole matrix element, d. Substituting
equations 3.17 and 3.16 into 3.14 we get [120]
f1 =
2
9
meω0
~e2
d21 = 0.3420 , (3.18)
f2 =
4
9
meω0
~e2
d22 = 0.6956 , (3.19)
where the ratio f2/f1 is approximately equal to 2. This ratio arises because
the strength of each component is proportional to the statistical weight of
the levels mJ ′ = 2J
′ + 1 which are 2 and 4 for the 52P1/2 and 52P3/2 terms,
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respectively. If we finally substitute equations 3.18 and 3.19, and the classical
radius of the electron
r0 =
1
4πǫ0
e2
mec2
, (3.20)
into equation 3.11 we can write the formulae for the self-broadening coeffi-
cients for the Rb D1 and D2 lines as
β1 =
2
9~ǫ0
d21 = 2π × Γ1
(
λ1
2π
)3
, (3.21)
β2 =
√
2
2
9~ǫ0
d22 = 2π ×
√
2 Γ2
(
λ2
2π
)3
, (3.22)
where d1, d2, Γ1,Γ2 and λ1, λ2, are the reduced dipole matrix elements, nat-
ural linewidths and wavelengths for the D1 and D2 lines, respectively, for
alkali-metal atoms. The d2 terms in these equations highlight the dipole-
dipole origin of the self-broadening interaction. The dependence on Γ demon-
strates that the lines broaden by an amount equal to the natural-broadening
per atom within a volume equal to the reduced wavelength cubed. Note also
that the self-broadening coefficient is
√
2 larger for the D2 line compared to
the D1 line.
3.3.2 Total Lorentzian linewidth
Now let us reconsider the total Lorentzian linewidth from section 3.2.2. For
the D1 and D2 transitions the natural linewidths, Γ0, are calculated as follows:
ω1,2 = k1,2c, the dipole matrix elements are µ1 =
√
1/3d1 and µ2 =
√
2/3d2,
where d1 and d2 are the reduced dipole matrix elements. For the D1 line
J = 1/2, J ′ = 1/2 and for the D2 line J = 1/2, J ′ = 3/2, hence
Γ1 =
d21k
3
1
9π~ǫ0
, (3.23)
Γ2 =
d22k
3
2
9π~ǫ0
, (3.24)
where Γ1 = 2π × 5.746 MHz and Γ2 = 2π × 6.065 MHz for the D1 and D2
lines, respectively. The self-broadening linewidths, Γself , for the D1 and D2
transitions are calculated using equations 3.21 and 3.22
Γself = β1N = 2d
2
1N
9~ǫ0
, (3.25)
Γself = β2N =
√
2
2d22N
9~ǫ0
. (3.26)
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The total linewidth for the D1 and D2 transitions are
Γtot =
d21k
3
1
9π~ǫ0
(1 + 2πNk−31 ) , (3.27)
Γtot =
d22k
3
2
9π~ǫ0
(1 +
√
2 2πNk−32 ) , (3.28)
At high densities resonant dipole-dipole interactions dominate for low lying
excited terms. The magnitude of these interactions can now be defined by
introducing the cooperativity parameter, C1,2 = 2πNk−31,2. It follows that the
total Lorentzian linewidths can be written as
Γtot = Γ1(1 + C1) , (3.29)
Γtot = Γ2(1 +
√
2 C2) . (3.30)
In chapter 7 we measure the enhancement of energy transfer in a high-density
thermal vapour as a function of the defined cooperativity parameter.
3.3.3 Homogeneous and inhomogeneous FWHM
To illustrate how the density maps on to the vapour temperature, figure 3.2
shows the natural, Γ0, Doppler, ΓD, and self-broadened, Γself , full-widths half-
maximum (FWHM) for the 87Rb D1 line as a function of temperature. The
Rb number density [121] is also plotted. For temperatures below ∼ 145◦C
the Doppler width is two orders of magnitude larger than the homogeneous
linewidth, and natural-broadening exceeds self-broadening; for temperatures
above ∼ 265◦C self-broadening dominates; and in the intermediate regime
self-broadening dictates the homogeneous width. The optical depth on res-
onance increases rapidly with temperature, therefore for experiments where
it is desirable for a large fraction of the light to be transmitted this neces-
sitates working far from resonance. In the range of temperatures to which
we gain access in the experiments we report here, the Doppler-broadening
exceeds the total homogeneous (natural- and self-) broadening; however, in
the wing of the absorption line the profile is expected to have a Lorentzian
profile [122].
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Figure 3.2: The solid blue lines show natural, Γ0, Doppler, ΓD, and self-
broadened, Γself , FWHM for the
87Rb D1 line as a function of temperature. The
dotted red line shows number density [121] as a function of temperature. The
dotted black lines define the regimes where ΓD > Γ0 > Γself (leftmost region),
ΓD > Γself > Γ0 (central region), and Γself > ΓD > Γ0 (rightmost region).
3.4 Experimental methods and results
In section 3.4 we discuss the experimental apparatus and the cell heater
required to investigate resonance line self-broadening on the D1 line of Rb.
Initial comparisons between theory and experiment show disagreement as
the Lorentzian width due to self-broadening is not included in the theoretical
model.
3.4.1 Experimental apparatus
Figure 3.3 shows a schematic of the experimental apparatus used to observe
the resonance line self-broadening on the D1 transition of Rb. An external
cavity diode laser system (ECDL) with a wavelength of 795 nm was used for
these measurements. The beam had 1/e2 radius 0.77 ± 0.02 mm and passed
through a polarisation beam splitter providing linearly polarised light. After
attenuation by a neutral-density filter the beam was sent through a 2 mm
heated vapour cell containing Rb in its natural abundance (72% 85Rb, 28%
87Rb). After traversing the experiment cell the light impinges on a calibrated
photodiode. The frequency scan was linearised with a Fabry-Perot etalon
(not shown), and calibrated by the use of hyperfine/saturated absorption
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PBS
Experiment Cell
Reference Cell
ND
λ/4
PD
PD2 mm 
Figure 3.3: Schematic of the experimental apparatus. A beam passes through
a polarisation beam splitter (PBS), providing linearly polarised light. A small
fraction of the beam is used to perform sub-Doppler spectroscopy in a room-
temperature reference cell. The probe beam is attenuated with a neutral-density
filter (ND) before passing through a heated vapour cell and being collected on a
photodiode (PD).
spectroscopy [112, 113] in a natural-abundant room-temperature reference
cell: this technique is discussed in detail in appendix C.
3.4.2 2 mm cell heater
The cell was placed in an oven (see figure 3.4) which has two sections, one
containing the body of the cell, the other the metal reservoir. The oven is
made from non-magnetic stainless steel and polyether ether ketone (PEEK);
the latter is used owing to its heat-insulating properties. The two oven
sections are resistively (ceramic body wirewound resistors) heated indepen-
dently. In this investigation a constant temperature difference of ∼ 5◦C was
maintained between the body of the cell and the reservoir; this is to prevent
Rb from condensing on the windows. The body and reservoir temperatures
were measured with thermocouples.
To obtain good agreement between theory and experiment it is important
that the atoms in the cell traversing the laser beam do not undergo hyper-
fine pumping into the other ground term hyperfine level. This is achieved
by working with a probe beam power much less than 100 nW [92, 111]. We
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Figure 3.4: A schematic of the oven assembly for a 2 mm vapour cell, including
the relevant dimensions. The oven has two non-magnetic stainless steel sections
separated by a layer of polyether ether ketone (PEEK). One of the sections contains
the body of the cell and the other the metal reservoir. Both sections are heated
independently with high power resistors. Owing to the heat-insulating properties
of the PEEK layer, a constant temperature difference of 5◦C is usually maintained
between the body of the cell and the reservoir. This temperature gradient prevents
the Rb from condensing on the windows of the cell.
measured transmission spectra for a range of temperatures from room tem-
perature up to ∼ 170◦C. For each temperature five spectra were recorded
and analysed.
3.4.3 Comparing theory and experiment
Figure 3.5 shows a plot of the transmission of the Rb D1 line versus linear de-
tuning ∆/2π. The zero of the detuning axis is taken to be the centre of mass
frequency of the transition in the absence of hyperfine splitting, taking into
account the natural abundance of each isotope. The solid (black) and dot-
ted (red) lines show the measured and theoretical transmission, respectively,
using the susceptibility of chapter 2. The two theory curves are generated
assuming that the Lorentzian width is Γ0, the natural width and with tem-
peratures 55◦C and 170◦C in agreement with thermocouple measurements.
There is excellent agreement between theory and experiment for the lower
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Figure 3.5: Transmission plot for the comparison between experiment and the-
ory for the Rb D1 line, through a 2 mm vapour cell as a function of linear de-
tuning, ∆/2pi. The zero of detuning is taken to be the centre-of-mass frequency
of the transition. Solid (black) and dotted (red) lines show measured and ex-
pected transmission, respectively, for a temperature of 55◦C and 170◦C with
Γ0/2pi = 5.746 MHz [96]. Below the main figure is a plot of the residuals (the
difference in transmission between theory and experiment) for the higher temper-
ature. The structure and magnitude of the residuals confirm how poor a fit the
theory is to the data.
temperature; however, at the higher temperature agreement is poor. The
discrepancy at the higher temperature is not surprising when recalling figure
3.2; self-broadening is expected to provide the dominant contribution to the
homogeneous width in this regime.
3.5 Modified form of the susceptibility
In section 3.5 the additional Lorentzian width due to self-broadening is in-
cluded and excellent agreement between theory and experiment is shown.
With this agreement we then measure the self-broadening parameter for the
D1 line in Rb and compare other measured values with the theoretical pre-
dictions of equations 3.21 and 3.22.
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Figure 3.6: Transmission plot for the comparison between experiment and the-
ory for the Rb D1 line, through a 2 mm vapour cell as a function of linear detun-
ing, ∆/2pi. The zero of detuning is taken to be the centre-of-mass frequency of the
transition. Solid (black) and dotted (red) lines show measured and expected trans-
mission, respectively, for a temperature of (171.8 ± 0.2)◦C with Γtot/2pi = (23.7
± 0.2) MHz. Below the main figure is a plot of the difference in transmission
between theory and experiment. There is excellent agreement between model and
data, with the exception of a small number of glitches where the linearisation of
the laser scan was not adequate.
3.5.1 Modified total homogeneous linewidth
Based on the discussion in section 3.2.2 we modify the form of the suscep-
tibility in our theoretical model. We expect the total Lorentzian linewidth
to be a function of density, and hence temperature. Both isotopes have two
values of F in the ground 52S1/2 term (
85Rb has F = 2 and 3; 87Rb has F =
1 and 2). The susceptibilities for transitions from each F are allowed to have
variable Lorentzian linewidths. Figure 3.6 shows a comparison of the data
and modified theoretical prediction. A least-squares fit1 of the data to the
modified theory allows the total homogeneous linewidths, Γtot, and temper-
ature to be determined from the spectrum. The agreement between theory
1The Marquardt-Levenberg method [123] was used to perform a least-squares fit and
extract the optimised parameters and their uncertainties (see appendix D).
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Figure 3.7: Transmission plots for the comparison between experiment and
theory for the F = 2 → F ′ = 1, 2 in 87Rb, through a 2 mm natural abundant
vapour cell, as a function of linear detuning, ∆/2pi. Solid (black) and dotted
(red) lines show measured and expected transmission for several different number
densities. The insert shows total homogeneous linewidth versus number density.
The dotted red line shows a linear relationship between the two axes, with a
gradient of β/2pi = (0.69 ± 0.04) × 10−7 Hz cm3 and an intercept of Γ0/2pi = (5.7
± 0.7) MHz.
and experiment is excellent. There are minor glitches in the residuals where
the transmission varies most rapidly - this is a manifestation of the imper-
fect linearisation of the laser scan. Ignoring those anomalies, the deviation
between theory and experiment is at the 0.1% rms level.
3.5.2 Measuring the self-broadening parameter
Five spectra were taken for each temperature value, and the statistical un-
certainty in the twenty measurements of the total homogeneous linewidth,
Γtot, was calculated as the standard error. In figure 3.7 the transmission
as a function of linear detuning through a 2 mm natural abundant vapour
cell is measured in the red-detuned wing for several different temperatures.
Despite being in the regime where the Doppler width exceeds the homoge-
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D1 in 10
−7 Hz cm3 D2 in 10−7 Hz cm3
Element Theory Measured Theory Measured
Na 0.51 0.49±0.07 [117] 0.72 0.74±0.11 [117]
Rb 0.73 0.69±0.04 present 1.03 1.10±0.17 [124]
Cs 0.83 0.75±0.11 [125] 1.16 1.15±0.23 [126]
Table 3.2: Theoretical and measured values of the impact self-broadening coef-
ficients β1,2/2pi for Na, Rb and Cs on the D1 and D2 lines. Theoretical predictions
are from equations 3.21 and 3.22. Note all self-broadening coefficients are of the
order 1×10−13 MHz cm3, this is equivalent to approximately 3 GHz Torr−1 which
is useful when considering the buffer gas broadening in section 4.5.3.
neous width, as discussed in section 3.3.3, the absorption profile far from
resonance has a Lorentzian profile. Measuring the total homogeneous width
as a function of temperature allows us to evaluate the self-broadening coeffi-
cient. For each temperature, the Rb number density is deduced from [121],
and the total homogeneous linewidth and its uncertainty are extracted from
the least-squares fit. For the density range investigated the inset to figure 3.7
shows that the spectral width Γtot is linear in number density, as expected
from equation 3.6. From the slope we find a value for the self-broadening
coefficient for the Rb D1 line β/2π = (0.69 ± 0.04) × 10−7 Hz cm3, and in-
fer a natural linewidth Γ0/2π = (5.7 ± 0.7) MHz from the intercept of the
fit. The experimentally determined self-broadening coefficient is in excellent
agreement with the theoretical prediction presented in table 3.2.
In table 3.2 we have collated experimental measurements of the D1 and D2
self-broadening coefficients for Na, Rb and Cs, and compared these measure-
ments with the theoretical predictions of equations 3.21 and 3.22. A variety of
experimental techniques were used for the measurements (line-wing absorp-
tion, and reflection spectroscopy); all of the values are in excellent agreement
with the theoretical prediction within the quoted uncertainty. The statisti-
cal variation in the Rb density evaluated from the five spectra in each series
of measurements is very small (0.6%); two possible systematic errors in the
evaluation of number density are the accuracy of the vapour pressure for-
mula in [121] and the small difference between the temperature of the atoms
interacting with the light and the atoms in the metal reservoir.
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The centre of the Rb absorption lines are shifted in dense vapour owing
to local-field effects [127]. Next we show that the shift is expected to be
proportional to the atomic density [128], and for the highest density studied
in this work is of the order of 18 MHz - too small to be evident. In addition
we will also show that at densities of the order of 1016 cm−3 dipole-dipole
interactions can lead to the saturation of the resonance susceptibility [18].
3.6 Shifts and saturation
In section 3.6 the Lorentz-Lorenz and collisional shifts of the resonance lines
are discussed and are shown to be too small to be evident. We also write the
saturated susceptibility on resonance for a large number density medium.
3.6.1 Lorentz-Lorenz and collisional shifts
Transfer of optical coherence from an excited state atom to a ground state
atom can lead to a shift of the resonance line. In alkali-metal atoms the
density dependence of the line shift has been studied extensively [125, 129–
132]. In high density vapours the total line shift is given by the Lorentz-
Lorenz, ∆LL, and collisional, ∆col, shifts, which are both proportional to
the total atomic density and therefore difficult to distinguish experimentally.
Keaveney et al. [18] has shown the collisional shift to be ∆col = αN where
α/2π = (−0.25 ± 0.01) × 10−7 Hz cm3 in a nanothickness atomic vapour
layer for similar conditions. For the number densities studied in this work
the collisional shift is of the order of 8 MHz. In addition they have shown
a shift in the resonance frequency due to dipole-dipole interactions can be
given by the Lorentz shift [133]
∆LL = −Nµ
2
3~ǫ0
. (3.31)
For the D1 and D2 lines of Rb where µ
2
1 = d
2
1/3 and µ
2
2 = 2d
2
2/3, respectively,
∆LL can be written in terms of the self-broadened linewidth as
∆LL(D1) = −d
2
1N
9~ǫ0
= −Γself
2
, (3.32)
∆LL(D2) = −2d
2
2N
9~ǫ0
= −Γself√
2
. (3.33)
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The total red shift including the collisional shift for a thermal ensemble on
the D1 line of Rb is 18 MHz for the temperatures studied here. In the
calibration of the frequency axis we expect an error similar to the magnitude
of this shift. Therefore this shift will be too small to be evident. We also
note that the self-broadened width, Γself , is 2 and
√
2 times the Lorentz shift,
∆LL, for the D1 and D2 lines, respectively.
3.6.2 Saturation of the resonance susceptibility
In section 2.2.2 we wrote the real and imaginary parts of the susceptibility.
On resonance, ∆ = 0, χR is zero and χI is equal to
χI =
Nµ2
~ǫ0
2
Γ0
, (3.34)
Substituting for the reduced dipole matrix elements and replacing the natural
linewidth, Γ0 with the total Lorentzian linewidth, Γtot gives the imaginary
susceptibility for the D1 and D2 lines as
χI(D1) =
Nd21
3~ǫ0
2
Γtot
, (3.35)
χI(D2) =
Nd22
3~ǫ0
4
Γtot
. (3.36)
Substituting for the natural linewidths, equations 3.29 and 3.30 and the
cooperativity parameter the imaginary susceptibilities for the Rb D lines are
χI(D1) =
3C1
1 + C1
, (3.37)
χI(D2) =
6C2
1 +
√
2C2
. (3.38)
At high densities where C1,2 ≫ 1, the resonance susceptibility saturates and
the final expressions tend to
χI(D1) → 3 , (3.39)
χI(D2) → 3
√
2 . (3.40)
Therefore for a non-interacting medium the susceptibility increases linearly
with atomic density, for an interacting medium the susceptibility saturates.
For a thin dipolar layer it has been shown that however many scatterers you
add, the medium never becomes opaque [134].
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3.7 Discussion
In summary, we have experimentally shown that for hot Rb vapour with
density up to 3 × 1014 cm−3 the Lorentzian component of the D1 line is
modified as the result of dipole-dipole interactions. The off-resonant absorp-
tion lineshape is sensitive to the total homogeneous linewidth, which grows
linearly with the number density of atoms. We have shown that a simple
modification of the theoretical model for electric susceptibility to take into
account self-broadening leads to excellent agreement between theory and ex-
periment. Absolute absorption spectra have been measured for detunings
of the order of the Weisskopf frequency or less and for temperatures up to
∼ 170◦C with deviation of 0.1% between theory and experiment. These mea-
surements allowed us to ascertain the value of the self-broadening coefficient
for the Rb D1 line to be β/2π = (0.69 ± 0.04) × 10−7 Hz cm3, which is in
excellent agreement with the theoretical impact self-broadening coefficient.
Our results give new insight into the resonant dipole-dipole collision physics
in dense atomic vapours. Next we include the magnetic interaction Hamil-
tonian for the matrix representation discussed in chapter 2. We also outline
the experimental procedures with which we choose to investigate the absorp-
tion and dispersion properties of an atomic ensemble in an external magnetic
field.
Chapter 4
Including the magnetic field
interaction
This chapter is based on the following publication
L. Weller, K. S. Kleinbach, M. A. Zentile, S. Knappe, C. S. Adams, and
I. G. Hughes, Absolute absorption and dispersion of a rubidium vapour in
the hyperfine Paschen-Back regime, J. Phys. B: At. Mol. Opt. Phys. 45,
215005 (2012), 10.1088/0953-4075/45/21/215005
Here we report on measurements of the absolute absorption and dispersion
properties of an isotopically pure 87Rb vapour for magnetic fields up to and
including 0.6 T. We discuss the various regimes that arise when the hyperfine
and Zeeman interactions have different magnitudes, and show that we enter
the hyperfine Paschen-Back regime for fields greater than 0.33 T on the Rb D2
line. The experiment uses a compact 1 mm3 microfabricated vapour cell that
makes it easy to maintain a uniform and large magnetic field with a small and
inexpensive magnet. We find excellent agreement between the experimental
results and numerical calculations of the weak probe susceptibility where the
line positions and strengths are calculated by matrix diagonalisation.
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4.1 Introduction
In chapters 2 and 3 a detailed description of the model used to calculate
atomic susceptibility incorporating the energy levels and transition proba-
bilities of the Rb ensemble is shown. In summary, the lineshape around
resonance is given by a convolution of the Lorentzian (accounting for natural
and self-broadening) and a Gaussian distribution incorporating the Doppler
shift due to thermal motion. The medium’s susceptibility, χ, is then cal-
culated by summing over the electric-dipole-allowed transitions. From the
atomic susceptibility we are able to model the absorptive and dispersive prop-
erties of the medium. The refractive index and absorption coefficients can be
calculated by use of the real, n = 1+χR/2, and imaginary, α = kχI, parts of
the susceptibility, respectively, where k is the wavevector. In the absence of
field, absolute Doppler-broadened absorption [40, 92] (see chapter 2) in the
low density regime, and dipole-dipole interactions [22] in the binary-collision
regime (see chapter 3) have been tested. The absorption and dispersion of an
atomic ensemble in an external magnetic field can also be calculated from the
atomic susceptibility. The motivation for chapter 4 is to include the presence
of a magnetic field for the absolute susceptibility in a 87Rb vapour on the
D2 line. Here we will outline the procedures used to compare experimental
results and numerical calculations for absolute absorption and dispersion for
fields up to and including 0.6 T. It should be noted that at such fields the
nuclear spin, I, and total electronic angular momentum, J , are decoupled for
both ground and excited terms and the total angular momentum, F , is no
longer a good quantum number; this is known as the hyperfine Paschen-Back
regime [135].
4.2 Atomic Hamiltonian
The atomic Hamiltonian can be written as
Hˆ = Hˆ0 + Hˆfs + Hˆhfs + HˆZ , (4.1)
where Hˆ0 is the coarse atomic structure; Hˆfs and Hˆhfs describes the fine
and hyperfine interactions and HˆZ; represents the atomic interaction with
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an external magnetic field. The zero detuning frequencies in the absence of
hyperfine splitting for 87Rb and 85Rb on the D1 (5
2S1/2 → 52P1/2) and D2
(52S1/2 → 52P3/2) lines are 377.11 THz [101] and 384.23 THz [102], respec-
tively. The splittings associated with the hyperfine interaction Hamiltonian
around the zero-detuning energies can be calculated by use of the following
expression (see equation 2.42)
∆Ehfs =
Ahfs
2
K +
Bhfs
4
3
2
K(K + 1)− 2I(I + 1)J(J + 1)
I(2I − 1)J(2J − 1) , (4.2)
where Ahfs is the magnetic dipole constant, Bhfs is the electric quadrupole
constant and K = F (F +1)− I(I +1)−J(J +1); see equation 9.60 in [104].
The numerical values to this expression can be found in, for example, fig-
ure 2.3 of chapter 2. For an external magnetic field the magnetic interaction
Hamiltonian has a linear and quadratic term in Bˆ [100]. For typical labora-
tory magnetic fields, quadratic shifts for terms with a low principal quantum
number, n, are extremely difficult to observe. Therefore the quadratic term
in Bˆ can usually be ignored; however, with high n terms the dependence is
very much evident 1. The magnetic interaction Hamiltonian for an external
field has the form
HˆZ = − (µˆL + µˆS + µˆI) · Bˆ , (4.3)
where µˆL, µˆS and µˆI are the magnetic moments of the orbital motion due to
the electron, the spin of the electron and the nucleus, respectively. The mag-
netic moments are related to the orbital and electron spins by µˆL = µBgLL/~
and µˆS = µBgSS/~, with the nuclear spin given by µˆI = µNgII/~. We can
ignore the contribution due to the magnetic moment of the nucleus, µˆI , be-
cause gI is very small (see table 4.1) and the nuclear magneton is three orders
of magnitude smaller than the Bohr magneton (see equation 2.39). Therefore
the final form of the interaction Hamiltonian for an external magnetic field
is
HˆZ =
µB
~
(
gLLˆ+ gSSˆ
)
· Bˆ . (4.4)
The different spacings ∆EZ associated with the magnetic interaction Hamil-
tonian are discussed in section 4.4.
1The topic of diamagnetic shifts in Rydberg atoms has been studied for many years.
For magnetic fields of about 0.6 T the shifts become evident for terms above n ≈ 56 [136].
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g-factor Symbol 87Rb 85Rb
Electron spin gS 2.002 [137]
Electron orbital gL 0.999 [138]
Nuclear gI -0.000995 [102] -0.000294 [102]
Fine structure Lande´
gJ(5
2S1/2) 2.002
gJ(5
2P1/2) 0.666
gJ(5
2P3/2) 1.336
Table 4.1: The electron orbital, electron spin, nuclear spin and fine structure
Lande´ g-factors for the 52S1/2, 5
2P1/2 and 5
2P3/2 terms in
87Rb and 85Rb. The
fine structure Lande´ g-factors are calculated using equation 4.6.
4.3 Matrix representation of HˆZ
In chapter 2 we obtained numerical values for the susceptibility from a ma-
trix representation of the Hamiltonian for the fine and hyperfine interactions,
which are calculated in the completely uncoupled |mL,mS,mI〉 basis. The
frequency detunings and transition strengths were calculated from a numeri-
cal diagonalisation of this matrix. Here we include the Hamiltonian describ-
ing the atomic interaction with a magnetic field along the z-direction
HˆZ =
µB
~
(gLLz + gSSz)Bz , (4.5)
where µB is the Bohr magneton and gL and gS are the the electron orbital
and electron spin g-factors that account for various modifications to the cor-
responding magnetic dipole moments. The fine structure Lande´ g-factors are
calculated as follows [139]
gJ = gL
J(J + 1)− S(S + 1) + L(L+ 1)
2J(J + 1)
+gS
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
. (4.6)
Table 4.1 shows the values of the electron orbital g-factor, gL, the electron
spin g-factor, gS and fine structure Lande´ g-factor, gJ for the 5
2S1/2, 5
2P1/2
and 52P3/2 terms in
87Rb and 85Rb. Now we take the example in chapter 2
of the D1 (5
2S1/2 → 52P1/2) line for 87Rb (I = 3/2). We start by including
the magnetic interaction Hamiltonian for the 52S1/2 term. The eigenvalues
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are given by the analytic Breit-Rabi formula [140], with eigenfunctions being
calculated and generalised for any value of Bz. We then include the magnetic
interaction Hamiltonian for both the 52P1/2 and 5
2P3/2 terms. For the 5
2P1/2
term as J ′ = 1/2, we can again use the analytic Breit-Rabi formula for the
eigenvalues. Here for the operator CR acting on the coupled |F ′,mF ′〉 basis
we also show generalised coefficients. For the 52P3/2 term the eigenvalues
and eigenfunctions must be calculated numerically.
4.3.1 52S1/2 matrix
For the 52S1/2 term, where L = 0 and S = 1/2, the magnetic interaction
Hamiltonian is
HˆZ =
gSµBBz
~
Sz , (4.7)
Including the Hˆhfs matrix from chapter 2 the Hamiltonian is written as
Hˆ = Hˆhfs + HˆZ =
Ahfs
~2
I · J + gSµBBz
~
Sz . (4.8)
The 52S1/2 matrix is populated as follows
Hˆ = Ahfs


3
4
0 0 0 0 0 0 0
0 1
4
0 0
√
3
2
0 0 0
0 0 −1
4
0 0 1 0 0
0 0 0 −3
4
0 0
√
3
2
0
0
√
3
2
0 0 −3
4
0 0 0
0 0 1 0 0 −1
4
0 0
0 0 0
√
3
2
0 0 1
4
0
0 0 0 0 0 0 0 3
4


+gSµBBz


1
2
0 0 0 0 0 0 0
0 1
2
0 0 0 0 0 0
0 0 1
2
0 0 0 0 0
0 0 0 1
2
0 0 0 0
0 0 0 0 −1
2
0 0 0
0 0 0 0 0 −1
2
0 0
0 0 0 0 0 0 −1
2
0
0 0 0 0 0 0 0 −1
2


, (4.9)
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where Ahfs and gS can be obtained from table 2.1 and 4.1, respectively, and
Bz is the magnetic field along the z-direction. The matrices are ordered as
in section 2.4.2. Analytic diagonalisation leads to the well-known Breit-Rabi
solution for a generalised matrix of eigenvalues and eigenfunctions given by
                       λ
+
1 −
0
√
3
√
3
+
|g+
1
+
|2
0
0
−
g
+
1
+
√
3
+
|g+
1
+
|2
0
0
0
λ
+
0 −
0
0
2
√
4
+
|g+
0
+
|2
0
0
−
g
+
0
+
√
4
+
|g+
0
+
|2
0
0
λ
−1 −
0
0
0
−
√
3
√
3
+
|g−
1
+
|2
0
0
g
−
1
+
√
3
+
|g−
1
+
|2
0
λ
−2 +
0
0
0
0
0
0
0
1
λ
−1 +
0
0
0
√
3
√
3
+
|g−
1
−
|2
0
0
−
g
−
1
−
√
3
+
|g−
1
−
|2
0
λ
+
0
+
0
0
2
√
4
+
|g+
0
−
|2
0
0
−
g
+
0
−
√
4
+
|g+
0
−
|2
0
0
λ
+
1
+
0
−
√
3
√
3
+
|g+
1
−
|2
0
0
g
+
1
−
√
3
+
|g+
1
−
|2
0
0
0
λ
+
2
+
1
0
0
0
0
0
0
0
                       .
(4
.1
0)
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Here λm± are the eigenvalues given by the Breit-Rabi formula [140]
λm± = −
1
4
±
√
1 +mxg + x2g , (4.11)
where m = mF = mI +mJ (see page 192 in [104]) and xg is the ratio of the
Zeeman to hyperfine interactions given by
xg =
gSµBBz
2Ahfs
. (4.12)
To avoid sign ambiguity we write the eigenvalues for m = ±2 as
λ±2+ =
3
4
± xg . (4.13)
The coefficients are given by
gm± = m+ 2xg ± 2
√
1 +mxg + x2g . (4.14)
Note that the coefficients for |2,−2〉 and |2,+2〉 are always equal to one.
Therefore the decomposition is always written as
|2,−2〉 =
∣∣∣∣0,−12 ,−32
〉
, (4.15)
|2,+2〉 =
∣∣∣∣0,+12 ,+32
〉
. (4.16)
These are referred to as stretched states (see page 71 in [103]). As these
states are made up from only one combination of mL, mS and mI , they have
constant magnetic moments and therefore are straight lines on the Breit-
Rabi diagram. Figure 4.1 shows the Breit-Rabi diagram for the 52S1/2 term
of 87Rb. The solid (black) lines show the energy levels calculated using
equation 4.11 as a function of magnetic field. The solid (red) lines show
the stretched |2,−2〉 and |2,+2〉 states calculated using equation 4.13 with
gradients −1 and 1, respectively. The dashed (grey) line with a gradient
1/2 describes the |1,−1〉 if it was a stretched state. For fields smaller and
bigger than the intercept with the |2,−2〉 state we define different regimes.
In table 4.3 we give values for these intercepts for the 52S1/2, 5
2P1/2 and
52P3/2 terms in
85Rb and 87Rb. The |F,mF 〉 basis and |mL,mS,mI〉 basis are
ordered the same as in chapter 2. Decomposing this basis gives generalised
Clebsch-Gordan coefficients which vary as a function of magnetic field.
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Figure 4.1: Breit-Rabi diagram for the 52S1/2 term of
87Rb. The solid (black)
lines show the energy levels as a function of magnetic field. The solid (red) lines
are the stretched states. The levels are grouped according to F = 1 or F = 2 states
for low-fields and mJ = 1/2 or mJ = −1/2 states for high-fields. The sub-levels
are given by m = mF = mI +mJ . The dashed (grey) lines allow one to extract a
magnetic field value where the interaction is best described by the |mJ ,mI〉 basis.
|1,+1〉 =
√
3√
3 +
∣∣g+1+ ∣∣2
∣∣∣∣0,+12 ,+12
〉
− g
+1
+√
3 +
∣∣g+1+ ∣∣2
∣∣∣∣0,−12 ,+32
〉
, (4.17)
|1,+0〉 = 2√
4 +
∣∣g+0+ ∣∣2
∣∣∣∣0,+12 ,−12
〉
− g
+0
+√
4 +
∣∣g+0+ ∣∣2
∣∣∣∣0,−12 ,+12
〉
, (4.18)
|1,−1〉 = g
−1
+√
3 +
∣∣g−1+ ∣∣2
∣∣∣∣0,−12 ,−12
〉
−
√
3√
3 +
∣∣g−1+ ∣∣2
∣∣∣∣0,+12 ,−32
〉
, (4.19)
|2,−2〉 =
∣∣∣∣0,−12 ,−32
〉
, (4.20)
|2,−1〉 =
√
3√
3 +
∣∣g−1− ∣∣2
∣∣∣∣0,+12 ,−32
〉
− g
−1
−√
3 +
∣∣g−1− ∣∣2
∣∣∣∣0,−12 ,−12
〉
, (4.21)
|2,+0〉 = 2√
4 +
∣∣g+0− ∣∣2
∣∣∣∣0,+12 ,−12
〉
− g
+0
−√
4 +
∣∣g+0− ∣∣2
∣∣∣∣0,−12 ,+12
〉
, (4.22)
|2,+1〉 = g
+1
−√
3 +
∣∣g+1− ∣∣2
∣∣∣∣0,−12 ,+32
〉
−
√
3√
3 +
∣∣g+1− ∣∣2
∣∣∣∣0,+12 ,+12
〉
, (4.23)
|2,+2〉 =
∣∣∣∣0,+12 ,+32
〉
. (4.24)
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In appendix E we plot the Breit-Rabi diagrams for the 52S1/2, 5
2P1/2 and
52P3/2 terms in
85Rb and 87Rb. In the absence of magnetic field, xg = 0 and
equation 4.11 reduces to
λ± = −1
4
± 1 , (4.25)
which are the eigenvalues −5
4
and 3
4
, corresponding to the 3 and 5 mF values
for the F = 1 and F = 2 states, respectively. In addition, when xg = 0 the
coefficients given by equation 4.14 for mF values −1, 0 and 1 are
g−1± = −1± 2 , (4.26)
g+0± = ±2 , (4.27)
g+1± = 1± 2 . (4.28)
Substituting both the eigenvalues and coefficients into the generalised ma-
trix given by 4.10 we get matrix 2.49, which is the same one calculated in
chapter 2. For a magnetic field, Bz = 0.6 T (xg/h = 2.46) coefficients are
g−1± = 3.92± 4.28 , (4.29)
g+0± = 4.92± 5.31 , (4.30)
g+1± = 5.92± 6.16 , (4.31)
and the matrix is

−3.33 0 0.142 0 0 −0.990 0 0 0
−2.90 0 0 0.192 0 0 −0.981 0 0
−2.39 0 0 0 0.207 0 0 −0.978 0
−1.71 0 0 0 0 0 0 0 1
1.89 0 0 0 0.978 0 0 0.207 0
2.40 0 0 0.981 0 0 0.192 0 0
2.83 0 −0.990 0 0 −0.142 0 0 0
3.21 1 0 0 0 0 0 0 0


.
(4.32)
Here the diagonlisation gives four negative eigenvalues and four positive
eigenvalues. These eigenvalues can be described by the mJ quantum num-
bers −1/2 or 1/2, with mI being −3/2, −1/2, 1/2 and 3/2. Hence, in this
regime the |mJ ,mI〉 basis best describes the interaction.
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4.3.2 52P1/2 matrix
For the 52P1/2 term the analysis for the eigenvalues and eigenfunctions
is slightly different. In order to calculate the angular coupling element
〈F,mF |CL,R,0|F ′,mF ′〉 we need two parts. The first part was calculated in
section 4.3.1 and are the 〈F,mF | states for the 52S1/2 term. For the second
part we need to consider the large matrix shown in figure 2.4 that describes
the |F ′,mF ′〉 states for the 52P1/2 and 52P3/2 terms. As in chapter 2 to sim-
plify the calculation here we chose to calculate the operator CR acting on the
coupled |F ′,mF ′〉 basis.
A Hamiltonian for the 5P matrix was calculated in chapter 2. Here we discuss
the inclusion of the magnetic interaction Hamiltonian for the 52P1/2 term.
For the 52P1/2 term, where L = 1 and S = 1/2, the magnetic interaction
Hamiltonian is written as
HˆZ =
µBBz
~
(gLLz + gSSz) . (4.33)
If we now include this Hamiltonian with the calculated Hamiltonian from
chapter 2 we have
Hˆ = Hˆfs + Hˆhfs + HˆZ ,
Hˆ =
γfs
~2
Lˆ · Sˆ + 2γfs
~2
⊗ 1Dnl +
Ahfs
~2
Iˆ · Jˆ + µBBz
~
(gLLz + gSSz) .
(4.34)
Analytic diagonalisation of this modified Hamiltonian leads to the well-known
Breit-Rabi solution for a generalised matrix CR |F ′,mF ′〉 given by 4.35. For
this matrix g = e and the eigenvalues, λm± , are given by equation 4.11 with
the ratio xe given by equation 4.12. Note gS = gJ when L = 1. For the
52P1/2 state gJ is shown in table 4.1 and Ahfs is given in table 2.1. The
coefficients, em± , are calculated using equation 4.14. Here also N is a factor
that arises from the diagonalisation of the Hamiltonian for the 52P1/2 and
52P3/2 terms. In section 4.3.3 we discuss in detail the origin and magnitude
of this factor. In the absence of magnetic field (xe = 0) the matrix is equal
to 2.64. The |F ′,mF ′〉 basis and |mL′ ,mS′ ,mI′〉 basis are ordered the same
as in chapter 2.
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

λ+1−
Ne+1+√
3+|e+1+ |2
0 0 0 0 0 0 0
λ+0− 0
Ne+0+√
4+|e+0+ |2
0 0 0 0 0 0
λ−1− 0 0
Ne−1+√
3+|e−1+ |2
0 0 0 0 0
λ−2+ 0 0 0 −N 0 0 0 0
λ−1+ 0 0 − Ne
−1
−√
3+|e−1− |2
0 0 0 0 0
λ+0+ 0 − Ne
+0
−√
4+|e+0− |2
0 0 0 0 0 0
λ+1+ − Ne
+1
−√
3+|e+1− |2
0 0 0 0 0 0 0
λ+2+ 0 0 0 0 0 0 0 0


,
(4.35)
Decomposing into the |mL′ ,mS′ ,mI′〉 basis gives generalised Clebsch-Gordan
coefficients which vary as a function of magnetic field.
CR |1,+1〉 = Ne
+1
+√
3 +
∣∣e+1+ ∣∣2
∣∣∣∣−1,+12 ,+32
〉
, (4.36)
CR |1,+0〉 = Ne
+0
+√
4 +
∣∣e+0+ ∣∣2
∣∣∣∣−1,+12 ,+12
〉
, (4.37)
CR |1,−1〉 = Ne
−1
+√
3 +
∣∣e−1+ ∣∣2
∣∣∣∣−1,+12 ,−12
〉
, (4.38)
CR |2,−2〉 = −N
∣∣∣∣−1,+12 ,−32
〉
, (4.39)
CR |2,−1〉 = − Ne
−1
−√
3 +
∣∣e−1− ∣∣2
∣∣∣∣−1,+12 ,−12
〉
, (4.40)
CR |2,+0〉 = − Ne
+0
−√
4 +
∣∣e+0− ∣∣2
∣∣∣∣−1,+12 ,+12
〉
, (4.41)
CR |2,+1〉 = − Ne
+1
−√
3 +
∣∣e+1− ∣∣2
∣∣∣∣−1,+12 ,+32
〉
, (4.42)
CR |2,+2〉 = 0 . (4.43)
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For a magnetic field, Bz = 0.6 T (xe/h = 6.87) the coefficients are
e−1± = 12.8± 12.9 , (4.44)
e+0± = 13.8± 13.9 , (4.45)
e+1± = 14.8± 14.9 , (4.46)
and the matrix is

−7.68 0.815 0 0 0 0 0 0 0
−7.20 0 0.814 0 0 0 0 0 0
−6.68 0 0 0.815 0 0 0 0 0
−6.12 0 0 0 −0.816 0 0 0 0
6.18 0 0 −0.055 0 0 0 0 0
6.70 0 −0.059 0 0 0 0 0 0
7.17 −0.048 0 0 0 0 0 0 0
7.62 0 0 0 0 0 0 0 0


. (4.47)
Here the diagonlisation gives four negative eigenvalues and four positive
eigenvalues. These eigenvalues can be described by the mJ ′ quantum num-
bers −1/2 or 1/2, with mI′ being −3/2, −1/2, 1/2 and 3/2. Hence, in this
regime the |mJ ′ ,mI′〉 basis best describes the interaction.
4.3.3 Relative line-strengths and transition frequen-
cies
In section 4.3.2 we introduced a factor N that arises from the diagonalisation
of the 5P matrix. Figure 4.2 shows the relative line-strengths in the hyperfine
Paschen-Back regime for σ− transitions on the mJ → mJ ′ lines in Rb. The
relative line-strengths are calculated using the same method described in
section 2.5.1. Here it is evident that this N factor arises due to the fact
that the mJ = 1/2 quantum number for the 5
2S1/2 term couples to both the
52P1/2 and 5
2P3/2 terms in the excited manifold, whereas the mJ = −1/2
quantum number only couples to the 52P3/2 term. For the 5
2P1/2 term N =√
2/3 and for the 52P3/2 term factors of N =
√
1/3 and N = 1 arise from
diagonalisation. Note the sum of the relative strengths is always 2 and the
D2 line is twice as strong as the D1 line.
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Figure 4.2: Relative line-strengths for σ− transitions on the mJ → mJ ′ lines
for 85Rb and 87Rb in the hyperfine Paschen-Back (HPB) regime. The mJ = 1/2
quantum number in the 52S1/2 term couples to both the 5
2P1/2 and 5
2P3/2 terms
with strengths 2/3 and 1/3, respectively. The mJ = −1/2 quantum number in the
52S1/2 term only couples to the 5
2P3/2 term with a strength of 1.
Now we understand the relative line-strengths the next step is to calculate
the frequencies for each dipole allowed transition. As in section 2.5.2 the
detunings (in GHz) are calculated as follows
∆m→m′ = −Ahfs(5
2S1/2)
h
λm +
Ahfs(5
2P1/2)
h
λm′ −∆isotope , (4.48)
where Ahfs(5
2S1/2) and Ahfs(5
2P1/2) can be found in table 2.1, and the λm
and λm′ eigenvalues are calculated using equation 4.11. For σ
− transitions
on the D1 line in
87Rb we have
∆m→m′ = − 3417.34×
(
−1
4
±
√
1 +mxg + x2g
)
+ 407.24×
(
−1
4
±
√
1 +m′xe + x2e
)
+ 56.08 , (4.49)
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Line D1 D2
mJ → mJ ′ mI/I′
Detuning (GHz)
c2mJ
Detuning (GHz)
c2mJ87Rb 85Rb 87Rb 85Rb
1
2
→ −1
2
5
2
-12.6 2
3
-15.3 1
3
3
2
-14.0 -12.1 2
3
-16.6 -14.9 1
3
1
2
-12.6 -11.6 2
3
-15.2 -14.4 1
3
−1
2
-10.9 -11.1 2
3
-13.7 -13.9 1
3
−3
2
-8.9 -10.5 2
3
-11.9 -13.4 1
3
−5
2
-9.9 2
3
-12.8 1
3
−1
2
→ −3
2
−5
2
-9.6 3
3
−3
2
-10.7 -9.0 3
3
−1
2
-8.5 -8.5 3
3
1
2
-6.9 -8.1 3
3
3
2
-5.5 -7.6 3
3
5
2
-7.2 3
3
Table 4.2: Transition frequencies and total transition strengths, c2mJ , in the
hyperfine Paschen-Back (HPB) regime for σ− transitions on the mJ → mJ ′ line
for D1 and D2 lines in Rb. These detuning values are calculated for a field of 0.6 T.
Zero detuning (∆ = 0) corresponds to the weighted centre of the lines.
where xg/h = 2.46 and xe/h = 6.87 are calculated using equation 4.12. For
the |2,+1〉 → |1,+0〉 transition, the detuning is
∆m=+1→m′=+0 = −3417.34× (2.83) + 407.24× (−7.20) + 56.08 ,
= −12.6 GHz , (4.50)
Here we state that the |2,+1〉 → |1,+0〉 detuning value corresponds to the
|1/2, 1/2〉 → |−1/2, 1/2〉 detuning value. In chapter 6 we show that there are
several weak transitions that also couple these states. Table 4.2 shows the
numerical detunings and relative line strengths for a magnetic field of 0.6 T.
Next we discuss the various magnetic regimes available for this thesis.
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4.4 Various magnetic regimes
In section 4.4 we investigate three cases: the hyperfine linear Zeeman (HLZ)
regime, where the magnetic interaction is treated as a perturbation to the hy-
perfine interaction, ∆EZ < ∆Ehfs; the hyperfine Paschen-Back (HPB) regime
where the magnetic interaction is larger than the hyperfine interaction, yet
smaller than the fine interaction, ∆Ehfs < ∆EZ; and the fine Paschen-Back
(FPB) regime where the magnetic interaction dominates both the fine and
hyperfine interaction, ∆Ehfs < ∆Efs < ∆EZ.
4.4.1 HLZ and HPB regimes
Figure 4.3 shows the energy level evolution as a function of magnetic field
for 87Rb (I = 3/2) on the D2 line. In the weak-field regime the nuclear
spin, I, and total electronic angular momentum, J , couple to give the total
angular momentum, F , which has 2J + 1 values for J ≤ I. For the 52S1/2
term of 87Rb, F can be 1 or 2 with a hyperfine splitting of 6.8 GHz, for the
52P1/2 term of
87Rb, F can be 1 or 2 with a hyperfine splitting of 810 MHz,
whereas for the 52P3/2 term, F can be 0, 1, 2 or 3 with hyperfine intervals
between 70 and 270 MHz. For weak magnetic fields each hyperfine level,
F , is split into 2F + 1 levels (mF ) symmetrically about the zero field level,
∆EZ = gFmFµBB; this is known as the HLZ regime. In this regime the
|F,mF 〉 basis best describes the interaction. For large magnetic fields the
total angular momentum decouples into I and J ; this is known as the HPB
regime. The effect introduces 2I + 1 levels (mI) with each mJ value, for
the 52S1/2 term, mJ is equal to 1/2 or −1/2, for the 52P1/2 term, mJ is
equal to 1/2 or −1/2, and for the 52P3/2 term, mJ can be 3/2, 1/2, −1/2
or −3/2. In this regime the |mJ ,mI〉 basis best describes the interaction.
The spacings of the levels are proportional to the values of mJ and mI ,
∆EZ = (gJmJ + gImI)µBB. A detailed theoretical discussion of this regime
can be found in [100]. For intermediate magnetic fields all symmetry is lost
and there is no good basis to describe the interaction.
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Figure 4.3: Diagram showing the shift in the energy levels as a function of magnetic field for the 52S1/2 and 5
2P3/2 terms in
87Rb. In
the (weak-field) hyperfine linear Zeeman (HLZ) regime, the energy levels can be described by the F and mF quantum numbers (shown
in the left plot). At intermediate fields there are no good quantum numbers to label all of the energy levels. At large fields (0.6 T) mI
and mJ become good quantum numbers due to the nuclei and electronic spins decoupling (shown in the right plot); this case is referred
to as the hyperfine Paschen-Back (HPB) regime. Not to scale.
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Figure 4.4: Shift in the energy levels as a function of magnetic field for the
52P1/2 and 5
2P3/2 terms in
87Rb. For fields typically larger than 218 T, mL
and mS become good quantum numbers due to the orbital and electronic spins
decoupling; this case is referred to as the fine Paschen-Back (FPB) regime.
4.4.2 FPB regime
Figure 4.4 shows the energy level evolution as a function of magnetic field
for the 52P1/2 and 5
2P3/2 terms in
87Rb. In section 4.4.3 we discuss the
calculation that describes the fields required to gain access to each regime.
For fields typically larger than 218 T, J decouples into the total orbital
angular momentum, L, and total spin angular momentum, S; this is known
as the FPB regime. This effect introduces 2L+1 levels (mL) for each of the 2
orientations of mS for a single electron. These are known as Lorentz triplets
when L = 1. The spacings of the levels are proportional to the values of mL
and mS, ∆EZ = (gLmL + gSmS)µBB.
4.4.3 Summary
Table 4.3 shows the typical calculated magnetic fields to gain access to the
HLZ, HPB and FPB regimes of the linear magnetic interaction term of 87Rb
and 85Rb. In addition, the fields and principal quantum number required
to see any quadratic effects are noted. To calculate the fields we equate the
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Isotope Term
Linear
Quadratic
HLZ / HPB FPB
Ahfs/h (MHz) Bhfs/h (MHz) B (T) B (T) B (T)
87Rb
52S1/2 3417.34 - 0.33 -
≈ 9.4× 103
52P1/2 407.24 - 0.12
218
52P3/2 84.72 12.50 0.01
85Rb
52S1/2 1011.91 - 0.13 -
52P1/2 120.32 - 0.05
218
52P3/2 25.00 25.79 0.005
n ≈ 56 0.6
Table 4.3: The magnetic fields required to gain access to the linear and quadratic
terms of the magnetic interaction Hamiltonian for Rb. For a field of 0.6 T and n =
5 state only the hyperfine linear Zeeman (HLZ) and hyperfine Paschen-Back (HPB)
regimes are accessible in this work. The magnetic dipole constants, Ahfs, and
electric quadrupole constants, Bhfs, were obtained from [102]. The fine Paschen-
Back (FPB) regime is also shown. The n ≈ 56 state would need to be investigated
to see any quadratic effects for the field under investigation, or a field of ≈ 9.4×
103 T would be required to investigate the n = 5 state.
hyperfine energy splitting to the sum of the Zeeman shift of the lowest mF
state of the upper F value and the highest mF state of the lower F value.
The HLZ and HPB regimes are accessed for fields much smaller and bigger
than the calculated values, respectively. A similar procedure is adapted to
calculate the fields required to access the FPB regime. For the low-lying
n = 5 state, fields of ≈ 9.4 × 103 T are required to observe the quadratic
term of the magnetic interaction Hamiltonian. For 0.6 T we would need to
gain access to Rydberg states with n ≈ 56 to measure any interaction.
4.5 Experimental methods
In section 4.5 we describe in detail the main experimental components: per-
manent neodymium magnets; aluminum holder; commercial 2 mm Rb vapour
cell and microfabricated 87Rb vapour cell. We also outline the three experi-
mental procedures used to investigate the magnetic field interaction with a
thermal Rb vapour. In the first investigation we measure the Stokes param-
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eters for light near resonance and extend the work to include the Poincare´
representation. In the second investigation we measure the absorption and
dispersion properties of a high density medium in the described hyperfine
Paschen-Back (HPB) regime. Exploiting these dispersion properties we re-
alise an optical isolator, which forms the basis for our final investigation.
4.5.1 Permanent neodymium magnets
Here we describe the two different permanent neodymium magnets used to
investigate the magnetic field interaction. In this work all the magnets were
purchased from kj magnetics. To investigate moderate magnetic fields two
axial magnetised countersunk permanent neodymium magnets were chosen.
Figure 4.5 shows the relevant dimensions and a photograph of a single coun-
tersunk permanent magnet. We also show the measured solid (black) circles
for the axial variation of the z-component of magnetic field. The diameter,
D = 25 mm, length, L = 20 mm, outer diameter, do = 11 mm, and inner
diameter, di = 7 mm, describe the dimensions of the magnet. The direction
of the beam in the experiments using these magnets is parallel to the z-
component of the magnetic field. The magnetic field profile is measured with
a Hall probe (Magnetic Instruments GM04 Gaussmeter). The variation of
the dimensions across the magnet make it difficult to fit an analytic formula
to the measured field. Inside the magnet we measure the largest fields where
the circular bore has the smallest diameter. Outside the magnet the field
profile reaches a minimum before finally decaying to zero at large distances.
To gain access to magnetic fields to investigate the HPB regime, an axial
magnetised annular permanent neodymium magnet with a circular bore was
chosen. The direction of the beam in the experiments using these magnets is
also parallel to the z-component of the magnetic field. There is an analytic
solution for the axial field of a uniformly magnetised annular magnet (the
full derivation for this equation is shown in appendix F), which is [141]
B(z) =
Br
2
(
z + z0 + t√
(z + z0 + t)2 +R2
− z + z0 − t√
(z + z0 − t)2 +R2
)
− Br
2
(
z + z0 + t√
(z + z0 + t)2 + r2
− z + z0 − t√
(z + z0 − t)2 + r2
)
, (4.51)
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do = 11 mm
di = 7 mm
L = 20 mm
D = 25 mm
Figure 4.5: Dimensions of a single countersunk permanent neodymium magnet
and axial variation of the magnetic field component, Bz, as a function of z. The
diameter, D, length, L, outer diameter, do, and inner diameter, di, describe the
dimensions of the magnet. The measured solid (black) circles are achieved by use
of a Hall probe along the z-axis.
where z0 is the z-axis offset, 2t is the length, d = 2r is the inner diameter
of the magnet, D = 2R is the outer diameter and Br is the remanence of
the magnetic material. Figure 4.6 shows the measured solid (blue) circles
and theoretical solid (black) line comparison for the axial variation of the
z-component of magnetic field. The error on the measured field and position
is less than the size of the data point. Values of z0 = (0.05 ± 0.01) mm,
2t = (6.18 ± 0.12) mm, d = (7.98 ± 0.10) mm and D = (25.0 ± 0.6) mm
were extracted from a Marquardt-Levenberg fit [123] by allowing the dimen-
sions of the magnet to be free parameters (see appendix D). The parameters
are consistent with the physical dimensions of the magnet, with the devia-
tion between theory and experiment at the 0.3 mT rms level. The excellent
agreement validates the assumption of a uniform magnetisation for the mag-
net. The best-fit remanence for this magnet is Br = (1.42 ± 0.07) T. Now we
have described both magnets, the next experimental component to consider
is the aluminum magnet holder.
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d = 7.90mm
2t = 6.35mm 
D = 25.4mm
Figure 4.6: Dimensions of a neodymium magnet and axial variation of the z-
component of magnetic field. The z-axis offset, z0, length, 2t, inner diameter, d,
and outer diameter, D, describe the dimensions of the magnet, and the remanence,
Br, characterises the strength of the material. The measured solid (blue) circles
are achieved by use of a Hall probe along the z-axis, and the theoretical solid
(black) line is obtained from equation 4.51. Below the main graph is a plot of
the residuals (solid red circles), that show excellent agreement between theory and
experiment, with an rms deviation of 0.3 mT. From a Marquardt-Levenberg fit,
the parameters were found to be: z0 = (0.05 ± 0.01) mm, 2t = (6.18 ± 0.12) mm,
d = (7.98 ± 0.10) mm, D = (25.0 ± 0.6) mm and Br = (1.42 ± 0.07) T.
4.5.2 Aluminum magnet holder
Here we describe the aluminum magnet holder used to vary the magnetic
field for both described permanent neodymium magnets. Figure 4.7 shows
the schematic and relevant dimensions for the magnet holder used to control
the magnitude of the magnetic field between two countersunk neodymium
magnets. Two permanent magnets are held in two columns, positioned on
two separate translational stages made from aluminum. By varying the sep-
aration between each column the magnetic field profile for both magnets can
be measured. Note both magnets have central holes for the probe beam to
pass through. Figure 4.14 shows the magnet holder that was used to gain
access to the large magnetic fields required to investigate the HPB regime.
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Figure 4.7: Schematic and relevant dimensions of the aluminum magnet holder.
The magnitude of the field is controlled by the separation between the permanent
magnets which are held in each column.
Figure 4.8: (a) Axial variation of the z-component of magnetic field for two
countersunk permanent neodymium magnets at their closest separation, z = 3 cm.
In figure 4.9 the magnetic field profiles are measured across the shaded (blue) area
at various separations. (b) z-component of magnetic field as a function of x for
z = 0. The dashed (blue) lines correspond to the magnetic field at the origin.
Across the inner diameter, di, the magnetic field is uniform.
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Figure 4.9: Measured magnetic field profiles along the z-axis of the cell for var-
ious separations. Separations between the permanent magnets are varied between
3 cm (Red), 4 cm (Orange), 5 cm (Yellow), 6 cm (Green), 7 cm (Cyan), 8 cm
(Blue), 9 cm (Navy), 10 cm (Indigo), 11 cm (Violet) and 12 cm (Black).
Figure 4.8(a) shows the axial variation of the z-component of magnetic field
for two countersunk neodymium magnets held for the Helmholtz configura-
tion at closest separation, z = 3 cm. The measured field profile of the magnet
holder shows small fields at large distances and negative fields inside either
magnets. Results also show that the strengths of both magnets are very
similar. Figure 4.8(b) shows the measured z-component of magnetic field as
a function of x for z = 0. Across the inner diameter, di, of the magnets the
field profile is uniform at the 1% level. Adjusting both stages carefully allows
for the magnetic field profiles at various separations to be measured.
Figure 4.9 shows the measured magnetic field profiles as a function of z at
several separations. The permanent neodymium magnets are held between
separations of 3 and 12 cm. At each separation the magnetic field profile
between both magnets is measured. The adjustable stages allow for a closest
separation of 3 cm, at this distance the z-component of magnetic field is
approximately 0.13 T at the origin. In figure 4.10, a graph of the magnetic
field at z = 0 as a function of separation distance is shown. A guide to the
eye fit enables one to extrapolate an approximate magnetic field value for a
specific separation. The described cell heater in chapter 3 has a total width
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Figure 4.10: (a) The measured magnetic field at z = 0 mm as a function of
the various separations. The solid (red) line is a logarithmic function of the form
y = a− b ln((x− c)/d), where a = 11.99, b = 2.64, c = 56.13 and d = 40.39. This
function is not an analytic solution but one chosen because it provides a good
guide. (b) The magnetic field uniformity over a cell of length 2 mm. Results show
an error of less than approximately 1% for all separations.
of approximately 4.2 cm giving a maximum field for investigation of around
0.08 T. Over the length of the cell the field is uniform at the 1% level. In
chapter 5 we experimentally measure the magnetic field for a 2 mm vapour
cell and compare values with these measurements taken with a Hall probe.
4.5.3 Vapour cells
Here we describe both the commercial and microfabricated Rb vapour cells
used to investigate the magnetic field interaction. Figure 4.11 shows pho-
tographs of both vapour cells with their relevant dimensions. Figure 4.11(a)
shows the commercial 2 mm Rb vapour cells that are purchased from
photonics technologies. For this thesis we use natural abundant and iso-
topically pure 87Rb vapour cells. The cells have two sections, one containing
the body of the cell, the other the metal reservoir. Figure 4.11(b) shows the
1 × 1 × 1 mm3 microfabricated 87Rb vapour cell held between two plates
of silica. The metal reservoir is contained within the body of the cell. This
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Figure 4.11: Photographs of the Rb vapour cells. (a) shows the commercial
2 mm Rb vapour cells. (b) shows the 1 × 1 × 1 mm3 microfabricated 87Rb
vapour cell.
cell is inherited from NIST.
The 1 × 1 × 1 mm3 heated isotopically pure 87Rb microfabricated vapour
cell [142] contains buffer gases including hydrogen (H2) and methane (CH4)
with low partial pressure, this arises during the fabrication process2. To
obtain the optical depths required to compare theoretical and measured ab-
sorption spectra, the cell was placed in an oven allowing the number density,
N , to vary over several orders of magnitude. Note careful heating of the cell
is required to prevent condensation on the windows. Figure 4.12 shows a
plot of the transmission through the heated vapour cell on the Rb D2 line.
The solid (red) and dashed (black) lines show the measured and theoretical
transmission, respectively, for several temperatures and number densities.
Based on the discussion in chapter 3 we have previously accounted for a
number-density-dependent increase in the Lorentzian width due to dipole-
dipole interactions; however, we must now also include the broadening and
shift due to the buffer gases. The collisional broadening and shift of the Rb
D1 and D2 lines by rare gases have previously been measured [143]. For the
Rb D2 line and buffer gases H2 and CH4, the broadening, Γbuffer/2π, equals
26.4 MHz Torr−1, 26.2 MHz Torr−1 and the line shift, ∆buffer/2π, equals
−3.8 MHz Torr−1, −7.0 MHz Torr−1, respectively. From the analysis of the
broadening in figure 4.12 we learn that the cell contains 99% 87Rb, 1% 85Rb,
and a total pressure of ≈ 1 Torr of H2 and CH4. As in section 3.6 the shift
is too small to be evident.
2S. Knappe private communications.
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Figure 4.12: Transmission plots for comparison between experiment and theory
for the Rb D2 transitions (a)
87Rb F = 2 → 1, 2, 3, (b) 85Rb F = 3 → 2, 3,
4, (c) 85Rb F = 2 → 1, 2, 3, and (d) 87Rb F = 1 → 0, 1, 2, through a 1 mm
vapour cell (99% 87Rb, 1% 85Rb) as a function of linear detuning, ∆/2pi, for three
different temperatures. The solid (red) and dashed (black) lines show measured
and expected transmission, respectively. The temperatures of the vapours were
extracted from a Marquardt-Levenberg fit [123] and were found to be (60.4 ±
0.2)◦C (N = 3.49 × 1011 cm−3) (top), (90.1 ± 0.5)◦C (N = 3.13 × 1012 cm−3)
(middle) and (127.4 ± 0.8)◦C (N = 3.08 × 1013 cm−3) (bottom). The broadening
due to the buffer gases were found to be Γbuffer/2pi = (23.7 ± 1.2) MHz, for all three
temperatures. Below the main figure is a plot of the residuals between experiment
and theory for the middle measurement. There is excellent agreement between
the data and model, with an rms deviation of 0.5%. There is, however, a small
number of glitches due to the linearisation of the laser scan being inadequate.
4.5.4 Details for moderate magnetic fields
Figure 4.13 shows a schematic of the experimental apparatus used to observe
the modification to the absorptive and dispersive properties of the atoms in
the presence of a moderate magnetic field. An external cavity diode laser
system (Toptica DL100) was used for these measurements with a wavelength
of 780 nm and scanned across the Rb D2 transition. The laser output passes
through a polarisation beam splitter providing linearly polarised light with
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Figure 4.13: Schematic of the experimental apparatus. A beam passes through
a polarisation beam splitter (PBS), providing linearly polarised light. A small frac-
tion of the beam is used to perform hyperfine/saturated absorption spectroscopy in
a room-temperature reference cell. A half-wave plate (λ/2) is set at −pi/8 rads to
the linearly polarised light. The probe beam is attenuated with a neutral-density
filter (ND) before passing through a heated experiment cell and two magnets (M).
It is then separated into its horizontal and vertical components and collected on
each photodiode (PD). The magnetic field is applied axially along the direction of
the beam and an optional quarter-wave plate (λ/4) is available for measuring the
Stokes parameters.
a 1/e2 radius of 0.68 ± 0.03 mm. A Fabry-Perot etalon (not shown) was
used to linearise the frequency scan with a small fraction of the beam pass-
ing through a natural-abundant room temperature reference cell performing
hyperfine/saturated absorption spectroscopy [112, 113] to calibrate the scan:
this technique is discussed in detail in appendix C. A half-wave plate (λ/2) is
set at −π/8 rads to the linearly polarised light such that in the absence of any
optical rotation the differencing signal is zero, as the light intensities of the
horizontal, Ix, and vertical, Iy, channels of light incident on the individual
detectors are equal [144]. A neutral-density filter then attenuates the probe
beam before it traverses a 2 mm heated experiment cell containing Rb either
in its natural abundance (72% 85Rb, 28% 87Rb) or an isotopically pure 87Rb
cell. For powers much less than 100 nW, the atoms in the cell traversing
the probe beam do not undergo hyperfine pumping into the other ground
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term hyperfine level and good agreement between theory and experiment is
obtained [40, 92, 111].
The cells were placed in the oven described in section 3.4.2. Two countersunk
neodymium magnets (see section 4.5.1) are held at various separations either
side of the oven using the aluminum magnet holder described in section 4.5.2.
After traversing the experiment cell and magnet holder a polarisation beam
splitter separates the light into horizontal and vertical components before
the light impinges on calibrated photodiodes: the technique adopted to nor-
malise these data sets is discussed in appendix C. To observe all four Stokes
parameters a quarter-wave plate (λ/4) must also be inserted. In chapter 5
transmission spectra are measured in the absence and presence of a large
magnetic field as a function of number density and magnet separation. The
Stokes parameters are measured with the laser red detuned from the D2
87Rb
F = 2→ F ′ transitions in the binary-collision regime for a modest magnetic
field.
4.5.5 Details for large magnetic fields
Figure 4.14 shows a schematic of the experimental apparatus used to inves-
tigate the HPB regime. An external cavity diode laser (Toptica DL100) was
used to scan across the Rb D2 transition (5
2S1/2 → 52P3/2) at a wavelength
of 780 nm. After passing through a polarisation beam splitter (PBS) the out-
put beam was linearly polarised along the horizontal direction with a 1/e2
radius of 80 µm. A weak beam [92, 111] with a power of 10 nW traverses
a 1 × 1 × 1 mm heated 87Rb cell described in section 4.5.3. The cell was
held in an oven allowing the laser beam to pass through. A power of 11 W
was used to heat a copper block where the cell was placed, however this
was far from optimised. The described aluminum holder in section 4.5.2 was
modified to hold a single annular neodymium magnet. The field profile of
the neodymium magnet is shown in figure 4.6. Over the length of the cell,
the field was uniform at the 2% level. The frequency axis is calibrated by
use of the method described in appendix C; for detunings over 60 GHz, two
scans were stitched together in this experiment. Transmission spectra are
measured using a single calibrated photodiode. Dispersion spectra use a bal-
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Figure 4.14: Schematic of the experimental apparatus used to investigate the
HPB regime. A weak probe beam passes through a 1 × 1 × 1 mm3 87Rb
vapour cell held in an oven. A high power resistor was used to heat a copper
block where the cell was placed, and PEEK provides insulation from the rest of
the magnet holder. The axial magnetised annular permanent neodymium magnet
with a circular bore was held in the magnet holder which can be adjusted over the
cell. The photograph shows the typical displacement from the axis of the magnet.
anced polarimeter to measure the light intensities of the horizontal, Ix, and
vertical, Iy, channels after a polarisation beam splitter. A half-wave plate
(λ/2) is set to −π/8 such that in the absence of rotation both channels of
light are equal [144].
Owing to the physical constraints of the cell heater the centre of the cell is
typically radially displaced by ≈ 3 mm from the axis of the magnet. At this
location the field value is larger than the maximum seen in figure 4.6. The
transverse field is three orders of magnitude smaller than the axial field. Hav-
ing outlined the procedure for investigating large magnetic fields, in chapter 6
we perform spectroscopy in the HPB regime.
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Figure 4.15: Schematic of the experimental apparatus and measured magnetic
field profile through the center of the neodymium magnet. The dimensions and
mass of a typical magnet used in this investigation are also shown. A beam passes
through a polarisation beam splitter (PBS) providing linearly polarised light along
the horizontal axis. The beam then passes through a heated micro-fabricated cell
held in the center of the magnet (M), which provides an axial field. A second PBS
is set to pi/4 to allow high transmission, T+, along +z and low transmission, T−,
along −z.
4.5.6 Details for optical isolation
The experimental procedure used to investigate optical isolation is described
in section 4.5.5. Figure 4.15 shows a schematic of the experimental apparatus
along with details of the neodymium magnet. In summary, we use a linear
polarised weak-beam [111] with a power of 10 nW and 1/e2 radius of 80 µm
propagating along the z-direction. The laser traverses a microfabricated cell
of length L = 1 mm (see section 4.5.3). After traversing the cell and magnet
we carry out two experiments in chapter 6: firstly, a PBS was set to 0 such
that for an induced rotation of π/4 both channels of light were equal; and
secondly, a PBS was set to π/4, allowing high transmission along +z for an
induced rotation of π/4. With this second arrangement one would also expect
isolation along −z. In addition this is the arrangement shown in figure 4.15.
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4.6 Discussion
In summary, we have discussed the magnetic field interaction Hamiltonian
and how it is included in the theoretical model. As a function of mag-
netic field we have outlined the possible regimes for investigation. We also
described the main experimental components together with the details for
investigating the Stokes parameters of light propagating through an atomic
ensemble in chapter 5, and the hyperfine Paschen-Back (HPB) regime with an
optical isolator based on an atomic medium in chapter 6. Next we carry out
the described experiments and compare measurements with the theoretical
model.
Chapter 5
Measuring the Stokes
parameters of light propagating
through an atomic ensemble
This chapter is based on the following publication
L. Weller, T. Dalton, P. Siddons, C. S. Adams, and I. G. Hughes, Measuring
the Stokes parameters for light transmitted by a high-density rubidium vapour
in large magnetic fields, J. Phys. B: At. Mol. Opt. Phys. 45, 055001 (2012),
10.1088/0953-4075/45/5/055001
Here we report on measurements of the absolute absorption and dispersion of
light in a dense rubidium vapour on the D2 line in the weak-probe regime with
an applied magnetic field. A model for the electric susceptibility of the vapour
is presented which includes both dipole-dipole interactions and the Zeeman
effect. The predicted susceptibility is comprehensively tested by comparison
to experimental spectra for fields up to 800 G. The dispersive properties of
the medium are tested by comparison between experimental measurements and
theoretical prediction of the Stokes parameters as a function of the atom-light
detuning.
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5.1 Introduction
In chapters 2, 3 and 4 we developed a model for the absolute susceptibil-
ity that allows us to make quantitative predictions for the absorptive and
dispersive properties in the vicinity of the D lines. The model has success-
fully accounted for absolute Doppler-broadened absorption in the low-density
regime [92] (see chapter 2) and absolute absorption including dipole-dipole
interactions in the binary-collision regime [22] (see chapter 3). The motiva-
tion for chapter 5 is to include the effect of an axial magnetic field up to
800 G in the model for susceptibility and to measure the modification to
the optical absorptive and dispersive properties of the atoms. Note that the
field is sufficiently large that the angular momentum F is partially uncou-
pled for the ground terms, and F ′ and mF ′ are not good quantum numbers
for the excited states. The absorptive properties are comprehensively tested
through measuring experimental Doppler-broadened absorption spectra for
both low-density and binary-collision regimes, and as a function of magnet
field. In addition the dispersive properties are investigated by measuring the
Stokes parameters of the transmitted light.
5.2 Comparing theory and experiment for
moderate fields
In section 5.2 we compare theory and experiment for the procedure described
in section 4.5.4. We start by measuring magnetic field values for both low
density and binary collision regimes, before fixing the density and varying
the magnetic field for different magnet separations.
5.2.1 As a function of number density
Figure 5.1 shows a plot of the transmission of the Rb D2 line versus linear
detuning, ∆/2π. The zero of the detuning axis is taken to be the centre-of-
mass frequency of the transition in the absence of hyperfine splitting, taking
into account the natural abundance of each isotope. The solid (black) lines
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Figure 5.1: Transmission plots for the comparison between experiment and
theory for the Rb D2 transitions (i)
87Rb F = 2 → F ′, (ii) 85Rb F = 3 → F ′,
(iii) 85Rb F = 2 → F ′ and (iv) 87Rb F = 1 → F ′, through a vapour cell of
length 2 mm as a function of linear detuning, ∆/2pi. Zero detuning is taken to
be the centre-of-mass frequency of the transition. Plots (a) and (b) show the
transmission for the transitions in the absence and presence of a magnetic field,
respectively. Solid (black) and dashed (red and green) lines show measured and
expected transmission, for a Lorentzian width of Γ0/2pi = 6.065 MHz [96], with a
temperature of (76.7 ± 0.1)◦C (N = 1.22 × 1012 cm−3) in a magnetic field of
(766 ± 5) G. Plot (c) shows the residuals for (b). There is excellent agreement
between the data and model, with an rms deviation of 0.4%.
show the transmission measured by one of the photodiodes before the PBS
in (a) the absence, and (b) the presence of a magnetic field, at the same
temperature. The dashed (red and green) lines are the corresponding the-
oretical transmission spectra using the susceptibility of chapter 4. The two
theory curves are generated with a Lorentzian width of Γ0 and a Doppler
width which is allowed to vary. A least-squares fit [123] allows us to extract
the temperature. Five spectra are recorded for each temperature to allow
the statistical variation to be quantified; for the parameters which were used
to generate figure 5.1 the fits yield a temperature of (76.7 ± 0.1)◦C (N =
1.22 × 1012 cm−3), which is consistent with a thermocouple measurement.
In figure 5.1(b) the presence of the field means that the spectrum is very
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Figure 5.2: Transmission plots for the comparison between experiment and the-
ory for the Rb D2 line, through a vapour cell of length 2 mm as a function of
linear detuning, ∆/2pi. Plots (a) and (b) show the transmission including reso-
nant dipole-dipole interactions, in the absence and presence of an applied mag-
netic field, respectively. The three spectra are (i) the total transmission (dashed
green) and (ii) the transmission of the right (dot-dashed red) and (iii) left (dot-
ted blue) circular polarisation components. The fits yield a Lorentzian width
of Γ/2pi = (23.3 ± 0.4) MHz, with a temperature of (159.8 ± 0.2)◦C (N =
1.62 × 1014 cm−3) in a magnetic field of (774 ± 4) G. Plot (c) shows the residuals
of the total transmission demonstrating that there is excellent agreement between
the data and model (with the exception of a small number of glitches where the
linearisation of the laser scan was not adequate), with an rms deviation of 0.7%.
rich; there are many spectral features, all of which are accounted for in the
theoretical model. Figure 5.1(c) shows the residuals which demonstrate that
there is excellent agreement between the data and model with an rms de-
viation of 0.4%. Five spectra are recorded for each value of magnetic field,
and for the parameters of figure 5.1(b) we extract (766 ± 5) G which is
consistent with measurements with a Hall probe. For this magnitude of field
the angular momentum F is partially uncoupled for the ground terms, and
F ′ and mF ′ are not good quantum numbers for the excited states – this is
the origin of the numerous spectral features in figure 5.1(b).
Figure 5.2 shows the transmission spectrum of the Rb D2 line at elevated
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temperature where dipole-dipole interactions become important [22] and the
Lorentzian width has an additional density-dependent term as well as the
natural contribution. The solid (black) lines show the measured transmission
in (a) the absence, and (b) presence of a magnetic field. Three transmission
spectra are recorded in the presence of field: the dashed (green) curve with
a single photodiode placed before the PBS, and the dot-dashed (red) and
dotted (blue) recorded on the two photodiodes after a quarter waveplate is
added to show the transmission of light driving σ− and σ+ transitions, re-
spectively. The least-squares fits to the four theory curves yield a Lorentzian
width of Γ/2π = (23.3 ± 0.4) MHz, a temperature of (159.8 ± 0.2)◦C in a
magnetic field of (774 ± 4) G for figure 5.2(b). There is excellent agreement
between the data and model except for some minor glitches in the residuals
where the transmission varies most rapidly, an rms deviation of 0.7% was
measured. Note that the absorption spectra of figure 5.2(b) have simpler
profiles than the lower-temperature spectrum of 5.1(b). In particular on ei-
ther side of the resonance there are spectral windows approximately 4 GHz
wide where one circular polarisation component is nearly fully transmitted
and the orthogonal component nearly fully absorbed.
5.2.2 As a function of magnet separation
Figure 5.3 shows the transmission spectrum for comparison between exper-
iment and the theory for various magnetic fields on the Rb D1 line, as a
function of linear detuning, ∆/2π. A weak probe beam is sent through two
permanent neodymium magnets held in an aluminum holder either side of an
isotopically pure 87Rb vapour cell of length 2 mm (see chapter 4). Using the
holder, the separation between both magnets is systematically varied and an
axial magnetic field value can be extracted from a fit between the measured
data and theoretical model. The solid (black) and dashed (green) lines show
the measured and theoretical transmissions, respectively. Plot (a) shows the
transmission in the absence of an applied magnetic field. Plots (b) to (f) show
the transmission in the presence of an applied magnetic field between 200 G
and 800 G. Fits to each spectrum yield a temperature of (76.7 ± 0.1)◦C (N
= 1.22 × 1012 cm−3).
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Figure 5.3: Transmission plots for comparison between experiment and the-
ory for various magnetic fields on the Rb D1 line, through an isotopically pure
(99% 87Rb, 1% 85Rb) vapour cell of length 2 mm, as a function of linear detun-
ing, ∆/2pi. The solid (black) and dashed (green) lines show the measured and
theoretical transmissions, respectively. Plot (a) shows the transmission in small
applied magnetic fields. The fit yields a temperature of (76.7 ± 0.1)◦C (N =
1.22 × 1012 cm−3). Plots (b) to (f) show the transmission in the presence of an
applied magnetic field. The fits yield magnetic field values between 200 G and
800 G. For small fields the transmission spectrum looks very similar to a zero field
spectrum. For larger fields however, they are richer in structure.
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Figure 5.4: Comparison between the measured magnetic field values from fig-
ure 5.3 and the fit to the Hall probe measurements from section 4.5.2. The solid
(black) line is the logarithmic function from figure 4.10. The solid (green) circles
are the extracted magnetic field values at different separations. There are larger
errors for small field values because the transmission spectrum is very similar to
the zero field spectrum.
The spectra obtained in large fields are rich in structure giving accurate values
for measured fields. Due to the Doppler width however, the transmission
spectrum for low fields are not too dissimilar to a zero field spectrum. At such
temperatures comparing measured transmission spectrum to a theoretical
model is not a reliable method for extracting magnetic field values.
In section 5.3 we show that the dispersion signal and more specifically the
Stokes parameters are a more effective tool for obtaining smaller field values.
Figure 5.4 shows magnetic field values at zero position for the Hall probe and
transmission spectrum measurements. The solid (black) line is the logarith-
mic fit to the Hall probe measurements in section 4.5.2. The solid (green)
circles are the transmission spectrum measurements described in figure 5.3.
The extracted magnetic field values are measured between 4.2 cm and 12.2 cm
due to the cell heater and magnet holder limitations. At moderate magnetic
fields and close separations fitting to transmission spectrum is a useful tech-
nique for extracting values, however, for small fields and large separations the
transmission spectrum are very similar to the spectrum in absence of field,
making it difficult to extract a realistic field value. Nevertheless, figure 5.4
shows good agreement between the Hall probe measurements and the fields
extracted from a comparison to theory.
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5.3 Stokes parameters
In section 5.3 we discuss the properties of a circularly anisotropic media and
define the Stokes parameters for light propagating through such a media.
We compare experimental measurements of the Stokes parameters with the-
oretical predictions from the model. In addition we plot the rotation in the
absence of dichroism, 2ϕ, along with the angle that defines the ellipticity and
chirality, 2ϑ.
5.3.1 Circularly anisotropic media
A linearly polarised light beam is made up of right and left circularly po-
larised components, each one of which interacts with a circularly anisotropic
medium. To calculate the Stokes parameters of the system we start by defin-
ing the quantisation axis to be in the z-direction. For each hyperfine level, F ,
there are integer values of magnetic sub-levels, mF , in the range −F → +F .
The electric dipole selection rules govern the change in magnetic sub-level
for a transition between a ground and excited hyperfine level as
∆mF = 0,±1. (5.1)
For ∆mF = 0 linearly polarised light drives π transitions with the electric
field parallel to the magnetic field. In the case where the electric field and
magnetic field are perpendicular left- and right- circularly polarised light
drives σ+ and σ− transitions corresponding to ∆mF = ± 1, respectively.
Along the direction of the quantisation σ± transitions transfer ± 1 unit of
angular momentum. Figure 5.5(a) shows for degenerate magnetic sublevels
with equal population, σ+ and σ− transitions have identical dispersive and
absorptive properties. Once the degeneracy is lifted a difference in these
properties is visible, as can be clearly seen in figure 5.2(b). Figure 5.5(b)
shows a linearly polarised beam at an angle θ0 to the x-axis. This beam can
be described in terms of the horizontal and vertical components(
Ex
Ey
)
= E0
(
cos θ0
sin θ0
)
=
E0
2i
(
i(eiθ0 + e−iθ0)
eiθ0 − e−iθ0
)
. (5.2)
Using the transformation described by equation 2.43, we find the horizontal
and vertical electric field components can be written in the left- and right-
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Figure 5.5: (a) Energy level diagrams to show the configurations for circular
birefringence. The energies of the σ+ and σ− transitions are degenerate, and the
mF states are equally populated, therefore no asymmetry is seen for circularly
polarised light. An applied magnetic field lifts the degeneracy such that the σ+
transition is resonant and the σ− transition is detuned further from resonance. (b)
A linearly polarised light beam at an angle θ0 to the x-axis.
basis (see equation 5.3 in [103])(
EL
ER
)
=
1√
2
(
−1 −i
1 −i
)(
Ex
Ey
)
=
E0√
2
(
−eiθ0
e−iθ0
)
. (5.3)
After propagating through a medium of length L the left- (+) and right-
(−) circularly polarised components of the light field experience a phase
shift φ± = kn±L and transmission e−
1
2
α±L, where α± (n±) is the absorption
coefficient (refractive index) of the particular transition which are calculated
in chapter 2. (
EL
ER
)
=
E0√
2
(
−ei(φ++θ0)− 12α+L
ei(φ
−−θ0)− 12α−L
)
, (5.4)
To calculate the Stokes parameters in section 5.3.2 we need the electric field
in all three bases: left and right; +π/4 and −π/4 and horizontal and vertical.
Using the transformations(
E+pi
4
E−pi
4
)
=
1√
2
(
e−i
3pi
4 e−i
pi
4
e−i
pi
4 e−i
3pi
4
)(
EL
ER
)
, (5.5)
(
Ex
Ey
)
=
1√
2
(
1 −1
1 1
)(
E+pi
4
E−pi
4
)
, (5.6)
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the output electric fields are(
E+pi
4
E−pi
4
)
=
E0
2
(
−ei(φ++θ0− 3pi4 )− 12α+L + ei(φ−−θ0−pi4 )− 12α−L
−ei(φ++θ0−pi4 )− 12α+L + ei(φ−−θ0− 3pi4 )− 12α−L
)
, (5.7)
(
Ex
Ey
)
=
E0
2
(
ei(φ
++θ0)− 12α+L + ei(φ
−−θ0)− 12α−L
ei(φ
++θ0+
pi
2
)− 1
2
α+L − ei(φ−−θ0+pi2 )− 12α−L
)
. (5.8)
From chapter 2 the definition describing the intensity is I = 1
2
cǫ0
∣∣∣Eˆ∣∣∣2, hence
the output intensities in the three relevant bases are(
IL
IR
)
=
I0
2
(
e−α
+L
e−α
−L
)
, (5.9)
(
I+pi
4
I−pi
4
)
=
I0
4
(
e−α
+L + e−α
−L + 2 sin (2ϕ)e−
1
2(α++α−)L
e−α
+L + e−α
−L − 2 sin (2ϕ)e− 12(α++α−)L
)
,(5.10)
(
Ix
Iy
)
=
I0
4
(
e−α
+L + e−α
−L + 2 cos (2ϕ)e−
1
2(α++α−)L
e−α
+L + e−α
−L − 2 cos (2ϕ)e− 12(α++α−)L
)
,(5.11)
where I0 =
1
2
cǫ0 |E0|2 and the rotation angle ϕ = 12 (φ+ − φ−)+ θ0 = θ+ θ0 is
the angle at which the plain of polarisation of the light is rotated with respect
to the x-axis. Note I+pi
4
and I−pi
4
will be used in chapter 6 when defining T+
and T− for the optical isolator.
5.3.2 Stokes Theory
We can represent the polarisation state of transmitted light via the Stokes
parameters [145, 146]. Combinations of the observable intensities of various
polarisation components allow us to measure the four Stokes parameters,
which are defined as:
S0 = IR + IL =
I0
2
(
e−α
−L + e−α
+L
)
, (5.12)
S1 = Ix − Iy = I0 cos (2ϕ) e− 12(α++α−)L , (5.13)
S2 = I+pi
4
− I−pi
4
= I0 sin (2ϕ) e
− 1
2(α++α−)L , (5.14)
S3 = IR − IL = I0
2
(
e−α
−L − e−α+L
)
. (5.15)
The parameter S0 describes the total intensity of the transmitted light field.
S1 describes the intensity difference between horizontal and vertical linearly
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polarised light. S2 describes the intensity difference between linearly po-
larised light at an angle +π/4 rad and −π/4 rad to the x-axis. S3 describes
the intensity difference between right- and left-circularly polarised light. I0
is the initial intensity and ϕ is the rotation angle with respect to the x-axis.
Note that the parameter S0 can be the sum of the intensity components in
any of the three described bases. For balanced polarimetry the initial rota-
tion angle θ0 is set to −π/4 rad, such that the S1 parameter tends to zero
when θ tends to zero i.e. far from resonance. Note the S1 parameter is re-
ferred to as the differencing signal in the rest of the thesis. Independent of
dichroism the ratio of the S2 and S1 parameters gives a measurement of the
rotation angle, ϕ,
S2
S1
= tan 2ϕ =
sin (2ϕ) e−
1
2(α++α−)L
cos (2ϕ) e−
1
2
(α++α−)L
. (5.16)
The ratio of the S3 and S0 parameters gives a measurement of the ellipticity
and chirality angle, ϑ,
S3
S0
= sin 2ϑ =
e−α
−L − e−α+L
e−α−L + e−α+L
. (5.17)
Both the rotation angle and ellipticity angle are defined on the Poincare´
sphere in section 5.4.1. For α− = α+ and n− 6= n+ light remains linear whilst
experiencing a rotation around the equator of the sphere. For α− 6= α+ and
n− 6= n+ circular dichroism is evident and the light moves off the equator
towards one of the hemispheres.
5.3.3 Results
Figure 5.6 shows the comparison between experimental and theoretical Stokes
parameters for a Doppler-broadened medium of natural Rb atoms with
a Lorentzian width of Γ/2π = (23.3 ± 0.4) MHz, at a temperature of
(159.8 ± 0.2)◦C (N = 1.62 × 1014 cm−3) in a magnetic field of (82 ± 2) G,
red detuned from the D2
87Rb F = 2 → F ′ transitions. Far detuned from
resonance (A) the absorptive and dispersive properties of Rb are negligible.
As the light is tuned closer to resonance (B) dispersive properties dominate
the light-matter interaction, leading to birefringence and a varying S1 and
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Figure 5.6: Comparison between experimental and theoretical Stokes param-
eters for the Rb D2 line, through a vapour cell of length 2 mm as a function of
linear detuning, ∆/2pi, red detuned from the D2
87Rb F = 2 → F ′ transitions.
Solid and dashed lines show measured and expected S0 (black), S1 (red), S2 (blue)
and S3 (green) signals, for a Lorentzian width of Γ/2pi = (23.3 ± 0.4) MHz, at
a temperature of (159.8 ± 0.2)◦C (N = 1.62 × 1014 cm−3) in a magnetic field
of (82 ± 2) G. A,B,C and D are four different frequencies showing how the
polarisation state of light evolves as a function of detuning.
S2 signal. As S0 and S3 depend only on the absorption, and not the re-
fractive index of the medium, they are both very similar to their extreme far
from resonance values. Closer to resonance (C) absorptive properties become
apparent, circular dichroism expresses itself resulting in a change in the S3
signal. Even closer to resonance the right-circular component is completely
absorbed (D) because the σ− transition is at a higher red-detuning than the
σ+ transition and the S1 and S2 signals stop varying. At this detuning the
transmitted light has left-circular polarisation. For detunings closer still to
resonance the medium is optically thick to both polarisations and all four
Stokes parameters are zero. There is excellent agreement between the ex-
perimental and theoretical Stokes parameters, which demonstrates that our
theoretical model accounts successfully for both the absorptive and dispersive
components of the atom-light interaction in a moderate magnetic field. Any
discrepancy is likely due to the different detectors used in the measurement
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Figure 5.7: Comparison between experimental and theoretical birefringence-
induced rotation angles experienced by incident light for the Rb D2 line, through a
vapour cell of length 2 mm as a function of linear detuning, ∆/2pi, red detuned from
the D2
87Rb F = 2 → F ′ transitions. Solid (black) and dashed (blue/green) lines
show measured and expected rotation, respectively. Both are proportional to the
difference between the phase shifts experienced by individual circular components.
(a) shows the rotation in the absence of dichroism, light initially remains linear
whilst experiencing a rotation. (b) shows that the polarisation becomes highly
elliptical, before becoming purely left-circularly polarised near resonance.
of Ix and Iy and the calibration of the frequency axis.
Figure 5.7 shows the comparison between experimental and theoretical
birefringence-induced rotation for a Doppler-broadened medium of natural
Rb atoms with the same parameters as figure 5.6. Figure 5.7(a) shows the
rotation in the absence of dichroism, 2ϕ, and at large detunings the inci-
dent light retains its linear polarisation while being rotated. Figure 5.7(b)
shows the angle that defines the ellipticity and chirality, 2ϑ and highlights
the region near resonance that experiences greater rotation at the expense of
becoming highly elliptical and finally circular. The solid (black) and dashed
(blue/green) lines are calculated using equations 5.16 and 5.17, along with
the measured and theoretical Stokes parameters from figure 5.6.
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Figure 5.8: Illustration of the Poincare´ sphere. For polarised light we define a
normalised Poincare´ vector given by P = (S01 ,S
0
2 ,S
0
3). The angle 2ϑ is a measure
of the ellipticity and chirality of the polarisation. 2ϕ denotes the angle between
the major axis of the ellipse and the horizontal axis.
5.4 The Poincare´ representation
In section 5.4 we describe the three-dimensional Poincare´ sphere, before plot-
ting a normalised measured and calculated Poincare´ sphere for a Doppler-
broadened medium of natural Rb atoms.
5.4.1 Poincare´ sphere
The Poincare´ sphere is a graphical way to represent the polarisation state of
light [144]. For polarised light we can present a normalised Poincare´ vector
P = (S01 ,S
0
2 ,S
0
3) where S
0
i = Si/S0 for i = 1, 2, 3. The magnitude of the
vector describes the total intensity of the polarised light. Figure 5.8 shows
a general normalised Poincare´ vector (cos 2ϑ cos 2ϕ, cos 2ϑ sin 2ϕ, sin 2ϑ) that
connects the origin to a point on the surface of a Poincare´ sphere. The angle
2ϑ is a measure of the ellipticity and chirality of the polarisation. The north
(2ϑ = π/2) and south (2ϑ = −π/2) poles denote right- and left-circularly
polarised light, respectively; linearly polarised light is mapped to the equator
(2ϑ = 0); on every other point on the sphere the light is elliptically polarised
with the chirality of the hemisphere it resides in. The angle 2ϕ is between
the major axis of the ellipse and the horizontal axis; for linearly polarised
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Figure 5.9: Representation of the polarisation state of light on the Poincare´
sphere. The normalised Poincare´ vector (S01 ,S
0
2 ,S
0
3) is measured and calculated
for a Doppler-broadened medium of natural Rb atoms with a Lorentzian width
of Γ/2pi = (23.3 ± 0.4) MHz, at a temperature of (159.8 ± 0.2)◦C (N =
1.62 × 1014 cm−3) in a magnetic field of (82 ± 2) G, red detuned from the D2
87Rb F = 2→ F ′ transitions. The poles represent right- and left-circular polarisa-
tion, the equator linear polarization and intermediate points elliptical polarisation.
A,B,C and D are four different frequencies showing how the polarisation state of
light evolves as a function of detuning.
light on the equator this is simply the rotation angle. Note antipodal points
represent the orthogonality of this vector space, i.e., P is orthogonal to −P.
5.4.2 Measured and calculated Poincare´ sphere
Figure 5.9 shows a normalised Poincare´ sphere measured and calculated for
a Doppler-broadened medium of natural Rb atoms with a Lorentzian width
of Γ/2π = (23.3 ± 0.4) MHz, at a temperature of (159.8 ± 0.2)◦C (N =
1.62 × 1014 cm−3) in a magnetic field of (82 ± 2) G, red detuned from the
D2
87Rb F = 2 → F ′ transitions. (A) shows the initial linearly polarised
state at an angle −π/4 rad to the x-axis. As the light is tuned closer to
resonance (B) the polarisation state of the light initially remains linear whilst
experiencing a rotation around the equator of the sphere. Closer to resonance
(C) the polarisation state moves off the equator and becomes highly elliptical,
before becoming purely left-circularly polarised at the southern hemisphere
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(D). The magnetic field chosen for the data sets of figures 5.6, 5.7 and 5.9
is an order of magnitude smaller than that used to generate the data for
figures 5.1 and 5.2. The motivation for this is the clarity of figure 5.9. For a
larger field there would be many more rotations around the vertical axis of
the Poincare´ sphere. The excellent agreement between the experimental and
theoretical trajectories on the Poincare´ sphere confirm the accuracy of the
predictions of the absorptive and dispersive properties of our model for the
electric susceptibility of the dense atomic vapour including an external field.
5.5 Discussion
In summary, we have discussed the physics underlying the transmission of
light through a dense atomic vapour, accounting for self-broadening and the
application of a moderate axial magnetic field. We showed excellent agree-
ment between experimental and theoretical absorption spectra of rubidium
vapour on the D2 line, and of the spectral dependence of the Stokes param-
eters red detuned from the 87Rb F = 2 → F ′ transitions. These results
demonstrate that our theoretical model of the electric susceptibility of the
atomic vapour accounts successfully for both the absorptive and dispersive
components of the atom-light interaction in a moderate magnetic field. The
Poincare´ sphere was shown to be a useful representation of the spectral depen-
dence of the polarisation of a probe beam transmitted through the medium.
Next we investigate the absorptive and dispersive properties of a Rb vapour
in the hyperfine Paschen-Back (HPB) regime.
Chapter 6
Spectroscopy of a Rb vapour in
the hyperfine Paschen-Back
(HPB) regime
This chapter is based on the following publications
L. Weller, K. S. Kleinbach, M. A. Zentile, S. Knappe, C. S. Adams, and
I. G. Hughes, Absolute absorption and dispersion of a rubidium vapour in
the hyperfine Paschen-Back regime, J. Phys. B: At. Mol. Opt. Phys. 45,
215005 (2012), 10.1088/0953-4075/45/21/215005
Here we report on measurements of the absolute absorption and dispersion
properties of an isotopically pure 87Rb vapour for magnetic fields up to and
including 0.6 T. We discuss the various regimes that arise when the hyperfine
and Zeeman interactions have different magnitudes, and show that we enter
the hyperfine Paschen-Back regime for fields greater than 0.33 T on the Rb D2
line. The experiment uses a compact 1 mm3 microfabricated vapour cell that
makes it easy to maintain a uniform and large magnetic field with a small and
inexpensive magnet. We find excellent agreement between the experimental
results and numerical calculations of the weak probe susceptibility where the
line positions and strengths are calculated by matrix diagonalisation.
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L. Weller, K. S. Kleinbach, M. A. Zentile, S. Knappe, I. G. Hughes, and
C. S. Adams, Optical isolator using an atomic vapour in the hyperfine
Paschen-Back regime, Opt. Lett. 37, 3405 (2012), 10.1364/OL.37.003405
A light, compact optical isolator using an atomic vapour in the hyperfine
Paschen-Back regime is presented. Absolute transmission spectra for experi-
ment and theory through an isotopically pure 87Rb vapour cell show excellent
agreement for fields of 0.6 T. We show π/4 rotation for a linearly polarised
beam in the vicinity of the D2 line and achieve an isolation of 30 dB with a
transmission > 95 %.
6.1 Introduction
As we saw in chapters 4 and 5 the absorption and dispersion of an atomic
ensemble in an external magnetic field can be calculated from the atomic
susceptibility. In the absence of field, absolute Doppler-broadened absorp-
tion [40, 92] (see chapter 2) in the low density regime, and dipole-dipole in-
teractions [22] (see chapter 3) in the binary-collision regime have been tested.
In the presence of field, Stokes parameters for fields up to 0.08 T [41] (see
chapter 5) have also been investigated. To the best of our knowledge the
work presented in this chapter is the first study highlighting excellent agree-
ment between experimental results and numerical calculations for absolute
absorption and dispersion for fields up to and including 0.6 T. In chapter 6
we use the model for absolute susceptibility for the Rb D2 line to predict the
performance of an optical isolator based on a compact magnet producing a
field of the order of 0.6 T. At such fields the vapour becomes transparent to
light resonant with the D2 line due to large Zeeman shifts. However there
remains a large refractive index difference between left- and right- circular
polarisations in the vicinity of resonance. We measure rotation and trans-
mission and confirm the theoretical predictions and thereby demonstrate the
feasibility of using resonant atomic media for optical isolation. Although
here we focus on the Rb D2 line, using the same principle, resonant atomic
isolators can be implemented for other atomic vapours.
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6.2 Absorption and dispersion in the HPB
regime
In section 6.2 we measure the absolute optical depths and compare the mea-
sured and theoretical dispersion and absorption signals for the D2 line in a
87Rb vapour in the hyperfine Paschen-Back (HPB) regime.
6.2.1 Absorption in the HPB regime
Figure 6.1 shows the measured absolute optical depths as a function of de-
tuning and magnetic field on the D2 line in a
87Rb vapour. The model for
the susceptibility yields the solid (grey) theoretical lines corresponding to the
evolution of the transition frequencies as a function of magnetic field.
In the zero-field regime, the solid (blue) measured absolute optical depths
are shown at a temperature of (116 ± 1)◦C (N = 1.61 × 1013 cm−3), the two
large features are the Doppler-broadened 87Rb transitions from the F = 1
and F = 2 states. The other two very small features arise from the 1% of
85Rb in the cell.
In the intermediate regime, the solid (olive) measured absolute optical depths
are shown at a temperature of (116 ± 1)◦C (N = 1.61 × 1013 cm−3) and for
a field of (0.180 ± 0.001) T, where the error bar represents the uncertainty
in the mean value and is not the deviation of values across the cell. For this
spectrum the magnetic field was achieved with the countersunk permanent
neodymium magnet described in section 4.5.1. There are many spectral
features; assigning quantum numbers to the transitions is difficult because
there is no suitable basis set: the excited terms are completely decoupled,
whereas the ground terms are only partially uncoupled.
In the HPB regime, the solid (red) measured absolute optical depths are
shown at a temperature of (116 ± 1)◦C (N = 1.61 × 1013 cm−3) and for
a field of (0.618 ± 0.002) T. The spectrum remains very rich in structure;
however, the |mJ ,mI〉 basis best describes the interaction, with the expected
16 strong transitions at this field being clearly visible. Note that as the Zee-
man shift exceeds the hyperfine interaction, the spectrum becomes symmetric
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× 3
Figure 6.1: Experimentally measured absolute optical depths for the Rb D2
line, through a vapour cell (99% 87Rb, 1% 85Rb) of length, L = 1 mm, as a
function of linear detuning, ∆/2pi, at three different magnetic field values. All three
spectra were measured at a temperature of (116 ± 1)◦C. The solid (blue) measured
spectrum was taken in the absence of magnetic field. The solid (olive) measured
spectrum was taken at a field of (0.180 ± 0.001) T in the intermediate regime.
The solid (red) measured spectrum was measured at a field of (0.618 ± 0.002) T
in the hyperfine Paschen-Back (HPB) regime. The solid (grey) theoretical lines
show the transition frequencies as a function of magnetic field. Also plotted is the
solid (yellow) theoretical transition strength of the outermost weak transitions as
a function of magnetic field. The normalisation factors (×3 and ×30) compensate
for a decrease in the transition strengths.
with respect to detuning. The other weaker transitions arise as a consequence
of the ground state still not being completely decoupled. For example, the
second-highest energy state in the ground-level manifold asymptotes to be-
ing |1/2, 1/2〉 at large field in the |mJ ,mI〉 basis. However, at 0.618 T the
composition of the state is 0.99 |1/2, 1/2〉+0.14 |−1/2, 3/2〉. The weak com-
ponent of this state couples via an allowed ∆mJ = −1, ∆mI = 0 transition
to the lowest energy level of the excited manifold |−3/2, 3/2〉. The theoreti-
cal transition strength for the outermost of the weak transitions is shown as
the solid (yellow) curve for all fields. Numerically diagonalising the atomic
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Hamiltonian matrix allows one to predict the energy levels and probabili-
ties for all the features. The 16 strong transitions (∆mJ = ± 1) are easily
obtained from the solid (grey) lines describing the transition frequencies in
figure 6.1; however, the advantage of our technique is that the detunings and
absolute linestrengths of the 12 weakly allowed transitions are also given. In
section 6.3 we discuss in detail the origin of these weak transitions.
6.2.2 Dispersion in the HPB regime
Figure 6.2 shows the measured and theoretical absolute dispersion and ab-
sorption in the HPB regime as a function of detuning on the D2 line in a
87Rb vapour. Plot (a) shows solid (red) measured and dashed (black) the-
oretical absolute transmission at a temperature of (127.4 ± 0.8)◦C (N =
3.08 × 1013 cm−3), showing the Rb absorption features in the absence of
a magnetic field. Plot (b) shows solid (blue) measured and dashed (black)
theoretical absolute transmission at a temperature of (114.8 ± 0.6)◦C (N =
1.50 × 1013 cm−3) in the presence of a magnetic field of (0.618 ± 0.003) T.
The transmission signal describing the absorptive properties of the medium,
was measured using a single photodiode after the cell1. Below the main
plot are the residuals showing excellent agreement over 60 GHz, with an
rms of 0.9 %. Plot (c) shows the solid (olive) measured and dashed (black)
theoretical absolute dispersion at a temperature of (126.0 ± 0.8)◦C (N =
2.85 × 1013 cm−3) in the presence of a magnetic field of (0.599 ± 0.003) T.
The differencing signal describing the dispersive properties of the medium,
was measured using a balanced polarimeter1. Here a half-wave plate is set
such that in the absence of rotation both channels of light are equal. Below
the main plot, residuals show good agreement over 60 GHz, with an rms of
3.3 %. In the theoretical and measured signals the additional weak features
are clearly visible, verifying the prediction (of section 6.2.1) that the ground
terms are not completely decoupled. Such a result highlights the strength
of a model for understanding the energy levels and transition probabilities
of such an ensemble. In contrast to the zero crossings associated with the
dispersive features of the off-resonant Faraday effect [39], the various features
1Note for detunings over 60 GHz, two scans were stitched together in this experiment.
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Figure 6.2: Measured and theoretical absolute dispersion and absorption spec-
tra in the hyperfine Paschen-Back (HPB) regime for the Rb D2 line, through a
87Rb vapour cell of length L = 1 mm, as a function of linear detuning, ∆/2pi.
Plot (a) shows solid (red) measured and dashed (black) theoretical transmission in
the absence of field at a temperature of (127.4 ± 0.8)◦C and a width of Γbuffer/2pi
= (23.7 ± 1.2) MHz. Plot (b) shows solid (blue) measured and dashed (black)
theoretical transmission in the presence of a field of (0.618 ± 0.003) T, at a tem-
perature of (114.8 ± 0.6)◦C and a width of Γbuffer/2pi = (47 ± 10) MHz. Below
is a plot of residuals showing the excellent agreement between theory and exper-
iment in plot (b), with an rms of 0.9 %. Plot (c) shows solid (olive) measured
and dashed (black) theoretical differencing signals in the presence of a field of
(0.599 ± 0.003) T at a temperature of (126.0 ± 0.8)◦C and a width of Γbuffer/2pi
= (63 ± 12) MHz. The bottom plot is the residuals for (c), with an rms of 3.3 %.
There was no attempt made to add in any shift due to the buffer gases.
in figure 6.2 are associated with Zeeman shift resonances and are therefore
expected to be less sensitive to temperature. Consequently this opens up the
possibility for locking far off-resonance.
For the D2 line the relative line-strengths and transitions frequencies are
calculated numerically. Next we discuss the origin for the weak transitions
using the D1 line in
87Rb, here we solve the problem analytically and show
generalised relative line-strengths for any magnetic field value.
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6.3 Origin of the weak transitions
In section 6.3 we outline the origin for the weak transitions and calculate
the relative line-strength factors and transition frequencies for the D1 line in
87Rb for a field of 0.6 T.
6.3.1 Relative line-strength factors
In the hyperfine Paschen-Back (HPB) regime the |mJ ,mI〉 basis best de-
scribes the magnetic interaction. In section 6.3 we take the example of the D1
line for 87Rb and in particular the σ− transition |1/2, 1/2〉 → |−1/2, 1/2〉. In
chapter 4 we defined the coupled basis in terms of the completely uncoupled
basis and generalised Clebsch-Gordan coefficients. Here we calculate the rel-
ative line strength factors for each transition |1/2, 1/2〉 → |−1/2, 1/2〉, which
are coupled via the CR operator. Figure 6.3 shows the relative line strengths
in (a) the hyperfine Paschen-Back (HPB) regime and (b) the zero field regime.
We start by considering the σ− transitions on |F,mF 〉 → |F ′,mF ′〉 lines. We
can see immediately from equations 4.17 → 4.24 in chapter 4 that there are
four transitions that couple the correct |mJ ,mI〉 states and these are the
|1,+1〉 → |1,+0〉; |1,+1〉 → |2,+0〉; |2,+1〉 → |1,+0〉 and |2,+1〉 → |2,+0〉
transitions. The relative line-strengths are given by
c1
2 = 〈1,+1|CR|1,+0〉2 , (6.1)
c2
2 = 〈1,+1|CR|2,+0〉2 , (6.2)
c3
2 = 〈2,+1|CR|1,+0〉2 , (6.3)
c4
2 = 〈2,+1|CR|2,+0〉2 . (6.4)
where for the 52S1/2 term
〈1,+1| =
√
3√
3 +
∣∣g+1+ ∣∣2
〈
0,+
1
2
,+
1
2
∣∣∣∣− g+1+√
3 +
∣∣g+1+ ∣∣2
〈
0,−1
2
,+
3
2
∣∣∣∣ ,
(6.5)
〈2,+1| = −
√
3√
3 +
∣∣g+1− ∣∣2
〈
0,+
1
2
,+
1
2
∣∣∣∣+ g+1−√
3 +
∣∣g+1− ∣∣2
〈
0,−1
2
,+
3
2
∣∣∣∣ ,
(6.6)
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Figure 6.3: Energy level diagrams to show the basis that best describes the
interaction in (a) the hyperfine Paschen-Back (HPB) regime and (b) the zero field
regime. For the σ− transition |1/2, 1/2〉 → |−1/2, 1/2〉 in the HPB regime, there
are four possible transitions in the zero field regime that describe this interaction.
For large fields the |2,+1〉 → |1,+0〉 transition is dominant and the other three
transitions decay to zero. Note the sum of the relative transitions in the coupled
basis equals the sum of the relative transitions in the uncoupled basis.
and for the 52P1/2 term
CR |1,+0〉 = Ne
+0
+√
4 +
∣∣e+0+ ∣∣2
∣∣∣∣−1,+12 ,+12
〉
, (6.7)
CR |2,+0〉 = − Ne
+0
−√
4 +
∣∣e+0− ∣∣2
∣∣∣∣−1,+12 ,+12
〉
. (6.8)
Applying the electric-dipole selection rules we get
c1
2 =

 √3√
3 +
∣∣g+1+ ∣∣2
Ne+0+√
4 +
∣∣e+0+ ∣∣2
〈
0,+
1
2
,+
1
2
∣∣∣∣CR
∣∣∣∣−1,+12 ,+12
〉
2
,
(6.9)
c2
2 =

− √3√
3 +
∣∣g+1+ ∣∣2
Ne+0−√
4 +
∣∣e+0− ∣∣2
〈
0,+
1
2
,+
1
2
∣∣∣∣CR
∣∣∣∣−1,+12 ,+12
〉
2
,
(6.10)
c3
2 =

 √3√
3 +
∣∣g+1− ∣∣2
Ne+0+√
4 +
∣∣e+0+ ∣∣2
〈
0,+
1
2
,+
1
2
∣∣∣∣CR
∣∣∣∣−1,+12 ,+12
〉
2
,
(6.11)
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c4
2 =

− √3√
3 +
∣∣g+1− ∣∣2
Ne+0−√
4 +
∣∣e+0− ∣∣2
〈
0,+
1
2
,+
1
2
∣∣∣∣CR
∣∣∣∣−1,+12 ,+12
〉
2
.
(6.12)
Substituting for equation 2.45 and N2 = 2/3, the generalised transition
strengths are
c1
2 =
2
∣∣e+0+ ∣∣2
12 + 4
∣∣g+1+ ∣∣2 + 3 ∣∣e+0+ ∣∣2 + ∣∣g+1+ ∣∣2 ∣∣e+0+ ∣∣2 , (6.13)
c2
2 =
2
∣∣e+0− ∣∣2
12 + 4
∣∣g+1+ ∣∣2 + 3 ∣∣e+0− ∣∣2 + ∣∣g+1+ ∣∣2 ∣∣e+0− ∣∣2 , (6.14)
c3
2 =
2
∣∣e+0+ ∣∣2
12 + 4
∣∣g+1− ∣∣2 + 3 ∣∣e+0+ ∣∣2 + ∣∣g+1− ∣∣2 ∣∣e+0+ ∣∣2 , (6.15)
c4
2 =
2
∣∣e+0− ∣∣2
12 + 4
∣∣g+1− ∣∣2 + 3 ∣∣e+0− ∣∣2 + ∣∣g+1− ∣∣2 ∣∣e+0− ∣∣2 . (6.16)
In the absence of field, g+1+ = 3, g
+1
− = −1, e+0+ = 2 and e+0− = −2, these are
calculated using the generalised coefficients defined in chapter 4, it follows
that the strengths are c1
2 = c2
2 = 1
12
and c3
2 = c4
2 = 1
4
. For 0.6 T (xg/h =
2.46 and xe/h = 6.87), the coefficients are g
+1
+ = 12.1, g
+1
− = −0.25, e+0+ =
27.6 and e+0− = −0.14, with the relative transition strengths being
c1
2 = 1.3× 10−2 , (6.17)
c2
2 = 7.0× 10−5 , (6.18)
c3
2 = 6.5× 10−1 , (6.19)
c4
2 = 3.4× 10−3 . (6.20)
For extremely high fields the fourth, second, third and first terms domi-
nate in the denominator for the c1
2, c2
2, c3
2 and c4
2 coefficients, respectively.
Therefore for high fields, the relative line strengths tend to
c1
2 =
2∣∣g+1+ ∣∣2 → 0 , (6.21)
c2
2 =
∣∣e+0− ∣∣2
2
∣∣g+1+ ∣∣2 → 0 , (6.22)
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Figure 6.4: The calculated strengths for the four relevant transitions that couple
the |1/2, 1/2〉 → |−1/2, 1/2〉 transition as a function of magnetic field. The solid
(coloured) lines correspond to the calculated strengths, c1
2, c2
2, c3
2 and c4
2 for
the |1,+1〉 → |1,+0〉; |1,+1〉 → |2,+0〉; |2,+1〉 → |1,+0〉 and |2,+1〉 → |2,+0〉
transitions, respectively. In absence of field c1
2 and c2
2 begin at 1/12, whereas
c3
2 and c4
2 begin at 1/4. For high fields the c1
2, c2
2 and c4
2 coefficients tend to
zero, and c3
2 tends to 2/3. Note for any magnetic field value the sum of all four
transitions is 2/3.
c3
2 =
2
∣∣e+0+ ∣∣2
3
∣∣e+0+ ∣∣2 →
2
3
, (6.23)
c4
2 =
∣∣e+0− ∣∣2
6
→ 0 . (6.24)
Figure 6.4 shows the relative line strengths for these four transitions as a
function of magnetic field. The solid (coloured) lines show the c1
2, c2
2, c3
2
and c4
2 coefficients for the |1,+1〉 → |1,+0〉; |1,+1〉 → |2,+0〉; |2,+1〉 →
|1,+0〉 and |2,+1〉 → |2,+0〉 transitions, respectively. For high fields the c32
coefficient dominates and the other three decay to zero. For the fields under
investigation in this work the weak transitions are a direct consequence of
these decaying coefficients still being finite.
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6.3.2 Transition frequencies
Now we have the transition strengths the next step is to calculate the frequen-
cies for each dipole-allowed transition. In section 4.3.3 the method adopted
for calculating the detunings (in MHz) is shown. For the |1,+1〉 → |1,+0〉;
|1,+1〉 → |2,+0〉; |2,+1〉 → |1,+0〉 and |2,+1〉 → |2,+0〉 transitions, the
detunings are
∆m=1→m′=0 = −3417.34× (−3.33) + 407.24× (−7.20) + 56.08 ,
= 8.5 GHz , (6.25)
∆m=1→m′=0 = −3417.34× (−3.33) + 407.24× (6.70) + 56.08 ,
= 14.2 GHz , (6.26)
∆m=1→m′=0 = −3417.34× (2.83) + 407.24× (−7.20) + 56.08 ,
= −12.6 GHz , (6.27)
∆m=1→m′=0 = −3417.34× (2.83) + 407.24× (6.70) + 56.08 ,
= −6.9 GHz . (6.28)
The |2,+1〉 → |1,+0〉 detuning value corresponds to the |1/2, 1/2〉 →
|−1/2, 1/2〉 detuning value calculated in table 4.2.
6.4 Optical isolator in the HPB regime
Optical isolators were discussed in detail in section 1.4. In section 6.4 we
compare calculated and measured rotation in the region of high transmission
and large dispersion described in section 6.2. Exploiting the magneto-optical
properties of a 87Rb vapour we realise an optical isolator in the hyperfine
Paschen-Back (HPB) regime. Concluding by defining the major character-
istics of an isolator for our system and discussing the optimised theoretical
parameters.
6.4.1 Properties of the medium
Figure 6.5 shows the absolute transmission spectra for the Rb D2 line through
(a) a natural-abundant (72% 85Rb, 28% 87Rb) cell in the absence of an ap-
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Figure 6.5: Transmission spectra of atomic vapour (a) without and (b) with
an applied field illustrating the opening of a transparency window over resonance.
Panel (a) shows the theoretical (solid blue) transmission spectra at a tempera-
ture of 60.4◦C through a natural-abundant cell, highlighting the four absorption
peaks of interest for isolation. Panel (b) shows the measured (solid green) line
transmission spectra at a magnetic field of 0.576 T and a temperature of (60.4
± 0.2)◦C through a 87Rb cell. Panel (c) shows the energy-level splittings for the
ground (52S1/2) and excited terms (5
2P3/2) of
87Rb on the D2 line. In the hyper-
fine Paschen-Back regime mJ is now a good quantum number, the transitions with
∆mJ = ±1 correspond to the 16 absorption peaks we measure in panel (b).
plied magnetic field and (b) a 87Rb cell2 in the presence of an applied mag-
netic field of 0.576 T. For this field (the hyperfine Paschen-Back regime [135])
the Zeeman shift is large compared with the hyperfine splitting of the ground
and excited terms, and mJ is the good quantum number. In (b) we observe
the 16 absorption peaks corresponding to the ∆mJ = ±1 transitions. Mag-
2Note this is the described NIST cell in section 4.5.3.
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netic fields of such magnitude force a large splitting in the transition frequen-
cies, giving a region of high transmission and large dispersion [122] where we
would normally expect absorption on the Rb D2 line: this is the basis for our
isolator. Now we have a thorough understanding of the absorption properties
of the medium, next we need to calculate the theoretical rotation angles and
compare them to experimental measurements for the peak absorption detun-
ing values described in figure 6.5(a). These values correspond to the (a) 87Rb
F = 2 → F ′ = 1, 2, 3 (∆ = −2.47 GHz), (b) 85Rb F = 3 → F ′ = 2, 3, 4
(∆ = −1.23 GHz), (c) 85Rb F = 2 → F ′ = 1, 2, 3 (∆ = 1.68 GHz) and (d)
87Rb F = 1→ F ′ = 0, 1, 2 (∆ = 4.15 GHz) transitions.
6.4.2 Theoretical and experimental rotation
Figure 6.6 shows the calculated transmission plots as a function of tempera-
ture and magnetic field for the D2 line in a
87Rb vapour cell of length 1 mm.
Plots (a), (b), (c) and (d) refer to the absorption detuning values described
in section 6.4.1. The solid (black) lines show the required magnetic field
and temperature values to give π/4 rotation. For a magnetic field value of
0.576 T we require temperatures of approximately 119◦C, 121◦C, 121◦C and
115◦C for each detuning, respectively. For this field value and corresponding
temperatures we expect a minimum transmission of ≈ 95%. In section 6.4.3
we discuss the possibility for larger transmission for a larger magnetic field
value. Now we have calculated the temperatures required to measure π/4
rotation, the next step is to measure them experimentally.
The S1 signal describes the intensity difference between the horizontal, Ix
and vertical, Iy linearly polarisations after a polarising beam splitter (PBS).
For figure 6.2 the initial polarisation before the cell is −π/4 such that in
the absence of any rotation the signal is zero. In figures 6.7 and 6.10 the
initial polarisation is horizontal, such that for a PBS set to zero, the signal
is normalised to +1 in the absence of any rotation. To realise an optical
isolator we require that a PBS after the cell and magnet be set to π/4 for
an initial horizontally polarised beam. For an induced rotation of π/4 this
arrangement provides high transmission in one direction and isolation in the
other.
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Figure 6.6: Simulated transmission plots as a function of temperature and
magnetic field for the D2 line in a
87Rb vapour cell of length 1 mm. Plots (a), (b),
(c) and (d) refer to peak absorption detuning values described in figure 6.5(a). The
solid (black) lines correspond to the magnetic field and temperature values where
the initial horizontal plane of polarisation is rotated by pi/4 (45◦). The dotted
(black) lines and solid (coloured) circles highlight the required temperatures for
pi/4 rotation at a magnetic field value of 0.576 T.
Figure 6.7 shows the measured and theoretical S1 signals for the D2 line in a
87Rb vapour cell as a function of linear detuning, ∆/2π. The solid (coloured)
and dotted (coloured) lines are the measured and theoretical S1 signals for
a magnetic field of 0.576 T, respectively. For this magnetic field we measure
π/4 rotation for temperatures of (119.0 ± 0.7)◦C, (120.7 ± 0.7)◦C, (121.2
± 0.9)◦C and (114.8 ± 0.8)◦C for plots (a), (b), (c) and (d) corresponding
to the detuning values described in figure 6.5(a), respectively. The dashed
(coloured) lines show π/4 rotation when the S1 signal crosses zero. The
excellent agreement between the theoretical rotation and experimental mea-
surements once again highlights the strength of a model for understanding
the absorption and dispersion properties of the atomic vapour. Now we have
a thorough understanding of the dispersion properties for the medium, next
we describe the signals one would expect to see for an optical isolator with
a PBS set to π/4 after the cell and magnet (see figure 4.15).
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Figure 6.7: Comparing the measured and theoretical S1 signals on the D2 line
in a 87Rb vapour cell as a function of linear detuning, ∆/2pi. The solid (coloured)
and dotted (coloured) lines are the measured and theoretical rotation signals for
a magnetic field of 0.576 T, respectively. The dotted (coloured) lines meet for pi/4
rotation at the detunings described in figure 6.5(a). Plots (a), (b), (c) and (d)
show pi/4 rotation for temperatures of (119.0 ± 0.7)◦C, (120.7 ± 0.7)◦C, (121.2 ±
0.9)◦C and (114.8 ± 0.8)◦C, respectively.
Figure 6.8 shows absolute transmission spectra for the Rb D2 line. Panel (a)
shows the theoretical (solid black) transmission through a natural-abundant
cell in the absence of field and at a temperature of 60.4◦C. Panels (b), (c)
and (d) show comparisons between experiment (solid coloured) and theory
(dashed black) for the rotation of light describing the high transmission along
+z (blue), low transmission along −z (green) and extinction values of the
isolator (red), respectively. The theoretical T+ and T− signals are calculated
using equation 5.10 in chapter 5. For an arrangement where a PBS is set to
π/4 after a vapour cell and magnet, the T+ and T− signals are given by
T+ =
I+pi
4
I0
=
1
4
(
e−α
+L + e−α
−L + 2 sin (2ϕ)e−
1
2(α++α−)L
)
, (6.29)
T− =
I−pi
4
I0
=
1
4
(
e−α
+L + e−α
−L − 2 sin (2ϕ)e− 12(α++α−)L
)
, (6.30)
All three spectra are obtained for an isotopically pure 87Rb cell with a fixed
field of 0.576 T and a temperature value of (121.5 ± 0.4)◦C, which corre-
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Figure 6.8: Forward T+ and backward T− transmission illustrating the isolator
effect as a function of detuning around resonance. Panel (a) shows the theoret-
ical (solid black) transmission through a natural-abundant cell in the absence of
field and at a fixed temperature of 60.4◦C. The four absorption peaks highlight
the required detuning values for isolation. Panels (b), (c) and (d) show compar-
isons between experiment (solid coloured) and theory (dashed black) through an
isotopically pure 87Rb cell in the presence of a fixed field of 0.576 T and a tem-
perature value of (121.5 ± 0.4)◦C, which corresponds to a region where we expect
pi/4 rotation.
sponds to a region where we expect π/4 rotation (see figure 6.6). These
spectra demonstrate the narrow-band nature of isolators based on atomic
vapours, as there is only a constant extinction over a range of 4 GHz. The
increased structure in the T+ signal, which is present in the theoretical and
measured signals, is the result of additional weak absorption features owing
to the fact that the ground terms are not completely decoupled; a detailed
study of these features has been discussed in section 6.3. In comparison with
other isolators next we discuss the characteristics for our optical isolator
based on an atomic medium.
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Figure 6.9: Theoretical extinction values at four different temperatures for the
D2 line in an isotopically pure
87Rb vapour cell as a function of linear detuning,
∆/2pi. These extinction values are calculated using equation 6.31. The solid lines
are the theoretical extinction values for a magnetic field value of 0.576 T and
temperatures of 120◦C (black), 121◦C (red), 122◦C (blue) and 123◦C (green).
6.4.3 Characteristics for our optical isolator
Important characteristics for isolators are their ability to extinguish back
scattered light, power threshold and temperature stability. The isolation of
the device described in figure 6.8(d) was defined as
E = −10 log
(
T+
T−
)
dB , (6.31)
where T+ is the transmitted light along +z and T− is the transmission along
−z. Previous examples of crystal isolators have measured extinctions of
47 dB for a single device [147] and 60 dB for a back-to-back device [141].
In figure 6.8(d) the extinction for some detuning values had poor agreement
with the theoretical predictions. The maximum predicted extinction value
was approximately 70 dB, much larger than we can measure experimentally.
In this experiment Glan-Thompson polarisers were used with measured ex-
tinction values of better than 10−4 (40 dB), therefore the only other obvious
source for the large disagreement with the predicted extinction is the cell win-
dows. It is well known that these microfabricated cells exhibit birefringence
when heated to large temperatures [148, 149]. To the best of our knowledge,
this is the first resonant atomic vapour isolator, and we achieve a 30 dB
suppression, limited by the birefringence of the windows.
Figure 6.9 shows theoretical extinction values at four different temperatures
to show the narrow-band nature of isolators based on atomic vapours. The
Chapter 6. The hyperfine Paschen-Back (HPB) regime 127
Figure 6.10: Measured S1 signals for three powers on the D2 line in an isotopi-
cally pure 87Rb vapour cell as a function of linear detuning, ∆/2pi. All three signals
correspond to a temperature of (121.2 ± 0.9)◦C and a magnetic field of 0.576 T.
For these parameters we achieve pi/4 rotation for the detuning corresponding to
the F = 2→ F ′ = 1, 2, 3 (∆ = 1.68 GHz) absorption peak in 85Rb. The solid lines
correspond to powers of 10 nW (black), 53 µW (green) and 1.6 mW (red).
solid lines are the theoretical extinction values for a magnetic field value
of 0.576 T and temperatures of 120◦C (black), 121◦C (red), 122◦C (blue)
and 123◦C (green). Owing to the strong temperature dependence of the
birefringent properties of the medium, a device utilising this effect would
require the vapour cell to be temperature stabilised, as there is a theoretical
sensitivity of ≈ 6 dB/◦C.
Figure 6.10 shows measured S1 signals for a measured temperature of (121.2
± 0.9)◦C and a magnetic field of 0.576 T. The solid lines correspond to powers
of 10 nW (black), 53 µW (green) and 1.6 mW (red). For each power, π/4
rotation is measured for the detuning corresponding to the F = 2 → F ′ =
1, 2, 3 (∆ = 1.68 GHz) transitions in 85Rb. The S1 signals are very similar
in the region of high transmission and large dispersion. However, closer to
the transition frequencies the change in power evidently alters the absorptive
properties of the medium. The excellent agreement between theory and our
model is typically achieved in the weak-probe regime. However, when the
power of the beam was increased by 6 orders of magnitude, the extinction in
figure 6.10 changed by less than 8 dB.
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Figure 6.11: Simulated transmission plot for the product of the four transmis-
sion plots described in figure 6.6. For a magnetic field value of 0.84 T a transmission
above ≈ 98% is possible for each detuning whilst measuring pi/4 rotation. The
solid (white) lines show the required magnetic field and temperature values to give
pi/4 rotation for each detuning. The upper one is the 87Rb F = 2 → F ′ = 1, 2, 3
transition and in sequence they are the 85Rb F = 3 → F ′ = 2, 3, 4, 85Rb
F = 2→ F ′ = 1, 2, 3 and 87Rb F = 1→ F ′ = 0, 1, 2 transitions.
6.4.4 Ideal parameters
Figure 6.11 shows the simulated products of the four transmission plots de-
scribed in figure 6.6 for the D2 line in an isotopically pure
87Rb vapour cell.
The product of the four transmission plots shows that a larger transmission
value could be achieved for an optical isolator with a larger magnetic field.
For a magnetic field value of 0.84 T one would achieve a transmission above
≈ 98% whilst maintaining the π/4 rotation for isolation. The solid (white)
lines show the required magnetic field and temperature values to give π/4
rotation for each described detuning value. Note in this regime the tempera-
tures required to give the required rotation are closer. In chapter 4 we wrote
the analytic solution for the axial field of a uniformly magnetised annular
magnet. In appendix F we show that a magnetic field value of 0.84 T can be
achieved with a magnet that has similar dimensions to the one used in this
investigation however with an inner diameter of d = 4.00 mm instead.
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6.5 Discussion
In summary, we have tested our model for the electric susceptibility of Rb
vapour for magnetic fields up to and including 0.6 T, which corresponds to
the HPB regime on the D2 line. We have demonstrated excellent agreement
between the theoretical predictions and the experimental measurements of
the absolute absorption and dispersion properties of the medium. Our study
extends the range of magnetic fields for which the theoretical model has been
tested by an order of magnitude compared to chapter 5. Understanding the
optical properties of atomic vapours in the HPB regime will find utility in
many applications, such as measuring magnetic fields with submicron spatial
resolution [135], and constructing tunable atomic frequency references [135].
We have also demonstrated the principle of an optical isolator for the Rb
D2 line by exploiting the magneto-optical properties of an isotopically pure
87Rb vapour in the hyperfine Paschen-Back regime and shown π/4 rotation
for linearly polarised light in the vicinity of the D2 line, realising an optical
isolator with an isolation of 30 dB.
In the second part of the thesis, we concern ourselves with an atomic medium
subject to strong excitation. We have already shown in chapter 3 that in a
high density medium of Rb dipole-dipole interactions are significant for low
lying n states [22]. In chapter 7 we show cooperative effects give rise to a
threshold for non-linear effects such as frequency up-conversion.
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Chapter 7
Cooperative enhancement of
energy transfer in a
high-density thermal vapour
This chapter closely relates to the following publication
L. Weller, R. J. Bettles, C. Vaillant, M. A. Zentile, R. M. Potvliege,
C. S. Adams and I. G. Hughes, Cooperative enhancement of energy trans-
fer in a high-density thermal vapour, in preparation,
We present a study of energy transfer in a thermal vapour as a function of
atomic density. We use confocal microscopy and input light resonant with
either the D1 or D2 lines of Rb to measure fluorescence over the visible and
near infra red regions. Low-density transfer arises due to the energy-pooling
effect: collisions between two identical optically excited atoms in their first
excited terms. At high densities we observe a dramatic enhancement of the
population of high-lying excited states which cannot be accounted for by en-
ergy pooling. A threshold value of cooperativity of
√
2 and 2 for D2 and D1
excitation, respectively is evident, and is hypothesised to be the result of co-
operative effects due to enhanced interactions. Analysis of the fluorescence of
the 62P1/2,3/2 → 52S1/2 transitions as a function of the number density shows
a single-atom response in the cooperatively-enhanced regime.
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7.1 Introduction
In part I we developed a theoretical model that allowed us to compare exper-
imental measurements for the absolute absorption and dispersion properties
of the Rb D lines in the weak-probe regime through a dense thermal vapour
in the absence and presence of an applied magnetic field. In chapter 3 we
showed that in dense vapours modifications to the homogeneous linewidth
(self-broadening) in the D lines arises due to resonant dipole-dipole inter-
actions between identical atoms. In part II (chapter 7) we show that field
enhancement due to resonant dipole-dipole interactions in a dense atomic
vapour gives rise to a threshold for non-linear effects such as frequency up-
conversion. This threshold corresponds to the condition where there is more
than one atom per reduced wavelength cubed, i.e., C = 2πNk−3 > 1, where
N is the atomic number density and λ = 2π/k is the optical wavelength. Note
this is the same cooperativity parameter that was derived in section 3.3.2.
The field enhancement can be interpreted in terms of radiation trapping and
in many respects is analogous to the enhancement produced by optical cav-
ities. Above threshold one observes enhanced emission from higher excited
states. Populating these states from collisions of 5P atoms is kinematically
disallowed.
7.2 Experimental methods
In section 7.2 we outline both procedures for investigating cooperative en-
hancement of energy transfer in a high-density vapour. We begin by describ-
ing confocal microscopy, before discussing the technique of side-imaging.
7.2.1 Method
Figure 7.1 shows a schematic of the experimental apparatus required to ob-
serve cooperative enhancement of energy transfer. Light resonant with either
the D1 (5
2S1/2 → 52P1/2) or D2 (52S1/2 → 52P3/2) lines was sent through a
2 mm thermal vapour cell containing Rb atoms in their natural abundance
(72% 85Rb, 28% 87Rb). The vapour cell is contained in an oven with the same
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Figure 7.1: Schematic of the confocal microscopy and side-imaging experiments.
A polarising beam splitter (PBS) provides linear light resonant with either the D1
or D2 lines, which is sent through a 2 mm thermal vapour cell containing Rb atoms
in their natural abundance. For confocal microscopy, atoms illuminated in the focal
plane of a lens (L) are imaged onto a broadband multi-mode fiber connected to a
spectrometer. For side-imaging, a single bandpass filter (BF) is used to select the
blue fluorescence from the cell, which is then incident on a calibrated photodiode
(PD). A weak-probe beam sent through the cell was used to measure the atomic
density as a function of the oven temperature. The inset shows a photograph of
the visible fluorescence seen with infra-red input.
design as in section 3.4.2. Here we note that the cell heater has two extra
holes which are used in this investigation. A side hole (see figure 3.4) which
will be used for the side-imaging experiments and an additional front hole (see
figure 7.1) which will be used for weak probe measurements. Using absolute
absorption spectroscopy [92], the atomic density of the heated vapour can be
measured as a function of the oven temperature. Varying the oven tempera-
ture between 20◦C and 250◦C allows us to investigate the fluorescence counts
as a function of the cooperativity parameter. In a natural-abundant room-
temperature reference cell hyperfine/saturated absorption spectroscopy was
used to calibrate the detuning, ∆, of the resonant light: this technique is
discussed in detail in appendix C. We then carry out two experiments: con-
focal microscopy [150] is first used to investigate the fluorescence lines over
the visible and near infra-red regions and side-imaging is used to measure
the spectral dependence of the 62P1/2,3/2 → 52S1/2 transitions.
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7.2.2 Confocal microscopy
For confocal microscopy the frequencies were centered on the F = 3→ F ′ = 3
transitions of 85Rb for the D1 (∆ = −1.14 GHz) and D2 (∆ = −1.31 GHz)
lines. Beam widths of 1/e2 radius 5.94 ± 0.10 µm and 6.64 ± 0.16 µm,
with beam powers of 60 mW and 80 mW, gave maximum beam intensities
of 3.75 × 107 mW cm−2 and 4.00 × 107 mW cm−2 for the D1 and D2
lines, respectively. We use confocal microscopy to ensure the collection of
fluorescence from a well-defined region. The backward fluorescence was then
imaged onto a broadband multi-mode fiber connected to a USB4000-VIS-NIR
Ocean Optics spectrometer. The spectrometer has a bandwidth of ∼ 700 nm
(348 - 1036 nm) over the visible and near infra-red regions, with a FWHM
spectral resolution of ∼ 1.5 nm.
7.2.3 Side-imaging
For side-imaging experiments, light with wavelength of 780 nm was scanned
in the vicinity of the D2 line. The cell heater described in section 3.4.2 has
a side hole which can be used to image the illuminated atoms along the
length of the cell. A lens was used to collimate the fluorescence onto a cal-
ibrated photodiode (Hamamatsu GaP diode 2.3 mm × 2.3 mm) that has
large gain over the visible regions. To filter out all other colours except for
the blue 420.30 nm (62P3/2 → 52S1/2) and 421.67 nm (62P1/2 → 52S1/2) lines
we also add a single bandpass filter (Semrock Brightline single-band 4501-
425/30-25) before the photodiode. Here the temperatures and corresponding
number densities are recorded slightly differently. For a given voltage on a
thermocouple held close to the cell reservoir we can extract a temperature
from a calibrated curve using absolute-absorption spectroscopy. The advan-
tage of this is that we could take multiple measurements without the need
of carrying out many theoretical fits to weak-probe measurements. We use
side-imaging as we found it was the best way to separate single transitions
i.e. the blue lines.
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7.3 Energy levels and fluorescence spectra
Figure 7.2 shows the energy levels and fluorescence spectra for the measured
dipole-dipole induced energy transfer for two Rb atoms. Figure 7.2(a) shows
the partial term diagram for a single Rb atom showing the (black) energy
levels (THz) for the total orbital angular momentum states S, P, D and
F (L = 0, 1, 2 and 3) as a function of n. The quasi-two-photon (dashed
purple) resonances of 780.24 nm and 794.98 nm highlight the close proximity
of the 52DJ (J = 3/2, 5/2) energy levels. Figure 7.3 also shows the potential
energy curves of these resonances due to dipole-dipole interactions for atoms
at close separation. The (solid purple) line at 1010.03 THz (in figure 7.2)
is the ionisation energy level for a single Rb atom. The (solid coloured)
lines labeled a − u show the allowed transitions, these can also be found in
table 7.1. Note that b (42DJ (J = 3/2, 5/2) → 52S1/2) is a weakly allowed
quadrupole transition [151] largely due to second-order decays.
Figure 7.2(b) shows the normalised measured fluorescence counts as a func-
tion of wavelength and frequency for the resonant D2 excitation of
85Rb. This
spectrum was measured for a number density of 9 × 1014 cm−3, with a cor-
responding temperature of 200◦C. The (solid white) measured fluorescence
lines correspond to the labelled transitions in figure 7.2(a). The counts were
normalised to the maximum saturated fluorescence of the 780.24 nm line. All
of the 21 lines are visible with an exposure time of 500 ms on the spectrome-
ter. In order to see all of the lines the large amount of resonant fluorescence
on the spectrometer bleaches across several wavelengths. Similar spectra are
measured for resonant D1 light.
Table 7.1 shows the measured and calculated fluorescence in a thermal Rb
vapour. Each transition (or group of transitions when the lines are indistin-
guishable) are assigned a label a− u, which are associated with the lines in
figure 7.2. These energy levels were calculated from [152]. Transfer to the
52DJ (J = 3/2, 5/2) states due to energy-pooling processes was expected [76].
However to the best of our knowledge no previous work has seen the other
forest of visible lines.
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(a) (b)
Figure 7.2: Energy levels and fluorescence spectrum for Rb. (a) shows the partial term diagram for a Rb atom. The (dashed purple)
quasi-two-photon resonances are for the 780.24 nm and 794.98 nm lines. (b) shows the (solid white) normalised measured counts as a
function of wavelength and frequency for the resonant D2 line of
85Rb. This spectrum was measured for a number density of 9 × 1014 cm−3,
with a corresponding temperature of 200◦C. The (solid coloured) lines labeled a−u are the measured and allowed fluorescence transitions.
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Label Wavelength (nm) E/h (THz) Transition Label Wavelength (nm) E/h (THz) Transition
a
{ 420.30 713.29 62P3/2 → 52S1/2
l
{ 630.00 475.85 62D5/2 → 52P3/2
421.67 710.96 62P1/2 → 52S1/2 630.09 475.79 62D3/2 → 52P3/2
b
{ 516.65 580.27 42D3/2 → 52S1/2 m 728.20 411.69 72S1/2 → 52P1/2
516.66 580.25 42D5/2 → 52S1/2 n 741.02 404.57 72S1/2 → 52P3/2
c
{ 526.15 569.79 92D5/2 → 52P3/2 o 762.10 393.38 52D3/2 → 52P1/2
526.17 569.77 92D3/2 → 52P3/2
p
{ 775.97 386.34 52D5/2 → 52P3/2
d 536.41 558.89 82D3/2 → 52P1/2 776.16 386.25 52D3/2 → 52P3/2
e
{ 543.30 551.80 82D5/2 → 52P3/2 q 780.24 384.23 52P3/2 → 52S1/2
543.33 551.77 82D3/2 → 52P3/2 r 794.98 377.11 52P1/2 → 52S1/2
f 558.03 537.23 92S1/2 → 52P1/2
s
{ 827.37 362.34 72F5/2 → 42D5/2
g
{ 564.93 530.67 72D3/2 → 52P1/2 827.37 362.34 72F7/2 → 42D5/2
565.53 530.11 92S1/2 → 52P3/2 827.40 362.33 72F5/2 → 42D3/2
h
{ 572.57 523.59 72D5/2 → 52P3/2
t
{ 887.09 337.95 62F5/2 → 42D5/2
572.62 523.55 72D3/2 → 52P3/2 887.09 337.95 62F7/2 → 42D5/2
i 607.24 493.70 82S1/2 → 52P1/2 887.13 337.94 62F5/2 → 42D3/2
j 616.13 486.57 82S1/2 → 52P3/2
u
{ 1007.80 297.47 52F5/2 → 42D5/2
k 620.80 482.91 62D3/2 → 52P1/2 1007.80 297.47 52F7/2 → 42D5/2
1007.85 297.46 52F5/2 → 42D3/2
Table 7.1: Wavelengths and frequencies of the measured and calculated fluorescence as a consequence of the energy transfer in a
thermal Rb vapour. Each transition or group of transitions are assigned a label associated with the lines in figure 7.2.
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7.4 Theoretical considerations
In section 7.4 we summarise the calculations used to help explain the experi-
mental observations. Note these calculations were carried out by Christophe
Vaillant, Robert J Bettles and Mark A Zentile and are only included in the
thesis for completeness. We start by plotting the potential energy curves
around the 52PJ + 5
2PJ ′ states. We then discuss the emission for highly-
excited states from a kinetic-theory perspective. Finally we discuss the en-
hancement in the electric field between two atoms in the cooperative regime.
7.4.1 Potential-energy curves
The potential-energy curve calculations were done by Christophe Vaillant1.
In summary, the theoretical model depends on the calculation of the dipole-
dipole interactions using an effective Hamiltonian method. The pair state
energies are given by the sum of the energies of the individual atomic states
at infinite separation. The dipole-dipole interaction terms are proportional
to the radial dipole matrix elements, internuclear distance, state-dependent
angular factors [153] and damping functions [154]. Figure 7.3 shows the po-
tential energy (in THz) curves of Rb around the 52PJ + 5
2PJ ′ curves at close
separation. In any given moment in a gas, the constituent particles will have
varying distances between themselves and their nearest neighbor. Assuming
the particles are placed randomly and are non-interacting, we get the follow-
ing probability distribution for the distance, R, to the nearest neighbor [155],
P (R) = 4πNR2 exp
[
−4πN
3
R3
]
. (7.1)
The mean of this distribution is at Γ
(
4
3
) (
3
4piN
)1/3 ≈ 5
9
N−1/3 [155, 156]. At
C = 1 the atoms within the vapour are separated by a distance of λ/2π
(see table 3.1) and the resonant dipole-dipole interactions are of the order
of MHz. As the form of the dipole-dipole interaction is R−3, shifts on the
order of THz can be measured for two orders of magnitude decrease in the
separation i.e. (λ/2π)/100.
1A PhD student in our research group.
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Figure 7.3: Potential energy curves for Rb around 52PJ + 52PJ ′ resonances at
close separation. The solid (grey) box shows the average kinetic energy available
for two Rb atoms at 200◦C. The inset shows the two regimes of interest for state
energy transfer. In the low density regime (orange) energy pooling between two
identical atoms in their first excited states is the main process. In the high density
regime (green) cooperative transfer for atoms in superpositions of the ground and
excited states is the dominant mechanism.
7.4.2 Kinetic theory
The kinetic theory calculations were done by Mark A Zentile2. In an ideal gas,
the probability density for a single particle to have a (non-relativistic) speed,
is given by the well known Maxwell-Boltzmann speed distribution [157].
However, for two particle collisions the distribution of relative speeds v is
a more useful quantity. We can reduce this two-body problem to an effective
2A PhD student in our research group.
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one-body problem by simply replacing the mass m of the individual parti-
cles with the reduced mass µ = m/2 [158]. So from the Maxwell-Boltzmann
distribution we find
fv(v) = 4π
(
m
4πkBT
) 3
2
v2 exp
[
− mv
2
4kBT
]
, (7.2)
where kB is the Boltzmann constant and T is the thermodynamic temper-
ature. The mean of this distribution is described by equation 3.8. When
considering whether certain inelastic collisions or reactions are allowed by
energy conservation, we want to compare the total energy before and after.
This is most convenient in the centre of mass (CM) frame since in this frame
the momentum sums to zero so no energy is required to be carried away by
kinetic energy after the process. Since the centre of mass lies equidistant be-
tween the two particles of equal mass, we can immediately see that the speed
of two colliding particles of equal mass should be u′1 = u
′
2 = v/2, where u
′
1
and u′2 are the CM frame speeds of particle 1 and 2, respectively. From this
we can derive an expression for the total kinetic energy, E, in the centre of
mass frame,
E =
1
2
mu′21 +
1
2
mu′22 ,
= m
(v
2
)2
. (7.3)
We now make use of the following result from probability theory [159]
fy(y) = fx(x)
∣∣∣∣dxdy
∣∣∣∣ , (7.4)
where y is some function of the random variable x and fy & fx are the
probability distributions of y & x, respectively. This, along with equation 7.2,
allows us to arrive at the result
fE(v) =
8π
m
(
m
4πkBT
) 3
2
v exp
[
− mv
2
4kBT
]
,
fE(E) = 2
√
E
π
(
1
kBT
) 3
2
exp
[
− E
kBT
]
. (7.5)
Integrating equation 7.5 with limits of E equal to the threshold energy ∆E
and infinity, will give the fraction of all collisions ∆F that have at least ∆E
kinetic energy in the CM frame,
∆F = erfc
(√
∆E
kBT
)
+ 2
√
∆E
πkBT
exp
[−∆E
kBT
]
, (7.6)
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Figure 7.4: Two particle kinetic energy distribution, fE(E), and fraction of
collisions, ∆F, with the threshold energy as a function of the energy in terms of
THz and kBT (at 200
◦C). For large energy defects ∆E/h = 185.56 THz (52P3/2
+ 52P3/2 + ∆E2 → 92D5/2 + 52S1/2) one would expect eight orders of magnitude
fewer particles with enough energy for state transfer. However only two orders of
magnitude decrease in the amount of fluorescence is measured compared to the
energy transfer to 52D3/2 state.
where erfc denotes the complimentary error function [159]. Figure 7.4 shows
the two particle kinetic energy distribution and the fraction of collisions as
a function of threshold energy in terms of THz and kBT (at 200
◦C). The
solid (black) crosses are the theoretical fraction of collisions calculated using
equation 7.6 and the energy defects ∆E from table 7.3. The solid (coloured)
squares are measured fluorescence taken from figure 7.2 where the 52D3/2
state has been normalised to one. In the inset the solid (blue) line shows the
two particle energy distribution calculated using equation 7.5 at 200◦C. In
tables 7.2 and 7.3 we list pair interactions for two excited Rb atoms, high-
lighting the energy required in terms of THz and kBT (at 200
◦C = 9.86 THz)
to reach the high-lying n states. The fraction of collisions with enough energy,
∆F, are also shown.
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∆E1
∆F (at 200◦C) States
∆E/h (THz) ∆E/kBT (at 200
◦C)
-754.21 -76.50 1.00 52S1/2 + 5
2S1/2
-377.10 -38.25 1.00 52P1/2 + 5
2S1/2
-369.98 -37.53 1.00 52P3/2 + 5
2S1/2
-173.96 -17.65 1.00 42D5/2 + 5
2S1/2
-173.94 -17.64 1.00 42D3/2 + 5
2S1/2
-150.65 -15.28 1.00 62S1/2 + 5
2S1/2
-43.25 -4.39 1.00 62P1/2 + 5
2S1/2
-40.93 -4.15 1.00 62P3/2 + 5
2S1/2
0.00 0.00 1.00 52P1/2 + 5
2P1/2
7.12 0.72 0.70 52P3/2 + 5
2P1/2
14.25 1.44 0.41 52P3/2 + 5
2P3/2
16.27 1.65 0.35 52D3/2 + 5
2S1/2
16.36 1.66 0.35 52D5/2 + 5
2S1/2
34.59 3.51 0.07 72S1/2 + 5
2S1/2
49.00 4.97 0.02 42F7/2 + 5
2S1/2
49.00 4.97 0.02 42F5/2 + 5
2S1/2
105.81 10.73 8.43× 10−5 62D3/2 + 52S1/2
105.88 10.74 8.37× 10−5 62D5/2 + 52S1/2
116.52 11.82 2.97× 10−5 82S1/2 + 52S1/2
123.51 12.53 1.50× 10−5 52F7/2 + 52S1/2
123.52 12.53 1.50× 10−5 52F5/2 + 52S1/2
153.56 15.58 7.90× 10−7 72D3/2 + 52S1/2
153.61 15.58 7.86× 10−7 72D5/2 + 52S1/2
160.13 16.24 4.14× 10−7 92S1/2 + 52S1/2
163.99 16.63 2.83× 10−7 62F7/2 + 52S1/2
163.99 16.63 2.83× 10−7 62F5/2 + 52S1/2
181.78 18.44 4.89× 10−8 82D3/2 + 52S1/2
181.81 18.44 4.87× 10−8 82D5/2 + 52S1/2
188.39 19.11 2.54× 10−8 72F7/2 + 52S1/2
188.39 19.11 2.54× 10−8 72F5/2 + 52S1/2
199.78 20.26 8.23× 10−9 92D3/2 + 52S1/2
199.81 20.27 8.21× 10−9 92D5/2 + 52S1/2
Table 7.2: Pair interactions for two excited Rb atoms (52P1/2 + 5
2P1/2 + ∆E1
→ States), highlighting the energy required in terms of THz and kBT (at 200◦C =
9.86 THz) to reach the high-lying n states. The fraction of collisions with enough
energy, ∆F, is also shown.
Chapter 7. Cooperative enhancement of energy transfer 143
∆E2
∆F (at 200◦C) States
∆E/h (THz) ∆E/kBT (at 200
◦C)
-768.46 -77.95 1.00 52S1/2 + 5
2S1/2
-391.35 -39.70 1.00 52P1/2 + 5
2S1/2
-384.23 -38.97 1.00 52P3/2 + 5
2S1/2
-188.21 -19.09 1.00 42D5/2 + 5
2S1/2
-188.19 -19.09 1.00 42D3/2 + 5
2S1/2
-164.90 -16.73 1.00 62S1/2 + 5
2S1/2
-57.50 -5.83 1.00 62P1/2 + 5
2S1/2
-55.18 -5.60 1.00 62P3/2 + 5
2S1/2
-14.25 -1.44 1.00 52P1/2 + 5
2P1/2
-7.12 -0.72 1.00 52P3/2 + 5
2P1/2
0.00 0.00 1.00 52P3/2 + 5
2P3/2
2.02 0.20 0.94 52D3/2 + 5
2S1/2
2.11 0.21 0.93 52D5/2 + 5
2S1/2
20.34 2.06 0.25 72S1/2 + 5
2S1/2
34.75 3.52 0.07 42F7/2 + 5
2S1/2
34.75 3.52 0.07 42F5/2 + 5
2S1/2
91.56 9.29 3.35× 10−4 62D3/2 + 52S1/2
91.63 9.29 3.33× 10−4 62D5/2 + 52S1/2
102.27 10.37 1.19× 10−4 82S1/2 + 52S1/2
109.26 11.08 6.03× 10−5 52F7/2 + 52S1/2
109.27 11.08 6.02× 10−5 52F5/2 + 52S1/2
139.31 14.13 3.20× 10−6 72D3/2 + 52S1/2
139.36 14.14 3.19× 10−6 72D5/2 + 52S1/2
145.88 14.80 1.68× 10−6 92S1/2 + 52S1/2
149.74 15.19 1.15× 10−6 62F7/2 + 52S1/2
149.74 15.19 1.15× 10−6 62F5/2 + 52S1/2
167.53 16.99 1.99× 10−7 82D3/2 + 52S1/2
167.56 17.00 1.99× 10−7 82D5/2 + 52S1/2
174.14 17.66 1.04× 10−7 72F7/2 + 52S1/2
174.14 17.66 1.04× 10−7 72F5/2 + 52S1/2
185.53 18.82 3.37× 10−8 92D3/2 + 52S1/2
185.56 18.82 3.36× 10−8 92D5/2 + 52S1/2
Table 7.3: Pair interactions for two excited Rb atoms (52P3/2 + 5
2P3/2 + ∆E2
→ States), highlighting the energy required in terms of THz and kBT (at 200◦C =
9.86 THz) to reach the high-lying n states. The fraction of collisions with enough
energy, ∆F, is also shown.
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Figure 7.5: Enhancement in the electric field midway between two atoms as a
function of the cooperativity parameter and their separation. The total electric
field, Etot, is calculated by summing the driving field, Ei, and the fields produced
by each of the atomic dipoles. The two atoms resemble an optical cavity, pro-
ducing enhancements in the electric field of over two orders of magnitude for a
cooperativity larger than
√
2 (dotted vertical red line).
7.4.3 Enhancement in the electric field
The electric field calculations were done by Robert J Bettles3. In summary,
the model is a semi-classical model that includes an oscillating classical elec-
tric field that drives dipole transitions in a pair of two-level atoms separated
in the direction of propagation of the driving field. A matrix is generated
which couples each atom to the driving field as well as to the field produced
by the other atom. This matrix is then diagonalised and we extract each of
the dipole moments. The total electric field, Etot, midway between these two
atoms is calculated by summing the driving field, Ei, and the fields produced
by each of the atomic dipoles. Figure 7.5 shows the total electric field as a
function of cooperativity and separation. For cooperativities larger than
√
2
we see a dramatic increase in the total electric field.
3A PhD student in our research group.
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7.5 Dependencies with number density
In section 7.5 we show dependencies with number density for the confocal
microscopy and side-imaging experiments discussed in section 7.2.
7.5.1 Confocal microscopy results
Figure 7.6 shows the normalised measured fluorescence counts as a function
of the cooperativity parameter and temperature for the resonant D2 (crosses)
excitation of 85Rb. For each measured value of the cooperativity parameter
an uncertainty in the number density is extracted from a least-squares fit
using absolute absorption spectroscopy [22]. The uncertainty in the fluores-
cence measurements is given by the square root of the number of counts.
Figure 7.6(a), (b), (c) and (d) show the (red) normalised measured fluores-
cence for the 780.24 nm (52P3/2 → 52S1/2), 794.98 nm (52P1/2 → 52S1/2),
762.10 nm (52D3/2 → 52P1/2) and 776.16/775.97 nm (52D3/2,5/2 → 52P3/2)
transitions, respectively.
For C ≤ √2 the increase in the amount of fluorescence is a result of state
transfer due to energy-pooling processes. For two excited Rb atoms with
thermal energy 9.86 THz (at 200◦C) the energy defects of 2.02 THz and
2.11 THz for the 52D3/2 and 5
2D5/2 states are easily compensated. There-
fore population transfer to these states is always expected for a thermal Rb
vapour. When C ≥ √2 the dependencies on the amount of fluorescence
for each line is rather different. For figures 7.6(a) and (d) the amount of
the 780.24 nm and 776.16/775.97 nm fluorescence decreases, this can be at-
tributed to the fact that the amount of population transferred to the higher
states is greatly increased (see figure 7.7) removing population from these
states. For figures 7.6(b) and (c) the amount of the 794.98 nm and 762.10 nm
fluorescence increases, this can be attributed to the fact that the amount of
population transferred to the higher states provides an increase amount of
second-order decays via these states.
Figure 7.7 shows the normalised measured fluorescence counts as a function
of the cooperativity parameter and temperature for the resonant D1 (circles)
and D2 (crosses) excitations of
85Rb. Since the cooperativity parameter scales
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Figure 7.6: Fluorescence transitions as a function of the cooperativity parameter
and temperature for the resonant D2 (crosses) excitation. (a), (b), (c) and (d)
show the (red) normalised measured fluorescence for the 780.24 nm, 794.98 nm,
762.10 nm and 776.16/775.97 nm transitions, respectively. For C ≤ √2 the
energy-pooling process is the dominant mechanism for state transfer. For C ≥ √2
transfer of population to higher states and second-order decays from these higher
states results in a change in the amount of measured fluorescence.
with wavevector here we chose the temperature axis to be calculated for the
D1 wavevector. The uncertainty in the number density which defines the
cooperativity parameter is calculated as in figure 7.6. Figures 7.7(a), (b)
and (c) show the normalised measured fluorescence for the 421.67 nm (blue)
(62P1/2 → 52S1/2), 630.09 nm (orange) (62D3/2 → 52P3/2) and 728.20 nm
(red) (72S1/2 → 52P1/2) transitions, respectively.
In figure 7.7(a) the 62P1/2 state can be populated via several state trans-
fers. For C ≤ 2 the rapid rise in the amount of 421.67 nm fluorescence
is a result of energy-pooling processes. For a negative energy defect, two
excited (52PJ (J = 1/2, 3/2)) atoms can produce a 5
2S1/2 atom and a 6
2P1/2
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Figure 7.7: Fluorescence transitions as a function of the cooperativity param-
eter and temperature for the resonant D1 (circles) and D2 (crosses) excitation.
(a), (b) and (c) show the normalised measured fluorescence for the 421.67 nm
(blue), 630.09 nm (orange) and 728.20 nm (red) transitions, respectively. For (a)
the state can be accessed via the energy-pooling process with a negative energy
defect, therefore this is the dominant mechanism for state transfer. A monotonic
increase in fluorescence as a function of density is observed until the cooperative-
enhancement mechanism becomes active for other lines thus reducing the number
of excited 62P1/2 atoms. For larger temperatures the medium becomes optically
thick for the blue light and radiation trapping occurs. For (b) and (c) the pop-
ulation of the excited state via energy pooling is kinematically forbidden as the
energy defect is many times larger than the collisional energy. Very little signal
is seen from these two lines until a dramatic turn on occurs for a cooperativity of√
2 and 2 for D2 and D1 excitations, respectively.
atom. In addition we have already shown (see figure 7.6) that there is always
enough thermal kinetic energy to compensate the defect to the 52D3/2,5/2
states. When C ≥ 2 the amount of 421.67 nm fluorescence saturates as a
consequence of an increased population to the higher n states. These highly-
populated states preferably cascade down via the 52P1/2/5
2P3/2 states. For
C ≫ 2 self-absorption [78] on the 421.67 nm transition becomes dominant
and a decrease in the number of counts is observed.
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In figures 7.7(b) and (c) within the sensitivity of the apparatus no fluores-
cence is measured for C ≪ √2 and 2 for the D2 and D1 excitations, re-
spectively. As C increases, as long as the energy defect can be compensated,
the number of atoms with enough thermal energy to state transfer increases
exponentially. However in contrast to the 62P1/2 state the energy defect for
72S1/2 and 6
2D3/2 states is far too big for energy-pooling processes to be
responsible for transfer. Transfer to these higher lying n states is hypoth-
esised to be the result of cooperative effects due to resonant dipole-dipole
interactions. Further evidence for the role of cooperative enhancement is
obtained from a comparison of the D1 and D2 excitation. The magnitude of
these interactions are well-known to be
√
2 larger for the D2 line [118]. Using
equations 3.29 and 3.30 we see that
C1 = 2πNk−31 =
Γself
Γ1
, (7.7)
C2 = 2πNk−32 =
Γself√
2Γ2
. (7.8)
In figures 7.7(b) and (c) we see that an enhancement in the fluorescence
is observed when C =
√
2 and C = 2, where resonant dipole-dipole
interactions become important for the D2 and D1 line, respectively.
7.5.2 Side-imaging results
Figure 7.8 shows the spectral dependence of the measured fluorescence for
the 62P1/2,3/2 → 52S1/2 transition as a function of the number density and
temperature for input light resonant with the D2 line. For small tempera-
tures and number densities the collective thermal energy of two excited Rb
atoms is far too small for state transfer to occur. The solid (grey) lines in fig-
ure 7.8(a) show the solid (black) measured fluorescence in figures 7.8(b), (c)
and (d) for temperatures and corresponding number densities of 163.6◦C
(N = 1.94 × 1014 cm−3), 164.5◦C (N = 2.02 × 1014 cm−3) and 166.4◦C
(N = 2.22 × 1014 cm−3), respectively. The theoretical optical depth curves
in figures 7.8(b), (c) and (d) are calculated using the absorption coefficient
from the model in part I of the thesis and a length scale of 15 µm. This
length scale was extract from a fit to figure 7.8(b) and is fixed for the other
two data sets.
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Figure 7.8: (a) Spectral dependence of the 62P1/2,3/2 → 52S1/2 transitions as
a function of the number density and temperature for input light resonant with
the D2 line. The dashed (blue) and (green) lines correspond to the maximum
fluorescence for the F = 3 → F ′ = 2, 3, 4 (∆ = −1.23 GHz) and F = 2 → F ′ =
1, 2, 3 (∆ = 1.68 GHz) transitions of 85Rb, respectively. The dashed (red) and
(black) lines correspond to the maximum fluorescence for the F = 2→ F ′ = 1, 2, 3
(∆ = −2.47 GHz) and F = 1 → F ′ = 0, 1, 2 (∆ = 4.15 GHz) transitions of 87Rb,
respectively. Plots (b), (c) and (d) show the normalised measured fluorescence
for temperatures and corresponding number densities of 163.63◦C, 164.50◦C and
166.35◦C, respectively. A normalisation factor 2.7 is used in plot (b). The solid
(grey) line in plots (b) and (c) has been calculated for a Doppler width of 2kv.
The solid (coloured) lines in plots (c) and (d) have been calculated for Doppler
widths of kv.
We have already shown that atoms transfer their states if the energy defects
can be compensated by the total thermal energy of two excited atoms. The
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solid (grey) line in figure 7.8(b) has a Doppler width of 2kv. Comparison
between experiment and theory conclude that the mechanism for transfer
must involve two excited atoms as the Gaussian width is twice as wide as for
a single absorption profile. The solid (blue) line in figure 7.8(c) has a Doppler
width of kv. For this number density resonant dipole-dipole interactions
are dominant and enhanced state transfer is observed. Comparison between
experiment and theory shows a clear narrowing of the spectral dependence for
this regime and hints towards a single atom mechanism being responsible for
the enhancement. We see no evidence for the medium having become a hot
plasma [160], nor for other possible population transfer mechanisms such as
multi-photon ionisation or dimer formation [83]. Figure 7.8(d) demonstrates
that different spectral lines are enhanced at different temperatures; note
that the peak at a detuning of 4.15 GHz has yet to be enhanced. The
reason for this is that the cooperativity parameter has a dependence on the
degeneracy of the ground state and the amount of each isotope has to be
taken into account. Also note that for higher temperatures and number
densities radiation trapping is clearly visible on resonance.
7.6 Discussion
In summary, we have extended the previous experimental and theoretical
studies of state transfer due to energy-pooling processes in alkali-metal sys-
tems. Low-density transfer arises due to the well-known energy-pooling effect
between two identical atoms, in their first excited states. We provide evi-
dence for the enhancement of energy transfer and attribute this to resonant
dipole-dipole interactions in the cooperative regime. The 2 and
√
2 for the
D1 and D2 excitation corroborates this mechanism. Blue fluorescence hints
at single-atom emission; certainly not a hot plasma. Cooperative effects
in alkali-metal atoms allows a deeper understanding of complex systems in
the real world. These observations open interesting prospects for exploiting
dipole-dipole enhanced fields in non-linear optics and quantum optics.
Chapter 8
Conclusions and Outlook
8.1 Conclusion
Here we provide a brief summary of the work investigated in this thesis.
Our main concern in part I of the thesis was the demonstration of excellent
agreement between a theoretical model and experimental measurements of
the absorptive and dispersive properties of a dense thermal Rb vapour in the
absence and presence of a magnetic field.
In the absence of a magnetic field we have experimentally shown agreement
for measurements of the absolute Doppler-broadened transmission for densi-
ties up to 3 × 1014 cm−3 (170◦C). For densities above 8 × 1013 cm−3 (145◦C)
the Lorentzian component of the D lines needs to be modified as the result
of dipole-dipole interactions. We have shown that a simple modification of
the theoretical model for electric susceptibility to take into account the extra
Lorentzian component allowed us to ascertain the value of the self-broadening
coefficient for the Rb D1 line to be β/2π = (0.69 ± 0.04) × 10−7 Hz cm3,
which was in agreement with the theoretical prediction.
In the presence of a magnetic field we have tested our model for the electric
susceptibility of Rb vapour. For the absorption and dispersion properties
we showed agreement for transmission spectra and differencing spectra of
rubidium vapour on the D2 line for magnetic fields up to and including 0.6 T,
which corresponds to the HPB regime on the D lines. Also for the dispersion
properties we showed agreement for Stokes parameters red detuned from
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the D2
87Rb F = 2 → F ′ transitions for magnetic fields up to 0.08 T. The
excellent agreement between theory and experiment gives confidence in the
model; this allowed us to demonstrate the principle of an optical isolator for
the Rb D2 line by exploiting the spectral region of high transmission and
large dispersion where we would normally expect absorption.
In part II of the thesis we considered an atomic medium of Rb subject to
strong excitation. Here we carried out a comparative study of state energy
transfer. We found that low density transfer arose due to the well-known
energy-pooling effect between two identical atoms, in their first excited terms
and cooperative enhancement of transfer is the result of dipole-dipole inter-
actions in high density media.
8.2 Outlook
Here we discuss some possible investigations that would easily be accessible
with the current apparatus and theoretical models. Firstly, the theoretical
model could be generalised for all group I elements. As more group I ele-
ments are investigated in the research group at Durham and elsewhere, one
can imagine a general model that only requires knowledge of what element
and isotope, and which spectral line to compare theory and experiment. Sec-
ondly, using the model we have already predicted the ideal parameters for an
optical isolator using an atomic medium (see section 6.4.4). Ideally we would
now like to show this experimentally with a more compact heater and a per-
manent magnet with optimised dimensions. Finally, we would attempt to
produce heralded single photons with a 4 wave mixing scheme using 52S1/2,
52P1/2, 5
2P3/2, 5
2D3/2,5/2 terms in Rb. It has already been shown that it is
possible to produce an efficient heralded single photon source in a thermal
atomic vapour [161]. Here we would develop a system where the cooperative
enhancement described in chapter 7 would help eliminate one of the wave-
lengths (762 nm) required to populate the 52D3/2,5/2 terms and hopefully one
could imagine two correlated 780 nm photons being emitted. For quantum
optics in dense thermal vapours the future’s bright; the future’s blue1.
1other colours are available: see figure 7.2(b).
Appendix A
Rubidium atomic &
spectroscopic data
In appendix A we write the vapour pressure and number density formulae
for Rb, also listing the essential atomic and spectroscopic data.
A.1 Vapour pressure and number density
The vapour pressure (in Torr), Pv, for solid Rb is given by the following
equation [121]
logPv = 2.881 + 4.857− 4215
T
, (A.1)
and for liquid Rb is given by [121]
logPv = 2.881 + 4.312− 4040
T
, (A.2)
where T is the absolute temperature. The melting point of Rb is 39.30◦C.
The accuracy of the vapour pressure formulae is better than 5% in the tem-
perature range 20 - 280◦C. Using these vapour pressure formulae the number
density, N , of Rb atoms can be calculated
N = 133.323× Pv
kBT
. (A.3)
The factor 133.323 converts the vapour pressure from Torr to Pa. Figure A.1
shows the number density as a function of temperature (in ◦C/K) for natural
153
Appendix A. Rubidium atomic & spectroscopic data 154
Figure A.1: The number density as a function of temperature for natural abun-
dant Rb. The solid (red) curve corresponds to the number density for Rb. The
dotted (blue) line at 39.30◦C marks the transition between solid and liquid phases.
abundant Rb. As there are two isotopes present in a vapour cell, the number
density of each isotope can be calculated as
N85 = C85 × 133.323× Pv
kBT
, (A.4)
N87 = C87 × 133.323× Pv
kBT
, (A.5)
where C85 and C87 are the relative abundances, given in tables A.1 and A.2.
A.2 Atomic data
Property Symbol Value
Atomic Number Z 37 [162]
Atomic Mass M 84.911789732(14) u [163]
Relative Natural Abundance C85 72.17(2)% [163]
Nuclear Spin I 5
2
Groundstate Degeneracy 2(2I + 1) 12
Table A.1: Atomic data for 85Rb.
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Property Symbol Value
Atomic Number Z 37 [162]
Atomic Mass M 86.909180520(15) u [163]
Relative Natural Abundance C87 27.83(2)% [163]
Nuclear Spin I 3
2
Groundstate Degeneracy 2(2I + 1) 8
Table A.2: Atomic data for 87Rb.
A.3 Spectroscopic data
Property Symbol Value
Wavelength (vacuum) λ 794.979014933(96) nm [164]
Wavevector k 7903586.371 m−1
Frequency ν 377.107385690(46) THz [164]
Decay Rate Γ 2π × 5.746 MHz [96]
Reduced Dipole Matrix Element d 5.182 ea0 (see section 3.3.1)
Table A.3: Spectroscopic data for D1 line
Property Symbol Value
Wavelength (vacuum) λ 780.241368271(27) nm [98]
Wavevector k 8052873.846 m−1
Frequency ν 384.230406373(14) THz [98]
Decay Rate Γ 2π × 6.065 MHz [96]
Reduced Dipole Matrix Element d 5.177 ea0 (see section 3.3.1)
Table A.4: Spectroscopic data for D2 line
Appendix B
Matrix calculations
In appendix B we show calculations for the Lˆ · Sˆ and Iˆ · Jˆ matrices used
in chapter 2. Here we also show the relative line-strength calculations for π
transitions which are ignored in the main part of the thesis.
B.1 Lˆ · Sˆ matrix
All angular momentum operators, A, satisfy the same set of commutation
rules and therefore we can derive the general result (see page 121 in [165])
Aˆ± |A,mA〉 =
√
A(A+ 1)−mA(mA ± 1)~ |A,mA ± 1〉 , (B.1)
where Aˆ+ = Aˆx + iAˆy. The matrix Aˆ+ is only non-zero along the upper
diagonal. Note Aˆ− is given by the transpose of Aˆ+. The Aˆx, Aˆy and Aˆz
matrices are given by (see page 523 in [166])
Aˆx =
1
2
(
Aˆ+ + Aˆ−
)
, (B.2)
Aˆy = − i
2
(
Aˆ+ − Aˆ−
)
, (B.3)
Aˆz =
1
2
(
Aˆ+Aˆ− − Aˆ−Aˆ+
)
. (B.4)
Using these well-known results one can construct the matrix components
for any spin or angular momenta. To construct the spin-orbit interaction
matrix Lˆ · Sˆ in the uncoupled basis, we introduce the total electronic angular
momentum, Jˆ = Lˆ + Sˆ, which is the sum of the spin angular momentum,
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Sˆ, and the orbital angular momentum, Lˆ. Starting with this expression the
spin-orbit interaction matrix can be written as
Jˆ = Lˆ+ Sˆ ,
Jˆ2 = (Lˆ+ Sˆ)2 ,
Jˆ2 = Lˆ2 + Sˆ2 + 2Lˆ · Sˆ ,
Lˆ · Sˆ = 1
2
(
Jˆ2 − Lˆ2 − Sˆ2
)
, (B.5)
where we use the property that for commuting operators Lˆ · Sˆ = Sˆ · Lˆ
(see equation 4.183 in [166]). To get the form of this matrix we start by
calculating the total spin angular momentum, Sˆ2. For a single electron atom
the individual spin components are given by Sˆ = Sσˆ, where S = 1
2
~ and
σˆ = (σˆx, σˆy, σˆz) are the Pauli spin matrices [165]. The three components of
the spin angular momentum are therefore
Sˆx =
~
2
(
0 1
1 0
)
Sˆy =
~
2
(
0 −i
i 0
)
Sˆz =
~
2
(
1 0
0 −1
)
. (B.6)
To calculate the total spin angular momentum, Sˆ2, we square the matrices
to give
Sˆ2 = Sˆx · Sˆx + Sˆy · Sˆy + Sˆz · Sˆz ,
=
3
4
~
2
(
1 0
0 1
)
. (B.7)
Here we comment that for the 52S1/2 term where L = 0 there is no fine
structure splitting. Consequently we chose to write the spin-orbit interaction
matrix for the 5P term where L = 1~. To calculate the total orbital angular
momentum, Lˆ2, we first need to the calculate the individual components
Lˆx, Lˆy and Lˆz given by
Lˆx =
√
1
2
~


0 1 0
1 0 1
0 1 0

 , Lˆy =
√
1
2
~


0 −i 0
i 0 −i
0 i 0

 ,
Lˆz = ~


1 0 0
0 0 0
0 0 −1

 . (B.8)
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We then square the matrices to give
Lˆ2 = Lˆx · Lˆx + Lˆy · Lˆy + Lˆz · Lˆz ,
= 2~2


1 0 0
0 1 0
0 0 1

 . (B.9)
To calculate Jˆ2 we once again calculate the individual components Jˆx, Jˆy and
Jˆz. However now they are given by
Jˆx,y,z = Lˆx,y,z ⊗ 12S+1 + 12L+1 ⊗ Sˆx,y,z , (B.10)
here ⊗ is a tensor product (make copies of the second matrix with positions
and prefactors given by the first) and 12S+1/12L+1 are the identity matrices
with dimensions 2S + 1 and 2L+ 1, respectively. The components are given
by
Jˆx =
1
2
~


0 1
√
2 0 0 0
1 0 0
√
2 0 0√
2 0 0 1
√
2 0
0
√
2 1 0 0
√
2
0 0
√
2 0 0 1
0 0 0
√
2 1 0


, (B.11)
Jˆy =
1
2
~


0 −i −√2i 0 0 0
i 0 0 −√2i 0 0√
2i 0 0 −i −√2i 0
0
√
2i i 0 0 −√2i
0 0
√
2i 0 0 −i
0 0 0
√
2i i 0


, (B.12)
Jˆz =
1
2
~


3 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −3


. (B.13)
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Squaring the matrices gives the total electronic angular momentum to be
Jˆ2 = Jˆx · Jˆx + Jˆy · Jˆy + Jˆz · Jˆz ,
=
1
4
~
2


15 0 0 0 0 0
0 7 4
√
2 0 0 0
0 4
√
2 11 0 0 0
0 0 0 11 4
√
2 0
0 0 0 4
√
2 7 0
0 0 0 0 0 15


. (B.14)
Now we have the Sˆ2, Lˆ2 and Jˆ2 matrices we can calculate the spin-orbit
interaction matrix Lˆ · Sˆ. First however, we need to make sure all the
matrices are of the same size such that subtraction is possible. Applying
Sˆ2 = Sˆ2 ⊗ 12L+1 where 12L+1 is an identity matrix of dimensions 2L + 1.
The total spin angular momentum can now be given by a 6 × 6 matrix
populated with 1 along the diagonal, with eigenvalue 3
4
~
2. Likewise we apply
Lˆ2 = Lˆ2 ⊗ 12S+1 where 12S+1 is an identity matrix of dimensions 2S + 1.
The total orbital angular momentum can now be given by a 6 × 6 matrix
populated with 1 along the diagonal, with eigenvalue 2~2. The spin-orbit
interaction matrix is
Lˆ · Sˆ = 1
2
(
Jˆ2 − Lˆ2 − Sˆ2
)
,
=
1
2
~
2


1 0 0 0 0 0
0 −1 √8 0 0 0
0
√
8 0 0 0 0
0 0 0 0
√
8 0
0 0 0
√
8 −1 0
0 0 0 0 0 1


. (B.15)
Analytic diagonlisation of this Lˆ · Sˆ matrix gives two eigenvalues with −1
and four eigenvalues with 1
2
. These two different values are the excited fine
terms J = 1
2
and J = 3
2
with 2 and 4 mJ values, respectively. Note as a
consequence of this fine structure splitting in section 2.4.2 we introduce an
additional Hamiltonian of value 2γfs and −γfs that allows for the centre of
mass frequency of either the D1 or D2 lines to correspond to zero detuning,
respectively. Next we calculate the Iˆ · Jˆ matrix for the 52S1/2 term and
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unlike the spin-orbit interaction which is zero we show that for 87Rb with
I = 3
2
hyperfine structure is present.
B.2 Iˆ · Jˆ matrix
To construct the hyperfine interaction matrix Iˆ · Jˆ in the uncoupled basis, we
introduce the total angular momentum quantum number, Fˆ = Iˆ+Jˆ , where Iˆ,
is the nuclear spin and Jˆ , is the total electronic angular momentum. Starting
with this expression the hyperfine matrix can be written as
Fˆ = Iˆ + Jˆ ,
Fˆ 2 = (Iˆ + Jˆ)2 ,
Fˆ 2 = Iˆ2 + Jˆ2 + 2Iˆ · Jˆ ,
Iˆ · Jˆ = 1
2
(
Fˆ 2 − Iˆ2 − Jˆ2
)
, (B.16)
where we use again the property Iˆ · Jˆ = Jˆ · Iˆ. In section B.1 we can write
the total electronic angular momentum matrix, Jˆ2, for the 52S1/2 term where
L = 0 as equation B.7. Here we introduce the 87Rb isotope with nuclear spin
I = 3
2
. In order for subtraction to be possible we again change the size of
the matrix, Jˆ2. To calculate the right dimensions for this matrix we do the
following Jˆ2 = Jˆ2 ⊗ 12I+1, where 12I+1 is an identity matrix of dimensions
2I+1. The total electronic angular momentum for the 52S1/2 term in
87Rb is
given by a 8×8 matrix with 1 populated along the diagonal, with eigenvalue
3
4
~
2. Next we calculate the total nuclear spin matrix, Iˆ2. For 87Rb the three
components of the nuclear spin are calculated using equation B.1 together
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with equations B.2, B.3 and B.4.
Iˆx =
1
2
~


0
√
3 0 0√
3 0 2 0
0 2 0
√
3
0 0
√
3 0

 , (B.17)
Iˆy =
1
2
~


0 −√3i 0 0√
3i 0 −2i 0
0 2i 0 −√3i
0 0
√
3i 0

 , (B.18)
Iˆz =
1
2
~


3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3

 . (B.19)
We then square the matrices and the total nuclear spin is given by
Iˆ2 = Iˆx · Iˆx + Iˆy · Iˆy + Iˆz · Iˆz ,
=
15
4
~
2


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 . (B.20)
As before we require that the Iˆ2 matrix be of a similar size such that sub-
traction is possible. Applying Iˆ2 = Iˆ2 ⊗ 12J+1 where 12J+1 is an identity
matrix of dimensions 2J + 1. The total nuclear spin for the 52S1/2 term in
87Rb is given by a 8 × 8 matrix with 1 populated along the diagonal, with
eigenvalue 15
4
~
2. To calculate Fˆ 2 we first need to the calculate the individual
components Fˆx, Fˆy and Fˆz given by Fˆx,y,z = Jˆx,y,z ⊗ 12I+1 + 12J+1 ⊗ Iˆx,y,z.
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The components are
Fˆx =
1
2
~


0
√
3 0 0 1 0 0 0√
3 0 2 0 0 1 0 0
0 2 0
√
3 0 0 1 0
0 0
√
3 0 0 0 0 1
1 0 0 0 0
√
3 0 0
0 1 0 0
√
3 0 2 0
0 0 1 0 0 2 0
√
3
0 0 0 1 0 0
√
3 0


, (B.21)
Fˆy =
1
2
~


0 −√3i 0 0 −i 0 0 0√
3i 0 −2i 0 0 −i 0 0
0 2i 0 −√3i 0 0 −i 0
0 0
√
3i 0 0 0 0 −i
i 0 0 0 0 −√3i 0 0
0 i 0 0
√
3i 0 −2i 0
0 0 i 0 0 2i 0 −√3i
0 0 0 i 0 0
√
3i 0


,
(B.22)
Fˆz = ~


2 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −2


. (B.23)
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We then square the matrices to show
Fˆ 2 = Fˆx · Fˆx + Fˆy · Fˆy + Fˆz · Fˆz ,
= ~2


6 0 0 0 0 0 0 0
0 5 0 0
√
3 0 0 0
0 0 4 0 0 2 0 0
0 0 0 3 0 0
√
3 0
0
√
3 0 0 3 0 0 0
0 0 2 0 0 4 0 0
0 0 0
√
3 0 0 5 0
0 0 0 0 0 0 0 6


. (B.24)
Finally we need to calculate the hyperfine interaction matrix Iˆ · Jˆ . Substi-
tuting for the 8× 8 matrices Jˆ2, Iˆ2 and Fˆ 2, gives the 52S1/2 matrix for 87Rb
as follows
Iˆ · Jˆ = 1
2
(
Fˆ 2 − Iˆ2 − Jˆ2
)
,
= ~2


3
4
0 0 0 0 0 0 0
0 1
4
0 0
√
3
2
0 0 0
0 0 −1
4
0 0 1 0 0
0 0 0 −3
4
0 0
√
3
2
0
0
√
3
2
0 0 −3
4
0 0 0
0 0 1 0 0 −1
4
0 0
0 0 0
√
3
2
0 0 1
4
0
0 0 0 0 0 0 0 3
4


. (B.25)
In chapter 2 we analytically diagonalise this matrix to give eigenvalues and
eigenfunctions in terms of the uncoupled basis. These matrices are arranged
in ascending order corresponding to the calculated eigenvalues. Next we show
calculations for the relative line-strengths of the π transitions.
B.3 π transitions
In section 2.4.2 we showed a schematic of the eigenvalues and corresponding
eigenvectors calculated from the diagonalisation of the populated 5P matrix.
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Column 1 was arranged such that the first 8 and final 16 eigenvalues corre-
sponded to the 52P1/2 and 5
2P3/2 terms, respectively. Columns 2 − 25 are
the eigenvectors for each hyperfine state. In the main section of the thesis we
considered columns 18− 25 for the operator CR acting on the hyperfine ex-
cited states |F ′,mF ′〉 here we chose to show the operator C0 listed in columns
10− 17. This sub-matrix for the 52P1/2 term is as follows
Ahfs


−5
4
0
√
1
12
0 0 1
2
0 0 0
−5
4
0 0
√
1
6
0 0
√
1
6
0 0
−5
4
0 0 0 1
2
0 0
√
1
12
0
3
4
0 0 0 0 0 0 0 −
√
1
3
3
4
0 0 0 −
√
1
12
0 0 1
2
0
3
4
0 0 −
√
1
6
0 0
√
1
6
0 0
3
4
0 1
2
0 0 −
√
1
12
0 0 0
3
4
−
√
1
3
0 0 0 0 0 0 0


,
(B.26)
For the operator C0 acting on the |F ′,mF ′〉 states in the coupled basis, the
uncoupled |mL′ ,mS′ ,mI′〉 basis and Clebsch-Gordan coefficients can be writ-
ten as
C0 |1,+1〉 =
√
1
12
∣∣∣∣0,+12 ,+12
〉
+
1
2
∣∣∣∣0,−12 ,+32
〉
, (B.27)
C0 |1,+0〉 =
√
1
6
∣∣∣∣0,+12 ,−12
〉
+
√
1
6
∣∣∣∣0,−12 ,+12
〉
, (B.28)
C0 |1,−1〉 = 1
2
∣∣∣∣0,+12 ,−32
〉
+
√
1
12
∣∣∣∣0,−12 ,−12
〉
, (B.29)
C0 |2,−2〉 = −
√
1
3
∣∣∣∣0,−12 ,−32
〉
, (B.30)
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C0 |2,−1〉 = −
√
1
12
∣∣∣∣0,+12 ,−32
〉
+
1
2
∣∣∣∣0,−12 ,−12
〉
, (B.31)
C0 |2,+0〉 = −
√
1
6
∣∣∣∣0,+12 ,−12
〉
+
√
1
6
∣∣∣∣0,−12 ,+12
〉
, (B.32)
C0 |2,+1〉 = 1
2
∣∣∣∣0,+12 ,+12
〉
−
√
1
12
∣∣∣∣0,−12 ,+32
〉
, (B.33)
C0 |2,+2〉 = −
√
1
3
∣∣∣∣0,+12 ,+32
〉
. (B.34)
Note that for the stretched states
∣∣0,−1
2
,−3
2
〉
and
∣∣0,+1
2
,+3
2
〉
their Clebsch-
Gordan coefficients are −
√
1
3
, in section 4.3.3 we discussed the magnitude
of these values in detail. In summary, the full calculation is carried out for
both 52P1/2 and 5
2P3/2 terms, where the sum of their relative line-strength
factors is always 2. As the D2 line is twice as strong as the D1 line, the
Clebsch-Gordan coefficients for the D2 line stretched states are −
√
2
3
. For π
transitions on the F = 1 → F ′ = 1 line we have mF = −1 → mF ′ = −1,
mF = +0 → mF ′ = +0 and mF = +1 → mF ′ = +1. The calculation for
total transition strength is similar to the one carried out in section 2.5.1
C2F =
1
3
[〈1,−1|C0|1,−1〉2 + 〈1,+0|C0|1,+0〉2 + 〈1,+1|C0|1,+1〉2] .
(B.35)
Here 〈1,−1|, 〈1,+0| and 〈1,+1| can be obtained from section 2.4.2. Substi-
tuting we have
C2F =
1
3
[(
−
√
3
4
〈
0,+
1
2
,−3
2
∣∣∣∣+ 12
〈
0,−1
2
,−1
2
∣∣∣∣
)
C0
(
1
2
∣∣∣∣0,+12 ,−32
〉
+
√
1
12
∣∣∣∣0,−12 ,−12
〉)]2
+
1
3
[(√
1
2
〈
0,+
1
2
,−1
2
∣∣∣∣−
√
1
2
〈
0,−1
2
,+
1
2
∣∣∣∣
)
C0
(√
1
6
∣∣∣∣0,+12 ,−12
〉
+
√
1
6
∣∣∣∣0,−12 ,+12
〉)]2
+
1
3
[(
1
2
〈
0,+
1
2
,+
1
2
∣∣∣∣−
√
3
4
〈
0,−1
2
,+
3
2
∣∣∣∣
)
C0
(√
1
12
∣∣∣∣0,+12 ,+12
〉
+
1
2
∣∣∣∣0,−12 ,+32
〉)]2
, (B.36)
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applying the electric-dipole selection rules which were discussed in sec-
tion 2.5.1 we have
C2F =
1
3
[(
−1
2
√
3
4
〈
0,+
1
2
,−3
2
∣∣∣∣C0
∣∣∣∣0,+12 ,−32
〉)
+
(
1
2
√
1
12
〈
0,−1
2
,−1
2
∣∣∣∣C0
∣∣∣∣0,−12 ,−12
〉)]2
+
1
3
[(√
1
2
√
1
6
〈
0,+
1
2
,−1
2
∣∣∣∣C0
∣∣∣∣0,+12 ,−12
〉)
+
(
−
√
1
2
√
1
6
〈
0,−1
2
,+
1
2
∣∣∣∣C0
∣∣∣∣0,−12 ,+12
〉)]2
+
1
3
[(
1
2
√
1
12
〈
0,+
1
2
,+
1
2
∣∣∣∣C0
∣∣∣∣0,+12 ,+12
〉)
+
(
−1
2
√
3
4
〈
0,−1
2
,+
3
2
∣∣∣∣C0
∣∣∣∣0,−12 ,+32
〉)]2
, (B.37)
substituting for equation 2.45, the total transition strength is
C2F =
1
3

(−
√
9
48
+
√
1
48
)2
+
(√
1
12
−
√
1
12
)2
+
(√
1
48
−
√
9
48
)2 ,
=
1
3
[
1
12
+ 0 +
1
12
]
,
=
1
18
. (B.38)
The eletric-dipole selection rules state that for ∆F = 0 i.e. F = 1→ F ′ = 1,
mF = 0 → mF ′ = 0, the relative line-strength factor must always be zero.
From equation B.38 we see that the second term in the expression is zero. In
figure 2.5 we show relative line-strengths, c2mF , for each π transition on the
F = 1→ F ′ = 1 line in 87Rb.
Appendix C
Calibration for a single
transmission plot
In appendix C we outline the method adopted to calibrate each transmission
plot to ensure excellent agreement between the theoretical model and experi-
mental measurements. For each single experiment we record three data sets:
a Fabry-Perot etalon signal; a reference signal resolving the individual hyper-
fine peaks; and a transmission signal which we wish to compare with theory.
In this appendix we outline how each set of data is used in the calibration
method and state that all the detuning axes in the thesis were calculated
using this technique.
C.1 Scaling the frequency axis
We start by scaling the frequency axis using the etalon and reference sig-
nals. The frequency scan is first linearised with a Fabry-Perot etalon and
then calibrated by use of hyperfine/saturated absorption spectroscopy in a
natural-abundant room temperature cell.
C.1.1 Fabry-Perot etalon
A Fabry-Perot etalon usually consists of two plane mirrors which are placed
parallel to one another, separated by a distance d. Due to unwanted diffrac-
167
Appendix C. Calibration for a single transmission plot 168
Figure C.1: Fabry-Perot etalon signal. (a) shows a typical signal as a function
of the time (in ms) of a single scan. (b) shows the peak positions found in (a)
measured as a function of peak number. Fitting a linear function to the data,
highlights the non-linear nature of the separations. (c) shows the difference from
a linear fit as a function of the peak position. A high order polynomial is fitted to
these differences and corrects for the non-linearity of the scan.
tion effects which are characteristic of plane mirrors [167] we use spherical
mirrors for our Fabry-Perot etalon. Figure C.1(a) shows the etalon signal for
a typical experiment. Normalised voltage is plotted versus the time (in ms)
of a single scan. A subroutine was created that selects all the peaks present
in the trace and lists them with their exact position. In figure C.1(b) we plot
the exact position of each etalon peak as a function of the number of peaks.
The difference in frequency (time) between two normalised peaks, called the
free spectral range (FSR) of the etalon is usually given by FSR = c/2d.
For an interferometer with spherical mirrors the FSR is c/4d rather than
c/2d [167]. For a cavity of length 15 cm the typical FSR for a etalon with
spherical mirrors is 500 MHz. The measured peaks should be equally spaced
if the response to the voltage applied across the piezo-electric transducer in
the external cavity of a laser was linear. From the solid (red) line we can see
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that the scan has a small non-linear contribution. It is this non-linearity that
we need to remove from the scan. In figure C.1(c) we plot the difference from
a linear fit as a function of the exact peak position. By fitting an nth order
polynomial, typically of size five, to the difference signal we get a function
which we then remove from the initial etalon signal in figure C.1(a). The
time axis in the etalon signal has now been linearised.
Next we take the linearised time axis and using hyperfine/saturated absorp-
tion spectroscopy we get a corresponding frequency axis.
C.1.2 Hyperfine/saturated absorption spectroscopy
Absorption spectra of hyperfine transitions in a thermal Rb vapour, are lim-
ited to the resolution of the Doppler width. Hyperfine/saturated absorp-
tion spectroscopy enables the hyperfine splittings of atomic line spectra to
be measured. Spectra that resolve hyperfine structure are ideal frequency
markers for locking a laser to a specific frequency [113]. A modification is
seen in the absorption spectrum, when the probe and pump beams interact
with atoms centred around zero velocity. When the laser beam is tuned to
within a natural line-width of an atomic resonance, the probe beam detects
a shortage of atoms. This is because some of the atoms have been excited by
the pump beam and either reside in the excited state (saturated absorption
spectroscopy) or fall into the other ground state (Hyperfine absorption spec-
troscopy). Hence the technique of hyperfine/saturated spectroscopy gives
sub-Doppler resolution: a narrow feature centred at ω0, within a Doppler
broadened absorption spectrum.
For Rb the electric-dipole-allowed transition rules, predicts that there should
be eight and twelve sub-Doppler features visible for the D1 and D2 lines,
respectively. However, twelve and twenty-four peaks are visible in to-
tal. The majority of these features correspond to the resonant frequencies
F → F ′ = F, F ± 1, where both probe and pump beams excite atoms with
zero velocity. In addition to these resonant lines, there are four and twelve
crossover features that occur at frequencies halfway between each pair of
transitions [168]. Atoms in these velocity classes may be red shifted onto
resonance with the probe, or blue shifted onto resonance with the pump, or
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Figure C.2: (a) Typical sub-Doppler spectrum for the D1 line through a Rb
vapour of length 75 mm. All twelve features are clearly visible, with eight cor-
responding to the transition frequencies and the other four given by crossover
resonances exactly halfway between each detuning. (b) Expected detuning values
as a function of the peak position. A linear fit allows one to convert the linearised
time axis into a frequency axis.
vice-versa. The crossover transitions are often more intense than the normal
resonant transitions. The transition frequencies for the D1 and D2 lines in
85Rb and 87Rb are shown in table 2.3.
Here we take the example of the D1 line in Rb, as all twelve features can
be easily resolved. In the excited state manifold of the D2 line the hyperfine
intervals are smaller, therefore making them harder to resolve. Figure C.2(a)
shows a typical sub-Doppler spectrum measured for the D1 line through a
Rb vapour of length 75 mm. To convert the linearised time axis into a
frequency axis we use the known detunings values for these twelve peaks,
which correspond to a resonant transition or a crossover. In figure C.2(b)
we fit the detuning values as a function of their peak positions. A linear fit
can then be used to convert the linearised time axis into a frequency axis.
Note the zero of detuning is taken to be the centre-of-mass frequency of the
transition.
Now we have converted the linearised time axis into a frequency axis the next
step is to normalise the data.
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Figure C.3: Transmission signals for the D1 line through a natural abundant
Rb vapour of length 2 mm. (a) shows the raw voltage data as a function of
detuning. The solid (black) line is the signal at room temperature where there are
no absorption dips. The solid (coloured) lines are signals at various temperatures.
Note the slope to all of these signals is very similar. (b) shows the normalised
transmission signals from the simple process of dividing by the room temperature
signal in plot (a). These signals are now ready to fit to theory.
C.2 Renormalising the data
To compare the transmission scan with a theoretical curve, the voltage data
needs to be normalised between 0 and 1. As the power of the laser changes
with frequency the slope in the data was a problem. Our first attempt at
removing this background was to fit a polynomial curve and then subtract it
from the raw data. However, when it came to fitting the theory code to this
modified data, we encountered large residuals. Consequently this polynomial
normalisation technique did not correctly adjust for the varying background
signal, so another method was required.
A simpler but ultimately more effective way of normalising the data was
to divide the transmission scan by a room temperature signal that had no
absorption dips. As long as the power of the laser remained constant over
the duration of the investigation this method was far more effective for nor-
malising the data. The only major restriction was that we could not record
any specific temperature, as the background slope would oscillate as it was
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increased. We attribute these oscillations due to the fact that the cell would
set-up an etalon similar to the one discussed in section C.1.1. However rather
than small sharp features, what we measure is a slope with a FSR of approx-
imately 75 GHz for a cell of length 2 mm. In the main experiments we would
have to adjust the temperature until the slope of the room temperature ref-
erence and required transmission scan were as similar as possible. The most
efficient way of doing this was to set the cell heater (see section 3.4.2) to a
high temperature and then watch the transmission scan as the absorption
increased. Every time the background slopes looked similar we would record
each data set for calibration. This method would allow for five or six different
readings to be taken between room temperature and 200◦C.
Figure C.3(a) shows the raw voltage data for the D1 line through a natural
abundant Rb vapour of length 2 mm. At room temperature the solid (black)
line has no absorption dips however highlights the varying power in the scan.
It is this curve we then use to normalise data sets at higher temperatures
with similar slopes. Figure C.3(b) shows the normalised transmission data
between 0 and 1, which can now be used to fit to theory. Note sometimes
when fitting the data, spikes appear in the residuals i.e. figure 5.2. This
does not necessarily indicate disagreement between theory and experiment
but rather highlights the non-linearity of the laser scanning or poor renor-
malisation. Next we take our normalised transmission data and consider
the parameters and errors extracted from a fit to the developed theoretical
model.
Appendix D
Extracting optimised
parameters and their
uncertainties
In appendix D we show how the optimised parameters and their uncertainties
are extracted from a fit to theory. We start by considering the uncertainties
associated with the voltage measured on the oscilloscope. We then discuss
how the Marquardt-Levenberg algorithm is used to perform a least squares
fit. Before finally defining how the errors for each parameter are obtained.
D.1 Errors from the oscilloscope
To use a least squares or chi-squared fitting algorithm we require the in-
clusion of uncertainties on the y-values. The uncertainties associated with
the voltage values on the oscilloscope are very small. Here we introduce a
method by which we average over every N data points and then take a stan-
dard error, α, from the standard deviation, σ, of these N data points, such
that:
α =
σ√
N
. (D.1)
This has the advantage of significantly increasing the speed of the fitting,
whilst providing an error. The main limiting factor time-wise is the speed of
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iterations over all the data points, of which there can be as many as 50,000 for
example. We found that the best reduced chi-squared values were obtained
with around 2500 data points and binning factors of 10− 20.
D.2 Python fitting
In order to fit the normalised data to a theoretical curve we use the python
module scipy.optimize and in particular a function called leastsq(). This
function uses the Marquardt-Levenberg algorithm to perform a least squares
fit. A detailed discussion of the Marquardt-Levenberg method can be found
on page 90 in [123]. In summary, the optimised values are achieved via the
steepest descent method with knowledge of the gradient of the error surface
with respect to the free parameters. The leastsq() function requires a list of
residuals between the measured data and theoretical curve. The theoretical
curve is created for an initial set of input parameters. Note the speed of
the algorithm is fastest when the initial input parameters are closest to the
optimised parameters. Here we also chose to input the errors calculated from
section D.1, these can be used to weight the residuals so effectively the least
squared fit is now a χ2 fit. The leastsq() function then returns the optimised
parameters together with their uncertainties in the form of a covariance or
error matrix.
D.3 Covariance matrix
The elements of the covariance matrix quantify the statistical errors on the
optimised paramaters. The uncertainty in the Nth parameter is given by the
square root of the Nth diagonal element of the error matrix. The off diago-
nal elements define the correlations. Here we chose to ignore the correlation
elements and concentrate on the diagonal uncertainty elements. The uncer-
tainty of a parameter is defined via the χ2min+1 contour along the parameter
axis. That means if a parameter is set to its optimised value plus one error
bar, a best fit allowing the other parameters to float freely would result in
a χ2 equal to χ2min + 1. Hughes and Hase [123] provide a more in depth
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discussion of computational curve fitting and error matrices. The errors pro-
duced by the leastsq() function are correct, however the extracted error is
an underestimate of the true uncertainty. Therefore together with the errors
calculated here from one scan. Errors in parameters are extracted from a
statistical analysis of these repeat measurements.
Appendix E
Breit-Rabi diagrams
In appendix E we plot the Breit-Rabi diagrams for the 52S1/2, 5
2P1/2 and
52P3/2 terms in
85Rb and 87Rb.
E.1 Breit-Rabi diagrams for 85Rb
Figure E.1: Breit-Rabi diagram for the 52S1/2 term of
85Rb.
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Figure E.2: Breit-Rabi diagram for the 52P1/2 term of
85Rb.
Figure E.3: Breit-Rabi diagram for the 52P3/2 term of
85Rb.
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E.2 Breit-Rabi diagrams for 87Rb
Figure E.4: Breit-Rabi diagram for the 52S1/2 term of
87Rb.
Figure E.5: Breit-Rabi diagram for the 52P1/2 term of
87Rb.
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Figure E.6: Breit-Rabi diagram for the 52P3/2 term of
87Rb.
Appendix F
Permanent neodymium
magnets
In appendix F we show calculations for the magnetic field profile used in
section 4.5.1. For various media of length 2 mm, analytic rotation angles
are calculated for the described permanent neodymium magnet. Finally we
use the analytic solution for the axial field to show ideal parameters for an
optical isolator based on an atomic medium.
F.1 Magnetic field profile
The static magnetic field outside a permanent magnetic surface can be de-
scribed by a scalar potential, ΦM . The potential is related to the magneti-
sation, Mˆ(rˆ′), within the material (see equation 5.100 of Jackson [169]) via:
ΦM(rˆ) = − 1
4π
∫
V
∇′ · Mˆ(rˆ′)
|rˆ − rˆ′| d
3r′ +
1
4π
∫
S
nˆ′ · Mˆ(rˆ′)
|rˆ − rˆ′| d
2r′ , (F.1)
where V and S are the volume and surface of the material and nˆ′ is the
normal to the surface. In figure F.1(a) we chose to consider the special case
of uniform magnetisation throughout the volume where ∇′ · Mˆ(rˆ′) = 0. The
first term of equation F.1 vanishes and we only need to worry about the
second integral, hence
ΦM(rˆ) =
1
4π
∫
S
nˆ′ · Mˆ(rˆ′)
|rˆ − rˆ′| d
2r′ . (F.2)
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Figure F.1: (a) Schematic of a cylindrical magnet with uniform magnetisation
throughout the volume. Here we also write the normal to the surface. (b) An-
nular magnet used in this investigation consists of a smaller magnet of radius, r,
subtracted from a larger magnet of radius, R.
In figure F.1(a) we state that nˆ′·Mˆ(rˆ′)d2r′ is the contribution from an annulus
given by 2πr′M0dr′for r′ being on axis and the equation becomes
ΦM(rˆ) =
M0
2
∫
r′
|rˆ − rˆ′|dr
′ . (F.3)
Using Pythagoras |rˆ − rˆ′| = √r′2 + (z − t)2 and integrating between 0 and
the radius of the magnet R, we get
ΦM(rˆ) =
M0
2
∫ R
0
r′√
r′2 + (z − t)2dr
′ . (F.4)
The solution to this integral is
ΦM−t =
M0
2
[√
r′2 + (z − t)2
]R
0
,
=
M0
2
[√
R2 + (z − t)2 − z + t
]
. (F.5)
In order to calculate the whole scalar potential we also need to calculate
it for the back surface. Using Pythagoras |rˆ − rˆ′| = √r′2 + (z + t)2 and
integrating between the same limits we get
ΦM+t = −
M0
2
[√
r′2 + (z + t)2
]R
0
,
= −M0
2
[√
R2 + (z + t)2 − z − t
]
. (F.6)
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Note nˆ′ points in the opposite direction and therefore we include a minus at
the start of the expression. The total scalar potential ΦM is
ΦM = ΦM−t + ΦM+t ,
=
M0
2
[√
R2 + (z − t)2 − z + t
]
− M0
2
[√
R2 + (z + t)2 − z − t
]
,
=
M0
2
[√
R2 + (z − t)2 −
√
R2 + (z + t)2 + 2t
]
. (F.7)
Using Bˆ = −µ0∇ΦM (see equations 6.88 and 6.99 in [170]), the z-component
of the magnetic field is
Bz = −µ0 ∂
∂z
ΦM ,
= −µ0M0
2
∂
∂z
[√
R2 + (z − t)2 −
√
R2 + (z + t)2 + 2t
]
. (F.8)
If we say that the remanence of the magnetic field Br = µ0M0, differentiating
with respect to z gives
Bz =
Br
2
[
(z + t)√
R2 + (z + t)2
− (z − t)√
R2 + (z − t)2
]
. (F.9)
This is for an axial field with the magnet centred at z = 0. Here we introduce
z0 as the z-axis offset to account for the fact that the magnet is not always
centred at the origin. The magnetic field expression for a cylindrical magnet
of radius R with uniform magnetisation is
Bz =
Br
2
[
z + z0 + t√
(z + z0 + t)2 +R2
− z + z0 − t√
(z + z0 − t)2 +R2
]
. (F.10)
Figure F.1(b) shows a schematic of an annular magnet consisting of a cylin-
drical magnet of radius R with a smaller magnet of radius r removed, which
is a direct analogy with the one used in this investigation. To get the final
field expression for an annular magnet we simply subtract the two profiles
calculated with equation F.10, to get
B(z) =
Br
2
(
z + z0 + t√
(z + z0 + t)2 +R2
− z + z0 − t√
(z + z0 − t)2 +R2
)
− Br
2
(
z + z0 + t√
(z + z0 + t)2 + r2
− z + z0 − t√
(z + z0 − t)2 + r2
)
. (F.11)
Next we calculate the analytic rotation angles for three different magneto-
optic media.
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F.2 Analytic rotation angle
The analytic rotation angle for a magneto-optic media of length L is
θ = V
∫ +L
2
−L
2
B(z)dz , (F.12)
where V is the Verdet constant and B(z) is the magnetic field profile along
z. Substituting for equation F.11 we get
θ =
V Br
2


√(
L
2
+ z0 + t
)2
+R2 −
√(
−L
2
+ z0 + t
)2
+R2
−
√(
L
2
+ z0 − t
)2
+R2 +
√(
−L
2
+ z0 − t
)2
+R2
−
√(
L
2
+ z0 + t
)2
+ r2 +
√(
−L
2
+ z0 + t
)2
+ r2
+
√(
L
2
+ z0 − t
)2
+ r2 −
√(
−L
2
+ z0 − t
)2
+ r2

 . (F.13)
In section 4.5.1 we obtained the z-axis offset, z0 = (0.05 ± 0.01) mm, inner
diameter, d = (7.98 ± 0.10) mm, outer diameter, D = (25.0 ± 0.6) mm,
length, 2t = (6.18 ± 0.12) mm and remanence, Br = (1.42 ± 0.07) T of a
magnet from a fit to equation F.11 (see figure 4.6). If we now include the
Verdet constants for the magneto-optic media TGG, YIG and Rb vapour
(see table 1.1), the analytic rotation angles for a length, L = 1 mm, can
be calculated. TGG, YIG and Rb vapour have rotation angles of −0.04 rad
(−2.47◦), −0.20 rad (−11.46◦) and −0.74 rad (−42.21◦), respectively. In
comparison to Rb, in order to achieve a similar rotation angle for YIG we
require a medium of length, L = 4.2 mm. For TGG we could never get
enough rotation for the size of the described magnet. The maximum rotation
is −0.28 rad (−15.83◦) for a medium of length, L = 11.5 mm. It is important
to note that if we were to require a miniaturised optical isolator, the crystal
TGG would be of limited use due to its lack of rotation, and commercially
we would need to look to atomic media for the solution.
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Figure F.2: Magnetic field profile for two uniformly magnetised annular mag-
nets. The dashed (black) and solid (green) curves show the axial field profiles for
magnets with dimensions described in section 4.5.1, however with inner diameters
of 7.9 mm and 4.0 mm, respectively.
F.3 Ideal parameters for an optical isolator
In section 6.4.3 we showed that for an ideal optical isolator based on an
atomic medium we require a magnetic field value of 0.84 T. With the current
neodymium magnet used in this investigation this was not possible. As
we have the analytic solution for the axial field of a uniformly magnetised
annular magnet we can predict what parameters we would require in order
to achieve this field value. Figure F.2 shows the magnetic field profile for two
uniformly magnetised annular magnets. The dashed (black) curve describes
the axial field for the magnet used in this investigation. The solid (green)
curve describes the axial field for an ideal magnet with identical dimensions
apart from a change in the inner diameter of 4.0 mm instead of 7.9 mm. At
z = 0 mm the magnetic field is the required 0.84 T.
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