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Abstract
The users’ mobility imposes challenges to mobility management and, the offloading
process, which hinder the conventional heterogeneous networks (HetNets) in meeting the
huge data traffic requirements of the future. In this thesis, a trio-connectivity (TC),
which includes a control-plane (C-plane), a user-plane (U-plane) and an indication-plane
(I-plane), is proposed to tackle these challenges. Especially, the I-plane is created as an
indicator to help the user equipment (UE) identify and discover the small cells in the
system prior to offloading her from the overloaded cells e.g. macro cells, to the cells with
abundant resources e.g. small cells. In order to show the advantages of the proposed TC
structure, a comparison between the TC and the dual-connectivity (DC) is presented in
this thesis, in terms of uplink energy efficiency (ULEE) and energy consumption. Further-
more, the complexity of mobility management is addressed in this thesis as the HetNets
will have to handle a large number of UEs and their frequent handoffs due to very dense
small-footprint small cells. Considering an accurate mobility framework is essential not
only to find the potential offloading to the small cells but also to show the mobility impact
on the quality of service (QoS). This thesis presents a framework to model and derive the
coverage of small cells, the cell sojourn time and the handoff rate in a multi-tier HetNet
by taking into account the overlap coverage among the small cells.
The results show the effects of a number of parameters, including the density and the
transmit power of the small cells and the power control factor, on the system performance.
They also show that the TC can outperform the DC in dense HetNets in terms of energy
efficiency and energy consumption.
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tpm . . . . . . . . . . . Minimum time U0 travels in each small cell of Ξ1.
t1 . . . . . . . . . . . . Time U0 spends in a small cell of Ξ1.
t2 . . . . . . . . . . . . Time U0 spends in a small cell of Ξ2.
tp . . . . . . . . . . . . IRF scan periodicity.
vmax . . . . . . . . . . Maximum speed.
vmin . . . . . . . . . . Minimum speed.
Vl . . . . . . . . . . . . UE’s speed during the lth movement.
Wl . . . . . . . . . . . lth waypoint.
xk . . . . . . . . . . . . Distance between U0 to the serving BS of the kth tier.
ym,j . . . . . . . . . . Location of the jth small cell (or transmitter) from the mth tier.
PΞ1 . . . . . . . . . . . Probability of any small cell being from Ξ1.
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1.1 Motivation
The continuing growth in data demand, better experience and, different applications and
services has established a need for a number of performance targets for the future wireless
communication systems. These performance targets include very high capacity where the
number of terminals will be 10-100x more, 1000x more data rate than what the current
cellular systems can offer, latency of down to 1 millisecond, and very high energy efficiency,
Fig. 1.1 [7–10]. It is anticipated that in addition to overcoming all the current challenges
and limitations, using all approaches and technologies to boost the spectral efficiency and
energy efficiency is of vital importance to meet the future requirements [11–13].
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Figure 1.1: The main performance targets [10]
Adding new spectrum to the cellular systems to accompany boosting the spectral ef-
ficiency is considered to be the main approach to meet the future data rate [7, 8]. Here,
regarding the first approach, adding new spectrum seems to be essential and high fre-
quency bands, e.g. millimetre waves (mmWaves) from 3 - 30 GHz, have attracted signifi-
cant attention as they are available with wide bandwidths, while the low frequency bands
are either unlicensed or have been densely occupied. However, the high frequency can
only be used for short range transmissions (small cells applications) as they suffer from
high propagation loss and are more sensitive to the environment [14,15]. Considering the
second approach, boosting the spectral efficiency, it is very important to achieve the high
spectral efficiency by using a number of techniques and strategies, which can be classified
into solutions related to area spectral efficiency and solutions related to node spectral
efficiency. The area spectral efficiency can be achieved by using device-to-device technol-
ogy (D2D) and the heterogeneous networks (HetNets) [16], which can benefit from short
transmission distance. The node spectral efficiency can be achieved by using antenna
techniques, such as the multi-input multi-output (MIMO) and the distributed antenna




HetNet is a network which includes different types of nodes, and it has been introduced
as one of the essential techniques to improve the spectral efficiency, coverage and capacity
[7, 16, 19]. Different types of nodes in the HetNet have different characteristics such as
transmit power, coverage, density and access policy (some of the nodes operate in close-
mode where access to these nodes is restricted to a number of users equipment (UEs)).
The nodes can also be classified according to the size of their coverage footprint such as
femto cells, pico cells and macro cells, as shown in Fig. 1.2. The femto cells have coverage
of tens of metres and they can be deployed indoors and outdoors in an unplanned manner
by the end users. The pico cells and the macro cells have a coverage of tens to a few
hundreds of metres and a few hundreds to a few thousands of metres respectively. All
types of nodes are deployed in a planned manner by the operators. Generally speaking,
femto cells and pico cells are categorized as small cells. The spectral efficiency can be
enhanced by reusing the same frequency channel among same cells. Furthermore, the
HetNets can also improve the energy efficiency as the transmission links are shortened
when deploying more small cells within the local area range and the hot spots.
Utilizing both the potential benefits of HetNets and system resources efficiently de-
pends significantly on the offloading process and mobility management [2,20]. Offloading
UEs and their traffic from overloaded cells to lightly-loaded cells is highly desired. For
example, since large cells (e.g. macro cells) cover wide areas, a large number of UEs are
served by these cells and share the limited resources, which degrades user-specific per-
formance. Therefore, offloading UEs from the large overloaded macro cells to the small
cells can shorten the transmission links and improve both the energy and spectral effi-
ciencies as well as the data rate. On the other hand, mobility is considered as one of
the important features in the cellular systems and has a significant impact on the system
resources utilization and the offloading process in addition to the UE’s quality of service
(QoS) [1, 21]. Although offloading UEs to the small cells can benefit from abundant re-
sources and the minimized transmit power, keeping high mobility UEs associated to the
large cells minimizes the interruptions in service continuation and the signalling overhead
due to frequent handovers. Therefore, mobility management and the offloading process





The offloading process and load balance have been investigated in the conventional
HetNets where the frequency channel is reused by all nodes in the network (co-channel
HetNet) [22,23]. In these research works, each type of cell, e.g. femto cell or macro cell, is
also considered as a tier. In [23], a multi-tier HetNet was studied where the basestations
(BSs) of each tier form an independent Poisson point process (PPP). Then, a framework
with a flexible cell association was provided to model and derive the signal to interference
plus noise ratio (SINR) distribution of downlink (DL) and the average ergodic rate. It
was shown in [23] that the cell association (bias) has a significant impact on the load
balancing since the nodes with low transmit power (e.g. small cells) have a very small
coverage when no bias is applied. Although increasing the bias to the pico cells increases
the outage probability as some UEs are associated to the cells that do not offer the
highest received power, it improves the data rate in the lightly-loaded HetNets. In [22],
the coverage rate and the SINR distribution were studied in a multi-tier HetNet under
a flexible cell association. The impact of the association on the offloading was captured
and it was also shown that an optimum fraction of traffic, which depends on the ratio of
the frequency resources at each cell and the UE’s requirements, should be offloaded to
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achieve the maximum coverage rate.
It is widely believed that the co-channel HetNets will not be able to meet the future
requirements as the current system resources (e.g. frequency resources) are very limited
and the interference management is one of the biggest challenges in the dense HetNets.
Since adding the high frequency bands is essential to meet the future requirement, the
future HetNets may adopt the inter-frequency (IRF) deployment in which the macro cells
generally use low frequency (e.g. 2 GHz) to provide a wide coverage, and the small cells
are densely deployed on a dedicated spectrum (in a high frequency range) for capacity
and data rate enhancements.
User’s mobility in the future HetNet will cause challenges to mobility management
and offloading process which can affect the system performance and system resources
utilization significantly. It is anticipated that offloading data from the macro cells with a
limited bandwidth to the small cells with a wide bandwidth will save power and provide
the UEs with high data rate [4, 20, 24]. As shown earlier [22, 23] that the offloading in
the co-channel HetNet plays an important role to enhance the system performance, and a
number of system parameters such as bias, transmit power and nodes densities need to be
taken into consideration. Different from co-channel HetNet, the offloading process in the
future HetNet has different challenges and requires a small cell discovery process (SCD)
prior offloading due to user’s mobility and small cells using a dedicated frequency channel.
A periodic IRF scan has been introduced as small cell discovery, however, this mechanism
suffers from a significant trade-off between the energy consumption for performing the
periodic IRF scan and utilizing the system resources [4, 24]. The mobility management
will be more complex and challenging in the future HetNet when high dense small cells
with small coverage areas are deployed [1, 25]. There is a real need for developing an
accurate model to evaluate the system performance and to design a new system which
is more suitable for the requirements of the mobility management in the future. Both
the handoff rate and the cell sojourn time are considered as the main parameters in the
mobility management as they affect the system performance significantly. The handoff
rate is defined as the expected number of handoffs per unit time and it directly affects
the signalling load and the UE’s QoS. The cell sojourn time is defined as the time that
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a UE resides in the coverage of a typical cell. The cell sojourn time directly affects the
efficiency of the system resources utilization. The handoff rate and the cell sojourn time
can also be used to estimate the UE’s speed [26, 27].
Stochastic geometry is a mathematical tool used to model and deal with the random
spatial processes in one or higher dimensions [28, 29]. An increasing interest into this
tool has been shown by different branches of science and engineering. In recent years,
stochastic geometry has been used to model and evaluate the wireless communications as
it can capture some of the characteristics and behaviour of fourth generation of cellular
networks (4G) and beyond wireless networks [30]. Stochastic geometry has been widely
used in different fields of cellular systems such as modelling and analysing uplink (UL) and
DL cellular systems [23,30–38], mobility model [21,39], load balancing [40,41], duplexing
techniques [5, 42], D2D technology [43–45], MIMO systems [46–50], and beamforming
[51, 52]. Although, the hexagonal grid was widely used to model the first generation,
second generation and third generation of cellular networks, Fig. 1.3 shows that this model
is not sufficient for the 4G and beyond and the PPP is more accurate to model the actual
4G networks [30]. Also, the PPP is more accurate, more suitable to model the HetNets
and tractable. In addition, the nodes in the future HetNet will be more random and
dense. Therefore stochastic geometry will have an important role in modelling, analysing
and evaluating the future HetNets. For this reason, this tool is considered in this thesis.
1.2 Challenges
This section addresses some of the challenges imposed in the future HetNets, such as the
trade-off between the offloading UEs and their traffic to the small cells, and the energy
consumption in the SCD process as well as the mobility management in dense HetNets.
1.2.1 Offloading Process
It is anticipated that offloading data from the macro cells with a limited bandwidth
to the small cells with a wide bandwidth will enhance the system resources utilization
in addition to the system capacity. Since the small cells will be deployed densely on
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Figure 1.3: The PPP model is more accurate than the hexagonal grid model to model the actual 4G
networks [30].
frequency channels different from the channels used by the macro cells and operate in
different access modes, the offloading process is considered as one of the essential processes
to utilize the system resources efficiently (e.g. frequency, signalling and power) [4,20,24].
The offloading process includes performing the IRF scan by the UEs prior to offloading
them and their traffic from the macro cells to the small cells. However, there is a trade-off
in the offloading process between the energy consumption in the SCD process and the
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offloading loss. The offloading loss can be defined as the potential offloading opportunities
to small cells that UEs miss partly or completely due to a long IRF scan periodicity.
Although, the UEs will cross a number of small cells during their movement, they fail to
discover some of these small cells on time because the UEs perform a small number of IRF
scans per unit time. Increasing the number of IRF scans per unit time can invest more
offloading opportunities, but significant power consumption takes place at the UEs’ side.
It is also expected that this issue will be more serious and a significant amount of power
consumption and signalling load will take place when two or more high frequency channels
are used in the system (UEs perform the IRF scan on multiple frequency channels, when
the small cells are deployed on several frequency channels). Therefore, the role of the IRF
scan will be essential in the offloading process in the future HetNets when the number
of UEs increases significantly and these UEs have to perform the IRF scan on multiple
frequency bands to exploit the potential offloading opportunities [2]. Since the UEs with
limited power will have to handle the heavy traffic next to performing the IRF scan
extensively, an effective offloading mechanism will be of vital importance to solve those
issues and to utilize the system resources efficiently.
1.2.2 Mobility Model
The mobility management is considered to be one of the challenges that the future HetNet
will face when the small cells with short footprints are deployed densely [1]. Due to
high density of small cells in the future HetNet, the distance among the small cells will
be minimized, which maximizes the overlap coverage among different small cells. As a
results, the overlaps among the small cells can not be ignored in dense HetNets. Therefore,
an accurate mobility framework with taking into consideration the overlaps among the
small cells is essential for accurate speed estimation, estimating the energy consumption
in the SCD process, and estimating the required resources at the different cells. For
instance, estimating the time that UEs are associated to the first tier and, the number of
handoffs that the first tier is involved in, will help in estimating the required overhead (e.g.
signalling) and required resources (e.g. frequency) at the overloaded macro cells. Ignoring
the overlaps among the small cells will result in misleading information. Furthermore,
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finding the fraction of the time that the UEs spend in the small cells coverage can help
to estimate the power consumption in the SCD process [4, 20, 24].
1.3 Thesis Contribution
The contributions of this thesis are summarized as follows:
• The locations of the small cell base stations (SCBSs), macro cell base stations
(MCBSs) and waypoints of a reference UE during its movement in the system are
randomly distributed on the plane and form independent PPPs. The distribution
of the SCSBs around a reference UE’s path is studied and the small cells crossed
by the reference UE during one movement are mapped into a marked point process
(MPP) on R+. This assumption is validated through simulations. Based on the
mapping, a novel framework is proposed to model the coverage of the small cells
in a multi-tier HetNet with consideration of the overlap coverage among the small
cells from different tiers.
• Two types of handoff are introduced in this thesis. The inter-frequency handoff
(IRH) is defined as the handoff taking place between cells that use different frequency
channels, e.g. between the high frequency small cells and the macro cells, and the
intra-frequency handoff (IAH) is defined as the handoff taking place between cells
that use the same frequency, e.g. high frequency small cells. Both the IRH rate and
the IAH rate can help to estimate the amount of signalling needed for handoffs at
the overloaded macro cells (first tier). The cell sojourn time in a multi-tier HetNet is
also addressed and derived by using the proposed framework. Results are presented
to show the impact of different system parameters such as the density of the small
cells, the transmit power of the small cells and the different mobility characteristics,
on the availability of the small cells, the handoff rates and the cell sojourn time.
• By using the proposed mobility framework, the offloading loss of the reference UE
that moves with a constant speed and performs the IRF scan every tp, is derived by
taking into account different parameters such as the small cell density, the small cell
A. Mahbas 9
1. Introduction
transmit power, the overlaps among the small cells and the minimum time required
for successful offloading.
• The uplink energy efficiency (ULEE) and the energy consumption in the SCD pro-
cess are given as performance metrics to evaluate different system parameters and
their impacts on the system performance. The optimum value of tp to achieve the
best system performance in the periodic scan mechanism is also derived.
• A novel trio-connectivity system (TC) is proposed to overcome the current issues
in the offloading process. The proposed system which includes a control-plane (C-
plane), a user-plane (U-plane) and an indication-plane (I-plane) takes into consid-
eration the need to add more frequency channels from different frequency bands to
the future cellular system. The I-plane is a function of broadcasting the system in-
formation of the small cells on the low frequency in parallel with the high frequency
to enable UEs discovering the small cells without performing the IRF scan period-
ically. The TC can help to exploit the system resources (e.g. frequency, signalling
load and power) efficiently by not only overcoming some of the mobility manage-
ment challenges, but also by minimizing the energy consumption and signalling load
in the offloading process.
• The energy consumption in the proposed SCD mechanism is addressed and a com-
parison with the conventional mechanism (e.g. periodic scan) is presented in terms
of energy efficiency.
1.4 Thesis Structure
This thesis contains nine chapters and an appendix as follows:
In Chapter 1, the motivation, feasibility and challenges of HetNets in the future wire-
less communications systems are discussed. Both the main contributions and the structure
of this thesis are also presented.
In Chapter 2, the principles of some aspects of the HetNet, such as mobility, offloading
process and duplex techniques are presented as well as the state-of-the-art literature. The
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system model, which includes the cell association, the SINR at the desired receiver and
the mobility model, is also presented in this chapter.
In Chapter 3, the small cells distribution around a reference UE’s path is studied.
Also, the impact of the system parameters on the small cells coverage, the cell sojourn
time and the handoff rate are investigated. Representative simulations and numerical
results to show the impact of small cells overlapping and other system parameters such
as the small cell density on the cell sojourn time and handoff rate, are also presented.
In Chapter 4, the offloading loss which is defined as the time that the reference UE
misses from the second tier, is derived. The total energy consumption which includes the
energy consumption for maintaining the UL transmission and the SCD energy consump-
tion, is studied. Furthermore, the ULEE is defined as the ratio of the average ergodic
rate in the UL to the total energy consumption, is derived as performance metric. The
TC which includes three planes is introduced, and the system design and the functions of
each plane are presented. Furthermore, a SCD mechanism based on the TC is introduced
and the energy consumption in this mechanism is investigated. A comparison between
the DC and the TC in terms of ULEE and energy consumption is also presented through
results.
In Chapter 5, the conclusions of this thesis are drawn, and possible future work is
discussed.
In Appendix A.1, the expectation of one overlap coverage on the reference UE’s path
in a two-tier HetNet is derived.
In Appendix A.2, the expectation of the overlaps number on the reference UE’s path
in a two-tier HetNet is derived.
In Appendix A.3, the expectation of one overlap coverage on the reference UE’s path
in a K-tier HetNet is derived.
In Appendix A.4, the expectation of a small cell’s footprint served by another small
cell on the reference UE’s path in a K-tier HetNet is derived.
In Appendix A.5, the probability of the reference UE spending the pause time in the
coverage of small cell of interest is derived.
In Appendix A.6, the UL average achievable rate of the reference UE is derived.
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2.1 Small Cell Discovery
The cell discovery is a procedure done by UEs to identify the nearby cells and measure
their signal quality. There are two types of cell discovery: i) intra-frequency (IAF) and
ii) IRF. In the current systems, UEs perform the IAF measurements on a predefined
time-frequency basis on the pilots or the reference signals (RSs) of the cells that are using
the same frequency of the serving cells. These measurements are sent to the serving
cells. The IAF measurements are of vital importance not only for inter-cell mobility,
but also for estimating the channel between the UEs and the serving cells. The IRF
measurements take place when UEs are triggered by their serving cells to discover the
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cells deployed on a different frequency from the serving cells. In the current mobile
systems, a periodic scan has been introduced to allow UEs to detect the small cells.
Each UE performs the IRF measurements and sends these measurements to their serving
macro cells either periodically or on an event based manner to identify the nearby small
cells [53,54]. The offloading process is initiated when a number of offloading requirements
are met. For example, a UE receives signal of enough quality and meets the access policy
of the discovered small cells.
Some work has been done to tackle the SCD issue in the conventional HetNets by
proposing schemes and strategies to achieve a good trade-off between the power con-
sumption needed for performing the IRF scan and exploiting the offloading opportuni-
ties [3, 4, 20, 55–58]. [55] proposed an IRF scanning scheme based on the UE mobility
status, by increasing the periodicity of the scan to avoid unnecessary power consumption
and reduce handover failure for high mobility UEs. Although this scheme can be ben-
eficial for high mobility UEs, it still forces UEs with low mobility to perform the IRF
scan frequently. [57, 58] proposed to use received signal strength (RSS) based on radio
fingerprint as an indicator to estimate UEs’ locations. The macro cells motivate UEs to
perform IAF scanning to check if RSS matches entries in a fingerprint database stored at
the macro cells or at the UE. Estimating the UEs’ physical locations as well as the large
memory and the amount of signalling to store and update the fingerprint database are
the main challenges in this scheme.
In [20], stochastic geometry was used to investigate the impact of the IRF scan peri-
odicity (tp) on the average energy efficiency. The offloading loss was approximated as a
function of the IRF scan periodicity tp via a polynomial curve fitting for a fixed small cell
density and the UE’s speed. This approximation may not be accurate for more diverse
system parameters, and it does not show the impact of other system parameters such as
the small cell transmit power, the minimum time for successful offloading, and the over-
laps among the small cells on the path. In [20], it was assumed that the fraction of the
reference UE’s path covered by the small cells is a product of the second tier association
and the total transition time. This assumption ignores the effects of the overlapping and
the distribution of the small cells around the reference UE’s path. The simulations and
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the analysis in this thesis will show that this assumption does not hold. In [3, 4], the
impact of the periodic IFR scan on the system performance was modelled by taking into
consideration the effect of different system parameters including the transmit power of
the small cells, the density of small cells and the speed of the terminals. In [4], a frame-
work was also presented to obtain the optimum IFR scan periodicity to achieve the best
system performance in a two-tier HetNet. Both [3,4] did not take into account the small
cells overlaps on the reference UE’s path and the minimum time for successful offloading
when modelling the offloading loss and the fraction of the reference UE’s path covered
by the small cells. All [3, 4, 20, 55–58] assumed that the small cells are deployed on one
frequency channel. However, it is expected that the role of the IRF scan will be critical
in the future HetNets when the number of UEs increases significantly and these UEs have
to perform the IRF scan on multiple frequency bands (different frequency channels from
different bands may be deployed in the future HetNets).
The DC has been proposed to overcome some of the current technical challenges such
as signalling load in the mobility management [59,60]. The DC includes the C-plane and
the U-plane, where the C-plane is always provided by the macro cells and the U-plane
is provided by either the macro cells or the small cells. [61] proposed a handover scheme
in the DC for high speed railway. In [62], a DL traffic scheduling scheme was proposed
to enhance the system throughput and also to manage the DL traffic for UEs in the DC
network. In [63], an adaptive scheme was proposed in which the UEs in the system are
allocated the transmit power based on backhaul load and channel link quality indicators
by using minimized overhead. A survey regarding some of the technical aspects of the DC
was presented in [60]. Since the DC is based on the IRF deployment, it is expected that
the DC will inherit the offloading issue. The trend of offloading more UEs from the macro
cells to the small cells in the future HetNets will not only make the energy consumption
a serious issue but also cause significant signalling load. Therefore, an effective offloading
process will be of vital importance to ease the aforementioned issues and to exploit the
system resources efficiently.
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2.2 Mobility Management
The mobility model is defined as a tool to study and investigate the movement pattern
of UEs. The mobility model also describes the changes in the UEs’ locations, behaviours
and speed over time as they have a great impact on the protocol performance. The
random waypoint (RWP) model is considered as one of the simple models to study and
model a UE’s movement and it was investigated by [64]. It is also adopted by some of
the simulation software such as network simulator-2 (NS-2). In this model a UE moves
in a finite domain and chooses its destination point on the domain according to uniform
distribution and moves towards it with a constant speed. However, RWP has two issues as
shown in [65, 66]. The first issue is that the stationary spatial node distribution tends to
concentrate on the centre of the finite domain when UEs are uniformly distributed in the
network. The second issue concerns the transition lengths in the RWP, which are of the
same order as the size of the domain. [21] proposed improved random waypoint (IRWP)
to mitigate some of the issues that the classical RWP suffers from. In the IRWP, the
direction of movement is chosen uniformly in [0, 2π], and each of the length of transition,
the speed and the pause time are chosen from some distributions.
In [21], the handoff rate and the cell sojourn time in a one-tier network were inves-
tigated by using the IRWP. It is expected that the future cellular network will include
multiple tiers with different frequency bands (e.g. high frequency small cells), and in
the presence of a multi-tier HetNet, the mobility management is more complex and more
system parameters need to be considered. When studying the mobility management in
HetNets, modelling the cells has taken two main directions, Voronoi Tessellations cells
(VTCs) assumption and regular shapes assumption (e.g. circle and hexagonal). Re-
garding the first direction, in the conventional HetNets (all tiers use the same frequency
channel) different tiers in the network are assumed to form VTCs. [39] used stochastic
geometry to propose a framework for vertical and horizontal handoff rates experienced
by a UE with arbitrary movement trajectory in co-channel HetNets. Although the VTCs
assumption is reasonable for this type of deployment, it is expected that the future Het-
Nets will include dense small cells operating on different frequency channel. The VTCs
assumption has also been considered in the IRF HetNet [26, 27]. In [26], the number of
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handoffs made during a time window was used to estimate the UE’s speed in dense small
cell networks. Stochastic geometry was used to derive approximations to the Cramer-Rao
lower bound (CRLB) for the speed estimate of a UE. In [27], the UE’s speed was estimated
by using the cell sojourn time, where CRLB for the sojourn time-based speed estimation
was analysed. Both [26] and [27] assumed that the single-tier small cells in the network
forms VTCs which means that the whole network is covered by the small cells. However,
a huge infrastructure will be required for the high frequency small cells to cover the whole
network as the high frequency suffers from a very large propagation loss [14]. Also this
assumption restricts the analysis to one-tier cellular systems similar to [21].
Considering the second direction, [67, 68] assumed that the small cells in two-tier
HetNets have regular shapes. [67] addressed the cell sojourn time in a two-tier HetNet
where the small cells were assumed to have fixed hexagonal shapes in the network and the
overlap coverage among the small cells was not taken into consideration. [68] investigated
the mobility in a two-tier HetNet and also derived the cell sojourn time and the cross-tier
handoff rate by using the proposed model in [21]. The overlaps among small cells of
ellipse shape on a reference UE’s path was also neglected in this work. Therefore, some of
the intra-tier handoffs (handoffs among the small cells due to overlap) will be counted as
cross-tier handoffs. Ignoring the overlaps will not only affect the accuracy of the handoff
rate analysis but also affect the accuracy of the cell sojourn time as shown later in Chapter
3.
2.3 System Model
Consider a K-tier HetNet, where each tier is characterized by the tuple {λk, αk, pf,k,rs}
as shown in Fig. 2.1, where λk is the BSs density, αk is the path-loss exponent of the kth
tier and pf,k,rs is the RS transmit power of the kth tier on the fth frequency . The first-
tier (macro cells) uses low frequency for providing a wide coverage, and high frequency
channels are used at the small cells in the rest of the network tiers 2, 3,... , K for enhancing
the capacity and data rate. For tractability and clarifying the system model, we make
the following assumptions:
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• Assumption 1: It is assumed that the BSs of different tiers and the UEs in the
network are randomly distributed as independent PPPs Φk and Φu with density λk
and λu respectively, where k ∈ [1, 2,... , K] [28]. Although the distribution of small
cells in the system might be different in some areas, for instance, small cells form
clusters in some areas such as a city centre, the PPP assumption has been widely
accepted in literature due to its accuracy and tractability [5, 20, 22, 23].
• Assumption 2: Maximum received power association is reasonable in the co-
channel HetNet due to co-channel interference as in [23]. However, it causes load
imbalance and minimizes the small cells coverage significantly in the IRF HetNets
due to big differences in transmit powers and propagation losses [5, 14]. Offloading
UEs from the first tier to the small cells is highly desired and prioritized in order to
increase the system capacity and exploit the abundant resources at the small cells
efficiently. The resources at the small cells will not be exploited efficiently in the
future HetNets if the cell association is based on the best received power. Since
there is no interference between the first tier and the other tiers, it is assumed that
the association to the small cells is based on the minimum received power from any
small cell and the association among the tiers 2, 3,... , K is based on the maximum
average received power. When the small cell tiers use the same frequency F2, any
UE will be associated to a small cell of the mth tier, if the received power satisfies
the condition below:
ρmin ≤ ρm,j ≥ max
i∈Φn
ρn,i (2.1)
where m,n ∈ [2, 3,... , K], ρmin is the minimum received power to consider the UEs
in the small cell coverage and, ρm,j and ρn,i are the received power from the jth
small cell of the mth tier and from the ith small cell of the nth tier respectively.
• Assumption 3: It is also assumed that small cells operate in an open-access mode.
• Assumption 4: The network operates in full-buffer mode.
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Figure 2.1: System Model. Red circles represent the locations of the MCBSs, blue dots represent the small
cells coverage (different small cells tiers), black squares represent the waypoints, and the black dashed
lines represent the reference UE’s path between any two waypoints.
2.3.1 Association and SINR
Stochastic geometry is used to derive the cell association in multi-tier HetNets. In practice
ping-pong takes place if the cell association is based on instantaneous received power.
For this reason, it is assumed that the cell association is based on the average value of
received power (fading is averaged out). However, we consider the instantaneous value
of the received power to derive the average achievable rate later in this thesis. From
Assumption 2 and Assumption 3, the probability that a reference UE (U0) is connected
to any small cell in the system can be obtained as follows.
Lemma 1 The probability that U0 is associated to any small cell is expressed as:












where K¯ represents the set of the small cell tiers (it also represents the number of the
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small cell tiers in the network K¯ = K − 1), and L2 = ( ωF24π )2 is the path-loss at 1 metre
of the high frequency F2 and ω is the velocity of the wave.
Proof : Without loss of generality, assume that U0 is located at the origin and Ak is
the probability that U0 is associated to the kth tier. It is also assumed that U0 must be
associated to some tier and it is associated to the first tier when not associated to any































where P[.] indicates the probability, ρm,0 is the received power from the nearest small cell




is the probability of the received power from the mth
tier being less than ρmin, rm,0 is the distance from the origin to the nearest SCBS of the









is the probability of no SCBS of the mth tier





αm and it is obtained from the null probability [28]. Eq. (2.2)
is obtained from AK¯ = AK −A1 where AK =
∑K
k=1Ak = 1. 










where p0 and pj are the transmit powers of the transmitter of interest and the jth interferer
respectively, x and qj represent the distances from the desired receiver to the transmitter
of interest and to the jth interferer respectively, g0 and hj are the channel gains of the
desired link and the interfering link respectively, and σ2 is the additive noise power.
The power control is considered to be a very important technique in the cellular wireless
networks, not only for reducing the interference and improving the performance at the
cell edge but also for saving power at the terminal side. The power control in the DL
transmission is not complicated, as the inter-cell interference mitigation can be achieved
by link adaptation and scheduling techniques rather than adjusting the transmit power of
the BSs. In contrast, the UL power control, which is used to fully or partially compensate
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for the path-loss and shadowing and to guarantee minimum SINR received at the serving
BSs, is a crucial issue. Using fast power control is of vital importance in some cellular
systems, such as code division multiple access (CDMA), due to the near-far problem in
these systems as multiple UEs in the same cell share the same spectrum resources [69].
In the current systems (e.g. orthogonal frequency-division multiple access (OFDMA))
[70,71], there is no intra-cell interference as spectrum resources are not assigned to more
than one UE in the same cell. Nevertheless slow power control is still important to
reduce the inter-cell interference and the power consumption at the terminal side. In this
thesis, the distance-proportional fractional power control (FPC) is considered in the UL
transmissions while no power control is considered in the DL transmissions. When a UE
is at distance x from its serving BS, the UL transmit power can be expressed as:
p0 = pcx
αǫ (2.5)
where pc represents the baseline UE transmit power and ǫ is the UL power control factor
(PCF) and takes a value between 0 and 1.
2.3.2 Mobility Model
The IRWP proposed in [21] is considered in this thesis. The movement trace of any UE
is modelled by the quadruples {Wl−1,Wl, Vl, Sl}l∈L where l denotes the lth movement.
During the lth movement, Wl−1 and Wl denote the starting waypoint and the destina-
tion waypoint respectively, and Vl and Sl denote the velocity of the UE and the pause
time respectively. The velocities Vl are independent and identically distributed (i.i.d)
with distribution PV (.) and pause times Sl are i.i.d with distribution PS(.). The way-
points {W0,W1,...Wl−1,Wl,...WL} are a homogeneous PPP Φw(l) with density λw, and
the nearest point in Φw(l) is selected as the destination waypoint:
Wl = argmin
w∈Φw(l)
‖ w −Wl−1 ‖ (2.6)
where ‖ . ‖ indicates the Euclidean distance. The transition lengths {‖ W1 − W0 ‖, ‖
W2−W1 ‖...‖ Wl−Wl−1 ‖...} are i.i.d. The cumulative distribution function (CDF) of the
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transition length during the lth period can be obtained as:
P(Wl −Wl−1 ≤ l) = 1− exp(−λwπl2) (2.7)
The expected value of the transition length during the lth period can be obtained as:


























When V is uniformly distributed on [vmin, vmax], the mean transition time becomes [21]:
E[Tt,l] = E[‖ Wl −Wl−1 ‖]E[ 1
V
]





It is expected that users have different mobility characteristics in different areas, for
instance, the user’s transition length is short and direction switch rate is high when
walking and shopping in a city. The user’s transition length is long and the direction switch
rate is low when driving. Showing the different mobility behaviours requires different
values of waypoint density. High values of λw is suitable to model the movement of user
walking and low values of λw are more suitable to model movement of driving user. The
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In this chapter, we study the handoff rate, the small cell sojourn time and the macro
cell sojourn time in a multi-tier HetNet.
3.1 Small Cells Coverage
In this section, the coverage of small cells on the U0’s path is investigated by taking into
consideration that some overlaps may take place on the path. Since all transition lengths
are i.i.d., for brevity we consider the U0’s path fromW0 toW1 (P0). When λw is small (P0
is long as shown in Eq. (2.8) and U0 crosses a number of small cells during it is movement
in a dense HetNet as shown in Fig. 2.1) and Dm,j represents the vertical distance between
22
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P0 and the jth SCBS with radius rm,j from the mth tier, the number of small cells crossed






1(Dm,j ≤ rm,j) (3.1)
where 1(.) is the indicator function. It is assumed that Asys is the total system area and
Am is the area surrounding P0, and any small cell from the mth tier will be crossed by
U0 if its SCBS is located in this area. The conditional distribution of the number of small
cells crossed by U0 (ν) for Am ⊆ Asys is binomial since Asys ⊂ R2, [28]:











is the probability of any small cell located in Am and Nm is the total
number of small cells of the mth tier in the system.
The expected number of small cells from all tiers crossed by U0 is obtained as follows.






Proof : Since SCBSs are distributed as PPP, the number of SCBSs from the mth tier
in Am has a Poisson distribution with a mean value of λmAm. 
U0 spends the pause time associated either to one of the small cells or to the first
tier. The expected value of the pause time that U0 spends in the small cells coverage is
obtained in the next Lemma.
Lemma 2 The expected value of the time U0 resides in any small cell during the pause





where smin and smax are the minimum and the maximum pause time respectively.
Proof : U0 spends the pause time associated to a small cell if the destination point




SK¯ = S 1(‖ W1 − ym,j ‖≤ rm,j) (3.5)
where S is the pause time, ym,j is the location of the jth SCBS of the mth tier. Without
loss of generality, we assume that W1 is located at the origin. The probability that this
point is located in the small cells coverage is AK¯ as shown in Lemma 1 in Chapter 2, then
the expected pause time that U0 spends in the small cells coverage can be expressed as:
E[SK¯ ] = SAK¯ (3.6)
The result in Eq. (3.4) is reached when S is uniformly distributed on [smin, smax]. 
Next, the distribution of the one-tier small cells around P0 is investigated in order to
propose a framework to estimate the coverage of the small cells on P0. The one-tier small
cell framework will be expanded to a multi-tier small cell framework later in this chapter.
3.1.1 One-Tier Small Cell Network
The analysis in the subsection is based on the following assumption.
Definition 1When Rδ is a δ-dimensional Euclidean space, a uniform PPP on Rδ×[0, η]
of intensity λ can be interpreted as an MPP on Rδ with marks from [0, η] and intensity
ηλ [29].
Assumption 5: Without loss of generality, if rj = r ∀j and the point W0 is at the
origin, the SCBSs at distance of r or less from the line that starts from the origin and
passes through W1, can be interpreted as a MPP on R
+× [0, r], Φ¯ = {(y¯i, τi)} of intensity
λ¯. y¯ are the path points that represent the nearest points on the line to the SCBSs of the
crossed small cells as shown in Fig. 3.1. The path points are assumed to be distributed
on the line as PPP. The accuracy of this assumption is validated through simulations in
Fig. 3.2. τi represents the shortest distance between the location of the ith SCBS and
the path point y¯i. Since the locations of the SCBSs are uniformly distributed and can be
at any distance from P0, it is also assumed that τ is uniformly distributed in the range
[0, r]. The density of the new process Φ¯ = {(y¯i, τi)} is obtained as follows.
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Lemma 3 The density of the MPP on the straight line from W0 and passes through
W1 can be expressed as:
λ¯ = 2rλ (3.7)
Proof : Assuming that the number of the path points on P0 is denoted as N¯0. According
to Assumption 5, N¯0 = N0 and the expected value of E[N¯0] can be expressed as:
E[N¯0] = E[N0]
λ¯ ‖ W1 −W0 ‖ = A2λ
λ¯ =
A2λ
‖ W1 −W0 ‖
(3.8)
where E[N0] is obtained in Prop. 1, A2 = 2r ‖ W1−W0 ‖ is the area surrounding P0 and
K = 2 in the one-tier small cell network. The result in Eq. (3.7) is reached. 
Figure 3.1: The coverage of small cells from different tiers on P0
Assume that the path points are set in order according to the distance from W0 as
(y¯1, y¯2,
... , y¯i,
... , y¯N¯0). The path point inter-distance (e.g. the first path point inter-distance
represents the distance between the points W0 and y¯1) has an exponential distribution
with λ¯:
P(‖ y¯i+1 − y¯i ‖≤ d) = 1− exp(−λ¯d) d > 0 (3.9)
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Figure 3.2: Assumption 5 is validated in this figure, where Num. is the numerical result obtained by using
Eq. (3.10) and Sim. is the results obtained from simulations. The small cell density in SCBSs per km2
and the path point inter-distance in km.
Lemma 4 The expected value of the distance from W0 to y¯i can be expressed as:
E(‖ y¯i −W0 ‖) = i
λ¯
(3.10)
where i ∈ (1, 2,... , N0).
Proof : Since the path points (y¯) follow PPP on R+, the distance ‖ y¯i−W0 ‖ for i > 0
has an Erlang or Gamma distribution with i and λ¯ [28]. The probability density function











where Γ(.) represents the gamma function. The expected value of distance ‖ y¯i−W0 ‖ is:

















= i and the desired result in Eq. (3.10) is reached. 
To enhance the tractability, the total coverage of cells has been assumed to have a
regular shape (e.g. circle) for estimating the handoff rate and the cell sojourn time in
the cellular systems [21, 67, 72, 73]. This assumption holds in estimating the small cells
coverage in the IRF deployment (the small cells are deployed on a different frequency from
the macro cells), if the overlap coverage among the small cells are taken into consideration.
Since the association between the first tier and the small cell tier is based on the minimum
received power (Assumption 2 in Chapter 2), the coverage of small cells is independent
of the distance to the MCBSs. It is assumed that the coverage of any small cell forms a
circle (including some overlaps). Therefore the covered segment of P0 by the ith small
cell with radius ri and at distance τi from P0 can be obtained as:
Ci =
√
4r2i − 4τ 2i , τi ≤ ri (3.13)
The coverage of each small cell is a random variable depending on the small cell’s radius
and the distance from its SCBS to the path. The PDF of any small cell coverage on P0
is derived in the following Lemma.
Definition 2 If Y = g(X ) where X is a random variable with fX (x) as a PDF. The
PDF of the random variable Y can be obtained by using the transforming density function
as fY(y) = fX (x(y))|dxdy | if fX (x) ≥ 0 for all x and
∫∞
−∞ fX (x)dx = 1.








where 0 ≤ c ≤ 2ri
Proof : Since the total coverage of the ith small cell on P0 is obtained in Eq. (3.13),



















where fτi(τ) = 1/ri is the PDF of the distance between the ith SCBS and P0, (a) follows
from Eq. (3.13). The result in Eq. (3.14) is reached after solving Eq. (3.15). 




















The integral limits follow from that the maximum and the minimum coverage of any small
cell with radius r on P0 are 2r and 0 respectively. Since all the small cells are randomly
distributed and have the same distribution around P0 and the locations of the SCSBs
are uncorrelated, the expected value of the total small cells coverage on the path can be











represents the expected number of path points on P0. The result in Eq.
(3.18) includes some overlap coverage on P0. The overlaps can be ignored when the
density of small cells is very low. However, it is anticipated that the small cells density in
the future cellular networks is very high and the overlap coverage needs to be taken into
consideration. Some overlaps will occur on P0 and the number of these overlaps depends
on various parameters such as the density of small cells and the footprint of each small
cell. Finding the overlap areas will not only help to estimate the cell sojourn time and
the handoff rate precisely, but also help to find the fraction of time that any UE spends
in the small cells coverage in order to estimate the energy consumption needed for the
SCD process in the HetNets [4, 24]. Next, the overlap coverage on P0 is investigated.
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is the maximum distance between y¯i and y¯i+1 for the ith overlap




are the half coverage of the ith small cell and the half
coverage of the (i+ 1)th small cell on P0 respectively, as shown in Fig. 3.3.
Proof : See Appendix A.1. 
Figure 3.3: Overlap coverage on P0
After finding the expected value of any overlap coverage on P0 in Lemma 6, the
expected number of overlaps taking place on P0 is obtained as follows.




























Proof : See Appendix A.2. 
The expectation of the total transition time that U0 stays in the coverage of small cells
during its movement on P0 with a constant speed V = v, can be obtained as:
E[T0] = E[CT ]− E[COL]
v
(3.21)
where E[COL] = E[NOL]E[Ci] is the expectation of the total overlap coverage on P0.
3.1.2 Multi-Tier Small Cell Network
In this subsection, we expand the one-tier small cell framework proposed in the previous
subsection to a multi-tier small cell framework. Now we need to consider different densities
and coverages of small cells. The analysis in this subsection will be based on the following
definition.
Definition 3 Superposition of two independent PPPs is a PPP with intensity of the
sum of both densities [28].
From Definition 3, the small cells from different tiers in the system form one PPP ΦK¯
with density of λK¯ =
∑K
m=2 λm. Therefore, the small cells crossed by U0 from different
tiers can also be interpreted as one MPP on R+ × [0, rm], Φ¯K¯ = {(z¯i, τi)} of intensity λ¯K¯
where rm takes a value in the range [r2, r3,
... , rm,
... , rK ]. The density of path points on











If the path points on P0 are set in order (z¯1, z¯2,... , z¯i,... , z¯N¯0). The path points inter-distance
has an exponential distribution with density λ¯K¯ :
P(‖ z¯i − z¯i+1 ‖≤ d) = 1− exp(−λ¯K¯d) d > 0 (3.23)
Given a small cell of the mth tier overlaps with another small cell on P0, the expected
value of the overlap coverage can be obtained similar to Lemma 6 as follows.
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Lemma 8 The expected value of one overlap occurring between the ith small cell of












is the maximum distance between z¯i of the mth tier and z¯i+1






are the half coverage of the ith
small cell of the mth tier and the half coverage of the (i + 1)th small cell of the nth tier
on P0 respectively, and λ¯nλ¯K¯ is the probability of the (i+1)th small cell being from the nth
tier.
Proof : See Appendix A.3. 
In the multi-tier small cell network, there are different small cells with different foot-
prints and different densities crossed by U0 during its movement. The probability of a
small cell of the mth tier overlapping with another small cell on P0 can be also found


































−∑Kn=2 λ¯n ∫ 2rm+2rn0 c¯ fC¯mn(c¯) dc¯
)
represents the probability that the small cell
of the mth tier does not overlap with the next small cell on P0. The expected number of








is the probability of the ith small cell being from themth tier. Since the locations
of the small cells crossed by U0 and their coverage are independent, the expectation of the
total transition time that U0 spends in the small cells coverage when the speed is constant
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V = v becomes:





















The result in Eq. (3.27) shows that the fraction of time that U0 spends in the small cells
coverage does not only depend on the cell association and the total transition time as it
was assumed in [20], but also depends on other system parameters such as transmit power
and the density of each tier as well as the probability of an overlap occurring on P0.
3.2 Sojourn Time
The cell sojourn time is defined as the expected time that U0 stays in the coverage of a
cell of interest and it directly affects the efficiency of system resources utilization. Since
all transition lengths are i.i.d., the expected sojourn time will be derived during one
transition time (e.g. ‖ W1−W0 ‖). The small cells crossed by U0 have different coverages
on P0 as they have different transmit powers and they are located at different distances
from P0. Since the cell association among the small cell tiers is based on the maximum
received power, the overlap coverage will be served by different small cells depending on
the transmit power and the locations of the SCBSs around the path. The expected value
of the ith small cell’s footprint of the mth tier, served by the (i + 1)th small cell of the
nth tier is obtained in the following Lemma.
Lemma 9 Given that an overlap occurs on the path between the ith small cell of the
mth tier and the (i + 1)th small cell of the nth tier, the expected value of the footprint














Proof : See Appendix A.4. 
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3.2.1 Small Cell Sojourn Time
The expectation of the small cell sojourn time when the pause time is zero can be expressed
in the next Theorem.
Theorem 1 When λw is small, V = v and S = 0, the average small cell sojourn time




















where POL,mn and POL,ma are the probability that the reference small cell of an mth tier
overlaps with the (i + 1)th small cell of the nth tier and the (i − 1)th small cells of the
ath tier on P0 respectively. Cm is the coverage of the reference small cell of the mth tier
and its PDF is obtained in Lemma 5.
Proof : Given that the reference small cell is crossed by U0, the small cell sojourn time





where ψ represents the footprint of the reference small cell on the path and served by other
small cells due to overlapping. ψ can take a value between 0 when no overlap occurs, and
Ci when one overlap or more occur with other small cells on the path. Given that the ith
small cell has Ci coverage on the path and overlaps with other small cells, the expectation
of ψ can be expressed as:
E[ψ] = 2POLE[χ] (3.31)
where POL is obtained in Eq. (A.2.4), and E[χ] is the expected value of the ith small cell’s
footprint served by the (i + 1)th small cell or the (i − 1)th small cell on the path and is
obtained in Eq. (3.28). When K¯ > 1, the ith small cell can overlap with small cells of
the nth tier and the expectation of the ith small cell’s footprint of the mth tier served by





E[χn 7→m]. Therefore, the expectation














Since the locations of the SCBSs are uncorrelated and the expected value of the small cell








Since there are K¯ small cell tiers, the expected value of the small cell sojourn time in any







The result in Eq. (3.29) is reached. 
Before we derive the small cell sojourn time in a multi-tier small cell network when
S 6= 0, the probability of U0 spending the pause time in the coverage of the reference small
cell is given. When S > 0, some of the pause time will be spent in the small cells coverage
as shown in Lemma 2. Since the waypoints are distributed randomly as a PPP on the
plane with density λw, and the locations of the SCBSs are also distributed as PPP with
density λK¯ , the probability that U0 spends the pause time in the small cell of interest can
be found as follows.
Lemma 10 The probability that U0 spends the pause time in the reference small cell

















Proof : See Appendix A.5. 
Next, we find the average small cell sojourn time during one movement as follows.
Theorem 2 The expected sojourn time that U0 spends in any small cell when S 6= 0







AK¯E[ST sSCS,m] +A1E[ST 0SCS,m]
)
(3.36)








E[ST 0SCS,m] is the expectation
of the mth cell sojourn time when S 6= 0 and E[ST 0SCS,m] is obtained in Eq. (3.33).
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Proof : When W1 is located in the small cells coverage with a probability of AK¯ , U0
spends the pause time in the coverage of the small cell of the mth tier with a probability
of PS,m. The expectation of the total sojourn time that U0 resides in any small cell can
be obtained in Eq. (3.36). 
The above results are more suitable for small values of λw as U0 is expected to cross a
number of small cells during one movement as shown in Fig. 3.4. The larger values of λw
are suitable for users walking [21]. The small cell sojourn time when the actual coverage
of each small cell is assumed to have a hexagonal shape (this assumption does not affect
the accuracy of the analysis [67]) can be obtained as:



















where f¯(x, y) = e−λwπ(x
2+y2)/
√
x2 + y2 is the spatial UE distribution between W0 and W1













is found similar to Lemma 9.
Figure 3.4: The cell sojourn time. Red circles represent the locations of the MCBSs, blue dots represent
the small cells coverage (different small cell tiers), black squares represent the waypoints, and the black
dashed and the black dotted lines represent the reference UE’s path between any two waypoints for a
small value of λw and a large value of λw respectively.
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3.2.2 Macro Cell Sojourn Time
Deploying dense small cells in the network will not only affect the small cell sojourn
time but also affect the macro cell sojourn time. Since the macro cells form VTCs, the
expectation of the macro cell sojourn time can be obtained as:
















where RMC is the average macro cell radius, λMCB =
2√
πRMC
is the length intensity of the






is the spatial UE distribution when




) represents the probability that U0 reaches the macro-
macro (macro-small) boundaries before the macro-small (macro-macro) boundaries, and

















































is the probability of that the first path point





is at distance greater than l.
3.3 Handoff Rate
The handoff rate is defined as the expected number of handoffs taking place per unit
time. It is considered to be one of the important parameters in the cellular systems as
it affects the amount of signalling. Increasing the number of UEs and the number of
small cells in the system will affect the amount of signalling significantly and also affect
the QoS. It is also anticipated that the first tier will have to deal with a large number
of UEs, therefore an accurate framework will help in network dimensioning and also to
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estimate the required resources at the first tier. We introduce the IRH rate and the IAH
rate to reflect the required resources at the first tier. The IRH is defined as the number
of handoffs taking place between cells using different frequencies (e.g. small cell to macro
cell and/or macro cell to small cell). The IAH is defined as the number of handoffs taking
place between cells of the same frequency (e.g. macro cell to macro cell or/and small cell
to small cell). In this chapter, we consider the IAH rate among the small cells since the
handoff rate in the first tier was already studied in [21]. The total expected handoff rate in
a multi-tier HetNet is defined as the expected number of handoffs during one movement.
E[HT ] = E[HIR] + E[HIA] = E[NHF ]
E[Tt,l] (3.40)
where Tt,l represents the total time that U0 needs to travel along P0 and its expectation
is obtained in Eq. (2.9) and in Eq. (2.10), NHF represents the number of handoffs that
U0 experiences during its movement along P0, and HIR and HIA represent the IRH rate
and the IAH rate respectively. U0 can experience up to 2N0 handoffs during its movement
(maximum of 2N0 handoffs take place when there is no overlap on P0). The expectations
of both the IRH rate and the IAH rate are obtained as follows.
Theorem 3 The expected IRH rate can be expressed as:












where AK¯ and A1 are the probabilities that the destination point W1 is located in the
coverage of the small cells and the coverage of the first tier respectively as shown in
Lemma1.
Proof : The IAH rate is defined as the number of handoffs between cells operating on
the same frequency during one movement divided by the total time of movement. Since the
IAH takes place on the high frequency F2 when U0 moves between small cells overlapped
on P0, the number of IAH can also be interpreted as the total number of overlaps on P0.
Therefore, the expectation of the number of IAHs in a multi-tier small cells network can
be obtained in Eq. (3.26). Since some of the handoffs will be between two small cells due
to overlaps, the total number of handoffs can be expressed as 2N0 − NOL. On the other
hand, U0 will either leave the last small cell on the path and experience the last handoff
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with a probability of A1, stay in the coverage of the last small cell with a probability of
AK¯
2
, or it will enter another small cell coverage with a probability of AK¯
2
. Therefore the
expectation of the total handoff rate becomes:











The desired result in Eq. (3.41) is reached after substituting Eq. (3.42) in Eq. (3.40). 
3.4 Results
In this section, simulation and numerical results are presented to show the impact of
different parameters such as the waypoint density λw, the transmit power of small cells,
the number of small cell tiers and the density of the small cells in the system on the
handoff rate and the cell sojourn time. Some figures in this section include two scenarios.
The first scenario (A) represents the analysis in this paper which considers the overlaps
among the small cells. The second scenario (B) represents the analysis when the overlaps
are ignored. The different system parameters can be found in Table 3.1, unless given
otherwise.
Fig. 3.5 shows the accuracy of the analytical results. The expectation of the path
points inter-distance is shown when a different number of small cell tiers and different
values of the small cells density are deployed in the system. Fig. 3.5 shows that the
assumption of the path points forming a PPP with density of
∑K¯
m=1 2rmλm is very accu-
rate. It is also shown that the path points inter-distance decreases when the density of
small cells increases for a different number of tiers. This is because the distances among
the small cells in the system are minimized and the reference UE crosses more small cells
during its movement when the small cell density increases.
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Table 3.1: System Parameters
Parameter Symbol Value
Minimum received power ρmin -90 dBm
MCBS density λ1 0.5 MCBS/km
2
SCBS density λ2 40 SCBS/km
2
RSs transmit power from F2 p2,2,rs 33 dBm
RSs transmit power from F1 p1,2,rs 19 dBm Eq. (4.15)
UE baseline transmit power pc 20 dBm
Number of small cell tiers K¯ 1
Waypoint density λw 0.001 waypoints/km
2
Path-loss exponent αk 4
UE’s speed v 5 km/h
Number of high frequency channels F 1
Minimum time for beneficial offloading tmin 0
Low frequency F1 2 GHz
High frequency F2 10 GHz
Power control factor ǫ 0.5
IAF scan periodicity tpA 0.2 Sec
Energy cost for one IRF scan Es 2.25 mJ [54,75]
UE density λu 200 UEs/km
2
Pause time S 0
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Figure 3.5: The path points inter-distance assumption in a single- and multi-tier HetNet.






























Figure 3.6: The small cells coverage, where (A) considering cell overlap, (B) not considering cell overlap.
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Fig. 3.6 shows the total coverage of the small cells in the both scenarios (A) and (B)
for a different number of tiers and different values of the small cell density. The coverage
of the small cells on the reference UE’s path increases when the density of small cells
increases in (A) and (B). However, the coverage of small cells in (B) is doubled when the
density of small cells is doubled, while the pace of increment slows down in (A) when
the density increases due to overlaps. As a result, the gap between the result in (A) and
result in (B) increases when the density of small cells increases for a different number of
tiers. On the other hand, it is shown that the gap between (A) and (B) is greater when
K = 4 for the same small cell density. It is likely to have larger overlap coverage when
considering small cells with larger footprints (higher transmit power). Fig. 3.6 also shows
that the overlap coverage can be neglected when the density of the small cells is very low,
however, the overlap coverage increases in the dense small cell networks and ignoring the
overlap coverage will affect the accuracy of the small cells coverage in these networks.



























Figure 3.7: IRH rate, IAH rate and total handoff rate, where K¯ = 3.
Fig. 3.7 shows the total handoff rate, the IRH rate and the IAH rate for different
values of the small cell density when K¯ = 3. As expected, it is shown that the total
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handoff rate increases when the density of the small cells increases as the UEs will cross
more small cells in the denser small cell network. Fig. 3.7 also shows the impact of the
small cell density on the IAH rate and the IRH rate. For low small cell density, most of
the handoffs are IRHs, from or to the first tier (macro cells). Although increasing the
small cell density will maximize the total handoff rate, it turns some of these handoffs to
IAHs due to some overlaps. Increasing IAH means a greater fraction of the handoffs and
their cost (e.g. signalling) will be handled by the other tiers.
When ignoring the overlaps on the path, all the IAHs will be counted as IRHs and
the accuracy of the total handoff rate will be affected significantly in the dense small cell
network. Fig. 3.8 shows a comparison between the scenario (A) and the scenario (B)
in terms of total handoff rate. The total handoff rate in (B) is always greater, as the
overlaps are ignored and two IRHs are assumed to take place for each small cell (one IRH
for entering the small cell and another one for leaving it). In fact, one IRH or no IRH is
required when the reference UE moves among two or three overlapped small cells on the
path.

























Figure 3.8: Total handoff rate, where (A) considering cell overlap and (B) not considering cell overlap.
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Fig. 3.9 illustrates the fraction of the handoffs that the first tier is involved in, which
is expressed as a ratio of the IRH rate to the total handoff rate for different small cell
transmit powers. The fraction of handoffs that the first tier needs to handle decreases
when the density of small cells increases, for instance, when p2,2,rs = 37 dBm, less than
65% of the handoffs will be managed by the first tier when λ2 = 50 while over 80% and
95% of the handoffs will be managed by the first tier when λ2 = 25 and λ2 = 5 respectively.
Fig. 3.9 also shows that when the footprint of the small cell increases (higher transmit
power), the fraction of the handoffs managed by the first tier decreases. This is because
more overlaps are more likely to occur when the footprint of the small cell is larger for
the same small cell density.































Figure 3.9: The ratio of IRH rate to total handoff rate where K¯ = 1.
The number of handoffs for different values of the small cell density and different values
of the mobility parameter λw is shown in Fig. 3.10. It is shown that the total number of
handoffs during one movement increases when the mobility parameter decreases. This is
because the expected distance that the reference UE needs to travel from the starting point
to the destination point decreases when λw increases as shown in Eq. (2.10). It can be also
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seen from Fig. 3.10 that the number of IRHs for different values of λw starts increasing
dramatically with low and medium small cell density while the number of IAHs increases
slightly with low and medium density of small cells. However, the number of IRHs starts
dropping with high density of small cells around the density of 65 for all values of λw. It
can furthermore be observed that higher the value of λw, the more gradually the number
of IRHs decreases. The number of IAHs keeps increasing until it exceeds the number of
IRHs. Note that IAHs exceeds IRHs at different small cell densities when different values
of λw are considered. For instance, the number of IAHs exceeds the number of IRHs at a
small cell density of 75 when λw = 0.01, while the number of IAHs exceeds the number
of IRHs at a small cell density of 90 when λw = 1. This is because the effect of the tier
association on the number of IAHs and IRHs is greater when the number of the crossed
small cells is smaller (greater value of λw) since the number of overlaps on the path is a
function of the cell association as shown in Eq. (3.20).





















NTH − λw = 0.01
NTH − λw = 0.1
NTH − λw = 1
IAH − λw = 0.01
IAH − λw = 0.1
IAH − λw = 1
IRH − λw = 0.01
IRH − λw = 0.1
IRH − λw = 1
Figure 3.10: Number of IAHs, IRHs and total handoffs (NTH), where K¯ = 3.
The expectation of the small cell sojourn time when λw = 0.01 and λw = 100 are shown
in Fig. 3.11 and Fig. 3.12. It is seen that the scenario (A) is very accurate in different
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densities of HetNets and the small cell sojourn time is minimized in the dense HetNet
due to the small cells overlapping. Furthermore, it is also seen that when the overlaps are
ignored, e.g. scenario (B) [67], the small cell sojourn time becomes independent of the
small cell density. However, our analysis (A) and the simulations show that the small cell
sojourn time is not only affected by the number of tiers and the small cells’ footprints, but
also affected by the small cell density in the network. The gap between the two scenarios
(A) and (B) increases when the small cell density increases and/or the transmit power
of the small cells increases. This implies that the analysis becomes very inaccurate when
ignoring the overlaps.

























































(A)− p2,2,rs = 23dBm
(A)− p2,2,rs = 33dBm
(A)− p2,2,rs = 36dBm
(B)− p2,2,rs = 23dBm
(B)− p2,2,rs = 33dBm
(B)− p2,2,rs = 36dBm
Figure 3.12: The small cell sojourn time, where (A) our analysis, (B) from [67], λw = 100 and S = 60 sec.
Fig. 3.13 shows the macro cell sojourn time for different values of the mobility param-
eter λw. In this figure, two scenarios are considered, the first scenario shows the impact of
the small cells with different densities on the macro cell sojourn time. The second scenario
(No − SCs) represents the macro cell sojourn time when no small cells are deployed in
the network [21]. It can be seen that when the small cell density increases the macro cell
sojourn time decreases. In the single-tier network (e.g. No − SCs scenario), the macro
cell sojourn time depends on the macro cell density and the total transition time, while
the macro cell sojourn time in the HetNets is affected by the density and the footprints
of the small cells in addition to the macro cell density and the total transition time. De-
ploying more small cells will minimize the macro cell sojourn time as the probability of
the UEs encountering the macro-small boundaries is greater than the probability of they
encountering the macro-macro boundaries in a dense small cell network.
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Figure 3.13: The macro cell sojourn time, where No − SCs represents the result from [21], RMC = 1 km
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In this chapter, the total energy consumption, the offloading loss and the achievable
data rate are derived in a two-tier HetNet by taking into consideration the impact of the




In this section, the offloading loss is investigated as it is considered to be one of the
important issues that the SCD faces. It is shown in Chapter 3 that U0 travels T0 in the
second tier coverage ( T0 can also be defined as the potential offloading time along P0). It is
expected that U0 is associated to the second tier shorter time than the potential offloading
time T0. This is because U0 needs to perform the IRF scan to discover every small cell on
the path before the offloading to the second tier is initiated. The offloading loss can also be
defined as U0 fails to detect small cells when entering their coverage, as a result it misses
offloading to these small cells completely or partly. This is because of the long periodicity
of the IRF scan (high value of tp) and/or the high mobility of U0. Although UEs sometimes
need to repeat the scan for more accurate measurements, it is assumed that U0 discovers
the small cells from the first IRF measurements in their coverage. Assume that tmin is
the minimum time needed to consider the offloading beneficial (the offloading procedure
costs a significant amount of signalling at both the UE’s side and network’s side), or it
can also be defined as the minimum time needed to complete the offloading procedure
successfully. During its movement, U0 moves with speed v and performs scanning every
tp. The offloading is considered useful if U0 stays associated to the small cell for tmin.
Since the small cells are randomly distributed around P0, the small cells can be grouped
into three groups according to the time that U0 with speed v travels in their coverages.
U0 travels at least tp + tmin in each small cell of the first group (Ξ1), U0 travels between
tp + tmin and tmin in each small cell of the second group (Ξ2), and U0 travels less than
tmin in each small cell of the third group (Ξ3).
Therefore U0 misses each small cell of Ξ1 partly from 0 to tp as it enters the coverage
of each small cell at a random time between two IRF scans. The expected value of the
time missed by U0 from each small cell of Ξ1 can be obtained as:














where ft1(t) is the PDF of the missed time from any small cell coverage which is assumed
to be uniformly distributed in the range [0, tp], PΞ1 is the probability that any small
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cell crossed by U0 belongs to Ξ1, which can also be interpreted as the probability that
U0 travels at least Cmp = vtmp in any small cell coverage, tmp = tp + tmin and fC(c) is
obtained in Eq (3.14). U0 travels t2 in any small cell coverage of Ξ2, where tmin ≤ t2 < tmp.
Therefore, it misses the coverage of these small cells partly or completely. The expected


































where PΞ2 is the probability that any small cell belongs to Ξ2, Cmin = vtmin, the first
term and the second term in (a) represents that U0 misses any small cell of Ξ2 completely
with probability 1 − t2
tpm




(b) follows from t2 =
C2
v
. The expected value of the time that U0 misses from small cells
coverage during its movement is obtained in the following Theorem.






E[TΞ1 ] + E[TΞ2 ]
)
(4.3)
Proof : Since there are some overlaps on P0, no offloading loss will take place when U0
moves between two overlapped small cells. The total expected time that U0 misses from
the second tier coverage during its movement in Eq. (4.3) is reached. 
Our analysis shows that the offloading loss depends on a number of the system pa-
rameters such as tp, the small cell density, ρmin, the small cell transmit power, tmin and
the UE’s speed.
4.2 Energy Consumption




4.2.1 Uplink Energy Consumption
Assuming that U0 has traffic to send during its movement, the expected value of the total
energy consumption of U0 for sending UL traffic can be found as follows.
Lemma 11 The total energy consumption is the summation of the energy consump-
tion when associated to the first tier and the second tier as:














where E[E1] and E[E2] represent the UL energy consumptions when associated to the
first tier and the second tier respectively, Υk is the expected time that U0 is associated to
the kth tier, Υ1 = E[Tt,l]− E[T0] + E[Tmiss] and Υ2 = E[Tt,l]−Υ1 represent the expected
time that U0 is associated to the first tier and the second tier respectively, E[Tt,l] is the
expected time that U0 spends on P0 and obtained in Eq. (2.9), E[T0] is the expected time
that U0 spends in the second tier (or the potential offloading opportunities to the second
tier) and obtained in Eq. (3.21), and E[Tmiss] is obtained in Eq. (4.3).
Proof : When the distance-proportional FPC is used as in Eq. (2.5), the energy







where fxk(x) is the PDF of xk. Since the tier association is based on ρmin from the second
tier, the association to the second tier is independent of the distances to the MCBSs.
The distance from U0 to the serving BS is assumed to have a Rayleigh distribution and
fxk(x) = 2πλke
−2πλkx2k . The results in Eq. (4.4) is reached by using [76, 3.326.2]. 
4.2.2 Energy Consumption in the DC
As explained earlier, the energy consumption for the discovery mechanism is one of the
biggest challenges in the HetNets. In the periodic scan based systems (e.g. DC), most
of the energy consumption takes place at the UEs’ side. The UEs perform the IRF
scan frequently, stop scanning when offloaded to the second tier and resume scanning
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when leaving the second tier coverage. The total energy consumption at the UEs’ side
depends on the time the UEs spend off the second tier coverage and tp. The total energy





where EDCU,i is the total energy that the ith UE consumes for performing the IRF scan
per unit time. When there are F high frequency channels deployed in the system, each
small cell of different frequency channels has the same footprint and each UE performs
the IRF scan every tp on each frequency channel, the expectation of EDCU becomes:
E
[
EDCU ] = EsFΥ1
tp
(4.7)
where Es the energy cost for one IFR scan,
Υ1
tp
represents the expected number of scans
that U0 performs on each frequency channel during its movement. The expectation of
EDC can be obtained as:
E
[




where Asysλu represents the mean number of UEs in the system. Although, minimizing
tp helps to exploit more potential offloading opportunities, it may maximize the energy
consumption at the UEs’ side and in the whole system significantly. The result in Eq.
(4.8) also shows that the energy consumption in the SCD is linearly proportional to the
number of frequency channels and the UE density in the system for the same small cell
density. Since the number of UEs in the system will increase and there is a need to deploy
more frequency channels in the system, the energy consumption for the SCD process will
degrade the energy efficiency in the whole system.
4.3 Energy Efficiency
Consider ULEE as performance metric to demonstrate the impact of the SCD on the
system performance. The ULEE is defined as the total UL average achievable data rate
during U0’s movement divided by the expected total energy consumed for both the UL
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transmission and the SCD process during the same movement. It is assumed that the
handover process between any cells from different tiers is seamless and the short periods








E[EUL] + E[EDC ]
) (4.9)
where ↑ represents the UL direction, RT,↑ is the total average ergodic rate, ET is the
total energy consumption, and R1,↑ and R2,↑ represent the average ergodic rates of U0
associated to the first tier and the second tier respectively. The average achievable rate
of U0 associated to the kth tier Rk,↑ is obtained as follows.





























transform of the cumulative interference from the UEs associated to the kth tier, ι is the
threshold of the achievable data rate and B(.) is the beta function.
Proof : See Appendix A.6. 
4.3.1 Optimum Inter-Frequency Scan Periodicity
The optimum value of tp to achieve the best energy efficiency is derived. It is assumed




C3 + C4tp + C5t−1p (4.11)
where C1 = R1,↑(1 − E[T0]E[Tt,l]) + R2,↑
E[T0]
E[Tt,l] , C2 =
E[N0]−E[NOL]
2E[Tt,l] (R1,↑ − R2,↑), C3 = (E[Tt,l] −
E[T0])E[p1,↑] + E[T0]E[p2,↑] + 0.5EsF , C4 = 0.5(E[N0] − E[NOL])(E[p1,↑] − E[p2,↑]), and
C5 = EsF(E[Tt,l] − E[T0]). E[p1,↑] = E[E1]Υ1E[Tt,l] and E[p2,↑] =
E[E2]
Υ2E[Tt,l] are the expected value
of the UL transmit power when U0 is associated to the first tier and the second tier
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respectively. The optimum value of tp to maximize the energy efficiency can be found by
setting the derivative dκ
dtp
= 0. By considering some simplifications, it becomes:
(C2C3 − C1C4)t2p + 2C2C5tp + C1C5 = 0 (4.12)
The critical points are obtained by using the quadratic formula as shown below:
−2C2C5 ±
√
(2C2C5)2 − 4(C2C3 − C1C4)C1C5
2(C2C3 − C1C4)
(4.13)
Finding the optimum value of tp for different values of small cells needs to be clarified
by considering a few cases. From the facts that the density of small cells is very high in
comparison to the density of macro cells (λ2 ≫ λ1) and the IRF scan periodicity is equal
or greater than zero (tp ≥ 0), two main cases are considered to find the optimum value of
tP :
Case 1: (C2C3 − C1C4) = 0.
When the density of small cells is equal to the density of macro cells (λ2 = λ1), both
C2 and C4 will be zero. In this case, there is no optimal solution.
Case 2: (C2C3 − C1C4) < 0.
When the density of small cells is greater than the density of macro cells (it is expected
that λ2 > λ1 in the future HetNet), C2 < 0 and C4 > 0. Since tp can not be less than zero,








The current cellular system suffers from some of the technical challenges that affect ex-
ploiting the system resources efficiently and the QoS, and hamper meeting the future
performance targets [2, 59, 61]. It is expected that the future cellular systems (e.g. DC)
will inherit the offloading process issue from the conventional IRF HetNet.
To meet the future requirements and overcome the technical challenges, a new ap-
proach needs to be proposed by taking into consideration all the limitations and issues
that the current systems suffer from. It is anticipated that the SCD will have a great
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impact on the performance of the future cellular systems due to limited power at the
UEs’ side, multiple high frequency channels deployed in the system and limited resources
at the macro cells. Therefore we propose a novel TC to solve the issues regarding the
mobility management, and the offloading process [2]. The proposed TC includes three
planes, the C-plane, the U-plane and the I-plane. The C-plane is maintained by the
first tier to provide the required control information for maintaining wireless links with
the UEs. The U-plane is maintained by either the first tier or the second tier to deliver
the UEs’ traffic. Splitting the C-pane and the U-plane can provide smoother mobility
management [60, 61, 77]. The I-plane is provided by the second tier by reusing the low
frequency at every small cell to advertise the small cells’ information (e.g. cell identifica-
tion (ID)). The purpose is to keep the offloading process (discovering and identifying the
small cells) on one frequency (the low frequency) regardless of the number of frequency
channels in the network. In other words, the whole SCD process will be based on the IAF
scan instead of the IRF scan. The I-plane will act as an indicator for UEs to detect and
discover the nearby high frequency small cells in order to offload the UEs’ traffic to the
discovered small cells as shown in Fig. 4.1. This can save power at the UEs’ side as well
as signalling load at the UEs’ and the network’ sides. However, this mechanism will result
in power consumption within the network for maintaining the I-plane. Although there
are substantial differences between the current cellular systems and future cellular sys-
tems, the technical specifications and the details of the offloading procedure and mobility
management have not been characterized yet. Therefore, the proposed TC is modelled
and designed by considering current cellular systems.
4.4.1 C-plane
The C-plane, which is provided by the first tier, includes the control information and
some of the services that do not require large frequency resources. For instance, the
voice service is one of the services that needs limited frequency resources, but it requires
high reliability. Providing this service by the first tier will minimize the interruption in
service continuation and also minimize the signalling load, in addition to guaranteeing
more reliable communication. The control information includes all information needed
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for setting up and maintaining communication links between the UEs and their serving
cells. Therefore, the C-plane will not only control the U-plane when provided by the first
tier, but also control the U-plane when provided by the second tier [60]. This implies that
in the TC, the protocol stack at the macro cells will match the conventional protocol stack
in the current cellular systems and include radio resources control (RRC), packet data
convergence protocol (PDCP), radio link control (RLC), medium access control (MAC)
and physical (PHY - F1) as shown in Fig. 4.1a. The RRC includes a number of functions
such as the broadcast of system information, RRC connection control, measurements
configuration and reporting, support of self-configuration and optimization and others
[53]. Therefore, the first tier in the TC system will also be responsible for configuring,
and managing measurements and reports regarding the cell search procedure for both IAF
and IRF cells.




In the TC, the U-plane will be provided by the high frequency at the second tier or by
the first tier according to the service requested by UEs and availability of the second tier.
The U-plane will be provided by the first tier if the UEs are off the second tier coverage
and/or the UEs request a low data rate service (e.g. voice service). Since the control
information is provided by the C-plane, the second tier’s role will be restricted to deliver
UEs traffic supported by the C-plane. The protocol stack at the second tier will include
all the protocols except the RRC. However, the U-plane at the second tier still needs some
functions of the RRC (e.g. broadcast of system information). The second tier will need
to include the RSs and the synchronization signals for the channel estimation between
UEs and the serving small cells, and also for the cell search.
4.4.3 I-plane
The low frequency will be reused at each small cell, which will be functioning as an
indicator to enable UEs to discover the surrounding small cells and also to estimate the
proximity to the SCBSs. The system information of each small cell will be broadcasted not
only on the high frequency (U-plane), but also on the low frequency (I-plane). Moreover, I-
plane will not be used to serve UEs in the system to protect the UEs served by the first tier
and also to minimize the interference with the C-plane. However, although very limited
frequency resources are required for the I-plane, allocating limited low frequency resources
for this purpose or some of the interference mitigation techniques may be applied, e.g.
enhanced inter-cell interference coordination (eICIC) [78–80]. The I-plane only broadcasts
the cell information (e.g. CID), the RSs and the synchronization signals. Decoding the
synchronization signals allows UEs to obtain the CID [81]. The RSs exist at the physical
layer to deliver a reference point for the DL power. Since the locations of RSs in the
channel are based on the CID, the synchronization signals enable UEs to discover the
small cells in the system and provide the serving cells with the required measurements of
the surroundings [81–83]. Furthermore, the protocol stack at the I-plane will be limited




4.4.4 Proposed Small Cell Discovery Mechanism
The low frequency is used at each small cell next to one of the high frequencies as shown
in Fig. 4.1b. It is assumed that both frequencies at each small cell are overlaid and
cover the same area. Covering the same area by both spectrums requires compensation
for the path-loss difference between the low frequency and the high frequency. The long-
term average value of the received power from any small cell with the fth frequency at
a reference point (e.g. cell edge) is expressed as ρ¯f = pf,2,rsr¯
−α2
f Lf , where pf,2,rs is the
transmit power of RSs from Ff , r¯f is the distance between the reference point and the
SCBS and f ∈ [1, 2,... ,F +1]. The RSs transmit power of F1 to receive the same received







where r¯1 = r¯f since both frequencies are transmitted from the same SCBS. The proposed
SCD mechanism in the TC can be summarized as:
• The serving macro cells manage both the IAF and the IRF measurements. When
a reference UE is provided with the C-plane and the U-plane by the same serving
macro cell, the reference UE is triggered to perform the IAF measurements only. The
reference UE performs the IAF measurements and send them back to the serving
macro cell. These measurements will not only be used to estimate the channel
between the reference UE and its serving macro cell, but also to discover the nearby
small cells since all small cells broadcast their information on both low and high
frequencies.
• Offloading requirements are the criterion to trigger the IRF scan at the reference
UE as a final step before offloading the reference UE from the first tier to the second
tier. These requirements could include signal level and quality, the current load at
the discovered small cells (full or not) and the access restriction. The serving macro
cell can use the IAF measurements provided by the reference UE to identify the
discovered small cells, and check their current load status and whether the access
to these small cells restricted or not.
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• When the requirements are not met, the U-plane will remain maintained by the
serving macro cell without performing the IRF scan. It is expected that keeping the
cell search in the system on one frequency will help to save the power at the UE’s
side and also minimize the signalling overhead.
• When the offloading requirements are met, the reference UE is instructed by the
serving macro cell to perform the IRF scan. Then the serving macro cell decides
whether this UE is offloaded to the discovered small cell or not.
According to the IRF measurements sent to the serving macro cells from the UEs, the
offloading decision to the small cell will be made. Fig. 4.2 shows the signalling diagram
of the proposed cell discovery mechanism.
Figure 4.2: The signalling diagram of the proposed mechanism
4.4.5 Energy Consumption in the TC
Unlike the periodic mechanism where most of the energy consumption takes place at the
UEs’ side, most of the energy consumption in the proposed mechanism will take place at
the network’s side. Transferring the energy consumption from the terminals with limited
power to the network with an unlimited power supply is considered highly desirable.
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However, for a fair comparison, the total energy consumption in the system (at both UEs’
and network’ sides) for both mechanisms will also be considered. In the TC, the UEs will
only perform the IRF scan after they have detected and discovered the surrounding small
cells on the low frequency and when the offloading requirements are met. Therefore the
total number of the IRF scans will be minimized and also the energy consumption at the
UEs’ side will be reduced significantly. The proposed mechanism is based on the IAF scan
which saves a significant amount of energy at the UEs’ side, but the small cells in the
TC will have to consume more energy to broadcast their information on two frequency








where ETCU,i is the energy consumption at the ith UE in the TC, and ETCSC,j is the total
energy that the jth small cell consumes to maintain the I-plane in the TC. Under the
same assumption made previously that each UE discovers the small cells from the first






























where Asysλ2 represents the mean number of small cells in the system. The first term
on the right hand side of Eq. (4.19) represents the energy consumption at the UEs’ side
while the second term represents the energy consumption at the network side. It can be
observed that unlike in the DC, the energy consumption in the proposed mechanism is
independent of the IRF scan periodicity (tp), since it is based on the IAF scan and the UEs
do not need to perform the IRF scan periodically. It is also observed that increasing the
density of small cells will reduce the energy consumption in the periodic scan mechanism
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and increase the energy consumption in the proposed mechanism (at the network’s side).
However, the density of UEs will have a great impact on the energy consumption in the
periodic scan mechanism as the number of UEs will be very large in the future.
4.5 Results
Some representative results are presented to show the impact of some parameters such
as tp and the small cell density on the cellular system performance, and also to show a
comparison between the conventional SCD and the proposed mechanism in terms of ULEE
and energy consumption in a two-tier HetNet. In the current mobile systems, the IAF scan
(tpA) is performed every 200 ms for channel estimation and inter-cell handover [54, 75].
Since the SCD in the TC is based on the IAF scan, the measurements will also be used to
discover the small cells by detecting the I-plane at each small cell. In the DC, the UEs have
to perform the IRF scan in addition to the IAF scan to discover the surrounding small
cells. Therefore, different values of tp will be considered in the DC. The different system
parameters can be found in Table 3.1 in the previous Chapter, unless given otherwise.




























Figure 4.3: The small cells coverage on the U0’s path.
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The analysis of the small cells coverage is validated in Fig. 4.3 through simulations. It
can be seen from Fig. 4.3 that the second tier coverage on the U0’s path in our analysis (A)
is very accurate in comparison to the assumption made in [20] (B), where the fraction of
the U0’s path covered by the small cells coverage was obtained by multiplying the second
tier association by the total length of the U0’s path A22√λw .
Fig. 4.4, Fig. 4.5 and Fig. 4.6 show the system performance of the conventional
two-tier HetNet (or the DC) by using three different performance measures. Fig. 4.4
shows the total average ergodic rates RT for different values of the small cell density and
tp. Although the system performance improves when the small cell density increases, it
can be seen that RT increases when tp decreases for the same small cell density. This
is because the UEs exploit more offloading opportunities when smaller values of tp are
adopted in the system. Fig. 4.5 shows the system performance in the energy efficiency
measure of RT
EUL
where only the UL energy consumption is considered. Fig. 4.5 shows that
the energy efficiency for different small cell densities decreases when tp increases as the
UEs will miss more offloading opportunities to the small cells and keep associated to the
macro cells for longer periods. Since the macro cell density is very low in comparison to
the small cell density, being associated to the macro cells longer periods will cost the UEs
higher power consumption for maintaining the UL transmission. Fig. 4.6 illustrates the
energy efficiency when the total energy consumption (UL energy consumption and SCD
energy consumption) is taken into account RT
EUL+EDC
, for different small cell densities, tp
values and number of high frequency channels F . It is seen from the figure that adopting
different values of tp for different values of the small cell densities and F is essential to
achieve the best trade-off between the total energy consumption and the offloading loss.
It can also be seen that the optimum value of tp (tˆp achieves the best energy efficiency)
decreases when the small cell density increases and/or F decreases. For instance, when
λ2 = 40 and F = 1, tˆp is around 60 seconds, while tˆp is over 65 seconds when λ2 = 40
and F = 2, and tˆp is around 70 seconds when λ2 = 20 and F = 1.
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Figure 4.4: RT,↑ in the DC.











































λ2 = 1,F = 1
λ2 = 20,F = 1
λ2 = 40,F = 1
λ2 = 1,F = 2
λ2 = 20,F = 2





Fig. 4.7 and Fig. 4.8 show the energy efficiency in both the DC and the TC where one
high frequency channel is considered in the system (the best energy efficiency is achieved
in the conventional HetNet or the DC when F = 1 as shown in Fig. 4.6). In Fig. 4.7, the
system performance of TC, and the system performance of DC when adopting different
values of tp as well as the optimum value tˆp, are shown for different values of the small cell
density. Although increasing the small cell density will maximize the energy consumption
in the proposed SCD as shown in Eq. (4.19), exploiting both more offloading opportunities
that the TC can offer, and the minimized transmit power needed for the UL when the UEs
are associated to the small cells for longer periods can minimize the impact of the energy
consumed by the small cells and maximise the ULEE in the whole system. It is seen from
Fig. 4.7 that the proposed mechanism in the TC can provide better performance than
the DC for all different small cell densities. Furthermore, Fig. 4.7 shows that tˆp achieves
the best performance for different values of the small cell density in the DC. Once again,
it is shown that some values of tp can achieve better performance than other values for
a specific range of small cell densities, for instance, tp = 80 achieves better performance
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than tp = 30 when λ2 < 35, while tp = 30 achieves better performance than tp = 80 when
λ2 > 35.



















DC − tp = 10
DC − tp = 30
DC − tp = 80
Figure 4.7: ULEE of both TC and DC vs. λ2.
Fig. 4.8 shows the impact of the UE density on the system performance in the TC
and the system performance in the DC for different values of tp. It is shown that the
DC performance is better than the TC performance when the density of UEs is very low,
however it is anticipated that the density of UEs will be very high in the future cellular
systems. The performance of the TC can provide a significant improvement in the energy
efficiency in comparison to the optimum system performance in the DC for different UE
densities. It can be seen from Fig. 4.8 that the energy efficiency in the DC is independent
of the UE density when the density of small cells is fixed. However, the energy efficiency in
the TC increases significantly when the ratio of UE density to small cell density increases.
This is because a big fraction of the SCD energy consumption in the TC is brought to
the network side and increasing the density of UEs with a fixed value of λ2 will save more
energy in the system in comparison to the DC.
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DC − tp = 30
DC − tˆp(62)
DC − tp = 70
Figure 4.8: ULEE of both TC and DC vs. λu
λ2
.
Fig. 4.9 and Fig. 4.10 show the SCD energy consumption required at the UE and
in the whole system in both the proposed mechanism in the TC and the periodic scan
mechanism in the DC. A ratio of the small cell energy consumption in the whole system
of the TC to the small cell energy consumption in the whole system of the DC is shown
in Fig. 4.9 for two values of tp. Adopting very low value, e.g. tp = 1, maximizes the
SCD energy consumption significantly for any number of high frequency channels. Fig.
4.9 also shows that adopting higher values of tp can save significant energy in the system.
However, the TC outperforms the DC for any number of high frequency channels and
different values of tp. Fig. 4.10 presents a ratio of energy consumption at the UE in
the TC to energy consumption at the UE in the DC. It can be seen that the energy
consumption needed for the SCD at the UEs in the TC is much less than at the UE in the
DC for all values of tp, F and λ2. Note that saving power at the UEs is highly desirable
in the cellular system due to limited battery capacities.
A. Mahbas 66
4. ULEE


















Figure 4.9: ETC to EDC ratio.


















λ2 = 20,F = 1
λ2 = 50,F = 1
λ2 = 20,F = 2
λ2 = 50,F = 2
Figure 4.10: ETCU to EDCU ratio
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5.1 Conclusion
In this thesis, we studied different aspects of the HetNet and tackled a number of chal-
lenges that affect the QoS and hinder to exploit the system resources efficiently. The
conclusions can be summarized as following:
• The stochastic geometry tool was used to propose a mobility framework to model
and analyse the main mobility parameters, the handoff rate and the cell sojourn time
as well as the expected time that the UEs spend in the coverage areas of the small
cells. In the proposed framework, the overlaps among the small cells from different
tiers on a reference UE’s path was taken into consideration. The simulation results
showed that ignoring the overlaps will affect the accuracy of the cell sojourn time
and the handoff rate significantly. Furthermore, the IAH rate and the IRH rate
were introduced to illustrate the load and the resources required at the different
network tiers, especially at the overloaded macro cells. The simulation results also
demonstrated that increasing the small cells density can reduce the load for the
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macro cells because the UEs will spend more time associated to the high frequency
small cells. Furthermore, the fraction of handoffs managed by the macro cells will be
minimized when more overlaps take place among the small cells. It was also shown
that the small cell sojourn time becomes independent of the small cells density when
the overlaps are not considered.
• The TC, including the C-plane, the U-plane and the I-plane, has been proposed
to enhance both the mobility management and offloading process in the future
HetNet. A system design (each plane’s role and functions, and signalling diagram
of the proposed offloading mechanism) was presented. The stochastic geometry
tool was used to model the offloading loss, the average achievable rate and the
energy consumption for the SCD process in a two-tier HetNet. The TC and the
DC were compared in terms of offloading loss, ULEE and energy consumption.
The comparison results showed that the TC saves power not only at the UEs’
side but also in the offloading process as a whole in the high dense HetNet with
no trade-off in exploiting the offloading opportunities in the system. Deploying
more frequency channels in the system will increase the energy consumption in the
DC. Meanwhile, the energy consumption in the proposed mechanism is not affected
when more frequency channels are deployed, as the offloading process in the TC
(discovering and identifying the small cells) is kept on one frequency regardless of
the number of frequency channels.
5.2 Future Work
• Further investigations on the TC performance: It has been shown in this
thesis that the TC is a promising system to solve some of the technical challenges
that the HetNets suffer from. It is expected that the TC can improve not only the
UL performance but also the DL performance as the DL energy efficiency will be
improved significantly when exploiting more offloading opportunities and the UEs
are associated to the small cells for longer periods. Since minimizing the number
of IRF scans can also decrease the signalling load in the offloading process [2, 24],
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the proposed SCD can provide further enhancement in terms of signalling load. Al-
though the I-plane in the TC requires limited frequency resources to be reused at
the small cells, as future work, considering the I-plane frequency resources next to
the DL energy performance and the amount of signalling load will illustrate all the
trade-offs and the benefits in the TC. On the other hand, some sleep-mode tech-
niques have been investigated to minimize the energy consumption at the network’s
side by switching off a set of cells [84–86]. Proposing a sleep-mode technique in the
TC by switching off one or both frequencies at a set of small cells can also help
to save more power in the system and improve the energy efficiency in the future
mobile systems.
• Studying the DTDD system in the mm-Wave systems: It has been shown
that the DTDD system provides a significant improvement in the DL of HetNet
for different traffic trends and different small cell densities [5]. It is expected that
the performance in the UL is different from the performance in the DL. The UL
performance is degraded when more small cells are in the DL mode due to a big
difference between the UE’s transmit power and SCBS’s transmit power.
It is anticipated that the mm-Waves and the beamforming technique will be part
of the future cellular system [14] as shown in Fig. 5.1. Unlike the microwave
systems, the mm-Wave systems are sensitive to the environment where the line of
sight links (LOSs) and non-line of sight links (NLOSs) are very different in terms of
received signal strength [14, 87]. The measurements in [14] showed that LOSs are
not essential to maintain wireless links, while the measurements in [87] claimed that
the LOSs are required. Therefore, it is anticipated that the impact of the SCBSs
(the small cells in the DL mode) on the UL performance in the DTDD system will
be minimized in the mm-Wave systems. Investigating the DTDD system by taking
into consideration all the features and challenges in the mm-Wave systems as well
as the different traffic trends and the structure of transmission-configuration (e.g.
the frame-configuration) is essential to validate the feasibility of the DTDD in the
future cellular systems. Although modelling the DTDD in the mm-Wave systems
will be more challenging, studying the DTDD system as future work will be very
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interesting.
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A.1 Proof of Lemma 6
Given that the ith and the (i + 1)th small cells with coverage Ci and Ci+1 respectively
are overlapped on P0. From Fig 3.3, the ith small cell overlaps with the (i + 1)th small





C¯i− ‖ y¯i+1 − y¯i ‖, ‖ y¯i+1 − y¯i ‖< C¯i
0, otherwise
(A.1.1)
The PDF of C¯i is the convolution of the PDFs of Ci and Ci+1. Since Ci and Ci+1 are
independent random variables, the joint PDF of both Ci and Ci+1 can be expressed as
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8r2 − c2i − (c¯− ci)2
(A.1.2)
where (a) follows from Lemma 5 and from the fact that all small cells have the same





c¯ fC¯i(c¯) dc¯ (A.1.3)
where the integral limits follow from Ci and Ci+1 being independent and from the fact
that the maximum summation of both small cells coverages can be 2ri+2ri+1 = 4r when
both are maximum Ci = 2ri and Ci+1 = 2ri+1, and the minimum summation of both small
cells coverages can be 0 when both are minimum Ci = Ci+1 = 0 as shown in Lemma 5.
Given that the ith and the (i+1)th small cells are overlapped on P0, the distance between







, ‖ y¯i+1 − y¯i ‖< C¯i
0, otherwise
(A.1.4)
The desired results in Eq. (3.19) is reached after solving Eq. (A.1.3).
A.2 Proof of Lemma 7
Since the overlap between the ith and the (i + 1)th small cells occurs when the distance




1(‖ y¯i − y¯i−1 ‖≤ C¯i−1) (A.2.1)
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the expected number of overlaps can be expressed as:
E[NOL] = E[NOL,max]POL (A.2.2)
where POL is defined as the probability of two consecutive small cells with coverage Ci and
Ci+1 overlapping on P0 and E[NOL,max] represents the maximum number of overlaps that
can occur on P0. Given that the number of small cells crossed by U0 is N0, the maximum
overlaps can take different values, for instance when W1 is not located in the small cells
coverage, the maximum number of overlaps occurring on the path will be N0−1. However,
when W1 is located in the small cells coverage the maximum number of overlaps that can
take place on P0 is either N0 when W1 is located in the coverage of small cell whose SCBS
is not located in Am as shown in Fig. 3.1, or N0 − 1 when W0 is located in the small cell
whose SCBS belongs to Am. Therefore the expected maximum number of overlaps that
















Since the locations of the path points follow a PPP, the probability of the overlap occurring
is obtained from the null probability as shown:




















represents the probability of no overlap occurring or the
probability that y¯i+1 is at a distance greater than C¯i from y¯i. The desired result in Eq.
(3.20) is reached after substituting Eq. (A.2.4) and Eq. (A.2.3) in Eq. (A.2.2).
A.3 Proof of Lemma 8
Given that the ith and the (i+1)th small cells overlapped on P0, the distance between the
ith path point and the (i+1)th path point is uniformly distributed in the range [0, C¯mn].
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, ‖ z¯i+1 − z¯i ‖< C¯mn
0, otherwise
(A.3.1)




c¯ fC¯mn(c¯) dc¯ (A.3.2)
where the integral limits follow from the fact that the maximum and the minimum sum-






























where (a) follows from Cm and Cn being independent, from the fact that all small cells have
the same distribution around P0, and from the fact that fCmCn(cm, cn) = fCm(cm)fCn(cn).
Given that the ith small cell is from the mth tier, the probability that the (i+1)th small
cell is from the nth tier is λ¯n
λ¯K¯
. After solving Eq. (A.3.3), the desired results in Eq. (3.24)
is reached.
A.4 Proof of Lemma 9
Assume that the point O¯ is located on P0 where the received power from both the ith
and the (i + 1)th small cells are equal as shown in Fig. (3.3). Since the cell association
among small cells based on the maximum received power, the average received power at










where Ψm,i =‖ z¯i − O¯ ‖ and Ψn,i+1 =‖ z¯i+1 − O¯ ‖ represent one side coverage served by
the ith small cell and the (i+1)th small cell on P0 respectively. Since the small cells from
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different tiers can be located at any distance from P0 and they have different transmit
powers and path-loss exponents, the point O¯ can be located either between zi and zi+1,
before zi or after zi+1. Without loss of generality, assuming that τi = τi+1 = 0, the one























‖ z¯i − z¯i+1 ‖
(A.4.2)
Note that Ψm,i = rm and Ψn,i+1 = rn when both the ith and the (i+ 1)th do not overlap
on P0. (a) follows from ‖ z¯i − z¯i+1 ‖= Ψm,i + Ψn,i+1 and αm = αn. The ith small cell’s
footage served by the (i+ 1)th small cell can be obtained as:







αm (rm + rn − Cmn)

























αm . Given that the ith small cell and the (i + 1)th small cell overlap on
P0, Cmn is a random variable and its expectation is obtained in Lemma 8. Therefore the
expected value of χn 7→m can be expressed as in Eq. (3.28).
A.5 Proof of Lemma 10
Given that a small cell of interest is from the mth tier and crossed by U0. Without loss of
generality, assume that the destination waypoint is located at the origin and the distance
to the small cell of interest is donated by r0. The probability of the destination waypoint






































































is the probability that the destination waypoint is in the coverage
of the small cell of interest, ρ0 and ρn,0 are the received power from the small cell of
interest and the received power from the nearest small cell of the nth tier respectively,
P
[
ρ0 > maxn∈[2,3,...,K] ρn,0
]
is the probability that U0 at the destination waypoint receives
the maximum received power from the small cell of interest and rn,0 is the distance between
the nearest small cell of the nth tier to the destination waypoint. Since the locations of
both waypoints and SCBSs are uncorrelated and randomly distributed in the network,
























































when αm = αn, PS,m is obtained after solving Eq. (A.5.2).
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A.6 Proof of Lemma 12

























j and qˆj represents the distance between the jth













































where LIk,↑(.) is the Laplace transform of the cumulative interference from UEs associated
to the kth tier. LIk,↑(s) = EIk,↑ [e−sIk,↑ ] can be obtained as:





























































where (a) follows from the fact that h ∼ exp(1), (b) follows from the probability gener-
ating functional (PGFL) of the PPP [28] and (c) follows from changing the order of the
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integration and Gk = s(qˆ
αk)ǫpcLk. Since xk is very small in comparison to the area of the
system, the integration limits are assumed to be from 0 to∞. (d) follows from [76, 3.194.3]
after substituting ∂ = qαk and dq = q
1−αkd∂
αk
. Thus, LIk,↑(.) becomes:
LI2,↑(.) = exp





























where qˆ is assumed to have a Rayleigh distribution fqˆ(qˆ) = 2πλkqˆe
−πλk qˆ2 , the accuracy of
this assumption was shown in [34]. After solving Eq. (A.6.4) by using [76, 3.326.2], Rk,↑
in (4.10) is reached when σ2 = 0.
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