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Abstract
We consider subspace representations of stars over an algebraically closed field K . A dimension
vector of a star is called s-tame, if every family of subspace representations for the dimension vector
depends on a single parameter. We characterise the s-tame dimension vectors via their Tits forms and
those of their decompositions and present the complete list of the s-tame dimension vectors.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In 1999, Magyar, Weyman and Zelevinsky solved the following problem (see [8]): con-
sider vector spaces V over an infinite field K together with k partial flags (Vi1 ⊆ Vi2 ⊆
· · · ⊆ Vi,pi = V ), i = 1, . . . , k. There is a diagonal action of GL(V ) on the variety of mul-
tiple partial flags with prescribed dimension vectors. For which dimensions of the vector
spaces are there only finitely many orbits under the GL(V )-action?
A reformulation of the problem is the following: For which dimension vectors of stars
are there only finitely many isomorphism classes of subspace representations?
We start with some basic notions and definitions.
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278 A. Holtmann / Journal of Algebra 289 (2005) 277–311Definition 1. A quiver Q = (Q0,Q1, s, t) is given by its set Q0 of vertices, its set Q1
of arrows and two maps s, t :Q1 → Q0 which assign to every arrow α ∈ Q1 its starting
vertex s(α) and its terminal vertex t (α). We say that a quiver Q has loops if there is an
arrow α ∈ Q1 with s(α) = t (α).
A star (with subspace orientation) is a quiver of the following shape:
•
•
•
•
•
•
•
•
•
•
· · ·
· · ·
· · ·
...
•
•
•
So, a star is a quiver without cycles that has a unique sink which is the only possible
branching point of the quiver.
Definition 2. A representation (Vi,Vα)i∈Q0,α∈Q1 of a quiver Q over a field K is given by
K-vector spaces Vi , i ∈ Q0, and K-linear maps Vα :Vs(α) → Vt(α), α ∈ Q1. If Q is a star
with subspace orientation and in addition all maps Vα are injective, the representation is
called a subspace representation.
A morphism from a representation (Vi,Vα)i∈Q0,α∈Q1 to a representation
(Wi,Wα)i∈Q0,α∈Q1 (both defined over a field K) is given by a family of K-linear maps
(fi)i∈Q0 , where fi : Vi → Wi , i ∈ Q0, such that all the arising diagrams
Vs(α)
Vα
fs(α)
Vt(α)
ft(α)
Ws(α)
Wα
Wt(α)
with α ∈ Q1 commute. If all linear maps fi , i ∈ Q0, are isomorphisms, then (fi)i∈Q0 is an
isomorphism.
The set of all representations of a quiver Q will be denoted by rep(Q).
Definition 3. The dimension vector of a representation V = (Vi,Vα)i∈Q0,α∈Q1 is given by
dimV = d = (di)i∈Q0 , where di = dimK Vi , i ∈ Q0.
Definition 4. A decomposition of a dimension vector is a way to express it as a sum of
non-negative integer vectors.
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a fixed choice of vector spaces Vi , i ∈ Q0. Thus
rep(Q,d) =
∏
α∈Q1
HomK(Vs(α),Vt(α)).
The group
∏
i∈Q0 GL(Vi) acts on rep(Q,d) by
(fi)i∈Q0(Vi,Vα)i∈Q0,α∈Q1 =
(
Vi, ft(α) ◦ Vα ◦ f −1s(α)
)
i∈Q0,α∈Q1,
where C := {(c · idVi )i∈Q0 | c ∈ K\{0}} acts trivially.
So we get an action of Gd := ∏i∈Q0 GL(Vi)/C on rep(Q,d), where two objects in
rep(Q,d) are isomorphic if and only if they belong to the same Gd-orbit.
Let repind(Q,d) denote the set of indecomposable representations in rep(Q,d). Kac has
shown (see [5, Lemma 2.3]) that this set is constructible (and it is clearly Gd-invariant).
By Rosenlicht’s Theorem (see [10]), we can decompose repind(Q,d) =
⋃˙r
j=1Yj , a fi-
nite disjoint union of Gd-invariant subvarieties Yj , each of which has a geometric quo-
tient Zj .
Definition 5. A family of indecomposable representations with dimension vector d ∈ NQ00
is a Gd-invariant subvariety Y of repind(Q,d) which admits a geometric quotient Z. The
number of parameters on which the family Y depends is defined as dimZ.
A family of representations with dimension vector d ∈ NQ00 is given by a decomposition
d =∑si=1 di and a tuple Y = (Y1, . . . , Ys), where each Yi is a Gdi -invariant subvariety of
repind(Q,di) and admits a geometric quotient Zi , i = 1, . . . , s. The number of parameters
on which the family Y depends is defined as
∑s
i=1 dimZi .
The following is the main definition in this paper.
Definition 6. A dimension vector d of representations of a star is called s-tame, if the
following two conditions are satisfied:
(1) There is a one parameter family of indecomposable subspace representations for d.
(2) For every decomposition d = d1 +d2 as a sum of dimension vectors of subspace repre-
sentations there is no m-parameter family of indecomposable subspace representations
for d1 or d2 with m 2.
When we speak of subspace representations and their dimension vectors, the underlying
quivers are always assumed to be stars (with subspace orientations). The classification of
the s-tame dimension vectors is based on a theorem by V. Kac (see [6, Theorem C]), for
which we have to introduce the Tits form.
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q :ZQ0 → Z, (xi)i∈Q0 →
∑
i∈Q0
x2i −
∑
α∈Q1
xs(α)xt (α).
P. Magyar, J. Weyman and A. Zelevinsky obtained the following result concerning the
question mentioned in the beginning of the introduction:
Theorem 8 (Magyar, Weyman, Zelevinsky [8]). Let K be an infinite field and d be a dimen-
sion vector of subspace representations (over K) of a star. Then the following assertions
are equivalent:
(A) There are only finitely many isomorphism classes of subspace representation for d.
(B) For every decomposition d = d1 + d2 as a sum of dimension vectors of subspace
representations we have q(d1)  1 and q(d2)  1, where q denotes the Tits form
corresponding to the underlying star.
In this paper we consider the corresponding s-tame problem. Similarly to the situation
in the first problem, we can describe the dimension vectors via their Tits forms and those
of their decompositions.
Theorem 9. Let K be an algebraically closed field and d = 0 be a dimension vector of
subspace representations (over K) of a star. Then the following assertions are equivalent:
(A) d is s-tame.
(B) (1) q(d) = 0, and
(2) for every decomposition d = d1 + d2 as a sum of dimension vectors of subspace
representations we have q(d1) 0 and q(d2) 0,
where q denotes the Tits form corresponding to the underlying star.
It is also possible to construct the complete list of all s-tame dimension vectors. This is
done in Section 3 of this paper.
The paper is organised as follows: Section 2 gives an overview of basic properties of
dimension vectors for subspace representations. The next section contains the classification
theorems for the s-tame dimension vectors for stars and the “minimal” dimension vectors
which are not s-tame, i.e., the minimal dimension vectors for which there is an n-parameter
family of indecomposable subspace representations with n 2. Furthermore, we show how
one can rewrite the dimension vectors as tuples of compositions and adjust the Tits form
to the tuples of compositions.
The combinatorial part of the proofs of the classification theorems is contained in Sec-
tion 4. Here, the adjustment of the Tits form to tuples of compositions is very helpful for
the construction of the list of all s-tame dimension vectors (and also the list of all “min-
imal” not s-tame dimension vectors). In Section 5 we recall Kac’s theorem that there is
a 1–1 correspondence between the dimension vectors of indecomposable representations
for a quiver Q and the positive roots of the corresponding Kac–Moody Lie algebra g(Q).
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dimension vectors, which were obtained by Bernstein, Gel’fand and Ponomarev.
After this, we complete the proofs of the classification theorems in Section 6 by an
analysis of the dimension vectors obtained in the lists from Section 3. Section 7 contains
decomposition properties of the s-tame dimension vectors which leads us to another char-
acterisation of the s-tame dimension vectors for wild stars.
2. Basic properties of dimension vectors of subspace representations
It is easy to observe that a dimension vector of representations of a star is a dimension
vector of subspace representations if and only if it is increasing along its arms.
Definition 10. A decomposition d = d1 + d2 of a dimension vector d of subspace repre-
sentations is called s-decomposition if both d1 and d2 are dimension vectors of subspace
representations.
We introduce a partial order on the set of dimension vectors for stars which corresponds
to the s-decompositions of dimension vectors of subspace representations.
We write
d d′,
if there exists an s-decomposition d = d′ + d′′.
Remark 11. Clearly, not every decomposition of a dimension vector of subspace represen-
tations is an s-decomposition. Take, for example,
d :=
1
2
4
3
2 2
and decompose it into the sum
2
4
2
2 2 +
0
0
1
0 01 0
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resentations for the first dimension vector (see Section 3, Theorem 16). We do not get this
two parameter family as “direct summands” in subspace representations with dimension
vector d, since there is no subspace representation for the second dimension vector. (All
direct summands of subspace representations have to be subspace representations, again.)
So the differences between s-decompositions and arbitrary decompositions of dimension
vectors play an important role when classifying the s-tame dimension vectors.
3. The s-tame and s-hypercritical dimension vectors for stars and tuples of
compositions
In order to classify the s-tame dimension vectors, it is very useful to rewrite them in
terms of the dimension jumps along their arms. After this modification one can easily see
that the Tits forms are independent of the order of the dimension jumps along the arms.
Given a star with k arms and pi points (including the central point) in the arms (for
i = 1, . . . , k), we can assign to every dimension vector d a k-tuple of compositions of n,
where n is the dimension of d in the central vertex of the star, in the following way: let
d = n
d1,p1−1
d2,p2−1
dk,pk−1
d1,p1−2
d2,p2−2
dk,pk−2
d12
d22
dk2
· · ·
· · ·
· · ·
...
d11
d21
dk1
Define
∆ :ZQ0 → Zp1 × · · · × Zpk , d → ∆(d) = (a1, . . . ,ak),
where ai = (ai1, . . . , ai,pi ), i = 1, . . . , k, with
aij =

di1, if j = 1,
dij − di,j−1, if 1 < j < pi,
n − di,pi−1, if j = pi.
The map ∆ is an isomorphism of lattices, and a vector d is the dimension vector of subspace
representations if and only if
∆(d) ∈ Np10 × · · · × Npk0 .
Therefore, d = d1 + d2 is an s-decomposition if and only if both∆(d1),∆(d2) ∈ Np10 × · · · × Npk0 .
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q((a1, . . . ,ak)) := 12
(
k∑
i=1
pi∑
j=1
a2ij + (2 − k)n2
)
, (1)
which is a generalisation of the form for stars with three arms given in [8, formula 2.1].
The following lemma shows the relationship between the Tits form q and q .
Lemma 12. Let (a1, . . . ,ak) ∈ Np10 ×· · ·×Npk0 be a tuple of compositions of n ∈ N0. Then
q((a1, . . . ,ak)) = q
(
∆−1((a1, . . . ,ak))
)
.
Proof. We have that
q((a1, . . . ,ak)) = 12
(
k∑
i=1
pi∑
j=1
a2ij + (2 − k)n2
)
= 1
2
(
k∑
i=1
(
pi∑
j=1
a2ij −
(
pi∑
j=1
aij
)2))
+ n2
= −
k∑
i=1
pi∑
j=1
j−1∑
l=1
ailaij + n2
= −
k∑
i=1
pi∑
j=2
j−1∑
l=1
ailaij + n2
= −
k∑
i=1
pi−1∑
j=1
j∑
l=1
ailai,j+1 + n2
=
k∑
i=1
pi−1∑
j=1
(
j∑
l=1
ail
)(
j∑
l=1
ail −
j+1∑
l=1
ail
)
+ n2
=
k∑
i=1
pi−1∑
j=1
(
j∑
l=1
ail
)2
+
(
pk∑
j=1
akj
)2
−
k∑
i=1
pi−1∑
j=1
(
j∑
l=1
ail
)(
j+1∑
l=1
ail
)
= q(∆−1((a1, . . . ,ak))). 
For the classification of the s-tame dimension vectors we can make the following reduc-tion step:
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di,j = di,j+1 for some i ∈ {1, . . . , k} and some j ∈ {1, . . . , pi − 1}, we can regard the
subspace representations of Q with dimension vector d as subspace representations
of a smaller quiver which we obtain by deleting the point (i, j) and the arrow α with
s(α) = (i, j) in Q, since the map Vα in a representation with such a dimension vector
is an isomorphism. (This is because Vα is injective and dimK Vs(α) = dimK Vt(α).)
The reduction step corresponds to the deletion of a zero entry in the corresponding tuple
of compositions. By (a1, . . . ,ak)red we denote the reduced tuple of compositions, which
we get from (a1, . . . ,ak) by deleting all zero entries.
We also have the following properties:
Lemma 13. Let σi ∈ Spi , i = 1, . . . , k, where Sn denotes the group of permutations of the
set {1, . . . , n}, and write aσ = (aσ(1), . . . , aσ(n)) for the reordering of a = (a1, . . . , an) w.r.t.
σ ∈ Sn. Then
q
((
a1
σ1, . . . ,ak
σk
))= q((a1, . . . ,ak))
(by formula (1)), and
∆−1((a1, . . . ,ak))∆−1((b1, . . . ,bk))
⇔ ∆−1((a1σ1, . . . ,akσk ))∆−1((b1σ1, . . . ,bkσk )).
The values of the Tits forms of the dimension vectors (and also of their decompositions)
are preserved under reorderings of the dimension jumps along their arms.
Let (a1, . . . ,ak)ord denote the tuple of compositions which we obtain from (a1, . . . ,ak)
by reordering the entries in each composition ai, i = 1, . . . , k, increasingly.
The main theorem is the following:
Theorem 14. Let K be an algebraically closed field and d = 0 be a dimension vector of
subspace representations (over K) of a star. Then the following assertions are equivalent:
(A) d is s-tame.
(B) (1) q(d) = 0, and
(2) q(d′) 0 for every d′  d,
where q denotes the Tits form corresponding to the underlying star.
(C) ∆(d)red,ord is contained in List 1.
List 1
k = 4:
(1) (a1,a2,a3,a4) = ((m,m), (m,m), (m,m), (m,m)), m ∈ N;
(2) (a1,a2,a3,a4) = ((1,2), (1,2), (1,2), (1,1,1));
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(4) (a1,a2,a3,a4) = ((2,2), (1,3), (2,2), (1,1,2));
(5) (a1,a2,a3,a4) = ((2,2), (2,2), (1,3), (1,1,2));
(6) (a1,a2,a3,a4) = ((1,3), (1,3), (2,2), (1,1,1,1));
(7) (a1,a2,a3,a4) = ((1,3), (2,2), (1,3), (1,1,1,1));
(8) (a1,a2,a3,a4) = ((2,2), (1,3), (1,3), (1,1,1,1)).
k = 3:
(1) (a1,a2,a3) = ((3m,3m), (2m,2m,2m), (m,m,m,m,m,m)), m ∈ N;
(2) (a1,a2,a3) = ((3,4), (2,2,3), (1,1,1,1,1,1,1));
(3) (a1,a2,a3) = ((4,4), (2,3,3), (1,1,1,1,1,1,2));
(4) (a1,a2,a3) = ((4,5), (3,3,3), (1,1,1,1,1,2,2));
(5) (a1,a2,a3) = ((5,5), (3,3,4), (1,1,1,1,2,2,2));
(6) (a1,a2,a3) = ((5,6), (3,4,4), (1,1,1,2,2,2,2));
(7) (a1,a2,a3) = ((2m,2m), (m,m,m,m), (m,m,m,m)), m ∈ N;
(8) (a1,a2,a3) = ((2,3), (1,1,1,2), (1,1,1,1,1));
(9) (a1,a2,a3) = ((3,3), (1,1,2,2), (1,1,1,1,2));
(10) (a1,a2,a3) = ((3,4), (1,2,2,2), (1,1,1,2,2));
(11) (a1,a2,a3) = ((4,4), (1,2,2,3), (1,1,2,2,2));
(12) (a1,a2,a3) = ((4,5), (1,2,3,3), (1,2,2,2,2));
(13) (a1,a2,a3) = ((m,m,m), (m,m,m), (m,m,m)), m ∈ N;
(14) (a1,a2,a3) = ((1,1,2), (1,1,2), (1,1,1,1));
(15) (a1,a2,a3) = ((1,2,2), (1,2,2), (1,1,1,2));
(16) (a1,a2,a3) = ((5,7), (4,4,4), (1,1,2,2,2,2,2));
(17) (a1,a2,a3) = ((6,6), (3,4,5), (1,1,2,2,2,2,2));
(18) (a1,a2,a3) = ((6,7), (3,5,5), (1,2,2,2,2,2,2));
(19) (a1,a2,a3) = ((7,7), (3,5,6), (2,2,2,2,2,2,2));
(20) (a1,a2,a3) = ((6,6), (4,4,4), (1,1,1,2,2,2,3));
(21) (a1,a2,a3) = ((3,5), (2,3,3), (1,1,1,1,1,1,1,1));
(22) (a1,a2,a3) = ((3,6), (3,3,3), (1,1,1,1,1,1,1,1,1));
(23) (a1,a2,a3) = ((4,4), (2,2,4), (1,1,1,1,1,1,1,1));
(24) (a1,a2,a3) = ((3,5), (2,2,2,2), (1,1,2,2,2));
(25) (a1,a2,a3) = ((4,4), (2,2,2,2), (1,1,1,2,3));
(26) (a1,a2,a3) = ((5,5), (1,2,3,4), (2,2,2,2,2));
(27) (a1,a2,a3) = ((2,4), (1,1,2,2), (1,1,1,1,1,1));
(28) (a1,a2,a3) = ((2,5), (1,2,2,2), (1,1,1,1,1,1,1));
(29) (a1,a2,a3) = ((2,6), (2,2,2,2), (1,1,1,1,1,1,1,1));
(30) (a1,a2,a3) = ((3,3), (1,1,1,3), (1,1,1,1,1,1));
(31) (a1,a2,a3) = ((1,2,3), (2,2,2), (1,1,2,2));
(32) (a1,a2,a3) = ((2,2,2), (1,2,3), (1,1,2,2));
(33) (a1,a2,a3) = ((1,3,3), (2,2,3), (1,2,2,2));
(34) (a1,a2,a3) = ((2,2,3), (1,3,3), (1,2,2,2));
(35) (a1,a2,a3) = ((1,3,4), (2,3,3), (2,2,2,2));
(36) (a1,a2,a3) = ((2,3,3), (1,3,4), (2,2,2,2));
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(38) (a1,a2,a3) = ((3,3,3), (1,4,4), (2,2,2,3));
(39) (a1,a2,a3) = ((2,2,2), (2,2,2), (1,1,1,3));
(40) (a1,a2,a3) = ((1,1,3), (1,2,2), (1,1,1,1,1));
(41) (a1,a2,a3) = ((1,2,2), (1,1,3), (1,1,1,1,1));
(42) (a1,a2,a3) = ((1,1,4), (2,2,2), (1,1,1,1,1,1));
(43) (a1,a2,a3) = ((2,2,2), (1,1,4), (1,1,1,1,1,1));
(44) (a1,a2,a3) = ((4,6), (1,3,3,3), (2,2,2,2,2));
(45) (a1,a2,a3) = ((5,5), (1,3,3,3), (1,2,2,2,3)).
Definition 15. We call a dimension vector d of subspace representations of a star s-
hypercritical, if it is minimal (w.r.t. the -order) among the dimension vectors of subspace
representations, for which there is an -parameter family of indecomposable subspace rep-
resentations with  2.
We have the following result:
Theorem 16. Let K be an algebraically closed field and d a dimension vector of subspace
representations. Then the following assertions are equivalent:
(A) d is s-hypercritical.
(B) (1) q(d) < 0, and
(2) q(d′) 0 for every d′ ≺ d,
where q denotes the Tits form corresponding to the underlying star.
(C) ∆(d)red,ord is contained in List 2.
List 2
k = 5:
(a1,a2,a3,a4,a5) = ((1,1), (1,1), (1,1), (1,1), (1,1)).
k = 4:
(1) (a1,a2,a3,a4) = ((2,2), (2,2), (2,2), (1,1,2));
(2) (a1,a2,a3,a4) = ((2,2), (2,2), (2,2), (1,1,1,1));
(3) (a1,a2,a3,a4) = ((1,3), (2,2), (2,2), (1,1,1,1));
(4) (a1,a2,a3,a4) = ((2,2), (1,3), (2,2), (1,1,1,1));
(5) (a1,a2,a3,a4) = ((2,2), (2,2), (1,3), (1,1,1,1));
(6) (a1,a2,a3,a4) = ((1,2), (1,2), (1,1,1), (1,1,1));
(7) (a1,a2,a3,a4) = ((1,2), (1,1,1), (1,1,1), (1,1,1));
(8) (a1,a2,a3,a4) = ((1,1,1), (1,1,1), (1,1,1), (1,1,1)).
k = 3:(1) (a1,a2,a3) = ((6,6), (4,4,4), (1,1,2,2,2,2,2));
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(3) (a1,a2,a3) = ((4,4), (2,2,2,2), (1,1,2,2,2));
(4) (a1,a2,a3) = ((5,5), (1,3,3,3), (2,2,2,2,2));
(5) (a1,a2,a3) = ((3,3), (1,1,2,2), (1,1,1,1,1,1));
(6) (a1,a2,a3) = ((2,3), (1,1,1,1,1), (1,1,1,1,1));
(7) (a1,a2,a3) = ((2,2,2), (2,2,2), (1,1,2,2));
(8) (a1,a2,a3) = ((1,2,2), (1,2,2), (1,1,1,1,1));
(9) (a1,a2,a3) = ((1,1,2), (1,1,1,1), (1,1,1,1));
(10) (a1,a2,a3) = ((1,1,1,1), (1,1,1,1), (1,1,1,1)).
The proofs of Theorems 14 and 16 are given in Sections 4 and 6.
4. Proofs of Theorems 14 and 16—Part 1
For a composition a = (a1, . . . , ap) ∈ Np0 we abbreviate the minimal entry min{aj | j =
1, . . . , p} by min a.
The following list with conditions on the dimension jumps along the arms is a division
of all reduced tuples of compositions for stars into disjoint classes, and the properties of
the tuples of compositions in the different cases provide the main ingredients for the proofs
of the equivalences of (B) and (C) in both Theorem 14 and Theorem 16:
1: k = 1: quiver of type An (∗);
2: k = 2: quiver of type An (∗);
3: k = 3;
3.1: p1 = 2;
3.1.1: p2 = 2: quiver of type Dn (∗);
3.1.2: p2 = 3;
3.1.2.1: 3 p3  5: quiver of type E678 (∗);
3.1.2.2: p3 = 6: quiver of type E˜8 ();
3.1.2.3: p3 = 7;
3.1.2.3.1: min a1  5 ();
3.1.2.3.2: min a1  6;
3.1.2.3.2.1: min a2  3 ();
3.1.2.3.2.2: min a2  4;
3.1.2.3.2.2.1: at least three times 1 in a3 ();
3.1.2.3.2.2.2: at most two times 1 in a3 (◦);
3.1.2.4: p3  8;
3.1.2.4.1: min a1  3 ();
3.1.2.4.2: min a1  4;
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3.1.2.4.2.2: at least two times 2 and no 1 in a2 ();
3.1.2.4.2.3: at most one 2 and no 1 in a2 (◦);
3.1.3: p2 = 4;
3.1.3.1: p3 = 4: quiver of type E˜7 ();
3.1.3.2: p3 = 5;
3.1.3.2.1: min a1  3 ();
3.1.3.2.2: min a1 = 4;
3.1.3.2.2.1: min a2 = 1 ();
3.1.3.2.2.2: min a2  2;
3.1.3.2.2.2.1: at least three times 1 in a3 ();
3.1.3.2.2.2.2: at most two times 1 in a3 (◦);
3.1.3.2.3: min a1  5;
3.1.3.2.3.1: at least two times 1 in a2 (∗);
3.1.3.2.3.2: exactly one 1 and at least one 2 in a2 ();
3.1.3.2.3.3: exactly one 1 and no 2 in a2;
3.1.3.2.3.3.1: min a3 = 1 ();
3.1.3.2.3.3.2: min a3  2 (◦);
3.1.3.2.3.4: min a2  2;
3.1.3.2.3.4.1: at least three times 1 in a3 ();
3.1.3.2.3.4.2: at most two times 1 in a3;
3.1.3.3: p3  6;
3.1.3.3.1: min a1  2 ();
3.1.3.3.2: min a1  3;
3.1.3.3.2.1: at least three times 1 in a2 ();
3.1.3.3.2.2: at most two times 1 in a2 (◦);
3.1.4: p2  5;
3.1.4.1: min a1 = 1 (∗);
3.1.4.2: min a1  2 (◦);
3.2: p1 = 3;
3.2.1: p2 = 3;
3.2.1.1: p3 = 3: quiver of type E˜6 ();
3.2.1.2: p3 = 4;
3.2.1.2.1: min a1 = 1 ();
3.2.1.2.2: min a1  2;
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3.2.1.2.2.2: min a2  2;
3.2.1.2.2.2.1: at least three times 1 in a3 ();
3.2.1.2.2.2.2: at most two times 1 in a3 (◦);
3.2.1.3: p3  5;
3.2.1.3.1: at least two times 1 in a1 ();
3.2.1.3.2: at most one 1 in a1;
3.2.1.3.2.1: at least two times 1 in a2 ();
3.2.1.3.2.2: at most one 1 in a2 (◦);
3.2.2: p2  4 (◦);
3.3: p1  4 (◦);
4: k = 4;
4.1: p1 = 2;
4.1.1: p2 = 2;
4.1.1.1: p3 = 2;
4.1.1.1.1: p4 = 2: quiver of type D˜4 ();
4.1.1.1.2: p4 = 3;
4.1.1.1.2.1: min a1 = 1 ();
4.1.1.1.2.2: min a1  2;
4.1.1.1.2.2.1: min a2 = 1 ();
4.1.1.1.2.2.2: min a2  2;
4.1.1.1.2.2.2.1: min a3 = 1 ();
4.1.1.1.2.2.2.2: min a3  2 (◦);
4.1.1.1.3: p4  4;
4.1.1.1.3.1: min a1 = 1;
4.1.1.1.3.1.1: min a2 = 1 ();
4.1.1.1.3.1.2: min a2  2;
4.1.1.1.3.1.2.1: min a3 = 1 ();
4.1.1.1.3.1.2.2: min a3  2 (◦);
4.1.1.1.3.2: min a1  2;
4.1.1.1.3.2.1: min a2 = 1;
4.1.1.1.3.2.1.1: min a3 = 1 ();
4.1.1.1.3.2.1.2: min a3  2 (◦);
4.1.1.1.3.2.2: min a2  2 (◦);
290 A. Holtmann / Journal of Algebra 289 (2005) 277–3114.1.1.2: p3  3 (◦);
4.1.2: p2  3 (◦);
4.2: p1  3 (◦);
5: k  5 (◦).
We have the following properties of the reduced tuples of compositions:
Proposition 17. Let (a1, . . . ,ak) be a reduced tuple of compositions of a number.
• If (a1, . . . ,ak) belongs to a case labelled with (∗), then its Tits form is positive.
• If (a1, . . . ,ak) belongs to a case labelled with (), then its Tits form is non-negative.
• If (a1, . . . ,ak) belongs to a case labelled with (◦) and has smallest possible central
dimension, then q((a1, . . . ,ak)) < 0.
Proof of Proposition 17—Part 1. First of all, we prove the claim for the cases labelled
with (◦): We have the following tuples of compositions with smallest central dimen-
sions:
3.1.2.3.2.2.2: q((6,6), (4,4,4), (1,1,2,2,2,2,2)) = 12 (2 ·12 +5 ·22 +3 ·42 +2 ·62 +
(2 − 3) · 122) = −1;
3.1.2.4.2.3: q((4,4), (2,3,3), (1,1,1,1,1,1,1,1)) = 12 (8 · 12 + 22 + 2 · 32 + 2 · 42 +
(2 − 3) · 82) = −1;
3.1.3.2.2.2.2: q((4,4), (2,2,2,2), (1,1,2,2,2)) = 12 (2 · 12 + 7 · 22 + 2 · 42 +
(2 − 3) · 82) = −1;
3.1.3.2.3.3.2: q((5,5), (1,3,3,3), (2,2,2,2,2)) = 12 (12 + 5 · 22 + 3 · 32 + 2 · 52 +
(2 − 3) · 102) = −1;
3.1.3.3.2.2: q((3,3), (1,1,2,2), (1,1,1,1,1,1)) = 12 (8 · 12 + 2 · 22 + 2 · 32 +
(2 − 3) · 62) = −1;
3.1.4.2: q((2,3), (1,1,1,1,1), (1,1,1,1,1)) = 12 (10 · 12 + 22 + 32 +
(2 − 3) · 52) = −1;
3.2.1.2.2.2.2: q((2,2,2), (2,2,2), (1,1,2,2)) = 12 (2 · 12 + 8 · 22 + (2 − 3) · 62) = −1;
3.2.1.3.2.2: q((1,2,2), (1,2,2), (1,1,1,1,1)) = 12 (7 ·12 +4 ·22 +(2−3) ·52) = −1;
3.2.2: q((1,1,2), (1,1,1,1), (1,1,1,1)) = 12 (10 · 12 + 22 + (2− 3) · 42) = −1;
3.3: q((1,1,1,1), (1,1,1,1), (1,1,1,1)) = 12 (12 · 12 − (2 − 3) · 42) = −2;
4.1.1.1.2.2.2.2: q((2,2), (2,2), (2,2), (1,1,2)) = 12 (2 · 12 + 7 · 22 + (2 − 4) · 42) = −1;
4.1.1.1.3.1.2.1: q((1,3), (2,2), (2,2), (1,1,1,1)) = 12 (5 ·12 +4 ·22 +32 +(2−4) ·42) =−1;
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4.1.1.1.3.2.2: q((2,2), (2,2), (2,2), (1,1,1,1)) = 12 (4 ·12 +6 ·22 + (2−4) ·42) = −2;
4.1.1.2: q((1,2)(1,2)(1,1,1)(1,1,1)) = 12 (8 · 12 + 2 · 22 + (2 − 4) · 32) = −1;
4.1.2: q((1,2), (1,1,1), (1,1,1), (1,1,1)) = 12 (10 · 12 + 22 + (2 − 4) · 32) =−2;
4.2: q((1,1,1), (1,1,1), (1,1,1), (1,1,1)) = 12 (12 · 12 + (2 − 4) · 32) = −3;
5: q((1,1), (1,1), (1,1), (1,1), (1,1)) = 12 (10 · 12 + (2 − 5) · 22) = −1.
For the rest of the proof of Proposition 17 we can use the following:
Lemma 18. Let (a1, . . . , ap) ∈ Np0 be a composition of n ∈ N0, and let r be the remainder
of n modulo p (so that 0 r < p). Then
p∑
j=1
a2j 
n2 + r(p − r)
p
,
with the equality if and only if the composition consists of r parts equal to  n
p
 + 1 and
p − r parts equal to  n
p
. In particular,
p∑
j=1
a2j 
n2
p
.
Proof. Every aj , j = 1, . . . , p, can be written in the form aj =  np  + bj , where bj ∈ Z
and
∑p
j=1 bj = r .
By assumption  n
p
 = n−r
p
.
So we get:
p∑
j=1
a2j =
p∑
j=1
(
n − r
p
+ bj
)2
=
p∑
j=1
((
n − r
p
)2
+ 2n − r
p
bj + b2j
)
= (n − r)
2
p
+ 2n − r
p
p∑
j=1
bj +
p∑
j=1
b2j
= (n − r)
2
+ 2n − r r +
p∑
b2jp p
j=1
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2
p
+ 2n − r
p
r +
p∑
j=1
|bj |
 (n − r)
2
p
+ 2n − r
p
r +
p∑
j=1
bj
= (n − r)
2
p
+ 2n − r
p
r + r
= n
2 − 2nr + r2 + 2nr − 2r2 + rp
p
= n
2 + r(p − r)
p
.
The first equality holds exactly if and only if |bj | 1 for all j = 1, . . . , p, and the second
one holds exactly if and only if |bj | = bj for all j = 1, . . . , p. Using ∑pj=1 bj = r , we get
equality signs, if and only if bj = 1 for r indices and bj = 0 for the remaining. 
Now, everything is ready for the second part of the proof of the preceding proposition.
Proof of Proposition 17—Part 2. By results of Gabriel [3] we know that the Tits form is
positive for quivers of type An (cases 1 and 2 in the list on p. 287 ff.), Dn (case 3.1.1) and
E678 (case 3.1.2.1), and by Nazarova [9] and Donovan–Freislich [2] it is non-negative for
quivers of type D˜4 (case 4.1.1.1.1) and E˜678 (cases 3.2.1.1, 3.1.3.1 and 3.1.2.2).
By Lemma 18 we can check that in the ()-cases (respectively (∗)-cases) the Tits form
can be bounded from below by polynomials of degree 2 with positive leading coefficients
in the central dimension n of the dimension vectors. So if the central dimension becomes
big enough, the Tits form will certainly become positive. By calculating the zeroes of the
polynomials we are left with only finitely many cases for which we have to check the
non-negativity (respectively positivity) of the Tits form.
We can restrict ourselves to the cases in which the dimension jumps along the arms
are distributed as evenly as possible (taking into account the constraints in the list on
pp. 287 ff.). Then we have:
3.1.2.3.1: no condition on a1 and 7 n 11, or a1 = (5, n − 5) and n 12:
q((3,4), (2,2,3), (1,1,1,1,1,1,1)) = 12 (7 · 12 + 2 · 22 + 2 · 32 + 42 +
(2 − 3) · 72) = 0,
q((4,4), (2,3,3), (1,1,1,1,1,1,2)) = 12 (6 · 12 + 2 · 22 + 2 · 32 + 2 · 42 +
(2 − 3) · 82) = 0,
q((4,5), (3,3,3), (1,1,1,1,1,2,2)) = 12 (5 · 12 + 2 · 22 + 3 · 32 + 42 +
52 + (2 − 3) · 92) = 0,
q((5,5), (3,3,4), (1,1,1,1,2,2,2)) = 12 (4 · 12 + 3 · 22 + 2 · 32 + 42 + 2 ·
52 + (2 − 3) · 102) = 0,
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52 + 62 + (2 − 3) · 112) = 0,
q((5,7), (4,4,4), (1,1,2,2,2,2,2)) = 12 (2 · 12 + 5 · 22 + 3 · 42 + 52 +
72 − 122) = 0,
q(a1,a2,a3) 12 (52 +(n−5)2 + n
2
3 + n
2
7 −n2) = 12 ( 1021n2−10n+50) > 0,
if n 13.
3.1.2.3.2.1: a2 = (3,−,−︸︷︷︸
n−3
), n 12:
q((6,6), (3,4,5), (1,1,2,2,2,2,2)) = 12 (2 · 12 + 5 · 22 + 32 + 42 + 52 +
2 · 62 − 122) = 0,
q((6,7), (3,5,5), (1,2,2,2,2,2,2)) = 12 (12 + 6 · 22 + 32 + 2 · 52 + 62 +
72 − 132) = 0,
q((7,7), (3,5,6), (2,2,2,2,2,2,2)) = 12 (7 · 22 + 32 + 52 + 62 + 2 · 72 −
142) = 0,
q(a1,a2,a3) 12 (
n2
2 + 32 + (n−3)
2
2 + n
2
7 − n2) = 12 ( n
2
7 − 3n + 272 ) > 0, if
n 15.
3.1.2.3.2.2.2: a3 = (1,1,1,−,−,−,−︸ ︷︷ ︸
n−3
), n 12:
q((6,6), (4,4,4), (1,1,1,2,2,2,3)) = 12 (3 · 12 + 3 · 22 + 32 + 3 · 42 + 2 ·
62 − 122) = 0,
q((6,7), (4,4,5), (1,1,1,2,2,3,3)) = 12 (3 · 12 + 2 · 22 + 2 · 32 + 2 · 42 +
52 + 62 + 72 − 132) = 1,
q(a1,a2,a3) 12 (
n2
2 + n
2
3 + 3 · 12 + (n−3)
2
4 − n2) = 12 ( n
2
12 − 32n+ 214 ) > 0,
if n 14.
3.1.2.4.1: a1 = (3, n − 3), n 8:
q((3,5), (2,3,3), (1,1,1,1,1,1,1,1)) = 12 (8 · 12 + 22 + 3 · 32 + 52 −
82) = 0,
q((3,6), (3,3,3), (1,1,1,1,1,1,1,1,1)) = 12 (9 · 12 + 4 · 32 + 62 −
92) = 0,
q(a1,a2,a3) 12 (32 + (n− 3)2 + n
2
3 + n− n2) = 12 ( n
2
3 − 5n+ 18) > 0, if
n 10.
3.1.2.4.2.1: a2 = (1,−,−︸︷︷︸
n−1
), n 8:
q(a1,a2,a3) 12 (
n2
2 + 12 + (n−1)
2
2 + n − n2) = 12 · 32 = 34 > 0 ∀n ∈ N.
3.1.2.4.2.2: a2 = (2,2, n − 4), n 8:
q((4,4), (2,2,4), (1,1,1,1,1,1,1,1)) = 12 (8 · 12 + 2 · 22 + 3 · 42 −
82) = 0,
q(a1,a2,a3) 12 (
n2
2 + 2 · 22 + (n− 4)2 +n−n2) = 12 ( n
2
2 − 7n+ 24) > 0,
if n 9.
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q((2,3), (1,1,1,2), (1,1,1,1,1)) = 12 (8 · 12 + 2 · 22 + 32 + (2 − 3) ·
52) = 0,
q((3,3), (1,1,2,2), (1,1,1,1,2)) = 12 (6 · 12 + 3 · 22 + 2 · 32 + (2 − 3) ·
62) = 0,
q((3,4), (1,2,2,2), (1,1,1,2,2)) = 12 (4 · 12 + 5 · 22 + 32 + 42 + (2 − 3) ·
72) = 0,
q((3,5), (2,2,2,2), (1,1,2,2,2)) = 12 (2 · 12 + 7 · 22 + 32 + 52 − 82) = 0,
q(a1,a2,a3) 12 (32 + (n−3)2 + n
2
4 + n
2
5 −n2) = 12 ( 920n2 −6n+18) > 0,
if n 9.
3.1.3.2.2.1: a1 = (4, n − 4), a2 = (1,−,−,−︸ ︷︷ ︸
n−1
), n 8:
q((4,4), (1,2,2,3), (1,1,2,2,2)) = 12 (3 · 12 + 5 · 22 + 32 + 2 · 42 −
82) = 0,
q((4,5), (1,2,3,3), (1,2,2,2,2)) = 12 (2 · 12 + 5 · 22 + 2 · 32 + 42 + 52 −
92) = 0,
q((4,6), (1,3,3,3), (2,2,2,2,2)) = 12 (12 + 5 · 22 + 3 · 32 + 42 + 62 −
102) = 0,
q(a1,a2,a3)  12 (42 + (n − 4)2 + 12 + (n−1)
2
3 + n
2
5 − n2) = 12 ( 815n2 −
26
3 n + 1003 ) > 0, if n 11.
3.1.3.2.2.2.1: a1 = (4, n − 4), a3 = (1,1,1,−,−︸︷︷︸
n−3
), n 8:
q((4,4), (2,2,2,2), (1,1,1,2,3)) = 12 (3 · 12 + 5 · 22 + 32 + 2 · 42 −
82) = 0,
q(a1,a2,a3) 12 (42 + (n − 4)2 + n
2
4 + 3 · 12 + (n−3)
2
2 − n2) = 12 ( 34n2 −
11n + 792 ) > 0, if n 9.
3.1.3.2.3.1: a2 = (1,1,−,−︸︷︷︸
n−2
), n 10:
q(a1,a2,a3) 12 (
n2
2 + 2 · 12 + (n−2)
2
2 + n
2
5 − n2) = 12 ( n
2
5 − 2n + 4) > 0,
if n 8.
3.1.3.2.3.2: a2 = (1,2,−,−︸︷︷︸
n−3
), n 10:
q((5,5), (1,2,3,4), (2,2,2,2,2)) = 12 (12 + 6 · 22 + 32 + 42 + 2 · 52 −
102) = 0,
q(a1,a2,a3) 12 (
n2
2 +12 +22 + (n−3)
2
2 + n
2
5 −n2) = 12 ( n
2
5 −3n+ 192 ) > 0,
if n 11.
3.1.3.2.3.3.1: a2 = (1,−,−,−︸ ︷︷ ︸
n−1
), a3 = (1,−,−,−,−︸ ︷︷ ︸
n−1
), n 10:
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102) = 0,
q((5,6), (1.3,3,4), (1,2,2,3,3)) = 12 (2 · 12 + 2 · 22 + 4 · 32 + 42 + 52 +
62 − 112) = 0,
q(a1,a2,a3)  12 (
n2
2 + 12 + (n−1)
2
3 + 12 + (n−1)
2
4 − n2) = 12 ( n
2
12 − 76n +
31
12 ) > 0, if n 12.
3.1.3.2.3.4.1: a3 = (1,1,1,−,−︸︷︷︸
n−3
), n 10:
q(a1,a2,a3) 12 (
n2
2 + n
2
4 + 3 · 12 + (n−3)
2
2 − n2) = 12 ( n
2
4 − 3n+ 152 ) > 0,
if n 9.
3.1.3.3.1: a1 = (2, n − 2), n 6:
q((2,4), (1,1,2,2), (1,1,1,1,1,1)) = 12 (8 · 12 + 3 · 22 + 42 − 62) = 0,
q((2,5), (1,2,2,2), (1,1,1,1,1,1,1)) = 12 (8 · 12 + 4 · 22 + 52 − 72) = 0,
q((2,6), (2,2,2,2), (1,1,1,1,1,1,1,1)) = 12 (8 · 12 + 5 · 22 + 62 − 82) =
0,
q(a1,a2,a3) 12 (22 + (n − 2)2 + n
2
4 + n − n2) = 12 ( n
2
4 − 3n + 8) > 0, if
n 9.
3.1.3.3.2.1: a2 = (1,1,1, n − 3), n 6:
q((3,3), (1,1,1,3), (1,1,1,1,1,1)) = 12 (9 · 12 + 3 · 32 − 62) = 0,
q(a1,a2,a3) 12 (
n2
2 + 3 · 12 + (n− 3)2 +n−n2) = 12 ( n
2
2 − 5n+ 12) > 0,
if n 7.
3.1.4.1: a1 = (1, n − 1), n 5:
q(a1,a2,a3) 12 (12 + (n − 1)2 + n + n − n2) = 1 > 0 ∀n ∈ N.
3.2.1.2.1: a1 = (1,−,−︸︷︷︸
n−1
), n 6:
q((1,2,3), (2,2,2), (1,1,2,2)) = 12 (3 · 12 + 6 · 22 + 32 − 62) = 0,
q((1,3,3), (2,2,3), (1,2,2,2)) = 12 (2 · 12 + 5 · 22 + 3 · 32 − 72) = 0,
q((1,3,4), (2,3,3), (2,2,2,2)) = 12 (12 + 5 · 22 + 3 · 32 + 42 − 82) = 0,
q((1,4,4), (3,3,3), (2,2,2,3)) = 12 (12 + 3 · 22 + 4 · 32 + 2 · 42 − 92) = 0,
q((1,4,5), (3,3,4), (2,2,3,3)) = 12 (12 + 2 · 22 + 4 · 32 + 2 · 42 + 52 −
102) = 1,
q(a1,a2,a3)  12 (12 + (n−1)
2
2 + n
2
3 + n
2
4 − n2) = 12 ( n
2
12 − n + 32 ) > 0, if
n 11.
3.2.1.2.2.1: see case 3.2.1.2.1 and exchange arms 1 and 2.
3.2.1.2.2.2.1: a3 = (1,1,1, n − 3), n 6:
q((2,2,2), (2,2,2), (1,1,1,3)) = 12 (3 · 12 + 6 · 22 + 32 − 62) = 0,
q(a1,a2,a3) 12 (
n2
3 + n
2
3 +3 ·12+(n−3)2−n2) = 12 ( 23n2−6n+12) > 0,
if n 7.
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q((1,1,3), (1,2,2), (1,1,1,1,1)) = 12 (8 · 12 + 2 · 22 + 32 − 52) = 0,
q((1,1,4), (2,2,2), (1,1,1,1,1,1)) = 12 (8 · 12 + 3 · 22 + 42 − 62) = 0,
q(a1,a2,a3) 12 (2 · 12 + (n− 2)2 + n
2
3 + n− n2) = 12 ( n
2
3 − 3n+ 6) > 0,
if n 7.
3.2.1.3.2.1: see case 3.2.1.3.1 and exchange arms 1 and 2.
4.1.1.1.2.1: a1 = (1, n − 1), n 3:
q((1,3), (2,2), (2,2), (1,1,2)) = 12 (3 ·12 +5 ·22 +32 + (2−4) ·42) = 0,
q(a1,a2,a3,a4) 12 (12 + (n−1)2 + n
2
2 + n
2
2 + n
2
3 + (2−4) ·n2) = 12 ( n
2
3 −
2n + 2) > 0, if n 5.
4.1.1.1.2.2.1: see case 4.1.1.1.2.1 and exchange arms 1 and 2.
4.1.1.1.2.2.2.1: see case 4.1.1.1.2.1 and exchange arms 1 and 3.
4.1.1.1.3.1.1: a1 = (1, n − 1), a2 = (1, n − 1), n 4:
q((1,3), (1,3), (2,2), (1,1,1,1)) = 12 (6 · 12 + 2 · 22 + 2 · 32 − 2 · 42) = 0,
q(a1,a2,a3,a4) 12 (2 ·12 +2 · (n−1)2 + n
2
2 +n+ (2−4) ·n2) = 12 ( n
2
2 −
3n + 4) > 0, if n 5.
4.1.1.1.3.1.2.1: see case 4.1.1.1.3.1.1 and exchange arms 3 and 2.
4.1.1.1.3.2.1.1: see case 4.1.1.1.3.1.1 and exchange arms 3 and 1. 
We also have the following properties for the decompositions of the tuples of composi-
tions:
Proposition 19. Let (a1, . . . ,ak) be a reduced tuple of compositions and (a′1, . . . ,a′k) a tu-
ple of compositions with (a′1, . . . ,a′k) ≺ (a1, . . . ,ak).
• If (a1, . . . ,ak) belongs to a case labelled with (∗), then (a′1, . . . ,a′k) also belongs to a
case labelled with (∗).
• If (a1, . . . ,ak) belongs to a case labelled with (), then (a′1, . . . ,a′k) belongs to a case
labelled with (∗) or with ().
• If (a1, . . . ,ak) belongs to a case labelled with (◦) and has smallest possible central
dimension, then (a′1, . . . ,a
′
k) belongs to a case labelled with (∗) or with ().• If (a1, . . . ,ak) belongs to case 3.1.3.2.3.4.2, then
(a1, . . . ,ak)ord  ((4,4), (2,2,2,2), (1,1,2,2,2))
from case 3.1.3.2.2.2.2, and
q(((4,4), (2,2,2,2), (1,1,2,2,2))) = −1 < 0.
Proof. One can easily check that in the first case (a′1, . . . ,a
′
k) also belongs to a case la-belled with (∗).
A. Holtmann / Journal of Algebra 289 (2005) 277–311 297From a case by case inspection we get that one of the following conditions is fulfilled
in the second case:
• the underlying quiver of (a′1, . . . ,a′k) is of finite or tame type;
• k = 3, p1 = 2, p2 = 3, p3 = 7, min a′1  5 (case 3.1.2.3.1);
• k = 3, p1 = 2, p2 = 3, p3 = 7, min a′2  3 (case 3.1.2.3.2.1);
• k = 3, p1 = 2, p2 = 4, p3 = 5, min a′1  3 (case 3.1.3.2.1);
• k = 3, p1 = 2, p2 = 4, p3 = 5, min a′2 = 1 (case 3.1.3.2.2.1);
• k = 3, p1 = 3, p2 = 3, p3 = 4, min a′1 = 1 (case 3.2.1.2.1);
• k = 3, p1 = 3, p2 = 3, p3 = 4, min a′2 = 1 (case 3.2.1.2.2.1);
• k = 4, p1 = 2, p2 = 2, p3 = 2, p4 = 3, min a′1 = 1 (case 4.1.1.1.2.1);
• k = 4, p1 = 2, p2 = 2, p3 = 2, p4 = 3, min a′1  2, min a′2 = 1 (case 4.1.1.1.2.2.1).
All the cases above are labelled with (∗) or ().
Another case by case analysis shows that the following possibilities occur for
(a′1, . . . ,a
′
k) in the third case:
• the underlying quiver of (a′1, . . . ,a′k) is of finite or tame type;
• k = 3, p1 = 2, p2 = 3, p3 = 7, n = 7 (⇒ min a′1  5) (case 3.1.2.3.1);
• k = 3, p1 = 2, p2 = 4, p3 = 5, n = 5 (⇒ min a′1  3) (case 3.1.3.2.1);
• k = 3, p1 = 3, p2 = 3, p3 = 4, n = 4 (⇒ min a′1 = 1) (case 3.2.1.2.1);
• k = 4, p1 = 2, p2 = 2, p3 = 2, p4 = 3, n = 3 (⇒ min a′1 = 1) (case 4.1.1.1.2.1).
But each of these cases is again labelled with (∗) or ().
The fourth claim is obvious. 
Now, everything is ready for the proofs of the equivalences of (B) and (C) in Theo-
rems 14 and 16.
Proof. The lists given in Section 3 contain all tuples of compositions from the ()-cases
with Tits form zero (for Theorem 14) and all tuples of compositions from the (◦)-cases
with smallest possible central dimension (for Theorem 16).
The Tits forms of the tuples of compositions in both (C)-cases were already calculated
in the proof of Proposition 17. So we know that the conditions (1) from (B) in both Theo-
rems 14 and 16 are fulfilled. All smaller dimension vectors are contained in cases labelled
with (∗) or () (by Proposition 19), and therefore have non-negative Tits forms (by Propo-
sition 17, Parts 1 and 2).
Now we have to show that the lists given in Section 3 are complete:
We start with List 1. Let (a1, . . . ,ak) be a tuple of compositions from a (◦)-case. Then
condition (2) from Theorem 14 cannot be fulfilled, since we have an s-decomposition
where one of the summands has a negative Tits form (by Proposition 17, Part 3).
And if (a1, . . . ,ak) is contained in a ()-case or a (∗)-case, but not in the list, then
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so condition (1) is not fulfilled. This shows the equivalence of (B) and (C) in Theorem 14.
Now, we consider List 2: Let (a1, . . . ,ak) be a tuple of compositions from a ()-case
or a (∗)-case. Then condition (1) from Theorem 16 cannot be fulfilled (since by Proposi-
tion 17, Parts 1 and 2, the values of the Tits forms are non-negative in these cases). And if
(a1, . . . ,ak) is contained in a (◦)-case, but not in the list, then there is again a non-trivial
s-decomposition where one of the summands has a negative Tits form (by Proposition 17,
Part 3, and the construction of the list). This gives us now the equivalence of (B) and (C)
in Theorem 16. 
5. Kac’s Theorem and reflections
5.1. Kac’s Theorem
In this subsection we recall results from [5] and [6].
Let x = (xi)i∈Q0 ∈ ZQ0 . For a quiver Q without loops we have reflections ri : ZQ0 →
Z
Q0 , i ∈ Q0, which are defined by ri(x) := (ri(x)j )j∈Q0 with
ri(x)j = xj for j = i, and ri(x)i = −xi +
∑
j∈adj(i)
xj ,
where adj(i) is the set of vertices adjacent to i.
Let W := WQ := 〈ri | i ∈ Q0〉 be the subgroup of Aut(ZQ0) generated by the reflec-
tions.
Let (−,−) : ZQ0 × ZQ0 → Z denote the symmetric bilinear form corresponding to the
Tits form of Q.
By ΠQ := {ei | i ∈ Q0} we denote the set of simple roots for Q.
We have the fundamental region associated with Q:
FQ :=
{
d ∈ NQ00 \{0}
∣∣ (d, ei) 0 ∀i ∈ Q0 and d has connected support}.
In [5], Kac gave a description of the (positive) root system ∆+(Q) assigned to a quiver Q
in combinatorial terms:
∆+(Q) = ∆re+(Q) ∪˙∆im+ (Q),
where ∆re+(Q) = WΠQ ∩ NQ00 and ∆im+ (Q) = WFQ.
Let µd(Q) denote the maximal number of parameters on which a family of indecom-
posable representations of Q over an algebraically closed field with dimension vector d
depends.
In [6, Theorem C], Kac has shown the following (cf. also [7, Theorem §1.10]) which is
a generalisation and an extension of Gabriel’s theorem in [3]:
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Q without loops and K be an algebraically closed field.
(a) There is an indecomposable representation over K with dimension vector d if and only
if d ∈ ∆+(Q).
(b) If d ∈ ∆re+(Q), there is a unique indecomposable representation over K with dimension
vector d.
(c) If d ∈ ∆im+ (Q), then µd(Q) = 1 − q(d). Furthermore, there is a unique µd(Q)-
parameter family of indecomposable representations with dimension vector d.
5.2. Reflections of representations and dimension vectors
This subsection gives an overview of some results obtained by Bernstein, Gel’fand and
Ponomarev in [1].
Definition 21. Given a quiver Q = (Q0,Q1, s, t), we call a vertex j ∈ Q0 a sink (respec-
tively source) if there are no arrows starting (respectively ending) in j .
Let (Vj ,Vα)j∈Q0,α∈Q1 be a representation of Q and i be a sink. We can construct a
new quiver σ+i (Q) from Q by reversing the arrows ending in i ∈ Q0 and a representa-
tion F+i ((Vj ,Vα)j∈Q0,α∈Q1) for σ
+
i (Q) by replacing the maps ending in i ∈ Q0 by the
kernel of the original map, unless (Vj ,Vα)j∈Q0,α∈Q1 contains the simple representation
corresponding to i as a direct summand.
For the corresponding dimension vectors we have that
F+i (d) = ri(d),
where ri is the reflection defined in Subsection 5.1.
Definition 22. We call Φ+ = F+i|Q0| ◦ · · · ◦F
+
i1
a Coxeter functor if i1 is a sink for Q, every
i is a sink for σ+i−1 ◦· · ·◦σ+i1 (Q), 2  |Q0|, and every vertex from Q0 occurs precisely
once in the sequence.
Bernstein, Gel’fand and Ponomarev showed that Coxeter functors exist for quivers Q
without cycles, take rep(Q) to rep(Q), and are independent of the freedom of choice which
we have when ordering the vertices.
(Dually, we can define Φ− when i is a source.) By c+ (respectively c−) we denote
the corresponding sequence of reflections for the dimension vectors (which is clearly also
independent of the freedom of choice in the order of the vertices).
6. Proofs of Theorems 14 and 16—Part 2
We apply the results from the previous section in order to prove the remaining equiva-
lences in Theorems 14 and 16. We show that all dimension vectors from the lists are roots,
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ber of parameters by the prescribed values of the Tits forms of the dimension vectors. Fur-
thermore, these families of representations are even families of subspace representations:
Lemma 23. Let d be a dimension vector of subspace representations of a star Q, and let c
denote the central point of Q. If (Vi,Vα)i∈Q0,α∈Q1 is an indecomposable representation of
Q with dimension vector d, then (Vi,Vα)i∈Q0,α∈Q1 is already a subspace representation.
Proof. We enumerate the points in the quiver as follows:
•c = (i,pi )
•(1,p1 − 1)
•(2,p2 − 1)
•
(k,pk − 1)
•(1,p1 − 2)
•(2,p2 − 2)
•
(k,pk − 2)
•(1,2)
•(2,2)
•
(k,2)
· · ·
· · ·
· · ·
...
•(1,1)
•(2,1)
•
(k,1)
If (V(i,j), Vα)(i,j)∈Q0,α∈Q1 was not a subspace representation, then there was some β ∈ Q1
with Vβ not injective. Take any right-most position in any arm for which this is the case.
Let Vβ : V(l,m) → V(l,m+1). If Vβ is not injective, then KerVβ = 0 and
V(l,m) ∼= V(l,m)/KerVβ ⊕ KerVβ.
Then every vector space V(l,o) which is mapped into V(l,m) by a sequence of injective maps
Vβo, . . . , Vβm−1 has also a decomposition
V(l,o) ∼= V(l,o)/Ker(Vβ ◦ Vβm−1 ◦ · · · ◦ Vβo) ⊕ Ker(Vβ ◦ Vβm−1 ◦ · · · ◦ Vβo).
So
(V(i,j), Vα) ∼=
(
W
(1)
(i,j),W
(1)
α
)⊕ (W(2)(i,j),W(2)α )
with
W
(1)
(i,j) := V(i,j) for (i, j) /∈
{
(l,1), . . . , (l,m)
}
,
W
(1)
(i,j) := V(i,j)/Ker(Vβ ◦ Vβm−1 ◦ · · · ◦ Vβj ) for (i, j) ∈
{
(l,1), . . . , (l,m)
}
,
W
(2)
(i,j) := 0 for (i, j) /∈
{
(l,1), . . . , (l,m)
}
,
{ }
W
(2)
(i,j) := Ker(Vβ ◦ Vβm−1 ◦ · · · ◦ Vβj ) for (i, j) ∈ (l,1), . . . , (l,m)
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W(1)α := Vα for s(α) /∈
{
(l,1), . . . , (l,m)
}
,
W(1)α := Vα for s(α) ∈
{
(l,1), . . . , (l,m)
}
,
W(2)α := 0 for s(α) /∈
{
(l,1), . . . , (l,m)
}
,
W(2)α := Vα for s(α) ∈
{
(l,1), . . . , (l,m)
}
,
where Vα denotes the induced map on the corresponding quotient space. 
Definition 24. A connected quiver Q is of hyperbolic type, if after deleting any point in Q
with its adjacent arrows we obtain a quiver of finite or affine type, i.e., a quiver consisting
of a finite disconnected union of quivers of types An, n  1, Dn, n  4, E6, E7, E8, A˜n,
n 0, D˜n, n 4, E˜6, E˜7, or E˜8.
In 1980, Kac has shown the following:
Lemma 25 [5, Lemma 2.1]. If the quiver Q is of hyperbolic type, then the set of all imagi-
nary roots is {
d ∈ ZQ0\{0} ∣∣ q(d) 0},
where q is the Tits form of Q.
The next lemma shows that reflecting tuples of compositions within the arms just means
a change of the order of the entries along the arms. This is a very useful property in order
to show that a dimension vector of subspace representations is indeed a root.
Lemma 26 (Reflecting tuples of compositions within their arms). Let (a1, . . . , ap) ∈ Np0
be a composition. Then
∆ ◦ ri ◦ ∆−1((a1, . . . , ap)) = (a1, . . . , ai−1, ai+1, ai, ai+2, . . . , ap)
for all i = 1, . . . , p − 1.
The proof is straightforward.
Now we prove that all dimension vectors, whose corresponding tuples of compositions
are contained in List 1 and List 2, are indeed roots.
We show the following:
Proposition 27. If d ∈ NQ00 and ∆(d) is contained in List 1, then d is an imaginary rootfor Q.
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are ordered increasingly along their arms. The Tits form is preserved under the action of the
Weyl group (see [5, Lemma 1.9]), and so property (1) in (B) of Theorem 14 and Lemma 25
show that it is enough to show the following: Every tuple of compositions from List 1
which is ordered increasingly along its arms can be reflected into a tuple of compositions
whose reduced tuple is contained in List 1 and has underlying quiver of hyperbolic type.
We consider now the cases in which the underlying quivers are not of hyperbolic type.
The different cases for k = 4 (cases (6), (7) and (8)) are just relabellings of the arms
and therefore show the same behaviour for the reflections. For k = 3, the cases (40) and
(41) and the cases (42) and (43) are also relabellings of the arms. An application of the re-
flections c− (corresponding to the negative Coxeter functors Φ−) to the dimension vectors
(see Subsection 5.2) shows that they are indeed roots.
We have to consider the following ten cases:
• k = 4, (6):
c−((1,3), (1,3), (2,2), (1,1,1,1)) = ((2,1), (2,1), (1,2), (0,1,1,1)) is a root.
• k = 3, (40):
c−((1,1,3), (1,2,2), (1,1,1,1,1)) = ((2,1,1), (1,1,2), (0,1,1,1,1)) is a root.
• k = 3, (42):
c−((1,1,4), (2,2,2), (1,1,1,1,1,1)) = ((3,1,1), (1,2,2), (0,1,1,1,1,1)) is a root
(by the previous step).
• k = 3, (27):
c−((2,4), (1,1,2,2), (1,1,1,1,1,1)) = ((3,2), (1,1,1,2), (0,1,1,1,1,1)) is a root
((8) in Theorem 14).
• k = 3, (28):
c−((2,5), (1,2,2,2), (1,1,1,1,1,1,1)) = ((4,2), (1,1,2,2), (0,1,1,1,1,1,1)) is a
root (by the previous step).
• k = 3, (29):
c−((2,6), (2,2,2,2), (1,1,1,1,1,1,1,1)) = ((5,2), (1,2,2,2), (0,1,1,1,1,1,1,1))
is a root (by the previous step).
• k = 3, (30):
c−((3,3), (1,1,1,3), (1,1,1,1,1,1)) = ((2,3), (2,1,1,1), (0,1,1,1,1,1)) is a root
((8) in Theorem 14).
• k = 3, (21):
c−((3,5), (2,3,3), (1,1,1,1,1,1,1,1)) = ((4,3), (2,2,3), (0,1,1,1,1,1,1,1)) is a
root ((2) in Theorem 14).
• k = 3, (22):
c−((3,6), (3,3,3), (1,1,1,1,1,1,1,1,1)) = ((5,3), (2,3,3), (0,1,1,1,1,1,1,1,1))
is a root (by the previous step).
• k = 3, (23):
c−((4,4), (2,2,4), (1,1,1,1,1,1,1,1)) = ((3,4), (3,2,2), (0,1,1,1,1,1,1,1)) is a
root ((2) in Theorem 14).
A. Holtmann / Journal of Algebra 289 (2005) 277–311 303Before we get the same result for the dimension vectors belonging to tuples of composi-
tions from List 2, we prove another lemma which shows that for reduced dimension vectors
d of stars, which are ordered increasingly along their arms, we have to check the conditions
(d, ei) 0
for d being an element in the fundamental region only for the central points.
Lemma 28. Let (a1, . . . ,ak) be a reduced tuple of compositions, which is ordered increas-
ingly along its arms—i.e., (a1, . . . ,ak)red,ord = (a1, . . . ,ak)—and let c ∈ Q0 denote the
central point of the underlying star. Then(
∆−1(a1, . . . ,ak), e
)
 0
for all  ∈ Q0\{c}.
Proof. Since (a1, . . . ,ak) is reduced and ordered increasingly along its arms, we have
ai,j  ai,j+1
for all i = 1, . . . , k and all j = 1, . . . , pi − 1.
Suppose  = (i, j) ∈ Q0 for some i ∈ {1, . . . , k} and j ∈ {1, . . . , pi − 1}. We have
(
∆−1(a1, . . . ,ak), e
)= j∑
t=1
ai,t · 1 −
j−1∑
t=1
ai,t · 1 + 1 ·
j∑
t=1
ai,t − 1 ·
j+1∑
t=1
ai,t
= ai,j − ai,j+1  0. 
Proposition 29. If d ∈ NQ00 and ∆(d) is contained in List 2, then d is an imaginary rootfor Q.
Proof. As before we can restrict ourselves to the cases where the tuples of compositions
are ordered increasingly along their arms (by using Lemma 26) and the underlying quiver
is not of hyperbolic type (by using Lemma 25).
We show now that each of these tuples of compositions is already contained in the
fundamental region.
The cases to deal with are the following:
k = 4, cases (2)–(8) and k = 3, cases (2), (5), (6), (8), (9) and (10), where cases (3), (4)
and (5) for k = 4 are just relabellings of the arms.
By Lemma 28, we only have to check the properties for the central points in the quivers.
We write a dimension vector d as follows:
d = ((d11, . . . , d1,p1−1), . . . , (dk1, . . . , dk,pk−1), dc),
where c denotes the central point of the given star, and get:
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(((2), (2), (2), (1,2,3),4), ec) = 2 · 4 − 2 − 2 − 2 − 3 = −1;
• k = 4, (3):
(((1), (2), (2), (1,2,3),4), ec) = 2 · 3 − 1 − 2 − 2 − 2 = −1;
• k = 4, (6):
(((1), (1), (1,2), (1,2),3), ec) = 2 · 3 − 1 − 1 − 2 − 2 = 0;
• k = 4, (7):
(((1), (1,2), (1,2), (1,2),3), ec) = 2 · 3 − 1 − 2 − 2 − 2 = −1;
• k = 4, (8):
(((1,2), (1,2), (1,2), (1,2),3), ec) = 2 · 3 − 2 − 2 − 2 − 2 = −2;
• k = 3, (2):
(((4), (2,5), (1,2,3,4,5,6,7),8), ec) = 2 · 8 − 4 − 5 − 7 = 0;
• k = 3, (5):
(((3), (1,2,4), (1,2,3,4,5),6), ec) = 2 · 6 − 3 − 4 − 5 = 0;
• k = 3, (6):
(((2), (1,2,3,4), (1,2,3,4),5), ec) = 2 · 5 − 2 − 4 − 4 = 0;
• k = 3, (8):
(((1,3), (1,3), (1,2,3,4),5), ec) = 2 · 5 − 3 − 3 − 4 = 0;
• k = 3, (9):
(((1,2), (1,2,3), (1,2,3),4), ec) = 2 · 4 − 2 − 3 − 3 = 0;
• k = 3, (10):
(((1,2,3), (1,2,3), (1,2,3),4), ec) = 2 · 4 − 3 − 3 − 3 = −1.
Now we are ready to prove the remaining equivalences of Theorems 14 and 16.
Proof. We use the equivalences of (B) and (C) proven in Section 4.
If the dimension vectors are contained in Lists 1 and 2, then they are roots by Propo-
sitions 27 and 29, and we have the families of indecomposable subspace representations
depending on the appropriate numbers of parameters (by Kac’s theorem and Lemma 23).
So the conditions (1) of (A) are fulfilled in both cases. Furthermore, the conditions (2) of
(A) are fulfilled: We cannot have any m-parameter families of indecomposable subspace
representations with m  2 for smaller dimension vectors, because µd′ = 1 − q(d′)  1.
(This is because we have that q(d′)  0 for every d′ ≺ d in Theorem 16 and for every
d′  d in Theorem 14.)
Now we show the completeness of the lists:
If (a1, . . . ,ak) is contained in a (∗)-case, we do not get any families of indecomposable
representations at all. So it can be neither s-tame nor s-hypercritical.
We show now, that List 1 is complete: If (a1, . . . ,ak) is contained in a ()-case and not
in List 1, then its Tits form is positive. So there is no family of indecomposable subspace
representations for the corresponding dimension vector. And if (a1, . . . ,ak) is contained
in a (◦)-case, we have an s-decomposition such that there is an m-parameter family of
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sition 29). In neither case, (a1, . . . ,ak) can be s-tame.
Finally, we give the proof of the completeness of List 2: If (a1, . . . ,ak) is contained
in a ()-case, then its Tits form is non-negative. So the maximal number of parameters,
on which a family of indecomposable subspace representations for the corresponding di-
mension vector can depend, is 1 or 0, or there are no indecomposable representations at
all. And if (a1, . . . ,ak) is contained in a (◦)-case, but not in List 2, we have a non-trivial
s-decomposition such that there is an m-parameter family of indecomposable subspace
representations with m 2 for one of the summands (by Proposition 29). So (a1, . . . ,ak)
cannot be s-hypercritical. 
7. Decomposition properties of the s-tame dimension vectors
Definition 30. A dimension vector d of a tame star is called critical if it is contained in the
following list:
1
2
1
1 1
D˜4
1 2 3 2 1
2
1
E˜6
1 2 3 4 3 2 1
2
E˜7
2 4 6 5 4 3 2 1
3
E˜8
All numbers in brackets in this section are those of Theorem 14.
Lemma 31. For every s-tame dimension vector d except for those in the cases (27)–(30)
there exists exactly one tame quiver which is smaller than the underlying quiver of d.
Proof. We obtain the result by comparing the lengths of the arms of the quivers with those
of the tame ones. 
Lemma 32. In the cases (27)–(30) the tuples of compositions are not bigger than a tu-
ple of compositions for which the corresponding reduced dimension vector is the critical
dimension vector of E˜8.
Proof. In the cases (27)–(29) we havemin(a1) = 2,
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min
(
a′1
)= 3,
for a tuple (a′1,a
′
2,a
′
3) of compositions such that the corresponding reduced dimension
vector is the critical dimension vector of E˜8.
In case (30) we have ∣∣{a2j | j = 1, . . . ,4; a2j  2}∣∣= 1,
but ∣∣{a′2j ∣∣ j = 1, . . . ,3; a′2j  2}∣∣= 3
in a tuple (a′1,a
′
2,a
′
3) of compositions such that the corresponding reduced dimension vec-
tor is the critical dimension vector of E˜8. 
Corollary 33. For each s-tame dimension vector d there is a unique tame quiver whose
critical dimension vector can occur in an s-decomposition of d.
Labels in List 1 Tame quiver
k = 4, (2)–(8) D˜4
k = 3, (2)–(6), (16)–(23) E˜8
k = 3, (8)–(12), (24)–(30), (44), (45) E˜7
k = 3, (14), (15), (31)–(43) E˜6
Figures 1–4 show how the s-tame tuples of compositions can be compared with each
other. The tuples at the tops of the figures are the maximal ones, those at the bottoms the
minimal ones, and they can be compared if there is a line between them (always w.r.t. the
-order). (Sometimes one has to extend the underlying quiver of the smaller one by one
point and one arrow at the end of one arm and then add a zero for the corresponding entry in
the tuple of compositions. This is indicated by dotted lines between the respective tuples.)
In the figures, D˜4, E˜6, E˜7 and E˜8 are abbreviations for the critical dimension vectors of the
respective quivers.
D˜4
(2)
(3) (4) (5) (6) (7) (8)Fig. 1.  D˜4.
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(14)
(40) (41)(15)
(31) (32)(39)(42) (43)
(33) (34)
(35) (36)
(37) (38)
Fig. 2.  E˜6.
E˜7
(8)
(9)
(10)(30) (27)
(11)(24) (25) (28)
(12) (29)
(26)(44) (45)
Fig. 3.  E˜7.
Proposition 34. Every s-tame dimension vector d for a wild star can be decomposed into
a sum of dimension vectors d1 and d2 of subspace representations, where ∆−1(∆(d1)red)
is a critical dimension vector of a tame quiver and d2 is s-finite.
Proof. First of all we can read off from Figs. 1–4 that every s-tame vector d for a wild
star can be decomposed into a sum of a dimension vector d1 of subspace representations,
for which ∆−1(∆(d1)red) is a critical dimension vector of a tame quiver, and another di-
mension vector d2 of subspace representations. Secondly, it is not possible to split off more
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(2)
(3)(23) (21)
(4) (22)
(5)
(6)
(17)(16) (20)
(18)
(19)
Fig. 4.  E˜8.
than one dimension vector of subspace representations such that the corresponding reduced
dimension vector is a critical dimension vector of a tame quiver.
If it were possible to split off more than one dimension vector of subspace represen-
tations such that the corresponding reduced dimension vector were a critical dimension
vector of a tame quiver, the central dimension would be at least twice as much as the
central dimension of the critical dimension vector of the tame quiver.
This happens only for k = 4 in the cases (3)–(8) and for k = 3 in the cases (11), (12),
(16)–(20), (24)–(26), (29), (31)–(39) and (42)–(45).
Now, if one takes the sum of two dimension vectors of subspace representations such
that the corresponding reduced dimension vectors are both dimension vectors of the tame
quiver—which is uniquely determined by Corollary 33—the dimension jumps along the
first two arms (for k = 3) or the first three arms (for k = 4) are also uniquely determined.
The following possibilities occur:
• k = 4, D˜4: a′1 = a′2 = a′3 = (2,2).
This shows that splitting off more than one dimension vector of subspace represen-
tations whose reduced dimension vector is a critical dimension vector of D˜4 is not
possible in the cases (3)–(8).
• k = 3, E˜6: a′1 = a′2 = (2,2,2).
This shows that splitting off more than one dimension vector of subspace represen-
tations whose reduced dimension vector is a critical dimension vector of E˜6 is not
possible in the cases (31)–(38), (42) and (43).
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This shows that splitting off more than one dimension vector of subspace represen-
tations whose reduced dimension vector is a critical dimension vector of E˜7 is not
possible in the cases (11), (12), (24), (26), (29), (44) and (45).
• k = 3, E˜8: a′1 = (6,6),a′2 = (2,2,2).
This shows that splitting off more than one dimension vector of subspace represen-
tations whose reduced dimension vector is a critical dimension vector of E˜8 is not
possible in the cases (16)–(19).
The remaining cases are (20), (25) and (39).
But here we have the following properties:∣∣{a3j | j = 1, . . . ,7; a3j  2}∣∣= 1,
but ∣∣{a′3j ∣∣ j = 1, . . . ,7; a′3j  2}∣∣ 2
in a sum (a′1,a
′
2,a
′
3) of two tuples of compositions whose reduced dimension vectors are
the critical dimension vectors of E˜6 (case (39)),∣∣{a3j | j = 1, . . . ,7; a3j  2}∣∣= 2,
but ∣∣{a′3j ∣∣ j = 1, . . . ,7; a′3j  2}∣∣ 3
in a sum (a′1,a
′
2,a
′
3) of two tuples of compositions whose reduced dimension vectors are
the critical dimension vectors of E˜7 (case (25)),∣∣{a3j | j = 1, . . . ,7; a3j  2}∣∣= 4,
but ∣∣{a′3j ∣∣ j = 1, . . . ,7; a′3j  2}∣∣ 5
in a sum (a′1,a
′
2,a
′
3) of two tuples of compositions whose reduced dimension vectors are
the critical dimension vectors of E˜8 (case (20)).
This shows (along with the classification of the s-finite dimension vectors, see [8], in
particular Lemma 3.5) that d2 must be s-finite. (Otherwise, we would be able to split
off another dimension vector for which the reduced dimension vector would be a critical
one.) 
Corollary 35. If d is an s-tame dimension vector for a wild star and d = d1 + d2 is a
decomposition of d with d1 s-tame, then d2 is s-finite.
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sion vector of a tame quiver, then d′2 is s-finite. Since d1  d′1, we have d2 ≺ d′2, and hence
d2 is s-finite. 
This means that the one parameter families of decomposable subspace representations
for the s-tame dimension vectors can be constructed by using the one parameter families
of indecomposable subspace representations for the smaller s-tame dimension vectors and
adding subspace representations for s-finite dimension vectors. Furthermore, in contrast
to the case where the underlying quiver is of tame type, there are also no m-parameter
families of decomposable subspace representations with m 2.
Thus, we have proven the following characterisation of s-tame dimension vectors for
wild stars:
Theorem 36. Let Q be a wild star and d a dimension vector of subspace representations
for Q. Then the following conditions are equivalent:
(A) d is s-tame.
(B) (1) There is a one parameter family of indecomposable subspace representations for
d, and
(2) there is no m-parameter family of subspace representations for d with m 2.
In order to see that Theorem 36 is not true in the tame case, we can, for example,
decompose
d :=
2
4
2
2 2 as
1
2
1
1 1 +
1
2
1
1 1
and find a two parameter family of decomposable subspace representations for d. (The
same is, of course, possible with any positive multiple of the critical dimension vectors,
except for the critical dimension vectors themselves.)
8. Concluding remarks
This paper contains part of the author’s PhD thesis at the Fakultät für Mathematik, Uni-
versität Bielefeld [4]. In [4], also the families of indecomposable subspace representations
were constructed explicitly. This can by done by sorting the s-tame dimension vectors
into orbits under the Coxeter transformations. After having sorted the dimension vectors
according to their orbits, one is left with the construction of one parameter families of in-
decomposable representations for one dimension vector in each orbit. This can be done
by a restriction of the dimension vector to a smaller quiver, calculating the canonical de-
composition of the restricted dimension vector (see [11, Theorem 4.2]), a realisation of
A. Holtmann / Journal of Algebra 289 (2005) 277–311 311the representation according to the canonical decomposition and finding appropriate em-
beddings for the remaining vector spaces. (The detailed calculations can be found in [4,
Chapters 11–13].)
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