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Masood Aryapoor∗
Abstract
In [1], the author introduces the class of Farkas–related vectors for
which a version of Farkas’ lemma over integers is derived. In this paper,
being the second part of [1], two similar classes are introduced and studied.
The terminology and results of [1] are freely used in this article.
1 Almost Farkas–related vectors
We begin with the following definition, compare with the definition of Farkas–
related vectors in [1].
Definition 1.1. Vectors v1, ..., vm ∈ Zn are called almost Farkas–related or
a.f.r for short, if the following condition holds: Let a1 ≤ b1, ..., am ≤ bm be
arbitrary integers. If a vector w ∈
∑
ai=bi
aivi +
∑
ai 6=bi
Zvi can be written as
w =
∑m
i=1 xivi for rational numbers a1 ≤ x1 ≤ b1, ..., am ≤ xm ≤ bm, then there
exist integers a1 ≤ y1 ≤ b1, ..., am ≤ ym ≤ bm such that w =
∑m
i=1 yivi.
1.1 Characterizations of almost Farkas–related vectors
We want to obtain simple and useful characterizations of almost Farkas–related
vectors. First we present the following characterization.
Lemma 1.1. Let v1, ..., vm ∈ Zn be arbitrary vectors. Then the following con-
ditions are equivalent.
(1) The vectors v1, ..., vm ∈ Z
n are a.f.r.
(2) Let I ⊂ {1, ...,m} be an arbitrary nonempty set. For arbitrary integers
ai < bi (i ∈ I), if a vector w ∈
∑
i∈I Zvi can be written as w =
∑
i∈I xivi for
rational numbers ai ≤ xi ≤ bi (i ∈ I), then there exist integers ai ≤ yi ≤ bi
(i ∈ I) such that w =
∑
i∈I yivi.
(3) Let I ⊂ {1, ...,m} be an arbitrary nonempty set. If a vector w ∈
∑
i∈I Zvi
can be written as w =
∑
i∈I xivi for rational numbers 0 ≤ xi ≤ 1 (i ∈ I), then
there exist numbers yi ∈ {0, 1} (i ∈ I) such that w =
∑
i∈I yivi.
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(4) Let I ⊂ {1, ...,m} be an arbitrary nonempty set and k be a natural num-
ber. If a vector w ∈
∑
i∈I Zvi can be written as kw =
∑
i∈I aivi for integers
0 ≤ ai ≤ k (i ∈ I), then there exist numbers yi ∈ {0, 1} (i ∈ I) such that
w =
∑
i∈I yivi.
Proof. It is straightforward to check that (1)⇔(2) and (3)⇔(4) . Clearly we
have (2)⇒(3). Therefore it remains to prove (3)⇒(2).
Suppose that (3) holds. Let I ⊂ {1, ...,m} be a nonempty set and ai < bi
(i ∈ I) be integers. Suppose that a vector w ∈
∑
i∈I Zvi can be written as w =∑
i∈I xivi for rational numbers ai ≤ xi ≤ bi (i ∈ I). Set J = {i ∈ I|xi 6= bi}.
We have
w −
∑
i∈I,i/∈J
(bi − 1)vi −
∑
i∈J
[xi]vi =
∑
i∈J
(xi − [xi])vi +
∑
i∈I,i/∈J
vi ∈
∑
i∈I
Zvi.
So, by (3), there exist numbers yi ∈ {0, 1} such that
w −
∑
i∈I,i/∈J
(bi − 1)vi −
∑
i∈J
[xi]vi =
∑
i∈I
yivi.
This equality can be rewritten as w =
∑
i∈I,i/∈J(bi−1+yi)vi+
∑
i∈J ([xi]+yi)vi.
Note that the coefficients are integers. Since ai < bi, we have ai ≤ bi−1+yi ≤ bi
for i /∈ J . Moreover, for i ∈ J , we have ai ≤ [xi] ≤ bi − 1 which implies that
ai ≤ [xi] + yi ≤ bi for i ∈ J as well. The proof of (3)⇒(2) is therefore complete.
A useful criterion is given below, consult [1] to see the definition of ”elemen-
tary integral relations”.
Proposition 1.2. Vectors v1, ..., vm ∈ Zn are a.f.r if and only if for every ele-
mentary integral relation
∑m
i=1 aivi = 0, we have |a1|, ..., |am| ≤ 2 and moreover
there exists at most one 1 ≤ i ≤ m such that |ai| = 2.
Proof. First, the ”only if direction” is proved. Suppose that v1, ..., vm are a.f.r
and let
∑m
i=1 aivi = 0 be an elementary integral relation. Without loss of
generality, we may assume that {i|ai 6= 0} = {1, ..., r}. By symmetry, it is
enough to show that |a1| ∈ {1, 2} and if |a1| = 2 then a2, ..., ar ∈ {−1, 1}. Since
0 = v1 +
a2
a1
v2 + · · · +
ar
a1
vr, using the fact that v1, ..., vm are a.f.r, we see that
there exist integers
1 ≤ y1 ≤ 2, [
a2
a1
] ≤ y2 ≤ [
a2
a1
] + 1, ..., [
ar
a1
] ≤ yr ≤ [
ar
a1
] + 1,
such that 0 = y1v1 + · · · + yrvr. It is easy to see that the set of vectors
(x1, ..., xr) ∈ Zr satisfying
∑r
i=1 xivi = 0, is equal to Z(a1, ..., ar). It follows that
(y1, ..., yr) = l(a1, ..., ar) for an integer l. Since y1 = 1 or y2 = 2, we conclude
that |a1| ∈ {1, 2}. Now suppose that a1 = 2. Then (y1, ..., yr) = (a1, ..., ar),
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i.e. [ai2 ] ≤ yi = ai ≤ [
ai
2 ] + 1 for i = 2, ..., r. But in this case, there also exist
integers
0 ≤ z1 ≤ 1, [
a2
2
] ≤ z2 ≤ [
a2
2
] + 1, ..., [
ar
2
] ≤ zr ≤ [
ar
2
] + 1,
such that 0 = z1v1+ · · ·+ zrvr. We have (z1, ..., zr) ∈ Z(2, a2, ..., ar) and z1 = 0
or z1 = 1. It follows that z1 = 0 and consequently z2 = · · · = zr = 0 which
implies that [ai2 ] ∈ {−1, 0} where i = 2, ..., r. This means that ai ∈ {−2,−1, 1}
where i = 2, ..., r. But, since [ai2 ] ≤ ai ≤ [
ai
2 ] + 1 for every i = 2, ..., r, it is
easy to see that we must have ai ∈ {−1, 1} for every i = 2, ..., r. If a1 = −2,
then one uses (−a1)v1+ · · ·+(−ar)vr = 0 to show that −ai ∈ {−1, 1} for every
i = 2, ..., r which is obviously the same as ai ∈ {−1, 1} for every i = 2, ..., r.
Now we prove the ”if direction”. First note that without loss of generality
we may assume that none of the vectors v1, ..., vm are zero. We use induction
on m to prove that the vectors v1, ..., vm satisfy Part (4) of Lemma 1.1. So let
I ⊂ {1, ...,m} be a nonempty set and suppose that a vector w ∈
∑
i∈I Zvi can
be written as kw =
∑
i∈I aivi for integers 0 ≤ ai ≤ k (i ∈ I), where k is an
arbitrary natural number. We need to show that the vector w can be written
as w =
∑
i∈I yivi where yi ∈ {0, 1} (i ∈ I). First let m = 1. Then we must
have I = {1} and since w = av1 for an integer a, we have a1v1 = kw = kav1 or
(a1 − ka)v1 = 0. If w = 0, then w = 0.v1 and we are done. Otherwise, we must
have a = 1 because 0 ≤ a1 ≤ k and a1 − ka = 0. So w = v1 and we are done
with the case m = 1.
Next, we prove the inductive step. If I 6= {1, ...,m}, then we are done, be-
cause the vectors vi (i ∈ I) obviously satisfy the relevant condition on their
elementary integral relations and therefore are almost Farkas–related by in-
duction. So we may assume that I = {1, ...,m}. I claim that there exists
J ⊂ {1, ...,m} such that the vectors vi(i ∈ J) form a basis for
∑m
i=1 Zvi over
Z. To prove this, take a set J ⊂ {1, ...,m} such that vi(i ∈ J) are linearly
independent and there does not exist a subset J ′ ⊂ {1, ...,m} with the property
that the vectors vi(i ∈ J ′) are linearly independent and
∑
i∈J Zvi (
∑
i∈J′ Zvi.
If vj /∈
∑
i∈J Zvi for an index 1 ≤ j ≤ m, then the vectors vj , vi(i ∈ J) are
linearly dependent since otherwise
∑
i∈J Zvi (
∑
i∈J∪{j} Zvi would contradict
the choice of J . It follows that there exists an elementary integral relation be-
tween vj , vi(i ∈ J). This relation has to be of the form 2vj +
∑
i∈J aivi = 0
where ai ∈ {−1, 0, 1} for every i ∈ I. Choose i ∈ J such that ai 6= 0 and set
J ′ = {j} ∪ (J \ {i}). Then the vectors vi(vi ∈ J ′) are linearly independent and
moreover
∑
i∈J Zvi (
∑
i∈J′ Zvi, a contradiction. It follows that the vectors
vi(i ∈ J) generate
∑m
i=1 Zvi and the claim is proved. Without loss of generality,
we may assume that J = {v1, ..., vr}.
If r = m, then the identity w =
∑m
i=1
ai
k vi and the fact w ∈
∑m
i=1 Zvi imply
that a1k , ...,
am
k ∈ Z. But 0 ≤ a1, ..., am ≤ k, so we must have ai ∈ {0, k}, and
consequently w =
∑m
i=1
ai
k vi is the desired presentation. In what follows, we
may therefore assume that r < m.
First suppose that there does not exist 1 ≤ i ≤ r such that vi ∈
∑m
i6=j=1 Zvj .
For every r < j ≤ m, we have vj ∈
∑r
i=1 Zvi, i.e.
∑r
i=1 bivi + vj = 0 for some
3
b1, ..., br ∈ Zvj . It is easy to see that this relation is in fact an elementary integral
relation. So there is at most one bi with |bi| > 1. If there is some bi with |bi| = 1
then we clearly have vi ∈
∑m
i6=j=1 Zvj . It follows that exactly one bi is not zero
and it must be equal to ±2, since otherwise vi ∈
∑m
i6=j=1 Zvj . It follows from
this discussion that the set {1, ...,m} can be partitioned into r disjoint subsets
I1, ..., Ir such that for every i = 1, ..., r, we have i ∈ Ii and vj = ±2vi for every
j ∈ Ii. In this case, if w = d1v1 + · · · + drvr, then k(divi) =
∑
l∈Ii
alvl. Now,
if r > 1, then we can use induction, to find suitable presentations for each divi
and by adding them together, one can find an acceptable representation for w.
So we may assume that r = 1. To proceed, we set I± = {2 ≤ i ≤ m|vi = ±2v1}.
We can write kw = (a1 + 2
∑
i∈I+
ai − 2
∑
i∈I−
ai)v1. On the other hand we
have w = dv1 where d ∈ Z. So kd = a1 + 2
∑
i∈I+
ai − 2
∑
i∈I−
ai. Since
−2|I−|k ≤ a1 + 2
∑
i∈I+
ai − 2
∑
i∈I−
ai ≤ k + 2|I+|k,
we conclude that −2|I−| ≤ d ≤ 1 + 2|I+|. Using this inequality, one can see
that there are integers 0 ≤ l1 ≤ |I+|, 0 ≤ l2 ≤ |I−| and l3 ∈ {0, 1} such that
d = l3 + 2l1 − 2l2. By taking arbitrary sets L1 ⊂ I+ and L2 ⊂ I2 satisfying
|L1| = l1 and |L2| = l2, we obtain w = l3v1 +
∑
i∈L1∪L2
vi which is the desired
presentation and we are done. So we may assume that there exists 1 ≤ i ≤ r
such that vi ∈
∑m
i6=j=1 Zvj . Without loss of generality we may assume that
v1 ∈
∑m
j=2 Zvj .
It is easy to see that for every vector u ∈
∑m
i=1 Zvi, there is a unique
vector p(u) ∈
∑r
i=2 Zvi, such that u − p(u) ∈ Zv1. Moreover the map p :∑m
i=1 Zvi →
∑r
i=2 Zvi is a Z–linear map whose kernel is Zv1. I claim that
the vectors p(v2), ..., p(vm), satisfy the condition in the proposition. In fact, if∑m
i=2 bip(vi) = 0 is an elementary integral relation, then we have
∑m
i=2 bivi =
−b1v1 for an integer b1. It is easy to see that the relation
∑m
i=1 bivi = 0 is
an elementary integral relation. So b1, b2, ..., bm satisfy the relevant condition
which implies that b2, ..., bm satisfy the condition as well. This proves the claim.
In particular, by induction, we conclude that the vectors p(v2), ..., p(vm) are
a.f.r. Since w ∈
∑m
i=1 Zvi, we have p(w) ∈
∑m
i=2 Zp(vi). Moreover, we have
kp(w) =
∑m
i=2 aip(vi). It follows that there exist numbers y2, ..., ym ∈ {0, 1}
such that p(w) =
∑m
i=2 yip(vi). Since the kernel of p is Zv1, we conclude that
w = av1 +
∑m
i=2 yivi for an integer a. If a1 − ak = 0, then we must have
a1 = a = 0 or a1 = k, a = 1 because 0 ≤ a1 ≤ k. In both cases, we obtain an
acceptable presentation for w, and we are done. So suppose that a1 − ak 6= 0.
At this stage, we consider two cases.
Case 1: a < 0. Then
(a1 − ak)w = (a1 − ak − k)(av1 +
m∑
i=2
yivi) +
m∑
i=1
aivi =
4
= (a+ 1)(a1 − ak)v1 +
m∑
i=2
((a1 − ak − k)yi + ai)vi.
So we have (a1−ak)(w−(a+1)v1) =
∑m
i=2((a1−ak−k)yi+ai)vi. Note that we
have a1−ak > 0. It is easy to see that 0 ≤ (a1−ak−k)yi+ai ≤ a1−ak for each
i = 2, ...,m. Since w − (a+ 1)v1 ∈
∑m
i=2 Zvi, by induction there exist numbers
y′2, ..., y
′
m ∈ {0, 1}, such that w = (a+1)v1+y
′
2v2+ · · ·+y
′
mvm. Continuing this
process, since a is negative, will produce a presentation w =
∑m
i=2 zivi where
z2, ..., zm ∈ {0, 1}, and hence we are done.
Case 2: a ≥ 0. In this case if a ≤ 1, then we are done. Otherwise, the
proof is similar to the previous case. One just uses the following identity,
(ak − a1)(w − (a− 1)v1) =
m∑
i=2
((ak − a1 − k)yi + ai)vi.
1.2 Farkas’ Lemma for almost Farkas–related vectors
Using the definition of a.f.r vectors, one can derive the following theorem, consult
[1].
Theorem 1.3. Suppose that vectors v1, ..., vm ∈ Zn are almost Farkas–related
and let arbitrary integers a1 ≤ b1, ..., am ≤ bm be given. Then a vector w ∈ Zn
can be written as w =
∑m
i=1 xivi where a1 ≤ x1 ≤ b1, ..., am ≤ xm ≤ bm are
integers if and only if w −
∑
ai=bi
aivi ∈
∑
ai 6=bi
Zvi and
(u,w) ≤
m∑
i=1
ai
(u, vi)− |(u, vi)|
2
+
m∑
i=1
bi
(u, vi) + |(u, vi)|
2
,
for every {v1, ..., vm}–indecomposable point [u] ∈ RP
n−1
+ .
1.3 Almost Farkas Graphs
We follow the notations in Section 4.1 of [1].
Definition 1.2. A connected (simple) graph G is called almost Farkas if the
vectors {v(e)}e∈E(G) are almost Farkas-related.
Here is a characterization of almost Farkas graphs.
Theorem 1.4. A connected graph G is almost Farkas if and only if every two
disjoint simple odd cycles of G cover the whole graph, i.e every vertex of G
belongs to one of the cycles.
Proof. First suppose that G is almost Farkas. Assume on the contrary that
there exist two disjoint simple odd cycles of G that do not cover the whole
graph. It follows that there exist a simple path of length > 1 which connects
the two cycles. This gives rise to an elementary integral relation having at least
two coefficients equal to 2 or −2 (see Proposition 4.2 in [1]), a contradiction by
Proposition 1.2.
To prove the other direction, we use Proposition 1.2. An elementary inte-
gral relation of G that violates the condition in Proposition 1.2 correspond to
two disjoint odd cycles of G that are connected by a path of length > 1, see
Proposition 4.2 in [1]. This is however not possible since otherwise such two
odd cycles would not cover the whole graph.
The graph, drawn below, is an almost Farkas graph. But this graph is not
a Farkas graph, see [1].
2 Weakly Farkas–related vectors
The definition of weakly Farkas–related vectors is given below.
Definition 2.1. Vectors v1, ..., vm ∈ Zn are said to be weakly Farkas–related,
or w.f.r for short, if the following condition holds: For arbitrary integers a1 <
b1, ..., am < bm, if a vector w ∈
∑m
i=1 Zvi can be written as w =
∑m
i=1 xivi for
rational numbers a1 ≤ x1 ≤ b1, ..., am ≤ xm ≤ bm, then there exist integers
a1 ≤ y1 ≤ b1, ..., am ≤ ym ≤ bm such that w =
∑m
i=1 yivi.
2.1 A characterization of weakly Farkas–related vectors
We begin with the following lemma.
Lemma 2.1. Let v1, ..., vm ∈ Zn be arbitrary vectors. Then the following con-
ditions are equivalent.
(1) The vectors v1, ..., vm ∈ Zn are w.f.r.
(2) For arbitrary integers a1 < b1, ..., am < bm, if there exist rational numbers
a1 ≤ x1 ≤ b1, ..., am ≤ xm ≤ bm such that
∑m
i=1 xivi = 0, then there exist
integers a1 ≤ y1 ≤ b1, ..., am ≤ ym ≤ bm such that
∑m
i=1 yivi = 0.
(3) For arbitrary integers a1, ..., am, if there exist rational numbers a1 ≤ x1 ≤
a1 + 1, ..., am ≤ xm ≤ am + 1 such that
∑m
i=1 xivi = 0, then there exist integers
a1 ≤ y1 ≤ a1 + 1, ..., am ≤ ym ≤ am + 1 such that
∑m
i=1 yivi = 0.
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Proof. It is obvious that (1)⇒(2) and (2)⇒(3). To prove (2)⇒(1), suppose that
integers a1 < b1, ..., am < bm are given and a vector w ∈
∑m
i=1 Zvi can be
written as w =
∑m
i=1 xivi for rational numbers a1 ≤ x1 ≤ b1, ..., am ≤ xm ≤ bm.
Since w ∈
∑m
i=1 Zvi, there exist c1, ..., cm ∈ Z such that w =
∑m
i=1 civi. We
have
∑m
i=1(xi − ci)vi = 0, where
a1 − c1 ≤ x1 − c1 ≤ b1 − c1, ..., am − cm ≤ xm − cm ≤ bm − cm.
Therefore there exist integers
a1 − c1 ≤ y1 ≤ b1 − c1, ..., am − cm ≤ ym ≤ bm − cm
such that
∑m
i=1 yivi = 0. The presentation w =
∑m
i=1(yi + ci)vi is the desired
presentation because
a1 ≤ y1 + c1 ≤ b1, ..., am ≤ ym + cm ≤ bm.
To prove (3)⇒(2), suppose that integers a1 < b1, ..., am < bm are given and∑m
i=1 xivi = 0 for rational numbers a1 ≤ x1 ≤ b1, ..., am ≤ xm ≤ bm. Setting
ci = [xi] if xi 6= bi and ci = [xi]− 1 if xi = bi, we have
c1 ≤ x1 ≤ c1 + 1, ..., cm ≤ xm ≤ cm + 1.
Therefore there exist integers
c1 ≤ y1 ≤ c1 + 1, ..., cm ≤ ym ≤ cm + 1,
such that
∑m
i=1 yivi = 0. We clearly have a1 ≤ y1 ≤ b1, ..., am ≤ ym ≤ bm and
we are done.
A relatively simple characterization of w.f.r vectors is given in the following
proposition.
Proposition 2.2. Let v1, ..., vm ∈ Zn be arbitrary vectors. The vectors v1, ..., vm
are w.f.r if and only if the following condition holds: Suppose that integers
a1, ..., am ∈ {−1, 0, 1} are given such that there exists only one index 1 ≤ s ≤ m
with as = 1. If there exist rational numbers
a1 ≤ x1 ≤ a1 + 1, ..., am ≤ xm ≤ am + 1
such that
∑m
i=1 xivi = 0, then there exist integers
a1 ≤ y1 ≤ a1 + 1, ..., am ≤ ym ≤ am + 1
such that
∑m
i=1 yivi = 0.
Proof. Using Lemma 2.1, one only needs to prove that the desired property
is equivalent to Property (3) in Lemma 2.1. Clearly if Property (3) holds in
Lemma 2.1, then the property in the proposition holds as well.
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To prove the converse, suppose that integers a1, ..., am are given and there
exist rational numbers a1 ≤ x1 ≤ a1 + 1, ..., am ≤ xm ≤ am + 1 such that∑m
i=1 xivi = 0. We need to prove that there exist integers
a1 ≤ y1 ≤ a1 + 1, ..., am ≤ ym ≤ am + 1
such that
∑m
i=1 yivi = 0. We prove this by induction on
∑m
i=1 |2ai + 1|. If∑m
i=1 |2ai + 1| ≤ m, then a1, ..., am ∈ {−1, 0} in which case the numbers y1 =
... = yn = 0 are the desired numbers.
Now we prove the inductive step. We consider three cases.
Case 1: There exists 1 ≤ r ≤ m such that |xr | = maxi=1,...,m|xi| and ar > 0.
Without loss of generality we may assume r = 1. We define a′1, ..., a
′
m as follows
a′i =


1 i = 1
0 ai ≥ 0 and i > 1
−1 ai < 0
It is easy to see that a′i ≤
xi
x1
≤ a′i+1 for every i = 1, ...,m. Since
∑m
i=1
xi
x1
vi = 0
and the numbers a′1, ..., a
′
m satisfy the condition in the proposition, we conclude
that there exist integers
a′1 ≤ y
′
1 ≤ a
′
1 + 1, ..., a
′
m ≤ y
′
m ≤ a
′
m + 1
such that
∑m
i=1 y
′
ivi = 0. Consider the numbers a1−y
′
1, ..., am−y
′
m. I claim that∑m
i=1 |2(ai−y
′
i)+1| <
∑m
i=1 |2ai+1|. In fact we have |2(a1−y
′
1)+1| < |2a1+1|
because y′1 ∈ {1, 2} and a1 > 0. So it is enough to show |2(ai−y
′
i)+1| ≤ |2ai+1|
for every i = 2, ...,m. If ai ≥ 0, then y′i ∈ {0, 1} and therefore |2(ai − y
′
i) + 1| ≤
|2ai + 1| (note that |2(0 − 1) + 1| = |2(0) + 1|). Similarly if ai < 0, then
y′i ∈ {−1, 0} which implies that |2(ai − y
′
i) + 1| ≤ |2ai + 1|. Now, we have∑m
i=1(xi − y
′
i)vi = 0 where
a1 − y
′
1 ≤ x1 − y
′
1 ≤ (a1 − y
′
1) + 1, ..., am − y
′
m ≤ xm − y
′
m ≤ (am − y
′
m) + 1.
Therefore, by induction, there exist integers
a1 − y
′
1 ≤ y
′′
1 ≤ (a1 − y
′
1) + 1, ..., am − y
′
1 ≤ y
′′
m ≤ (am − y
′
1) + 1,
such that
∑m
i=1 y
′′
i vi = 0. Finally, we have
∑m
i=1(y
′
i + y
′′
i )vi = 0 where
a1 ≤ y
′
1 + y
′′
1 ≤ a1 + 1, ..., am ≤ y
′
m + y
′′
m ≤ am + 1,
and we are done.
Case 2: For all 1 ≤ i ≤ m satisfying |xr| = maxj=1,...,m|xj | we have ai ≤ 0,
and there exists 1 ≤ r ≤ m such that |xr| = maxj=1,...,m|xj | and ar = 0. In
this case, we have |xr| ≤ 1 which implies that |xi| ≤ 1 for every i = 1, ...,m.
Since ai ≤ xi ≤ ai+1 for every i = 1, ...,m, we must have −1 ≤ ai ≤ 1 for
every i = 1, ...,m. If there exists an index 1 ≤ s ≤ m such that as = 1,
then we have xs = 1, since |xs| ≤ 1 and as = 1 ≤ xs ≤ as + 1 = 2. But
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then |xs| = maxj=1,...,m|xj | and as > 0, a contradiction. Therefore we have
ai ∈ {−1, 0} for every i = 1, ...,m. It means that the numbers a1, ..., am satisfy
the condition in the proposition and we are therefore done.
Case 3: For all 1 ≤ i ≤ m satisfying |xi| = maxj=1,...,m|xj |, we have ai < 0. Set
b1 = −a1 − 1, ..., bm = −am − 1. We have
b1 ≤ −x1 ≤ b1 + 1, ..., bm ≤ −xm ≤ bm + 1.
Moreover for all 1 ≤ i ≤ m satisfying | − xi| = maxi=1,...,m| − xi|, we have
bi ≥ 0. Since
∑m
i=1 |2bi + 1| =
∑m
i=1 |2ai + 1| in view of the identity |2a+ 1| =
|2(−a− 1) + 1|, we may use Case 1 or Case 2 to obtain integers
b1 ≤ y1 ≤ b1 + 1, ..., bm ≤ ym ≤ bm + 1,
such that
∑m
i=1 yivi = 0. The numbers −y1, ...,−ym satisfy the desired condi-
tion, i.e.
a1 ≤ −y1 ≤ a1 + 1, ..., am ≤ −ym ≤ am + 1
and
∑m
j=1(−yj)vj = 0. Therefore the proof is complete.
Compared with Proposition 2.1, it is substantially easier to use Proposition
2.2 in order to check if given vectors are w.f.r. It could however be possible
to obtain a simpler characterization that is similar to the characterization of
weakly Farkas-related vectors given in Proposition 1.2.
2.2 Farkas’ Lemma for weakly Farkas–related vectors
Using the definition of w.f.r vectors, one can derive the following theorem.
Theorem 2.3. Suppose that vectors v1, ..., vm ∈ Zn are weakly Farkas–related
and let arbitrary integers a1 < b1, ..., am < bm be given. Then a vector w ∈ Z
n
can be written as w =
∑m
i=1 xivi where a1 ≤ x1 ≤ b1, ..., am ≤ xm ≤ bm are
integers if and only if w ∈
∑m
i=1 Zvi and
(u,w) ≤
m∑
i=1
ai
(u, vi)− |(u, vi)|
2
+
m∑
i=1
bi
(u, vi) + |(u, vi)|
2
,
for every {v1, ..., vm}–indecomposable point [u] ∈ RP
n−1
+ .
2.3 Weakly Farkas Graphs
We follow the notations in Section 4.1 of [1].
Definition 2.2. A connected simple graph G is called weakly Farkas if the
vectors {v(e)}e∈E(G) are weakly Farkas-related.
A graph is said to satisfy the odd-cycle condition if for every two vertex-
disjoint simple odd cycles of the graph there exist two vertexes, one from each
cycle, that are connected by an edge, also see [2].
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Theorem 2.4. A connected simple graph is weakly Farkas if and only if it
satisfies the odd-cycle condition.
Proof. To see a proof of the ”if direction”, see [2]. To prove the ”only if di-
rection”, suppose that a graph G does not satisfy the odd-cycle condition. We
need to show that G is not weakly Farkas. There exist two (simple) odd cycles
u1u2...um and v1v2...vn whose distance is greater than 1. Since G is connected,
there is a path, say u1w1...wpv1, connecting these two cycles. We may assume
that {w1, ..., wp} ∩ {u1, ..., um, v1, ..., vn} = ∅. Among such cycles and paths
joining them, we choose two cycles and a path joining them such that m+n+p
is as small as possible. The following properties hold:
(1) There are no edges between the vertexes u1, w1, ..., wp, v1 except the edges
of the path u1w1...wpv1. In fact if there were such an edge then we would get a
smaller path joining the two cycles, a contradiction.
(2) There are no edges between the vertexes u1, ..., um except the edges of the cy-
cle u1u2...um. The same holds for the cycle v1v2...vn. To see this, suppose that
two vertexes vi and vj are connected by an edge where 1 ≤ i < j − 1 ≤ n− 1.
If the cycle u1u2...uiujuj+1...um is an odd cycle, then this cycle, the cycle
v1v2...vn and the path u1w1...wpv1 satisfy the relevant conditions which vio-
lates the fact that m + n + p is as small as possible. Therefore this cycle
is an even cycle which implies that the cycle uiui+1...uj is an odd cycle, be-
cause m is odd. We have either i > 2 or j < m, since otherwise, the cycle
u1u2...uiujuj+1...um = u1u2um would be an odd cycle. If j < m then the cy-
cles uiui+1...uj , v1v2...vn and the path uiui−1...u1w1...wpv1 provide an example
with a smaller ”m + n + p”. Similarly, if i > 2 , then the cycles uiui+1...uj ,
v1v2...vn and the path ujuj+1...u1w1...wpv1 give an example with a smaller
”m+ n+ p”.
(3) There are no edges of the form uivj where i = 1, ...,m and j = 1, ..., n. This
holds because the distance between the cycles u1u2...um and v1v2...vn is greater
than 1.
Now we want to use Proposition 2.2 to show that G is not weakly Farkas.
On the contrary, assume that G is weakly Farkas. Furthermore we assume that
p is even. The other case, i.e. if p is odd, can be handled similarly. Because
of the above properties, we are able to find suitable values {ae}{e∈G} such that
they satisfy the following
ae =


1 e = u1w1
−1 e = uiui+1 or e = vivi+1 or e = wiwi+1 where i is odd
−1 e = umu1 or e = vnv1
−1 e = uix if x 6= ui+1 and i is even
0 otherwise
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Now consider the rational numbers {xe}{e∈G} defined by
xe =


1 e = u1w1 or e = wpv1
1 e = wiwi+1 where i is even
−1 e = wiwi+1 where i is odd
1/2 e = uiui+1 or e = vivi+1 where i is even
−1/2 e = uiui+1 or e = vivi+1 where i is odd
−1/2 e = umu1 or e = vnv1
0 otherwise
It is straightforward to check the following
∑
e∈E(G)
xev(e) = 0,
ae ≤ xe ≤ ae + 1, for every e ∈ E(G).
Since G is weakly Farkas, by Proposition 2.2, there exist integers
ae ≤ ye ≤ ae + 1where e ∈ E(G)
such that
∑
e∈E(G) yev(e) = 0. Note that it follows from the equality
∑
e∈E(G)
yev(e) = 0
that
∑
z:xz∈E(G) yxz = 0 for every x ∈ V (G). Since yu1w1 ∈ {1, 2} and yu1x ∈
{0, 1} for every x 6= w1, u2, un, we conclude that yu1u2 = −1 or yu1un = −1.
Without loss of generality, we may assume that yu1u2 = −1. Since yu2u3 ∈ {0, 1}
and yu2x ∈ {−1, 0} for every x 6= u3, it is easy to see that we must have
yu2u3 = 1 and yu2x = 0 for every x 6= u3, u1. Continuing this process, we obtain
the following
ye =


1 e = uiui+1 if i is even
−1 e = uiui+1 if i is odd
−1 e = umu1
0 e = uix if 1 < i < m and x /∈ {ui−1, ui+1}
0 e = umx if x /∈ {um−1, u1}
If there were a vertex x /∈ {u2, um, w1} such that u1x ∈ E(G) and yu1x 6= 0,
then we would have yu1x = 1. Note that x /∈ {u1, ..., um, w1, ..., wp, v1, ..., vn} by
Properties (1), (2) and (3). But then, we would also have yxui = 0 if 2 ≤ i ≤ m
and xui ∈ E(G). Moreover yxz ∈ {0, 1} for every xz ∈ E(G): It would then
follow
∑
z:xz∈E(G) yxz > 0, a contradiction. So yu1x = 0 if x /∈ {u2, um, w1} and
u1x ∈ E(G). It follows from
∑
z:u1z∈E(G)
yu1z = 0 that yu1w1 = 2. Now we
have yw1ui = 0 if 2 ≤ i ≤ m and w1ui ∈ E(G). Moreover, we have yw1x ∈ {0, 1}
if x 6= w2, u1 and w1x ∈ E(G). It follows from
∑
z:w1z∈E(G)
yw1z = 0 that
yw1w2 ≤ −2. This contradicts the fact that yw1w2 ∈ {−1, 0}. The proof is now
complete.
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