ABSTRACT. In this paper a phase-field model of PenroseFife type is considered for diffusive phase transitions with conserved order parameter. Different motivations lead to investigate the case when the heat flux is the superposition of two different contributions; one part is the gradient of a function of the absolute temperature ϑ, behaving like 1/ϑ as ϑ approaches to 0 and like −ϑ as ϑ +∞, while the other is given by the Gurtin-Pipkin law introduced in the theory of materials with thermal memory. An existence result for a related initial-boundary value problem is proven. Strengthening some assumptions on the data, the uniqueness of the solution is also achieved.
Introduction. This note is concerned
where α is a nonlinear function chosen in such a way that the system given by (1.1) and (1.4) is still consistent with the second principle of thermodynamics.
In [9] a more particular case is considered and a uniqueness result is proven, still permitting α to belong to a wide class of nonlinearities that includes (1.11) and other important cases.
In [30] existence and uniqueness of solution are proven, again in the non-conservative case, under the same assumptions on α of [9] , but with the constitutive law (1.9), with α = ψ.
The first work that couples the Penrose-Fife model with memory effects is [11] , where the above-named inconveniences given by (1.10) are overcome by considering the following law (1.13)
In our paper we use the constitutive law (1.9) in the case of a conserved order parameter, with a special α, namely
for every ϑ in (0, +∞) and for some positive constants C 1 and C 2 .
Moreover ψ : (0, +∞) → R is a maximal monotone function such that the compositions ψ • α −1 and α • ψ −1 are two Lipschitz continuous functions.
For a justification of (1.8) and for other related works where memory effects are concerned, we refer to [3, 5, 7, 12 15, 19 ].
In our paper we are going to prove the existence of a weak solution to (1.1) (1.7), making use of an implicit time discretization procedure. More regularity on the data is required in order to prove the uniqueness of the solution.
To simplify the treatment of this problem, in the sequel we will suppose ψ = α, but all the estimates may be repeated in the more general case of different ψ and α, with the necessary constraint recalled above.
Let us remark that the existence and uniqueness of the solution for the system (1.1) (1.7) with possibly nonconstant latent heat of fusionsolidification process or with more general structure hypotheses on α are still open problems.
Main results.
Consider the initial-boundary value problem (1.1) (1.7). We make the following general assumptions on the data of the system (A1) β is the subdifferential of a nonnegative, proper, convex, and l.s.c. functionβ : R → [0, +∞] satisfyingβ(0) = 0, and D(β) denotes its domain,
(A4) α : (0, +∞) → R, and α(r) = −(C 1 /r) + C 2 r, for some positive constants C 1 , C 2 and ∀ r ∈ (0, +∞),
Let us now remark on some properties of α such as the one in (A4) that will be useful in the sequel Moreover, since α is invertible, we can set
that is increasing and Lipschitz continuous, because (2.1) gives ρ ≤ 1/C 2 .
Finally, we may observe that the following implications hold
Now let us give a variational formulation of (1.1) (1.7). To this end, we denote by (·, ·) both the scalar product in H := L 2 (Ω) and in (L 2 (Ω)) N , also denoted by H, and by | · | the corresponding norm. For the sake of convenience, V := H 1 (Ω) will be endowed with the inner product ((·, ·)), defined by
where γ is the positive constant appearing in the boundary condition (1.2). Define W := H 2 (Ω), and let us also indicate by ·, · the duality pairing between V and V . We identify H with a subspace of V , as usual, so that u, v = (u, v) for all u ∈ H and for all v ∈ V .
Next, we define the Riesz isomorphism J : V → V , and the scalar product in V , respectively, by
Let us observe that the norm in V related to the inner product defined above (which will be indicated as · ) is equivalent to the usual norm in V . Similar considerations holds also for V , and we term · * the norm in V related to the inner product (2.7).
Remark 2.1. Let us observe that the special form of α, given in (A4) and (2.4), leads to the following inequalities that will be useful in the sequel
where ϑ := ρ(u) and ϑ := ρ(v).
Let us now introduce the following spaces The operator N is an isomorphism and it may be extended to a new operator (always called N ) from V := {v ∈ V : v, 1 = 0} to V (note the space V may not be identified with the dual space of V), such that
We note that N is also an isomorphism from V to V, so that, for v ∈ V , the norm (2.10)
is equivalent to the norm v * and we will use this norm, when it is convenient.
Finally, let f ∈ L 2 (0, T ; V ) be defined by (2.11)
and for a.e. t ∈ (0, T ).
Remark 2.2. Suppose now, as we noted in the introduction, α = ψ in (1.1) (1.2). Thanks to (A4), if we set u := α(ϑ), it is possible to write the term λ/ϑ in (1.4) in the form (λ/C 1 ) u − C 2 ρ(u) . Indeed, the role played by (A4) is fundamental in view of the resolution of (1.1) (1.7) and, in the following variational formulation, it is convenient to write the equations in terms of u rather than of ϑ.
Then our problem can be stated as follows.
Problem (P). Find a pair
(2.12)
(2.17)
a.e. in (0, T );
(2.21)
Let us now state our main results, which will be proven in the following sections. 
Then, Problem (P) admits at least one solution.
Concerning the uniqueness of solution, we have the following result. 
then there exists a solution (ϑ, χ ), (w, ξ) to Problem (P) satisfying the further regularity 
To conclude this section, let us recall these two formulas concerning the convolution product which hold whenever they make sense, namely the identity (2.29) and the Young theorem
where X is a normed space.
Moreover, we account for the compact embedding of V into L 4 (Ω) and H, which implies (see e.g. [26, p. 102 
for any ζ > 0 and some constant C ζ > 0.
Let us recall that, as Ω is a smooth bounded domain in R N , N ≤ 3, there holds
for some constant C depending only on Ω and p.
We widely use also the elementary inequality
Let us note that we denote several constants by the same symbol C in the sequel. Their values might be different from each other even in the same formula, but they are allowed to depend only on the quantities specified in the statements.
Time discretization.
In this section we present an implicit time discretization scheme for (2.12) (2.21). As a first step, we prepare some results in the direction of a discrete convolution procedure.
We start by fixing a partition of the time interval [0, T ]. To this end, we choose a constant time step τ := T/n, n ∈ N. Let us assume τ ≤ 1. Our next aim is to introduce a discrete version of the convolution product in (0, t), for t ∈ (0, T ). Hence, we recall (cf., e.g., [33] ) the following:
∈ E n , where E stands for a real linear space. Then we define the vector
We note that an equivalent definition is the one that calls (a * τ b) i := τ i j=1 a i−j+1 b j for any i = 0, . . . , n, with the convention, widely used in the sequel, that it is equal to zero when the sum is done on an empty Other properties of our discrete convolution product with respect to the time step τ are
Let us now introduce some convenient notations.
where
Owing to the previous notation, it is not difficult to check the following equality
and i = 1, . . . , n.
For the sake of reproducing a discrete version of relation (2.28), it suffices to observe that, given
Finally, we state a discrete Young lemma.
, where E denotes a linear space endowed with the norm · E . Then the following inequalities hold
For a proof of the two first inequalities, see, e.g., [33] . Instead, (3.10) follows from definition (3.1) and elementary properties of the sums.
Let us note that, given a real vector {k i } n i=0 and a vector
n , where E stands for a normed space, and according to the definitions (3.1), (3.4) (3.5), we have that (3.11) k τ * σ τ is a piecewise linear continuous function.
Indeed, in view of (3.4) it is a standard matter to check that
Now it is worth introducing our approximation of equations (2.18) (2.21). Let us set (3.12)
whence we may say that, thanks to (A5), we have
where k stands for the time derivative of k and
Moreover, let us recall [33, Proposition 4.4] and state it for the reader's convenience.
Lemma 3.2. Let (A5) hold and {σ
n where E denotes a linear space endowed with the norm
be defined as in (3.12), (3.4) and (3.1), respectively. Then, it holds
Regarding f , we set (3.15)
Note that
Then, the approximation scheme may be formulated by making use of an auxiliary unknown Then, the approximated problem takes the form (3.18 )
Next we state and prove an existence and uniqueness result for the solution to scheme (3.18) (3.22).
Theorem 3.1. Let assumptions (A1) (A8) and (3.15) hold, and let the time step τ be small enough. Then a unique quadruplet of vectors
In order to give a proof of this theorem, let us introduce some notations. Let
(3.23)
where g and h are the same as in (A6).
Let us now rewrite equation (3.18) in the following form
where the operator A i , for i = 1, . . . , n, is defined as follows
Note that we will prove in the sequel that A
is a well-defined and Lipschitz continuous operator (see Remarks 3.1 3.2). So we can say that (3.18) is satisfied if and only if
Now, multiplying (3.19) by τ , using (3.20) and applying to the resulting equation the operator N defined in (2.9), we obtain that (3.18) (3.22) are satisfied if and only if we find χ i ∈ H such that
a.e. in Ω and ∀ i = 1, . . . , n; 28) where the constants C 1 , C 2 and λ are the same as in (A3) (A4),
and G i : H → H is the Lipschitz mapping
Suppose now that
note that it is always true for τ sufficiently small.
Now we can see that A i is a maximal monotone operator. Indeed, A i is the subdifferential of a convex function φ : H → (−∞, +∞], defined by conditions
2 Ω |u| 2 dx
Note that h * i has been defined in (3.25) . Note also that this map φ is convex thanks to the hypothesis (3.30).
Let us now give one preliminary lemma and some remarks that are needed to prove Theorem 3.1. Henceforth, let C denote any constant dependent on the data, but not on the time step τ . Of course, C may vary from line to line. Symbols like C ε denote constants which may also depend on ε.
Lemma 3.3. The operator
moreover, it is also injective.
Proof. Let u ∈ D(A i ) be arbitrary. Applying (3.1), the definition of A i and the hypothesis (3.30), using also (2.34), the first equality in Remark 2.1 and (A6), we can see that
It follows that
which implies (3.31).
To prove now the injectivity of A i , let us assume u, v ∈ D(A i ), with A i u = A i v. Then, applying the second equality in Remark 2.1, (3.21) and (3.30), we get
Now, thanks to the definition of D(A i ), we immediately get u = v, and the proof of Lemma 3.3 is completed.
Now let us give some remarks that will be useful in the sequel.
Remark
Note that in the previous inequality the choice (3.25) for the domain
Moreover, also the above defined function G i is Lipschitz, with constant (C/τ 1/4 ) + C σ , where C σ is the Lipschitz constant of σ .
Remark 3.3. The operator N : H → H defined in (2.9) is obviously a monotone and continuous operator. Consequently, also the operator
is continuous and monotone. Now we are ready to give the Proof of Theorem 3.1. Let L i be the operator defined as
whence the coerciveness and the injectivity of L i follows immediately. So, the operator L
−1 i
: H → H is well defined. Now, we can see that it is Lipschitz continuous of constant
, using the Poincaré inequality (note that x−y is a zero mean-valued function), (2.10), (2.32), (2.34), and the monotonicity of E i , we have
whence it comes immediately that L
is Lipschitz continuous, with constant C/τ 1/2 . Now it is possible to define the operator S : H → H, which maps χ into the unique solution S( χ ) ∈ H to the equation
where µ i is the function defined in (3.28) . In order to apply the contraction mapping principle to S, we let χ 1 , χ 2 ∈ H. Then, by virtue of the previous considerations and the Lipschitz continuity of G i , µ i , and of β τ (defined in (3.17)) we have
with 0 < C S < 1, for τ sufficiently small. Thus, S turns out to be a contraction mapping on H, whence Theorem 3.1 follows from the contraction mapping principle.
Now, for the sake of clarity, and due to the last Theorem 3.1, we may rewrite (3.18) (3.22) as follows
in V , a.e. in (0, T );
where the notations (3.4) are taken into account.
Existence.
This section concludes the proof of Theorem 2.1. Let us first give a lemma that will be useful in the sequel.
Lemma 4.1.Given a, b > 0, a positive constant C exists such that
Proof. The first inequality is obvious; the second is due to the properties of the function ρ, cf. (2.4). Indeed, taking (A4) into account, we have that ρ(s) = (s + √ s 2 + 4C 1 C 2 /2C 2 ), and so υ := −1/ρ is of the form −C / s + √ s 2 + C for some positive constants C , C . So it follows immediately that the function υ defined above satisfies (4.2). Now, in view of giving some boundedness estimates, uniform with respect to τ , let us state a discrete integration by parts formula (whose proof is obvious): let {a i } n i=0 ∈ R n+1 and {b i } n i=1 ∈ R n ; then, the following equality holds
First estimate. Multiplying equation (3.18) by a positive constant ε and then testing it by τ u i , one can get
We can observe that, by the third inequality in Remark 2.1, we have that (4.5)
Now, using (2.34), the Schwarz inequality, and (3.5), we get
Moreover, thanks to (3.10), (2.34) and the Schwarz inequality, we can also say that
Now, taking (4.7) (4.7) into account, summing up (4.4) for i = 1, . . . , m, and using Lemma 4.1, we have
∀ m = 1, . . . , n, and ∀ ζ > 0. 
Second estimate. Testing (3.18) by τ u
Then, thanks to the fourth inequality in Remark 2.1, we have
and, by the fifth inequality in Remark 2.1, we get
Now, by (2.4), using the Schwarz inequality and (2.34), we can obtain (4.13)
∀ ζ > 0, and for some C ε,ζ > 0.
Moreover, taking (2.4) into account and using (3.10) with the Schwarz inequality and (2.34), we have
∀ ζ > 0 and for some C ε > 0. Now, thanks to (4.11) (4.14), summing up (4.9) for i = 1, . . . , m, and applying Lemma 4.1, we get
∀ m = 1, . . . , n, ∀ ζ, ε > 0, and for some C ε,ζ , C ε > 0.
Third estimate. Multiplying equations (3.19) and (3.20) by C 1 , testing the former by N ( χ i − χ i−1 ) (indeed, taking v = 1 in (3.19) , we see that ( χ i − χ i−1 ) satisfies the null-average condition) and the latter by −( χ i − χ i−1 ), summing up, using (2.10), and taking (A1) into account, we get (4.16)
Now, thanks to (A2), using the Schwarz inequality and (2.34), we can see that (4.17)
Summing up (4.16) for i = 1, . . . , m, using (4.17), adding to both sides
in order to recover the full V norm on the lefthand side, using also the Schwarz inequality and (2.34), we can get (4.18)
for some positive constant C, C . Note that we can write here the V full norm of χ i − χ i−1 , because it satisfies the null-average condition.
Summing up now the three estimates (4.8), (4.15), (4.18), and choosing ζ = 1/16 and a suitable ε , thanks also to (A5), we can obtain
∀ m = 1, . . . , n, ∀ ε > 0, and for some C ε , C ε > 0.
Now we can choose ε = (C 1 /16λ 2 ) and then
Applying a discrete version of Gronwall's lemma (see e.g. the version reported in [17] ) and owing to (3.16), we obtain from (4.19) (4.20)
Now it is straightforward to see that 
Consequently, thanks to Ascoli's theorem and to (4.24) (4.25), we may say that 
Fourth estimate. Now we need to estimate the L 2 norm of β τ ( χ τ ), independently of τ . So, first we may observe that, from (3.19), it comes immediately
Now, let us take
and test (3.19) with τ N (ξ i − x i ) and (3.20) with τ (ξ i − x i ). Then, subtracting the resulting equations and setting
and subtracting also x i , ξ i − x i = 0, we obtain the identity
Since the first term on the lefthand side is nonnegative, due to the monotonicity of β τ we deduce that
Then, summing it up for i = 1, . . . , m, and taking (4.20) into account, we get immediately
In the next step, we would like to derive an analogous estimate for β τ ( χ τ ). To do that, we have to find an upper bound for the L 2 -norm of x τ .
Following exactly the argument reported for example in [6, Section 4], which follows closely the proof devised by Kenmochi, Niezgódka, and Pawlow in [24, Lemma 5.2], we can state that
Note that assumption (2.22) is used at this step. Now, in order to derive an estimate of w τ in L 2 (0, T ; V ), we may observe that, thanks to (3.34), w τ − 1/|Ω| w τ , 1 is a solution of a problem like (2.8) with datum ∂ t χ τ ∈ L 2 (0, T ; V ), thanks to (4.20). Hence, estimating the mean value of w τ with the help of (3.35) (choose v = 1) and using again (4.20), we can say that
Moreover, applying the same argument to (3.35), we obtain that χ τ −m 0 is the solution of a problem like (2.8) with datum in L 1 (0, T ; H) and consequently we may obtain that
Thus, we can still take convergent subsequences by compactness as in (4.20) , letting τ 0. Finally, on account of (4.24) (4.27), (4.33), (4.34) (4.36) and (A2), passing to the limit in (3.33) (3.35), we immediately recover (2.18) (2.20) and the regularity (2.12) (2.16).
By (4.29) and (4.31), we get also (2.21). Next, we note that {β τ ( χ τ )} τ and { χ τ } τ converge to some ξ and χ weakly in L 1 (0, T ; H), for instance, and we have to deduce (1.6). This can be done using [1, p. 42] , and the strong convergence of { χ τ }, given in (4.29). This concludes the proof of Theorem 2.1.
Remark 4.1. Let we say that we could obtain the same existence result with less regularity on the kernel k, belonging to the intersection of L 2 (0, T ) and suitable interpolation space between L 1 (0, T ) and BV (0, T ), where BV (0, T ) denotes the space of the functions with bounded total variation (see e.g. [2] ).
Indeed all the estimates can be repeated, taking as approximation for k the following one
In this case only Lemma 3.2 needs to be modified, but it is always possible to prove an analogous statement that allows us to say that
and so to pass to the limit into the discretized problem and get existence of solution to Problem (P).
Further regularity and uniqueness.
This section is devoted to the proof of Theorem 2.2, so we now suppose that the assumptions (A1) (A10) hold. Let now, in place of (3.15) Moreover, let χ −1 ∈ H be defined by
and, according to (3.5), be
then, thanks to (5.1) (5.4), (A2), (A10) (A11), and (2.4), we have that a positive constant C exists such that
and this estimate will be useful in the sequel.
Remark 5.1. We may now observe that, in substitution of (A11), the following condition
holding for some positive constant C, is sufficient to prove Theorem 2.2, together with (A1) (A10) and (2.22) . This is the most natural initial condition for this kind of problem, as it is possible to see looking at (5.1) (5.3). In fact, using just (5.6), we may recover (5.5). Let us also note that obviously (A2) and (A10) (A11), together with (2.4), imply condition (5.6).
Let us now perform some additional regularity estimates. 
First, we can observe that, thanks the second equality in Remark 2.1,
Then, we may sum up (5.7) for i = 1, . . . , m and, using a discrete integration by parts (see (4. 3)) we have
Now, estimating the righthand side, we have
Recalling (3.9) and (3.13), we finally deduce that
Now, use again a discrete integration by parts (see (4.3) ) in order to estimate the last term in (5.7). Indeed,
Now, taking (5.7) (5.11) into account, we have the following estimate (5.12)
Sixth estimate. First, we can take the difference between (3.19) at i and (3.19) at (i − 1), then multiply it by C 1 /τ , to get (5.13)
Now we take the difference between (3.20) at i and (3.20) at (i − 1), then multiply it by C 1 /τ , to get (5.14)
Now multiply (5.13) by N ( χ i − χ i−1 ) and (5.14) by χ i − χ i−1 .
Subtracting the two resulting equalities, we get (5.15)
Now, in order to estimate the righthand side of (5.15), we can first observe that, thanks to (A1) and (3.17),
and (A2) lead to
It follows (5.15)
where we have written the V -norm of δ χ i instead of the H-norm of its gradient, because δ χ i is a zero mean value function.
Moreover, taking (5.1) (5.4) and (A9) into account, summing up this estimate for i = 1, . . . , m and then adding the result to (5.12), we have
for all m = 1, . . . , n and for some positive constants C and C .
Then we can choose τ < min{1/4C , 1/2C } in (5.16), so that we get, thanks also to (A9),
Now, we may use a discrete version of Gronwall's lemma to see that, thanks also to (5.5),
and is straightforward to see that
Now, by standard compactness argument, using also (5.18), at least for a subsequence of τ 0, we have the following
Thus, (2.23) (2.24) and the first two inclusions in (2.25) are satisfied. Moreover, let us observe that, proceeding exactly like in the fourth estimate, thanks to (5.17), we obtain
Now, by the standard compactness argument, at least for a subsequence of τ 0, we have the following
and so we recover also regularity (2.25) (2.27). Let now (ϑ i , u i , χ i , ξ i ) for i = 1, 2, be two quadruples fulfilling (2.12) (2.21), that is, (ϑ 1 , χ 1 ) and (ϑ 2 , χ 2 ) are two solutions of problem (1.1) (1.7), in the sense of Theorem 2.2.
First, we take the difference of equalities (2.18), then integrate from 0 to s ∈ (0, T ) and test it by (u 1 − u 2 )(s).
Thanks to (A3), integrating the result from 0 to t ∈ (0, T ), we get So, on account of (2.17) (2.21), this entails that the two pairs (ϑ 1 , χ 1 ) and (ϑ 2 , χ 2 ) must necessarily coincide and the proof of Theorem 2.2 is complete.
