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1) There does not exist a randomized polynomial time maximum likelihood decoder for the Reed-Solomon code family When the number of errors increases beyond , it is not known whether there exists a polynomial time decoding algorithm. The maximum likelihood decoding of a Reed-Solomon code is known to be -complete [4] . The proof explores the combinatorial complication of the subset , thus requires that is at most polylogarithmic in . In fact, there is a straightforward way to reduce the subset sum problem in to the deep hole problem of a Reed-Solomon code, which can then be reduced to the maximum likelihood decoding problem [2] . Note that the subset sum problem for is hard only if is much smaller than . See [8] for an in-depth discussion of the subset sum problem when is close to .
In practical applications, one rarely uses the case of arbitrary subset . The most widely used case is when , where the rich algebraic structure of the field facilitates a concise representation of alphabet and a fast encoding algorithm. This case is essentially equivalent to the case . For simplicity, we focus on the extended primitive Reed-Solomon code in this paper, all our results can be applied to the Reed-Solomon code with little modification. The maximum likelihood decoding problem of is considered to be hard, but the attempts to prove its -completeness have failed so far. The methods in [2] , [4] can not be specialized to because we have lost the freedom to select . The only known complexity result [3] in this direction says The main weakness of this result is that for the discrete logarithm over to be hard, has to be greater than , which implies that the information rate goes to zero. But in the real world, we tend to use the primitive Reed-Solomon codes of high rates.
II. OUR RESULTS ON HARDNESS OF DECODING
Our main result of this paper is to remove the restriction on rate. The starting point of our results is the following lemma which we proved in [3] . Let be a positive integer. Let be a monic irreducible polynomial in of degree . Let be a root of in an extension field of . Then, is a finite field of element. We have
If every element of can be written as a product of exactly distinct linear factors of the form with , then the discrete logarithm over can be efficiently solved in random time with oracle access to either a bounded distance decoder of at distance , or a maximum likelihood decoder of . Two simple observations are crucial for us to obtain the new results in this paper.
• If every element of can be written as a product of exactly distinct elements in , then every element of can be written as a product of exactly distinct elements in .
• Let be an element in such that . If every element in can be written as a product of many distinct elements in , then for any nonnegative integer , every element in can be written as a product of many distinct elements in . Our main theorem states:
Theorem 1: Let be a constant. Let be a prime power. Let be an integer. Suppose and are positive integers satisfying and The discrete logarithm in can be solved in randomized time with oracle access to a maximum likelihood decoder of . The discrete logarithm problem over finite fields is well studied in computational number theory. It is not believed to have a polynomial time algorithm. Many cryptographic protocols base their security on this assumption. The fastest general purpose algorithm [7] solves the discrete logarithm problem over finite field in conjectured time Thus, in the above theorem, it is best to take as large as possible in order for the discrete logarithm to be hard. If , this complexity is superpolynomial on . The above theorem rules out a polynomial time algorithm for the maximum likelihood decoding problem of Reed-Solomon code of any rate under a cryptographic hardness assumption. Interestingly our computational lower bound for decoding Reed-Solomon codes is not sensitive to their dimensions. To obtain some intuition from the theorem, we set and and conclude: Under the reasonable assumption that such algorithm does not exist, there does not exist a polynomial time algorithm to solve the maximum likelihood decoding of for infinitely many . It is well known that Reed-Solomon codes possess a polynomial time unique decoder, which is a bounded-distance decoder at distance of the minimum distance. We prove, however, under a cryptographic hardness assumption that there does not exist an efficient bounded-distance decoder for primitive Reed-Solomon codes at distance of the minimum distance.
Theorem 2: Let be a positive constant less than . There does not exist a randomized polynomial time bounded-distance decoder at distance for the Reed-Solomon code , where is the minimum distance, unless the discrete logarithm problem over can be solved in randomized time for any We comment that the above theorem does not contradict to the efficient list decoding algorithm in [6] , since the code in our proof has rate approaching one.
In [4] , the authors asked whether one can establish NP-hardness of maximum-likelihood decoding for a nontrivial family of binary codes. Though we do not solve the problem, we can establish cryptographic hardness of maximum-likelihood decoding of binary codes, obtained from concatenation of Reed-Solomon codes with -Hadamard codes, denoted by .
Corollary 2:
Let be a positive constant less than . There does not exist a randomized polynomial time bounded-distance decoder at distance for , where is the minimum distance, unless that the discrete logarithm in can be solved in randomized time for any
A. Our Results on Finding Hamming Balls With Many Codewords
By a direct counting argument, for any positive integer , there exists a Hamming ball of radius containing at least many codewords in Reed-Solomon code . Thus, if for a constant , we set and the number of codewords in the Hamming ball will be exponential in . However, finding such a Hamming ball deterministically is an open problem. There is some progress on the problem [1] , [5] , but all the results are for codes of diminishing rates. Our contribution to this problem is to remove the rate restriction.
Theorem 3:
Let be two real numbers. There exists a deterministic algorithm that given a prime power and an integer satisfying , runs in time , outputs a vector such that the Hamming ball centered at and of radius contains many codewords in . Our construction allows the information rate to be positive. On the other hand, the ratio between the Hamming ball radius and the minimum distance is approaching 1, as is in [1] , [5] . The following result shows that we can decrease the radius of Hamming ball so that it is smaller than the minimum distance by a constant factor less than 1 if we work with codes with information rates going to one.
Theorem 4: For any real number
, there is a deterministic algorithm that, given a prime power , outputs a positive integer and a vector such that the Hamming ball centered at and of radius contains at least many codewords in . The algorithm has time complexity . Note that the information rate is . It would be interesting for future research to extend the result to all and to prove a similar result with both positive information rate and the ratio between the Hamming ball radius and minimum distance less than 1.
III. PROOF OF LEMMA 1
For readers' convenience, in this section, we sketch the main ideas in our earlier paper [3] . This will be the starting point of our new results in the present paper. In [3] , the result was stated only for weaker bounded distance decoding. See that paper for a full proof. In this way, the discrete logarithm of is computed. The detailed analysis can be found in [3] .
In order to use the above theorem, one needs to get good information on the integer satisfying the assumption of the theorem. This is a difficult theoretical problem in general. It can be done in some cases, with the help of Weil's character sum estimate together with a simple sieving. In particular, the following result was proved in [3] . The main draw back of the above theorem is the condition , which translates to the condition that the information rate goes to zero in applications.
IV. PROOF OF THEOREM 2 AND THEOREM 4
To prove Theorem 2, we start with a lemma. hold for big enough. We find an irreducible polynomial of degree over using the algorithm in [9] . It follows from the second assertion in the above lemma that the number of codewords in the Hamming ball centered at of radius is V. PROOF OF THEOREM 1 AND THEOREM 3
We now consider the case where the rate is positive less than one. The main new idea for this case is to exploit the role of subfields. For this purpose, we take a positive integer . Let be an element in with . Since we also have . . We need to find an irreducible polynomial of degree over . It can be done in time polynomial in and the degree [9] . Then we factor the polynomial over , which can be done in deterministic time , and take any factor to be .
VI. CONCLUSION AND FUTURE RESEARCH
In this paper, we show that the maximum likelihood decoding of the primitive Reed-Solomon code is at least as hard as the discrete logarithm over finite fields for any given information rate. We also prove a hardness result for the bounded-distance decoding of primitive Reed-Solomon codes at radius of the minimum distance. It is a very interesting problem whether can be improved to . We feel that substantially new ideas are required. Some codes in our proof are defined over finite fields of composite cardinalities. While this is not a problem in practical applications, e.g., is quite popular, it would be interesting to remove this restriction, that is, allowing prime finite fields as well.
Many important questions about decoding Reed-Solomon codes remain open. For example, does there exist a Hamming ball of radius less than the minimum distance by a constant factor smaller than one that contains superpolynomially many codewords in Reed-Solomon codes of rate less than one? Another interesting problem is whether the primitive Reed-Solomon maximum likelihood decoding problem is equivalent to the discrete logarithm problem over finite fields. In other words, if we have oracle access to a discrete logarithm solver over finite fields, can we solve the maximum likelihood decoding problem for primitive Reed-Solomon codes? If so, this would imply that the problem is unlikely to be NP-hard, since discrete logarithm over finite fields are not believed to be NP-hard.
