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In the present note, we generalize the first part of the Borel-Cantelli lemma. By
this generalization, we obtain some strong limit results.
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1 Introduction
Suppose A1, A2, · · · is a sequence of events on a common probability space and that A
c
i de-
notes the complement of event Ai. The Borel-Cantelli lemma, presented below as Lemma 1.1,
is used extensively for producing strong limit theorems.
Lemma 1.1. 1. If, for any sequence A1, A2, · · · of events,
∞∑
n=1
P (An) <∞, (1.1)
then P (An i.o.) = 0, where i.o. is an abbreviation for ”infinitively often“.
2. If A1, A2, · · · is a sequence of independent events and if
∞∑
n=1
P (An) =∞, (1.2)
then P (An i.o.) = 1.
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1
2The independence condition in the second part of the Borel-Cantelli lemma is weakened
by a number of authors, including Chung and Erdos (1952), Erdos and Renyi (1959), Lam-
perti (1963), Kochen and Stone (1964), Spitzer (1964), Ortega and Wschebor (1983), and
Petrov (2002), (2004). One can also refer to Martikainen and Petrov (1990), and Petrov
(1995) for related topics.
The first part of the Borel-Cantelli lemma is generalized in Barndorff-Nielsen (1961)
(Lemma 1.2) and Balakrishnan and Stepanov (2010) (Lemma 1.3).
Lemma 1.2. Let A1, A2, . . . be a sequence of events such that P (An)→ 0. If
∞∑
n=1
P (AnA
c
n+1) <∞, (1.3)
then P (An i.o.) = 0.
Lemma 1.3. Let A1, A2, . . . be a sequence of events such that P (An)→ 0. If
∞∑
n=1
P (AcnAn+1) <∞, (1.4)
then P{An i.o.} = 0.
In the present work, by simple rewriting conditions in (1.3) and (1.4) we obtain a new
generalization of the first part of the Borel-Cantelli lemma. We will show that P (An i.o.) = 0
might be also true when P (An) → 0 and inequality (1.2) holds. This generalization is
illustrated by some limit results.
The rest of this paper is organized as follows. In Section 2, we present our results. In
Section 3, we use the results of Section 2 for deriving strong limit theorems for dependent
random variables.
2 Results
Lemma 2.1. Let A1, A2, . . . be a sequence of events such that P (An) → 0. Let (1.2) hold
true,
∞∑
n=1
P (AnAn+1) =∞ (2.1)
and
∞∑
n=1
[P (An)− P (AnAn+1)] <∞. (2.2)
Then P (An i.o.) = 0.
3Proof of Lemma 2.1 Observe that P (AnA
c
n+1) = P (An) − P (AnAn+1). The truth of
Lemma 2.1 follows from Lemma 1.2. ✷
Remark 2.1. Condition (2.2) in Lemma 2.1 might be replaced by the condition
∞∑
n=1
[P (An+1)− P (AnAn+1)] <∞.
In that case we could prove Lemma 2.1 by using Lemma 1.3 instead of Lemma 1.2.
3 Applications: limit results
The importance of the theoretical results of Section 2 is shown in this section. The following
limit theorem can be easily derived from Lemma 2.1.
Theorem 3.1. Let X1, X2, . . . be a sequence of dependent random variables such that Xn
p
→
µ, where µ is a constant. Let for all small ε > 0,
∞∑
n=1
P (Xn 6∈ [µ− ε, µ+ ε]) =∞,
∞∑
n=1
P (Xn 6∈ [µ− ε, µ+ ε], Xn+1 6∈ [µ− ε, µ+ ε]) =∞,
and
∞∑
n=1
[P (Xn 6∈ [µ− ε, µ+ ε])− P (Xn 6∈ [µ− ε, µ+ ε], Xn+1 6∈ [µ− ε, µ+ ε])] <∞.
Then
Xn
a.s.
→ µ.
Theorem 3.1 is illustrated by Example 3.1 below. Here, we also formulate two trivial
statements: Proposition 3.1 and Corollary 3.1. These statements are given to simplify the
presentation of Example 3.1.
Proposition 3.1. Let A1, A2, · · · be a decreasing sequence of events such that P (An) → 0.
Then P (An i.o.) = 0.
Proposition 3.1 can be easily proved directly. Corollary 3.1 follows from Proposition 3.1.
Corollary 3.1. Let X1, X2, · · · be an ordered sequence of random variables such that Xn
p
→
µ, where µ is a constant. Then Xn
a.s.
→ µ.
4Example 3.1. Let X1, . . . , Xn, . . . be a sequence of dependent random variables defined for
any n ≥ 1 by the Clayton copula
F (x1, x2, . . . , xn) =
[
1
x1
+
1
x2
+ · · ·+
1
xn
− (n− 1)
]
−1
,
where 0 < xi < 1 (1 ≤ i ≤ n). Let Mn = max{X1, . . . , Xn}. Then, for any x ∈ (0, 1) and
n→∞
P (Mn ≤ x) =
[
n
(
1
x
− 1
)
+ 1
]
−1
→ 0.
We see that Mn converges in probability to 1. Since
∑
∞
n=1 P (Mn ≤ x) = ∞, we can not
apply the first part of the Borel-Cantelli lemma for deriving the corresponding strong limit
result. However, Mn is an ordered sequence of random variables. By Corollary 3.1, we have
Mn
a.s.
→ 1.
Theorem 3.1 allows us to obtain a more elaborate strong limit result. We will show that
Mn
α
n
a.s.
→ 1 (0 < α < 1). (3.1)
Observe first that
P (Mn
α
n ≤ x) =
[
n
(
x−n
−α
− 1
)
+ 1
]
−1
∼
(− log x)nα−1 → 0.
It follows that Mn
α
n
p
→ 1. However, we can not apply here Proposition 3.1, since Mn
α
n is not
an ordered sequence. Instead, we utilize Theorem 3.1. Observe that
∞∑
n=1
P (Mn
α
n ≤ x) =∞,
∞∑
n=1
P (Mn
α
n ≤ x,M
(n+1)α
n+1 ≤ x) =
∞∑
n=1
1
n(x−n−α − 1) + x−(n+1)−α
=∞
and
∞∑
n=1
[P (Mn
α
n ≤ x)− P (M
nα
n ≤ x,M
(n+1)α
n+1 ≤ x)] =
∞∑
n=1
x−(n+1)
−α
− 1
(n(x−n−α − 1) + 1)(n(x−n−α − 1) + x−(n+1)−α)
∼
1
(− log x)
∞∑
n=1
1
n2−α
<∞,
The convergence in (3.1) readily follows.
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