Featured Application: This work has direct applications to the fields of physiotherapy and chiropody in terms of preventing and correcting deficiencies in the gait.
Introduction
Nowadays, foot and ankle pain and related disabilities are very common, with some studies indicating that around 24% of people aged over 45 years report frequent foot pain [1] . It has also been shown that abnormal foot posture is associated with foot pain [2] as well as with lower limb injuries and pathologies [3] .
Also, problems associated with abnormal gait include Fractures, Ankle Sprain, Pimple Pain or Plantar Fasciitis, among others [4] . Hence, it is important to characterize foot posture (static) and foot function (how the foot moves when walking), with different methods available in the literature [5] .
Abnormal foot postures have recently been experimentally related to the pressure at the base of the foot during the walk [3, 6] . Therefore, a podiatrist (or physiotherapist) can perform a walking study of the patient's footprint, in order to detect these problems, prevent related injuries and indicate exercises to correct them. The classic gait study consists of walking in a straight line through a sensorized surface that emulates a path of several meters length: this surface records the measures obtained for each step to analyze it later. The main problem with this analysis mechanism is the psychological component: the patient knows that he/she is being analyzed and tries to walk in the best possible way.
Data Acquisition and Representation
The instrumented footwear insole designed and developed for this work is presented in this section. In order to obtain useful data, sensors must be placed in a particular position inside the insole; so first, it is very important to study the best possible positions for these sensors. The measurement of the force in these positions can be used to derive information about the structure and function of the lower limbs and of the whole body in general.
After this study, the embedded system and the user application are shown.
Sensors Location
In the bio-mechanics of the march, the walking cycle is defined as the sequence of events that takes place between two successive repetitions of the contact of the same heel with the ground. This cycle can be divided into two phases: the stance phase (when a foot is on the ground) and the swing phase (when the foot is in the air) which alternate for each lower limb. As detailed in a previous study [11] , during the stance phase, three different phases are distinguished according to the area of the foot involved [12] :
• Impact or Initial Contact: first contact zone of the foot with the ground. It is made with the heel and supports a great tension at the moment of impact. • Mid-stance: the second phase. The foot rests completely on the floor and the weight of the person is distributed between the heel and the forefoot through the bridge. • Propulsion or Push off: the last phase. The foot only presents the front part in contact with the ground, and this state corresponds with the moment when it generates the ground reaction force to start the movement again.
During the march, these three phases (see Figure 1 ) are constantly repeated alternately between the two feet: while one of them is in phase 3, the other is in phase 1 and vice versa [13] . Moreover, during the second phase, one of the feet is fully supported on the ground while the other is in the air [14, 15] . However, this cycle only remains constant if the person is just walking: if the person is running, there is a moment in which both feet are in the air, but these three phases still apply for each foot. To measure the force exerted to the insole and perform a bio-mechanical study, force sensor resistors (FSR) are placed under the insole [16] . FSRs provide information about the maximum pressure point, the impulse and the load forces, among others.
To select the best position to place the sensors, the anatomy of the foot and the types of footprints (pronator, supinator, neutral) are taken into account. According to [10] , the sole can be divided into 15 areas: the heel (areas 1-3), the arch (areas 4-5), the metatarsus (areas 6-10) and the toes (areas [11] [12] [13] [14] [15] as shown in Figure 2 -left. With this study, a first version of the instrumented footwear insole was developed [11] , using eight FSRs (see Figure 2 -middle). Results obtained in [11] show that the metatarsus area gives more information about the footprints types than the other areas. Moreover, results obtained in other works like [17] reveal that proximal and distal joints to the medial cuneiform, connected with the metatarsus areas, are the main zones involved in pronation and supination movements, together with the heel joints. To have a better view of the footprint, some sensors are usually placed in the part of the foot arch to quickly and easily detect a supinatory walk (sensors 4 and 5 in Figure 2 -middle); however, the pressure in this area is more influenced by other factors, such as the curvature of the foot, as explained in work [6] .
So, taking into account these previous works and in order to obtain more accuracy about footprints types classification, more FSRs are placed in the metatarsus area in a second version of the instrumented insole. Due to the hardware limitations, sensors placed in other areas were relocated, obtaining an insole with six sensors in the metatarsus area and one sensor in the heel (see Figure 2 -right). In the propulsion phase, only the forefoot is in contact with the ground; so, with the sensors placed in metatarsus area, it is not necessary to place any additional one in the area of the toes [18] .
Once the instrumented footwear insole has been designed, the embedded system is described in the next section.
Embedded System
The hardware system designed, assembled and implemented for this work is based on a low-power consumption microcontroller, some FSRs and a low-energy bluetooth module (see Figure 3 ), using the connections shown in Figure 4 . The elements are described below:
• Microcontroller: a STMicroelectronics F031K6 board with a Cortex-M0 CPU, 32 KB of flash memory and 4 KB of RAM memory. • FSRs: seven force sensor resistances connected to the analog inputs of the microcontroller using a resistive divider with a 10 KΩ fixed resistance. • Bluetooth: HM-10 BLE (Bluetooth Low-energy) module connected as a serial port to the microcontroller. The firmware implemented inside the microcontroller consists on a freeRTOS implementation that contemplates a bi-directional serial communication with the bluetooth module (process 1 for reception and process 3 for transmission) and a periodic readings of the sensors with data transformation (process 2), with a binary semaphore and a queue to communicate these process. In order to understand the full operation of the system, a state machine diagram is presented (see Figure 5 ) with these states:
• Idle (process 1): the system is waiting for the first byte of a command from the bluetooth module.
• Command check (process 1): once the starting byte is received, the system reads the full command byte by byte (if there is an error, the command is discarded). It can receive two types of commands: a stop command ("[S]") or a frequency command ("[N]", where 'N' is a number that represents the frequency of the timeout used for reading the sensors). When the command is checked, the semaphore that controls the reading process is activated (or deactivated depending on the type of command). • Sensors reading (process 2): activated by the process 1 semaphore. This process reads continuously sensors data, transforms the information and sends it to the process 3 using a queue. The reading frequency depends on the configuration given by the user. • Data transmission (process 3): the information from the seven sensors is packed and sent to the bluetooth module. Several works have designed and implemented an instrumented footwear insole to measure some aspects from the way of walking of the user (like [9, 10, 19, 20] ), but the novelty of this work is based on the Deep-Learning system running on the computer. Next, the user application is described before starting with the Neural Network architecture section.
User Application
The user application implemented for this work has been developed using the MS Visual Studio 2017 IDE with Windows Forms interfaces. It consists on a graphical application that allows the user to connect with the instrumented insole, train and run the deep learning system.
In this section, the application is described and shown. Its advantages are described below:
• Real-Time monitoring: the application allows to connect with the instrumented insole and start logging the information received and shows it in real time representing the force received from each sensor by a color scale on an image of a foot. The sampling frequency can be configured by the user. This utility is illustrated in Figure 6 -left. • Dataset generation: while the user is monitoring the instrumented insole, the information received can be stored in a csv file in order to be used lately for the neural network training process. The user tags the information received between supinator, neutral and pronator. Each entry of the dataset has eight values: the arithmetic mean of all the received values from of each sensor (seven) during each step, and the tag selected by the user. The process implemented to collect the dataset is divided in two phases: filtering and noise removal (in the embedded system), integration and normalization (in the computer). This process is explained in Figure 7 . So, finally, the file will contain several steps' information with its classification. The user tag selection and the file creation can be observed in Figure 6 -left.
• Neural Network training: the second tab of the application allows the user to interact with the Deep Learning system. For the training mechanism, user can configure the number of epochs used, the learn rate and the momentum [21] . The training dataset can be selected from the computer (from the datasets stored by the "dataset generation" utility), or alternatively the neural network weights stored from a previous training can be used (see Figure 6 -right). • Neural Network storing: the weights calculated while training the network can be stored in the computer in order to avoid a future training. To do that, the option "save NN weights" must be checked (see Figure 6 -right). • Real-Time classification: after training the network, the system can be tested using the utilities presented in the third tab (see Figure 8 -left). Selecting the sampling frequency, the user can monitor in real time the information received by the instrumented insole while the classification mechanism is working. The system counts the number of steps, shows the last step classification (after the three step phases are finished) and the overall classification.
• Results generation: finally, when the working monitoring is stopped, the application shows the final results of the classification (see Figure 8 -right). Positive results, negative results and the confusion matrix are shown. The classification outputs are compared with the real step type (this information is obtained experimentally with our instrumented insole thanks to the study done in [22] , that will be detailed in the "Results and Discussion" section). So far, it has been explained how data is acquired, transmitted and represented in the user application. Next section will focus on the training and classification steps.
Neural Network Architecture
As explained before, the system allows the user to store data from the instrumented insole and train the neural network with it. The neural network architecture used for the training process is a custom implementation based on the Fast Artificial Neural Network library (FANN) [23] , which is implemented in C language. This library has been adapted to be used in C# inside MS Visual Studio.
We use a Feed-Forward Neural Network with a fully-connected Multilayer Perceptron architecture (MLP) [24] , composed by an input layer, a hidden layer and an output layer. The training mechanism is ruled by back-propagation algorithm [25] and the classification result is based on a Winner-Take-All model [26] . These layers are described below:
• Input layer: the neural network needs an input for each force sensor placed in the instrumented insole. So, the input layer has seven neurons (see Figure 9 ). • Hidden layer: the number of neurons in the input layer is not standard and depends on several aspects such as the number of input neurons, the number of output neurons and the linearity of the input data. Gnana-Sheela and Deepa [27] made a study about the different methods to estimate the number of neurons in the hidden layer and propose a new method. According to them, the number of neurons is estimated by Equation (1). In our case, we will use five neurons in the hidden layer (see Figure 9 ).
• Output layer: as detailed before, the aim of this system is to distinguish between the types of footprints, so a user can be classified as pronator, supinator or neutral. Then, the output layer has one class (output neuron) for each classification state (see Figure 9 ). During the training process, the library applies a back-propagation algorithm to obtain the connections' weights with the given dataset in order to minimize the classification error. Three parameters are taken into account during this process: number of epochs, learning rate and momentum. These parameters can be modified by the user in the application and are described by Moreira and Fiesler [21] .
Results and Discussion
In this section, the results obtained by the Deep Learning classification system are presented. First, it is important to describe the dataset used for the training and testing phases (that has been collected by the user application described in Section 2.3); next, the mechanism and metrics used to measure the goodness of the results is explained; and, finally, the classification results are evaluated.
Dataset
The described application has been used to store the information about +3000 steps from six different users (two pronators, two supinators and two neutral), so we use a dataset that has between 900 and 1200 steps from each type of footprint. These six users were diagnosed directly (by a podiatrist, four of them) or indirectly (with the classical pressure platform used by podiatrists) as pronators, supinators and neutrals, respectively; they participated voluntarily and were recruited among our research group's members and collaborators.
Of course a bigger sample would be needed to obtain statistically relevant results, so it must be noted that this work can only be considered a preliminary study.
This dataset is mixed and randomly divided in two parts (see Table 1 ):
• Training dataset: around 70% from each type of footprints is used to train the neural network.
• Testing dataset: the remaining 30% is used for the testing phase. We calculated the accuracy with this subset after each training iteration in order to appreciate the performance evolution of the trained model.
For each step, eight values are stored: the type of footprint and the normalized average values of each sensor, held during the three phases of the march. 
Real-Time Testing Thresholds
The training process is done using the previous dataset, that has been tagged manually attending to each user's type of footprint. However, in order to test the results obtained during the real-time mode, we need a tangible metric that allows us to distinguish if the classification result has been successful or not (because, in the real-time mode we are not tagging this information manually).
Using the classification scheme proposed by Tsai et al. [22] , a foot is classified as neutral if the rear-foot eversion angle is between 3 • and 9 • . If this angle is higher than 9 • , the foot is classified as pronator; and, if the angle is lower than 3 • , the foot is classified as supinator.
In an experimental way, these thresholds have been emulated with the instrumented insole, obtaining the FSRs relations for each one. The normalized average values for each threshold determine that the step corresponds to a supinator foot if the average force received from sensors 2, 3 and 4 is (at least) a 10% higher than the average force received from sensors 5, 6 and 7. On the other hand, a step corresponds to a pronator foot if the average force received from sensors 5, 6 and 7 is (at least) a 20% higher that the average force received from sensors 2, 3 and 4. If the forces received from both sensor groups are located between these thresholds, the step is classified as neutral. It is important to comment that a common user usually exerts a little more pressure on the inside of the foot. These calculated relations are shown in Table 2 . Table 2 . Relations between rear-foot eversion angles and the instrumented insole's sensors for the real-time testing mode.
Footprint Angle Average External Force (Sens. 2-4) Average Internal Force (Sens. 5-7)
Supinator These values are used in the real-time mode to compare the classification results with the type of footprint obtained using this metric. Finally, the next section shows the classification results.
Classification Results
Using 10,000 epochs, a 0.005 learning rate and a momentum value of 0.01, the neural network has been trained using the dataset described in Table 1 . A random 30% of this dataset is used for testing, obtaining the average classification error for each training epoch. In order to demonstrate the final convergence of the training algorithm, the error obtained for each epoch using the training dataset (for the first 500 epochs) is shown in Figure 10 . In the same way, the error obtained for each epoch using the testing dataset (for the first 500 epochs) is shown in Figure 11 . As can be seen in these graphs, both follow the same trend and both converge to a value close to zero. Although not shown in Figures 10 and 11 , after 500 epochs the error obtained is 0.42% for the training dataset and 0.98% for the testing dataset. After 10,000 epochs, the error obtained using the training dataset is 0.28%, and using the testing dataset the error is 0.86%.
After the training process finishes, the classification results are obtained using the final weights of the neural network and the testing dataset. These results are evaluated more carefully using the metrics explained below (for each classification class):
• True Positive (TP): the number of cases that belong to this class and are correctly classified.
• False Positive (FP): the number of cases that don't belong to this class but are incorrectly classified as belonging to this class. • True Negative (TN): the number of cases that don't belong to this class and have not been classified as it. • False Negative (FN): the number of cases that belong to this class but are incorrectly classified as belonging to other class. • Accuracy: proportion of TP and TN in all evaluated cases (see Equation (2)).
• Sensitivity (or Recall): proportion of TP in all the cases that belong to this class (see Equation (3)).
• Specificity: proportion of TN in all cases that don't belong to this class (see Equation (4)).
• Precision: proportion of TP in all cases that have been classified as it (see Equation (5)). • F1 score: measure of a test's accuracy. It considers both the precision and the sensitivity (recall) of the test to compute the score. It is the harmonic mean of both parameters (see Equation (6)).
F1 score = 2 * precision * sensitivity precision + sensitivity
The values for all these metrics using the testing dataset are shown in Table 3 . Moreover, the confusion matrix is shown in Table 4 . The results show an error very close to zero for each classification class (we test the system with the testing dataset represented in Figure 11 ). As can be observed, the neutral class is the one which obtain the worst results (5 errors and 322 hits). Finally, the system classification efficiency is evaluated with a real-time test, where three different diagnosed users (one pronator, one supinator and one neutral) use the instrumented insole. The system logs data from 150-200 steps from each user, shows the classification results in real-time and compare them with the thresholds studied on the previous subsection. The results obtained after this test are shown in the same way as before: the values of the different metrics are presented in Table 5 , and the confusion matrix can be observed in Table 6 . In this case, the data comes from other users and therefore the results are worse than the previous ones. In fact, another source of error is the absence of the manual tagging of the data (it was explained before that the classification in the real-time mode is compared with the values obtained from the study detailed in [22] ). So this information, and the comparison with the previous results, indicates that the neural network classification obtains better results than the classification made by the thresholds calculated by Tsai [22] .
Even so, the worst results with the real-time test occur with the neutral class (19 errors and 150 hits), which is the same conclusion obtained in the previous test. However, Tables 5 and 6 show an acceptable classification error for this test.
If we compare this work with related ones, it is important to note that there are many previous works that address the problem of gait analysis; some of them even use an instrumented insole. However, most focus on step counting, movement speed, tilt, orientation, etc. We present a comparison summary with some related works in Table 7 . As can be observed in Table 7 , almost all are recent works. Also, although the results are not easily comparable, it can be seen that we obtain results with better accuracy.
Conclusions
In this work, a novel Deep Learning system for detection of abnormal foot postures and functions has been presented. The system is based on an instrumented footwear insole, capable of detecting the force exerted on different points of the insole (thanks to a low-power embedded system with FSR sensors) and sending the information to a computer via bluetooth. Moreover, an user application has been developed in order to do a real-time monitoring of these sensors' values, create a dataset and detect these abnormal foot postures.
The novelty of this work corresponds to the neural network integrated into the user application in order to successfully detect the different footprint types. This neural network can be trained and tested using the same user application indicated above (the user can modify some features of this network in order to adapt it); and the trained system run real-time classifications during the user march.
The neural network classification has been tested by two methods: on one hand, a static test with a testing dataset (30% of the full dataset) is done on the system; and, on the other hand, a real-time execution test is evaluated. In the first test scenario, the classification results provide a F1-score above 98% (with an average accuracy above 99%); and, in the second scenario, the classification results provide a F1-score around 90% (with an average accuracy above 95%). In both cases the worst results are given by the class "neutral" with a 98.47% and a 88.75% values detected from the total samples, respectively.
The results obtained demonstrate that the system is able to properly detect the three footprints types with a global error less than a 0.86%.
It must, however, be noted that this work can only be considered a preliminary study. The datasets are obtained from a small set of voluntary users, so a bigger sample would be needed to obtain statistically relevant results.
