In the paper we investigate the theory of quantum optical systems. As an application we integrate and describe the quantum optical systems which are generically related to the classical orthogonal polynomials. The family of coherent states related to these systems is constructed and described. Some applications are also presented.
Introduction
Quantum optics affords a big amount of very interesting physical phenomena having important application at the same time. Our aim is to formulate the theory of these phenomena and elucidate their connection with the theory of orthogonal polynomials. This allows us to use the last one for the rigorous integration of some non-linear quantum optical models describing the interaction of the finite number of modes of electromagnetic field with nonlinear medium. Let us mention, that in quantum optical literature, see e.g. [A-I] , [B-C] , [J] , [Kar 1], [Kar 2] the solutions of the models of this type are usually approached by approximative or semiclassical methods.
In Section 2 we deduce from natural and not restrictive assumptions, the general form, see (2.35), of the Hamiltonian H I describing the interaction of the finite number of modes of electric field with the mater. Later on, in Section 3, we investigate the quantum reduction method which allows us to describe the quantum optical systems by the use of the theory of orthogonal polynomials (see [A] , [A-G] , [O-H-T] ). We also show that the reduced system are related to some quantum algebras, see relations (3.26). These algebras were investigated in [Odz 1], where their relations to the theory of special and q-special functions was shown.
Having spectral measure of the interaction Hamiltonian, which is for example the case if the model under consideration is related to the classical orthogonal polynomials or their q-deformation, see [O-H-T] , [H] , we can introduce spectral coherent states. They are direct generalizations of Glauber coherent states (corresponding to the Hermite polynomials) and squeezed states. In Section 4, we show that spectral coherent states admit the holomorphic representation for the Hamiltonians under consideration which supplements the spectral and Fock representations. This simplifies remarkably the calculation of many important physical characteristics of the described system. The spectral coherent states should have some physical meaning which needs the deeper understanding. In any case, they give the link of quantum optical systems with complex analytic and symplectic geometry. This opens the application of coherent states method, investigated in [Odz 1], [Odz 2 ] to the problems of the theory of quantum optics.
In Section 5. we give complete solution of the quantum systems, see (5.1), related to the classical orthogonal polynomials.
Finally, in Section 6, we present the physical interpretation of the Hamiltonian given by (2.37) as the parametric modulator, which includes as special cases such quantum optical systems as nondegenerate parametric amplifier and the frequency up-converter, see [W-M] .
At the end we express our conviction that the proposed method will be helpful in better understanding of quantum optical problems.
Quantum electromagnetic field in nonlinear medium
Nonlinear optics deals with phenomena that occur as a consequence of the modification of the optical properties of a material system in the presence of light. Practically, only laser light is sufficiently intensive to produce the measurable effects. By an optical non-linearity we mean that the dipole moment per unit volume, or polarization P , of a material system depends in nonlinear way, upon the strength of the applied electromagnetic field. As many authors ([B-C] , [P-L]) we assume that P depends only on the electric part E of the electromagnetic field ( E, B) i.e. P ≡ P [ E]. We assume moreover that this dependence is a functional one. Thus, in most general case we can write The time-invariance principle, which says that the dynamical properties of the system are assumed to be unchanged by a translation of the time origin, leads to T (N ) (t, r, t 1 , r 1 , . . . , t N , r N ) =: R (N ) ( r, t 1 − t, r 1 , t 2 − t, r 2 , . . . , t N − t, r N ).
( 2.2)
The interaction of the electromagnetic field ( E, B) with a nonlinear medium characterized by polarization P can be described by the source-free Maxwell equations
Therefore the divergence of the Poynting vector
where the quantity
is the energy density of the free electromagnetic field. Analogously, we define the interaction energy density u 1 by the equation
The energy density u(t, r) := u 0 (t, r) + u 1 (t, r) (2.7)
determines the Hamiltonian H of our system
where
is the Hamiltonian of the free electromagnetic field and the Hamiltonian
describes the interaction of electric field E with the medium under consideration. In order to obtain an explicit formula for u 1 let us consider the electromagnetic field potential A
expressed in terms of Fourier modes, where the index λ ∈ {1, 2} labels the polarization of the field, which is described by the pair of unit vectors e k,1 and e k,2 orthogonal to the wave vector k (we choose the Coulomb gauge ∇ · A = 0). Here we do not specify the form of the dispersion relation, so we assume that ω k is any function of | k|. In this gauge we have
Let us introduce the following simplifying notation
We have now
and, therefore, (2.1) becomes
σs ks· rs
Inserting (2.16) into (2.6) we find up to additive constant that
σsω ks
In the quantization procedure the classical quantities A σ λ ( k) in (2.11) are replaced by the operators 19) which satisfy the commutation relations of a free quantum field:
The products A
) and (2.18) are moreover, replaced by the normally ordered products of corresponding operators, i.e. by : a
. In order to obtain the Hamiltonian it is enough to insert (2.19) into (2.18) and then (2.18) into (2.10). With the Hamiltonian of the free electromagnetic field
we obtain
σsω ks , where 
does not depend on time, and therefore the solution of the Schrödinger equation
is given by
The operator
is the free electromagnetic field evolution operator. The operator
is the evolution operator of the system in the interaction picture.
For the real models in quantum optics one assumes that the system under consideration contains a finite number of modes of electric field (see [A-I] , [J] , [Kar 1], [P-L] ). This means that the label ( k, λ) in (2.26) and (2.21) takes a finite number of values
and the integrals are reduced to finite sums over j:
In this case the Hamiltonian (2.33) can be transformed into the form which is more useful for our aims. It is defined by the exchange of the normal ordering of the annihilation and creation operators into the one which we will call boson-number ordering in the sequel. In order to define the boson-number ordering let us introduce the following notation for creation and annihilation operators
A product of m annihilation and n creation operators being in the same mode, is said to be boson-number ordered if it is of the form P (a * a)a m−n , where P is a polynomial. Changing the normal ordering in each term of the Hamiltonian (2.33) to the boson-
M where P is a polynomial of M + 1 variables and collecting the terms with the same factor a
where g l 0 ,... ,l M are functions of (M + 1)−variables dependent on Θ (N ) . The Hamiltonian H I is a symmetric operator if
In the next sections we restrict our considerations to the Hamiltonians of the form
Such form of the Hamiltonian is strictly related to the theory of orthogonal polynomials.
Reduction of the Hamiltonian
In this section, we briefly describe the decomposition of the Hilbert space H spanned by elements of the orthonormal Fock basis
into invariant subspaces of the operators H 0 and H I . The method of this decomposition is presented in details in [O-H-T] . In such a way we obtain the reduction of the Hamiltonian H. The irreducible invariant subspaces of H I are obtained in two steps. The first step is related to some family of integrals of motion; the second one is related to a family of pseudovacuum vectors.
Let us start with a few definitions:
and
where α = (α ij ) is a real (M + 1) × (M + 1)-matrix satisfying the conditions
The invertibility of the matrix α allows one to express the boson-number operators a * i a i by A j , which gives
with real constants γ j determined by the matrix α. In particular we have
with H d uniquely determined by the function h and the matrix α. Using the canonical commutation relations for creation and annihilation operators one obtain
with the nonnegative function G uniquely determined by g and α.
Direct calculations shows that operators A 1 , A 2 , . . . , A M are integrals of motion, i.e.
In order to reduce H 0 and H I to the common eigenspace of integrals of motion let us notice that the operators A * A, AA * , A 0 , . . . , A M are diagonal in the Fock basis B F . This, in particular, means that each vector |n 0 , . . . , n M ∈ B F is the eigenvector of the operators A j , j = 0, . . . , M , with eigenvalues given by:
(3.14)
Moreover, the operators A 0 , . . . , A M form a system of commuting independent observables. In such a way we can use the sequences of eigenvalues (λ 0 , λ 1 , . . . , λ M ) as a new parametrization {|λ 0 , λ 1 , . . . , λ M } of the Fock basis elements. So we obtain then, from (3.9) and (3.10) we have
It is clear that the subspace H λ 1 ...λ M of the Fock space H spanned by the eigenvectors |λ 0 , λ 1 , . . . , λ M with fixed λ 1 , . . . , λ M is H 0 and H I -invariant and dimH λ 1 ...λ M = ∞ if and only if all l j in (3.2) are nonnegative. The problem of integration of the system (2.25) is reduced to integration of the system described by the reduced Hamiltonian
and therefore (up to additive constant)
Now we go to the next step of the reduction. In order to make it let us define the pseudo-vacuum |0 as such vector |λ 0 , λ 1 , . . . , λ M from the Fock basis in H λ 1 ,... ,λ N which is annihilated by the operator A, i.e.
or equivalently
of the solutions of (3.21) is nonempty if in the definition (3.2) any l i , i = 0, 1, . . . , M , is greater then zero. Now, if for simplicity, we introduce the notation
Thus we obtain that the space
is the irreducible representation space for the algebra A red generated by the operators N, A and A * , which satisfy the relations:
These algebras were investigated in [Odz 2]. The question when the dimension of F is finite or infinite was discussed in detail in [O-H-T] . Here we assume that dim F = ∞. After restriction to F, the Hamiltonians (3.18) (3.19) belongs to A red and take the form (up to additive constant)
Thus the operators H 0,red , H I,red and consequently H red belong to the algebra A red . In the Fock basis { |n , n = 0, 1, . . . } the operator H I,red assumes the three diagonal (Jacobi) form:
whereas H 0,red is diagonal
From now on we restrict our consideration to the space F. In particular we restrict all operators discussed above to F and omit the index red for simplicity.
The evolution of the system given by (2.28) now takes the form
and therefore for any operator F we have
For a special, but interesting case this formula simplifies. Namely,
where f is an analytic function. The next section is devoted to the detailed study of the operator H I and 1-parameter group e −iH I t generated by it.
4
Spectral and coherent states representations
The operators H I of the type (3.28) are very well known in the theory of orthogonal polynomials [A] , [A-G] , [Ch] . They are symmetric in From now on we will assume that the deficiency indices of H I are (0, 0). Hence H I admits a unique selfadjoint extension, which will be denoted by the same symbol. Moreover, H I has simple spectrum. This fact allows us to identify the Fock space F with the Hilbert space of square integrable functions L 2 (R, dσ) of real variable ω ∈ R. The measure dσ is determined by the spectral measure dE of the hamiltonian H I and is defined by the formula dσ(ω) := 0|dE(ω)0 .
(4.1)
Additionally one can prove, that polynomials {ω n } ∞ n=0 form a linearly dense subset in L 2 (R, dσ). After the Gram-Schmidt orthonormalization of the basis {ω n } ∞ n=0 we obtain an orthonormal set {P n } ∞ n=0 in L 2 (R, dσ) called the orthonormal polynomial system. Notice that deg P n = n. The unitary isomorphism U : F −→ L 2 (R, dσ) of Hilbert spaces is given by
According to the spectral theorem and (4.2) one has
for ψ ∈ L 2 (R, dσ) and any measurable function f . By (4.2) and (4.3) the expression (3.29) converts into the three-term recurrence formula
for the system of orthonormal polynomials {P n } ∞ n=0 . So by the spectral theorem in the notion of this orthonormal system, we have:
(4.5)
In particular, for f (
H k I we obtain the moments µ k of the measure (4.1):
|H I | k we obtain the absolute moments |µ k | of (4.1):
For the case under consideration the moments {µ k } ∞ k=0 determine dσ in the unique way [A] . From (4.3) and (4.5) one obtains that the evolution operator e −iH I t , t ∈ R, in the Hilbert space L 2 (R, dσ) is given by
and its mean value in the vacuum is realized by the characteristic function
of the measure dσ, compare with [F] . After these preliminary remarks we will show that apart from realizations of the Hamiltonian H I in the Fock space F and in the Hilbert space L 2 (R, dσ) it is useful and natural to consider its realization in some Hilbert space which consists of square integrable holomorphic functions defined on an open subset of complex plane. To do it let us first prove the following Lemma 4.1 Let us assume that absolute moments |µ| n are finite for all n ∈ N ∪ {0} and they satisfy the condition 11) such that the characteristic function σ(t) can be holomorphically extended to it. The maximality of the strip means that σ(t) cannot be extended to a larger set with the same properties.
Proof : We prove firstly that characteristic function σ is analytic on the strip |Im z| < R. One has
for n = 0, 1, . . . . In order to prove (4.12) one proceeds by induction. The equality (4.12) is valid for n = 0. Let us assume that it is true for n, then
Since
and |µ| n is finite for n = 0, 1, . . . , we were able to use Lebesgue theorem in (4.13). For h ∈ R we have the estimate
where for the last inequality we used
By the Cauchy criterion and Stirling formula
where Θ(n) < 1 12 n , the series ∞ n=0 |h| n n! |µ| n is convergent for |h| < R. This and (4.15) imply that Taylor expansion
is convergent for |z| < R. We have proved the analyticity of σ on the strip |Im z| < R. So there exist a nonempty, maximal strip {z ∈ C : 2r < Im z < 2s}, such that the characteristic function σ(t) can be holomorphically extended to it. We have shown, moreover that this strip contains the real axis i.e. −∞ ≤ 2r < 0 < 2s ≤ +∞. QED Let us consider a "half" of the strip {z ∈ C : 2r < Im z < 2s} i.e.
Σ := {z ∈ C : r < Im z < s}. 
is holomorphic and its image K (Σ) is linearly dense in L 2 (R, dσ).
Proof :
In order to see that the function e −iz· belongs to L 2 (R, dσ) let us notice that
for (z −z) ∈ {z ∈ C : 2r < Im z < 2s}. Thus in the basis {P n } ∞ n=0 we have
where the coefficients functions σ n are holomorphic extensions of
onto the whole strip Σ. Thus the map K is complex analytic map of the strip Σ into Hilbert space L 2 (R, dσ).
In order to show that K(Σ) is linearly dense in L 2 (R, dσ) let us notice that the monomials
where n = 0, 1, . . . , belong to the linear closure of K(Σ). Since, they form linearly dense subset of L 2 (R, dσ) and the same property is shared by K(Σ). QED Combining (4.2) with (4.22) we obtain a holomorphic map
Odz 2] we shall call K : Σ → F the coherent states map related to the quantum system described by the Hamiltonian H I . The states |z , where z ∈ Σ, will be called spectral coherent states. The coherent states map has nice physical properties and, as we will show later, it is useful for the calculations of physical characteristics of the system. By the formulae 26) where z = x + iy, we will define the symplectic form Ω on Σ. Using the mean value function
of the Hamiltonian in spectral coherent states |z , z ∈ Σ, we define the classical Hamiltonian system
on the symplectic manifold (Σ, Ω). The Hamiltonian flow τ t , t ∈ R, tangent to the vector field X H I z is given by (4.11). Let us denote by CP (F) the complex projective Hilbert space modelled on the Fock space F. Let Ω F S denote Fubini-Study (1, 1)−form on CP (F),(for the definition of Ω F S consult for example [G-H] ). The form Ω F S is closed and nonsingular. So, (CP (F) , Ω F S ) can be considered as a symplectic manifold which can be interpreted as the quantum phase space of the system described by the Hamiltonian H I . and the diagram
is commutative for any t ∈ R.
Proof
The equality (4.29) can be checked by direct calculation. The commutativity of the diagram (4.30) follows from (4.22) by the use of the formulae for quantum (4.8) and classical (4.11) evolution of the system. QED Recapitulating: we see that the coherent states map maps symplectically the classical phase space Σ of the system (Σ, Ω, H I z ) into the quantum phase space CP (F) of the system (CP (F), Ω F S , H I ). It is equivariant with respect to the classical and the quantum flows. The mean value function H I z of the quantum Hamiltonian H I give the classical Hamiltonian of the system. So, the above picture is analogous to the one related to the harmonic oscillator (see [Sch] ). For the general theory of quantization and description of physical systems in terms of the coherent states map see [Odz 1]. The model of the physical system considered here gives an important and interesting example illustrating the theory which was developed in [Odz 2].
Let us define spectral annihilation operator α by the condition α α α|z = z|z (4.31) which means that α α α has the spectral coherent states |z as eigenvectors with eigenvalues z ∈ Σ. It is defined on the dense linear domain, spanned by spectral coherent states. The representation in L 2 (R, dσ) is given by
The domain D U • α α α • U −1 is given as a vector space of all polynomials. According to Proposition 4.1, the spectral coherent states form a linearly dense subset in F. Hence one can define anti-linear monomorphism U Moreover, the kernel function
is a reproducing kernel function with respect to the measure (4.35), i.e.
for any Ψ ∈ U(F).
Proof :
In order to prove that (4.37) and (4.39) are valid for dµ(z, z) given by (4.35-4.36) let us observe that dµ(z, z) has the form (4.35) since the kernel σ(· −z) is invariant with respect to the one-parameter group of translation (4.11). Hence we have
If µ satisfies (4.36) then (4.40) takes the form
which the reproducing property. QED In the sequel, let us asssume that U(F) = L 2 O(Σ, dµ), where L 2 O(Σ, dµ) denotes the Hilbert space of holomorphic functions which are square-integrable with respect to dµ on Σ. Due to this assumption U is an anti-unitary map and the holomorphic functions
In terms of the Hilbert space L 2 O(Σ, dµ) it is possible to find an explicit form of the creation operator α α α * , i.e. Hermitian conjugate of the spectral annihilation operator α α α defined by (4.31). We will call α α α * the spectral creation operator. Using (4.31) and (4.33), we obtain
Thus we see that the domain of U • α α α * • U −1 is given by
One has the commutative diagram
where the anti-unitary map U • U −1 is given by
Thus the Hamiltonian is given by
and is defined on the domain
. Taking into the account the above considerations let us notice that the operator α α α * is described explicitly in the L 2 O(Σ, dµ)-realization and the operator α α α is explicitly given in L 2 (R, dσ)-realization. They satisfy the canonical commutation relations
with the Hamiltonian H I , giving .49) i.e. the operator α α α − α α α * is an integral of motion for the system under consideration. From a physical point of view (see (3.33, 3.34, 3.35) ) it is important to describe the time evolution in interaction picture of the system, i.e. e −iH I t |ψ(0) . To do this let us introduce the following notation for the matrix elements of e −iH I t σ m,n (t) := m|e
where σ n (t) are given by (4.23) and they satisfy
The interaction evolution in the space F is thus given by (4.53) while in the space L 2 (R, dσ) the evolution is described by (4.8). In L 2 O(Σ, dµ)-realization we have
As a consequence of (4.50) and (4.54) we obtain the relation
which for m = 0 can be expressed in the form
Moreover, putting m = n = 0 in (4.55) we obtain the formulae (4.38) for the reproducing kernel.
At the end of Section 3 it was shown (see(3.33), (3.34), (3.35)) that the quantities
plays an important role if we consider the expectation values of the operator F on the time evolving state |ψ(t) (see (2.28)). The variety of the realizations of our model, namely, the F, L 2 (R, dσ) and L 2 O(Σ, dµ) representations allow us to give three equivalent formulae on (4.57)
where ψ = U|ψ(0) and Ψ = U|ψ(0) . In this way we have a very strong instrument for calculations of many physical characteristics of the system under consideration. In particular we have 
Integrable systems related to classical orthogonal polynomials
Here we shall investigate the classes of the physical systems with Hamiltonians of the form (3.29) with the coefficients b(n) and h(n) given in Tab. A.3. The three classes of Hamiltonian operators are related to Hermite, Laguerre and Jacobi polynomials. We choose one mode case for simplicity and the circumstances which make the reduction not necessary. Then the Hamiltonians are expressed in terms of usual creation and annihilation operators in the following form:
The ranges of the parameters µ, ν, b 0 , and a 1 are chosen such that the operators are well defined and are essentially selfadjoint. In L 2 (R, dσ) (i.e. spectral) representation the formulae (3.29) lead to three-therm recurrence relation (4.4) (see also (A.11) ). From Pearson equation (see (A.5) and Tab. A.1) we obtain the expressions for measures:
In the holomorphic representation L 2 O(Σ, dµ) all Hamiltonians act as derivations: i d dz , (see formulae (4.47)) but the difference between the systems is hidden in the reproducing measures dµ(z, z) = µ(y) dxdy, (z = x + iy), and the choice of the domain Σ. The general case is described in Proposition 4.3. Here we solve equation (4.36) for µ(y) in the special class, namely: continuous functions except, possibly finite number of points in every compact subset. The discontinuity points are assumed to be of first kind. Let us summarize the results in the following: H) Hermite case: Σ = C and
For µ = 1 we obtain an isomorphism of L 2 O(Σ, dµ) with H 2 (D, dλ) -the Hardy class of functions on the unit disc D ⊂ C with the measure dλ supported on the circle ∂D = {e iϕ : ϕ ∈ [0, 2π]} and given by
where W κ,λ (z) are confluent hypergeometric Whittaker's functions (for definition see [A-S] ). This formula simplifies in the case µ = ν corresponding to the Gegenbauer polynomials. The following statement is true for a larger domain of parameter µ, namely for µ > 1,
with K α (z) being the modified Bessel functions (for definition see [A-S] ). For all three cases one can find the explicit form of matrix elements of propagator (4.50). Because of the relations (4.52) and (4.51), we should display the characteristic functions (4.9) first:
The symbols σ Jac (z; µ, ν) are introduced in order to simplify the next formulae. Using the Rodrigues formula (see (A.8) ) we obtain the explicit form of σ n (z):
After a simple but tedious calculation we find:
The physical quantities which are of great importance are: the Hamiltonians H and H I , the creation a * and annihilation a operators, and the occupation number operator N = a * a. In our case the operators A, A * are also important. They can be interpreted as the cluster annihilation and cluster creation operators. Similarly, the operators α α α and α α α * which are related to the spectral coherent states map (4.25) are interested, too. Their physical meaning is partially explained by the commutation relations (4.48). They are related to H I , a and a * in the following way:
In the spectral representation of H I the operator α α α is given for all the cases by i d dω but the conjugates are given by different formulae:
In the holomorphic representation the operator α α α * is given by (4.43), i.e. as the operator of multiplication by the argument z. The operators α α α Her , α α α Lag and α α α Jac are pseudodifferential ones and we shall not express them explicitly here.
The occupation number operators N defined by (3.24) take in the spectral representation the following form:
For the Jacobi case N Jac we are able to write down only the relation
In the holomorphic representation N can be expressed as:
Now, we will present the expectation values on the following states, interesting from the physical point of view: i) occupation number states |n , n ∈ N ∪ {0}, i.e. the eigenstates of N, N|n = n|n ; ii) Gaussian coherent states |ζ , ζ ∈ C, i.e. the eigenstates of a, a|ζ = ζ|ζ ; iii) spectral coherent states |z , z ∈ Σ, i.e. the eigenstates of α α α , α α α|z = z|z .
Using the operators U and U one can realize these states in spectral or holomorphic representation, too (see (4.2), (4.20), (4.33), (4.42)).
Of course the Hamiltonian H I does not depend on time t and its mean values are given by:
12)
13)
14)
The indices n, ζ, z are related to the occupation number eigenstates, Gaussian coherent states, and spectral coherent states, respectively. The function b(n) and h(n) are given in Tab. A.3 and σ(z) is presented in (5.5).
The mean values of the powers of the occupation number operator are given as follows: 17) where l ∈ N. It is interesting to rewrite the last formula for every polynomial class separately
We give now the formulae for the correlation functions:
Replacing the creation and annihilation operators a * , a by the cluster creation and the cluster annihilation operators A * and A we obtain the functions which by analogy will be called the cluster correlation functions:
The time evolution of α α α is given by (4.59). This allows us to express the time dependence of α α α l (t) ψ , (where |ψ is an arbitrary state and l ∈ N), in terms of the mean values of some powers α α α ≡ α α α(0) acting on the state |ψ :
We can now rewrite (5.29b) and (5.29c):
So, in the Jacobi case in the strong-field limit, the Hamiltonian tends, up to a constant, to the cosine of the phase operator. This subcase does not depend on the choice of the ranges of the parameters µ, ν.
6 A physical remarks
Parametric modulator
In order to present some physical interpretations of the Hamiltonian (2.25) with H I given by (2.37), let us rewrite it in the following form
The first term, which is linear in photon number operators describes the free field. The second term, which is an arbitrary function of these operators may be treated as a generalization of the Kerr medium description, where 
This Hamiltonian describes the case when the classical pump mode at frequency 2ω interacts in a nonlinear optical medium with two modes at frequency ω 0 and ω 1 , such that ω 0 +ω 1 = 2ω. If the system starts in an initial Gaussian 2-photon coherent state |ζ 0 ζ 1 , the mean photon number in 0-mode after time t is 
where ω = ω 1 − ω 0 . It is easy to compare (6.1) with (6.2) and with (6.4) and conclude that our Hamiltonian is a natural generalization of that describing parametric amplification. In order to understand that in general (6.1) describes not only amplification but also modulation let us notice that due to (3.3) we can express the mean values a * j (t)a j (t) , j = 0, . . . , M in terms of the mean values of the operators A 0 (t), . . . , A M (t). But A 1 (t), . . . , A M (t) are the integrals of the motion, so if our system starts at the initial state from the reduced subspace F (see (3.25)) we obtain a * j (t)a j (t) = l j A 0 (t) + β j (6.5)
where the constant β j are uniquely determined by λ 1 , . . . , λ M and the matrix α. This means that the mean photon number in each mode is a linear function of A 0 (t) or, in other words, the strength of the light in each mode is modulated by the function A 0 (t) . The modulation of the j-th mode depends on the exponent l j . The shape of the function A 0 (t) depends on the choice of the coupling function g(a * 0 a 0 , . . . , a * M a M ) in (6.1) and the initial state of the system.
As an example of the modulation function A 0 (t) let us consider the situation when after reduction, we obtain the case corresponding to Laguerre polynomials and the initial state is the spectral coherent state |z . From (5.18b) we obtain A 0 (t) z = E|z + t| 2 + F (6.6)
where the real constants E, F depend on µ, a 1 , b 1 and λ 0,l . In this example the modulation function is of parabolic shape. This means, that in some interval of time we have the amplification and dumping of the light signal in others.
Generalized squeezed states
The special cases of the interaction evolution operators e −iH I t are the unitary displacement operators [K-S] D(ζ) = exp(ζa * −ζa), ζ ∈ C, (6.7) the unitary squeeze operators [C] S(z) = exp(za 2 − za * 2 ), z ∈ C (6.8) and the unitary two-mode squeeze operators [C-S] T(ω) = exp(ωa 0 a 1 − ωa * 0 a * 1 ), ω ∈ C. (6.9) This means that the Glauber coherent states and the squeezed states are special cases of the spectral coherent states defined in Section 4. In such a way, the two concepts of the notion of the coherent states meet each other in our framework. The first one, presented in [Sch] , [K-S] , [C] , [C-S] , is related to the minimalization of the suitable uncertainly relations. The second one, presented in [Odz 1], [Odz 2] is based on the symplectic embedding of the classical phase space of the system into the quantum phase space (equipped with the Fubbini-Study symplectic form).
C. The polynomials {P n (ω)} ∞ n=0 satisfy the differential equation
dω 2 P n (ω) = λ n P n (ω) (A.9) where λ n = a 1 n + b 2 n(n − 1) (A.10) D. The polynomials {P n (ω)} ∞ n=0 are related by the tree-term recurrence formula ωP n (ω) = h(n)P n (ω) + b(n)P n−1 (ω) + b(n + 1)P n+1 (ω) (A.11) with the initial condition where we must put it additionally.
