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Abstract
We present a quasi-linearly scaling, first order polynomial finite element method for the solu-
tion of the magnetostatic open boundary problem by splitting the magnetic scalar potential. The
potential is determined by solving a Dirichlet problem and evaluation of the single layer potential
by a fast approximation technique based on Fourier approximation of the kernel function. The lat-
ter approximation leads to a generalization of the well-known convolution theorem used in finite
difference methods. We address it by a non-uniform FFT approach. Overall, our method scales
O(M + N + N log N) for N nodes and M surface triangles. We confirm our approach by several
numerical tests.
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1 Introduction
In micromagnetic simulations one is interested in either finding magnetization configurations of mini-
mal magnetic energy or the time evolution of the magnetization under influence of internal and external
fields [1]. In both cases the effective field, which consists of stray field, anisotropy, exchange, external
and possibly thermal field and spin transfer torque interaction (influence of external currents), has to be
computed in each step of an iterative procedure [2]. Among them the stray field part is the most time
consuming.
Since we are interested in developing a new method for the computation of the latter one, we briefly
state here the interface problem which defines the scalar potential of the stray field and give an overview
of some existing numerical methods which address it.
The micromagnetic stray field is given as hs = −∇φ, where the scalar potential φ for a given magneti-
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zation m ∈ (C1(Ω))3 ∩ (C0(Ω))3 1, Ω ⊂ R3 bounded and open, fulfills the interface problem [3, 4]
−∆φ = −∇ · m in Ω,
−∆φ = 0 in Ωc,[
φ
]
= 0 on ∂Ω, (1)[
∂φ
∂n
]
= −m · n on ∂Ω,
φ(x) = O( 1‖x‖ ) as ‖x‖ → ∞,
where [.] stands for the jump at the boundary. The classical solution of (1) has to be determined in whole
space and is at least two times continuously differentiable in Ω and the exterior region Ω
c
.
Since we aim to compute a weak solution we further assume that Ω is a Lipschitz domain with polyhe-
dral boundary ∂Ω. One reformulates the set of equations (1), [5]:
For given m ∈ (H1(Ω))3 the micromagnetic scalar potential φ := (φint, φext) ∈ H1(Ω) × H1loc(Ωc) is the
solution to (1), where −∆φint = −∇ · m in Ω and −∆φext = 0 in Ωc holds in a variational sense. Hereby,
H1(Ω) denotes the usual Sobolev space, i.e. H1(Ω) := {u ∈ L2(Ω) | weak derivatives ∂qu ∈ L2(Ω), q =
x, y, z} and H1loc(Ω
c
) := {u ∈ H1(C) | C ⊂ Ωc compact}. The jump [.] is determined by taking the corre-
sponding trace operators. Within this setting the existence of a unique solution to (1) has been proved.
For details we refer the reader to [5, 6] and references therein.
For comparing different algorithms we mention the important fact that in micromagnetic methods it is
possible to precompute certain quantities that do not depend on the magnetization, e.g. only rely on the
geometry of the problem, see for instance [7]. Thus, in our asymptotic operation counts, we neglect the
effort for computing these steps and refer to as precomputation or setup phase.
Several methods address the approximation of the solution to (1). Integral methods with a regular dis-
cretization of the domain Ω aim to directly compute the integral representation of the solution inside the
magnetic body Ω [7, 8], i.e.
φ(x) = − 1
4pi
( ∫
Ω
∇ · m(y)
‖x − y‖ dy +
∫
∂Ω
m(y) · n(y)
‖x − y‖ dσ(y)
)
. (2)
Discretization on an equispaced grid built of rectangular computational cells allows applying fast Fourier
transform (FFT) techniques, making this methods quasi-optimal, i.e. the costs are O(N log N) for N grid
points [4, 7, 8]. Also the fast multipole method and combination with FFT was applied to compute the
magnetostatic field and energy [9–11], as well as a nonuniform grid (NG) algorithm [12, 13]. Within
the framework of integral approaches also tensor grid methods were developed, which make further as-
sumptions on the representation of the magnetization field through tensor formats, but then gain even
sub-linear complexity [14–16].
A precorrected-FFT method was introduced in the context of electromagnetic boundary integral equa-
tions [17]. In the relevant literature, to the authors’ best knowledge, this method has not been adapted
to the corresponding micromagnetic equations, but so-called non-uniform FFT could be considered as a
related approach.
A method using non-uniform FFT from [18] on the quadrature approximation of the integral represen-
tation (2) discretized on unstructured 2-dimensional FE grids was reported in [19]. This method scales
O(Q + N + nd log n) in the general case of d dimensions for Q = qL quadrature points in total, where q
quadrature points are used for each of the L computational domains (tetrahedrons for volume and trian-
gles for surface integrals), N mesh-nodes and an auxiliary parameter n, which comes from the FFT and
1Cq(Ω) is the space of q times continuously differentiable functions defined on Ω; Ω means closure of Ω ⊂ R3 (bounded
and open) and (.)c stands for complement.
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is of the same order as in our forthcoming proposed method, see [21] for more details. We stress that
our method leads to the same complexity for a prescribed accuracy but requires only a pre-factor q = 1.
This is achieved by performing the integration in a setup phase.
Moreover, shell transformation techniques on a finite element mesh containing Ω were applied to ad-
dress unbounded problems like (1), [22]. The discrete formulation of (1) translates to only one sparse
linear system, which, however, tends to be very ill-conditioned due to the transformation. Algebraic
multigrid preconditioners were successfully applied to address this issue [7].
On the other hand, the well-known hybrid FEM-BEM coupling by the ansatz of Fredkin and Koehler
[23] aims to solve (1) by the splitting φ = φ1 + φ2, where φ1 is determined by a Poisson equation with
Neumann boundary conditions and φ2 by a Laplace equation where the Dirichlet data are computed by
the values of φ1 through a boundary integral representation of the potential φ2. Hereby, the calculation
of the boundary values of φ2 leads to a dense matrix-vector product which scales O(N2b ) for Nb boundary
nodes. Compression techniques were introduced to reduce this complexity and storage requirements
[24].
In this work we present a first order polynomial (P1) finite element method that solves (1) by the ansatz
of García-Cervera and Roma [25], where we develop a fast evaluation technique for the single layer po-
tential. Approximation of a smoothed version of the Newtonian kernel N(x) = 1/|x| by a Fourier series
will lead us to a computational scheme which is similar to the convolution theorem used e.g. in integral
methods mentioned above. Based on FFT for non-equispaced data (non-uniform FFT, NFFT) [26–28]
and linearly scaling near-field correction, we are able to efficiently compute the single layer potential.
We then combine this solution with the finite element solution of a Dirichlet problem, yielding, in total,
a complexity of O(M + N) for N nodes and M surface triangles.
In the following section we discuss the ansatz of García-Cervera and Roma, which will be the basis for
our method.
2 The ansatz of García-Cervera and Roma
In the following we will describe a quasi-linearly scaling method for the ansatz of García-Cervera and
Roma [25]. We split the potential into φ = φ1 + φ2 and get for φ1 = (φint1 , φ
ext
1 ) ∈ H1(Ω) × H1loc(Ω
c
)
−∆φint1 = −∇ · m in Ω, (3)
φint1 = 0 on ∂Ω,
and set φext1 = 0 in Ω
c
. Hence, we have
[
∂φ1
∂n
]
= −∂φint1∂n .
The second part φ2 = (φint2 , φ
ext
2 ) ∈ H1(Ω) × H1loc(Ω
c
) consequently fulfills
−∆φint2 = 0 in Ω,
−∆φext2 = 0 in Ω
c
,[
φ2
]
= 0 on ∂Ω, (4)[
∂φ2
∂n
]
= −m · n+ ∂φ
int
1
∂n
on ∂Ω,
φext2 (x) = O( 1‖x‖ ) as ‖x‖ → ∞,
with solution given by the single layer potential
φ2(x) =
∫
∂Ω
g(y)N(x − y) dσ(y), (5)
3
with the Newtonian potential N(x) = 14pi‖x‖ and g(y) = m · n−
∂φint1
∂n .
The advantage of this ansatz is twofold. Eqn. (3) is a Poisson equation with Dirichlet data and, therefore,
its Galerkin system after FE discretization is symmetric, positive definite and sparse, and only has to be
solved for free nodes, i.e. non-boundary nodes, see Sec.2.1.
As pointed out in [25], the single layer potential in eqn. (5) is continuous towards the boundary and less
singular than the double layer potential which arises in the ansatz of Fredkin-Koehler and hence can be
handled numerically more easily, also see Sec. 3.4.
The potential (5) might be evaluated at boundary nodes, which provides the Dirichlet data for the Laplace
equation in (4). Hence, an approximation of the solution φint2 to (4) can be determined by evaluation of
the single layer potential at boundary nodes and subsequently solving a Dirichlet problem −∆φint2 = 0.
In this connection, direct evaluation of the single layer potential at boundary nodes scales quadratically
in the number of boundary nodes.
Our intention, however, is to evaluate (5) on all nodes of a tetrahedral finite element (FE) mesh within a
P1 finite element method by a non-uniform Fourier approach, which yields the complexity O(M + N),
i.e. linear in the number of boundary elements and nodes of the mesh, respectively.
Without any restrictions, our fast evaluation scheme could also be applied for the above mentioned
calculation of the Dirichlet data for (4), followed by solving the arising Dirichlet Galerkin system to
obtain an approximation of φ2 at the free nodes.
We further stress, that our approach can also be adapted for the ansatz of Fredkin and Koehler, which,
however, will not be further discussed in this work.
2.1 FEM for the Dirichlet problem
For the sake of completeness, we briefly describe here the FEM for Dirichlet problems like (3).
The variational formulation of (3) reads:
Find the potential φ1 in the Sobolev space with zero-boundary conditions, i.e. φ1 ∈ H10(Ω), such that∫
Ω
∇φ1 · ∇v =
∫
Ω
m · ∇v for all v ∈ H10(Ω). (6)
We discretize (6) on a tetrahedral mesh T with elements T j, j = 1 . . . M and nodes xi, i = 1 . . .N and
use affine basis functions ϕ(T j)i , i = 1 . . . 4 in each tetrahedron. The usual assembly process by local
stiffness matrices and load vectors leads to a linear system of size N × N, i.e. Sx = b. The stiffness
matrix S then has the entries akm =
∑M
j=1
∫
T j
∇ηm · ∇ηk, where ηk, k = 1 . . .N is the nodal basis (hat
functions) of the space of T -piecewise affine, globally continuous functions (a N-dimensional subspace
of the Sobolev space H1(Ω)). Similar, the load vector has the entries bk =
∑M
j=1
∫
T j
m · ∇ηk, where m
itself is assumed to be a T -piecewise affine nodal interpolation.
Note that due to the known values of the solution at the boundary nodes, in our case of φ1 already
equal zero, every Dirichlet system can always be rewritten to a system with homogeneous boundary
conditions. The nodal basis functions corresponding to free nodes (non-boundary nodes) form a basis
of the space of T -piecewise affine, globally continuous functions that are zero at the boundary [a finite
dimensional subspace of the Sobolev space H10(Ω)]. Hence, we only have to solve a subsystem, i.e.
S( f n, f n)x( f n) = b( f n) − (Sxbn)( f n) =: b˜( f n), (7)
where fn and bn denote the N f and Nb indices of free nodes and boundary nodes, respectively. The
vector xbn is understood as the vector of Dirichlet data (in the case here discussed equal to zero, thus
b˜( f n) = b( f n) ) extended to length N by zero-padding for indices of free nodes.
For an easily readable Matlab implementation in the 2-dimensional case we refer to [30].
The resulting system is reduced to the size N f × N f and is symmetric, positive definite and sparse. The
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solution gives the weights of the nodal basis functions at free nodes. In our numerical tests we solve it by
using an ILU-preconditioned conjugate gradient (CG) method, but algebraic multigrid preconditioned
CG or (onetime) LU decomposition with backward substitution and exploiting the sparsity, could be
used, which makes the complexity for (3) linear in N f .
2.2 The single layer potential
While φ1 is determined in linear time by an ordinary FEM for Dirichlet problems, the direct evaluation
of the single-layer potential, i.e.
φ2(x) =
∫
∂Ω
g(y)N(x − y) dσ(y), (8)
at boundary nodes or all nodes of a FE mesh would cost O(N2b ) or O(NbN) respectively, where Nb is the
number of nodes on the boundary and N the total number of nodes in the discretized domain Ω.
In the following we will introduce an efficient evaluation technique of (5) based on Fourier approxima-
tion of the Newton kernel on an auxiliary tensor grid.
Before we go into detail, we briefly state the main idea.
Note that in our P1 FE ansatz the first term of the function g = m · n − ∂φint1∂n is piecewise affine, where
the second one is constant for each surface triangle. For m · n we take the L2-orthogonal projection
onto the space of element-wise constant functions by taking the integral mean over surface triangles, i.e.
1/|S j|
∫
S j
m · n. Thus eqn. (8) in its discretized form reads
φ2(xi) ≈
M∑
j=1
g j
∫
S j
N(xi − y) dσ(y), i = 1 . . .N, (9)
where the S j denote the M surface triangles.
Following the idea in [21], we split the kernel N(x) := N(‖x‖) = 1/x, x := ‖x‖ in a singular and smooth
part respectively, i.e.
N(x) =
(
N(x) − Ns(x)︸          ︷︷          ︸
=: NNF
)
+ Ns(x), (10)
where Ns(.) is some approximation of N(.) on an interval [, β], β >  > 0 (see Sec. 3.3), which is
defined on the whole real axis and entirely smooth. NNF(.), on the other hand, is a ’near field’ correc-
tion. We denote the corresponding multivariate functions by Ns(.) := Ns(‖.‖) and NNF(.) := NNF(‖.‖),
respectively.
Our approximation scheme (9) gets the form
φ2(xi) ≈
M∑
j=1
g j
∫
S j
NNF(xi − y) dσ(y) +
M∑
j=1
g j
∫
S j
Ns(xi − y) dσ(y) =: φNF2 (xi) + φs2(xi). (11)
The near field part φNF2 only has to be computed for elements that have less or equal distance than  to
the target point xi, i.e. NNF has small support. For the (weakly) singular cases, i.e. xi ∈ S j, we will use
a simple integral transformation, see Sec. 3.4.
The fast computation of the part φs2 is achieved by approximation of the smooth kernel Ns by a Fourier
series:
For the sake of simpler notation, we assume a scaled domain, i.e. Ω ⊂ (−1/4, 1/4)3, such that the
arguments of N lie in T := {x ∈ R3 | −1/2 ≤c x <c 1/2}.
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We approximate the smooth kernel Ns by its Fourier series on T, where ≤c means component-wise ≤,
i.e.
Ns(x) ≈ FNs :=
∑
l∈In
cl(Ns) e2piix·l, (12)
where In := {l ∈ Z3 | −n/2 ≤c l ≤c n/2 − 1} and the Fourier coefficients
cl(Ns) =
∫
T
Ns(x) e−2piix·l dx. (13)
Inserting (12) into φs2 in (11) and exchanging summation order yields
φs2(xi) =
∑
l∈In
cl(Ns)
( M∑
j=1
g j
∫
S j
e−2piiy·l dσ(y)︸                         ︷︷                         ︸
=:bl
)
e2piixi·l =
∑
l∈In
dl︸︷︷︸
:=cl(Ns) bl
e2piixi·l. (14)
The latter sum is a non-uniform discrete Fourier transform (NDFT), which can be computed ef-
ficiently using FFT in O(|In| log |In| + N) operations by so-called non-uniform fast Fourier transform
(NFFT), [18].
The efficient computation of the tensor B = (bl)l∈In will be discussed in the next section.
Overall, the approximation scheme for φs2 has a similar form as the well known convolution theorem
for equispaced data, i.e.
φs2 = NFFT
((
cl(Ns))l∈In  B), (15)
where  denotes element-wise multiplication andB is some generalization of an adjoint non-uniform
discrete Fourier transform [28] to an ’integrated Fourier basis’, i.e.
∫
S j
e−2piiy·l dσ(y).
We started from the splittingN = NNF +Ns, where, due to the Fourier series approximation ofNs,
i.e. FNs, the splitting of N reads now
N = (N −Ns) + FNs + (Ns − FNs). (16)
We only take the approximationN ≈ (N −Ns) +FNs = NNF +FNs, introducing the errorNs −FNs,
which, however, can be controlled by the size of the tensor grid, i.e. n = (n1, n2, n3), and the near field
, cf. definition of NNF in (10). Nevertheless, analysis of the error in connection with our choice for
approximating N by a smooth function Ns in the far field region, see Sec. 3.3, will be given elsewhere.
3 Non-uniform FFT for the single layer potential
For the computation of the tensor B with entries bl = ∑Mj=1 g j ∫S j e−2piiy·l dσ(y) we go similar lines as
for the efficient computation of the adjoint non-uniform discrete Fourier transform (NDFTT ) [28].
The essential step is a gridding procedure of the data (g j) j=1...M and FFT of the resulting tensor con-
taining the ’smeared’ source strengths. Hereby, gridding is done by convoluting the data with localized
functions, whereas this is undone in Fourier space. The result is a generalization of the discrete Fourier
transform to non-equispaced data [29].
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First we introduce a well-localized univariate window function υ, e.g. a Gaussian function or Kaiser-
Bessel function, see Sec. 3.2 for more details, with a uniformly convergent Fourier series of its 1−periodic
extension, i.e.
υ˜(x) :=
∑
r∈Z
υ(x + r). (17)
For 3 dimensions we simply take the tensor product of the univariate functions to obtain a multivariate
window function, i.e.
Υ˜(x) :=
3∏
q=1
υ˜(x(q)). (18)
For ease of computation, we further introduce the truncated version of Υ˜ with some cut-off parameter
m  minq=1...3 nq, m ∈ N, n = (n1, n2, n3), i.e.
Ψ˜(x) :=
3∏
q=1
υ˜(x(q)) χ[− mnq , mnq ](x
(q)), (19)
where χ is the indicator function 2.
We then compute an auxiliary tensorA = (ar)r∈Iα n, where α > 1 is an over-sampling factor, i.e.
ar :=
M∑
j=1
g j
∫
S j
Ψ˜(r  (α n)−1 − y) dσ(y), (20)
where  denotes element-wise multiplication and (α n)−1 is meant component-wise and corresponds to
the mesh size of the auxiliary tensor grid, see Fig. 1.
Formula (20) can be seen as gridding of the source strengths g j on an auxiliary tensor grid of size |Iα n|.
The desired tensor B = (bl)l∈In in (14) can be computed by the Fourier transform ofA. More precisely,
we define a function f according to the definition ofA by
f (x) :=
M∑
j=1
g j
∫
S j
Υ˜(x − y) dσ(y). (21)
By expressing the Fourier coefficients of f in two different ways, we will end up with a simple formula
for computing the tensor B.
First we approximate the Fourier coefficients of f (cf. (21)) by the trapezoidal rule for l ∈ In and Υ˜ by
the truncated version Ψ˜ in (19), i.e.
cl( f ) =
∫
T
f (x) e−2piix·l dx ≈ 1|Iα n|
∑
r∈Iα n
( M∑
j=1
g j
∫
S j
Ψ˜(r  (α n)−1 − y) dσ(y)︸                                          ︷︷                                          ︸
=ar
)
e−2pii(r(α n)
−1)·l, (22)
which can be computed by a multivariate FFT of the tensorA.
On the other hand, we also obtain an approximation of cl( f ) by inserting the truncated Fourier series
of Υ˜, i.e.
Υ˜(x) ≈
∑
l∈In
cl(Υ˜) e2piix·l, (23)
2χ[a,b](x) = 1 for x in [a, b] and 0 else.
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into the expression for the function f , i.e.
f (x) ≈
∑
l∈In
( M∑
j=1
g j cl(Υ˜)
∫
S j
e−2piiy·l dσ(y)︸                                 ︷︷                                 ︸
=cl( f )
)
e2piix·l (24)
=
∑
l∈In
(
cl(Υ˜)
M∑
j=1
g j
∫
S j
e−2piiy·l dσ(y)︸                         ︷︷                         ︸
=bl
)
e2piix·l. (25)
Thus, we have the relation (l ∈ In)
bl = cl( f )/cl(Υ˜). (26)
Overall the computation of B consists of computing the coefficients cl( f ) in (22) by a multivariate FFT
of the gridding tensorA, followed by element-wise division by the precomputed coefficients cl(Υ˜).
We therefore conclude that these two steps together scale O(|Iαn| log(|Iαn|) + |In|). As will be shown in
the next section, the computation of the gridding tensorA can be done linearly in the number of surface
elements, i.e. O(M). Hence, in total, computing B scales O(M + |Iαn| log(|Iαn|)).
We stress that, alternatively to the above procedure for computing the tensor B, we also could have
directly transformed the expression into a discrete sum by using quadrature, i.e
bl =
M∑
j=1
g j
∫
S j
e−2piiy·l dσ(y) ≈
M∑
j=1
Q j∑
s=1
ω j,sg j e−2piiy j,s·l ≡
Q∑
k=1
ω˜k e−2piiyk ·l, (27)
where k is a long index, e.g. k = j + (s − 1)M. Eqn. (27) could then be computed by a standard adjoint
NFFT [18] inO(Q+|Iαn| log(|Iαn|)), Q := ∑Mj=1 Q j operations, also compare with [19]. Since the number
of quadrature points Q might be very large, this approach is rather impractical. For that reason, we use
eqn. (26) for the computation of the coefficients bl, where we can precompute the integrals in a setup
phase of a micromagnetic simulation, compare with Alg. 1.
However, at least it gives us a direct analogy to the standard adjoint NFFT. In particular, the choice of
window functions can be justified, since basically the same error estimates with respect to the cut-off
parameter m and over-sampling factor α hold for our method, see Sec. 3.2.
3.1 Computation of the gridding tensor
We take a closer look at the computation of the tensorA (compare with (20)), i.e.
ar =
M∑
j=1
g j
∫
S j
Ψ˜(r  (α n)−1 − y) dσ(y). (28)
The aim is to compute (28) through sparse summation by exploiting the locality of the function Ψ˜.
We further assume the domain scaled into the hypercube (−1/4, 1/4)3, hence we also have Ω ⊂ T.
A triangle of the surface mesh is given as S j ≡ {y0, j, . . . , y2, j, yk, j , yl, j, for k , l} where
y ∈ S j ⇔ ∃ ξ1, ξ2 ∈ ∆0 : y = y0, j + ξ1(y1, j − y0, j) + ξ2(y2, j − y0, j), (29)
where ∆0 denotes the unit triangle in 2d.
In order to achieve linear complexity in M we define a subset of Iαn for each surface element S j that
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ensures that r  (α n)−1 − y in (28) lies in the hypercube 3q=1[−mn−1q ,mn−1q ], i.e.
Iα n,m(S j) := {l ∈ Iα n | −mn−1 ≤c (α n)−1  l − y ≤c mn−1, y ∈ S j} (30)
= {l ∈ Iα n | y  α n− m1 ≤c l ≤c y  α n+ m1, y ∈ S j}. (31)
We denote the q−th component of (30) by I(q)α n,m(S j), where we take the q−th components of the
vector expressions in the definition.
For the sake of computation we rewrite
I(q)αn,m(S j) = {lq ∈ I(q)α n | α nq miny∈S j y
(q) − m ≤ lq ≤ α nq max
y∈S j
y(q) + m}. (32)
From (29) it is easily seen that for the expressions y(q), jmin := miny∈S j y
(q) and y(q), jmax := maxy∈S j y(q) in (32)
simply holds
y(q), jmin = mink=0,1,2
y(q), jk (33)
y(q), jmax = max
k=0,1,2
y(q), jk . (34)
Due to our assumption Ω ⊂ T, we have |I(q)α n,m(S j)| ≤ 2m + 1 + α nq max j=1...M |y(q), jmax − y(q), jmin | =: m˜q and
|Iα n,m(S j)| ≤∏3q=1 m˜q =: µ. Fig. 1 shows the index set I(q)αn,m(S j).
The tensorA in (28) is now computed by only using the index sets Iαn,m(S j) in O(µM) operations:
Figure 1: The q-th component of the index set Iαn,m(S j) (filled dots). q denotes the space direction, S j is
one surface triangle, n = (n1, n2, n3) the size of the tensor grid, α the over-sampling factor, m the cut-off
parameter. y(q), jmin/max is the left and right most corner of the triangle, respectively. 1/(αnq) is the mesh
size of the grid in the q-th direction.
• InitializeA with zeros
• For j = 1 . . . M calculate the vector
(
g j
∫
S j
Ψ˜(l  n−1 − y) dσ(y)
)
l∈Iα n,m(S j) of length at most µ and
add the corresponding components toA.
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# surface elements m full (mb) compressed (mb)
1.3e3 5 48 14
2.6e3 5 77 20
1.3e3 6 73 15
2.6e3 6 120 21
Table 1: Compression of A from surface mesh of a sphere by the Tensor Train format with accuracy
1e-8 measured in the relative Frobenius norm. nq ≡ 72, α = 2.
Here, the integrals are precomputed, since they only depend on the given mesh. We may store the sparse
matrix
A :=
( ∫
S j
Ψ˜(l  n−1 − y) dσ(y)
)
j=1...M, l∈Iα n,m(S j). (35)
Nevertheless, since the integrals of (35) are smooth functions in the parameter l, we can think of tensor
compression for the rows, i.e. A( j, :) ∈⊗3q=1 RI(q)α n,m(S j), reducing the storage to µ′M for µ′ < µ depend-
ing on the tensor format and the accuracy. Tab. 1 shows examples for compression rates using tensor
train (TT) approximation [31].
3.2 Window functions
In [32, 33] it was shown that, in the case of Gaussian, Sinc, cardinal B-splines or Kaiser-Bessel window
functions, the error for (adjoint) NFFT decays exponentially in the cut-off parameter m.
Hereby, Kaiser-Bessel functions have the fastest decaying error bound. For n ∈ 2N we define the
univariate Kaiser-Bessel function
υ(x) :=

sinh(b
√
m2−(αn)2 x2)
pi
√
m2−(αn)2 x2 , |x| ≤
m
αn
b
pi , |x| = mαn
sin(b
√
(αn)2 x2−m2)
pi
√
(αn)2 x2−m2 , else,
(36)
where b := pi(2 − 1/α). The Fourier coefficients are given by
c(υ)(k) =

1
αn I0(m
√
b2 − ( 2pikαn )2), |k| ≤ αn(1 − 12α )
0, else,
(37)
where I0 is the modified zero order Bessel-function of the first kind.
For the univariate setting a bound for the relative error produced by NFFT with Kaiser-Bessel functions
is [33]
C(α,m) = 4pi(
√
m + m)(1 − 1/α)1/4 exp(−2pim √1 − 1/α), (38)
which already indicates small errors for m about 4 and α = 2, see Fig. 2.
Note that this error bound is independent of n and M. The error decays exponentially with increasing
m, but not with increasing α. Therefore, we fix α = 2 throughout the paper and control the error by
choosing the cut-off m appropriately.
Since our method for computing B is mathematically equivalent to a NFFT if just accurate enough
quadrature is used [compare with (27)], we compare with the theoretical error bound (38) for standard
NFFT. In this context, also note that the computation of B is stable regarding round off errors [33].
Fig.2 shows the cut-off parameter m versus the relative error in the maximum-norm, i.e. maxl |B −
Bexact|/maxl |Bexact|, for a triangular mesh of the surface of a sphere, randomly chosen values g j ∈
[−1, 1] and α = 2.
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Figure 2: Relative error for the computation of B using Kaiser-Bessel functions, as defined in (36), on
a triangular mesh (M ∼ 3e2) of the surface of a sphere and randomly chosen values g j ∈ [−1, 1], α = 2
and nq ≡ 32, q = 1 . . . 3.
3.3 Kernel approximation
We now turn to the approximation of the Newtonian kernel N in a region [, β], β >  > 0, where we
set β = 1/2 due to our scaling convention Ω ⊂ (−1/4, 1/4)3.
As described in [34] the kernel N(x) = 1/|x| can be approximated by exponential sums in an interval
[1,R], i.e.
N(x) ≈ Ns(x) :=
S∑
k=1
ωke−γk x
2 ≡
S∑
k=1
ωk N
(k)
s (x), (39)
where the weights ωk and nodes γk were computed for several configurations of the parameters R, S
and uniform absolute error bound err. A simple transformation of the weights and nodes yields a
corresponding approximation on the desired interval [, 1/2], i.e.
ωtrans =ω/hmin (40)
γtrans = γ/h2min (41)
errtrans = err/hmin, (42)
where hmin := 1/(2
√
R).
For our numerical tests we choose the computed values for 1/
√
x with S = 21 and R = 7e4 from [35]
, yielding a uniform error of 5.79e − 06 in [1.89e − 03, 5.00e − 01]. Depending on the actual near field
 we truncate the expansion (39), taking only S ′ ≤ S terms, in order to have an accurate approximation
only in the sub-interval [, 1/2]. Fig. 3 shows the smooth approximation Ns(.) for different number of
terms in the expansion (39).
Note that Ns and hence its Fourier transform are both sums of separable functions, i.e.
Ns(x) =
S ′∑
k=1
ωk N
(k)
s (x1) N
(k)
s (x2) N
(k)
s (x3) (43)
FNs(r) =
S ′∑
k=1
ωk F N(k)s (r1)F N(k)s (r2)F N(k)s (r3). (44)
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Figure 3: Approximation of N(x) = 1/|x| by exponential sums.
This fact allows us to store only S ′
∑3
q=1 nq complex numbers, instead of
∏3
q=1 nq for all Fourier coef-
ficients of the multivariate function Ns. However, additional O(S ′) operations have to be performed on
runtime to calculate one coefficient from its factorized representation.
3.4 Near field correction
The near field correction is determined by (cf. (11))
φNF2 (xi) ≈
M∑
j=1
g j
∫
S j
NNF(xi − y) dσ(y). (45)
Since NNF has small support, (45) only has to be computed for surface elements that have less or equal
distance than  to the target point xi, i.e. for summation we only use the index sets
INF (xi) := { j ∈ {1, . . . ,M} | d(xi, S j) ≤ }. (46)
It is easily seen that
N⋃
i=1
INF (xi) × i =
M⋃
j=1
j × INF (S j), (47)
where
INF (S j) := {i ∈ {1, . . . ,N} | d(xi, S j) ≤ }. (48)
Using this relation we can sum up (45) in a similar way like the gridding tensor in O(M) operations, cf.
Sec.3.1, i.e.
• Initialize φNF2 with zeros
• For j = 1 . . . M calculate the vector
(
g j
∫
S j
NNF(xi − y) dσ(y)
)
i∈INF (S j)
and add the corresponding
components to φNF2 .
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The integrals are again precomputed and stored in a sparse matrix. For reasonably uniform distribution
of nodes nearby the boundary, we may assume that ν := max |INF (S j)| is much smaller than N. The
complexity of the calculation of φNF2 is therefore at most O(νM).
For the (weakly) singular cases in (45), i.e. xi ∈ S j, we use the following substitutions. Assume S j has
the vertices x1, x2 and x3 and we want to evaluate at x2. We parameterize S j by
p : ∆0 → R3, (s, t) 7→ x2 + s(x1 − x2) + t(x3 − x1), (49)
where ∆0 is the unit triangle in the plane. After the substitution s → s and t → st with Jacobian
determinant |J| = s the integration domain gets the unit square in the plane and the integral gets non-
singular. We then treat it by tensor product Gaussian quadrature.
For more information we refer to [36].
4 Numerics
The tests were taken on a Linux Workstation with a hexa-core AMD Phenom II X6 1090T processor
and 16 GB RAM. We used Matlab 7.13.0 and the C library NFFT 3 [18].
Alg. 1 shows a pseudo-code of the described method for solving problem (1) by the ansatz (3) and (4)
using our proposed fast evaluation scheme for the single layer potential. Whereby, we divide the total
algorithm into a setup and a computation phase. In any micromagnetic solver the computation phase is
part of the effective field evaluation, which has to be done at every step of the iterative solution procedure.
The setup phase only depends on the geometry of the problem and thus has to be done only once for a
given problem. In the following, we show that the computational effort for the computation phase scales
linearly with the problem size. In Alg. 1 for computing the magnetic scalar potential the first step of
the computation phase is the solution of a Dirichlet problem for φ1. Since the problem is sparse and the
LU decomposition is done in a setup phase the complexity is linear. The numerical experiments in this
section also show linear complexity for the computation of φ2.
We first tested our method for computing the single layer potential for a cube. Fig. 4 shows the cpu-
times in seconds of the different parts of our algorithm for randomly chosen values g j ∈ [−1, 1]. The
parts gridding and fft correspond to the computation of the tensor B, compare with (26), where times
for the element-wise division with the precomputed Fourier coefficients of the window function were
included in the times for the FFT. We do not give the times for the element-wise multiplication of the
Fourier coefficients of Ns and B, since they are negligible. For the NFFT we used the C library NFFT
3. We set m = 5 and α = 2, both, in our gridding method as well as in the NFFT and used nq ≡ 48 for
this tests. Further we have chosen  such that ν in the complexity of the near field correction was below
3e2.3 One can observe linear complexity of all parts except the fft that is constant for constant nq. Note
that the NFFT is linear in the number of nodes of the mesh.
Next we compare our method for the case of uniform magnetization, i.e. m = (0, 0, 1)T , Ms = 1, in a
sphere with radius R and center at zero, where the exact solution is given as [x = (x(1), x(2), x(3))]
φint(x) =
x(3)
3
, (50)
φext(x) = R3
x(3)
3 ‖x‖3 , (51)
which can easily be verified by inserting into (1). We took the same parameters as in the first experiment.
Fig. 5 shows number of nodes versus the maximum of the point-wise absolute error at the nodes of the
mesh, i.e. l∞-error, of the computed solution in Ω compared to the analytical value. One observes linear
error decay.
We remark that φint1 ≡ 0 [compare with (3)], since ∇ · m ≡ 0 in Ω. Hence, this example only tests the
3This results in  ranging from 0.2 to 0.08, where the cube is scaled into [−0.2, 0.2]3.
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Algorithm 1 Scalar potential
Require: m ∈ (H1(Ω))3, mesh T of Ω ⊂ (−1/4, 1/4)3 ⊂ T, n ∈ 2N3,  > 0, m ∈ N, α ∈ N, α ≥ 2
Ensure: φint ∈ H1(Ω)
Setup
• Compute the LU decomposition of the stiffness matrix and the linear operator for the RHS, cf. Sec. 2.1
• Compute the matrix A from (35), cf. Sec. 3.1
• Compute the Fourier coefficients of the window functions from (37), cf. Sec. 3.2
• Compute the Fourier coefficients of the Kernel approximation, i.e. (cl(Ns))l∈In, cf. Sec. 3.3
• Compute the integrals of the near field correction, cf. Sec. 3.4
Actual computation
• Solve the linear system (7) for φint1
• Compute φs2:
– Compute the tensorA in (28)
– Compute the multivariate FFT of the tensorA, cf. (22)
– Compute the tensor B by formula (26)
– ComputeD := (cl(Ns))l∈In  B
– Compute the NFFT ofD to obtain φs2, cf. (15)
• Compute φNF2 as described in Sec. 3.4
φint2 ← φs2 + φNF2
φint ← φint1 + φint2
# surface elements
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Figure 4: Cpu-times (sec) versus number of surface elements for the calculation of the single-layer
potential in a cube. nq ≡ 48, α = 2 and m = 5.
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Figure 5: Maximum of the absolute error for uniform magnetization in a sphere with radius 0.2 and
center at zero.
# elements # nodes ‖.‖L2(Ω) |.|H1(Ω) ‖.‖H1(Ω)
3058 678 1.0e-3 9.9e-3 1.0e-2
7188 1490 8.9e-4 7.7e-3 7.7e-3
14169 2232 7.2e-4 3.0e-3 3.1e-3
Table 2: Errors for magnetization m(x) = x/ ‖x‖ in a sphere with radius 0.2 and center at zero measured
in the L2(Ω)-norm, H1(Ω)-semi-norm and H1(Ω)-norm.
computation of φ2, cf. (4).
In order to include the computation of φ1 in our tests, we take the example m(x) = x/ ‖x‖ in a sphere
with radius R and center at zero with exact solution
φint(x) = ‖x‖ − R, (52)
φext(x) = 0. (53)
Since φ is zero at the boundary, we have φint = φint1 in (3) and [
∂φ2
∂n ] = 0, hence φ2 = 0 in (4). Neverthe-
less, in our numerical test we also include the computation of φ2 through (5). Tab.2 shows the errors in
the L2(Ω)-norm, H1(Ω)-semi-norm and H1(Ω)-norm, i.e.∥∥∥φ − φappr∥∥∥L2(Ω) = ( ∫
Ω
(φ − φappr)2(x) dx
)1/2
, (54)
|φ − φappr|H1(Ω) =
( 3∑
q=1
∥∥∥∂q(φ − φappr)∥∥∥2L2(Ω) )1/2, (55)∥∥∥φ − φappr∥∥∥H1(Ω) = ( ∥∥∥φ − φappr∥∥∥2L2(Ω) + |φ − φappr|2H1(Ω))1/2, (56)
respectively, which we calculated by taking the nodal interpolations of the exact and computed solutions.
We took n = 72, α = 2 and cut-off parameters m = 5. Note that the H1(Ω)-semi-norm and thus the
H1(Ω)-norm take the errors of the stray field hs = −∇φ into account.
Tab. 3 shows the errors of the stray field energy and corresponding timings for uniform magnetization in
a 1× 1× 0.1 thin film (scaled into the (−0.2, 0.2)3-box) with respect to several different parameters. The
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N M n f Nn f S ′ n energy error [%] t f f [sec] tn f [sec]
1323 1920 0.15 1323 6 48 3.978e-02 1.17 1.0e-01 1.9e-03
" " 0.02 1034 8 " 3.825e-02 4.97 9.9e-02 9.0e-04
" " " " " 72 " " 2.7e-01 8.0e-04
" " " " 9 " 3.928e-02 2.41 2.6e-01 8.2e-04
" " " " 10 " 3.996e-02 1.47 3.2e-01 8.1e-04
" " 0.05 " " " 3.977e-02 1.19 3.2e-01 8.1e-04
" " 0.01 962 " " 3.946e-02 1.96 2.9e-01 7.3e-04
8405 7680 0.05 8405 " " 4.010e-02 0.37 3.3e-01 6.7e-02
Table 3: Errors of the stray field energy and timings for uniform magnetization in a 1 × 1 × 0.1 thin film
(scaled into the (−0.2, 0.2)3-box) with respect to different parameters: N number of nodes, M number of
surface elements, n f near field radius, Nn f number of nodes in the near field zone, S ′ number of terms
in the approximation of the kernel function by exponential sums, n tensor grid size in one direction. The
other quantities are: the stray field energy, the error of the stray field energy in %, tn f time for near field
part, t f f time for smooth part.
N M n f Nn f S ′ n energy error [%] t f f [sec] tn f [sec]
1331 1200 0.15 1304 6 48 1.595e-01 4.38 1.4e-01 2.9e-03
" " 0.10 1206 " " " " 1.5e-01 5.8e-03
" " " " " 72 " " 2.9e-01 2.4e-03
" " 0.08 988 8 " " " 3.2e-01 9.0e-04
2744 2028 0.10 2528 6 48 1.588e-01 3.93 1.6e-01 3.8e-03
" " 0.05 1744 8 72 1.589e-01 3.99 3.8e-01 1.2e-03
9261 4800 0.10 7930 " " 1.570e-01 2.75 5.2e-01 3.0e-02
Table 4: Errors of the stray field energy and timings for flower-like magnetization in the unit cube (scaled
into the (−0.2, 0.2)3-box) with respect to different parameters: N number of nodes, M number of surface
elements, n f near field radius, Nn f number of nodes in the near field zone, S ′ number of terms in the
approximation of the kernel function by exponential sums, n tensor grid size in one direction. The other
quantities are: the stray field energy, the error of the stray field energy in %, tn f time for near field part,
t f f time for smooth part.
stray field energy is calculated by using so-called mass lumping for the computation of the stray field
as described in (e.g.) [20, Sec. 2.2.3]. The approximation is compared to the ’exact’ reference value
4.025e-02, which is taken from [7]. In both non-uniform FFT directions the cut-off m = 4 was used.
Tab. 4 shows the errors of the stray field energy and corresponding timings for flower-like magnetization
in the unit cube (scaled into the (−0.2, 0.2)3-box) with respect to several different parameters. The
approximation is compared to the ’exact’ reference value 1.528e-01, which is taken from [7]. In both
non-uniform FFT directions the cut-off m = 5 was used.
5 Errors, Complexity and Storage
Remember that the approximation for the single layer potential is split into a near field correction and a
smooth part, i.e.
φ2(xi) ≈
M∑
j=1
g j
∫
S j
NNF(xi − y) dσ(y) +
M∑
j=1
g j
∫
S j
Ns(xi − y) dσ(y) =: φNF2 (xi) + φs2(xi). (57)
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The scheme for the smooth part written in a compact form reads
φs2 ≈ NFFT
((
cl(Ns))l∈In  (FFT(A)/cl(Υ˜))l∈In). (58)
As pointed out in section 3 and also numerically tested in section 3.2, the error that arises from approxi-
mating the tensor B with entries bl = ∑Mj=1 g j ∫S j e−2piiy·l dσ(y), i.e.
B ≈ (FFT(A)/cl(Υ˜))l∈In, (59)
behaves like that for the standard NFFT. The error bound in section 3.2 shows that this error decays
exponentially with increasing cut-off parameter m and is independent of the tensor grid size |In|.
In order to be able to analyze the error dependence on n of the whole scheme (57) one has to look at the
kernel splitting in more detail, i.e.
N = (N −Ns) + FNs + (Ns − FNs). (60)
In the scheme (57) with (58) for the smooth part, the contribution of Ns − FNs is neglected. Thus,
the error occurring from the approximation of the smooth kernel approximation Ns by its Fourier series
approximation FNs has to be analyzed. Moreover, in order to get linear complexity in the near field
correction, (N − Ns)(x) = 0 is assumed for ‖x‖ > . Due to the approximation by exponential sums,
compare with section 3.3, this yields a (uniform) error in the interval [, β], which is denoted as ENF in
the following estimate. Overall, for the essential error arising in the summation in (57) holds
|φNF2 (xi) + φs2(xi) −
(
φ˜NF2 (xi) + φ˜
s
2(xi)
)| ≤ |∂Ω| ‖g‖1 (ENF + max
‖x‖<12
|Ns(x) − FNs(x)|
)
, (61)
where φ˜NF2 (xi) + φ˜
s
2(xi) denotes the computed values and ‖g‖1 :=
∑M
j=1 |g j|.
Due to the tensor product structure of the Fourier coefficients ofNs (compare with section 3.3), also the
Fourier series approximation has this structure, i.e.
FNs(x) =
S ′∑
k=1
ωk F N(k)s (x1)F N(k)s (x2)F N(k)s (x3). (62)
It follows
max
‖x‖< 12
|Ns(x) − FNs(x)| =
S ′∑
k=1
|ωk| max
‖x‖< 12
|N(k)s (x1) N(k)s (x2) N(k)s (x3) − F N(k)s (x1)F N(k)s (x2)F N(k)s (x3)|
≤
S ′∑
k=1
Ck |ωk|
3∑
q=1
max
‖x‖<12
|N(k)s (xq) − F N(k)s (xq)|,
(63)
where an telescoping sum like abc− a˜˜b˜c = (a− a˜)bc + (b− b˜)˜ac + (c− c˜)˜a˜b was used and Ck is an upper
bound for the products bc, a˜c and a˜˜b.
Adapting the proof of Th. 3.4 in [37] for the univariate case, the error max
xq<
1
2
|N(k)s (xq)−F N(k)s (xq)| for
N(k)s (xq) = e−γk x
2
q can be estimated by
max
xq<
1
2
|N(k)s (xq) − F N(k)s (xq)| ≤ A(γk, ηqk) + B(γk, ηqk), (64)
where ηqk :=
pinq
2
√
γk
and A(γk, η
q
k) ∼ e−(η
q
k )
2
and B(γk, η
q
k) ∼ e−γk/4/ηqk .
The consequences of (64) are twofold. First, for small γk the term B(γk, η
q
k) only gets small for large
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nq, whereas for large γk this term is negligible. In the first case (small γk) one can use boundary regu-
larization or further scaling the domain Ω into, e.g., (−0.2, 0.2)3. This reduces the error N(k)s − F N(k)s in
general, [37].
On the other hand (64) suggests to choose nq in the order of
√
γk, i.e. nq ∼ √γk, such that η(q)k ≥ 1 and
thus A(γk, η
q
k) is small.
In order to get the relation between the tensor gird size |In| and ,4 linear fitting of the quantities log 
and log γS ′ , both, as functions of S ′, is used. This gives, for several precomputed lists from [35], the
relation
|In| = O(1/δ), δ ≈ 3. (65)
Now, linear complexity of the near field computation requires that ν := max |INF (S j)| is much smaller
than the total number of nodes, i.e. N, cf. section 3.4. Assuming that the nodes near the boundary are
reasonably uniformly distributed, means that the ’−balls’ INF (S j) contain about the same number of
nodes, namely ν. If the even more idealistic assumption is made that the whole mesh is roughly uniform,
then the volume of an -ball is proportional to the ratio ν/N, i.e. there should hold approximately
 ∼ (ν/N)1/3.
Together with (65) this combines to
|In| = O(N). (66)
Since the complexity of the proposed scheme for (57) is O(M + N + (∏3q=1 nq)(log ∏3q=1 nq)), the as-
sumption of a roughly uniform mesh, together with the error investigation above, gives rise to the scaling
O(M + N + N log N). (67)
Concerning the storage requirements of the method, one has to collect all pieces in the setup of Alg. 1.
The storage of the LU decomposition of the stiffness matrix can be of quadratic order in the number of
mesh nodes N. Nevertheless, a preconditioned iterative procedure would need linear storage in N.
As indicated in Sec. 3.1, the storage for the sparse matrix A is µM, where M is the number of surface
elements and µ is of the order of m3, the cubed cut-off parameter. Tensor train compression can reduce
the constant µ.
Due to the approximation with exponential sums, the Fourier coefficients of the multivariate function
Ns only require S ′∑3q=1 nq complex numbers, instead of ∏3q=1 nq, if one can not rely on a separable
structure, cf. Sec. 3.3. Similar, the Fourier coefficients of the window functions (tensor product of
univariate functions) is only stored for the one-dimensional case, yielding a storage requirement of∑3
q=1 nq. Finally, the near field integrals have to be stored, which is at most νM, ν = max j |INF (S j)|
numbers. Overall, the storage requirements5 are
O(N + (µ + ν)M + (S ′ + 1) 3∑
q=1
nq
)
, (68)
which is linear in N,M and the nq’s.
Conclusion
We introduced a P1 finite element method for the computation of the micromagnetic scalar potential
based on the ansatz of García-Cervera and Roma. The potential is computed by a splitting φ = φ1 + φ2,
4The left border of the interval of validity for the uniform approximation of the kernel cf. Sec. 3.3.
5A preconditioned iterative procedure instead of LU decomposition is assumed.
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where φ1 is solved by a Poisson equation with zero Dirichlet boundary conditions and φ2 by evaluation
of the single layer potential. Our contribution is the development of a method to compute the single
layer potential at all nodes of a tetrahedral mesh in linear time by means of Fourier approximation of a
smoothed kernel and near field correction.
The discretized integral operator splits into a part with smooth and singular kernel. The latter one
has small support and therefore allows a computation by sparse summation, while for the smooth part
Fourier techniques can be applied. Due to the unstructured FE-mesh, generalizations of discrete Fourier
transforms arise, where we developed efficient implementations.
Overall the method scales quasi linearly in the number of nodes and linearly in the number of surface
elements. Similar, the storage requirements are linear in the number of surface elements, where we fur-
ther introduced tensor train compression to reduce the constant in the storage estimate for the gridding
procedure.
We used exponential sums to obtain an entirely smooth and separable approximation of the Fourier coef-
ficients of the Newtonian potential. As a consequence of the above mentioned splitting, which includes
a near field correction, the only essential error of our method (within the P1 FEM framework) is due
to this approximation, cf. eqn. (16). Nevertheless, numerical experiments for test cases with known
analytical solutions show accurate approximations.
Future work might include detailed mathematical analysis of this error, as well as possible extension to
higher order finite element and boundary element methods.
Finally, we stress that our approach could be seen as a generalization to general geometries of the FFT
techniques used in finite difference based micromagnetic methods for cuboid and equispaced computa-
tional domains, since our scheme shows some analogy to the convolution theorem which is used there,
cf. eqn. (15).
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