Human eye closeness detection has gained wide applications in human computer interface designation, facial expression recognition, driver fatigue detection, and so on. In this work, we present an extensive comparison on several state of art appearance-based eye closeness detection methods, with emphasize on the role played by each crucial component, including geometric normalization, feature extraction, and classification. Three conclusions are highlighted through our experimental results: 1) fusing multiple cues significantly improves the performance of the detection system; 2) the AdaBoost classifier with difference of intensity of pixels is a good candidate scheme in practice due to its high efficiency and good performance; 3) eye alignment is important and influences the detection accuracy greatly. These provide useful lessons for the future investigations on this interesting topic.
Introduction
As one of the most salient facial features, eyes, which reflect the individual's affective states and focus attention, have become one of the most important information sources for face analysis. Efficiently and accurately understanding the states of eyes in a given face image is therefore essential to a wide range of face-related research efforts, including human computer interface designation, facial expression analysis, driver fatigue detection [1] [2] , and so on.
However, this task is challenging due to the fact that the appearance of eye regions can be easily influenced by various variations such as lighting, expression, pose, and human identity. To meet these challenges, numerous eye closeness detection methods have been proposed during past few decades [3] [4] [5] [6] [7] [8] [9] . The ideas of these methods can be roughly categorized into two types, i.e., detecting the closeness of eyes directly through various pattern recognition methods or doing this indirectly by checking whether the eyes are actually open. Since an open eye in general exhibits more appearance evidence (e.g., visible iris and elliptical shape of eyelids), most methods (e.g., [6] [7] [8] ) understand the state of the eyes using this later philosophy, i.e., if the local evidence collected from the image supports the conclusion that the eyes are open, then they must be not closed. However, methods in this line may have their own problems. For example, for some subjects, their irises may be largely occluded by their eyelids. As a result, it would be very hard to reliably detect irises under this situation [5] .
In this paper, we adopt the first philosophy, i.e., detecting whether the eyes are closed directly using their appearance evidence. The major advantage of this lies in its efficiency and robustness [10] [11] . Current development in computer vision has allowed for robust middle-level feature description for eye patches despite of various changes in appearance, and the remaining variations can be addressed with powerful machine-learning-based classifiers. However, this appearance-based strategy can be implemented in numerous ways and involves many practical considerations. Therefore, an evaluation of popular methods for eye closeness detection is needed.
The major contribution of this paper is to make an extensive comparative study on this approach from the engineering point of view. In particular, we investigated in-depth the influence of several crucial components of an eye closeness detection system, including eye patch alignment, feature extraction and classifiers. Four types of representative feature sets including gray-values, Gabor wavelets, Local Binary Patterns (LBP, [12] ), Histograms of Oriented Gradient (HOG, [13] ) are compared with respect to three types of classifiers, i.e., Nearest Neighbor (NN), Support Vector Machine (SVM) and AdaBoost on a large benchmark dataset. Both LBP and Gabor feature sets have been used for eye representation before [14] [15] [16] but HOG not. However, since these features represent different characteristics (local texture, global shape and local shape, respectively) of eyes, it is beneficial to use all of them. Indeed, our experimental results show that fusing various feature descriptors significantly improves the performance of eye closeness detection. In addition, we also show that properly eye patch alignment is important for the performance. These provide useful lessons for the follow-up investigations on this interesting topic.
Overall Architecture of Our System
The overall pipeline of our eye closeness detection system is given in Fig. 1 . For a given test image, we first detect and crop the face portion using the Viola and Jones face detector [17] , then the eyes are localized using the method introduced in [18] . After this, we crop the eye region and align it with those in the training set with method of [19] . On the aligned eye patch various feature sets are extracted and input into the classifier for final decision.
One of the key components of our system lies in the inclusion of eye patch alignment module. This is based on the observation that eyes in a face image may undergo various in-plane/out-of-plane pose changes, or scale changes. Although some feature descriptors are not sensitive to these, other feature sets (e.g., LBP, Gabor wavelets, and HOG) don't have built-in mechanism to handle such variations. Therefore, performing geometric eye normalization is necessary for these descriptors. However, one difficulty for this is that it is hard to find anchor points for eye patches and hence traditional anchor-points-based alignment method can not be applied. Here we adopt an information-theory geometric normalization method originally proposed for medical image registration, i.e., the congealing method [19] . This is an unsupervised image normalization method which learns a particular affine transformation for each image such that the entropy of a group of eye images is minimized. Fig. 2 gives some illustrations of eye patches normalized using this method, from which we can see that the locations of eyes are centered and their sizes are scaled. LBP Feature Local Binary Pattern (LBP) proposed by Ojala [12] is widely used feature descriptor for local image texture. The LBP descriptor has achieved considerable success in various applications such as face recognition and texture recognition, due to its capability to efficiently encode local statistics and geometric characteristics (e.g., spot, flat area, edge and corner) among neighborhood pixels and its robustness against noise by picking up only 'uniform patterns' for feature description. In this paper, we partition each 24 × 24 eye patch into 6 × 6 blocks and represent each block as a 59-dimensional histogram. Therefore for each eye patch we have a 944-dimensional LBP vector (16 × 59) .
Gabor Wavelets Gabor wavelets were originally developed to model the receptive fields of simple cells in the visual cortex and in practice they capture a number of salient visual properties including spatial localization, orientation selectivity and spatial frequency selectivity quite well. They have been widely used in face recognition. Computationally, they are the result of convolving the image with a bank of Gabor filters of different scales and orientations and taking the 'energy image' (pixelwise complex modulus) of each resulting output image. The most commonly used filters in face recognition have the form,
where µ and ν define the orientation and scale of the Gabor kernels, z = (x, y), denotes the norm operator, and the wave vector k µ,ν is defined:k µ,ν = k ν e iϕµ , where k ν = k max /f ν and ϕ µ = µπ/8. k max is the maximum frequency, and f is the spacing factor between kernels in the frequency domain [20] . We use 40 filters with eight orientations and five scales on 24 × 24 eye patch, then down-sample the resulting vector by 16 to a 1440-dimensional vector.
HOG Feature The aim of Histogram of Oriented Gradients (HOG) feature proposed in [13] is to describe local object appearance and shape within an image by the distribution of intensity gradients or edge directions. To implement these descriptors, we first divide the eye patches into small connected cells of 4 × 4 in size, and for each cell a histogram (with 9 bins) of gradient directions is calculated, which is then undergone a contrast-normalization within each block, leading to better invariance to changes in illumination or shadowing. Through these steps, we have a 900-dimensional histogram for each patch.
The three aforementioned feature representations of an open eye and a close eye are illustrated in Fig. 3 , respectively. One may notice that the LBP feature is good at characterizing detailed texture information of the image, and Gabor wavelets highlight the differences of eye images with different states with respect to global spatial frequency, while the local shape information is best described by the HOG feature.
The Classifiers
In this work, we use the Nearest Neighbor, SVM and AdaBoost as our classifiers. The nearest neighbor method is a simple and effective non-parametric classification method and used in this paper as our baseline. Support Vector Machines Support Vector Machines (SVMs) is the state-ofthe-art large margin classifier which has gained popularity within visual pattern recognition. One problem we should handle is imbalance problem. That is, the number of images of closed eyes and open eyes is different 1 , which tends to increase the bias of trained SVM classifier to the class with more samples. To overcome this, before training, we set the penalty respective coefficients for the positive and negative samples to be ω
where N + is the number of positive samples and N − is the number of negative samples. We used the LIBSVM package [21] with RBF kernel for the SVM-related experiments.
AdaBoost with Pixel-Comparisons As a final classifier compared, we use the AdaBoost, it provides a simple yet effective approach for stagewise learning of a nonlinear classification function. In this work, we use the "difference of intensities of pixels" proposed in [22] as our features. More specifically, we used five types of pixel comparison operators (and their inverses) [ The binary result of each comparison, which is represented numerically as 1 or 0, is used as features. Thus, for an image of 24 × 24 pixels, there are 2 * 5 * (24 * 24)(24 * (24 − 1)) or 3312000 pixel-comparison features.
To handle the large number of features, we use Adaboost for feature selection while learning a strong classifier. This is done by mapping each feature to a weak classifier and then selecting the most discriminative weak classifier increasingly for an additive strong classifier at the same time. For more details, see [22] . In our experiments, 2000 weak classifiers are trained and some of them are randomly selected for evaluation in each iteration. We examined the performance achieved from evaluating 1%, 10% and 100% of all possible weak classifiers per iteration.
Experiments

Data and Settings
The data for our experiments are collected from Zhejiang University blinking video database [24] . There are a total of 80 video clips in the blinking video database from 20 individuals, four clips for each individual: one clip for frontal view without glasses, one clip with frontal view and wearing thin rim glasses, one clip for frontal view and black frame glasses, and the last clip with upward view without glasses. We manually select images in each blinking process, including Fig. 4 . We can see that these images are blurred, with low resolution and may be occluded by glasses. Fig. 5 (left) gives the overall performance of SVM and AdaBoost on our datasets in terms of Receiver Operating Characteristic (ROC) curves. From the results, we can see that the best performer is the SVM using HOG features. In particular, the AUC value of "HOG+SVM" achieves 97.7%, compared to 97.0% for AdaBoost with 2000 weak classifiers, while the next best performer is the "LBP+SVM". We also see that the LBP features are better than Gabor features for the task of eye closeness detection -their EER values are 5.13 and 7.49 respectively. One possible reason is that the LBP features give a detailed account on the appearance of eye regions while being insensitive to the lighting changes. Actually, when one screws up his eyes, it is really very difficult to make a decision on whether his eyes are closed or not. In these cases, the global shape feature represented by Gabor features is less discriminative than local texture/shape information characterized by the LBP/HOG features. Table 1 gives the overall comparative performance of various methods and feature sets (the recognition rate is obtained by fixing a threshold learned from the training set). The various nearest neighbor classifier-based schemes serves as the baseline. Again we see that "HOG+SVM" performs best in AUC value but the "LBP+SVM" wins in recognition rate. However, in terms of testing efficiency, the AdaBoost classifier performs faster by at least four times over SVM but with slightly worse ROC performance. This suggests that Adaboost with difference of pixel features is a very attractive candidate in practice due to the high efficiency it provides in testing. Table 2 and Fig. 5 (right) give the comparative performance using various feature combination schemes. Since LBP, Gabor and HOG feature characterize different aspects of eye patches (i.e, local texture, global shape, and local shape, respectively), it would be useful to fuse the information from three of them. Feature combination could be performed either at the feature level or at the score level and our previous experience shows that score level fusion is simpler to implement (no need to handle the high dimensional problem due to feature concatenation) and usually leads to better results [25] . Hence we adopt the strategy of score level fusion with z-score normalization in this work. We can see from the table that combining all of the three feature sets gives the best performance both in terms of ROC curve and in terms of recognition rate. It is worthy noting that although the performance of the widely used HOG feature is inferior to the LBP feature in terms of recognition rate, its EER score is higher than LBP, which indicates that the local shape features play an important role in the detection of eye closeness alone. Furthermore, combining the local shape features with local texture descriptor (LBP) significantly improves its performance. Fig. 6(a) illustrates some of images which are correctly identified as closed eyes using the "HOG/LBP/Gabor+SVM" scheme. Notice that there is large amount of diversity exhibited in the appearance of these closed-eye images. Fig. 6(b) shows some false negative images (upper two rows) and some false positive images (bottom two rows). By carefully examining these images, we can see that they look even confusing to human beings when deciding whether these eyes are open or not. This helps us understand the challenges of eye closeness detection in the real world. Finally, we investigate the influence of eye patch alignment on the performance of the system. As Table 3 shows, adding the module of alignment improves the performance consistently over all the feature sets tested. Although the LBP feature is known to be rotation-invariant and the HOG feature is robust against slight perturbation in the image, they are not robust to general affine transformations. Indeed, Table 3 shows that it is beneficial to do geometric normalization for eye patches before extracting features from them. 
Experimental Results
Conclusions
In this paper, we systematically evaluate several feature sets and classifiers for the task of eye closeness detection. Our experimental results indicate that fusing various feature descriptors significantly improves the performance of the detection system while the AdaBoost classifier with pixel comparisons is a good candidate scheme in practice due to its high efficiency and satisfying performance. In addition, our results show that eye alignment is important and influences the detection accuracy greatly.
