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Summary
We investigate the Lagrangian perturbation theory in both the non–relativistic
limit (NLPT) and the relativistic framework (RLPT). NLPT and RLPT are an-
alytic methods to model the weakly non–linear regime of cosmic structure for-
mation. They are appropriate to describe the gravitational evolution of an irro-
tational and pressureless matter component within the fluid approximation in a
homogeneous and isotropic universe. Both methods contain only one dynamical
quantity, namely a displacement field.
We derive the solutions up to the fourth order in NLPT. We focus on flat
cosmologies with a vanishing cosmological constant, and provide an in–depth de-
scription of two complementary approaches used in the current literature. Both
approaches are solved with two different sets of initial conditions—both appropri-
ate for modelling the large–scale structure. We find exact relations between the
series in Lagrangian and standard perturbation theory (SPT) in the new defined
initial position limit (IPL), leading to identical predictions for the matter density
and velocity up to the fourth order. Then, we derive a recursion relation for
NLPT, which is restricted to the fastest growing modes of the solutions within
the IPL. We argue that the Lagrangian solution always contains more non–linear
information in comparison with the SPT solution, mainly if the non–perturbative
density contrast is restored after the displacement field is obtained.
We compute the matter bispectrum in real space using NLPT up one–loop
order, for both Gaussian and non-Gaussian initial conditions. We find that the
one–loop bispectrum is identical to its counterpart obtained from SPT. Further-
more, the NLPT formalism allows for a simple reorganisation of the perturbative
series corresponding to the resummation of an infinite series of perturbations
in SPT. Applying this method, we find a resummed one–loop bispectrum that
compares favourably with results from N–body simulations. We generalise the
resummation method also to the computation of the redshift–space bispectrum
up to one loop.
Then, we formulate a novel approach for a quasi–numerical treatment of
non–linear structure formation which is based on NLPT. In there, we use non–
perturbative Lagrangian expressions to model the growth of density perturba-
tions on given grid points, and renormalise the evolving cosmological potential
according to the density change at a given time step. We call this approach renor-
iv
malised NLPT on the lattice. This method approximates the non–local character
of gravity to an increasing accuracy for a decreasing time step.
Then, we proceed with RLPT. We show how the relativistic displacement field
of RLPT can be obtained from a general relativistic gradient expansion in ΛCDM
cosmology. The displacement field arises as a result of a second–order non–local
coordinate transformation which brings the synchronous/comoving metric into
a Newtonian form. We find that, with a small modification, NLPT holds even
on scales comparable to the horizon. The corresponding density perturbation is
not related to the Newtonian potential via the usual Poisson equation but via
a modified Helmholtz equation. This is a consequence of causality not present
in the Newtonian theory. The second–order displacement field receives relativis-
tic corrections that are subdominant on short scales but are comparable to the
second–order Newtonian result on scales approaching the horizon.
We show that the relativistic part of the displacement field generates already
at initial time a non–local density perturbation at second order. This is a purely
relativistic effect since it originates from space–time mixing. We give two op-
tions, “A” and “B”, how to include the relativistic corrections, for example in
N–body simulations. In option A we treat them as a non–Gaussian modification
of the initial Gaussian background field (primordial non–Gaussianity could be
incorporated as well), but then let the particles evolve according to the Newto-
nian trajectory. We compare the scale–dependent non–Gaussianity with the fNL
parameter from primordial non–Gaussianity of the local kind, and find for the
bispectrum an amplitude of fNL ≤ 1 for k ≤ 0.8h/Mpc, valid for both equilateral
and squeezed triangle configurations. This departure from Gaussianity is very
small but note that the fNL amplitude will receive a constant boost factor in
systems with larger velocities. In option B we show how to use the relativistic
trajectory to obtain the initial displacement and velocity of particles for N–body
simulations without modifying the initial background field.
vThe work presented here is mostly based upon the following articles:
1. C. Rampf and T. Buchert, Lagrangian perturbations and the matter bispec-
trum I: fourth-order model for non–linear clustering, JCAP 1206, (2012)
021;
2. C. Rampf, The recursion relation in Lagrangian perturbation theory, JCAP
1212, (2012) 004;
3. C. Rampf and Y. Y. Y. Wong, Lagrangian perturbations and the matter bis-
pectrum II: the resummed one-loop correction to the matter bispectrum,
JCAP 1206, (2012) 018;
4. C. Rampf and G. Rigopoulos, Zel’dovich approximation and General Rela-
tivity, Mon. Not. Roy. Astron. Soc. 430, (2013) L54;
5. C. Rampf and G. Rigopoulos, Initial scale-dependent non-Gaussianity from
General Relativity, in preparation.
The numerical calculations were performed using the CUBA library [1] with an
interface to C++. We use CAMB to solve for the coupled Einstein–Boltzmann equa-
tions [2].

Zusammenfassung
Ich befasse mich mit der nicht-relativistischen und relativistischen Lagrange’schen
Sto¨rungstheorie (jeweils NLPT, RLPT). Diese analytischen Modelle beschreiben
den Prozess der gravitationellen Evolution innerhalb der kosmologischen Struk-
turenbildung zu einer guten Na¨herung. NLPT und RLPT basieren auf der Fluid-
Na¨herung, und sind (im Rahmen dieser Arbeit) auf die Beschreibung einer irrota-
tionalen und druckfreien Komponente von dunklen Materie-Teilchen beschra¨nkt.
Die einzige dynamische Variable in diesem Formalismus ist das “Displacement
Field.” Zuerst berechne ich die Lo¨sungen bis zur vierten Ordnung in NLPT,
und beschra¨nke mich dabei auf das Modell eines materiedominierten Universums
mit verschwindener kosmologischen Konstante. Vorgestellt werden zwei komple-
menta¨re Beschreibungen, und beide werden mit unterschiedlichen Anfangsbedin-
gungen gelo¨st. Beide Anfangsbedingungen sind relevant fu¨r die Beschreibung der
kosmischen Strukturenbildung auf grossen Skalen. Dann stelle ich eine rekursive
Methode vor, wie man Lo¨sungen in NLPT zur beliebiger Ordnung erhalten kann.
Anschliessend berechne ich das “Matter Bispectrum” im Rahmen der NLPT
bis zur einschliesslich ersten Schleifenkorrektur. Dieses Ergebnis stimmt exakt
mit der Berechnung innerhalb der Standard-Sto¨rungstheorie u¨berein. Durch
eine Neugliederung der Ausdru¨cke erhalte ich zudem eine Resummationsmethode
innerhalb der NLPT, und dieses resummierte Bispectrum liefert im relevanten
Bereich physikalisch verla¨sslichere Ergebnisse als die Standard-Sto¨rungstheorie.
Dann stelle ich eine nicht-perturbative Methode vor, wie man die intrinsische
Nicht-Linearita¨t der NLPT innerhalb eines numerischen Modells ausnutzen kann.
Im zweiten Hauptteil dieser Arbeit befasse ich mich mit der RLPT. Ich zeige, wie
man das relativistische Displacement Field berechnen kann, welches das Resultat
einer “Gradient Expansion” ist. Speziell ist das Displacement Field das Resultat
einer relativistischen Koordinatentransformation, die die synchrone Gradienten-
Metrik in ein Newtonsches Koordinatensystem u¨berfu¨hrt. Dieses Displacement
Field stimmt zur guten Na¨herung mit dem aus der NLPT u¨berein, aber es treten
auch relativistische Korrekturen auf. Diese Korrekturen sind zwar klein, sind
aber bereits existent in den Anfangsbedingungen. Ich zeige, wie diese relativis-
tische Korrekturen die anfa¨ngliche Dichteverteilung in einer nicht-gaußschen Art
modifizieren. Desweiteren werden Methoden vorgestellt, inwiefern man diese Ko-
rrekturen in N -body Simulationen einbinden kann.
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Chapter 1
The large–scale structure of the
universe
1.1 Why pursue studying the large–scale struc-
ture of the universe?
Current measurements of the cosmic microwave background (CMB) anisotropies
and large–scale structure (LSS) distribution strongly support the validity of the
so–called ΛCDM model [3].1 In this model, quantum fluctuations on an inflaton
field set the seeds of primordial curvature perturbations in the very early universe.
These perturbations manifest themselves as inhomogeneities in the matter/energy
fields, and are observed as temperature and polarisation anisotropies in the CMB.
Subsequent evolution via gravitational instability significantly enhances these ini-
tial perturbations, ultimately leading to the formation of the cosmic structures
we see today (the scenario is depicted in fig. 1.1). Extracting ΛCDM’s parameters
from observations and further constrain the model are thus mayor goals whilst
studying the CMB and LSS.
Perhaps the most precise cosmological data accessible by current or forthcom-
ing probes is from CMB observations [4]. Statistical properties of the temperature
and polarisation fields can and will shed further light into primeval physics, and
will answer questions mainly linked to the explicit generation mechansim of the
primordial curvature perturbations. Data measured from the LSS, on the other
hand, is perhaps less easy available. Gravitational lensing/cosmic shear aside, the
LSS data is affected by the lack of knowledge of the precise underlying biasing
scheme (i.e., the local ratio between visible and dark matter). Also, radial/red–
shift space distortions of the traced objects flaws its measured distances and so
their resulting statistics [5, 6]. However, uncertainties are already under control
or may get soon better such that LSS measurements will lead to further con-
straints of the ΛCDM model. A big advantage of the LSS data compared to
1Some parts of this section were published in Rampf & Wong, JCAP 1206, (2012) 018, see
[7].
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Figure 1.1: The ΛCDM universe. During inflation quantum fluctuations get
stretched to super–horizon scales and become classical. They set the seeds of
cosmological perturbations, which are apparent in the CMB (around 400.000
years after the big bang). Then, the onwarding gravitational evolution lead to
today’s observed LSS. Credit: NASA/WMAP Science Team.
the CMB data is that it is measurable at different times and thus constrains the
gravitational evolution. The LSS data is not only competitive but also comple-
mentary to the CMB data in the sense that it is needed to decrease the parameter
degeneracies within the ΛCDM model (or in any other model) [8].
Yet further theoretical developments are mandatory to understand the LSS,
and thus to understand the theory of gravity itself as well. It is remarkable that in
the most important regime of the LSS, the so–called “weakly non–linear regime”,
the Newtonian theory delivers such powerful results. Relativistic corrections are
in general expected but only if certain circumstances are fulfilled. Generally, rela-
tivistic corrections can play an important role within the LSS if the corresponding
interaction scale approaches or supersedes the (causal) horizon; relativistic cor-
rections on small scales (i.e., on non–linear scales) however should be completely
negligible.2 The latter is somewhat obvious since general relativity is constructed
in a way to asymptote to the Newtonian theory in the very limit.
A general relativistic theory for structure formation may be also important to
2Obviously the extremal limit in non–linearity corresponds to a black hole formation. Thus,
“non–linear scale” in the language of the LSS refers still to sufficient large enough scales to
avoid black hole formations. Explicitly, black hole formation does not affect clustering on the
relevant scales in the LSS.
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understand the nature of dark energy [9]. Dark energy could be—at least to some
extend, an effect of the evolution of local inhomogeneities (below some homogene-
ity scale). In such inhomogeneous cosmological models it is thus not sufficient to
solve Einstein’s equations on a Friedmann–Lemaˆıtre–Robertson–Walker (FLRW)
background to obtain averaged evolution equations for the background and for
the perturbations.3 The respective effect is called cosmological backreaction and
results from taking the spatial average of the field equations. Since cosmological
backreaction is also a non–perturbative effect we should further seek for a rela-
tivistic theory for structure formation which can handle non–perturbative effects.
As it turns out, the Lagrangian perturbation theory (LPT) is such a powerful
framework.
1.2 Why pursue a Lagrangian approach?
The LPT is an intrinsically non–perturbative approach for structure formation
[10] and can be formulated in either the Newtonian limit [11, 12, 13] or within
general relativity [10, 14, 15]. LPT contains always more non–linear information
compared to standard perturbation theory (SPT), and is thus in particular a
compelling technique to study the nature of gravity. LPT is needed for generat-
ing the initial conditions in N–body simulations [17, 18], LPT has been proofed
to be a useful tool to disentangle red–shift space distortions, and LPT resumma-
tion techniques have been applied in ref. [7, 19, 20]. In the appropriate limit LPT
asymptotes to results from SPT. Still in such an asymptotic limit, simple reorgan-
isations lead to new approximative solutions which are not feasible within SPT.
Departing from the asymptotic limit, LPT provides non–perturbative formulas
not only for the matter density but also for the metric and extrinsic curvature
which can be used to extrapolate far into the non–linear regime and thus beyond
the capacity of SPT.
1.3 Organisation of this thesis
This thesis is organised as follows. In the remnant sections of this chapter we in-
troduce the essential evolution equations, both in the Newtonian approximation
and in general relativity—explicitly written in a standard form, i.e., without the
Lagrangian treatment. We do so to show in a nutshell all used approximations
and we will comment on the validity of the resulting restrictions. In the following
3The FLRW metric states exact and not statistical homogeneity and isotropy, and it is not
related to any scale [21]. Since we live in a universe which is only statistically homogenous and
isotropic, it is still not clear if the FLRW approximation is sufficient for precision cosmology.
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chapters we then concentrate on the Newtonian approximation of LPT. In chap-
ter 2 we construct a fourth–order model in LPT for an Einstein–de Sitter (EdS)
universe in the non–relativistic limit. This model is needed e.g. for the next–to–
leading order correction of the (resummed) Lagrangian matter bispectrum. We
provide an in–depth description of two complementary approaches used in the
current literature, and solve them with two different sets of initial conditions. In
chapter 3 we derive an LPT recursion relation.
In chapter 4 we compute the matter bispectrum using LPT up one–loop order,
for both Gaussian and non–Gaussian initial conditions. We also find a resummed
bispectrum which resums the infinite series of perturbations in SPT. We also
compare our analytic calculations with results from N–body simulations. We
also generalise the resummation method to the computation of the redshift–space
bispectrum up to one loop.
In chapter 5 we introduce a quasi numerical procedure how LPT can be used
to explore the non–perturbative regime of structure formation. We call it “renor-
malised LPT on the lattice”.
In the following chapters we then turn to the general relativistic description.
In chapter 6 we review and further develop the gradient expansion which is a
powerful technique to solve for Einstein’s equations. We start from the action of
gravity and derive a Hamilton–Jacobi approach to general relativity. Then we
explain how approximate solutions can be obtained. We solve the time evolution
of the synchronous/comoving metric up to six spatial gradients and then derive
the final metric up to four spatial gradients. We restore terms which have been
neglected in the current literature. In chapter 7 we show how the relativistic
displacement field up to second order in LPT can be obtained from the gradi-
ent expansion in ΛCDM cosmology. In there, the displacement field arises as a
result of a second–order non–local coordinate transformation which brings the
synchronous/comoving metric into a Newtonian form. We identify relativistic
corrections which are subdominant on small scales but start contaminating the
second order Newtonian result. Such corrections will be relevant for setting up
the initial conditions in simulations that encompass the horizon.
In chapter 8 we show that the relativistic part of the displacement field gener-
ates already at initial time a non–local density perturbation at second order. This
is a purely relativistic effect since it originates from space–time mixing. We give
two options, “A” and “B”, how to include the relativistic corrections, for example
in N–body simulations. In option A we treat them as a non–Gaussian modifica-
tion of the initial Gaussian background field (primordial non–Gaussianity could
be incorporated as well), but then evolve the particles according to the Newto-
nian trajectory. We compare the scale–dependent non–Gaussianity with the fNL
parameter from primordial non–Gaussianity of the local kind, and find for the
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bispectrum an amplitude of fNL ≤ 1 for k ≤ 0.8h/Mpc, valid for both equilateral
and squeezed triangle configurations. This departure from Gaussianity is very
small but note that the fNL amplitude will receive a constant boost factor in
systems with larger velocities. In option B we show how to use the relativistic
trajectory to obtain the initial displacement and velocity of particles for N–body
simulations without modifying the initial background field.
Finally, we give general conclusions of this thesis in chapter 9 and give an
outlook. All chapters are independent from each other, i.e., we introduce and
motivate the formalism where it is needed. For non-experts, however, we highly
recommend to finish this introductory chapter.
1.4 Used approximations in a nutshell
Analytic techniques for studying the inhomogeneities of the large scale structure
(LSS) usually rely on several assumptions and approximations.4 Here we give an
overview and will afterwards explain them in detail:
(a) the LSS is formed due to the evolution of gravitational instability only;
(b) the equations of motion are solved for a pressureless component of cold
dark matter (CDM) particles in terms of a perturbative series on an (at
least initially) exactly homogeneous and isotropic background;
(c) there are no vorticities on sufficient large scales, and also primordial vortic-
ity is absent;
(d) the use of the single–stream approximation, i.e., neglecting velocity disper-
sion and higher–order moments of the distribution function;
(e) the smoothing volume over the spiky Klimontovich number density is set
to zero, i.e., neglecting backreaction effects on the velocity dispersion and
on the gravitational field strength;
(f) the use of the Newtonian limit, i.e., we demand a non–relativistic fluid, re-
strict to subhorizon scales, and assume negligible curvature. This approxi-
mation applies only for chapters 2–5. We relax it in the latter relativistic
generalisation in chapters 6–8.
We shall consider these restrictions in this work. They are appropriate for study-
ing the weakly non–linear regime of structure formation. For departures of this
framework see for example [12, 22, 23, 24, 25, 26, 27, 28]. Roughly speaking,
4Some parts of this section (and chapter 3) were published in Rampf, JCAP 1212, (2012)
004 [29].
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these restrictions are valid on sufficiently large enough scales where non–linear
clustering is not too dominant (compared to the overall linear Hubble flow) and
the fluid approximation is still valid. On the other side, on large enough scales
where particles did not have time for causal interaction, a relativistic treatment
is mandatory. The weakly non–linear regime thus amounts to a validity regime
Λ of about
5 Mpc . Λ . 140 Mpc , (1.1)
where 1 Mpc' 3.1×1022m. Obviously, to go beyond these scales one has to relax
some approximations. Importantly, the regime (1.1) is the most interesting one
in the LSS since the upper limit is very close to the sound horizon of the baryonic
acoustic oscillations (BAO) s ' 150Mpc, which is also measurable in the cosmic
microwave background (CMB) [30]. The BAO scale lies within the regime (1.1)
and thus plays an important role in studying the LSS.5 In the following we give
some details about the above restrictions, since they are useful to fully understand
this thesis.
1.5 The model and the approximations in detail
To understand the restrictions (a)–(f) listed in the last section it is appropriate to
start with the easiest possible description. We thus concentrate on the Newtonian
evolution equations in the following since it offers the easiest access. Obviously,
the same can be done for their relativistic counterparts, and we introduce the
relativistic equations in section 1.6.
According to the ΛCDM model the universe went through four global phases,
which are from the beginning up to today [31]: (1.) inflation (∼ 10−36 s to 10−32 s
after the big bang); (2.) radiation domination (∼ 10−32 s to 1011 s); (3.) matter
domination (∼ 1011 s to 1017 s); (4.) dark energy domination (∼ 1017 s to today).
Matter decouples from the primordial plasma at the time of early matter domi-
nation [3]. Modelling the LSS thus means to describe the gravitational evolution
in the phases of matter– and dark energy domination. The energy components
in these two phases are depicted in fig. 1.2; at all times there is significantly more
dark matter compared to baryonic matter (i.e., atoms). Due to this, it is common
to solve the evolution equations for the dark matter component only and neglect
the baryonic component at this stage. However, the influence of the baryonic
5The BAO contains crucial information about the energy composite and parameters of the
models. Furthermore, the LSS contains not only the BAO information but also a so–called
“shape information” which can be extracted e.g. from the matter power spectrum; the shape
information is important to decrease the parameter degeneracy—inherent in most of the cos-
mological models. Further phenomenologcial aspects can be found in [8].
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!Figure 1.2: Energy composition of the ΛCDM universe, around the last-scattering
surface (left) and today (right). Credit: NASA/WMAP Science Team.
component (and other components as well) is not entirely disregarded since it is
included in the initial statistics of the density field, e.g. in terms of the linear
matter power spectrum.6
That the LSS is only formed due to gravitational self–interaction of the par-
ticles is plausible as long as we restrict to sufficient large enough scales, where,
amongst others, thermal effects of the intergalactic medium (i.e., hot gas) can be
neglected. Furthermore, similarily linked to sufficient large enough scales, matter
can be described as a pressureless fluid component. This approximation means
that internal effects within the fluid such as viscosity should not affect the large–
scale evolution much. To get a consistent picture, this amounts also in neglecting
effects in the so–called coarse–graining procedure which we describe now.
1.5.1 The Klimontovich number density
The general starting point of a fluid description demands the conservation of a
given distribution function in six–dimensional phase space. We define the Klimon-
tovich density as the one–particle number density of N particle as [25]
fK(x,p, τ) :=
N∑
i=1
δ
(3)
D (x− x(i)) δ(3)D (p− p(i)) . (1.2)
x ≡ ra and p ≡ amu are the comoving position and momentum respectively,
with r is the physical position, and we have introduced the conformal time
dτ = dt/a with the cosmic scale factor a(τ), and the peculiar velocity is u =
dx/dτ . Due to the occurence of the Dirac distributions in the above definition,
6The power spectrum can be obtained from the numerical evaluation of the coupled Boltz-
mann and Einstein equations, as it is done for example in the code CAMB [2]; see chapter 4.
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the Klimontovich density is commonly called the spiky number density. The dy-
namics of the number density is then given by total phase space conservation:
dfK(x,p, τ)
dτ
=
∂fK
∂τ
+
p
ma
·∇xfK − am∇xΦ · ∂fK
∂p
= 0 , (1.3)
where we have used the Newtonian equation of motion
dp
dτ
= −am∇xΦ(x, τ) , (1.4)
with the cosmological gravitational potential Φ. Furthermore, the cosmological
potential satisfies the Poisson equation:
∇2xΦ(x, τ) =
3
2
Ωm(τ)H2(τ)δ(x, τ) , (1.5)
where H ≡ d ln a/dτ is the conformal Hubble parameter, and the “matter den-
sity to critical density” Ωm can be defined via the Friedmann equation: Ωm =
8piGρa2/(3H2). The density ρ(x, τ) is commonly separated into a mean density
ρ(τ) and into the density contrast δ(x, τ) to account for both global and local
effects respectively:
ρ(x, τ) := ρ(τ) [1 + δ(x, τ)] . (1.6)
These definitions will be useful through the whole thesis.
1.5.2 The coarse–grained Vlasov equation
Whilst studying the large–scale flow we are usually not interested in the intrinsic
dynamics of a specific single matter particle. Instead, we apply a smoothing in
x– and p–space according to some spherically symmetric and normalised window
functions W and then solve the dynamics in terms of the new formed quantities,
which we may correlate directly to some observables. We therefore define the
smoothed particle number density in terms of the spiky Klimontovich number
density:
f(x,p, τ) :=
∫
d3x′
L3
d3p′
P3 W
(
x− x′
L
)
W
(
p− p′
P
)
fK(x
′,p′, τ) , (1.7)
where L and P are the smoothing lengths in x– and p–space respectively. Apply-
ing phase–space conservation for our collisionless matter component, we obtain
∂f
∂τ
+
p
ma
·∇xf − am∇xΦˆ · ∂f
∂p
= −SL(x,p, τ)− SP(x,p, τ) , (1.8)
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where the two source terms on the RHS are not needed in the following but can
be found in [25]. Importantly, they arise because of the smoothing procedure
and will generally feed back to the smoothed velocity and acceleration fields. It
obviously produces velocity dispersion. Also note that Φˆ in the above equation
denotes the potential in the smoothed phase–space volume. The source terms
are vanishing in the limits L → 0 and P → 0, and then we also have Φˆ → Φ.
Again, this means that internal fluid dynamics should not influence the dynamics
in the regions we are interested in. Clearly, relaxing this approximation will lead
to an increasing accuracy in the deeply non–linear regime of structure formation
[27]. We thus obtain the so–called collisionless Boltzmann equation, or Vlasov
equation
∂f
∂τ
+
p
ma
·∇xf − am∇xΦ · ∂f
∂p
= 0 . (1.9)
Also note that in this very limit the above conservation equation is essentially
the same as for the Klimontovich number density, given in eq. (1.3). This partial
non–linear differential equation is in general not exactly solvable so we have to
seek for approximate solutions.
1.5.3 Kinetic moments of the Vlasov hierarchy
The above Vlasov equation is an evolution equation for the phase–space den-
sity f(x,p, τ) which depends on seven variables. This is way too much input
information to be practical. A convenient way to solve the Vlasov equation is
to take an increasing number of “kinetic moments” of it, and close the hierarchy
in a consistent but approximative way. Taking kinetic moments basically means
integrating out the (unkown) momentum dependence. We can then define the
zeroth, first and second kinetic moments [32]. The zeroth order moment relates
the phase space density to the mass density field,(a0
a
)3 ∫
d3p f(x,p, τ) ≡ ρ(x, τ) , (1.10)
and the next order moments are(a0
a
)3 ∫
d3p
p
am
f(x,p, τ) ≡ ρ(x, τ)u(x, τ) , (1.11)(a0
a
)3 ∫
d3p
pipj
a2m2
f(x,p, τ) ≡ ρ(x, τ)ui(x, τ)uj(x, τ) + σij(x, τ) , (1.12)
where σij(x, τ) is the spatial stress tensor. Taking the first kinetic moment of
the Vlasov equation (1.9) we obtain the continuity equation, which states mass
conservation in terms of the afore defined density contrast (see eq. (1.6))
∂δ(x, τ)
∂τ
+∇x · {[1 + δ(x, τ)]}u(x, τ) = 0 , (1.13)
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and proceeding to the next kinetic moment we obtain the Euler equation
∂u(x, τ)
∂τ
+H(τ)u(x, τ)+u(x, τ)·∇xu(x, τ) = −∇xΦ(x, τ)−1
ρ
∇x·(ρσ) , (1.14)
which states momentum conservation. Generally, this hierarchy includes an infi-
nite number of equations meaning that we have to build higher kinetic moments
of the Vlasov equation to get an evolution equation for the stress tensor σ, and
σ is sourced by a new tensor, and so on.
1.5.4 Closing the Vlasov hierarchy / the fluid description
As noted before the Vlasov hierarchy consists of an infinite set of equations. The
idea is now to close the hierarchy. The easiest way to close it is in setting the
anistropic stress tensor σ to zero since it would mostly affect the most non–
linear scales.7 This immediately leaves only the continuity– and Euler equation
as the evolution equation (coupled through Poisson’s equation (1.5) to gravity),
eqs. (1.13) and (1.14).
This is however not a closed system of equations. This is so since vorticity
generates anisotropic stress so we have to assume an irrotional fluid to account
for an consistent system of equations of motion:
∇x × u(x, τ) = 0 . (1.15)
As can then be easily seen by studying the curl of Euler’s equation (1.14), vorticity
decays away at linear order. Explicitly, we obtain from the curl of eq. (1.14) at
linear order—and in absence of anisotropic stress that
∇x × ulin(x, τ) ∼ 1
a(τ)
∇x × ulin(x, τ0)→ 0 , (1.16)
where τ0 refers to some initial time. Thus, even if there were initial vorticities
(which are not according to “standard” inflationary initial conditions) they would
decay away in an expanding universe. This is also a consequence of the Helmholtz
circulation theorem [33]. The above requirement mirrors the observational fact
that there are no vorticities on sufficient large scales.
Equations (1.5), (1.13), (1.14) and (1.15) is the closed system of equations
within Newtonian gravity and thus are the essential equations in the following
chapters. Before starting with the Lagrangian treatment of this system of equa-
tions in chapters 2 and 3 we would like to review the relativistic equations of
motion which we do so in the following.
7For an attempt to include the anisotropic stress tensor see [34].
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1.6 Generalisation to the relativistic treatment
In general relativity the gravitational field is described by the Riemann (curva-
ture) tensor Rαβγδ—determined by the Einstein equations, the Bianchi identities
and the local energy–momentum conservation which are respectively [110]
Rµν − 1
2
gµνR =
8piG
c4
Tµν , (1.17)
Cαβγδ ;δ = R
γ[α;β] − 1
6
gγ[αR;β] , (1.18)
T µν ;ν = 0 , (1.19)
where Rµν ≡ Rδkµδν is the Ricci tensor, R ≡ Rδδ its scalar, gµν the metric with
signature (−+++), Tµν is the energy–momentum tensor (which may contain a
term proportional to a cosmological constant Λ), and Cαβγδ is the Weyl–tensor.
Greek indices run from 0 to 3, summation over repeated indices is assumed, a
semicolon denotes a covariant derivative and the square bracket denotes an anti–
symmetrisation: [µν]=˙1/2(µν − νµ). Equation (1.17) relates the energy fields
to the geometric space–time curvature. Equation (1.18) is a constraint equation
for the Weyl tensor which describes the trace–free part of the Riemann tensor;
it therefore contains crucial information about the tidal force field which is not
contained in Einstein’s equations. Note that eq. (1.19) is trivially satisfied by
taking the covariant derivative of the Einstein equations.
In this thesis we model only pressureless matter so the appropriate energy–
momentum tensor is Tµν = ρuµuν , where ρ is the matter density and the 4–
velocity of the fluid is normalised according to uδuδ = −1. Given Tµν one can
identify the same approximations (a) and (b) which we gave in section 1.4, i.e.,
that the LSS is formed due to the evolution of gravitational instability only,
and we require a pressureless component of CDM particles. Furthermore, it is
usually assumed that the 4–velocity can be described in terms of a 4–potential:
uµ = −gµν∂νχ. This approximation is the equivalent of the irrotationality con-
dition (1.15) in the Newtonian case and assumes irrotational motions implicitly
(approximation (c)). The use of the single–stream approximation and the neglec-
tion of velocity dispersion (d) is also implicit as soon as we seek for a Lagrangian
treatment of general relativity. So approximations (a)–(d) also apply obviously
for the latter chapters 6–8, and the same is true for approximation (e) which
is about the neglection of a coarse–grained approach. Note that the relaxation
of approximation (e) involves some technical/physical complications/features in
general relativity. The reason for that is that the averaging process is not a well–
defined tensorial operation; it is in general coordinate dependent [36]. If we relax
(b), which is about the requirement of an exact homogeneous and isotropic back-
ground and perfom some spatial averaging procedure over the field equations,
15
we obtain the afore–mentioned cosmological backreaction. Furthermore, even if
backreaction is only quantified in terms of scalar quantities it is still not entirely
clear on which hypersurface the average should be performed [37].
In this thesis we do not concentrate on backreaction although the expressions
in chapters 6–8 may be directly applied to it. In ref. [38] similar expressions were
used to model backreaction in a purely numerical treatment. In there, authors
solved the Einstein equations in terms of the afore–mentioned gradient expansion.
We introduce and further develop the same technique in the chapters 6–8. For
an overview of backreaction we recommend the ref. [9], and for the Lagrangian
version ref [10, 14]. Nonetheless, we use approximation (e) also in the relativistic
treatment, i.e., we neglect effects from coarse–graining.
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Part II
Non–relativistic Lagrangian
perturbation theory
(NLPT)
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Chapter 2
Fourth–order model for NLPT
2.1 Introduction
In the last years several analytic techniques have been proposed in order to study
the inhomogeneities of the large scale structure of the universe1 (LSS) [5, 24,
26, 33, 39, 40, 42]. The basic idea of them is to solve the equations of motion
for an irrotational and pressureless fluid of cold dark matter particles in terms
of a perturbative expansion. In the standard scenario the density and velocity
field of the fluid particle are the perturbed quantities. Thus the validity of the
perturbative series depends on the smallness of these fields. This approach is
called Eulerian (or standard) perturbation theory (SPT), since the equations are
evaluated as a function of Eulerian coordinates [32]. Subsequent gravitational
collapse leads to highly non–linear structures in the universe like galaxies, clusters
of galaxies, etc., i.e., regions where the local density field departs significantly from
the mean density. As a result, the series in SPT breaks down. This situation was
already realised in 1969 by Zel’dovich, who proposed an approximate solution
which is above all applicable to the highly non–linear regime by a Lagrangian
extrapolation of the Eulerian linear solution, inspired by the exact solution for
inertial systems [43, 44, 45, 46]: the Zel’dovich approximation (ZA). In general,
the ZA can be derived from the full system of gravitational equations and forms
a subclass of solutions of the Lagrangian theory of gravitational instability (i.e.,
Lagrangian perturbation theory; NLPT) [33, 47, 48, 49, 50]. In NLPT the only
perturbed quantity is the gravitational induced deviation of the particle trajectory
field from the homogeneous background expansion. Stated in another way, NLPT
does not rely on the smallness of the density and velocity fields, but on the
smallness of the deviation of the trajectory field, in a coordinate system that
moves with the fluid. It can be shown that this implies a weaker constraint on the
validity of the series and hence can be maintained substantially longer during the
gravitational evolution (see the thorough discussion in [51, 52, 53]). Additionally,
1A substantial fraction of this chapter was published in Rampf & Buchert, JCAP 1206
(2012) 021 [13].
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to obtain an SPT series one basically has to approximate the continuity– and the
Euler–equation order by order, so that, strictly speaking, mass– and momentum–
conservation are not fulfilled. In NLPT, on the other hand, the Jacobian of the
transformation from the Eulerian to the Lagrangian frame is approximated and
so is the precise localisation of the fluid element, whereas the continuity– and
Euler–equation are still exactly solved.
General perturbation and solution schemes to any order of Lagrangian per-
turbations on any FLRW background have been given in the review [77], based
on explicit evaluations of the general first–order scheme including rotational flows
[33, 47, 55], and the general second–order scheme for irrotational flows [49]. The
third–order scheme for irrotational flows with slaved initial conditions (i.e., for
an assumed initial parallelism of peculiar–velocity and peculiar–acceleration) is
given in [50], and the fourth–order scheme for this subclass of the general solu-
tion has been derived in [56] (see further below for an explanation). Lagrangian
perturbation theory has also been extended to include pressure [23], and the series
can be derived from exact integrals of longitudinal and transverse parts [57, 58].
Extensive comparisons of NLPT results against N–body simulations can be found
in [40, 53, 59, 60, 61, 62, 63, 64, 65].
In the present chapter, we explicitly reexamine the Lagrangian framework
in two different representations and evaluate them up to the fourth order. For
both representations we choose a different set of initial conditions, which can
be labeled as ‘Zel’dovich type’, since only one initial potential has to be chosen
instead of two in the general case. Note that the fastest growing mode solution
is not affected by either of these choices. At this point the reader may ask, what
is the point in deriving higher–order solutions for the purpose of modelling the
LSS. First of all, the fourth–order solution is needed for the next–to–leading order
correction to the NLPT matter bispectrum, which we shall calculate in chapter
4. From a theoretical point of view one also expects a match between SPT and
NLPT under certain circumstances. In reference [5] the equivalence of SPT and
NLPT is shown, if one sums up the perturbative solutions up to the third order.
However it is not clear a posteriori if this matching between SPT and NLPT
occurs at the fourth–order as well, because the convergence of the NLPT and
SPT series need not to behave equally. Furthermore, there is a growing interest
to apply higher–order solutions in the context of resummation approaches, and
we consider an explicit demonstration and a thorough comparison with the SPT
series useful. Also, note that resummation techniques in the NLPT framework
are directly feasible rather than complex scenarios in SPT [7].
Although the subject of this chapter is quite technical, we try to keep it as
readable as possible, e.g., we restrict our calculations to an Einstein–de Sitter
(EdS) universe. The organisation of this chapter is as follows: in section 2.2 we
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derive the evolution equations step by step and confront two complementary ways
of how to deal explicitly with NLPT calculations. We do so to shed light on two
different looking formalisms used in the current literature. Then, in section 2.3
we mention and explain our choice of initial conditions. In section 2.4 and 2.5
we show the results in both formalisms. Afterwards, we prepare our solutions to
be used in Fourier space and derive relations between the SPT and NLPT series
in section 2.6. Finally, in section 2.7 we give a discussion and conclude. Our
notation is introduced and defined in the text, but is also summarised in table
F.2.
2.2 Systems of equations
According to the ΛCDM model and its current success in treating most of the
problems in observational cosmology [30], we live in a statistically homogeneous
and isotropic universe. The universe is expanding, thus the mean density ρ(t) is
diluting. But this global effect cannot compete with the gravitational potential
locally. Hence local density fluctuations δ(r, t) are the source of gravitational
collapse, which leads to the observed LSS. We can define the above quantities in
terms of the full density ρ(r, t) as
ρ(r, t) = ρ(t)[1 + δ(r, t)] , (2.1)
where ρ is given by the assumed homogeneous background density in a Newtonian
model with hypertorus topology [66]. In this chapter we set up the evolution
equations that are sourced by
• 2.2.n.1: the full density ρ(r, t), which we label with “full–system ap-
proach”,
• 2.2.n.2: and for the density contrast δ(r, t), the “peculiar–system ap-
proach”,
step by step (n = 1, · · · , 4) and independent from each other. Readers who are
only interested in the final equations may go directly to page 24: Eqs. (2.21–2.23)
are the equations in the full–system approach, whereas Eqs. (2.29–2.31) refer to
the peculiar–system approach. The perturbation equations are shown in section
2.2.4. Finally, in section 2.2.5, we clarify errors and common misunderstandings
in the current literature.
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2.2.1 Eulerian equations
2.2.1.1 Full–system approach
Let us briefly go through the derivation of the equations of motion in the La-
grangian description. For simplicity we focus on flat cosmologies with a vanishing
cosmological constant although a more general implementation is straightforward
[33, 47, 67]. As usual we denote the density, the velocity and the acceleration
fields by ρ, v, and g, respectively. In a non–rotating (Eulerian) frame with coor-
dinate r at cosmic time t, the equations for self–gravitating and irrotational dust
are [68]:
∂ρ(r, t)
∂t
+∇r· [ρ(r, t)v(r, t)] = 0 , (2.2)
εijk ∂rjvk(r, t) = 0 , (2.3)
εijk ∂rjgk(r, t) = 0 , (2.4)
∇r · v˙(r, t) = −4piGρ(r, t) , with dv/dt ≡ v˙ = g and ρ > 0 , (2.5)
(i = 1,2,3)
where Einstein summation over the spatial (Eulerian) components is implied.
Eq. (2.2) is the continuity equation and denotes mass conservation, Eq. (2.3) states
the irrotationality of the velocity, and should be viewed as an additional con-
straint to the field equation that requires an irrotational acceleration field, i.e.,
to Eq. (2.4). The divergence of the field strength, here with Euler’s equation in-
serted, is linked to the density source in Eq. (2.5). Note that we make use of the
convective time derivative, i.e., d/dt := ∂/∂t|r + v ·∇r, which we denote by an
overdot.
2.2.1.2 Peculiar–system approach
Eqs. (2.2)–(2.5) are written in terms of the full density ρ(r, t), thus including the
homogeneous and isotropic deformation of an expanding universe ρ(t) (≡ ρ0/a3)
for a matter dominated universe). However, it is also possible to construct a set
of equations [39, 47, 69] where Poisson’s equation is only sourced by the density
contrast δ, which is linked to the full density in the following way: ρ(x, t) =
ρ(t) [1 + δ(x, t)]. x denotes the comoving distance and is related to the physical
distance as r = ax, where a(t) is the cosmic scale factor. The Poisson equation
then reads [47, 70, 71, 72]:
∆xΦ(x, η) = α(η) δ(x, η) , α = 6/(η
2 + k) , (2.6)
where we have switched to superconformal time η ≡ √−k(1−Ω)−1/2 (we denote
its derivatives with d/dη ≡ ′) [69]. For an EdS universe we have the simplification
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a2dη = dt, with a = (η0/η)
2, and α = 6/η2. The peculiar–evolution equations
can then be written as (compare with Eqs. (2.2–2.5)):
(i = 1,2,3)
∂δ(x, η)
∂η
+∇x · {[1 + δ(x, η)]u(x, η) a} = 0 , (2.7)
εijk ∂xjuk(x, η) = 0 , (2.8)
εijk ∂xju
′
k(x, η) = 0 , (2.9)
∇x · gpec(x, η) = −α(η) δ(x, η) , with du/dη ≡ u′ = gpec and δ > −1 ,
(2.10)
Eq. (2.8) states the irrotationality of the peculiar–velocity u = a dx/dt, Eq. (2.9)
the irrotationality of the (rescaled) peculiar–acceleration gpec ≡ d2x/d2η, and
Eq. (2.10) links the acceleration to the density contrast field.
2.2.2 From the Eulerian to the Lagrangian framework
The two set of equations, namely Eqs. (2.3–2.5) and Eqs. (2.8–2.10) are equiva-
lent but have technical subtleties with their pros and cons, which we point out
in the following Lagrangian description. We now briefly recall the corresponding
Lagrangian systems that have been introduced in [68] and [47] in the full–system
approach, and in [47], appendix A, for the peculiar–system. Note that the La-
grangian description can be formulated in the same Lagrangian coordinates in
both systems, which is the reason why the peculiar–system is essentially redun-
dant. We nevertheless have chosen to confront the two approaches for the purpose
of assisting work that deals with either of the two representations. Additionally,
the peculiar–system approach is useful in order to link the NLPT series to its
counterpart in SPT, which we do so in section 2.6.
2.2.2.1 Full–system approach
It is useful to transform from Eulerian coordinates ri to Lagrangian coordinates qi
(i=1, 2, 3), and we start with the transformation of Eqs. (2.2–2.5). We introduce
integral curves r = f(q, t) of the velocity field
df
dt
= v , (2.11)
and set the initial position at time t0 to
f(q, t0) =: q . (2.12)
The Jacobian of the transformation can be written as
Jij(q, t) := fi,j , J := det[Jij] , (2.13)
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where commas denote partial derivatives with respect to Lagrangian coordinates
q. The formal requirement J > 0 guarantees the existence of regular solutions
and the mathematical equivalence to the Eulerian system [77]. The continuity
equation, Eq. (2.2), is then integrated to yield ρ = ρ(q, t0)/J , and with the usage
2
of g = f¨ we cast Eqs. (2.3–2.5) into [68]
εijkJ
−1
lj J˙kl = 0 , (2.14)
εijkJ
−1
lj J¨kl = 0 , (2.15)
J−1ij J¨ji = −4piGρ0J−1 , ρ0 = ρ(q, t0) . (2.16)
Note that Eq. (2.15) follows directly from Eq. (2.14). Hence from the irrotational-
ity of the velocity field we can conclude the irrotationality of the acceleration field
(but not vice versa!). This is shown in [49] and is valid for any integral curves,
and for the perturbative solutions at each order as well. With the inverse Jaco-
bian, i.e., J−1ij ≡ 1/J adj[Jij] = 1/(2J) εilmεjpqJplJqm, and the use of Eq. (2.13) we
have:
fi,n εnjkfl,j f˙l,k = 0 , (2.17)
fi,n εnjkfl,j f¨l,k = 0 , (2.18)
εilmεjpqf¨j,ifp,lfq,m = −8piGρ0 . (2.19)
To solve Eqs. (2.17–2.19) we impose the following ansatz for the trajectory
f(q, t) = a(t) q + p(q, t) ⇒ fi,j = aδij + pi,j , (2.20)
where aq stands for the homogenous–isotropic background deformation, and p is
the perturbation—induced by gravitational interaction. Plugging Eq. (2.20) into
Eqs. (2.17–2.19) we finally obtain:
(a2
d
dt
− a˙a) εijk pk,j =a εijk pl,j p˙l,k + pi,n εnjk
[
pl,j p˙l,k − (a d
dt
− a˙) pk,j
]
,
(2.21)
(a2
d2
dt2
− a¨a) εijk pk,j =a εijk pl,j p¨l,k + pi,n εnjk
[
pl,j p¨l,k − (a d
2
dt2
− a¨) pk,j
]
,
(2.22)
(a2
d2
dt2
+ 2a¨a) pl,l + a (pi,i p¨j,j − pi,j p¨j,i) + a¨
2
(pi,i pj,j − pi,j pj,i) + pci,j p¨j,i
! =−(4piGρ0 + 3a¨a2) . (2.23)
In the above equations we have defined the co–factor element which reads pci,j ≡
1/2 εilmεjpqpp,l pq,m. Eqs. (2.21–2.23) with ρ0> 0 form a closed set of Lagrangian
evolution equations in the full–system approach.
2We assume the equivalence of the acceleration field and the gravitational field strength, i.e.,
Einstein’s equivalence principle.
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2.2.2.2 Peculiar–system approach
Analogous considerations lead to a similar set for Eqs. (2.8–2.10): the comoving
trajectory field is x = F (q, η), and with gpec = F
′′ it follows that:
Fi,n εnjkFl,jF
′
l,k = 0 , (2.24)
Fi,n εnjkFl,jF
′′
l,k = 0 , (2.25)
εilmεjpqF
′′
j,iFp,lFq,m = −2α δJF , (2.26)
where JF ≡ det[Fi,j], and, as before, a prime denotes a derivative with respect
to superconformal time. For the set of Eqs. (2.24–2.26) we impose the ansatz:
F (q, η) = q + Ψ(q, η) ⇒ Fi,j = δij + Ψi,j , (2.27)
where the crucial difference in Eq. (2.27) with respect to Eq. (2.20) is the missing
factor of a, and F = f/a links the comoving to the physical trajectory field. In
the peculiar–system approach it is common to choose mass conservation by the
following constraint:
ρ(x, η) d3x ≡ ρ(η) d3q , δ = 1/JF − 1 . (2.28)
Explicitly, in doing so we either restrict ourselves to a specific class of initial
conditions [33] or assumed initial quasi–homogeneity. We shall discuss this issue
later in section 2.5.
Plugging Eq. (2.27) into Eqs. (2.24–2.26) we have:
εijkΨ
′
k,j = εijkΨl,jΨ
′
l,k + Ψi,n εnjk
(
Ψl,jΨ
′
l,k −Ψ′k,j
)
, (2.29)
εijkΨ
′′
k,j = εijkΨl,jΨ
′′
l,k + Ψi,n εnjk
(
Ψl,jΨ
′′
l,k −Ψ′′k,j
)
, (2.30)
α(η)[JF − 1] = [(1 + Ψl,l)δij −Ψi,j + Ψci,j]Ψ′′j,i . (2.31)
Similar to above we have defined Ψci,j ≡ 1/2 εilmεjpqΨp,l Ψq,m. Eqs. (2.29–2.31)
with JF > 0 is the closed set of Lagrangian evolution equations in the peculiar–
system approach.3
2.2.3 The perturbation ansatz
The full– and peculiar–systems are highly non–linear, thus it is common to seek
approximate solutions in terms of perturbative series.
3As we shall proof in appendix 3, the bracketed terms in equations 2.29 and 2.30 are es-
sentially redundant as long as we restrict to irrotational flows. (The same is also true for the
equations in the full–system approach, eqs. (2.21) and (2.22).) These terms cannot add new
couplings because of their lower–order constraints. Thus, one can safely discard these terms in
the following.
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2.2.3.1 Full–system approach
First we proceed with the ansatz for the full–system, i.e., Eqs. (2.21–2.23). We
expand the perturbation p(q, t) into a series, and factorise out the spatial and
temporal dependence. Additionally, we decompose the inhomogeneous deforma-
tion p(q, t) of the nth order into purely longitudinal contributions, which we
denote by Ψ(n)(q) ≡ ∇qφ(n)(q), and purely transverse contributions,4 denoted
by T (n)(q) ≡ ∇q ×A(n)(q); the temporal parts of the nth–order correction are
denoted by qn(t) or q
T
n (t):
p(q, t) =  q1(t) Ψ
(1)(q) + 2q2(t) Ψ
(2)(q) + 3q3(t) Ψ
(3)(q)
+ 3qT3 (t)T
(3)(q) + 4q4(t) Ψ
(4)(q) + 4qT4 (t)T
(4)(q) . (2.32)
The parameter  is supposed to be small and dimensionless. In the most general
cases,5 nontrivial solutions of the irrotationality condition (i.e., ∇q×T (n) 6= 0) of
Eq. (2.17) and Eq. (2.18) occur the first time at the order of 2 and are henceforth
required for higher–order solutions. It should be pointed out that in addition to
longitudinal (i.e., potential) modes, Lagrangian transverse modes also affect the
growth of density perturbations. Additional to the above perturbation ansatz,
we set the initial density ρ0 (on the RHS in Eq. (2.19)) to be
ρ(q, t0) = ρ(t0) [1 + δ(q, t0)] , (2.33)
without loss of generality, where ρ(t0) and δ(q, t0) denote the initial background
density and the initial density contrast, respectively. In section 2.4 we shall need
the above equation in order to set up the initial data.
2.2.3.2 Peculiar–system approach
The perturbative treatment of Ψ is quite analogous to the above. However,
because of the LHS in Eq. (2.31), we need the explicit expansion of the Jacobian
as well. This is clearly a (technical) disadvantage in comparison with the evolution
equations in the full–system approach, where the Jacobian cancels out (but only
in the absence of a cosmological constant).
The Jacobian of the transformation between the Eulerian and Lagrangian
frame depends on the displacement field Ψ(q, η),
JF (q, η) ≡ det [δij + Ψi,j] = 1+Ψi,i+ 1
2
[Ψi,iΨj,j −Ψi,jΨj,i]+det [Ψi,j] . (2.34)
Note that this is an exact relation, i.e., valid for the exact displacement field Ψ
[69]. As stated above, the exact Ψ(q, η) is expanded in a series. As we shall see,
4The Lagrangian transverse parts are mandatory in the Lagrangian frame to guarantee
irrotationality in the Eulerian frame.
5See the general second–order solution for irrotational flows given in [49].
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the spatial parts of the perturbations agree with the spatial parts in Eq. (2.32) at
each order, so we keep the previously introduced notation for them, but relabel
the temporal parts to D(η), E(η), etc.:
Ψ(q, η) = D(η) Ψ(1)(q) + 2E(η) Ψ(2)(q) + 3F (η) Ψ(3)(q)
+ 3FT (η)T
(3)(q) + 4G(η) Ψ(4)(q) + 4GT (η)T
(4)(q) . (2.35)
In the following we suppress the explicit temporal and spatial dependences. From
Eq. (2.35) we can approximate the Jacobian by:
JF (q, η) = 1 + D µ
(1)
1 + 
2D2 µ
(1)
2 + 
2E µ
(2)
1 + 
3F µ
(3)
1 + 2
3DE µ
(1,2)
2
+ 3D3 µ
(1)
3 + 2
4DF µ
(1,3)
2 − 4DFTΨ(1)i,j T (3)j,i + 4Gµ(4)1
+ 4E2 µ
(2)
2 +
1
2
4D2E εiklεjmnΨ
(1)
k,mΨ
(1)
l,nΨ
(2)
j,i , (2.36)
and the ath scalars µ
(n)
a ≡ µ(n)a (q) are defined by
µ
(n)
1 ≡ Ψ(n)i,i , (2.37)
µ
(n)
2 ≡
1
2
(
Ψ
(n)
i,i Ψ
(n)
j,j −Ψ(n)i,j Ψ(n)j,i
)
, (2.38)
µ
(n)
3 ≡ det
[
Ψ
(n)
i,j
]
=
1
6
εikl εjmn Ψ
(n)
j,i Ψ
(n)
m,kΨ
(n)
n,l , (2.39)
and specifically
µ
(m,n)
2 ≡
1
2
(
Ψ
(m)
i,i Ψ
(n)
j,j −Ψ(m)i,j Ψ(n)j,i
)
. (2.40)
Note that µ
(m,n)
2 = µ
(n,m)
2 for any tensor Ψ
(n)
i,j and not only for longitudinal fields
as pointed out incorrectly in [69], since it only consists of interchangable dummy
indices.
The above scalars will also be used for the spatial parts of the nth–order
perturbations in p, since they are identical.
2.2.4 The perturbation equations in Lagrangian form for
an EdS background
As before, we start with the perturbation equations in the full–system approach.
We first concentrate on solving the source equation, Eq. (2.23), and write down
the perturbative irrotationality condition for the velocity field, Eq. (2.21). After-
wards, in section 2.2.4.2, we perform the same steps for the peculiar–system.
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2.2.4.1 Full–system approach
Inserting the ansatz, Eq. (2.32) and Eq. (2.33) into Eq. (2.23), we obtain the fol-
lowing set of equations to be solved:
0
{
4piGρ0 + 3a¨a
2
}
= 0 , (2.41)
1
{[
a2q¨1 + 2a¨aq1
]
µ
(1)
1 + 4piGρ0δ0
}
= 0 , (2.42)
2
{[
a2q¨2 + 2a¨aq2
]
µ
(2)
1 +
[
2q1q¨1a+ a¨q
2
1
]
µ
(1)
2
}
= 0 , (2.43)
3
{[
a2q¨3 + 2a¨aq3
]
µ
(3)
1 + 2 [a¨q1q2 + aq1q¨2 + aq¨1q2]µ
(1,2)
2 + 3q¨1q
2
1µ
(1)
3
}
! = 0 , (2.44)
4
{[
a2q¨4 + 2a¨aq4
]
µ
(4)
1 +
[
a¨q22 + 2aq¨2q2
]
µ
(2)
2
! + εilmεjpq
[
q¨2
q21
2
+ q¨1q1q2
]
Ψ
(1)
p,lΨ
(1)
q,mΨ
(2)
j,i + 2 [a¨q1q3 + aq¨1q3 + aq1q¨3]µ
(1,3)
2
!− [a¨q1qT3 + aq¨1qT3 + aq1q¨T3 ]Ψ(1)i,j T (3)j,i } = 0 . (2.45)
Note that in the fourth–order part there is the occurrence of the transverse
perturbation T (3); thus, in order to solve this equation we have to constrain
it with the irrotationality condition. Inserting the ansatz into Eq. (2.21), the
third– and fourth–order parts are:
3
{[
aq˙T3 − a˙qT3
]
εijkT
(3)
k,j − [q1q˙2 − q˙1q2] εijkΨ(1)l,j Ψ(2)l,k
}
= 0 , (2.46)
4
{[
aq˙T4 − a˙qT4
]
εijkT
(4)
k,j − [q1q˙3 − q˙1q3] εijkΨ(1)l,j Ψ(3)l,k !
! − [q1q˙T3 − q˙1qT3 ] εijkΨ(1)l,j T (3)l,k } = 0 . (2.47)
As mentioned above, the irrotationality of the acceleration field follows from the
irrotationality of the velocity field, as can be easily checked by time differentiating
Eq. (2.46) and Eq. (2.47) and comparing it directly with the perturbation equation
of Eq. (2.22).
2.2.4.2 Peculiar–system approach
The peculiar equations, by construction, start at the order O(1). Inserting
the ansatz, Eq. (2.35), and the Jacobian, Eq. (2.36), into the source equation
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Eq. (2.31), delivers:
1
{
[D′′ − αD]µ(1)1
}
= 0 , (2.48)
2
{
[E ′′ − αE]µ(2)1 −
[
αD2 − 2DD′′]µ(1)2 } = 0 , (2.49)
3
{
[F ′′ − αF ]µ(3)1 + 2 [D′′E +DE ′′ − αDE]µ(1,2)2
! +
[
3D′′D2 − αD3]µ(1)3 } = 0 , (2.50)
4
{
[G′′ − αG]µ(4)1 +
[
2E ′′E − αE2]µ(2)2
! + εilmεjpq
[D2E ′′
2
+D′′DE − αD
2E
2
]
Ψ
(1)
p,lΨ
(1)
q,mΨ
(2)
j,i
! + 2 [D′′F +DF ′′ + αDF ]µ(1,3)2
! − [D′′FT +DF ′′T − αDFT ] Ψ(1)i,j T (3)j,i
}
= 0 . (2.51)
With the irrotationality condition of the peculiar–velocity, Eq. (2.29), we obtain:
3
{
F ′T εijkT
(3)
k,j − [DE ′ −D′E] εijkΨ(1)l,j Ψ(2)l,k
}
= 0 , (2.52)
4
{
G′T εijkT
(4)
k,j − [DF ′ −D′F ] εijkΨ(1)l,j Ψ(3)l,k
! − [DF ′T −D′FT ] εijkΨ(1)l,j T (3)l,k
}
= 0 . (2.53)
Again, one may obtain the irrotationality of the peculiar–acceleration by time
differentiating Eqs. (2.52–2.53).
2.2.5 Remark I: General comments about the usage of
NLPT
Before we discuss the solutions of the aforementioned sets of equations we wish
to say a few words on their usage in the current literature.
Eqs. (2.29–2.31) are also reported in [69], however the irrotationality condi-
tion for the peculiar–velocity (and hence for the peculiar–acceleration as well) is
flawed. Specifically, once the tensor T
(n−1)
i,j is nonzero, their expression for T
(n) is
false. T
(n−1)
i,j (q) 6= 0 means that the inhomogeneous deformation tensor Ψi,j(q, η)
consist also of an antisymmetric part, i.e., in the most general case T (2) 6= 0 and
thus T (3+k) is not correct, with k ∈ N0.
The corrected irrotationality condition for the peculiar–velocity in [69] must
read:
εijk
[
(1 + Ψn,n) δlj −Ψl,j + Ψcl,j
]
Ψ′k,l = 0 , (i = 1, 2, 3) . (2.54)
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Eg. (2.54) is equivalent to Eq. (2.29), as can be seen by decomposing an arbitrary
tensor Ψi,j into a symmetric and an antisymmetric part and evaluating both
equations. Note that the subsequent perturbative calculation simplifies clearly
with the usage of Eq. (2.29).
Finally, we would like to stress again, that Lagrangian and Eulerian transverse
motions are not the same, since both frames are connected by a non–linear trans-
formation (see Eq. 2.28). In reference [73] the Eulerian irrotationality condition
was not solved, and as a wrong consequence they concluded that the Lagrangian
transversality is zero at all orders, as long as the motion is irrotational in the
Eulerian frame. In order to avoid confusion with this issue in the following, we
shall refer to ‘irrotational’ only with respect to the Eulerian frame, whereas we
reserve ‘transverse’ to the Lagrangian frame.
2.2.6 Remark II: Invariance properties of the Lagrange–
Newton system
In this section we would like to review important properties of the Lagrange–
Newton system for the sake of completeness. We summarise the findings of
references [53, 54, 77]. For convenience we shall restrict our arguments to the
full–system approach, but we would like to remind the reader that the same
arguments hold in the peculiar–system approach as well.
The “raw” Euler equation states momentum conservation of a fluid particle.
It is a vector equation, sourced by the gradient of the gravitational potential
only (neglecting pressure and higher order kinetic moments in the Vlasov hi-
erarchy). In constructing the Lagrange–Newton system, we formally take the
divergence of the Euler equation, because then we can combine the resulting
scalar equation with the Poisson equation—we obtain the Euler–Poisson equa-
tion. Then, and only then because of the afore mentioned divergence operation,
the whole Lagrange–Newton system is invariant under constant rotations R and
time–dependent translations T (t) [77]. This means for the integral curves f :
f(q, t)→ R · f(q, t) + T (t) . (2.55)
The physical position r and the gravitational field strength g transform then (in
index notation, as before we sum over repeated indices) [77]
ri(q, t) = Rijrj(q, t) + T i(t) , (2.56)
gi[r, t] = Rijgj[r, t] + T¨ i(t) , (2.57)
respectively. This means that we have in general an infinite set of dynami-
cally equivalent solutions, and one should impose global conditions to remove
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the gauge–like degrees of freedom—inherent in R and T (t). As was shown in
[77], for a locally isotropic universe with toroidal geometry the arbitrariness in
the rotations R can be removed, except of the 9 trivial rotations which map the
preferred orthonormal triad onto itself (keeping the handedness of the coordinate
system fixed). Thus, instead of the above transformation we can restrict to
ri(q, t) = ri(q, t) + T i(t) , (2.58)
gi[r, t] = gi[r, t] + T¨ i(t) . (2.59)
Note that non–Galilean transformations are allowed as well (i.e., T¨ i(t) 6= 0), but
they do not affect the density. This can be easily understood, despite of the non–
inertial nature in (2.59) and Einstein’s equivalence principle. Firstly, the continu-
ity equation ρ(q, t) = ρ(q, t0)/J does not change since the Jacobian depends only
on the (Lagrangian) gradient of the fluid deformation (and ∂T i(t)/∂qj = 0, see
eq. (2.58)). Secondly, also the Poisson equation cannot feed back to the density
contrast because of ∇r · T¨ (t) = 0 (cf. eqs. (2.59) and (2.5)).
Most importantly, in [77] it was suggested to use the remaining degree of
freedom—parametrised through T i(t), to uniquely fix the solution of the Lagrange–
Newton system for a given set of initial conditions (imposed on a hypertorus
topology T3). Following the very reference (but see also [54]) we impose on the
mean displacement field p (the same is true for Ψ in the peculiar–system ap-
proach)∫
T3
d3q p(q, t) = 0 , (2.60)
for all times t up to shell crossing. In practise—and for single–expansion schemes
only, it is possible to set T i(t) = 0 without introducing any complicacies. How-
ever, in multi–expansion schemes this choice is generally not possible and one
has to determine T i(t) in each time domain of validity, otherwise the raw Eu-
ler equation is not satisfied [54]. Furthermore, as the authors in [54] show in
detail, neglecting T i(t) worsens the rate of convergence.6 In the very reference
T i(t) is called the “frame shift”; the idea of their approach is the following: The
frame shift can be understood as the difference of the Eulerian positions of two
distinct Lagrangian frames; the time derivative of the frame shift is called the ve-
locity shift. The physical idea is to fix the velocity shift in each multi–expansion
6The approach of reference [54] can be summarised as follows (they call it the “LPT re–
expansion“): The LPT re–expansion scheme is a hybrid approach of analytical and numerical
nature. In a nutshell, this scheme re–expands the LPT solution in an iterative way such
that convergent series expressions of the fields are smoothly linked from initial time up to
the maximum time of shell–crossing. Apart from the fully convergent treatment, this scheme
has the advantages that it is applicable for any cosmological model, is valid for generic initial
conditions, and does not suffer of particle induced shot–noise errors.
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step such that an inertial observer measures total momentum conservation in the
whole simulation box.
2.3 From general– to ‘Zel’dovich type’ initial
conditions
The general solution in Lagrangian perturbation theory consists of solving the
above set of equations with (3+1) initial condition functions. However, for an ir-
rotational fluid we have to specify only two initial potentials, one for the peculiar–
velocity field u(q, t0)≡∇q S1(q, t0), and the other for the peculiar–acceleration
field gpec(q, t0) ≡ ∇q S2(q, t0) (where the latter is linked to the density contrast
via the Poisson equation).
In [33] it has been shown that under the consideration of the most general
ansatz for the integral curves of the full–velocity field f , one may express the
solutions in terms of the general initial conditions setting. For example, in the
full–system approach the first–order integral curves f (1) read in terms of the
initial conditions:
f (1) = aq + b1(t)u
D(q, t0) t0 + b2(t)u
R(q, t0) t0 + b3(t) g
D
pec(q, t0) t
2
0 ,
(2.61)
where we have decomposed the peculiar–velocity in a curl–free part uD and a
divergence–free part uR, i.e., u = uD +uR, and similar for gpec, but in this
formulation the vortical part of gpec is zero, thus gpec = g
D
pec. The explicit time
coefficients bi(t) are not needed for this demonstration, but see Eq. (23a) in [33].
To avoid formally lengthy expressions for the solutions we impose a functional
dependence on the two initial potentials S1 and S2. The simplest classes of such
functional constraints, that we call ‘Zel’dovich–type’ initial conditions, only pre-
scribe one initial potential [49], e.g. S1 = S2 ≡ S. In the following, we describe
two different settings, which are consistent within the Zel’dovich approximation
and are thus appropriate for studying the inhomogeneities of the large–scale struc-
ture: the slaved initial conditions and the inertial initial conditions.
Slaved initial conditions. We require the following parallelity condition be-
tween the initial peculiar–velocity u(q, t0) and the initial peculiar–acceleration
gpec(q, t0) (note that, in general, parallelity allows for an arbitrary scalar propor-
tionality function):
u(q, t0) = gpec(q, t0) t0 . (2.62)
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From this it follows that uD(q, t0) = g
D
pec(q, t0) t0 and u
R(q, t0) = g
R
pec(q, t0) t0 =
0. Thus, the integral curves (2.61) reduce to the expression
f
(1)
Z1 = aq + [b1(t) + b3(t)] u
D(q, t0) t0 . (2.63)
Since gpec(q, t0) is non–vanishing, we have ∇q · gpec(q, t0) ∝ δ0 initially, where
the initial density contrast figures in the exact expression δ = (1 + δ0)/J
F − 1.
In [49, 50, 74] it has been pointed out that the above restriction is appropri-
ate for modelling the large–scale structure: gravitational instability supports the
tendency for density perturbations to grow along potential flows—as long as one
restricts the problem to irrotational flows. These so–called slaved initial condi-
tions are thus a dynamical outcome of the Eulerian linear perturbation theory,
where the growing mode supports the above parallelity condition. Consequently,
this class of initial conditions is well–motivated, and under this initial assump-
tion parallelity is then exactly preserved by the first–order Lagrangian solution.
Physically, this setting implies initial density– and velocity perturbations, which
is in accordance with the prediction of standard inflationary theories. This initial
condition is also commonly used in N–body simulations.
With the constraint Eq. (2.62) we only need to specify one potential initially,
and set u(q, t0) := ∇qS(q, t0) and, thus,
gpec(q, t0) = ∇qS(q, t0) t0 . (2.64)
The initial density–perturbation which is specified to be ρ0 = ρ0 (1 + δ0) we have
to relate the initial potential S(q, t0) to the potential φ(1)(q) of the longitudinal
perturbations: Ψ(1)(q) ≡ ∇qφ(1)(q). We shall do so by using Poisson’s equa-
tion for Eq. (2.64). The slaved initial conditions shall be used in the following
section 2.4.
Inertial initial conditions. Another class of initial conditions is to require
that
gpec(q, t0) = 0 , (2.65)
which can be considered as a ‘Zel’dovich–type’ class as well. From this it follows
that uR(q, t0) = 0 and g
D
pec(q, t0) = 0. Then, the integral curves (2.61) become
f
(1)
Z2 = aq + b1(t)u
D(q, t0) t0 . (2.66)
We call this class inertial initial conditions, since the initial acceleration is van-
ishing. In contrast to the slaved initial conditions this implies that there is no
initially prescribed density perturbation, because Poisson’s equation dictates a
vanishing source term initially (see Eq. (2.69)). Instead we demand an initial
33
homogeneous background density ρ(t0), and the evolving density perturbations
are produced solely by initial velocity perturbations [49]. As before we can then
set initially the peculiar–velocity to u(q, t0) := ∇q S(q, t0). In this case, mass
conservation is given by the exact setting δ = 1/JF − 1.7 We shall use iner-
tial initial conditions to solve the equations in the peculiar–system approach (see
section 2.5).
Although inertial initial conditions are of the ‘Zel’dovich–type’, it is difficult
to justify their physical motivation. The main reason is because it is nowa-
days believed that the CMB fluctuations are of adiabatic nature, and the (non–
relativistic) counter–part of adiabatic initial perturbations would rather corre-
spond to slaved initial conditions. However, as we shall see in the upcoming
sections, only decaying modes change, whereas the fastest growing modes coin-
cide with the use of both initial conditions.
In an expanding universe, the physical significance of the decaying modes
is usually negligible, because they are dominated by the fastest growing mode.
However, in the highly non–linear regime, decaying modes can affect the clustering
via their coupling to growing modes [50]. (Also, since the equations and solutions
are time–reversable, their application backward in time exchanges the role of
the importance of growing and decaying modes.) Restricting the general initial
conditions setting is mainly motivated by simplification. There is a price to pay
for these restrictions when one is interested in the structural details at highly
non–linear stages at small scales, but this regime lies in the realm of N–body
simulations.
7With slaved initial conditions we may, however, assume an initial quasi–homogeneity, and
hence approximate mass conservation by δ ' 1/JF − 1, because of numerical smallness of the
initial conditions. Alternatively, we may choose a different set of Lagrangian coordinates to
render this form of the integral exact, but this will introduce formal complications. Zel’dovich’s
original model implicitly supposed slaved initial conditions, while the initial density contrast
was approximated by zero in the density integral.
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2.4 Solutions of the perturbation equations for
an EdS background: full–system approach
In this section we solve the perturbation equations with the use of the slaved
initial conditions, see Eq. (2.62).
2.4.0 The zero–order solution
To find the solution for the homogeneous and isotropic background, Eq. (2.41),
one has to solve the Friedmann equation for the cosmic scale factor a(t). In the
case of an EdS universe we have:
a(t) =
(
t
t0
)2/3
. (2.67)
Using the Friedmann equation again we can write the prefactor 4piGρ0 in Poisson’s
equation as 2/(3t20).
2.4.1 The first–order solution
Using the above result and the longitudinal ansatz Ψ(1)(q) ≡∇qφ(1)(q), Eq. (2.42)
reads:[
q¨1 + 2
a¨
a
q1
]
∆qφ
(1) = − 2
3t20a
2
δ0 . (2.68)
Comparing with Poisson’s equation for the initial potential S(q, t0), namely
∆qS(q, t0)/t0 = − 2
3t20
δ0 ≡∇q · gpec(q, t0) , (2.69)
we can read off the connection between the spatial dependence and the initial
conditions. The solution is then[
q¨1 + 2
a¨
a
q1
]
=
1
a2t20
; ∆qφ
(1)(q) ≡ µ(1)1 = ∆qS(q, t0) t0 . (2.70)
The solution of the time–evolution under the restriction Eq. (2.62) can be found by
the formal requirement q1(t0)=0, and the condition that the coefficient functions
of the peculiar–velocity and peculiar–acceleration are equal to 1 at t = t0 [50]:
q˙1(t0) = 1/t0. The temporal solution is then
q1 =
3
2
[
a2 − a] . (2.71)
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2.4.2 The second–order solution
After separating the spatial part from the temporal part of Eq. (2.43) we have:[
a2q¨2 + 2a¨aq2
]
= − [2q1q¨1a+ a¨q21] ; µ(2)1 = µ(1)2 . (2.72)
This linear ordinary differential equation can be solved and is found to be
q2 =
(
3
2
)2 [
−3
7
a3 +
6
5
a2 − a+ 8
35
a−1/2
]
, (2.73)
with the restrictions q2(t0)=0 and q˙2(t0)=0. The same restrictions are used for
the higher–order solutions as well.
2.4.3 The third–order solution
Eq. (2.44) consists of two separate spatial parts with its temporal parts, the first
of which describes a coupling between first– and second–order perturbations, the
second is dependent on cubic first–order perturbations. As suggested in [49]
the third–order displacement is split into two longitudinal parts, arising from
these two specific dependencies and then solved piecewise. Thus, the solution of
Eq. (2.44) consists in solving the two sets of equations, which we label with 3a
and 3b. Additionally, we have the occurrence of a transverse solution at the third
order from Eq. (2.46), which we label with 3c and separate it into spatial and
temporal parts as well. The three sets of equations then read:[
q¨3a + 2
a¨
a
q3a
]
= −3q¨1 q
2
1
a2
; µ
(3a)
1 = µ
(1)
3 ,[
q¨3b + 2
a¨
a
q3b
]
= −2
[
a¨
a2
q1q2 + q1
q¨2
a
+
q¨1
a
q2
]
; µ
(3b)
1 = µ
(1,2)
2 , (2.74)[
q˙T3c −
a˙
a
qT3c
]
=
[
q1
a
q˙2 − q˙1
a
q2
]
; εijkT
(3c)
k,j = εijkΨ
(1)
l,j Ψ
(2)
l,k .
As mentioned earlier the purely longitudinal parts are µ
(n)
1 ≡ ∆qφ(n). The
purely transverse part can be written in terms of a vector potential, i.e., T
(3c)
k ≡
εklm∂qlA
(3c)
m , where one degree of freedom may be cancelled by employing the
Coulomb gauge. Using the same restrictions as before, we obtain for the tempo-
ral parts of the three above equations:
q3a =
(
3
2
)3 [−1
3
a4 + 9
7
a3 − 9
5
a2 + a− 16
105
a−1/2
]
,
a
q3b =
(
3
2
)3 [10
21
a4 − 66
35
a3 + 14
5
a2 − 2a+ 16
35
a1/2 + 16
105
a−1/2
]
,
a
qT3c =
(
3
2
)3 [−1
7
a4 + 3
7
a3 + 1
5
a2 − a+ 8
7
a1/2 − 8
35
a−1/2
]
.
(2.75)
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2.4.4 The fourth–order solution
The fourth–order part of the source equation, Eq. (2.45), consists of five separate
spatial parts with their respective temporal parts. Analogous to the last section
we label them with 4a−4e. The fourth–order part of the irrotationality condition,
Eq. (2.47), consists of two types of spatial parts, the first type arises from longitu-
dinal perturbations only, i.e., εijkΨ
(1)
l,j Ψ
(3)
l,k , whereas the second type results from
a mixing term of longitudinal–transverse perturbations, i.e., εijkΨ
(1)
l,j T
(3)
l,k . Due to
the fact that the third–order longitudinal perturbations include the solutions 3a
and 3b, we obtain two terms contributing to the first type, which we label with
4f and 4g. The second type occurs only once which we label with 4h. The eight
sets of equations to be solved then read:
[
q¨4a + 2
a¨
a
q4a
]
= −
[
a¨
a2
q22 + 2
q¨2
a
q2
]
; µ
(4a)
1 = µ
(2)
2 ,[
q¨4b + 2
a¨
a
q4b
]
= −
[ q¨2
2a2
q21 +
q¨1
a2
q1q2
]
; µ
(4b)
1 = εilmεjpqΨ
(1)
p,lΨ
(1)
q,mΨ
(2)
j,i ,[
q¨4c + 2
a¨
a
q4c
]
= −2
[
a¨
a2
q1q3a +
q¨1
a
q3a +
q1
a
q¨3a
]
; µ
(4c)
1 = µ
(1,3a)
2 ,[
q¨4d + 2
a¨
a
q4d
]
= −2
[
a¨
a2
q1q3b +
q¨1
a
q3b +
q1
a
q¨3b
]
; µ
(4d)
1 = µ
(1,3b)
2 ,[
q¨4e + 2
a¨
a
q4e
]
=
[
a¨
a2
q1q
T
3 +
q¨1
a
qT3 +
q1
a
q¨T3
]
; µ
(4e)
1 = Ψ
(1)
i,j T
(3c)
j,i ,
and
[
q˙T4f −
a˙
a
qT4f
]
=
[
q1
a
q˙3a − q˙1
a
q3a
]
; εijkT
(4f)
k,j = εijkΨ
(1)
l,j Ψ
(3a)
l,k ,[
q˙T4g −
a˙
a
qT4g
]
=
[
q1
a
q˙3b − q˙1
a
q3b
]
; εijkT
(4g)
k,j = εijkΨ
(1)
l,j Ψ
(3b)
l,k , (2.76)[
q˙T4h −
a˙
a
qT4h
]
=
[
q1
a
q˙T3c −
q˙1
a
qT3c
]
; εijkT
(4h)
k,j = εijkΨ
(1)
l,j T
(3c)
l,k .
Using the same restrictions as before, we obtain for the temporal parts of the
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eight sets of equations:
q4a =
(
3
2
)4 [− 51
539
a5 + 4
7
a4 − 258
175
a3 + 12
5
a2 − 48
49
a3/2
! − a+ 96
175
√
a+ 16
385
a−1/2 − 16
1225
a−2
]
,
a
q4b =
(
3
2
)4 [ 13
154
a5 − 46
105
a4 + 33
35
a3 − 6
5
a2 + 12
35
a3/2 + 1
2
a− 8
35
√
a− 4
1155
a−1/2
]
,
a
q4c =
(
3
2
)4 [14
33
a5 − 44
21
a4 + 144
35
a3 − 4a2 + 2a− 32
105
√
a− 32
231
a−1/2
]
,
a
q4d =
(
3
2
)4 [−20
33
a5 + 64
21
a4 − 216
35
a3 + 32
5
a2 − 4a+ 128
105
√
a+ 128
1155
a−1/2
]
,
a
q4e =
(
3
2
)4 [− 1
11
a5 + 8
21
a4 − 18
35
a3 + a− 32
35
√
a+ 32
231
a−1/2
]
,
a
qT4f =
(
3
2
)4 [−1
6
a5 + 16
21
a4 − 9
7
a3 + 4
5
a2 + 1
2
a− 16
21
√
a+ 16
105
a−1/2
]
,
a
qT4g =
(
3
2
)4 [ 5
21
a5 − 116
105
a4 + 66
35
a3 − 4
5
a2 − 48
35
a3/2 + a+ 32
105
√
a− 16
105
a−1/2
]
,
a
qT4h =
(
3
2
)4 [− 1
14
a5 + 2
7
a4 − 3
7
a3 + 6
5
a2 − 24
7
a3/2 + 9
2
a− 16
7
√
a+ 8
35
a−1/2
]
.
(2.77)
2.5 Solutions of the perturbation equations for
an EdS background:
peculiar–system approach
As promised above, we solve the perturbation equations in this section with
inertial initial conditions, see Eq. (2.65).
2.5.1 The first–order solution
The first–order part of the peculiar–source equation, Eq. (2.48), is
D′′(η) ∆qφ(1) = α(η)D(η)µ
(1)
1 , (2.78)
with α = 6/η2. We fix the constants of the temporal solution D(η) such that the
normalisation coincides with the one obtained by linear SPT. Formally this can be
achieved by the requirement that D(η0) = 0, and that the coefficient function of
the peculiar–velocity is initially equal to −5: u(q, η0) = 1/a(η0)D′(η0)∇qφ(1) =
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− 5
η0
∇qφ(1). The full solution is then
D = a− a−3/2 ; ∆qφ(1)(q) ≡ µ(1)1 = −
1
5
∆qS(q, η0) η0 , (2.79)
with the initial condition u(q, η0) = ∇qS(q, η0).
2.5.2 The second–order solution
Using Eq. (2.78) we can rewrite the second–order solution of Eq. (2.49) as
µ
(2)
1 = µ
(1)
2 ; E
′′ − αE = −αD2 . (2.80)
Then we obtain
E = −3
7
a2 +
5
4
a− 2a−1/2 + 10
7
a−3/2 − 1
4
a−3 , (2.81)
with the restrictions E(η0)=0 and E
′(η0)=0. The same restrictions are used for
the higher–order solutions as well.
2.5.3 The third–order solution
Analogous to section Eq. (2.4.3) the third–order solution consists of two longitu-
dinal (a and b) and one transverse solution (c). Using the lower–order results we
can write the solutions of Eq. (2.50) and Eq. (2.52) as follows:
F ′′a − αFa = −2αD3 ; µ(3a)1 = µ(1)3 ,
F ′′b − αFb = −2αD
[
E −D2] ; µ(3b)1 = µ(1,2)2 , (2.82)
F ′′c = −αD3 ; εijk T (3c)k,j = εijk Ψ(1)l,j Ψ(2)l,k .
For the three time–evolution functions we obtain under the same restrictions as
above:
Fa = −13a3 + 7511a− 9a1/2 + 253 a−3/2 − 6a−2 + 211a−9/2 ,
Fb = −1021a3 − 1514a2 − 2511a+ 307 a1/2 + 514a−1/2 − 10021 a−3/2
+5
2
a−2 + 5
7
a−3 − 5
22
a−9/2 ,
F Tc = −17a3 + 9a1/2 + 37528 a−1/2 − 32a−2 + 112a−9/2 − 1256 .
(2.83)
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2.5.4 The fourth–order solution
The solutions of the source equation, Eq. (2.51), and of the irrotationality condi-
tion, Eq. (2.53) can be written as follows:
G′′a − αGa = α
[
2D2E − E2] ; µ(4a)1 = µ(2)2 , a
G′′b − αGb = α
[
D4
2
−D2E
]
; µ
(4b)
1 = εiklεjmnΨ
(1)
k,mΨ
(1)
l,nΨ
(2)
j,i , a
G′′c − αGc = −2α
[
DFa − 2D4
]
; µ
(4c)
1 = µ
(1,3a)
2 , a
G′′d − αGd = −2α
[
DFb − 2D2E + 2D4
]
; µ
(4d)
1 = µ
(1,3b)
2 , a (2.84)
G′′e − αGe = −αD4 ; µ(4e)1 = Ψ(1)i,j T (3c)j,i a ,
GTf
′′
= −2αD4 ; εijk T (4f)k,j = εijk Ψ(1)l,j Ψ(3a)l,k , a
GTg
′′
= −2αD2 [E −D2] ; εijk T (4g)k,j = εijk Ψ(1)l,j Ψ(3b)l,k , a
GTh
′′
= −αD [D3 + Fc] ; εijk T (4h)k,j = εijk Ψ(1)l,j T (3c)l,k .
!
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We then obtain for the temporal parts of above sets of equations:
Ga = − 51539a4 + 2542a3 − 75112a2 − 4a3/2 + 2125231 a− 30049 a1/2 + 257 a−1/2 − 5114a−1
−250
231
a−3/2 + 25
8
a−2 − 25
49
a−3 − 2
3
a−7/2 + 25
77
a−9/2 − 3
112
a−6 ,
a
Gb = − 13154a4 − 524a3 − 67a3/2 + 2375924 a− 4528a1/2 + 2756a−1 − 12566 a−3/2
+45
28
a−2 − 1
12
a−7/2 − 10
77
a−9/2 + 1
28
a−6 ,
a
Gc = −1433a4 − 45077 a2 + 43a3/2 + 12514 a+ 10033 a−1/2 − 27a−1 + 150077 a−3/2
+25
6
a−3 − 52
11
a−7/2 + 16
77
a−6 ,
a
Gd = −2033a4 + 2521a3 + 15077 a2 + 8021a3/2 − 4000231 a+ 757 a1/2 − 1150231 a−1/2 + 757 a−1
+250
231
a−3/2 − 50
7
a−2 − 50
21
a−3 + 85
33
a−7/2 + 50
77
a−9/2 − 20
77
a−6 ,
a
Ge = − 111a4 + 4a3/2 − 12521 a+ 9a−1 − 25033 a−3/2 + 23a−7/2 − 121a−6 ,
a
GTf = −16a4 + 4a3/2 + 250033 a−1/2 − 36a−1 + 87a−7/2 − 111a−6 − 62514 ,
a
GTg = − 521a4 − 514a3 − 207 a3/2 + 457 a1/2 − 8125231 a−1/2 + 22514 a−1 + 4528a−2
−5
7
a−7/2 − 5
21
a−9/2 + 5
44
a−6 + 625
42
,
a
GTh = − 114a4 − 187 a3/2 + 1256 a− 112528 a1/2 + 272 a−1 − 1256 a−3/2
+375
56
a−2 + 29
84
a−7/2 − 1
24
a−6 + 625
28
,
(2.85)
respectively.
The above solutions will be used in the following section. For our purpose, i.e.,
setting up the relation to SPT, only the fastest growing modes will be relevant.
2.6 Practical realisation and exact relationship
between NLPT and SPT
In this section we explicitly link the perturbative series between NLPT and SPT.
Note that we still restrict to an EdS universe and to the Zel’dovich–type subclasses
of the general Lagrangian solutions. As mentioned above, these subclasses consist
of the slaved and the inertial initial conditions.
Commonly, the dynamical quantities of the irrotational solutions in SPT are
the density contrast and the peculiar–velocity divergence, so it is convenient to
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use in the following the peculiar–system approach only. In the latter we call Ψ
the (gravitational induced) displacement field.
2.6.1 The NLPT series in Fourier space
We seek a series solution of the form
Ψ˜(k, t) =
∞∑
n=1
[
Ψ˜
(n)
L (k, t) + Ψ˜
(n)
T (k, t)
]
, (2.86)
where a tilde denotes Fourier quantities, and we explicitly neglect the perturba-
tion parameter . Eq. (2.86) is the complementary series of Eq. (2.35) in Fourier
space for the displacement field. Then, using the solutions of section 2.5, it is
possible to write the Fourier transform of the spatial nth–order perturbations
L˜
(n)
(k) and T˜
(n)
(k), defined respectively by
Ψ˜
(n)
L (k, t) = D
n(t)L(n)(k) ,
Ψ˜
(n)
T (k, t) = D
n(t)T (n)(k) ,
(2.87)
times the fastest temporal parts ∝ Dn(t) as8
Ψ˜
(n)
L (k, t) = −iDn(t)
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × S(n)L (p1, . . . ,pn) δ˜(1)(p1) · · · δ˜(1)(pn) , (2.88)
and
Ψ˜
(n)
T (k, t) = −iDn(t)
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × S(n)T (p1, . . . ,pn) δ˜(1)(p1) · · · δ˜(1)(pn) , (2.89)
where we have employed the shorthand notation p1···n = p1 + p2 + · · · + pn,
S
(n)
L and S
(n)
T are symmetrised vectors arising from longitudinal and transverse
perturbations, respectively (see appendix A.1.3). δ˜(1)(p) is the Fourier transform
of the linear density contrast evaluated at t0. We derive the above expressions in
detail in appendix A.1.
It is important to be conscious of the origin of the linear density contrasts on
the RHS in Eqs. (2.88–2.89), since they include a specific limit. To see this we
revisit the mass conservation:
δ(x, t) =
1
JF (q, t)
− 1 , with x(q, t) = q + Ψ(q, t) . (2.90)
8D(t) is the fastest growing mode solution of the linear growth function in the peculiar–
system approach, see Eq. (2.79). For an EdS universe it is D(t) = a(t).
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Linearisation of this (for any displacement exact) Lagrangian expression implies
for the spatial part
δ(1)(x) ≈ −∆qφ(1)(q) , (2.91)
with Ψ(1)(q) ≡ ∇qφ(1)(q). In the ZA, the displacement field is very small, so
it is appropriate to use the limit x ≈ q, however neglecting the inherent non–
linearity of the Lagrangian approach in this step. Thus, the quantities x and q
in Eq. (2.91) are interchangeable, and this reads in Fourier space
δ˜(1)(p) ≈ p2φ˜(1)(p) , (2.92)
at the linear order. The n linear density contrasts in Ψ˜
(n)
L and in Ψ˜
(n)
T result
from n times the usage of Eq. (2.92). Stated in another way, Ψ˜
(n)
L and Ψ˜
(n)
T are
affected by this approximation at any order, but strictly speaking, only because
the above linear approximation is used n times. We call this setting the initial
position limit (IPL).9
In [75, 5] the same setting was used implicitly in order to derive the longitu-
dinal solution Eq. (2.88) up to the third order in NLPT.
2.6.2 Exact relationship between the density contrast and
the displacement field
In SPT, the series of the Fourier transform of the density contrast can be formally
written as
δ˜(k, t) =
∞∑
n=1
δ˜(n)(k, t) . (2.93)
Solving the Eulerian equations of motion order by order in SPT, the resulting
nth–order density contrast in Fourier space reads:
δ˜(n)(k, t) = Dn(t)
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × F (s)n (p1, . . . ,pn) δ˜(1)(p1) · · · δ˜(1)(pn) , (2.94)
where the F
(s)
n ’s are the symmetrised SPT kernels given by the well–known re-
cursion relation [76, 32], and are explicitly given in [7] for n ≤ 4.
9Given an arbitrary tensor function T (x, t) with the trajectory F ≡ x(t) = q + Ψ(q, t).
Then the IPL is TIPL(x, t) := limΨ→0 T (x, t) = T (q, t), which is a first–order approximation
to T (F−1(x, t), t).
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In order to find the link between the above series and the displacement field,
we use again mass conservation, i.e., Eq. (2.90). In Fourier space this is10
δ˜(k, t) ≡
∫
d3x eik·xδ(x, t) =
∫
d3q eik·q
(
eik·Ψ(q,t) − 1) . (2.95)
To get the last expression we used d3x = |∂x/∂q| d3q, with |∂x/∂q| ≡ JF .
Taylor expanding the above equation and explicitly using the NLPT series, i.e.,
Eqs. (2.86–2.89), we can sum up all specific contributions and associate them to
their respective nth–order density contrasts. The result is then
δ˜(n)(k, t) = Dn
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! ×X(s)n (p1, . . . ,pn) δ˜(1)(p1) · · · δ˜(1)(pn) , (2.96)
where we have defined the symmetrised kernels X
(s)
n ’s, which can be found in
appendix A.2 for n ≤ 4. The Dirac–delta in Eq. (2.96) fixes k = p1···n and, as a
result,
X(s)n (p1, . . . ,pn)
∣∣∣
k=p1···n
= F (s)n (p1, . . . ,pn) , (2.97)
valid at least up to the fourth–order in perturbation theory. As an important
conclusion, Eq. (2.95) leads to identical expansions either in SPT or NLPT.
2.6.3 Exact relationship between the (peculiar–)velocity
divergence and the displacement field
Similar considerations can be made for the peculiar–velocity divergence. In Eule-
rian space the peculiar–velocity is u = dx/dτ , where dτ = dt/a is the conformal
time, and as before x = q + Ψ. For an EdS universe the time dependence of
the fastest growing mode is ∝ an to nth order in perturbation theory, therefore
d/dτE(τ)Ψ(2)(q) = 2HE(τ)Ψ(2)(q), and similar for higher orders, where H is
the conformal Hubble parameter. Furthermore, the divergence of the peculiar–
velocity is defined by ∇x · u(x, τ) ≡ θ(x, τ). Up to the fourth order in NLPT
the peculiar–velocity divergence is then
θ(x, τ) = HD∇x ·Ψ(1)(q) + 2HE∇x ·Ψ(2)(q) + 3HF ∇x ·Ψ(3)(q)
+4HG∇x ·Ψ(4)(q) . (2.98)
10The expression δ˜(k, t) =
∫
d3q exp{ik · q + ik ·Ψ}[1 − JF ] is identical to Eq. (2.95), and
leads to a somewhat different expansion but equivalent results.
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To proceed it is useful to transform the divergences into Lagrangian coordinates,
i.e., ∂/∂x = |∂x/∂q|−1∂/∂q. Then, Eq. (2.98) translates to
JF θ(x, τ)
H = J
F [JFij ]
−1
(
DΨ
(1)
j,i (q) + 2EΨ
(2)
j,i (q) + 3FΨ
(3)
j,i (q)
+4GΨ
(4)
j,i (q)
)
, (2.99)
where [JFij ]
−1 = 1/(2JF ) εilmεjpqJFplJ
F
qm, with J
F
ij = δij + Ψi,j. As before com-
mas denote derivatives with respect to Lagrangian coordinates q. The Fourier
transform of θ(x, τ)/H is
θ˜(k, τ)
H(τ) =
∫
d3q JF eik·q+ik·Ψ(q,τ)
θ(x, τ)
H(τ) , (2.100)
where we have used d3x = |∂x/∂q| d3q, and JF θ(x, τ)/H(τ) is given by Eq. (2.99).
We seek a perturbative solution of the form
θ˜(k, τ) =
∞∑
n=1
θ˜(n)(k, τ) . (2.101)
Taylor expanding Eq. (2.100) and using the NLPT results, i.e., Eqs. (2.88, 2.89),
we obtain for the nth–order peculiar–velocity divergence:
θ˜(n)(k, τ) = −HDn
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × Y (s)n (p1, . . . ,pn) δ˜(1)(p1) · · · δ˜(1)(pn) , (2.102)
where the symmetrised kernels Y
(s)
n up to the fourth order are given in appendix
A.2. Then similar to the above we find
Y (s)n (p1, . . . ,pn)
∣∣∣
k=p1···n
= G(s)n (p1, . . . ,pn) , (2.103)
with G
(s)
n given by SPT recursion relation. Thus, the prediction of the peculiar–
velocity divergence agrees with its counterpart in SPT, which is:
θ˜(n)(k, t) = Dn(t)
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × G(s)n (p1, . . . ,pn) δ˜(1)(p1) · · · δ˜(1)(pn) . (2.104)
The SPT kernels G
(s)
n up to the fourth order are given in [7] as well.
2.7 Discussion and summary
We have calculated solutions of the Lagrangian perturbation theory (NLPT) for
an irrotational fluid up to the fourth order. The derivation is shown in two sep-
arate approaches, and we call them the full–system– and the peculiar–system
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approach. They are solved for two sets of ‘Zel’dovich–type’ initial conditions: for
the full–system approach we use the slaved initial conditions, where the initial par-
allelity between the peculiar–velocity and the peculiar–acceleration is assumed;
for the peculiar–system approach we use the inertial initial conditions, where the
initial peculiar–acceleration is set to zero. Both scenarios are appropriate for
studying the large–scale structure.
Solutions up to the fourth order have been found for the first time in [56]
(in the full–system approach), whereas one of the current authors independently
derived the solutions in the peculiar–system approach.
In section 2.6 we transform the nth–order solution into Fourier space, see
Eqs. (2.88–2.89). These solutions contain only the fastest growing mode and con-
sist of integrals over n linear density contrasts. It is important to note that
these results are derived in the so–called initial position limit (IPL), in which
it is assumed that the aforementioned linear density contrast δ(1)(x) is evalu-
ated in the vicinity of the initial Lagrangian position, i.e., in the limit x ≈ q.
Stated in another way, since the displacement field is small in the Zel’dovich
approximation, we can evaluate the results in this limit, and the resulting Pois-
son equation for the displacement potential assumes therefore the linearised form
∆qφ
(1)(q) ≈ −δ(1)(q). Working in the IPL requires a small displacement, the
starting assumption of the NLPT series, but it nevertheless implies that we ne-
glect the inherent non–linearity of the Lagrangian approach in this step. Strictly
speaking, only the linear displacement potential and the linear displacement field
are affected by this approximation, but due to the reason that the nth order
displacement field is dependent on n displacement potentials, this approximation
carries over to any order. This procedure is implicitly assumed in the current
literature when working in Fourier space.
Then, we express the Eulerian dynamical variables, i.e., the density contrast
and the peculiar–velocity divergence in terms of the gravitational induced dis-
placement field Ψ: the predictions in Fourier space yield identical expressions for
the NLPT and SPT series at each order in perturbation theory in the IPL. How-
ever, this does not imply, that the convergence of the series in SPT and NLPT is
identical, rather the above subclasses of the general Lagrangian solution can be
used to mimic the SPT series, as long as one restricts to the IPL. Additionally, the
IPL suggests that there is no proper distinction between the Fourier transform on
Eulerian space and on Lagrangian space. Relaxing the IPL would thus result in
SPT and NLPT solutions in separated Fourier spaces, whereas these spaces are
connected via a non–linear transformation. This scenario may lead to an even
better approximation of the Eulerian variables in terms of NLPT. However, this
issue is beyond the scope of this work and we leave it as a future project.
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Chapter 3
Recursion relations in NLPT
3.1 Introduction
Perhaps the most straightforward analytic technique is Eulerian (or standard)
perturbation theory (SPT), since the equations are evaluated as a function of
Eulerian coordinates [32].1 Here, the local density contrast δ(x, t) ≡ [ρ(x, t) −
ρ(t)]/ρ(t) and the velocity field of the fluid particle are the perturbed quantities.
Importantly, the series in SPT relies on the smallness of these fields, and therefore
breaks down as soon as their local values deviate significantly from its mean
values.
A convenient way to circumvent this drawback is to use the Lagrangian
perturbation theory (NLPT) [33, 39, 40, 51, 78, 42, 43, 44, 46]. In NLPT, there
is only one perturbed quantity, namely the displacement field Ψ. It parametrises
the gravitationally induced deviation of the particle trajectory field from the ho-
mogeneous background expansion. Therefore, the NLPT series does not rely
on the smallness of the density and velocity fields, but on the smallness of the
deviation of the trajectory field. Furthermore, the explicit extrapolation of the
Lagrangian solution leads to improved predictions even in the highly non–linear
regime, whereas the series in SPT fails by construction [11].
Historically, a great advantage of SPT with respect to NLPT was the discovery
of a simple recursion relation [76], whereas it was widely believed that there is no
recursion relation in NLPT [32]. A common argument for this absence was the
additional complicacy in NLPT, that Lagrangian transverse fields are also needed
to provide an irrotational motion in the Eulerian frame. In this paper we derive
an easy expression to maintain the Eulerian irrotationality, thus constraining
the Lagrangian transverse fields Ψ
(n)
T at each order n. Furthermore, we derive a
relation to constrain the Lagrangian longitudinal fields Ψ
(n)
L , such that finally one
can construct the displacement field Ψ =
∑
n Ψ
(n) in terms of the aforementioned
longitudinal and transverse fields: Ψ(n) =Ψ
(n)
L +Ψ
(n)
T .
1This chapter was published in Rampf, JCAP 1212, (2012) 004, see [29].
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The NLPT recursion relation is based on the fact that the nth order den-
sity contrast δ(n) in SPT and NLPT are in one–to–one correspondence with each
other (while restricting to the initial position limit) [13]. To obtain the dis-
placement field Ψ(n) we shall Taylor expand the Lagrangian mass conservation
δ = 1/J(Ψ) − 1, where J is the Jacobian of the transformation from Eulerian
to Lagrangian coordinates. Importantly, by performing the Taylor expansion one
loses the power of the non–perturbative formula. However, this is just a calcula-
tional step to obtain the displacement field—due to the inherent non–linearity in
1/J(Ψ), the final use of the Lagrangian result should be concentrated on the un-
expanded δ–relation. This point was first noted by Zel’dovich [11] who obtained
an approximate solution by explicit extrapolation far into the non–linear regime.
This chapter is organised as follows. In section 3.2 we wrap the LPT for-
malism from the last chapter together. Then we relate the perturbative series
in SPT and NLPT via Taylor expanding the density contrast, see section 3.3.
Since Lagrangian transverse fields of the nth order are invisible at the nth order
of the density contrast, we constrain in section 3.4 the transverse fields directly
in Fourier space. Its implementation in our expressions is then straightforward.
In section 3.4 we formulate the recursive procedure and give an example in sec-
tion 3.6. We give a summary in 3.7.
3.2 Formalism
In the Lagrangian framework the only dynamical variable is the displacement
field Ψ. It maps the fluid element from its initial Lagrangian coordinate q to the
Eulerian coordinate x at cosmic time t:
x(q, t) = q + Ψ(q, t) . (3.1)
We utilise the Jacobian J = det[∂x/∂q] to describe mass conservation for our
non–relativistic fluid:
d3x = J(q, t) d3q , ρ(x, t) d3x = ρ(t) d3q , (3.2)
where ρ(x, t) is the Eulerian density field, and ρ(t) is the mean mass density.
Defining the density contrast δ as
ρ(x, t) = ρ(t) [1 + δ(x, t)] , (3.3)
we can use the mass conservation (3.2) to relate the density contrast to the
displacement field:
δ(x, t) =
1
J(q, t)
− 1 . (3.4)
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In Fourier space this is [42]
δ˜(k, t) =
∫
d3q eik·q
[
eik·Ψ(q,t) − 1] , (3.5)
where we have used eqs. (3.1–3.4) for the last equality. We shall use the above
equation below to relate the series in NLPT to its counterpart in SPT.
In NLPT, Ψ is expanded by a perturbative series, composed of purely longitu-
dinal perturbations, labeled Ψ˜
(n)
L , and purely transverse perturbations, denoted
Ψ˜
(n)
T . As mentioned before we require an irrotational motion in the Eulerian
frame, but Lagrangian transverse fields are mandatory to maintain this con-
straint. It is important to note that there is no decoupling between the transverse
and longitudinal components. Thus, transverse and longitudinal fields depend on
both transverse and longitudinal fields. In Fourier space, the perturbation ansatz
is:
Ψ˜(k, t) =
∞∑
n=1
Ψ˜
(n)
(k, t) =
∞∑
n=1
[
Ψ˜
(n)
L (k, t) + Ψ˜
(n)
T (k, t)
]
. (3.6)
The solution for the fastest growing mode is
Ψ˜
(n)
L (k, t) =− iDn(t) L˜
(n)
(k) , (3.7)
Ψ˜
(n)
T (k, t) =− iDn(t) T˜
(n)
(k) , (3.8)
where D = a is the linear growth function in an Einstein–de Sitter (EdS) universe
normalised to unity at the present time t0, and
L˜
(n)
(k) =
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × S(n)L (p1, . . . ,pn) δ˜0(p1) · · · δ˜0(pn) , (3.9)
T˜
(n)
(k) =
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × S(n)T (p1, . . . ,pn) δ˜0(p1) · · · δ˜0(pn) , (3.10)
where we have employed the shorthand notation p1···n = p1 +p2 + · · · +pn, and
δ˜0 ≡ δ˜(1)(t= t0) is the linear density contrast; the vectors S(n)L and S(n)T are the
symmetrised longitudinal and transverse kernels respectively, and they reflect
the mode–couplings induced by non–linear evolution. The case n = 1 denotes
the Zel’dovich approximation [11], i.e., we restrict to the initial position limit
[13], and in this case the perturbative kernels are simply S
(1)
L (p) = p/p
2 and
S
(1)
T (p)=0, with |p|=p. The Zel’dovich solution for the Fourier transform of the
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displacement field is thus
Ψ˜
(1)
L (k, t) =− iD(t) L˜
(1)
(k) = −iD(t)S(1)L (k) δ˜0(k) = −iD(t)
k
k2
δ˜0(k) ,
(3.11)
Ψ˜
(1)
T (k, t) = 0 , (3.12)
where we have used eqs. (3.7)–(3.10). In general, we expect longitudinal vectors of
the form S
(n)
L =p12···n/p
2
12···nB
(n)
L , where B
(n)
L is a scalar function to be determined,
and the (non–zero) transverse kernels are constrained by p12···n · S(n)T =0. In the
following, we describe how to obtain solutions for the longitudinal and transverse
displacements, Ψ˜
(n)
L and Ψ˜
(n)
T for n ≥ 2.
3.3 From SPT to NLPT
In SPT, the density contrast is a perturbed quantity, and the solution for an EdS
universe is:
δ˜(k, t) =
∞∑
n=1
Dn(t) δ˜(n)(k) , (3.13)
with
δ˜(n)(k) =
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × F (s)n (p1, . . . ,pn) δ˜0(p1) · · · δ˜0(pn) , (3.14)
where the symmetrised kernels F
(s)
n are given by the well–known SPT recursion
relation [76, 79, 32]. But note the special case F
(s)
1 = 1. Now, using the above
results for the displacement field and the density contrast, we Taylor expand
eq. (3.5) and collect all individual nth order terms in eq. (3.5). The nth order
density contrast reads then
δ˜(n)(k) =
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! ×X(s)n (p1, . . . ,pn) δ˜0(p1) · · · δ˜0(pn) , (3.15)
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where we have defined the symmetric scalars X
(s)
n , which can be found in [13] up
to fourth order. Explicitly, for n=1, 2 and 3 they are
X
(s)
1 (p1) = k · S(1)L⊕T (p1) , (3.16)
X
(s)
2 (p1,p2) = k · S(2)L⊕T (p1,p2) +
1
2
k · S(1)L⊕T (p1)k · S(1)L⊕T (p2) , (3.17)
X
(s)
3 (p1,p2,p3) = k · S(3)L⊕T (p1,p2,p3)
+
1
6
k · S(1)L⊕T (p1)k · S(1)L⊕T (p2)k · S(1)L⊕T (p3)
+
1
3
{
k · S(1)L⊕T (p1)k · S(2)L⊕T (p2,p3) + two perms.
}
,
(3.18)
where we have introduced the short–hand notation S
(n)
L⊕T ≡ S(n)L + S(n)T . The
Dirac–delta in eq. (3.15) fixes k = p1···n and as an important note we recognise
the equivalence of the density contrast in both SPT and NLPT:
X(s)n (p1, . . . ,pn)
∣∣∣
k=p1···n
= F (s)n (p1, . . . ,pn) . (3.19)
Above relation has been proven to be valid at least up to the fourth order [13].
Physically, this result is not surprising, because the transformation to Lagrangian
coordinates should not alter the density contrast (neither the velocity of the
fluid particle changes). It is thus a reliable assumption to demand eq. (3.19) to
arbitrary order, which we do so in the following.
In our setting, the requirement of an irrotational fluid motion in Eulerian
space implies vanishing (Lagrangian) transverse contributions up to the second
order, i.e., S
(1)
L⊕T ≡ S(1)L and S(2)L⊕T ≡ S(2)L . We will discuss this issue in the
following section. This means that we can immediately obtain the longitudinal
solution k · S(2)L by equating eq. (3.17) and F (s)2 with the constraint k=p12 and
the use of the Zel’dovich approximation, i.e., eqs. (3.11) and (3.12):
p12 · S(2)L (p1,p2) = F (s)2 (p1,p2)−
1
2
(
1 +
p1 · p2
p21
)(
1 +
p1 · p2
p22
)
=: B
(2)
L (p1,p2) , (3.20)
and as the S
(n)
L ’s originate from longitudinal perturbations (i.e., the field pertur-
bations can be written in terms of a potential), we have
S
(2)
L (p1,p2) =
p12
p212
B
(2)
L (p1,p2) , (3.21)
and the second order longitudinal displacement field is then
Ψ˜
(2)
L (k, t) = −iD2(t)L˜
(2)
(k) , (3.22)
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with
L˜
(2)
(k) =
∫
d3p1d
3p2
(2pi)6
(2pi)3δ
(3)
D (p12 − k)
p12
p212
B
(2)
L (p1,p2) δ˜0(p1)δ˜0(p2) .
(3.23)
This simple procedure works as long as the displacement field is fully longitudinal
in the Lagrangian frame. However, since p12 · S(2)T (p1,p2) = 0 due to the trans-
verseness condition, eq. (3.17) gives us the longitudinal solution p12 · S(2)L (p1,p2)
only. Thus, even if there were a transverse part already at second order, it would
not affect the second order density contrast. This leads to an important conse-
quence for the density contrast at arbitrary order n: the transverse kernel S
(m)
T
cannot be obtained via the relation (3.19), but it will affect the nth order density
contrast δ˜(n) if m<n. Thus, S
(m)
T (or T˜
(m)
) has to be constrained at each order.
3.4 Lagrangian transverse fields
The Eulerian irrotationality condition states the vanishing of the Eulerian curl of
the particle motion [68, 32]:
∇x × u(x, t) = 0 . (3.24)
As mentioned in the introduction this implies a restriction to sufficient large
scales, where we expect that the time evolution should not generate vorticities.
Because of the non–trivial transformation to Lagrangian coordinates, however,
the displacement field must include a transverse component as well [33]. Crucially,
longitudinal and transverse fields are dynamically coupled in the Lagrangian pic-
ture,2 even if the transverse fields are zero—the latter is the case at lower orders.
At higher orders, transverse fields attach the same importance as longitudinal
fields.
It is possible to write the irrotationality condition directly in Fourier space,
and it leads to the general result for n ≥ 2:
T˜
(n)
(k) =
∫
d3p1d
3p2
(2pi)6
(2pi)3 δ
(3)
D (p12 − k) [p1 (p2 · p12)− p2 (p1 · p12)] /p212
×
∑
1≤i≤j,
i+j=n
{j − i
n
[
L˜
(i)
(p1) + T˜
(i)
(p1)
]
·
[
L˜
(j)
(p2) + T˜
(j)
(p2)
]}
,
(3.25)
2In SPT the velocity field can be written in longitudinal and transverse fields, and they are
decoupled from each other.
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or, alternatively
T˜
(n)
(k) =
k
k2
×
∫
d3p1d
3p2
(2pi)6
(2pi)3 δ
(3)
D (p12 − k) (p1 × p2)
×
∑
1≤i≤j,
i+j=n
{j − i
n
[
L˜
(i)
(p1) + T˜
(i)
(p1)
]
·
[
L˜
(j)
(p2) + T˜
(j)
(p2)
]}
.
(3.26)
This representation of the original irrotationality condition (3.24) is new, since
it is exact at any order in perturbation theory and it embeds transverse sources
as well;3 additionally, it contains a technical simplification with respect to the
commonly used irrotationality condition which we shall highlight in the appendix
B.1. With the above expression, the transverse displacement field with time
evolution is then Ψ˜
(n)
T (k, t) =−iDn(t) T˜
(n)
(k). The perturbation vectors in the
curly brackets are given by eqs. (3.9) and (3.10), thus the explicit Lagrangian
formalism is not needed and only the (lower order) results have to be plugged in.
With the use of the Zel’dovich approximation, we immediately obtain for
n=2: T˜
(2)
=0 and thus S
(2)
T =0, because of the trivial condition j− i=0 but also
due to symmetry reasons in the integrations over p1 and p2. In general, there are
vanishing contributions for i= j in the summation. Note that in a very general
treatment, it is possible to obtain non–vanishing transverse solutions already at
the second order [49]. We are not considering this case here.
3.5 The recursive procedure
Assuming that eq. (3.19) is valid for arbitrary order n, we obtain the nth or-
der longitudinal displacement field iteratively in terms of F
(s)
n and lower order
NLPT results. Projecting out the longitudinal part, i.e., B
(n)
L (p1, . . . ,pn) ≡
p1···n · S(n)L (p1, . . . ,pn) , we obtain for the longitudinal part of the displacement
field Ψ(n):
S
(n)
L =
p1···n
p21···n
B
(n)
L , B
(n)
L = F
(s)
n − E(s)n , (3.27)
with
E(s)n ≡ O(s)n

n∑
a=1
[
p1···n ·
(
S
(1)
L⊕T + · · ·+ S(n−1≥2)L⊕T
)]a
a!
 . (3.28)
3Reference [80] gives a Fourier expression for the irrotationality condition as well, however
it is non–exact.
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This is our second main result. The last line is the strict consequence of Taylor
expanding eq. (3.5), and we have introduced the operator O(s)n {X} which extracts
the symmetric nth order part of its argument X, e.g.
O(s)3
{
k · S(1)(p1) +k · S(1)(p1)k · S(2)(p2,p3)
}
= !
1
3
{
k · S(1)(p1)k · S(2)(p2,p3) + two perms.
}
. (3.29)
The dependence of the vectors in eq. (3.28) is S
(k)
L⊕T ≡S(k)L⊕T (p1, . . . ,pk), for prod-
ucts of two vectors it is p1···k ·S(i)L⊕T p1···k ·S(j)L⊕T ≡ p1···k ·S(i)L⊕T (p1, . . . ,pi)p1···k ·
S
(j)
L⊕T (pj+1, . . . ,pj), with k= i+ j, and similar for higher order products.
It is then straightforward to calculate higher order displacement fields.
3.6 Example: third–order displacement field
In this section we demonstrate how the third order displacement field can be
obtained and expressed in terms of the SPT kernels F
(s)
n . We start with eqs. (3.27)
and (3.28) for n=3, this leads to the longitudinal solution
S
(3)
L =
p123
p2123
B
(3)
L , B
(3)
L (p1,p2,p3) = F
(s)
3 (p1,p2,p3)− E(s)3 (p1,p2,p3) ,
(3.30)
with
E
(s)
3 (p1,p2,p3) =
1
6
(
1 +
p1 · p23
p21
)(
1 +
p2 · p13
p22
)(
1 +
p3 · p12
p23
)
+
1
3
{(
1 +
p1 · p23
p21
) (
1 +
p1 · p23
p223
)
B
(2)
L (p2,p3) + two perms.
}
, (3.31)
where B
(2)
L = F
(s)
2 − E(s)2 is given in eq. (3.20). To obtain the longitudinal dis-
placement field at third order we use eqs. (3.7) and (3.9). This leads to
Ψ˜
(3)
L (k, t) = −iD3(t)
∫
d3p1d
3p2d
3p3
(2pi)9
(2pi)3δ
(3)
D (p123 − k) δ˜0(p1) δ˜0(p2) δ˜0(p3)
× p123
p2123
B
(3)
L (p1,p2,p3) . (3.32)
On the other hand, the transverse field (3.25) at third order is
T˜
(3)
(k) =
∫
d3p1d
3p2
(2pi)6
(2pi)3 δ
(3)
D (p12 − k)
k
3k2
× (p1 × p2) L˜
(1)
(p1) · L˜
(2)
(p2) .
(3.33)
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The only thing we have to do is to use the lower order results L˜
(1)
and L˜
(2)
and
substitute the integration limits in the above expression. We then have for the
transverse displacement field (3.8) at third order
Ψ˜
(3)
T (k, t) =− iD3(t)
∫
d3p1d
3p2d
3p3
(2pi)9
(2pi)3 δ
(3)
D (p123 − k)
k
3k2
× (p1 × p23)
×B(2)L (p2,p3)
p1 · p23
p21p
2
23
δ˜0(p1) δ˜0(p2) δ˜0(p3) , (3.34)
and thus we obtain
Ψ˜
(3)
(k, t) = Ψ˜
(3)
L (k, t) + Ψ˜
(3)
T (k, t) . (3.35)
In general, the use of the recursion relation reduces the work significantly. The
final expressions for higher order displacement fields are surely longer, but the
procedure is exactly the same compared to the above.
3.7 Summary
For the first time, we have formulated an iterative procedure to calculate the
Fourier transform of the Lagrangian displacement field up to arbitrary order in
perturbation theory. Our procedure is based on the physical assumption that
the density contrast agrees in SPT and NLPT, if the treatment is perturbative
and if we restrict our formalism to the initial position limit (IPL) (in the IPL,
the linear density contrast is evaluated in the vicinity of the initial Lagrangian
position instead of the evolved Eulerian coordinate; see the thorough discussions
in [13, 7]). This allows us to relate the NLPT series to its counterpart in SPT
through the density contrast relation (3.5), and the SPT results are given by the
well known SPT recursion relation.
Even for an irrotational motion in the Eulerian frame, the Lagrangian dis-
placement field consists not only of longitudinal components but also of transverse
components; the transverse perturbations affect the nth order density contrast
if they are of lower order than n. As a consequence, the transverse perturba-
tions cannot be calculated within the density contrast relation, but have to be
constrained at each order. We have calculated a new representation of the irrota-
tionality condition directly in Fourier space, eq. (3.25). This new representation
has the big advantage that the explicit Lagrangian formalism is not needed and
only the (lower order) results have to be plugged in. The calculation of the
Lagrangian transverse fields is straightforward, and so is then the full (i.e., lon-
gitudinal and transverse) displacement field at any order.
Some remarks for applications are appropriate here. First of all, the La-
grangian solution always contains more non–linear information than the standard
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one due to the inherent non–linearity of the unexpanded relation of the density
contrast (3.4). In a future project we shall introduce a numerical treatment of the
very non–perturbative expression, and we will clarify the performance of higher
order NLPT solutions. Furthermore, the use of our result is not restricted to
the IPL: One may relax this approximation after the iterative procedure, thus
effectively readjusting the inherent level of non–linearities (the kernels derived in
the IPL are still valid). Finally, (higher order) NLPT solutions are for example
needed for resummation techniques of matter poly–spectra (e.g. [5, 81]).
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Chapter 4
The (resummed) matter
bispectrum in NLPT
4.1 Introduction
Although the basic ΛCDM paradigm has so far been remarkably successful at
explaining a host of astrophysical observations, it is nonetheless crucial to devise
more tests to constrain the model’s parameters, to find its boundaries of validity,
and to obtain more insight into the details of its sub–scenarios.1 One interesting
issue is whether or not the primordial curvature perturbations conform to a per-
fect Gaussian distribution. (Almost) perfect Gaussianity is a hallmark feature of a
large class of simple inflation models, namely, the canonical single–field slow–roll
models [82]. Nonetheless, many other observationally consistent inflation models
are capable of producing primordial perturbations that deviate significantly from
Gaussianity (i.e., primordial non–Gaussianity; PNG) [83]. Therefore, any future
measurement or constraint of PNG would strongly limit the inflationary model
space.
In general, the term “Gaussianity” for a random variable δ(x) can be defined
in terms of the distribution of complex phases φ from the Fourier decomposition
of an ensemble of random realisations. A uniform distribution in [0, 2pi] indicates
a completely randomised, and hence Gaussian, distribution; any deviation from
uniformity is to be identified with “non–Gaussianity” [84]. The much–used two–
point statistics, the power spectrum—defined as P (k) = |δ˜(k)|2, where k≡ |k| is
the Fourier wavenumber—is not well–suited to study non–Gaussianities, because
it is independent of the phases of the perturbation variable δ˜(k). The lowest
order statistics that is directly sensitive to the phases is the three–point function,
or the bispectrum B(k1, k2, k3), defined via 〈δ˜(k1)δ˜(k2)δ˜(k3)〉c = (2pi)3δ(3)D (k1 +
k2 + k3)B(k1, k2, k3). Gaussian fluctuations necessarily lead to B(k1, k2, k3) = 0,
since the sum of the phases Φ ≡ φ(k1) + φ(k2) + φ(k3) must also be uniformly
1A significant fraction of this chapter was published in Rampf & Wong, JCAP 1206, (2012)
018, see [7].
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distributed in [0, 2pi], so that the ensemble average 〈exp{iΦ}〉 evaluates to zero.
Contrastingly, a non–uniform, and hence non–Gaussian, phase distribution al-
ways yields a non–zero B(k1, k2, k3).
Although a non–zero bispectrum necessarily indicates the presence of non–
Gaussianity, it is important to realise that non–Gaussianities arise generically as
a result of non–linear coupling between different Fourier modes. This means that
while linear evolution of the primordial curvature perturbations preserves their
statistical properties, as soon as linear theory fails to describe the evolution of
inhomogeneities, a sizable bispectrum can be expected from non–linear evolution
alone, even in the absence of PNG. A particularly relevant case is the clustering
statistics of the present–day LSS distribution; non–linear evolution of the matter
density perturbations at low redshifts necessarily generate non–Gaussianities of
its own. Therefore, if we wish to use the LSS bispectrum as a probe of PNG, it
is important that we know how to filter out this “late–time” contribution.
Fully non–linear evolution of the matter density perturbations is in general
not amenable to analytical treatments. However, if we are merely interested in
the mildly non–linear regime—where linear theory still dominates, and non–linear
evolution contributes a small correction to the linear solution—then semi–analytic
techniques based on solving a set of fluid equations using a perturbative expansion
generally return reasonable results (e.g., [24, 26]). Non–linear corrections to the
LSS power spectrum up to two loops [85, 86, 87] have been computed within the
framework of standard perturbation theory (SPT) in, e.g., [88, 79, 32, 89, 17],
while references [5, 81] work within the framework of Lagrangian perturbation
theory (NLPT). The bispectrum, on the other hand, has only been treated using
SPT up to one loop [90, 91].
In this work, we compute for the first time the tree–level contribution and the
one–loop correction to the LSS bispectrum using the framework of Lagrangian
perturbation theory. We use the perturbative solutions up to fourth order from
chapter 2 (see also [13]), and show that, in the so–called initial position limit,
the one–loop bispectrum obtained using the NLPT formalism is identical to its
SPT counterpart. Furthermore, an advantage of the NLPT formalism is that the
perturbative series can be easily reorganised, so that an infinite series of perturba-
tions in SPT is effectively resummed [5]. Generalising this resummation method
to the bispectrum calculation, we find a “resummed” one–loop bispectrum that,
when compared with a na¨ıve expansion, is generally a better approximation to the
“exact” bispectrum extracted from N–body simulations in the mildly non–linear
regime. Resummation techniques have been explored in many matter power spec-
trum calculations [24, 89, 17, 26, 5, 92, 81]. To our knowledge, they have as yet
not been applied to the computation of the bispectrum.
This chapter is organised as follows. In section 4.2 we review the formalism of
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NLPT, and write down the general expression for the bispectrum. We evaluate
this expression in section 4.3 up to one–loop order, using both a simple Taylor
expansion and the aforementioned resummation technique. The resulting NLPT
bispectrum and resummed bispectrum are then compared with data from N–
body simulations. In section 4.4, we generalise the resummation technique to
the computation of the redshift–space bispectrum up to one–loop order. Our
conclusions can be found in section 4.5. In general we try to keep the technical
details in the main text to the minimum necessary for the sake of readability;
the reader will be referred to the appendices for the details of the computations
at the appropriate points. Here we highlight especially appendix C.1, where we
report all perturbative kernels in both NLPT and SPT up to fourth order.
4.2 Formalism
We briefly review in this section the necessary equations of Lagrangian perturba-
tion theory (NLPT), and construct the bispectrum using the central object of
NLPT, the displacement field Ψ. Since the scales that require non–linear cor-
rections are generally well inside the Hubble horizon, a full general relativistic
treatment is not necessary, and we work within the Newtonian limit of cosmo-
logical perturbation theory [93]. For readers wishing to skip to the crux of this
work, the starting base of our bispectrum calculation is equation (4.17), while
equation (4.22) shows the reorganised perturbative series that is the starting ex-
pression for the resummed bispectrum.
4.2.1 Newtonian Lagrangian perturbation theory (NLPT)
In chapter 2 we gave an in–depth description of NLPT. Here we summarize the
findings and the most important steps. In the Lagrangian framework, the observer
follows the trajectories of the individual fluid elements [11], where each trajectory
is encoded in the time–integrated displacement field Ψ. The comoving position
x of a fluid element at conformal time τ is then given by its initial Lagrangian
coordinate q plus the displacement field Ψ evaluated at the same time:
x(q, τ) = q + Ψ(q, τ) . (4.1)
The volume of the specific fluid element generally deforms as a result of gravita-
tionally induced displacement. The deformation is encoded in d3x=J(q, τ) d3q,
where the Jacobian determinant J = det[∂x/∂q] is generally a function of Ψ.
Mass conservation (for a non–relativistic fluid) then leads to the constraint:
ρ(x, τ) d3x = ρ(τ) d3q , (4.2)
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where ρ(x, τ) ≡ ρ(t) [1 + δ(x, τ)] is the Eulerian density field with density con-
trast δ(x, τ), and ρ(τ) is the mean mass density. Note that in writing down the
constraint (4.2), we have assumed the initial density contrast δ(q, τini) at q to be
negligibly small [13]. Simple algebraic manipulations of equation (4.2) then allow
us to relate the density contrast to the displacement field:
δ(x, τ) =
1
J(q, τ)
− 1 . (4.3)
In the following, where there is no confusion, we will omit writing out the time
dependence of the dynamical variables.
In a non–rotating (Eulerian) frame, the equations of motion for self–gravitating
and irrotational dust are [68, 47, 67]:
∂δ
∂τ
+∇x · {[1 + δ(x, τ)]u(x, τ)} = 0 , (4.4)
∇x ·
[
du
dτ
+H(τ)u(x, τ)
]
= −3
2
H2δ(x, τ), (4.5)
∇x × u(x, τ) = 0 , (4.6)
where u = dx/dτ is the peculiar velocity, d/dτ = ∂/∂τ + u ·∇x the convec-
tive derivative, and the conformal Hubble parameter evaluates to H = 2/τ in a
matter–dominated flat universe. The last equation (4.6) states the irrotational-
ity of the fluid motion in Eulerian space. We call equations (4.4) to (4.6) the
Euler–Poisson system.
To turn the Euler–Poisson system into equations of motion for Ψ, we first con-
vert the Eulerian derivative ∇x to its Lagrangian counterpart using the Jacobian
of the coordinate transform, while formally requiring it to be invertible.2 Defin-
ing Ji,j := δij + Ψi,j, where the subscript “, j” denotes a partial derivative with
respect to the Lagrangian coordinate qj, the resulting set of equations contains
only one dynamical variable, namely, the displacement field Ψ [48]:
εilmεjpqJp,l(Ψ)Jq,m(Ψ)
d2Jj,i(Ψ)
dη2
=
12
η2
[J(Ψ)− 1] , (4.7)
Ji,n(Ψ) εnjkJl,j(Ψ)
dJl,k(Ψ)
dη
= 0 , with J > 0 , (4.8)
where dη=dτ/a is the superconformal time, and summation over repeated indices
is implied. We call this closed set of equations the Lagrange–Newton system.
Importantly, the Eulerian irrotationality condition (4.6) gives rise to a set of
Lagrangian constraints on the displacement field, i.e., equation (4.8); in general,
2Lagrangian solutions exist even if the Jacobian is not invertible. However, equivalence
between the Euler–Poisson system and the Lagrange–Newton system can be established only
if J 6= 0 [13].
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Ψ contains both a longitudinal and a transverse component, that latter arising
from the non–linear transformation between the Eulerian and the Lagrangian
frame. Lagrangian transverse fields are a necessary constituent of the total dis-
placement field, as they ensure irrotationality of the fluid motion in the Eulerian
frame. This means that both (Lagrangian) longitudinal and (Lagrangian) trans-
verse parts affect equation (4.7), and hence the (Eulerian) longitudinal part of
the Euler equation (4.4) as well. Thus, there is in general no decoupling between
the longitudinal and the transverse components.
Equations (4.7) and (4.8) can be solved using a perturbative series Ψ =∑∞
n=1 Ψ
(n). The linear (n = 1) solution in the initial position limit3 is simply
the Zel’dovich approximation [11, 33, 13],
∇q ·Ψ(1)(q, τ) = −D(τ) δ(1)(q, τ0) ≡ −D(τ) δ0(q), (4.9)
where D(τ) is the linear growth function normalised to unity at z = 0, and the
solution is purely longitudinal. Working with the solution (4.9), it is then easy to
build iteratively from equations (4.7) and (4.8) higher order solutions. Expressed
in Fourier space and keeping only the fastest growing mode, the resulting nth
order displacement field Ψ˜
(n)
(p) ≡ F [Ψ(n)(q)](p) is then
Ψ˜
(n)
(p, τ) = −iDn(τ)
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − p)
! × S(n)(p1, . . . ,pn) δ˜0(p1) · · · δ˜0(pn) , (4.10)
where p1···n = p1 + p2 + · · ·+ pn, and [13, 69, 5]
S(1)(p1) =
p1
p21
, (4.11)
S(2)(p1,p2) =
3
7
p12
p212
κ
(s)
2
p21p
2
2
, (4.12)
S(3)(p1,p2,p3) =
p123
p2123 p
2
1p
2
2p
2
3
[
1
3
κ
(s)
3a −
10
21
κ
(s)
3b
]
+
1
7
ω
(s)
3c
p2123 p
2
1p
2
2p
2
3
, (4.13)
S(4)(p1,p2,p3,p4) =
p1234
p21234 p
2
1p
2
2p
2
3p
2
4
[
51
539
κ
(s)
4a −
13
154
κ
(s)
4b −
14
33
κ
(s)
4c
+
20
33
κ
(s)
4d +
1
11
κ
(s)
4e
]
+
1
p21234 p
2
1p
2
2p
2
3p
2
4
[
1
6
ω
(s)
4f −
5
21
ω
(s)
4g +
1
14
ω
(s)
4h
]
. (4.14)
3The initial position limit corresponds to the case in which the Poisson equation for the
linear displacement potential is evaluated at the initial Lagrangian position; see section 2.6.1.
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Here, the symmetrised kernels κ
(s)
n ≡ κ(s)n (p1, . . . ,pn) and ω(s)n ≡ ω(s)n (p1, . . . ,pn)
represent respectively the longitudinal and the transverse component of Ψ˜
(n)
.
Their exact forms can be found in appendix C.1.1. We emphasise again that while
the displacement field can be split into purely longitudinal and purely transverse
components, longitudinal–transverse mixing does occur generically when Ψ is
used to reconstruct the density contrast via equation (4.3). As we shall see later,
for our particular application, there is a mixing at fourth order between ω
(s)
3c and
S(1) (see also in appendix A.2). In more general cases, however, longitudinal–
transverse mixing happens already at third order [49].
4.2.2 Bispectrum in the Lagrangian framework
Starting with the Fourier transform of the density contrast [42],
δ˜(k) ≡
∫
d3x eik·xδ(x) =
∫
d3q eik·q
(
eik·Ψ(q) − 1) , (4.15)
where we have used equation (4.3) for the last equality, and the bispectrum
B(k1, k2, k3) can be defined as〈
δ˜(k1) δ˜(k2) δ˜(k3)
〉
c
≡ (2pi)3δ(3)D (k1 + k2 + k3)B(k1, k2, k3) . (4.16)
Here, ki ≡ |ki|, the subscript “c” denotes the connected piece, and the Dirac delta
follows from statistical homogeneity, so that the three wavevectors k1,2,3 always
form a closed triangle. The dependence of B(k1, k2, k3) on only the magnitude
of the wavevectors is a consequence of statistical isotropy. Physically, this means
that the bispectrum depends only on the shape and the size of the triangle formed
by k1,2,3, not on the triangle’s orientation. Keeping this in mind, we can rewrite
the bispectrum (4.16) using the last equality in equation (4.15) as
B(k1, k2, k3) =
∫
d3∆21
∫
d3∆31 e
ik2·∆21+ik3·∆31
×
(〈
eik2·(Ψ(q2)−Ψ(q1))+ik3·(Ψ(q3)−Ψ(q1))
〉
c
− 1
)
, (4.17)
where ∆ij ≡ qi−qj. Note that in deriving equation (4.17), we have used 〈exp{ik·
Ψ}〉 = 1, because of 〈δ˜(k)〉 = 0.
To evaluate the ensemble average in equation (4.17), we use the cumulant
expansion theorem [94, 5],
〈eiX〉 = exp
{ ∞∑
N=1
iN
N !
〈XN〉c
}
, (4.18)
where, in our case, X = k2 · [Ψ(q2)−Ψ(q1)] + k3 · [Ψ(q3)−Ψ(q1)], and 〈XN〉c
denotes the Nth cumulant. Two options are available to us at this stage:
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1. A brute-force Taylor expansion of δ˜ in equation (4.15) up to the desired
order in Ψ, which yields δ˜ ≈ δ˜(1) + δ˜(2) + . . . for equation (4.16).
2. We generalise the resummation scheme of [5] to the bispectrum calculation,
and reorganise the perturbative series before performing a Taylor expansion
up to the desired order in Ψ.
As we shall see in section 4.3.4, option 1 in fact leads to the same outcome as
standard perturbation theory (SPT), up to the same order in δ˜ (this is true at
least up to fourth order).
To implement option 2, we first rewrite equation (4.18) as
exp
{ ∞∑
N=1
iN
N !
〈
XN
〉
c
}
= exp
{ ∞∑
N=1
iN
N !
DN
}
× exp

∞∑
N=1
iN
N !
N−1∑
j=1
 N
j
EN
 , (4.19)
where we have used the binomial theorem, and introduced the quantities
DN ≡
〈
aN
〉
c
+
〈
bN
〉
c
+
〈
cN
〉
c
, (4.20)
EN ≡
〈
ajbN−j
〉
c
+
j∑
k=0
 j
k
〈akbj−kcN−j〉
c
, (4.21)
with the shorthand notation a≡ k1 ·Ψ(q1), b≡ k2 ·Ψ(q2), and c≡ k3 ·Ψ(q3).
Using equation (4.19) and the fact that the DN term is independent of ∆ij, the
bispectrum expression (4.17) now becomes
B(k1, k2, k3) = exp
{ ∞∑
N=2
iN
N !
DN(0)
} ∫
d3∆21
∫
d3∆31e
ik2·∆21+ik3·∆31
! ×
exp

∞∑
N=1
iN
N !
N−1∑
j=1
 N
j
EN
− 1
 , (4.22)
where, because of statistical homogeneity, we can choose to evaluate DN at any
single point q in space, e.g., at q = 0. For large separations ∆ij, one expects
the cumulants in DN to have a larger contribution to B(k1, k2, k3) compared
with those in EN [5]. Therefore, we expand perturbatively only the cumulants
appearing in EN , while the exponential prefactor is kept as it is, with the DN
terms in the exponent evaluated according to the Zel’dovich approximation [89,
11]. This is thus the “resummation” scheme of [5], and equation (4.22) is the
starting expression for the so–called resummed bispectrum.
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4.3 Results I: Clustering in real space
Working with the expressions (4.17) and (4.22), we now evaluate the bispectrum
and the resummed bispectrum respectively up to one–loop order. For readers
wishing to skip the technical details, the main result of this section is equa-
tion (4.37). A numerical comparison of our results with an “exact” bispectrum
extracted from N–body simulations can be found in section 4.3.3, while the equiv-
alence between the NLPT and the SPT bispectra is discussed in section 4.3.4.
4.3.1 N–point correlators of the displacement field
The terms DN and EN in equation (4.22) contain cumulants that are functions of
the displacement fields Ψ(q) (see equations (4.20) and (4.21)). Since the perturb-
ative solutions of Ψ(q) have been conveniently expressed in terms of their Fourier
transforms in equations (4.10) and (4.11), we rewrite the cumulants similarly in
Fourier space [5]:〈
Ψ˜i1(p1) · · · Ψ˜iN (pN)
〉
c
= (2pi)3 δ
(3)
D (p1···N)Ci1···iN (p1, . . . ,pN) . (4.23)
Here, Ci1···iN (p1, . . . ,pN) is an N -point correlator, and its perturbative version is
defined via
〈
Ψ˜
(a1)
i1
(p1) · · · Ψ˜(aN )iN (pN)
〉
c
= (2pi)3 δ
(3)
D (p1···N)C
(a1···aN )
i1···iN (p1, . . . ,pN) . (4.24)
Note that, unlike the N–point functions of the density contrast, these N–point
correlators are in general complex quantities.
Assuming Gaussian initial conditions, the correlators relevant to our problem
are:
Cij(p) = C
(11)
ij (p) + C
(22)
ij (p) + C
{(31)}
ij (p) ,
Cijk(p1,p2,p3) = C
{(211)}
ijk + C
(222)
ijk + C
{(411)}
ijk + I⊕IIC
{(321)}
ijk ,
Cijkl(p1,p2,p3,p4) = C
{(1122)}
ijkl + C
{(3111)}
ijkl ,
(4.25)
where we have employed a shorthand notation for the 2–point correlator, Cij(p) ≡
Cij(p,−p), and omitted writing out explicitly the dependences of C{(ab··· )}ij···N =
C
{(ab··· )}
ij···N (p1, . . . ,pN). The curly brackets in the superscripts denote summation
over all possible permutations, e.g., C
{(211)}
ijk = C
(211)
ijk + C
(121)
ijk + C
(112)
ijk , while the
notation I⊕IICijk ≡ ICijk+IICijk indicates two distinct contributions to correlators
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of the type Cijk. In case the initial conditions contain PNG, the correlators
Cij(p) = C
{(21)}
ij (p) ,
Cijk(p1,p2,p3) = C
(111)
ijk + IIC
{(211)}
ijk + I⊕IIC
{(221)}
ijk + I⊕IIC
{(311)}
ijk ,
Cijkl(p1,p2,p3,p4) = C
(1111)
ijkl + C
{(2111)}
ijkl ,
(4.26)
must be considered in addition.
We can now evaluate equations (4.25) and (4.26) using the perturbative so-
lutions of Ψ˜ given in equations (4.10) and (4.11), and express each correlator
in terms of the linear power spectrum PL(k, z)=D
2(z)P0(k), where D(z) is the
linear growth function at redshift z, normalised such that D(z=0)=1, and P0(k)
is the present–day linear power spectrum. In the case of non–Gaussian initial
conditions, the additional correlators (4.26) will also depend on the present–day
linear bispectrum B0 and trispectrum T0. The exact forms of all correlators in
equations (4.25) and (4.26) can be found in appendix C.2, while in appendix C.3
we give the relations of B0 and T0 to their primordial counterparts BΦ and TΦ
predicted by inflation.
4.3.2 The NLPT bispectrum and the resummed bispectrum
We now use the perturbative correlators from section 4.3.1 to evaluate the (un-
resummed) bispectrum (4.17) up to one–loop order. We begin by separating the
perturbative expansion of B into a tree–level part B(0) and a one–loop contribu-
tion B(1), i.e.,
B = B(0) +B(1) + . . . , (4.27)
which are themselves split respectively into a Gaussian and a non–Gaussian con-
tribution,
B(0) = B211 +B0 , B
(1) = B
(1)
Gaussian +B
(1)
PNG , (4.28)
where B211 is the tree–level bispectrum with Gaussian initial conditions, and B0
is present only in the case of non–zero PNG. The exact form of B0 is reported in
appendix C.3. Here, we explicitly derive B211 in order to demonstrate how the
formalism works.
The bracketed term (〈· · · 〉c − 1) in the expression (4.17) can be Taylor–
expanded using the cumulant expansion theorem (4.18) as〈
eiX
〉
c
− 1 = − i
6
〈X3〉c + 1
24
〈X4〉c + 1
8
〈X2〉c〈X2〉c
! +
i
12
〈X2〉c〈X3〉c − 1
48
〈X2〉c〈X2〉c〈X2〉c +O(X7) , (4.29)
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where X = k2 · [Ψ(q2)−Ψ(q1)]+k3 · [Ψ(q3)−Ψ(q1)]. Considering only Gaussian
initial conditions, the lowest order contribution is
B211 = −i k1ik2jk3l C{(211)}ijl (k1,k2,k3) + k1ik2jC(11)ij (k1) k2lk3mC(11)lm (k3)
! + k1ik2jC
(11)
ij (k2) k1lk3mC
(11)
lm (k3)
! + k1ik3jC
(11)
ij (k1) k2lk3mC
(11)
lm (k2) , (4.30)
which, using the definitions of the correlators, can be evaluated to give
B211 = 2PL(k1)PL(k2)F
(s)
2 (k1,k2) + two permutations , (4.31)
with the kernel
F
(s)
2 (k1,k2) ≡
5
7
+
1
2
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
+
2
7
(k1 · k2)2
k21k
2
2
. (4.32)
But equations (4.31) and (4.32) simply reproduce the results of SPT. Thus, at
tree level, the NLPT and SPT bispectra are identical.
Similar expansions up to higher orders in Ψ lead to the one–loop expressions
B
(1)
Gaussian = B411⊕123⊕222 +B1122⊕1113 +Bxx⊗yy +B11⊗211 −B11⊗11⊗11 ,
B
(1)
PNG = B112⊕122⊕113 +B1111⊕1112 +B11⊗12 +B11⊗111 ,
(4.33)
where explicit forms of the constituent terms are given in appendix C.4. The ⊕
symbol denotes a grouping of several terms with a common origin in the Taylor
expansion, e.g., the constituents of B411⊕123⊕222 ≡ B411 + I⊕IIB123 + B222, with
I⊕IIB123 ≡ IB123 + IIB123, all originate from the 〈X3〉c term in equation (4.29).
The ⊗ symbol indicates a contribution from the “product terms” in the Taylor
expansion, e.g., B11⊗11⊗11 arises from 〈X2〉c〈X2〉c〈X2〉c, and consists of products
of three C
(11)
ij ’s.
In order to compare the NLPT one–loop expressions with their SPT counter-
part, we apply a diagrammatic technique which allows us to regroup the NLPT
contributions in terms of the diagrams they produce. In our notation, this means
rearranging the NLPT contributions into the groupings
B
(1)
Gaussian = B˜411 + B˜123 + B˜222 ,
B
(1)
PNG = B˜112 + B˜122 + B˜113 .
(4.34)
Since SPT produces the same classes of diagrams, our NLPT results can be
compared with standard SPT results on a diagram–to–diagram basis. The various
classes of SPT and NLPT diagrams up to one loop are shown in figure 4.1. In
appendix C.5 we demonstrate how to construct diagrams in NLPT, and report
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Figure 4.1: Diagrams in SPT and NLPT. The symbols ⊕, ∆ and  denote re-
spectively a linear power spectrum, linear bispectrum, and linear trispectrum.
For Gaussian initial conditions, the contributing diagrams are (a) B222, (b) IB321,
(c) IIB321, (d) B411, and (e) B211. For non–Gaussian initial conditions, the addi-
tional contributions are (f) IIB211, (g) IB113, (h) IIB113, (i) IB122, (j) IIB122, and
(k) B111 ≡ B0. As discussed in the main text, the sum of all NLPT contributions
to one specific diagram leads to analytic agreement with SPT.
the regrouped terms B˜. Suffice to say, all regrouped terms in NLPT agree with
their SPT counterparts:
B
(0)
NLPT = B
(0)
SPT , B
(1)
NLPT = B
(1)
SPT . (4.35)
Since the expressions are identical, henceforth we shall omit the subscripts “NLPT”
and “SPT”.
To compute the resummed bispectrum, we expand only those terms appearing
inside the ∆21 and ∆31 integrals in equation (4.22), while leaving the exponential
prefactor untouched. Expanding up to one–loop order, we find the resummed
bispectrum
B(k1, k2, k3) = exp
{
−1
2
∫
d3p
(2pi)3
[k1ik1j + k2ik2j + k3ik3j] C
(11)
ij (p)
}
×
[
B(0)(k1, k2, k3) +B
(1)(k1, k2, k3) +
1
2
B(0)(k1, k2, k3)
! ×
∫
d3p
(2pi)3
[k1lk1m + k2lk2m + k3lk3m] C
(11)
lm (p)
]
. (4.36)
Given C
(11)
ij (p)=(pipj/p
4)PL(p) from equation (C.16), the angular integration of
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the first and the last terms can be easily performed, thereby leading to
B(k1, k2, k3) = exp
{
−(k
2
1 + k
2
2 + k
2
3)
12pi2
∫
dpPL(p)
}
! ×
[
B(0) +B(1) +
(k21 + k
2
2 + k
2
3)
12pi2
B(0)
∫
dpPL(p)
]
, (4.37)
with B(0) and B(1) given in equation (4.28). Equation (4.37) is the main result
of this chapter.
The resummed power spectrum was calculated in [5]. Comparing it with our
resummed bispectrum, one immediately recognises an overall similarity, especially
in the form of an exponential suppression prefactor. Analogously, as we show in
section 4.3.3, while equation (4.37) generally constitutes a better approximation
of the bispectrum in the weakly non–linear regime, the highly non–linear regime
is dominated by the unphysical damping factor.
4.3.3 Comparison with N–body results
In this section we compare our resummed bispectrum (4.37) with bispectra ex-
tracted from N–body simulations. We use the N–body results of Sefusatti et
al. 2010 [95], read off their figures 1, 3 and 5 using the plot digitiser EasyNData [96].
The simulations have been performed in a box of side length 1600h−1Mpc spanned
by a 10243 grid, for a ΛCDM cosmology with parameters h = 0.7, Ωm = 0.279,
Ωb = 0.0462, ns = 0.96, and a fluctuation amplitude σ8 = 0.81, with initial condi-
tions generated at redshift zi = 99 using the Zel’dovich approximation. For the
numerical evaluation of equation (4.37), we have written a C++ code, wherein the
integrals are evaluated using the deterministic integration routine CUHRE from
the CUBA library [1]. The code takes as an input the linear power spectrum
calculated with CAMB [2], and linearly interpolates it for the purpose of the loop
integration.
Gaussian initial conditions. Six separate comparisons are shown in figure 4.2
for the case of Gaussian initial conditions, corresponding to bispectra of the
equilateral configuration (k1 = k2 = k3 ≡ k) and a squeezed configuration (k1 =
k2 ≡ k, k3 ≡∆k = 0.012h/Mpc), each at redshifts z = 0, 1, 2. Each bispectrum
displayed has been normalised to the smoothed, no–wiggle tree–level bispectrum
Bnw computed using the transfer functions of [97]. In each panel, the green
dotted line denotes the SPT result without resummation, i.e., B(0) + B(1), while
the resummed bispectrum (RNLPT) of equation (4.37) is represented by the red
solid line.
A general deviation of RNLPT from the N–body results is expected in the
highly non–linear regime, because the exponential prefactor in equation (4.37) has
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!Figure 4.2: Comparison of the one–loop corrected matter bispectra from SPT
(green dotted line) and resummed NLPT (RNLPT; solid red line), with the N–
body results of [95] (data points), at z = 0 (first row), z = 1 (second row),
and z = 2 (third row). Gaussian initial conditions have been assumed. Left:
Bispectrum of the equilateral configuration. Right: Bispectrum of one squeezed
configuration, with ∆k = 0.012h/Mpc. The red arrows indicate the regions of
validity for the RNLPT results at each redshift. For reference, we show also
the tree–level bispectrum (black dot–dot–space line). All bispectra have been
normalised to the no–wiggle tree–level bispectrum.
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Figure 4.3: Comparison of the one–loop corrected matter bispectra from SPT
(green dotted line) and resummed NLPT (RNLPT; solid red line), with the N–
body results of [95] (data points) at z= 0, assuming PNG of the local kind and
fNL = 100. Left: Bispectrum of the equilateral configuration. Right: Bispectrum
of one squeezed configuration, with ∆k = 0.012h/Mpc. In each case, the ratio
B(fNL =100)/B(fNL =0) is shown.
been evaluated only within the Zel’dovich approximation. Therefore, in order to
compare our RNLPT results with N–body data, we must first define a cut–off
scale keff [5],
keff ≡ α
[
1
12pi2
∫
dpPL(p)
]− 1
2
, (4.38)
beyond which the exponential damping factor becomes too efficient for our RNLPT
results to remain physical. Note that keff is time–dependent, and scales with the
linear growth factor D(z) as 1/D(z) per definition. The parameter α is a fudge
factor that must be adjusted to the N–body data. For α = 1/3, we find good
agreement between RNLPT and N–body data in the k ≤ keff region of validity
(indicated by the red arrows in figure 4.2). The high redshifts results are espe-
cially encouraging: at z = 2, RNLPT remains compatible with N–body data up
to k ∼ 0.2h/Mpc, and appears to provide a better approximation to the N–body
bispectrum than does SPT.
Unfortunately, an error estimation of our approximation with respect to the
N–body data is in general not possible, because the simulation errors are often
very large. This is especially so in the case of the squeezed triangle, where the
short side ∆k = 0.012 h/Mpc is merely a factor of three larger than the funda-
mental wavenumber of the simulation box (∼ 0.004h/Mpc). Sampling errors are
expected to be large in this instance.
Non–gaussian initial conditions. Figure 4.3 shows the case of non–zero PNG
of the local type, characterised by fNL =100 (see appendix C.3 for the definition),
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Figure 4.4: Same as figure 4.3, but instead the difference B(fNL =100)−B(fNL =
0) is shown. Left: Bispectrum of the equilateral configuration. Right: Bispectrum
of one squeezed configuration, with ∆k=0.012h/Mpc.
and its effect on the matter bispectrum at redshift z=0. We consider again the
equilateral configuration and the same squeezed configuration as above, computed
from one–loop SPT, resummed NLPT, and, for reference, tree–level SPT.
Following [95], we plot the ratio B(fNL = 100)/B(fNL = 0), where fNL = 0
corresponds to Gaussian initial conditions. Results from one–loop SPT are rep-
resented by the green dotted line, while the red solid line shows our RNLPT cal-
culations. The reference tree–level results—B211 for Gaussian initial conditions,
and B211 + B0 for the non–Gaussian case—are denoted by the black dot–dot–
space line. For convenience we use the non–Gaussian contributions at tree–level
and one–loop from figure 1 of [95].
In figure 4.4 we show the differences B(fNL =100)−B(fNL =0), again for the
equilateral case (left panel) and the same squeezed configuration as above (right
panel).
Since the PNG considered here is of the local type, we expect its contribution
to the present–day matter bispectrum to be peaked in the squeezed configuration.
Indeed, the contribution due to PNG in the mildly non–linear regime (k∼0.04–
0.1h/Mpc) is at the 11% level in the squeezed case, while for the equilateral
configuration the contribution in the same k range is about 3%. The SPT result
shows a slight increase in the importance of PNG at higher k–values, while the
RNLPT result suggests a constant behaviour. Comparing with N–body data,
we find that the N–body results tend to overshoot both the RNLPT and SPT
results. It is not clear to us at this stage whether this is a problem of the semi–
analytic methods, or of the N–body simulations. We note however that one of
the main hurdles facing simulations with PNG is the accurate implementation of
non–Gaussian initial conditions, and much research in this direction is ongoing
(e.g., [98, 99, 100]). We conjecture that the generation of initial conditions may
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contribute at least partly to the discrepant results.
4.3.4 Exact relationship between SPT and NLPT
We have demonstrated in section 4.3.2 and the associated appendices that the
one–loop bispectra computed from SPT and NLPT are identical. Similarly, the
equivalence between the SPT and the NLPT one–loop power spectra was previ-
ously shown in [5]. Here, we summarise a result from section 2.6.2 [13], which
shows that NLPT and SPT in general return the same results at least up to fourth
order in the density contrast δ. More specifically, section 2.6.2 contains detailed
information, also linked to discussions about the velocity divergence, but here we
explicitly shed some light from the perspective of the matter bispectrum.
Our starting point is equation (4.15). To prove the equivalence of NLPT and
SPT, we expand the LHS of equation (4.15) as
δ˜ = δ˜(1) + δ˜(2) + δ˜(3) + δ˜(4) + . . . , (4.39)
and similarly the exponential on the RHS up to the same order in the displace-
ment field Ψ. Using explicitly the fastest growing solutions for the nth order
displacement fields given in equation (4.10) in the initial position limit, and sum-
ming up all contributions with n powers of δ˜0, we arrive at
δ˜(n)(k, t) = Dn
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! ×X(s)n (p1, . . . ,pn) δ˜0(p1) · · · δ˜0(pn) , (4.40)
where X
(s)
n is a symmetrised kernel at nth order. Explicit forms can be found in
appendix A.2 for n ≤ 4. The Dirac delta in equation (4.40) fixes k = p1···n. A
careful examination of the kernels X
(s)
n then reveals
X(s)n (p1, . . . ,pn)
∣∣∣
k=p1···n
= F (s)n (p1, · · · ,pn) , (4.41)
where F
(s)
n is simply the nth order SPT kernel for the nth order density con-
trast [32], shown in a symmetrised form in appendix C.1.2 for n ≤ 4. The equiv-
alence between X
(s)
n and F
(s)
n has been checked algebraically with a Mathematica
code up to n = 4 [13], which is available upon request.4
As a conclusion of this small section, any matter polyspectra will give the
same results both in NLPT and SPT. However, this is only true in the initial
position limit (see chapter 2), and if the expressions are fully expanded out.
4E–mail to rampf@physik.rwth-aachen.de.
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4.4 Results II: Clustering in redshift space
The resummation technique used in this work can be easily generalised to the
calculation of the matter bispectrum in redshift space [101]. We briefly outline the
computational procedure in the following. The final expression for the resummed
redshift–space bispectrum up to one loop, assuming Gaussian initial conditions,
can be found in equation (4.57).
4.4.1 Density contrast and distorted displacement field in
redshift space
In the so–called plane parallel limit, the comoving distance s in redshift space is
defined as [5, 102]
s = x+
zˆ · v
H zˆ ≡ x− uzzˆ , (4.42)
where x is the comoving distance in real space defined in equation (4.1), zˆ is the
line of sight (assuming the observer is fixed on the comoving grid), and v ≡ dx/dτ
is the peculiar velocity of the fluid element. Rewriting equation (4.42) as
s(q, τ) = q + Ψs(q, τ) , (4.43)
it is easy to see that the distorted displacement field reads
Ψs = Ψ +
zˆ · dΨ/dτ
H zˆ . (4.44)
Mass conservation in redshift and Eulerian space implies [103]
ρ(1 + δs(s)) d3s = ρ(1 + δ(x)) d3x = ρ d3q , d3s = Jsd3q , (4.45)
which leads immediately to δs(s) = 1/Js − 1, and its Fourier transform
δ˜s(k) =
∫
d3q eik·q
(
eik·Ψ
s(q) − 1) . (4.46)
The redshift–space power spectrum and bispectrum can then be defined as〈
δ˜s(k) δ˜s(k′)
〉
c
= (2pi)3 δ
(3)
D (k + k
′)P s(k) , (4.47)〈
δ˜s(k1) δ˜
s(k2) δ˜
s(k3)
〉
c
= (2pi)3 δ
(3)
D (k1 + k2 + k3)B
s(k1, k2, k3) , (4.48)
on which we can now apply a perturbative procedure analogous to that outlined
in section 4.2.2 to obtain tractable results.
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4.4.2 The resummed bispectrum in redshift space
To compute the perturbative correlators in redshift space, we first note that
the perturbative kernels S(n) given in equation (4.11) are time–independent; the
whole time evolution of the displacement field Ψ(n) is embedded in a separable
linear growth function D as Ψ(n) ∝ Dn. Therefore, the time derivative of the nth
order displacement field can be written as
dΨ(n)
dτ
= nHfΨ(n) , (4.49)
where f ≡ d lnD/d ln a is the logarithmic growth rate. From equation (4.44) it
follows that
Ψs(n) = Ψ(n) + nf(zˆ ·Ψ(n))zˆ , (4.50)
or, in index notation,
Ψ
s(n)
i = (δij + nfzˆizˆj)Ψ
(n)
j ≡ R(n)ij Ψ(n)j , (4.51)
where, again, summation over repeated indices is implied.
The tensor R
(n)
ij deforms the initially isotropic displacement field Ψ
(n), thereby
rendering its redshift–space counterpart Ψs(n) in general direction–dependent. It
follows that the perturbative correlators constructed from the displacement fields
must also be similarly distorted, i.e.,
C
s(a1···aN )
i1···iN (p1, . . . ,pN) = R
(a1)
i1j1
· · ·R(aN )iN jNC
(ai···aN )
j1···jN (p1, . . . ,pN) , (4.52)
and computing the redshift–space bispectrum becomes simply a matter of re-
placing all occurrences of C
(a1···aN )
i1···iN with C
s(a1···aN )
i1···iN . For example, the tree–level
redshift–space bispectrum assuming Gaussian initial conditions is given by
Bs211(k1,k2,k3) = −i k1ik2jk3l Cs{(211)}ijl (k1,k2,k3)
! + k1ik2jC
s(11)
ij (k1) k2lk3mC
s(11)
lm (k3) + k1ik2jC
s(11)
ij (k2) k1lk3mC
s(11)
lm (k3)
! + k1ik3jC
s(11)
ij (k1) k2lk3mC
s(11)
lm (k2) , (4.53)
cf the real–space expression (4.30). Using the relation (4.52), we obtain, after
some reshuffling, the result
Bs211(k1,k2,k3) = 2C(k1,k2,k3)R(k2)R(k3)PL(k2)PL(k3)
! + two cyclic perms. , (4.54)
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where
C(k1,k2,k3) ≡ F (s)2 (k2,k3) + f
(k1 · zˆ)2
k21
G
(s)
2 (k2,k3) (4.55)
! − 1
2
f(k1 · zˆ)
[
(k2 · zˆ)
k22
(
1 + f
(k3 · zˆ)2
k23
)
+
(k3 · zˆ)
k23
(
1 + f
(k2 · zˆ)2
k22
)]
,
R(ki) ≡ 1 + f (ki · zˆ)
2
k2i
, (4.56)
with the symmetrised second–order SPT kernels F
(s)
2 and G
(s)
2 (see appendix
C.1.2). The redshift–space kernels R(ki) and C(k1,k2,k3) agree exactly with the
results from SPT; in the notation of [103], they are called Z1 and Z2, respectively,
with b=1 and b2 =0 (i.e., neglecting local galaxy biasing).
The one–loop correction to the redshift–space bispectrum can be computed in
a similar manner. Generalising the procedure to the resummation case, we find
the following expression for the resummed redshift–space bispectrum up to one
loop:
Bs(k1,k2,k3) = exp
{
−
∑3
i=1
[
k2i + f(f + 2) (ki · zˆ)2
]
12pi2
∫
dpPL(p)
}
×
[
Bs(0) +Bs(1) +
∑3
i=1
[
k2i + f(f + 2) (ki · zˆ)2
]
12pi2
Bs(0)
∫
dpPL(p)
]
. (4.57)
Note that, unlike the case of the real–space bispectrum, redshift–space distortions
induce for Bs a dependence on the direction of the constituent wavevectors. We
leave the numerical evaluation of equation (4.57) for a future project.
4.5 Summary
In this chapter, we have computed the matter bispectrum up to one loop using
Lagrangian perturbation theory (NLPT). We find an exact agreement between
the bispectrum obtained this way and its counterpart from standard Eulerian
perturbation theory (SPT), as long as the NLPT calculation is restricted to the
initial position limit [13]). More generally, in this limit, we find that both NLPT
and SPT predict the same density contrast up to fourth order. The analytic
agreement between these theories up to third order can be shown by hand, while
the equivalence of the fourth–order solutions can only be established algebraically
using a Mathematica code (which can be obtained upon request). Note that
the use of the initial position limit is, to our knowledge, implicit in all NLPT
calculations in the current literature performed in Fourier space (e.g., [89, 5, 81]).
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Relaxing this assumption might yield better approximations of the matter N–
point spectra in the weakly non–linear regime, and should be a promising avenue
to study in the future.
We have also generalised a resummation technique, first developed in [5] to
compute a resummed matter power spectrum, to the matter bispectrum calcu-
lation both in real space and in redshift space. In the mildly non–linear regime
where we expect the method to be valid, we find good agreement between the “re-
summed” real–space one–loop bispectrum and the “exact” bispectrum extracted
from the N–body simulations of [95] assuming Gaussian initial conditions. Our
results for bispectra of the equilateral configuration at high redshifts (z= 2) are
especially encouraging: within the region of validity, the resummed bispectrum
(RNLPT) generally performs better than its one–loop SPT counterpart in terms
of their comparison with the N–body data. The performance of the resumma-
tion scheme is more difficult to judge for bispectra of a squeezed configuration.
Here, for a squeezed triangle with a short side ∆k = 0.012h/Mpc, we find that
the N–body bispectra of [95] at all considered redshifts have more power in the
k region of interest, compared with all semi–analytic approximations studied in
this work (i.e., tree–level, one–loop SPT, and resummed one–loop). However,
we note also that the ∆k value used in the comparison is rather close to the
fundamental wavenumber of the simulation box (∼ 0.004 h/Mpc). This suggests
that the N–body bispectra in the squeezed limit could very well be afflicted by
large sampling errors. In the case of non–Gaussian initial conditions of the local
variety (with fNL = 100), we observe a slight overshoot of the N–body results
of [95] compared to RNLPT (and often to SPT as well). Further studies will be
required to understand this discrepancy, but we note for the moment that the
crucial issue of generating non–Gaussian initial conditions in N–body simulations
is highly non–trivial, and research in this direction is ongoing (e.g., [98, 99, 100]).
The consideration of biasing effects in the galaxy clustering statistics (e.g.,
[104, 20, 19]) is beyond the scope of this work. However, a simple replacement of
f → β = f/b [5] in our resummed redshift–space bispectrum (4.57) immediately
generalises the expression to describe also a simple linear biasing scheme with
bias parameter b. Extending this scenario to non–local biasing schemes is less
straightforward, and will be addressed in a future work.
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Chapter 5
Renormalised NLPT on the
lattice
5.1 Introduction
In the last chapters we have applied NLPT in a so–called “single–expansion”
scheme. Such schemes demand to fully trace the non–linear particle trajectory
from an initial time tini up to some final time tfin. These schemes should approx-
imate the trajectory reasonable well as long as tfin is well before the time when
different trajectories start to intersect each other. Typically, the initial trajec-
tory field at tini is well inside the linear regime, whereas the final field contains
non–Gaussian signatures due to the non–linear evolution. Even if tfin is well in-
side the weakly non–linear regime and also before the time of shell–crossing, it
is highly non–trivial to state that the series solution converges to the right an-
swer. In reference [53] it was shown that even in the case of a spherical collapse,
the single–expansion scheme does not converge to the known exact answer. In
there, they introduced a time of validity tDicon of the NLPT expansion for a given
time domain Di, where the solution converges. Then, it is possible to fully trace
the non–linear solution D by stringing together such time domains, D →∨iDi.
Thus, the whole non–linear evolution is discretised into pieces which are converg-
ing. They called it the “NLPT re–expansion”.
Despite of the novel nature of the above approach, its application to an in-
homogeneous cosmology is still in the early stages. Recently, the NLPT re–
expansion has been further developed in reference [54]. In there, they discuss the
necessity of introducing the concept of frame–shifts (see also section 2.2.6 in this
thesis) to further improve the rate of convergence.
Here we introduce a somewhat similar approach; similar in the sense that the
Lagrangian solution is also re–expanded. The difference between these schemes
is that our approach is entirely restricted to the evolution of an overall Eulerian
density field, whilst the approach in [54] is Lagrangian in the sense of following
the Lagrangian trajectories of particles.
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Re–expanding the solution has not only a mathematical justification but also
several physical ones. Essentially, Newtonian gravity is fully non–local, so that
each particle (or similarily some field in the continuous limit) feels the variation
of the gravitational field instantaneously—and crucially, after some infinitesimal
time step ∆t. Thus, in re–expanding the non–linear solution the degree of non–
locality is approximated in an increasing accuracy for ∆t → 0. In contrast, for
∆t → (tfin − tini) (i.e., a single–expansion approximation) one cannot expect to
obtain a trustable estimate of the degree of non–locality.
In this chapter we formulate a quasi–numerical treatment of non–linear struc-
ture formation. We use non–perturbative Lagrangian expressions to model the
growth of density perturbations on given grid points, and update the evolving
cosmological potential according to the density change at a given time step. We
call this approach therefore renormalised NLPT on the lattice. This method
approximates the non–local character of gravity to an increasing accuracy for a
decreasing time step.
Our framework has several other advantages in comparison to other approaches:
(1) First and foremost, our method is independent of the underlying cosmology
and also valid for generic initial conditions.
(2) Our method is already non–local and non–linear at the leading–order trun-
cation (ZA).
(3) It is very straightforward to implement decaying modes in our formulas and
thus study their influence within the evolution of non–linear clustering.1
(4) The importance of higher–order corrections, together with its relative im-
portance during the non–linear evolution can be accurately studied. Whilst
in single–expansion schemes higher order NLPT usually delivers a divergent
behaviour, this is expected to change in multi–expansion schemes.
This chapter is organised as follows. In section 5.2 we introduce the Newtonian
approximation in a somewhat different view. Explicitly, we use both standard
perturbation theory (SPT) and NLPT to get important formulas for the latter
approach. In section 5.3 we explain why we think that conventional methods in
perturbation theory do not fully resolve the non–local character of gravity. Then,
in section 5.4 we formulate the renormalised NLPT on the lattice, and report
an algorithm for the latter numerical implementation. We give a summary and
suggest some future work in 5.5.
1For another schemes including decaying modes see e.g. [18, 92].
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5.2 Newtonian limit reloaded
Let x denote the comoving coordinate defined by the rescaling of the physical
coordinate r by the cosmic scale factor a(t) (≡ (t/t0)2/3 for an EdS universe),
where t is the cosmic time. The Eulerian equations of motions for self–gravitating
dust are governed by momentum conservation, mass conservation and the Poisson
equation which are respectively
∂
∂t
[a(t)u(t,x)] + [u(t,x) ·∇x] u(t,x) = −∇xφ(t,x) , (5.1)
a(t)
∂δ(t,x)
∂t
+∇x {[1 + δ(t,x)]u(t,x)} = 0 , (5.2)
∇2xφ(t,x) =
3
2
H2(t) a2(t) δ(t,x) , (5.3)
where u= a ∂x/∂t is the peculiar velocity of the fluid particle, H = 2/(3t) for
an EdS universe, φ is the cosmological potential and the density contrast δ(t,x)
separates the local variation of the mass density ρ(t,x) from a global background
ρ(t): ρ(t,x) = ρ(t)[1 + δ(t,x)]. Furthermore, we demand (in the whole thesis) an
irrotational fluid: ∇x × u = 0.
A convenient way to solve the above set of equations is to use the Newtonian
NLPT (e.g. [11, 33, 40, 13] and references in [32]). In NLPT, the observer follows
the trajectories of the individual fluid elements, where each trajectory is encoded
in the time–integrated displacement field Ψ. The coordinate mapping from the
fluid particles’ initial position q plus its gravitationally induced displacement is
then given by
x(t) = q + Ψ(t, q) . (5.4)
The displacement field contains all the dynamical information of the system, and
the fluid displacement automatically obeys mass conservation by the relation
δ(t,x) =
1
det[δij + Ψi,j]
− 1 , (5.5)
with the Jacobian of the transformation J = det[δij + Ψi,j], where “, j” denotes
a spatial differentiation w.r.t. Lagrangian coordinate qj, and i, j, . . . = 1 . . . 3.
In NLPT the above relation replaces the mass conservation (5.2), where the
neglection of an integration constant δ0 can always be justified, i.e., by a proper
set of initial conditions, or by using a different set of Lagrangian coordinates, or
by the assumption of an initial quasi–homogeneity, see chapter 2 cf. [13].
In NLPT the system (5.1)–(5.3), together with the irrotationality constraint is
solved with a perturbative ansatz for the displacement field Ψ, which is supposed
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to be a small quantity:
Ψ(t, q) =
∞∑
i=1
Ψ(i)(t, q) . (5.6)
Usually, one utilises NLPT within a restricted class of initial conditions where only
one initial data has to be given [33]. Then, the initial data at time t0 is given by
the initial gravitational potential Φ(t0, q) (up to some arbitrary constants) only,
which is supposed to be smooth and of order 10−5. Solving the above in NLPT
up to second order one finds for the fastest growing solutions2 [13]:
Ψi(t, q) =
(
3
2
)
a(t) t20 Φ,i(t0, q)−
(
3
2
)2
3
7
a2(t) t40
∂
∂qi
1
∇2q
µ2(t0, q) +O(Φ3) ,
(5.7)
where 1/∇2q is the inverse Laplacian, and µ2(t0, q) = 1/2(Φ,llΦ,mm − Φ,lmΦ,lm).
Now, what is the effect on the Poisson equation, specifically, what is the relation
between the cosmological potential φ(t,x) and the initial gravitational potential
Φ? To see this we plug eq. (5.5) into the Poisson equation (5.3), i.e.,
∇2xφ(t,x) =
2
3
a2(t)
t2
(
1
det[δij + Ψi,j]
− 1
)
, (5.8)
and with the use of the second order displacement field (5.7) we Taylor expand
the RHS. Then we obtain
∇2xφ(t,x) = −Φ,ll(t0, q)−
6
7
a(t) t20 µ2(t0, q)
+
3
2
a(t) t20 Φ,ll(t0, q) Φ,mm(t0, q) +O(Φ3) . (5.9)
Note that the LHS is an Eulerian quantity, whereas the expressions on the RHS
depend on Lagrangian coordinates and Lagrangian derivatives. We expand the
dependences and interchange the derivatives (we denote “|i” for the differentiation
w.r.t. Eulerian coordinate xi) on the RHS, and finally multiply the whole equation
with a 1/∇2x. Then we obtain
φ(t,x) = −Φ(t0,x) + 3
4
a(t) t20 Φ|l(t0,x) Φ|l(t0,x) +
15
7
a(t) t20
1
∇2x
µ2(t0,x) ,
(5.10)
2For the sake of a better comparison with the relativistic solutions in the following chapters,
we impose slighty different initial conditions as introduced in chapter 2, i.e., we require for the
coefficient functions of the peculiar–velocity and peculiar–acceleration to be equal t20 at initial
time, cf. section 2.4.1, and we neglect decaying modes (they are equal to the one in section 2.4
besides of the additional t20 factor).
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with µ2(t0,x) analogue to µ2(t0, q) but the dependences and derivatives are
w.r.t. x. The above has been obtained in reference [106] (though their approach
differs from ours). To see its connection to the ’Newtonian literature’ we expand
the second term on the RHS with ∇2x/∇2x which leads to
φ(t,x) = −Φ(t0,x) + 3
2
a(t) t20F−2 {F2(t0,x)} , (5.11)
where we have defined
F−2 {F2(t0,x)} = 1∇2x
[
5
7
Φ|ll(t0,x) Φ|mm(t0,x) + Φ|l(t0,x) Φ|lmm(t0,x)
+
2
7
Φ|lm(t0,x) Φ|lm(t0,x)
]
. (5.12)
This is nothing but the result expected from standard perturbation theory (SPT)
up to second order (see for example eq. (45) in [32]). Equation (5.10) or eq. (5.11)
can be interpreted as follows: At leading order the cosmological potential is just
proportional to the initial gravitational potential, whereas at second order the
temporal extrapolation of the initial tidal field leads to an “evolving” cosmological
potential.
Similar considerations can be made for the peculiar fluid velocity. We would
like to connect the fluid velocity to the initial gravitational potential [107]. Up
to second order in NLPT the fluid motion is purely potential in the Lagrangian
frame, so we are allowed to introduce a (peculiar) velocity potential S such that
u(t,x) =
∇xS(t,x)
a(t)
≡∇rS , (5.13)
and plug it into the Euler equation (5.1). The very equation can then be in-
tegrated w.r.t. x and it yields to the Bernoulli equation [108, 110, 109] (it is
equivalent to the non–relativistic Hamilton–Jacobi equation, see e.g. [106])
∂
∂t
S(t,x) + 1
2a2(t)
[∇xS(t,x)]2 = −φ(t,x) , (5.14)
where φ is explicitly given in eq. (5.10) up to second order. Here we have set an
integration constant c(t) to zero since it can always be absorbed into the velocity
potential by replacing S → S + ∫ c(t) dt; so it does not affect the flow [109].3 We
3A similar time–dependent function c(t) also arises in the divergence form of the Euler
equation, which is the formal starting point of NLPT, see e.g. equation (4.5). The divergence
form of the Euler equation is invariant under time–dependent translations [12]. In most cases
such functions can be set to zero, but see for example the “NLPT re–expansion“ approach
introduced in [53, 54], where such time–dependent functions are needed after each expansion
step for the sake of momentum conservation and convergence issues. Whether such discussions
can be generalised to the above non–relativistic Hamilton–Jacobi equation has to be confirmed
in a future project.
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solve the above differential equation with a recursive technique (all potentials are
small quantities). Then we obtain for the peculiar–velocity potential
S(t,x) = Φ(t0,x) t− 3
4
t
4/3
0 t
5/3 Φ|l(t0,x) Φ|l(t0,x)− 9
7
t
4/3
0 t
5/3 1
∇2x
µ2(t0,x)
≡ Φ(t0,x) t− 3
2
t
4/3
0 t
5/3F−2 {G2(t0,x)} , (5.15)
with
F−2 {G2(t0,x)} = 1∇2x
[
3
7
Φ|ll(t0,x) Φ|mm(t0,x) + Φ|l(t0,x) Φ|lmm(t0,x)
+
4
7
Φ|lm(t0,x) Φ|lm(t0,x)
]
, (5.16)
or interchanging the dependences and derivatives to be Lagrangian
S(t, q) = Φ(t0, q) t+ 3
4
t
4/3
0 t
5/3 Φ,l(t0, q) Φ,l(t0, q)− 9
7
t
4/3
0 t
5/3 1
∇2q
µ2(t0, q) .
(5.17)
Again, this is the second–order result for the velocity potential from SPT [32].
We shall compare Eqs. (5.10) and (5.17) with their relativistic counterparts in
chapter 8.
5.3 How “non–local” are Newtonian analytical
approximations?
Both the cosmological potential (5.10) and the velocity potential (5.17) involve
the non–local operation 1/∇2, which firstly arises at second order and is hence-
forth part in the (higher–order) perturbative treatment. The occurence of non–
locality is not an outcome of the perturbative treatment, it is surely true in
the non–perturbative sense as well and it rather reflects the non–local nature
of gravitational instability. In fact, in reference [110] it was shown that the sys-
tem (5.1)–(5.3), written in Lagrangian form cannot be closed due to the occurence
of a spatial integral in the expression for the tidal field.
Since the nth order solutions in SPT or NLPT involve 3n integrations over
the whole field configuration, one might naively think that the non–local nature
of gravitational instability is fully encaptured in these analytical techniques as
long as n → ∞. However, as we explain in the following, this is not true. To
understand the problematic point let us consider the starting point of NLPT or
SPT where any field χ is expanded in terms of a perturbative series:
χ =
∞∑
n=1
χ(n) . (5.18)
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The formal requirement for performing a series expansion is relying on the small-
ness in χ—including a hierarchial ordering of the nth term χ(n), i.e., χ(1) > χ(2) >
. . .. In other words, χ characterises a small perturbation with respect to some ini-
tial field configuration χinitial, where the small departure of χ from the initial data
can be of temporal and/or spatial nature. Hence it is somewhat plausible that
the final state can be estimated in terms of an extrapolated initial configuration,
since the final state corresponds only to a small change of the initial configuration.
The implication is that the final state observables/quantities such as the density,
the velocity, the tidal–field etc. are fully expressible in terms of the initial corre-
lations, given by integrals over mode couplings and initial configurations, which
approximate the non–linear terms. This is however rather a consequence of the
perturbative approximation than the physical reality in the Newtonian picture.
Not the memory–effect (i.e., the rough approximation that the late–time cosmic
web is just the sharpened image of the initial smoothed over–density field [35]) of
the initial conditions in the late–time evolution is problematic, but the fact that
the time evolution of the potentials is integrated out. (In an EdS universe, the
perturbative solution factorises in a spatial and in a temporal part. However, the
disappearance of the time–integration is a feature of the perturbative treatment
of an EdS universe, and not a feature in the non–perturbative sense!)
As an argument that the degree of non–locality is in a similar manner approx-
imated as e.g. the density–evolution is restricted to be valid only in the weakly
non–linear regime, we take a deeper look into the afore–calculated SPT kernel for
the second–order density contrast, given in eq. (5.12). After a little reshuffling it
can be rewritten as [111]
F−2 {F2(t0,x)} = 1∇2x
[
ν2
2
Φ|ll Φ|mm + Φ|l Φ|lmm
+
2
7
(
Φ|lm − 1
3
δlm∇2xΦ
)(
Φ|lm − 1
3
δlm∇2xΦ
)]
, (5.19)
where ν2 = 34/21 is the result from second–order spherical collaps dynamics. All
three terms in the above equation have now a clear physical meaning: The first
term approximates the non–linearity induced through gravitational collapse, the
second term results from the coordinate transformation (Lagrangian to Eulerian
space), and the last term models the tidal field. It is straightforward to regroup
higher order kernels in a similar manner. Thus, perturbation theory models three
non–linear concepts which have to satisfy the following criteria per definition: (1)
the non–linear collapse; the SPT series demands a small δ, i.e., the validity of
SPT is restricted to the weakly non–linear regime; (2) the non–linear coordinate
transformation; the NLPT series demands a small Ψ, i.e., the validity of NLPT
is restricted to only a small departure fromt the initial Lagrangian particles’
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position; (3) the non–linear tidal field; due to the above restrictions the late–time
tidal field should not be too different from its initial value. Thus, the validity
of Newtonian perturbation theory is not only restricted to the weakly non–linear
regime but also restricted to be valid only in the quasi–local regime. With “quasi–
local” we basically mean the inadequacy of the perturbative treatment to properly
resolve the large–scale flow which occurs during structure formation. In a naive
way one may ask how robust the non–local prediction is, if it involves nothing
but integrals over approximations.
It is instructive to compare the above situation with the (figurative) procedure
in N–body simulations, e.g. in particle–mesh codes: Once the density distribution
is found after a (discretised) time step, Poisson’s equation has to be solved. By
Fourier transforming the very equation one convolves all the local and non–local
information into the gravitational potential. Then, the gravitational field g(t,x)
is given by multiplying the potential with ik together with a subsequent inverse
Fourier transformation—the particles move as instructed from the force field.
Thus, in accordance with the Newtonian picture of gravitational instability, the
non–local character is taken into account at each time step in the gravitational
evolution. Obviously, the cosmological potential φ(x, t) differs entirely from its
initial configuration φ(tini,x) for t > tini and so do other (non)–local quantities
(such as the tidal field).
Our conclusion of this section is not that Newtonian analytical techniques
are wrong, but they are accidentally a quasi–local approximation to gravitational
clustering. We would call it “non–local” if the Poisson equation for an evolved
cosmological potential is evaluated after each time step. Thus, the interpreta-
tion of Newtonian analytical techniques is closer to the one of general relativity:
The (00) component of the field equations are the relativistic counterpart of the
Newtonian Poisson equation, where the relativistic counterpart is automatically
resolved at later times t if it was resolved at some initial spatial hypersurface
t0 < t [110]; the initial data on the hypersurface t0 has to statisfy the constraint
equations which involve non–local operations [112]. After that, the evolution of
the relativistic potentials should be independent of the non–local environment.
We shall come back to this point after in chapter 8.
5.4 Renormalised NLPT on the lattice
In this section we describe the algorithm for our approach. Our method is a
hybrid model of analytic and numerical nature. Instead of following particles in
a box, we evolve the continuous gravitational field on the comoving grid points
of a mesh, and as a force resolver we use the non–perturbative expression for the
84
density contrast from NLPT:
δnp(t0; t,x) =
1
J(t0; t, q)
− 1 . (5.20)
For convenience we truncate the Jacobian only up to the ZA, i.e.,
J(t0; t, q) := det
[
δij +
3
2
a(t) t20 Φ,ij(t0, q)
]
, (5.21)
but its truncation to higher orders is straightforward. Note that our scheme is
already non–local and non–linear at the level of the ZA truncation, as it will be
clear soon. Since we relate only first–order quantities we have x ' q,4 hence the
spatial labelling is redundant and we shall stick with the Lagrangian labelling of
the grid points below, i.e., the coordinates q are discretised.
The essential idea of our approach is to renormalise the Lagrangian potential
after some finite time step ∆t according to
∇2qΦ(t0 + ∆t, q) = −
2
3
a2(t0 + ∆t)
(t0 + ∆t)
2 δnp(t0; t0 + ∆t, q) . (5.22)
This expression is the result of the Poisson equation (5.3) with the combination
of the leading order identification of eq. (5.10). The non–perturbative density
contrast on the RHS plays the role of a continuity equation and consists of the
dynamical solution of the Lagrange–Newton system, in this case up to the ZA.
5.4.1 Physical origin & validity regime of equation (5.22)
Equation (5.22) is a dynamical equation for ∇2qΦ, sourced by Φ itself at some
earlier spatial hypersurface. We solve the very equation for Φ after some (infinites-
imal) time step via a Fourier transformation, and finally transform it back into
real space; Φ is then used to calculate the next δnp. This procedure is repeated
over and over again. Clearly, in doing so we convolve the non–local information to
each distinct point in space–time. As explained earlier, the degree of non–locality
is increased for ∆t → 0, whereas for single–expansion schemes ∆t ∝ t and thus
only includes non–local information from the initial correlations. To our opin-
ion, the infinitesimal limit of ∆t mirrors the original idea of Newtonian gravity:
The local evolution of the cosmological potential depends on the non–local (i.e.,
global) solution of the potential everywhere.
As long as the fluctuations in the cosmological potential φ are small eq. (5.22)
becomes exact even for ∆t9 0. At late times the fluctuations in φ are not small
anymore so the leading order identifaction of φ with Φ is only an approximation,
resulting from a Lagrangian extrapolation. To estimate the time of validity of our
4Again, this is the initial position limit.
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approximation we proceed as follows. Suppose we would like to obtain the time
of validity where δnp breaks down. In a single–expansion scheme we have ∆t→ t,
and we formally determine the time of the break–down of the approximation
when the series loses its hierarchy. This will roughly happen at a time
tsingle–expansioncon '
1
3t20
∣∣∇2qΦ(t0, q)∣∣3/2 . (5.23)
At this time the first caustics may already form. The maximum time of validity
will not change in multi–expansion schemes. However, the expansion step ∆t
should be decreased during the whole simulation to improve convergence, since
the fluctuations in |∇2qΦ| will increase after each step.
5.4.2 The algorithm
The algorithm can be summarised as follows (we give specific details below):
1. Initialise the time–independent δ˜ini(k) with the use of a linear Boltzmann
code (e.g., with CAMB [2]), where a tilde denotes the Fourier transform.
2. Solve for the Lagrangian potential Φ˜ via the (time–independent) Poisson
equation: k2Φ˜(k) = δ˜ini(k).
3. Perform an inverse FFT to obtain Φ(q) on the grid points. Obtain the
gradient tensor Φ,ij(q) by finite differencing in the directions qi and qj.
4. Calculate δnp, eq. (5.20) with J(t0; t0 + ∆t, q) for some finite time ∆t.
5. Check for overall mass conservation. Repeat step 4 if the sum of all density
contrasts is unequal from zero, and introduce the fudge factor κ ' 1 in the
time evolution of eq. (5.20): a(∆t)→ κ⊗a(∆t). The symbol “⊗” indicates
the inclusion or neglection of κ, dependent whether the time evolution of
the local overdensity or the local underdensity has to be slowed down.
6. Solve eq. (5.22) for Φ˜(t0 + ∆t,k) via FFT.
7. Repeat steps 3–7 up to the desired final time.
Some details to the above points are appropriate.
Notes to step 1. and 2. The density contrast within its linear factorisation
reads δ(t, q) ≡ 3
2
a(t)t20δini(q). Plugging this into the Poisson equation (5.3), one
obtains in Fourier space k2Φ˜(k) = δ˜ini(k), the desired relation (see also eq. (5.9)).
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Notes to step 1., 2. and 3. The numerical implementation of these steps
is equivalent to the setting which is used to obtain NLPT initial conditions in
N–body simulations. Details can be found in appendix D2 in reference [127].
Notes to step 4. As noted above, we have restricted δnp only to the ZA trunca-
tion. Certainly, a second–order improvement (“2LPT”) for δnp should be promis-
ing since it is well–known that the ZA fails in preserving momentum conservation.
The 2NLPT implementation is straightforward [127], but will induce an additional
FFT after each time step and thus prolong the “simulation” time.
Notes to step 5. Generally, global mass conservation at some later time t′
could be flawed, i.e.,
∆M(t′) ≡
∑
i=N3
δinp(t
′) 6= 0 , (5.24)
where the above sum runs over all N3 grid points. Note that local mass conser-
vation is given by eq. (5.20) whereas its global counterpart is given by eq. (5.24).
Thus, local mass conservation is always fulfilled but not the global one,5 so this
step is a necessary ingredient of the algorithm—also to keep numerics under con-
trol. In an ideal setup with infinite grid points N3, infinitesimal grid separation
∆x, an infinitesimal time step ∆t and the exact solution of the Lagrangian trajec-
tory, the fudge factor should tend to 1. Clearly, errors related due to N3 and ∆x
are of numerical nature, whereas errors due to large ∆t’s result from extrapolating
the non–perturbative density too far within a single–expansion step.
The adjustment of the fudge factor is as follows. Suppose that at initial
time ∆M(tini) = 0, where the initial density map was generated as in step 1
(demanding a perfect machine precision). Suppose that at t′ > tini we have
∆M(t′) > 0. This means that the overdense regions have grown too fast and
they dominate the lattice. Then, introduce κ = 1 − , with  small, and replace
the time evolution in δnp according to the above recipe, but only for the gridpoints
with local overdensities.
5.5 Summary and future work
In this chapter we have introduced the renormalised NLPT on the lattice. It
is a method which solves the non–perturbative density contrast from NLPT on
5This is so because momentum conservation of the continuous field is only approximated up
to a given order in NLPT. A simple way to picturise the failure of global mass conservation is
in visualising the trajectory of the particles to be only weakly approximated, such that e.g. a
double–counting of a particle at different grid points occurs.
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grid points of a quasi–numerical simulation. Instead of performing an N–body
simulation with actual particles involved, we numerically evolve the cosmological
potential. Technically, this equals to re–expand the Lagrangian solution after the
radius of convergence is reached. Physically, this equals to resolve the non–local
character of Newtonian gravity with an increasing accuracy, if the re–expansion–
step is performed in the infinitesimal limit.
To establish this technique we derived somewhat new formulas which include
results from both standard perturbation theory and NLPT (section 5.2). In
section 5.3 we reported some arguments for the necessity of our approach. The key
argument is that pure analytic techniques approximate the non–local character
of gravity in a somewhat simplistic way, such that the initial field configuration
is non–locally extrapolated at later times. This is of course not wrong but an
approximation which can be tested within the renormalised NLPT. Essentially, by
an decreasing time–step and thus an increasing number of re–expansions one can
turn on the accuracy of non–locality. Thus, in the infinitesimal limit with infinite
re–expansion steps, one has the exact modelling of non–locality. In section 5.4 we
give details to our approach, which uses the non–perturbative Lagrangian density
contrast, truncated at an arbitrary order in NLPT. Roughly speaking, we use this
truncation as a force resolver of the “self–interacting cosmological potential”. We
described a simple algorithm which includes a first–order truncation of the non-
perturbative density contrast, and gave information how to cue the re–expanded
steps to a fully convergent solution from initial time to final time, provided that
the final time is well before shell crossing.
In this chapter we set up the technique but we did not evaluate it numerically,
which we shall do in a forthcoming work. Its numerical implementation should
be however straightforward, and should also shed further light into the general
behaviour of higher–order perturbative Lagrangian solutions.
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Part III
Relativistic Lagrangian
perturbation theory
(RLPT)
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Chapter 6
The gradient expansion for
general relativity
6.1 Introduction
Perhaps the most straightforward technique for solving the Einstein equations
is the cosmological perturbation theory (CPT) [141, 142]. In there, one expands
some metric functions (or the density) around a smoothed background, where the
background metric is the one of a FLRW universe; the FLRW metric describes a
universe which is exactly homogenous and isotropic and is therefore highly sym-
metric. The solution is then given by the metric coefficients gµν up to a specific
order of powers in the fields/functions.1 Whilst in a Newtonian treatment there is
nothing wrong in perturbing around a fixed background, in general relativity one
has to be cautious. The reason for that is rather technical and relies on the non–
commutativity of the spatial–averaging procedure and the non–linear evolution
while dealing with the field equations and its resulting observables [112]. Thus,
solving the field equations around a highly symmetric background does in general
not describe a universe which is only statistically homogeneous and isotropic—a
universe we assume to live in. As a consequence of the non–commutativity we
have to deal with the cosmological backreaction, which—despite the fact that it is
sourced by local inhomogeneities, may affect the global expansion history of the
universe [9].2 Next, CPT suffers from a gauge dependence which makes its physi-
cal interpretation often difficult. The gauge dependence in CPT is an outcome of
splitting quantities in a background and a perturbed part [146]: The background
space–time remains fixed under coordinate– or gauge transformations, whereas
1We take use of Einstein’s sum convention, greek indices run over the four space–time di-
mensions, whereas latin indices denote the three spatial dimensions.
2The precise value of backreaction is not confirmed yet. Backreaction also arises in Newto-
nian cosmology but vanishes entirely because of the periodic boundary conditions [143]. Also
note that periodic boundary conditions are explicitly used in Newtonian N–body simulations
if the initial conditions are specified in Fourier space [128].
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perturbations do change; the transformation properties are different and thus the
gauge dependence arises.
Despite of the above mathematical reasons to investigate in further techniques
to solve for Einstein equations, there are also practial reasons to do so. First and
foremost, in using a series approximation like CPT one relies on an expansion
in a small parameter, such as the density contrast. As gravitational evolution is
onwarding, inhomogeneities will grow and so are the local variations of the den-
sity contrast, which leads to a fast breakdown of the CPT series approximation.
Thus, we must seek for other schemes to circumvent this drawback (or prolong
the description of the non–linear evolution). Secondly, the underlying physical
geometry has to be specified in the very first step, which means that CPT is not
directly applicable for generic initial conditions.
In the remaining chapters of this thesis we will use the gradient expansion
to approximate the Einstein equations. This technique approximates the time
evolution of the time–ordered spatial hypersurfaces by an increasing number of
spatial gradients—embedded into the initial 3–curvature. In doing so we basically
approximate the extrinsic curvature in terms of a gradient series.3 The approx-
imation states that the time evolution is dominated by terms with lower–order
gradients. Terms with a higher number of gradients will lead to a higher num-
ber of wavevectors in Fourierspace, meaning that these terms matter at small
(i.e., non–linear) scales the most. We therefore approximate the degree of non–
linearity by an increasing number of spatial gradients. The idea of this “long
wave–length approximation” goes back to references [16, 131], and was devel-
oped more recently in [106, 120, 129]. This approach has the advantage that it
is valid for generic initial conditions and for arbitrary initial configurations of
perturbations, and it is not necessarily restricted to small density perturbations.
The latter feature makes the gradient expansion to a powerful tool, especially in
situations where non–perturbative physics have to be used (e.g., in cosmological
backreaction).
The gradient expansion contains more non–linear information than CPT be-
cause it is an expansion in powers of the 3–curvature (3)Rij (together with its
covariant derivatives). It contains more non–linear information since the gradient
series does not only include double spatial gradients of the metric coefficients—
which are certainly the dominant contributions for the evolution of the den-
sity (cf. Poisson’s equation), but also contains a various pallet of other gra-
dients.4 Furthermore, the gradient expansion is intrinsically non–perturbative;
3The extrinsic curvature Kij can be defined as Kij = [Ni;j +Nj;i − ∂γij/∂t] /(2N) [140],
where Ni and N are the shift and lapse functions respectively within the ADM decomposition
[115], and a semicolon denotes a covariant derivative w.r.t. the 3–metric γij .
4Specifically, the gradient expansion includes the maximal number of types of gradients on
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non–perturbative at most in the sense that also inverse metrics are inherently in-
volved in the expansion (e.g., while constructing the Ricci scalar with the inverse
metric).
The gradient expansion can be used for various physical settings. In references
[144, 145] it was used to investigate into solutions of the field equations with
time–like (initial) singularities (for a homogeneous universe of the Bianchi type
VIII and IX, but also for an inhomogeneous universe). The non–linear evolution
of super–horizon perturbation during inflation was studied in [129, 130]. The
gradient expansion technique has been recently applied to study the nature and
its impact of backreaction [123, 38]. In reference [114] authors have compared
the gradient expansion with exact inhomogeneous ΛLTB solutions (Lemaˆıtre–
Tolman–Bondi metric with the inclusion of a cosmological constant) describing
growing structure in a ΛCDM universe.
In the following chapters we shall further proceed into developments in the
gradient expansion. The current chapter is intended to be partly introductory
to a Hamilton–Jacobi approach (i.e., we review the formalism in the following
section), but we also prepare the gradient expansion to be applied at sixth order,
see sections 6.3 and 6.4 (explicit solutions are only known up to fourth order in
the current literature). We conclude in section 6.6. We also wish to highlight
the rich appendix D where we derive in detail all necessary quantities within the
gradient expansion.
6.2 Hamilton–Jacobi approach for ΛCDM
To obtain a Hamilton–Jacobi formalism we first have to construct a Hamiltonian
theory of gravity.5 We shall use the Arnowitt–Deser–Misner formalism (ADM)
to construct a Hamiltonian form for the action of gravity [115]. The Einstein–
Hilbert action with a cosmological constant Λ and Cold Dark Matter (CDM) is
(dust–approximation and we assume irrotational motions)
S =
∫
d4q
√−g
2
[
(4)R− 2Λ− ρ (gµν∂µ∂νχ+ 1)
]
. (6.1)
(4)R is the 4D Ricci scalar, g = det[gµν ], χ is the 4–velocity potential of the
particle, and the CDM density ρ acts as a Lagrange multiplier to ensure the
normalisation UµUν = −1 of the 4–velocity Uµ = −gµν∂νχ. Summation over
repeated indices is assumed, greek indices denote components of the space–time,
the metric coefficients within a space–like hypersurface, as long as the number of gradients is
fixed. We shall explain this issue in the following, but cf. eqs. (6.25)–(6.28).
5This subsection reviews the Hamilton–Jacobi approach for general relativity and is based
on refs. [115, 139, 106, 38, 114].
93
Figure 6.1: The ADM decomposition. The above figure is from aei.mpg.de.
and for convenience we have set 8piG = 1. The above action is still in a fully
covariant form. To develop a Hamiltonian formalism we need canonical vari-
ables, thus we have to split the space–time continuum. The ADM decomposition
amounts to foliate space–time into space–like hypersurfaces Σt labeled by a given
time t, see fig. (6.1). The appropriate metric is
ds2 = gµν dq
µdqν , (6.2)
and its components are (Latin indices denote spatial components)
g00 = −N2 + γijN iN j , g0i = γijN j , gij = γij , (6.3)
and their inverse
g00 = −N2 , g0i = N
i
N2
, gij = γij − N
iN j
N2
. (6.4)
N is the lapse–function and it separates the space–like hypersurfaces by a time–
like distance, and N i allows to shift within such a space–like slice. Using the
above we can calculate the canonical momenta
piij =
δS
δγ˙ij
=
√
γ
2
(
γijK −Kij) , piχ = δS
δχ˙
= ρ
√
γ
√
1 + γij(∂iχ)(∂jχ) ,
(6.5)
where we have defined the extrinsic curvature and its scalar
Kij =
1
2N
[Ni;j +Nj;i − γ˙ij] , K = γijKij . (6.6)
Here and in the following a semicolon denotes a covariant derivative w.r.t. the
3–metric γij, and a dot denotes a partial derivative w.r.t. cosmic time t. With
the usage of the above canonical momenta and the useful relation [115]
√−g = N√γ , (6.7)
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we can rewrite the action as6
S =
∫
d4x
[
φχ
∂χ
∂t
+ piij
∂γij
∂t
−H′
]
, (6.8)
with the ”Hamiltonian” density
H′ ≡ NU +Ni U i , (6.9)
and
U = piχ
√
1 + γij(∂iχ)(∂jχ) +
2√
γ
[
piijpi
ij − pi
2
2
]
−
√
γ
2
[
(3)R− 2Λ] , (6.10)
Ui = −2piki;k + piχ∂iχ . (6.11)
(3)R is the 3–dimensional Ricci scalar of the 3–metric; in the following we will
assume that all tensorial quantities without any explicit labeling are given in
terms of γij.
We obtain two evolution equations by varying the action (6.8) w.r.t. piχ and
piij respectively [105]:(
∂χ
∂t
−N i∂iχ
)
= N
√
1 + γij(∂iχ)(∂jχ) , (6.12)
−Kij = 1√
γ
pikl (2γikγjl − γijγkl) . (6.13)
H′ is not a Hamiltonian density in the conventional sense since it vanishes [114].
This can be easily seen by observing that N and N i appear in the action (6.8) as
Lagrange multipliers and thus constrain the Lagrangian. Their variation yields
to the four constraint equations:
U ≡ 0 , (6.14)
Ui ≡ 0 . (6.15)
Also note that the lapse and shift functions cannot be true degrees of freedom
of the system, since their conjugate momenta vanish. The conventional non–
vanishing Hamiltonian of the system will only arise after the above four con-
straints have been used and the coordinate conditions are chosen [115]. Indeed
one obtains a conventional Hamiltonian formulation if one scalar field of the sys-
tem is used as the time parameter [38]. We can thus choose the velocity potential
6Terms with a divergence and a total time derivative are discarded, since they do not con-
tribute to the Lagrangian, see section IIIA in [115].
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χ to define the time hypersurfaces which means for our dust component that
∂χ/∂t = 1, N = 1, N i = 0 and ∂iχ = 0. These choices are possible since they
satisfy the evolution equations (6.12) and (6.13). Specifically, N = 1 and N j = 0
is just a gauge choice of initial data,7 without loss of generality, and ∂iχ = 0
denotes the dust approximation as the field χ is homogeneous. Then, the above
4–metric takes the synchronous form
ds2 = −dt2 + γij(t, q) dqidqj . (6.16)
Thus, the coordinates have been chosen such that the spatial coordinates are
comoving with the matter [114].
The main idea of the Hamilton–Jacobi theory is to find a canonical trans-
formation such that the new Hamiltonian vanishes. The new coordinates and
momenta are then constants of motion by construction [105]. However, H′ is
already vanishing because of the above constraints. Indeed, defining the (new)
canonical transformation for the restricted generating functional8 S[γij(t, q), χ]
with the canonical momenta
piij ≡ δS
δγij
, piχ ≡ δS
δχ
, (6.17)
we automatically obtain a Hamilton–Jacobi equation out of the constraint equa-
tion U = 0 which is (see eq. (6.10))
δS
δχ
+
2√
γ
δS
δγij
δS
δγkl
(
γikγjl − 1
2
γijγkl
)
−
√
γ
2
(R− 2Λ) = 0 , (6.18)
whereas from Ui = 0 (see eq. (6.11)) we see that the new canonical momentum
piij is covariantly conserved and thus a constant of motion:
piki;k = 0 ⇔ −2∂j
(
γik
δS
δγkj
)
+
δS
δγlk
∂iγlk = 0 . (6.19)
Then, the rate of change of the restricted generating functional is
∂S
∂t
=
∫
d3q
δS[γij(t, q), χ]
δχ
, (6.20)
and with the use of eq. (6.18) we finally obtain the Hamilton–Jacobi equation
∂S
∂t
+H = 0 , (6.21)
7The shift and lapse functions can be chosen freely since it is not possible to constrain
its time evolutions with the use of the field equations [115]. This gauge choice is sometimes
called geodesic slicing, and the resulting coordinates are called Gaussian–normal coordinates
[135, 136].
8This functional is called restricted since the 4–velocity potential is assumed to be homoge-
neous, i.e., χ(t, q) ≡ χ(t). This is equivalent to the dust approximation.
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with
H =
∫
d3q
[
2√
γ
δS
δγij
δS
δγkl
(
γikγjl − 1
2
γijγkl
)
−
√
γ
2
(R− 2Λ)
]
, (6.22)
the Hamiltonian for the irrotational dust component. Explicitly, for our model
the generating functional S is only dependent on γij and t. The Hamilton–Jacobi
equation is constructed such that the constraint (6.14) is automatically fulfilled.
Still, we are left with the evolution equations (6.12) and (6.13) which are needed
to constrain the extrinsic curvature and thus the time evolution of γij.
6.3 Gradient expansion for the generating func-
tional
According to the Hamilton–Jacobi approach for irrotational dust matter, the time
evolution of the metric is given by the evolution equation (6.13). With the above
considerations we obtain from it [105]
∂γij
∂t
=
2√
γ
δS
δγkl
(2γikγjl − γijγkl) . (6.23)
Note that γ˙ij is proportional to the extrinsic curvature in our foliation due to the
choice of shift and lapse functions (see last section).
We seek for a solution for γij in terms of a spatial gradient expansion. Roughly
speaking, it is an expansion in two spatial gradients, since they are the impor-
tant measure of curvature. In three dimensions these gradients are included in
(covariant derivatives of) the Ricci–tensor Rij ≡ (3)Rij(γij) only.9 The ansatz for
S up to six gradients is therefore
S = S(0) + S(2) + S(4) + S(6) + . . . , (6.24)
where the complete gradient basis {|R(n)〉} up to n = 6 gradients in three dimen-
sions is [133]
9According to Riemannian geometry, the Riemann tensor contains the necessary geometric
information to describe manifolds and thus curved space. However, the Riemann tensor can
be decomposed into Ricci–curvatures and into the Weyl tensor, where the latter is vanishing in
three dimensions.
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S(0) = −2
∫
d3q
√
γH(t) , (6.25)
S(2) =
∫
d3q
√
γJ(t)R , (6.26)
S(4) =
∫
d3q
√
γ
[
L1(t)R
2 + L2(t)R
ijRij
]
, (6.27)
S(6) =
∫
d3q
√
γ
[
M1(t)R
3 +M2(t)RR
ijRij +M3(t)RikR
k
klR
il
+M4(t)RR +M5(t)Rij Rij
]
. (6.28)
The box symbol indicates A≡A;kk;k, where the semicolon “;” denotes a covariant
derivative with respect to the 3–metric γij. Other possibilities of gradient terms
are either vanishing due to Stoke’s theorem (e.g.,
∫
d3q
√
γ2R= 0; we demand
that the metric tensor and its derivatives vanish fast enough asymptotically [138])
or can be written as a superposition of the above basis terms:∫
d3q
√
γR;klR
kl =
∫
d3q
√
γ
1
2
RR , (6.29)∫
d3q
√
γR;mR
;m =
∫
d3q
√
γ (−RR) , (6.30)∫
d3q
√
γRij;kR
ij;k =
∫
d3q
√
γ
(−RijRij) , (6.31)∫
d3q
√
γRij;kR
ik;j =
∫
d3q
√
γ
(
− 1
4
RR− R
3
2
+
5
2
RRijRij − 3RikRkklRil
)
, (6.32)
where we have integrated by parts, Rlm
;l≡ 1/2R;m, and in the last line we have
used the second Bianchi identity.
To further proceed we need the functional derivatives of S which we give in
appendix D.1. To obtain the time dependent coefficients H, J , . . ., we solve the
Hamilton–Jacobi equation:
∂S
∂t
+
∫
d3q
[
2√
γ
δS
δγij
δS
δγkl
(
γikγjl − 1
2
γijγkl
)
−
√
γ
2
(R− 2Λ)
]
= 0 , (6.33)
with the use of ansatz (6.24). As before we have set c=8piG=1. We then obtain
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the following set of differential equations to solve:
dH
dt
+
3
2
H2 − Λ
2
= 0 (0th order) ,
dJ
dt
+ JH − 1
2
= 0 (2nd order) ,
dL1
dt
− L1H − 3
4
J2 = 0 (4th order) ,
dL2
dt
− L2H + 2J2 = 0 (4th order) ,
dM1
dt
− 3HM1 − J
(
5
2
L1 + 4L2
)
= 0 (6th order) ,
dM2
dt
− 3HM2 + J
(
8L1 +
35
2
L2
)
= 0 (6th order) ,
dM3
dt
− 3HM3 − 16JL2 = 0 (6th order) ,
dM4
dt
− 3HM4 − 3
2
JL2 = 0 (6th order) ,
dM5
dt
− 3HM5 + 4JL2 = 0 (6th order) .
(6.34)
For an Einstein–de Sitter (EdS) universe (Λ≡0) the fastest growing modes are
H = 2
3t
, J = 3
10
t , L1 =
81
2800
t3 , L2 = − 27350t3 ,
M1 = − 1898000t5 , M2 = 7837000t5 , M3 = −108875t5 , M4 = − 817000t5 ,
M5 =
27
875
t5 .
(6.35)
Solutions (6.35) agree with the one obtained in [139], who found a recursion rela-
tion.10 Note that this very recursion relation yields only the generating function-
als and thus does not deliver the differential equations (6.34); these are essential
for the general manipulations in the latter chapters. The fourth-order results of
equations (6.34) were first reported in [105], whilst the sixth–order equations are
new.
The above solutions are only valid for the fastest growing solutions in an EdS
10More precisely, it matches the PRD version from 1993, whereas the newest version from
2008 contains an obvious typo.
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universe. For Λ 6= 0 these equations give the following integrable solutions
H(t) =
√
Λ
3
coth
(√
3Λ
2
t
)
, (6.36)
J(t) = a−1(t)
∫ t
ti
1
2
a(t′) dt′ , (6.37)
K(t) = a(t)
∫ t
ti
a−1(t′)J2(t′) dt′ , (6.38)
with
K(t) =
4
3
L1(t) = −1
2
L2(t) , (6.39)
and the scale factor is
a(t) = exp
{∫ t
ti
H(t′)dt′
}
, (6.40)
where ti is the initial time. The decaying mode in H has been neglected since
it can be absorbed in a time re–definition [106]. The decaying modes in the
higher–order time coefficients J , K, . . . have been usually neglected in the current
literature. We restore them in the following because of several reasons: (1) they
are part of the full solutions and are needed to fix the residual gauge degree of
freedom inherent in the synchronous coordinate system; (2) they are found to be
very helpful to disentangle distinct sources of non–Gaussianity as we shall see in
chapter 8.
6.4 Time evolution of γij up to six gradients
It is straightforward although tedious to evaluate the time evolution of the metric,
equation (6.23). With the use of equations (D.1)–(D.8) and (D.12)–(D.17), we
obtain
∂γij
∂t
= 2Hγij + J (Rγij − 4Rij) + L1
(
3γijR
2 − 8RRij + 8R;ij
)
+ L2
(
16RikR
k
j + 4R;ij − 12RRij − 4Rij + γij
[
R− 5RkmRkm + 4R2
] )
+M1
(−12R2Rij + 5R3 + 24RR;ij + 24R;iR;j)
+M2
(
− 4RijRmnRmn + 16RRimRmkj + 8RmnRmn;(ij) + 8Rmnkk ;iRmn;j
+ 8R;(imR
km
j) + 4R;iR;j + 8R;mR
m
k (i;j) + 4RR;ij − 12R2Rij
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− 4RijR− 8R;mRk ;mij − 4RRij
+ γij
[
− 3RRmnRmn − 2R;lmRlm + 2R;mR;m + 4R3 + 3RR
])
+M3
(
6R;mk ;(iRj)m + 24RimRjnR
mn − 12RijRmnRmn − 18RRkmi Rmj
+ 6R2Rij + 12R
mnRm(i;j)n + 12R
mn
kk ;(iRj)m;n
+ 6R;mR
m
k (i;j) − 12Rmk(iRj)m − 12Rkm;ni Rjm;n
+ γij
[
− 9
2
R;lmR
lm − 4RkmRkknRmn
+
15
2
RRmnRmn − 3
2
R3 − 3Rkm;nRnm;k
− 3
4
R;mR
;m + 6RlmRlm + 6Rkm;nRkm;n
])
+M4
(
8R;ij − 8RijR + 4R;iR;j + γij
[
4RR−R;mR;m
])
+M5
(
4R;ij − 42Rij − 4R;m(iRkmj) − 24Rmnkk ;(ij)Rmn + 24RmnRm(i;j)n
− 8RijR + 16R(imRmk j) − 4RRij + 16RmnR(im;nj) + 4RR;ij
+ 4R;mR
m
k (i;j) − 20Rmn;iRmnkk ;j + 24Rmnkk ;(iRj)m;n + 4R;iR;j
− 24RimRjnRmn + 8RijRklRkl − 4RRimRmk j + 4R2Rij
+ γij
[
2R− 4R;mnRmn + 2RmnRmn + 3RR + 4RmlRklk Rmk
− 2RRmnRmn − 2R3
− 2R;mR;m + 5Rmn;kRmn;k − 4Rmn;kRkm;n
])
, (6.41)
valid up to six spatial gradients. The brackets (i · · · j) denote a symmetrisation
over the fixed (i.e., not running) indices. To further proceed we have to approxi-
mate all the Ricci–quantities up to a given order in gradients. We will report the
derivation up to fourth order in appendix D.2 and give useful approximations up
to sixth order in appendix D.3.
6.5 The gradient metric for ΛCDM and generic
initial conditions
It is impossible to solve eq. (6.41) for γij in an exact way, since Rij ≡ Rij(γkl)
and thus depends on the solution γij. Additionally we have to abort the infinite
gradient series at a specific order. The gradient approximation consists of solving
this equation iteratively for γij in terms of an initial seed metric kij. While
doing so we demand a hierarchy in gradients, such that terms with an increasing
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number in gradients become less important. Physically, this corresponds to the
assumption that spatial variations should not dominate the dynamics.
In case of a ΛCDM universe, we find for the approximate solution of the metric
up to four gradients [154]:
γij(t, q) ' a2(t)kij + λ(t)
(
Rˆkij − 4Rˆij
)
+ a2(t)
∫ t
dt′
λ(t′)J(t′)
a4(t′)
(
8Rˆ2kij − 12RˆklRˆklkij − 28RˆRˆij + 48RˆikRˆkkj
)
− a2(t)
∫ t
dt′
K(t′)
a4(t′)
(
23
4
Rˆ2kij − 10RˆklRˆklkij − 18RˆRˆij + 32RˆikRˆkkj
)
+ 2a2(t)
∫ t
dt′
λ(t′)J(t′)−K(t′)
a4(t′)
(
Rˆkij − 4Rˆij + Rˆ|ij
)
, (6.42)
where Rˆij ≡ Rij(kij), the covariant derivatives are w.r.t. the initial seed metric
kij, and
λ(t) = a2(t)
∫ t
ti
a−2(t′)J(t′) dt′ . (6.43)
So far, the above is valid for generic initial conditions. Before proceeding to model
our universe, however, it is worth estimating the range where the gradient series
can be applied. The series loses its hierarchy as soon as the higher–order gradient
terms become of the same order of magnitude as the zeroth order term. This will
happen at a time t ∼ tcon, where [38]
tcon ∼ O(few) 1
t2i Rˆ
3/2
, or tcon ∼ O(few) 1
t2i (Rˆ)3/4
. (6.44)
The precise timescale for which the above approximation is accurate depends of
course on the form of the initial seed metric, which just have to be plugged into
the above expressions.
6.6 Summary and future work
We have developed the gradient expansion technique up to six spatial gradients.
We obtained the first–order differential equations (6.34) as well as the first–order
differential equation for the 3–metric (6.41). This approximation scheme is more
non–linear and non–perturbative compared to standard cosmological perturba-
tion theory up to the third order.
Having the evolution equation for the 3–metric, eq. (6.41), we are now in the
position to approximate the Ricci–curvatures up to a given number in spatial gra-
dients of the initial seed metric (with obvious maximum of six spatial gradients).
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We report important necessary techniques and results up to four spatial gradients
in appendix D.2 to do so. The next step is to approximate the 3–metric (6.41)
up to six spatial gradients in the initial seed metric. We develop the appro-
priate technique in appendix D.3 and approximate the single Ricci–terms up to
six gradients. We leave the approximation of the O(R2)–terms up to six spatial
gradients for a future project.
Note that our expressions developed in this chapter are still valid for an arbi-
trary initial seed metric, and it also applies to a ΛCDM universe. In the following
we shall evaluate the 3–metric in terms of an initial seed metric kij, which is ap-
propriate to model the initial conditions for our universe.
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Chapter 7
The gradient expansion and its
relation to NLPT in ΛCDM
7.1 Introduction
The Zel’dovich approximation (ZA) [11, 68, 33, 40, 49, 32, 13, 29] provides a
very simple analytical model of the gravitational evolution of cold dark matter
(CDM) inhomogeneities which reproduces the appearance of the cosmic web, cor-
relating well with the large scale filamentary features and void regions emerging
in non–linear N–body simulations [126, 59, 128, 5, 124, 7] with the same initial
conditions.1 The ZA can be derived from the full system of (Newtonian) gravi-
tational equations and forms a subclass of solutions in Lagrangian perturbation
theory (NLPT) [33]. In fact, the ZA and its second order improvement (2NLPT)
are used to provide the initial displacements and velocities of particles in N–body
simulations [127, 18] (see the following chapter for a relativistic treatment of
initial conditions in N–body simulations).
The ZA arises in Newtonian theory and one might wonder about its status
within general relativity [121, 10]. This question is particularly relevant if the ZA
is used for example to set the initial dynamics of very large simulations which
approach or exceed the size of the horizon. In this chapter we show how the ZA
and the 2NLPT displacement field are derived in a general relativistic framework
for ΛCDM cosmology. They correspond to a gradient expansion solution of the
Einstein equations [114], expressed in a coordinate system in which the metric
takes a Newtonian form. In the process we calculate the relativistic corrections
to the displacement field as well as the time shift between the proper time of the
irrotational CDM particles and the “Newtonian” time corresponding to a weakly
perturbed metric.
As is the case in NLPT, the gradient expansion allows in principle for density
contrasts that are larger than unity, δρ/ρ¯ > 1. The expansion eventually breaks
down at points where caustics occur and the density becomes infinite. Close to
1This chapter was published in [154].
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such singularities higher–order terms in the gradient series become important and
the expansion loses its predictive power. However, one would expect that, unless
black holes form, such singularities are in some sense removable since they appear
where the worldlines of CDM particles cross. We find that when the gradient
expansion breaks down, the corresponding Newtonian frame spacetime can still
be considered a weak perturbation of a Friedmann–Lemaˆıtre–Robertson–Walker
(FLRW) metric.
This chapter is organised as follows. In the following section we derive the 3–
metric γij for a ΛCDM universe. We restrict to the fastest growing modes only.
2
In section 7.3 we transform the synchronous metric to a Newtonian coordinate
system and derive the relativistic Lagrangian displacement field. We conclude
afterwards.
7.2 The gradient expansion metric for ΛCDM
The gradient expansion is a technique for approximating solutions to the Einstein
equations which is not based on expanding in small perturbations, as in conven-
tional perturbation theory, but on writing the time–evolved metric in terms of a
series in powers of the initial 3–curvature. The idea dates back to refs [16, 131],
and was developed more recently in [106, 120, 129] (see also [119, 118] for covari-
ant formulations). We will use here the gradient expansion solution for an irro-
tational flow of CDM particles in the presence of Λ [114] to derive the Zel’dovich
approximation.3
Let us begin by writing the metric in synchronous comoving coordinates,
possible to construct in this case,
ds2 = −dt2 + γij(t, q) dqidqj . (7.1)
Summation over repeated spatial indices is implied. Here t is the proper time of
the CDM particles and q are comoving coordinates, constant for each CDM fluid
element. The metric can then be approximated by [114]
γij(a, q) ' a2kij + λ(a)
[
Rˆkij − 4Rˆij
]
+a2
a∫
0
dx
λ(x)J(x)
x5H(x)
[
8Rˆ2kij − 12RˆklRˆklkij − 28RˆRˆij + 48RˆikRˆkj
]
−a2
a∫
0
dx
K(x)
x5H(x)
[
23
4
Rˆ2kij − 10RˆklRˆklkij − 18RˆRˆij + 32RˆikRˆkj
]
2See the following chapter for the inclusion of decaying modes.
3See ref [117] for a Newtonian treatment.
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+a2
a∫
0
dx
λ(x)J(x)−K(x)
x5H(x)
2
[
Rˆ;k ;kkij−4Rˆij ;k ;k+Rˆ;ij
]
. (7.2)
In this expression kij is an initial “seed” conformal metric describing the geometry
early in the matter era. We assume this initial conditions to hold as a → 0,
effectively setting the lower limit of the integrals in (7.2) to zero. Terms containing
decaying modes have been thus neglected (we restore the decaying modes in
chapter 8). Hats indicate that the curvature tensors are to be evaluated from
the initial time–independent conformal metric kij, e.g. Rˆ = k
ijRij(kkl), and a
semicolon “; k” denotes a covariant derivative w.r.t. this metric. We have used
the background FLRW scale factor a(t) as the time variable and
H(a) = H0
√
Ωma−3 + ΩΛ . (7.3)
In terms of the proper time t of the CDM particles we have
a(t) = exp
{∫ t
0
dt′H(t′)
}
, (7.4)
with
H(t) =
√
Λ
3
coth
(√
3Λ
2
t
)
. (7.5)
The functions appearing in the integrands in (7.2) satisfy
dJ
da
+
J
a
=
1
2aH
,
dλ
da
− 2λ
a
=
J
aH
,
dK
da
− K
a
=
J2
aH
. (7.6)
It is easy to write down the solutions to these as integral expressions but it is
simpler numerically to solve the above equations directly. At early times, when
the contribution from Λ is negligible, we have
J ' a
3/2
5H0
√
Ωm
, λ ' a
3
5H20 Ωm
, K ' 2
175
a9/2
H30 Ω
3/2
m
, (7.7)
and a ' t2/3 (H0√Ωm)2/3. These expressions are exact for an EdS universe with
Ωm → 1 and H0 → 2/(3t0).
Let us now focus on the following conformal seed metric
kij = δij
[
1 +
10
3
Φ(q)
]
, (7.8)
where Φ(q) is the initial Newtonian potential, taken to be a Gaussian random
field with amplitude given by the appropriate transfer function. The metric kij
is simply the linear initial condition derived from inflation and expressed in the
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synchronous gauge (thus it is related to the gauge–invariant Bardeen potential
[41]). Of course, non–Gaussian initial conditions could also be incorporated in
kij but we keep (7.8) for simplicity. Solution (7.2) becomes
4
γij ' a2δij
[
1 +
10
3
Φ(q)
]
+
20
3
λ(a)
[
Φ,ij
(
1− 10
3
Φ
)
− 5Φ,iΦ,j + 5
6
δijΦ,lΦ,l
]
+ T1(a) Φ,liΦ,lj − T2(a) Φ,llΦ,ij − T2(a)
4
Fδij , (7.9)
where
T1 = a
2
a∫
0
dx
x5H(x)
200
3
[
λ(x)J(x)− 1
3
K(x)
]
, (7.10)
T2 = a
2
a∫
0
dx
x5H(x)
400
9
[
λ(x)J(x)− 1
2
K(x)
]
, (7.11)
and
F = Φ,lmΦ,lm − Φ,llΦ,mm . (7.12)
A “, l” denotes a differentiation w.r.t. Lagrangian coordinate ql. Note that a
similar solution in the context of second order perturbation theory for Einstein–
de Sitter cosmology was given in [15]. However, the expressions are not identical
to ours; we have retained terms with two spatial gradients (the first two lines of
(7.9)) which are up to two powers in the potential Φ. These terms are crucial for
the coordinate transformation below.
The energy density is given by
ρ(a, q) =
3H20 Ωm
8piG
[
1 + 10
3
Φ(q)
]3/2√
det [γij(a, q)]
, (7.13)
which matches to the linear perturbation theory density in synchronous gauge at
sufficiently early times. It should be stressed that in deriving (7.2) no assumption
has been made about the magnitude of the density perturbation and values of
δρ/ρ¯ > 1 are in principle allowed. Of course, the density is accurate only up to
the gradient order kept in the expression for the metric. However, the metric
in the form (7.2) or (7.9) predicts that eventually regions of zero volume will
form where the density becomes infinite.5 As we will see below, this in general
corresponds to the formation of caustics in NLPT.
4See appendix E.1 for the explicit expressions of the curvature terms with respect to the
initial seed metric kij .
5See [114] for the spherical case and the corresponding Zel’dovich approximation formula for
the density.
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7.3 Newtonian coordinates and the displacement
field (ΛCDM)
The spatial coordinate system used above is comoving with the CDM fluid, i.e.,
each fluid element, or particle, is characterised by a fixed q throughout the evo-
lution. All information about inter–particle distances and clustering is encoded
in the metric. This however is not the most convenient way to visualise the sit-
uation, to relate to Newtonian intuition or, for example, to compare with the
output of an N–body simulation. Let us therefore define a coordinate transfor-
mation from the comoving coordinates (t, q) to another coordinate system (τ,x)
where we require the metric to take the Newtonian form
g00(τ,x) = − [1 + 2A(τ,x)] ,
g0i(τ,x) = 0 ,
gij(τ,x) = δij [1− 2B(τ,x)] a2(τ) ,
(7.14)
where A 1 and B  1, and where
xi(t, q) = qi + F i(t, q) , (7.15)
τ(t, q) = t+ L(t, q) . (7.16)
The metrics are related through
γij = − ∂τ
∂qi
∂τ
∂qj
(1 + 2A) +
∂xl
∂qi
∂xm
∂qj
δlm (1− 2B) a2 , (7.17)
0 = −∂τ
∂t
∂τ
∂qi
(1 + 2A) +
∂xl
∂t
∂xm
∂qi
δlm (1− 2B) a2 , (7.18)
−1 = −∂τ
∂t
∂τ
∂t
(1 + 2A) +
∂xl
∂t
∂xm
∂t
δlm (1− 2B) a2 . (7.19)
In the above equations the various functions are evaluated at the same spacetime
point, which we choose at this stage to label with the (t, q) coordinates that
parametrize the worldlines of the CDM particles. For simplicity we will ignore
possible vector and tensor modes that are generated at next to leading order—
this can be straightforwardly rectified. We can now obtain the displacement field
and the time shift at different orders in the potentials
F i = F i1(t, q) + F i2(t, q) + . . . , (7.20)
L = L1(t, q) + L2(t, q) + . . . . (7.21)
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7.3.1 The Zel’dovich approximation for ΛCDM
Solving (7.17) – (7.19) at linear order in Φ we obtain
F i1(t, q) =
10
3
λ(t)
a2(t)
∂
∂qi
Φ(q) , L1(t, q) = 10
3
J(t) Φ(q) , (7.22)
and the gravitational potentials read
A1(τ,x) = B1(τ,x) =
5
3
[
2H(τ)J(τ)− 1]Φ(x) . (7.23)
We see that the transformation (7.15) has a direct interpretation: When expressed
in terms of τ it is simply the trajectory in the Newtonian frame (τ,x) of a particle
with initial coordinate q:
x(τ, q) ' q + 10
3
λ(τ)
a2(τ)
∂
∂q
Φ(q) , (7.24)
where the replacement t → τ only induces a change at second order. We have
checked that the prefactor 10λ/(3a2), although satisfying apparently different
equations is numerically identical to the ΛCDM growth factor D+(τ)
10
3
λ(τ)
a2(τ)
= D+(τ) ≡ 5
2
H20 Ωm
H(a)
a
a∫
0
dx
H3(x)
=
2
5Ω
3/2
m
a5/2 2F1
(
3
2
,
5
6
;
11
6
;−ΩΛ
Ωm
a3
)
, (7.25)
withH the conformal Hubble parameter. The representation ofD+ in terms of the
hypergeometric function 2F1 was found in [122, 6]. We have thus obtained directly
the Zel’dovich approximation for ΛCDM from a general relativistic solution. Note
that the formal steps described above resemble a gauge transformation from the
synchronous to the Newtonian gauge. However, we stress again that we have
not assumed here that δρ/ρ is smaller than unity. So, eq. (7.24) applies also in
principle when δρ/ρ > 1.
Focusing on scales that are comparable to the Hubble length, we can ex-
pand (7.13) to linear order in the potential and express the result in terms of τ
using (7.22):
δρ
ρ
(τ,x) ' − λ(τ)
a2(τ)
10
3
∇2xΦ(x) + 10H(τ) J(τ) Φ(x) . (7.26)
We see that in the Newtonian frame and on scales comparable to the horizon the
Newtonian potential and the density perturbation are related through a (modi-
fied) Helmholtz equation instead of the standard Poisson equation. Writing the
equation in terms of an evolving Newtonian potential φN(τ,x) we have
∇2xφN(τ,x)− 3
a2HJ
λ
φN(τ,x) =
δρ
ρ¯
, (7.27)
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with the non–local solution
φN(τ,x) = −
∫
d3y
exp
{
−
√
3a2HJ
λ
|x− y|
}
4pi|x− y|
δρ
ρ¯
(τ,y) . (7.28)
The minus sign in the above equation is due to the fact that gravity is an attractive
force. It is interesting to note the similarities in the above expression with respect
to the Yukawa potential [132]. The difference however is the physical origin
of the screening mechanism: In the Yukawa theory it is given by the mass of
the mediator (i.e., the one from the pion), whereas in eq. (7.28) the exponential
prefactor is dependent on space and time only—accounting for the causal nature
of gravity. To be concrete let us set ΩΛ =0, Ωm =1 so that eq. (7.7) holds exactly.
We then have
3a2HJ
λ
→ 3H
2
0
a
. (7.29)
We see that density fluctuations at distances sufficiently far away do not con-
tribute to the potential. Furthermore, the region over which density fluctuations
do contribute to the potential grows with time. This is of course expected since
equation (7.26) and the underlying solution (7.24) are derived from general rel-
ativity. Such causal behaviour is absent in the Newtonian theory which misses
the second term on the LHS of (7.27).
Let us finally see how formula (7.26) can be understood in terms of the particle
trajectories (7.24). Suppose for the moment that the Zel’dovich displacement
(7.24) is imposed on a Euclidean grid. This would result in a density fluctuation(
δρ
ρ
)
Euclidean
= − λ(τ)
a2(τ)
10
3
∇2xΦ(x) . (7.30)
The true spatial geometry of the Newtonian frame is not Euclidean and the
density contrast acquires an extra term (10HJ − 5) Φ due to the change of spatial
volume associated with (7.23). Comparing with (7.26) we see that to obtain the
correct density a condition on the initial Lagrangian positions of the particles
must be imposed. Indeed, assuming particles initially displaced by xini = q+c(q)
with
∇q · c = −5Φ . (7.31)
and evolved with (7.24) will reproduce the correct density. This is in agreement
with the result of [116]. A detailed discussion about the initial conditions can be
found in [14, 125, 28].
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7.3.2 Trajectory at second order and short–scale behaviour
The displacement field, the time shift and the gravitational potentials can be
calculated to second order as well. Explicit expressions can be found in appendix
E.2. The trajectory in the Newtonian frame (τ,x) of a particle with initial coor-
dinate q reads at second order
x(τ, q) ' q + 10
3
λ(τ)
a2(τ)
∂
∂q
Φ(q) +
1
8
T2(τ)
a2(τ)
∂
∂q
1
∇2q
F
+
50
9
[λ(τ) + J2(τ)]
a2(τ)
∂
∂q
1
∇2q
(
Φ,lΦ,l − 3
2
1
∇2q
F
)
− 50
9
[2λ(τ) + J2(τ)]
a2(τ)
∂
∂q
Φ2 , (7.32)
where 1/∇2q denotes the inverse Laplacian. The last term in the first line of (7.32)
is precisely the result from Newtonian 2NLPT [13, 29, 125]. On small scales the
second line in (7.32) is completely negligible and we obtain the complete New-
tonian result, showing that Newtonian dynamics on short scales produce the
correct evolution. This is of course not surprising, since general relativity is con-
structed to reproduce Newtonian physics in the appropriate limit. However, on
scales approaching the horizon the last two terms in (7.32) become comparable
to the second order Newtonian terms, the ratio between the two scaling roughly
as Relativistic
Newtonian
∼ H20
k2
. This shows that, unlike the first order result, at second order
general relativistic effects do have an impact on the trajectories of particles on
such scales. In particular, any deviation from the Zel’dovich approximation com-
puted with Newtonian dynamics on scales approaching the horizon will introduce
errors. However, since dynamics on such scales are accurately described by ex-
pression (7.32), it is easy to include these corrections in an N–body simulation.
We give more quantitative details in [125].
Finally, let us make a few comments for the regime where the gradient expan-
sion breaks down. On short scales the second order potentials read (see appendix
E.2)
A2(τ,x) = B2(τ,x) ' 25
9
λ
a2
Φ|lΦ|l +
25
9
1
a2
(
2λHJ − λ− J2 −HL) 1∇2xF ,
(7.33)
where we have dropped terms that are not enhanced by spatial gradients; “|l”
denotes differentiation w.r.t. Eulerian coordinates xl, and F is the analogue to
F in Eulerian space. It is interesting to examine what happens to the metric
potentials when the gradient expansion solution breaks down. To simplify the
expressions let us set ΩΛ = 0, Ωm = 1 so that eq. (7.7) holds exactly. Expression
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(7.9) predicts that the components of the synchronous metric will go to zero for
fluctuations with highest wave–number k approximately at a time defined by
4
3
k2
H20
aΦ ∼ 1 . (7.34)
At this point the spatial volume element of the comoving synchronous hypersur-
faces goes to zero and the density becomes infinite. In the Newtonian frame this
signifies the crossing of the CDM particle worldlines and the formation of caustics
(shell crossings). At these points the gradient expansion solution breaks down.
Ultimately, shell crossings are the result of the assumption of a single velocity
for each fluid element. In reality such singularities will be smoothed out by the
non–zero velocity dispersion of the CDM particles but the zero pressure gradient
expansion solution used here will be inaccurate in these regions. However, some
qualitative estimates can be made. At the time when these singularities form we
approximately have
A2 ∼ B2 ∼ 5
84
Φ . (7.35)
We thus see that the second order correction to the metric is enhanced, formally
becoming first order. This would signify that, even if zero pressure is still as-
sumed, the complete series should be summed to obtain the correct spacetime
metric. However, unless terms of successive orders become even more dominant,
eq. (7.35) shows no evidence that spacetime in these high density regions will be
significantly different from FLRW. This statement of course would be incorrect
close to the formation of black holes which cannot be seen in this formalism. But
this should not be the case for most such regions.
7.4 Summary and Discussion
We have shown that the application to our universe of the gradient expansion
method for approximating solutions to the Einstein equations is the relativistic
equivalent of solving Lagrangian Perturbation Theory. At first order the rela-
tivistic displacement field coincides with the Zel’dovich approximation up to an
extra initial displacement c(q) which has to be imposed on the initial positions of
particles to reproduce the correct density. We have therefore found that even for
scales close to (or larger than) the horizon, the Zel’dovich approximation is essen-
tially correct as a description of particle motion. However, the relation between
the resulting density contrast and the Newtonian potential is not the standard
Poisson equation but a modified Helmholtz equation, reflecting the causality of
the relativistic theory. Contrary to what happens at first order, the second order
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displacement field receives relativistic corrections that are as important as the
corresponding Newtonian result on large scales.
One can draw two main conclusions from the above findings. The first is
that the fully relativistic solution reproduces the Newtonian dynamics on short
scales. This is of course not surprising. However, we believe this is the first
time it is explicitly shown starting from a fully relativistic solution, making no
assumptions on the magnitude of the density perturbation. Our results show no
evidence that Newtonian cosmology is not a good description on short scales.
Correspondingly we expect any backreaction to be small even when large density
contrasts form. This finding should be compared with the backreaction estimated
in the synchronous gauge [123, 38].
The second conclusion is that on large enough scales relativistic effects start
contaminating the second order Newtonian result with the relative importance
of the relativistic terms scaling as H0/k
2. Such corrections will be relevant for
simulations that encompass the horizon. Since the Zel’dovich term will dominate
on such scales, the corrections will be rather small. However, any deviation from
the Zel’dovich approximation computed purely through Newtonian dynamics will
miss the relativistic corrections in (7.32). Formula (7.32) then provides a direct
way to include relativistic effects on the trajectory of particles in large N–body
simulations. We will return to this issue with a more quantitative treatment in
the following chapter.
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Chapter 8
Initial scale-dependent
non-Gaussianity from General
Relativity
8.1 Introduction
Linearised cosmological perturbation theory (CPT) is a key technique to study the
nature of cosmological inhomogeneities [141, 142].1 Its extension to second order
has been applied to: (1) inflation together with the subsequent reheating [82, 147,
83], (2) to the coupled set of Einstein–Boltzmann equations of the primordial
baryon–photon fluid [149, 150, 151], (3) to secondary effects after decoupling of
the photons [152, 153], and (4) to late–time evolution of gravitational clustering
[32, 113]. It is crucial to go to second order to understand non–linear aspects of the
underlying physics, and to disentangle the various sources of non–Gaussianities.
Here we report a somewhat new source of non–Gaussianity, which cannot be
embedded into one of the above groups (1)–(4). Instead, non–Gaussianity arises
because of the non–linear coordinate transformation whilst relating a synchronous
metric to a Newtonian–like coordinate system. In the last chapter we showed
that such a coordinate transformation connects both metrices with a space–like
displacement field and a time–like perturbation. The space–like displacement
field is strongly related to the one in the Newtonian Lagrangian perturbation
theory (NLPT), and the time–like perturbation can be interpreted as the 3–
velocity potential of the displacement field. This correspondence encourages us
to interpret the synchronous coordinate system to be Lagrangian, thus reserved
to the particles position at rest, whereas the observer’s “Eulerian” position is in
the Newtonian frame at rest. Indeed, the metric perturbations in the Newtonian
frame resolve to the Newtonian cosmological potential in the appropriate limit.
1This chapter is based on the work in C. Rampf and G. Rigopoulos, which is currently under
preparation.
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The relativistic corrections in the displacement field should not influence the
gravitational late–time evolution of the particle trajectories much. Clearly, these
corrections are dominated by the bulk part which can be calculated within NLPT.
As we shall demonstrate however, the relativistic coordinate transformation leads
to non–Gaussian contributions in the density perturbations, which have nothing
to do with the non–Gaussian contributions from the gravitational non–linear
evolution but with the 3–velocity of the displacement field itself. Thus, these cor-
rections matter already at initial time and can be interpreted as a non–Gaussian
modification of the background field.
This chapter is organised as follows. In section 8.2 we first review the foun-
dations of the gradient expansion technique which we use to approximate the
synchronous metric for an irrotational and pressureless cold dark matter (CDM)
particle in a ΛCDM universe. Then, we show how the residual gauge freedom
inherent in the synchronous metric can be fixed. The physical interpretation of
the synchronous metric becomes clear and we can separate the sources/origin
of non–Gaussianities in the latter coordinate transformation. We shall do so
in section 8.3. In section 8.4 we translate our findings to the above mentioned
non–Gaussian modification of the initial background field (option A; passive ap-
proach), and show how to evolve the initial non–Gaussian component at later
times. In section 8.5 we describe option B (active approach) where the initial
background field is unaltered but the particles are displaced according to the rel-
ativistic trajectory. Then, in section 8.6 we calculate the density contrast in the
Newtonian coordinate system with the use of the second–order gauge transfor-
mation. Finally, we relate the density contrast in the Newtonian gauge to the
one measured in N–body simulations (section 8.7), and we conclude in section
8.8.
8.2 The gradient expansion metric
As before we use the gradient expansion technique to solve the Einstein equations
[16, 131, 129, 106, 38, 114], although any other relativistic approximation scheme
is appropriate [15, 148]. The gradient expansion approximates the field equations
in an increasing number of spatial gradients embedded into powers of the initial
3–curvature. The gradient series does not only include double spatial gradients
of the metric coefficients but the maximal pallet of spatial gradients within the
Riemannian geometry.2 The corresponding comoving/synchronous line element
2The Weyl tensor vanishes in three dimensions so the Riemann tensor is fully described in
terms of the Ricci tensor, cf. equation (D.31).
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is
ds2 = −dt2 + γij(t, q) dqidqj , (8.1)
where t is the proper time of the CDM particles and q are comoving/Lagrangian
coordinates, constant for each pressureless and irrotational CDM fluid element.
Summation over repeated indices is implied. Assuming standard inflationary
initial conditions, the initial seed metric is
kij = δij
[
1 +
10
3
Φ(q)
]
, (8.2)
where Φ(q) is the primordial Newtonian potential (in our case a Gaussian field),
given at t0. Using the formalism of ref [154] we then obtain up to four spatial
gradients a simplified representation3
γij(t, q) = a
2(t)
{
δij
(
1 +
10
3
Φ
)
+ 3D(t)
[
Φ,ij
(
1− 10
3
Φ
)
− 5Φ,iΦ,j + 5
6
δijΦ,lΦ,l
]
+
(
3
2
)2
E(t)
[
4Φ,llΦ,ij − δij (Φ,llΦ,mm − Φ,lmΦ,lm)
]
+
(
3
2
)2 [
D2(t)− 4E(t)] Φ,liΦ,lj +O(Φ3)} , (8.3)
where “, i” denotes a differentiation w.r.t. Lagrangian coordinate qi, and we have
defined (Λ 6= 0):
D(t) =
20
9
∫ t dt′
a2(t′)
J(t′) ,
E(t) =
200
81
∫ t dt′
a2(t′)
[
K(t′)
a2(t′)
− 9
10
D(t′)J(t′)
]
,
(8.4)
and
J(t) = [2a(t)]−1
∫ t
a(t′) dt′ ,
K(t) = a(t)
∫ t
a−1(t′)J2(t′) dt′ ,
(8.5)
3Explicitely, equation (8.3) agrees with eq. (7.9), so we reduced the expression by one sepa-
rate integration. The simplification is exact.
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and a(t) is the scale factor. This result is valid for ΛCDM. To keep the intuition for
the following it is appropriate to restrict to an Einstein–de Sitter (EdS) universe,
i.e., Ωm =1, ΩΛ =0, and thus a(t) = (t/t0)
2/3. We shall generalise our findings to
ΛCDM in the latter.
The precise limits in the above time–integrations mirror the chosen initial con-
ditions which can be arbitrary. As we shall see soon the coefficients D and E give
the time evolution of the displacement at linear and second–order respectively,
and the velocity perturbations are proportional to the time derivative of D and
E. We thus need two constraints at any order, one for the initial displacement
and the other for the initial velocity. We wish to obtain the initial seed metric in
the limit t→ t0, i.e.,
lim
t→t0
γij(t, q) = kij . (8.6)
This can be only achieved if D(t0) = E(t0) = 0, as can be easily verified through
eq. (8.3). This is the constraint for the displacement. On the other hand, J
and K have to fulfil the evolution equations (8.5). They constrain the velocity
coefficients proportional to D˙ and E˙ which may depend on the actual physical
situation (a dot denotes a time derivative w.r.t. t). We give the general solution
for D and E for generic initial conditions in appendix F.2. Here we report a
particular compelling class since their resulting expressions are closely related
to the “slaved” initial conditions in refs [33, 28, 13, 10, 14], and can thus be
interpreted to be of the Zel’dovich type [11]. We require for this restricted class
D(t0) = E(t0) = 0, D˙(t0) = 2t0/3, and E˙(t0) = 2t
3
0/21, which leads to
D(t) = [a(t)− 1] t20 ,
E(t) =
[
−3
7
a2(t) + a(t)− 4
7
]
t40 ,
(8.7)
for eq. (8.3). The fastest growing modes in D and E will not change for any
initial conditions. The decaying modes, however, will change. As we shall proof
our conclusions do not change for any other realistic initial conditions, and our
final results are also valid for ΛCDM. Again, our findings do not depend on the
specific settings in (8.7); we just give them to keep some intuition in what follows.
8.3 Newtonian coordinates and the displacement
field (EdS)
To get further insight we transform the result of the gradient expansion from
the comoving coordinates (t, q) to another coordinate system (τ,x). These two
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frames are connected by the coordinate transformation
xi(t, q) = qi + Fi(t, q)
τ(t, q) = t+ L(t, q) ,
(8.8)
where Fi and L are supposed to be small perturbations. In the following, we
transform the metric
ds2 = −dt2 + γij(t, q) dqidqj , (8.9)
to the Newtonian coordinates
ds2 = −[1 + 2A(τ,x)]dτ 2 + a2(τ) [1− 2B(τ,x)] δijdxidxj , (8.10)
where A, B are supposed to be small perturbations and γij is given in equa-
tion (8.3). Note that we have neglected the excitation of vector and tensor modes.
This can be straightforwardly rectified if needed.
Technical details related to the coordinate transformation can be found in
appendix F.1. Also, we report the results for the metric coefficients A and B
in appendix F.2, since they are not needed in the following. The coordinate
transformation—valid for arbitrary initial conditions but restricted to an EdS
universe, is up to second order
xi(t, q) = qi +
3
2
DΦ,i +
(
3
2
)2
E
∂qi
∇2q
µ2 − 5D∂qiΦ2 +
[
5D +
(v
a
)2] ∂qi
∇2q
C2 ,
(8.11)
and
τ(t, q) = t+ vΦ +
(
3
2
)2
a2
[
D˙D
2
Φ,lΦ,l + E˙
1
∇2q
µ2
]
+ v
[
vH +
3
4
a2D¨ − 5
3
]
Φ2 + v
[
2vH + 3a2D¨ +
10
3
]
1
∇2q
C2, (8.12)
where a dot denotes a time derivative w.r.t. to t, the Hubble parameter for an
EdS universe is H = 2/(3t), and
µ2 ≡ 1
2
(Φ,llΦ,mm − Φ,lmΦ,lm) , (8.13)
v ≡ 3
2
a2D˙ , (8.14)
C2 ≡ 1∇2q
[
3
4
Φ,llΦ,mm+Φ,mΦ,llm+
1
4
Φ,lmΦ,lm
]
, (8.15)
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with 1/∇2q being the inverse Laplacian. Interestingly, the kernel (8.15) has been
also derived in ref [148]. We find that α ≡ −4∇−2q C2, where α is given in eq. (18)
in the same reference. In there, α arises in the evolution equation of the second–
order curvature perturbation in the Poisson gauge.
The first line in eq. (8.11) agrees with the foundations of NLPT [33, 49,
32]; it contains the Zel’dovich approximation with its second–order improvement
(2NLPT). The remnant terms are relativistic corrections which should not influ-
ence much the particle trajectories at late–times. At initial time, however, they
lead to an initial displacement which lead to a non–local density perturbation
as we shall see soon. Also note that the time perturbations in the first line of
eq. (8.12) correspond to the velocity perturbations in the Newtonian approxima-
tion. Indeed, the bracketed term in the first line leads to ∝ g(t)∇−2x G2 in a
Eulerian coordinate system, with
G2 =
3
7
Φ,llΦ,mm + Φ,lΦ,lmm +
4
7
Φ,lmΦ,lm , (8.16)
which is the second–order kernel for the peculiar velocity in Newtonian perturba-
tion theory [32]. The remnant terms in (8.12) are again absent in NLPT.
The precise values of the decaying modes in D and E are of no great im-
portance since they only reflect the chosen initial conditions [13]. However, it
is very important to recognise the disappearance of the Newtonian part of the
displacement field in (8.11) for t→ t0 which is only achieved while having “some”
decaying modes. On the other hand, the last relativistic term in (8.11) is non–
vanishing for t → t0. It generates the initial displacement (we additionally take
the divergence of the very equation)
lim
t→t0
∇q · [x(t, q)− q] ≡ v20C2 , (8.17)
with
v20 =
(
3
2
∂D(t)
∂t
)2 ∣∣∣∣∣
t=t0
. (8.18)
For our simplified initial conditions, i.e., with the use of the growth functions (8.7)
we have v20 = t
2
0. The time derivative of D is proportional to a velocity coefficient
(since D is the time coefficient of the displacement). Thus, the above expression
vanishes only if the initial velocity between the synchronous and Newtonian frame
vanishes. On the other hand, for a non–zero initial velocity the displacement
kernel (8.15) receives a boost factor.
Note again that the only restriction we have made to derive eq. (8.17) is to
require γij(t0, q) = kij initially. In a purely Newtonian treatment, i.e., a coor-
dinate transformation which relates two Euclidean metrics, the requirement of
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Figure 8.1: Apparent primordial non–Gaussianity for the bispectrum (8.23), com-
pared with the one of the local kind. We choose initial conditions such that v0 = t0,
and we have set t20 =1 without loss of generality. We plot 4Fnl(k1,k2) for differ-
ent triangle configurations with k123 = 0. The red (solid) curve corresponds to
an equilateral triangle with k= k1 = k2 = k3. The blue (dotted) curve denotes a
squeezed triangle with ∆k=0.012h/Mpc and k=k1 =k2.
γNewtonij (t0, q) = kij would imply an exact overlapping of the Eulerian and La-
grangian frames at initial time. Expression (8.17) would vanish. Thus, the above
result is a purely relativistic effect. It results from the space–time mixing in the
coordinate transformation (F.2). Note that eq. (8.17) is also valid for ΛCDM.
8.4 Option A: Initial non–Gaussianity
The non–vanishing (relativistic) displacement field at initial time generates a
density perturbation:
δ
(2)
Φ ≡ −v20 C2(q) . (8.19)
The minus sign is the result of mass conservation. Again, for the simplified set of
initial conditions we have v20 → t20. Since these “slaved” initial conditions require
some initial velocity which is proportional to some acceleration, we think they
model the nature of adiabatic fluctuations reasonably well.
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Equation (8.19) can be interpreted as a second–order correction to the initial
(background) field Φ, which was defined at leading order in the synchronous
gauge (and it is directly related to the comoving curvature perturbation at early
matter domination). We have evaluated the relativistic trajectory field (8.17) in
the limit t→ t0, instead of τ → t0 (we apply the latter for option B). This means
that we specify the trajectory field at the vicinity of the Lagrangian time t rather
than the Eulerian time τ . We do so since we apply the Lagrangian trajectory for
the sake to modify the initial field Φ, which is Lagrangian as well. Because of
this we call option A the passive approach. In section 8.4 we introduce option B
which we call active approach, since we directly modify the Eulerian trajectory,
including the Eulerian time τ , and leave the background field unchanged.
In Fourier space eq. (8.19) becomes
δ˜
(2)
Φ (k) =
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
(2pi)3δ
(3)
D (k12 − k) v20 Fnl(k1,k2) Φ˜(k1) Φ˜(k2) ,
(8.20)
where we have defined the (already symmetrised) non–local kernel
Fnl(k1,k2) ≡
(
k1k2
k12
)2 [
3
4
+
1
2
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
+
1
4
(k1 · k2)2
k21k
2
2
]
, (8.21)
and k12 = k1 + k2, k12 = |k12|. With δ(1)Φ = 2Φ (see the following section) we
have
δϕ = δ
(1)
Φ + δ
(2)
Φ , (8.22)
and we recognise that the bispectrum of the apparent potential ϕ is
Bϕ(k1, k2, k3) = 8 v
2
0 Fnl(k1,k2)Pϕ(k1)Pϕ(k2) + two perms , (8.23)
at leading order, with the power spectrum and bispectrum
〈ϕ˜(k1)ϕ˜(k2)〉c ≡ (2pi)3δ(3)D (k12)Pϕ(k1) , (8.24)
〈ϕ˜(k1)ϕ˜(k2)ϕ˜(k3)〉c ≡ (2pi)3δ(3)D (k123)Bϕ(k1, k2, k3) , (8.25)
respectively. To get a rough estimate of its non–Gaussian amplitue we compare
our findings in terms of the primordial non–Gaussianity generated from the local
type which is:
Blocprim(k1, k2, k3) ≡ 2f locNL Pϕ(k1)Pϕ(k2) + two perms . (8.26)
In fig. 8.1 we plot 4Fnl from eq. (8.23) and compare it with the f
loc
NL parameter of
the above equation. In this plot we have used the simplified set of initial con-
ditions, and we explicitly show the results for equilateral and squeezed triangles
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(∆k = 0.012h/Mpc). As it turns out, the amplitude of Fnl is scale–dependent.
As the amplitude is below f locNL < 1 in the regions of interest, we conclude that
this effect should not be feasible within the current CMB surveys [4, 155]. This
amplitude estimation seems to be in agreement with ref [156]. Note that the
CMB data are not sensitive to scales with corresponding wavevector larger than
k ' 1h/Mpc due to Silk damping [157].
Equation (8.23) does only include the density perturbation induced from the
velocity boost (8.17). It is important to keep in mind that also the initial accel-
eration between the frames will induce a density perturbation (due to Einsteins
equivalence principle). Whether this will happen (at some given order) depends
on the chosen initial conditions. We neglect its contribution in this section since
we assume that the acceleration is randomly distributed, so its bispectrum should
vanish. The contribution from the velocity boost, however, is non–vanishing since
it depends on |v|2.
Finally, we would like to give some formulas to obtain the late–time impact
of the initial bispectrum (8.23). This will be certainly of importance in situations
where the initial velocity is larger. We use Poisson’s equation to evaluate the
impact of the primordial bispectrum at a redshift z. The late–time bispectrum
is then
B(z, k1, k2, k3) =M(z, k1)M(z, k2)M(z, k3)Bϕ(k1, k2, k3) , (8.27)
with
M(z, k) = 2
3
k2T (k)D(z)
ΩmH2(z)
. (8.28)
Here, the linear transfer function T (k) asymptotes to unity as k → 0, while the
linear growth function D(z) coincides with the scale factor a at early matter
domination. The linear transfer function can be obtained via CAMB [2].
8.5 Option B: relativistic trajectory
In this section we give the recipe to include the relativistic corrections in the
so–called active approach. We call it active since not the background field is
modified as in option A (passive approach) but the initial displacement of the
particles.
The standard procedure to generate initial conditions in N–body simulation is
to use 2NLPT [127, 18]. In there, particles are initially displaced according to the
fastest growing mode solutions of the second–order displacement field together
with its velocity field. Whilst incorporating relativistic corrections, however, one
should include decaying modes in the fields as well, since they have roughly
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the same signature as the relativistic corrections. Additionally and crucially, by
neglecting the decaying modes one loses the control to adjust the initial velocities.
As a consequence, the initial velocity is rather accidential if decaying modes are
neglected. In appendix F.2 we report the most general solution to adjust any
initial data, depending on the actual physical situation. Here we describe how
to set up generic initial data with the inclusion of (to be fixed) decaying modes
together with relativistic corrections. As before we require D(t0) = E(t0) = 0.
Note that this requirement does not harm the initial density configuration as long
as the velocity field is generated according to the full displacement field, i.e., the
initial density perturbations are mainly sourced by the velocity spectrum.
Suppose we have a simple rectangular grid in our N–body setting, thus with-
out any spatial deformations. We adjust a universal clock which may be identified
with an observers clock. We identify the universal clock to be τ , given in eq. (8.12).
Then, the particles position (8.11) is given by the initial grid position q(i,j,k) ≡ q
plus the displacement at initial time (we suppress the i,j,k label for the specific
grid points):
lim
τ→t0
xi(τ, q) = qi − v0t0
(
1 +
10
3
c1t
−5/3
0
)
ΦΦ,i + v
2
0
∂i
∇2q
C2 , (8.29)
where c1 is a constant which depends on the chosen initial conditions (see ap-
pendix F.2). This is the initial displacement of the particles from its original
unperturbed grid positions. Note that at initial time the above can be evaluated
at either the Eulerian or Lagrangian position. The velocity field at initial time is
ui(t0) ≡ lim
τ→t0
dxi(τ, q)
dτ
= v0Φ,i +
(
3
2
)2
E ′
∂i
∇2q
µ2 −
[
17
3
v0 + t0 − 20
9
c1
t
2/3
0
]
∂i
Φ2
2
+
4v0
3
[
2 +
v0
t0
− 10c1t−5/30
]
∂i
∇2q
C2 , (8.30)
where a prime denotes a differentiation with respect to Eulerian/Newtonian time
τ .
It is then straightforward to include the above into N–body simulations. The
general procedure how to obtain the displacement with its velocity on a grid can
be found in appendix D2 in ref [127].
8.6 The density contrast in the Newtonian frame
For the sake of completeness we also derive the density contrast in the new coor-
dinate system. In the following it is convenient to restrict to the fastest growing
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modes only. The transformation of the spatial part is then
xi+(t, q) = q
i +
3
2
a(t)t20∂
iΦ(t, q) + ∂iF (2)+ (t, q) , (8.31)
with
F (2)+ = −
(
3
2
)2
3
7
a2t40
1
∇2q
µ2 − 5at20Φ2 + 6at20
1
∇2q
C2 , (8.32)
and the temporal part is
τ+(t, q) = t+ tΦ(t, q) + tL(2)+ (t, q) , (8.33)
with
L(2)+ (t, q) =
3
4
at20Φ,lΦ,l −
9
7
at20
1
∇2q
µ2 − 7
6
Φ2 + 4
1
∇2q
C2 . (8.34)
Note that the dependences in expressions (8.32) and (8.34) are either (t, q) or
(τ,x) at second order. The energy density ρ for an EdS universe written in the
synchronous gauge is [154]
ρ(t, q) ≡ ρ(t) [1 + δ(t, q)] = 3H
2
0
8piG
[
1 + 10
3
Φ(q)
]3/2√
det [γij(t, q)]
, (8.35)
where ρ is the mean density. We thus transform the above according to (8.31)
and (8.33). Then, we obtain the density contrast in the Newtonian coordinate
system:
δρ(τ,x)
ρ
= δ(1)(τ,x) + δ(2)(τ,x) , (8.36)
where
δ(1)(τ,x) = δ
(1)
N + 2Φ , (8.37)
δ(2)(τ,x) = δ
(2)
N +
15
4
at20Φ|lΦ|l + 3at
2
0ΦΦ|ll − 3at20
1
∇2x
G2 + 8
1
∇2x
C2 , (8.38)
G2 is given in equation (8.16), and the Newtonian part of the densities are
δ
(1)
N (τ,x) ≡ −
3
2
at20Φ|ll , δ
(2)
N (τ,x) ≡
(
3
2
)2
a2t40F2 , (8.39)
with
F2 =
5
7
Φ|llΦ|mm + Φ|lΦ|lmm +
2
7
Φ|lmΦ|lm . (8.40)
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All dependences are w.r.t. (τ,x), a vertical slash |i denotes a partial derivative
w.r.t. Eulerian coordinate xi, and we have neglected terms ∝ Φ2 which are not
enhanced by spatial gradients.
Our result (8.36) seems to be in agreement with the second–order density
contrast in the Poisson gauge in ref [148], i.e., we obtain the same spatial functions
after a couple of manipulations. However, the prefactors seem to disagree. We
leave the full analytic comparison of the second–order δ in eq. (29) in ref [148] for
a future project.
It is also interesting to note the following relation:
3
2
1
∇2x
G2 =
3
2
C2 −
(
3
2
)2
3
7
1
∇2x
µ2 . (8.41)
It links the second–order velocity perturbation to the second–order displacement
field—through C2. Thus, a term ∝ t20C2 also arises in the density contrast (8.38).
Its prefactor differs though in comparison with eq. (8.19) since we neglect decaying
modes in this section but also since it is derived in a different gauge.
8.7 Which density is measured in Newtonian
N–body simulations?
In sections 8.4 and 8.5 we have formulated two ways how to include the relativistic
corrections. Both could be incorporated whilst setting up the initial conditions in
N–body simulations. In the last section we have calculated the density contrast
in the Newtonian gauge, so one might wonder which density will be measured in
N–body simulations. Since we assume that the onwarding gravitational evolution
in such simulations is still performed on a rectangular grid, the density contrast
will be the same as in the Newtonian approximation. If the simulation could
entirely satisfy general relativity we would measure the density contrast in the
Newtonian gauge. This is so since space–time is deformed in general relativity
and so is its 3–volume. Thus, to measure the (mass) density in the Newtonian
gauge, eq. (8.36), we have to deform the volume VG of the grid cells in the N–body
simulation according to
VG(t) =
∫
G
J d3q , (8.42)
with the “peculiar” Jacobian [14, 9]
J :=
√
det[gij]/ det[kij] , gij := kab x
a
!,i x
b
!,j , (8.43)
where the second–order deformation tensor xi,j is given by partial differentiation
of eq. (8.11). The local density in the Newtonian gauge is then just the ratio of
massive particles in the grid cell to the associated volume VG.
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8.8 Summary
We obtained the relativistic displacement field together with its velocity potential
from a general relativistic gradient expansion for an Einstein–de Sitter universe.
We restored the residual gauge freedom inherent in the synchronous coordinate
system by requiring initial conditions in the initial displacement and initial veloc-
ity. We report the most general solutions for the displacement and velocity, but
also explain how to fix these degrees of freedom. Explicitly, we give an example
of initial conditions which are closely related to the “slaved” ones and are thus
of the Zel’dovich type.
The findings establish us to study the effects of the velocity between the
synchronous and Newtonian coordinate system. We find that an initial velocity
between the frames generates a non–local density perturbation. This is a purely
relativistic effect since it originates from space–time mixing in the coordinate
transformation (F.2). This effect is not a result of the gravitational non–linear
evolution, and it is even apparent if the initial acceleration is zero. (Non–zero
accelerations generate density perturbations even in the Newtonian treatment, so
this is not new.) We then apply our results to the decoupling of particles at the
surface of last scattering. Equation (8.23) is our main result and it shows that
the coordinate transformation induces only a tiny amount of non–Gaussianity.
The scale–dependent non–Gaussianity of our result is depicted in fig. 8.1. Note
that eq. (8.23) holds even in a ΛCDM universe.
Our result could be of importance in various other situations where the ve-
locities of the traced objects are higher, since the fNL amplitude is proportional
to the velocity squared. In this chapter we focused on the generation of initial
conditions in N–body simulations which we described in section 8.4: Instead of
using the relativistic trajectory (8.11) one can treat the relativistic corrections
in terms of an initial non–Gaussianity component, which acts as a correction to
the initial (Lagrangian) potential. We therefore adjust the cosmological potential
with respect to the initial non–local density perturbation but then let the parti-
cles evolve according to the Newtonian approximation. This establishes a simple
quasi–relativistic N–body simulation, and we call it the passive approach. In
section 8.5 we described the active approach—the alternative way to incorporate
the relativistic corrections in N–body simulations. Since the relativistic correc-
tions have a similar signature in growth as the usual decaying modes, the latter
should be included as well. We give explicit expressions for generic intial data
in appendix F.2. Option A and option B, the passive and the active approach,
are both appropriate to include relativistic corrections, and certainly affect the
growth of clustering at least at scales close to the horizon. As an important note,
we assume that the resulting initial statistics for option A and B are equivalent,
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leave however the cumbersome proof for future work. If the resulting statistics
agree, the same Lagrangian method described here could be used to generate
non-Gaussian initial conditions for Newtonian N–body simulations.
Finally, in section 8.7 we showed how to relate the density contrast from N–
body simulations to the one in the Newtonian gauge. Essentially, space–time
is deformed and so is the 3–volume of the grid cells. Thus, the density in the
Newtonian gauge is obtained by relating it to the appropriate physical volume.
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Chapter 9
Conclusions and future work
We have investigated the Lagrangian perturbation theory (LPT). LPT is an ana-
lytic approach to study the gravitational evolution of cosmic structure formation,
and is therefore capable to describe the origin of the large–scale structure of
the universe. In comparison to conventional or “standard” perturbation theory
(SPT), LPT does not rely on the smallness of the density and velocity fields, but
on the smallness of the deviation of the trajectory field, in a coordinate system
that moves with the fluid [13]. Stated in another way, the only perturbed quantity
in LPT is the gravitational induced displacement of the particle trajectory field
from the homogeneous background expansion, i.e., the Hubble flow. Rewriting
the equations of motion in the Lagrangian coordinate system opens up several
features which are not feasible within SPT: LPT is intrinsically non–linear in
the sense that mass conservation is given in terms of the inverse Jacobian of the
coordinate transformation, where the Jacobian depends on the afore mentioned
displacement field.
In chapter 2 of this work we further developed the Newtonian limit of LPT
(NLPT). We have constructed a fourth–order model for an Einstein–de Sitter
universe for an irrotational and pressureless fluid. The fourth–order model is for
example needed for the calculation of the LPT matter bispectrum. We provided
an in–depth description of two complementary approaches used in the current
literature, and solved them with two different sets of initial conditions—both
appropriate for modelling the large–scale structure of the universe. We found
exact relations between the series in NLPT and SPT in the appropriate limit,
leading to identical predictions for the density and the velocity up fourth order.
Then, we derived a recursion relation for NLPT in chapter 3. It is based on
the assumption that the density is identical at any order in the afore mentioned
limit. We expressed the Lagrangian displacement field in terms of the perturb-
ative kernels of SPT, which are itself given by their own recursion relation. The
calculation of higher–order NLPT solutions are sped up dramatically. For a fu-
ture investigation it would be of particular interest to use these results to truncate
the non–perturbative density contrast at arbitrary order, and then compare their
convergence/performance in the non–linear regime.
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Then, we have computed the matter bispectrum using NLPT up one–loop
order, for both Gaussian and non–Gaussian initial conditions (chapter 4). We
have also found a resummed bispectrum which resums the infinite series of per-
turbations in SPT. We compared our analytic calculations with results from N–
body simulations and found good agreement in the weakly non–linear regime.
Within our methods we have found the following conclusion w.r.t. the impact
of primordial non–Gaussianity of the local kind: At low redshifts (z=0) and in
the mildly non–linear regime (k ∼ 0.04− 0.1h/Mpc) the squeezed bispectrum
(∆k = 0.012h/Mpc) is enhanced by a factor of about 11% for fNL = 100 com-
pared to the one with Gaussian initial conditions. We have also generalised the
resummation method to the computation of the redshift–space bispectrum up to
one loop. Further improvements of our approach would involve the extension of
a (non–)local biasing scheme.
In chapter 5 we proposed the renormalised LPT on the lattice. It is a method
which solves the non–perturbative density contrast from NLPT on grid points in
a quasi–numerical simulation. Thus, instead of performing an N–body simulation
with actual particles involved, we numerically evolve the cosmological potential
field. Technically, this equals to re–expand the Lagrangian solution before the
series approximation breaks down. Physically, this equals to resolve the non–local
character of Newtonian gravity with an increasing accuracy, if the re–expansion
step is performed in the infinitesimal limit. Our introduced technique may act as
an important connection between purely analytic techniques—which approximate
the degree of non–locality in a simplistic way, and purely numerical methods—
which are supposed to resolve the non–local character of gravity the most. In
this chapter we did not implement our technique in a numerical setup which we
shall do in a forthcoming work.
In chapters 6 and 7 we then focused on a relativistic generalisation of LPT
(RLPT). Specifically, we have shown how the relativistic displacement field can
be obtained from a general relativistic gradient expansion. The displacement
field arises as a result of a second–order non–local coordinate transformation
which brings the synchronous/comoving metric into a Newtonian form. We have
found that, with a small modification, the result of second–order NLPT holds
even on scales comparable to the horizon. Our results have shown no evidence
that Newtonian cosmology is not a good description on short scales. No assump-
tion/restriction has been made about the magnitude of the density contrast.
Correspondingly, we expect any backreaction to be small even when large den-
sity contrasts form. To further pin down the level of backreaction, it would be
interesting to proceed our technique to the next–order in the gradient expansion.
We already established important identities such as the time–evolution of the
3–metric at the sixth order in spatial gradients, but the final approximation of
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the 3–metric in terms of an initial seed metric is still work in progress. Further-
more, to estimate the “final” level of backreaction a numerical treatment of the
non–perturbative expressions—such as the domain averaged scale factor aD, is
needed [38]. Since aD is not an observable but the measured incoming light rays,
we should further seek for a combined analysis of backreaction together with a
light ray tracing.
In chapter 8, we restored the residual gauge freedom inherent in the syn-
chronous coordinate system by requiring initial conditions in the initial displace-
ment and initial velocity. As a result we obtain a relativistic Lagrangian theory
with the inclusion of the decaying modes. We wish to highlight a close corre-
spondence of RLPT and NLPT up to second–order. The findings establish us to
study the effects of the velocity between the synchronous and Newtonian coor-
dinate system. We find that an initial velocity between the frames generates a
non–local density perturbation. To our knowledge this is a new effect, and it orig-
inates from space–time mixing in the coordinate transformation. We estimated
its non–Gaussian amplitude and find only a small departure from Gaussianity.
Furthermore, we derived two approaches, the active and the passive one, to incor-
porate for non–Gaussian initial conditions in N–body simulations. Although we
have applied these approaches for a specific type of non–Gaussianity, namely the
one due to relativistic effects, our work has also consequences for the generation
of non–Gaussian initial conditions in a purely Newtonian treatment (i.e., where
a primordial non–Gaussianity is apparent because of non–linear effects from in-
flation, reheating, etc.). Explicitly, in a future project we shall establish a purely
Lagrangian approach to generate non–Gaussian initial conditions for N–body
simulations.
The expressions we derived in the chapters about RLPT could be of impor-
tance in various other problems; they can be applied to any situation of gravita-
tional clustering, as long as the initial conditions / the initial seed metric are ad-
justed properly. Thus, we have developed a generic approach to RLPT—capable
to describe any kind of non–Gausianities.
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Appendix A
A.1 Preparing the solutions for practical reali-
sation
Our goal in this appendix is to derive Eqs. (2.88-2.89). To do so, we first have to
transform our spatial nth-order solutions, ∇q·Ψ(n)(q) ≡ ∆qφ(n)(q) and∇q×T (n),
into Fourier space. Then, in appendix A.1.2 and A.1.3, we obtain the full nth-
order solutions Ψ˜
(n)
L (k, t) and Ψ˜
(n)
T (k, t) by multiplying the fastest growing mode
solution with its spatial nth-order solution (see equation (2.87)).1
A.1.1 Fourier analysis
In this appendix we prepare the Lagrangian solutions for their use in Fourier
space. Let us start with our Fourier convention,
A˜(k) =
∫
d3x eik·xA(x) , A(x) =
∫
d3k
(2pi)3
e−ik·xA˜(k) . (A.1)
As mentioned earlier, the nth-order longitudinal perturbation Ψ(n)(q) can be
written in terms of a potential ∇qφ(n)(q). In Fourier space this means
−i piφ˜(n)(p) = Ψ˜(n)i (p) . (A.2)
We shall first focus on the net longitudinal contributions. The spatial part of the
nth-order perturbation, e.g. Eqs. (2.80, 2.82, 2.84), yields:
φ˜(n)(p) = − 1
p2
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − p)
× κn(p1, . . . ,pn) φ˜(1)(p1) · · · φ˜(1)(pn) . (A.3)
1In order to avoid confusion with our notation w.r.t. to our chosen factorisation method,
we give here an explicit example for the second order displacement field: Ψ(2)(q, t) =
E(t) Ψ(2)(q) ≡ D2(t)L(2)(q). Since E ∝ D2, L(2) and Ψ(2) differ by a constant factor (for
the relation of E to D, etc., see eq. (A.14)). The same notation holds in Fourier space, and also
for the higher order displacement fields.
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In above equation we employed the shorthand notation p1···n = p1 +p2 + · · ·+pn,
and the kernels κ(n) are given by:
κ2(p1,p2) = −
1
2
[
p21p
2
2 − (p1 · p2)2
]
,
κ3a(p1,p2,p3) = −
1
6
εikl p1ip2kp3l εjmn p1jp2mp3n ,
κ3b(p1,p2,p3) = −κ2(p2,p3)
κ2(p1,p23)
p223
,
κ4a(p1,p2,p3,p4) = −κ2(p1,p3)κ2(p2,p4)
κ2(p13,p24)
p213p
2
24
,
κ4b(p1,p2,p3,p4) = −6κ3a(p1,p2,p34)
κ2(p3,p4)
p234
, (A.4)
κ4c(p1,p2,p3,p4) = −κ3a(p2,p3,p4)
κ2(p1,p234)
p2234
,
κ4d(p1,p2,p3,p4) = −κ3b(p2,p3,p4)
κ2(p1,p234)
p2234
,
κ4e(p1,p2,p3,p4) = − [(p1 · p2)(p234 · p34)− (p1 · p34)(p234 · p2)]
! × (p1 · p234)
p2 · p34
p2234p
2
34
κ2(p3,p4) .
It is worthwile to make the derivation of κ4e explicit. In order to write an expres-
sion for φ˜(4e), we first note that the Fourier transform of the transverse part (last
expression in Eq. (2.82)) can be written as
i
(
p× T˜ (3c)
)
i
=
∫
d3p1d
3p2d
3p3
(2pi)9
(2pi)3δ
(3)
D (p123 − p)
(p1 · p23)
p223
(p1 × p23)i
× κ2(p2,p3)φ˜(1)(p1) φ˜(1)(p2) φ˜(1)(p3) . (A.5)
Since T (3) is purely transverse, we can write it as a curl of a vector potential, i.e.,
T
(3)
j = εjlmA
(3)
m,l. Using this, Eq. (A.5) reads:
p2A˜
(3)
i − pi
(
p · A˜(3)
)
= −
∫
d3p1d
3p2d
3p3
(2pi)9
(2pi)3δ
(3)
D (p123 − p)
(p1 · p23)
p223
× (p1 × p23)i κ2(p2,p3)φ˜(1)(p1) φ˜(1)(p2) φ˜(1)(p3) . (A.6)
The second term on the LHS may be removed by an appropriate choice of gauge,
however, this term will vanish anyway.
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Using Eq. (2.84), we can write:
φ˜(4e)(p) = − 1
p2
∫
d3p1d
3p2
(2pi)6
(2pi)3 δ
(3)
D (p12 − p)(p1 · p2)p1jεjlmp2lφ˜(1)(p1)
×
[{
− 1
p22
∫
d3p3 d
3p4 d
3p5
(2pi)9
(2pi)3 δ
(3)
D (p345 − p2)
(p3 · p45)
p245
× (p3 × p45)m κ2(p4,p5)φ˜(1)(p3) φ˜(1)(p4) φ˜(1)(p5)
}
+
p2m
p22
(p2 · A˜
(3)
(p2))
]
, (A.7)
which yields κ4e.
Now we proceed with the derivation of the nth-order transverse perturbation.
The transversality requirement of T (n) in Fourier space reads:
T˜
(n)
j (p) = −i εjlm plA˜(n)m (p) . (A.8)
Using this and the transverse results in Eqs. (2.82,2.84), we can write
T˜
(n)
(p) = − 1
p2
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − p)
×ωn(p1, . . . ,pn) φ˜(1)(p1) · · · φ˜(1)(pn) , (A.9)
where we have defined:
ω3c(p1,p2,p3) = [p1 (p123 · p23)− p23 (p123 · p1)] (p1 · p23)
κ2(p2,p3)
p223
,
ω4f (p1,p2,p3,p4) = [p1 (p1234 · p234)− p234 (p1234 · p1)]
× (p1 · p234)
κ3a(p2,p3,p4)
p2234
,
ω4g(p1,p2,p3,p4) = [p1 (p1234 · p234)− p234 (p1234 · p1)]
× (p1 · p234)
κ3b(p2,p3,p4)
p2234
,
ω4h(p1,p2,p3,p4) = [p1 (p1234 · p234)− p234 (p1234 · p1)]
× p1 · ω
(s)
3c (p2,p3,p4)
p2234
. (A.10)
It is important to note that the ω’s satisfy the condition:
p12···n · ωn(p1, . . . ,pn) = 0 . (A.11)
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In the following it is also useful to symmetrise the above kernels. The symmetri-
sation procedure is [76]:
κ(s)n (p1, . . . ,pn) =
1
n!
∑
i∈Sn
κn(pi(1), . . . ,pi(n)) , (A.12)
ω(s)n (p1, . . . ,pn) =
1
n!
∑
i∈Sn
ωn(pi(1), . . . ,pi(n)) . (A.13)
A.1.2 Time-evolution of the fastest growing mode for an
EdS universe
For practical use (that will become clear below), we write the time-evolution of
the fastest growing mode in terms of the linear growth function D(t):
Da = −a Ga = − 51539D4 GTf = −16D4
Ea = −37D2 Gb = − 13154D4 GTg = − 521D4
Fa = −13D3 Gc = −1433D4 GTh = − 114D4 .
Fb = −1021D3 Gd = −2033D4
Fc = −17D3 Ge = − 111D4
(A.14)
For general cosmologies, Ωm 6= 1, ΩΛ 6= 0, one can also find approximate solutions
of the time-evolution, i.e., for Eqs. (2.81, 2.83, 2.85). For the first-order up to
the third-order solutions this is often performed by employing fitting factors.
However, the impact of Ωm 6= 1 on the perturbative kernels is very little and can
often be neglected, and we assume that this is also the case for the fourth-order
solution.
A.1.3 Perturbative displacement fields
By using Poisson’s equation, the linear displacement potentials in Eqs. (A.3, A.9)
can be linked to (the spatial part of) the linear density contrast: p2φ˜(1)(p) ≈
δ˜(1)(p). This is the initial position limit. Then, all we have to do is combine the
results from the last two sections, e.g., the Fourier transform of the second-order
displacement fields is Ψ˜
(2)
L (k, t) = E(t)Ψ˜
(2)
(k). Using Eq. (A.2) we finally obtain
the (symmetrised) result:
Ψ˜
(n)
L (k, t) = −iDn(t)
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × S(n)L (p1, . . . ,pn) δ˜(1)(p1) · · · δ˜(1)(pn) . (A.15)
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S
(n)
L are the longitudinal perturbative vectors, themselves dependent on the sym-
metrised nth-order kernels κ
(s)
n (see Eqs. (A.4)):
S
(1)
L (p1) =
p1
p21
,
S
(2)
L (p1,p2) =
3
7
p12
p212
κ
(s)
2
p21p
2
2
,
S
(3)
L (p1,p2,p3) =
p123
p2123 p
2
1p
2
2p
2
3
[
1
3
κ
(s)
3a −
10
21
κ
(s)
3b
]
,
S
(4)
L (p1,p2,p3,p4) =
p1234
p21234 p
2
1p
2
2p
2
3p
2
4
[
51
539
κ
(s)
4a −
13
154
κ
(s)
4b
! −14
33
κ
(s)
4c +
20
33
κ
(s)
4d +
1
11
κ
(s)
4e
]
,
(A.16)
where we have suppressed the dependences of κ
(s)
n ≡ κ(s)n (p1, . . . ,pn).
Computing the transverse part Ψ˜
(n)
T (k, t) is then completely straightforward.
From Eq. (A.9) and Eq. (A.14) we obtain
Ψ˜
(n)
T (k, t) = −iDn(t)
∫
d3p1 · · · d3pn
(2pi)3n
(2pi)3δ
(3)
D (p1···n − k)
! × S(n)T (p1, . . . ,pn) δ˜(1)(p1) · · · δ˜(1)(pn) , (A.17)
and the only non-vanishing S
(n)
T ’s are
S
(3)
T (p1,p2,p3) =
1
7
ω
(s)
3c
p2123 p
2
1p
2
2p
2
3
,
S
(4)
T (p1,p2,p3,p4) =
1
p21234 p
2
1p
2
2p
2
3p
2
4
[
1
6
ω
(s)
4f −
5
21
ω
(s)
4g +
1
14
ω
(s)
4h
]
,
(A.18)
up to the fourth order. The ω’s are given in Eqs. (A.10). It is important to note
that p12···m · S(n)T (p1, . . . ,pn) only vanishes if m = n, due to transverseness.
A.2 Kernels for the relationship between SPT
and NLPT
The symmetrised kernels for Eq. (2.96) are
X
(s)
1 (p1) = k · S(1)L (p1) , (A.19)
X
(s)
2 (p1,p2) = k · S(2)L (p1,p2) +
1
2
k · S(1)L (p1)k · S(1)L (p2) , (A.20)
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X
(s)
3 (p1,p2,p3) = k ·
[
S
(3)
L (p1,p2,p3) + S
(3)
T (p1,p2,p3)
]
+
1
6
k · S(1)L (p1)k · S(1)L (p2)k · S(1)L (p3)
+
1
3
{
k · S(1)L (p1)k · S(2)L (p2,p3) + two perms.
}
, (A.21)
X
(s)
4 (p1,p2,p3,p4) = k ·
[
S
(4)
L (p1,p2,p3,p4) + S
(4)
T (p1,p2,p3,p4)
]
+
1
24
k · S(1)L (p1)k · S(1)L (p2)k · S(1)L (p3)k · S(1)L (p4)
+
1
3
{
1
2
k · S(2)L (p1,p2)k · S(2)L (p3,p4) + two perms.
}
+
1
4
{
k ·S(1)L (p1)k ·
[
S
(3)
L (p2,p3,p4) + S
(3)
T (p2,p3,p4)
]
+three perms.
}
+
1
6
{
1
2
k · S(1)L (p1)k · S(1)L (p2)k · S(2)L (p3,p4) + five perms.
}
, (A.22)
and for Eq. (2.102)
Y
(s)
1 (p1) = k · S(1)L (p1) , (A.23)
Y
(s)
2 (p1,p2) = −
4
7
[
1− (p1 · p2)
2
p21p
2
2
]
+
1
2
k · S(1)L (p1) +
1
2
k · S(1)L (p2) . (A.24)
Y
(s)
3 (p1,p2,p3) =
1
3
{
k · S(2)L (p1,p2) +
1
2
k · S(1)L (p1)k · S(1)L (p2)
−8
3
p12 · S(2)L (p1,p2)k · S(1)L (p3) + two perms.
}
+3p123 · S(3)L − 3
κ(3a,s)
p21p
2
2p
2
3
+
18
7
κ(3b,s)
p21p
2
2p
2
3
, (A.25)
Y
(s)
4 (p1,p2,p3,p4) = −
36
49
κ(4a,s)
p21p
2
2p
2
3p
2
4
+
6
7
κ(4b,s)
p21p
2
2p
2
3p
2
4
+
8
3
κ(4c,s)
p21p
2
2p
2
3p
2
4
− 80
21
κ(4d,s)
p21p
2
2p
2
3p
2
4
−4
7
κ(4e,s)
p21p
2
2p
2
3p
2
4
+ 4p1234 · S(4)L +
1
4
{
− 2k · S(1)L (p1)
κ(3a,s)(p2,p3,p4)
p22p
2
3p
2
4
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+
8
7
k · S(1)L (p1)
κ(3b,s)(p2,p3,p4)
p22p
2
3p
2
4
+
1
6
k · S(1)L (p1)k · S(1)L (p2)k · S(1)L (p3)
+k ·
[
S
(3)
L (p1,p2,p3) + S
(3)
T (p1,p2,p3)
]
+ three perms.
}
+
1
6
{
− 4
7
k · S(2)L (p1,p2)
[
1− (p3 · p4)
2
p23p
2
4
]
−2
7
k · S(1)L (p1)k · S(1)L (p2)
[
1− (p3 · p4)
2
p23p
2
4
]
+ five perms.
}
+
1
12
{
k · S(1)L (p1)k · S(2)L (p2,p3) + eleven perms.
}
. (A.26)
In the above results we have dropped some dependences if they are obvious (or,
vice versa, if it does not matter since the expressions are symmetric in their argu-
ments). At this point it is important to ask when purely transverse Lagrangian
modes affect the nth order density contrast. The first term on the RHS of equa-
tion (3.18) is k · S(3)T (p1,p2,p3), where the S(3)T kernels contains a transverse
term ∝ ω(s)3c (p1,p2,p3) (see equation (4.13)). At third order, the Dirac delta in
equation (2.96) fixes k = p123, thus leading to p123 · ω(s)3c (p1,p2,p3) = 0 because
of the transverseness condition (A.11), i.e., the third order transverse kernel ω
(s)
3c
does not contribute to δ˜(3). However, when a similar k · S(3)T (p1,p2,p3) term
appears in the δ˜(4) expression (A.2), the Dirac delta now implies k = p1234, so
that p1234 ·ω(s)3c (p1,p2,p3) = p4 ·ω(s)3c (p1,p2,p3), which is generally non-vanishing.
Hence, the transverse term ω
(s)
3c does contribute to δ˜
(4), and we can conclude by
induction that all nth order transverse kernels must contribute to δ˜(N>n), but not
δ˜(N≤n).
The validity of Eq. (2.96) and Eq. (2.102) with the kernels given in appendix A.2
has been checked with Mathematica, and the respective code can be obtained
upon request.
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Appendix B
B.1 The derivation of equation (3.25)
The requirement of an irrotational fluid motion yields the Lagrangian constraint
equation [13]:
εijk
d
dη
Ψk,j − εijkΨl,j d
dη
Ψl,k = Ψi,n εnjk
(
Ψl,j
d
dη
Ψl,k − d
dη
Ψk,j
)
, (B.1)
with Ψ ≡ Ψ(q, η) being the non-perturbative displacement field. Summation
over repeated indices is implied, the subscript ’,j’ denotes a partial derivative
with respect to the Lagrangian coordinate qj, and we use the superconformal
time dη= dt/a2. Note that εijkL
(n)
k,j = 0 because of L
(n)≡∇qφ(n) and due to the
symmetry of the second derivatives. Equation (B.1) is the strict result of the
transformation into Lagrangian coordinates. However, the term in brackets on
the RHS is essentially redundant, since it is always of higher order. The reason
for this can be understood, if we rewrite the above equation in a schematic but
perturbative way:
C
(n)
i = −
∑
p+q=n
Ψ
(p)
i,mC
(q)
m , (B.2)
where we have defined
C
(n)
i ≡
∑
p+q=n
εijk
(
d
dη
Ψ
(n)
k,j −Ψ(p)l,j
d
dη
Ψ
(q)
l,k
)
. (B.3)
The leading order solution is therefore C
(n)
i = 0 at any order n. The nth order
solution of eq. (B.1) is thus
εijk
d
dη
T
(n)
k,j =
∑
p+q=n
εijk
(
L(p) + T (p)
)
l,j
d
dη
(
L(q) + T (q)
)
l,k
. (B.4)
Since T (n) is purely transverse, we can write it in terms of a vector potential:
T
(n)
k ≡ εklmA(n)m,l. Then, we Fourier transform the above equation and multiply it
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with an additional Levi-Civita connection. This gives an equation for dT (n)/dη.
We explicitly evaluate the time derivative on the RHS with the use of eq. (3.8), and
then integrate (B.4) over superconformal time, which yields the final expression
(3.25). Note that we have fixed the integration limits in eq. (3.25) such that only
the fastest growing mode is retained.
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Appendix C
C.1 Perturbative kernels
In this appendix we summarise the NLPT kernels which we derived earlier in
appendix A.1.1. Then, we give explicit expressions for the symmetrised SPT
kernels F
(s)
n and G
(n)
n up to fourth order.
C.1.1 NLPT
The unsymmetrised kernels κn and ωn in equations (4.11) to (4.14) are given by
κ2(p1,p2) = +
1
2
[
p21p
2
2 − (p1 · p2)2
]
, (C.1)
κ3a(p1,p2,p3) = −
1
6
[
p21p
2
2p
3
3 − (p1 · p2)2p23 − (p1 · p3)2p22 − (p2 · p3)2p21
! +2(p1 · p2)(p1 · p3)(p2 · p3)] , (C.2)
κ3b(p1,p2,p3) = −κ2(p2,p3)
κ2(p1,p23)
p223
, (C.3)
κ4a(p1,p2,p3,p4) = +κ2(p1,p3)κ2(p2,p4)
κ2(p13,p24)
p213p
2
24
, (C.4)
κ4b(p1,p2,p3,p4) = −6κ3a(p1,p2,p34)
κ2(p3,p4)
p234
, (C.5)
κ4c(p1,p2,p3,p4) = −κ3a(p2,p3,p4)
κ2(p1,p234)
p2234
, (C.6)
κ4d(p1,p2,p3,p4) = −κ3b(p2,p3,p4)
κ2(p1,p234)
p2234
, (C.7)
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κ4e(p1,p2,p3,p4) = − [(p1 · p2)(p234 · p34)− (p1 · p34)(p234 · p2)]
! × (p1 · p234)
p2 · p34
p2234p
2
34
κ2(p3,p4) , (C.8)
and
ω3c(p1,p2,p3) = [p1 (p123 · p23)− p23 (p123 · p1)] (p1 · p23)
κ2(p2,p3)
p223
,
ω4f (p1,p2,p3,p4) = [p1 (p1234 · p234)− p234 (p1234 · p1)]
× (p1 · p234)
κ3a(p2,p3,p4)
p2234
,
ω4g(p1,p2,p3,p4) = [p1 (p1234 · p234)− p234 (p1234 · p1)]
× (p1 · p234)
κ3b(p2,p3,p4)
p2234
,
ω4h(p1,p2,p3,p4) = [p1 (p1234 · p234)− p234 (p1234 · p1)]
× p1 · ω
(s)
3c (p2,p3,p4)
p2234
. (C.9)
The symmetrisation procedure and the transverseness condition of the kernels ω
are given in appendix A.1.1.
C.1.2 SPT
The functions Fn and Gn arising from a perturbative solution of the Eulerian
fluid equations (4.4) to (4.6) in an Einstein-de Sitter universe can be obtained
using a set of recursion relations [32]. Explicit expressions up to n = 4, in their
unsymmetrised forms, can be found in, e.g., [76]. Here, we give the symmetrised
versions of these expressions.
• For n = 2:
F
(s)
2 (k1,k2) =
5
7
+
1
2
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
+
2
7
(k1 · k2)2
k21k
2
2
, (C.10)
G
(s)
2 (k1,k2) =
3
7
+
1
2
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
+
4
7
(k1 · k2)2
k21k
2
2
. (C.11)
• For n = 3:
F
(s)
3 (k1,k2,k3) =
1
3
{
7
18
k123 · k3
k23
F
(s)
2 (k1,k2)
+
[
7
18
k123 · k12
k212
+
1
9
k2123
k12 · k3
k212k
2
3
]
G
(s)
2 (k1,k2)
! + 2 cyclic permutations
}
, (C.12)
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G
(s)
3 (k1,k2,k3) =
{
1
18
k123 · k3
k23
F
(s)
2 (k1,k2)
+
[
1
18
k123 · k12
k212
+
1
9
k2123
k12 · k3
k212k
2
3
]
G
(s)
2 (k1,k2)
! + 2 cyclic permutations
}
. (C.13)
• For n = 4:
396 · F (s)4 (k1,k2,k3,k4) =
{
27
k1234 · k1
k21
F
(s)
3 (k2,k3,k4)
+
[
27
k1234 · k234
k2234
+ 6k21234
k1 · k234
k21k
2
234
]
G
(s)
3 (k2,k3,k4)
! + 3 cyclic permutations
}
+
{
18
k1234 · k12
k212
G
(s)
2 (k1,k2)F
(s)
2 (k3,k4) + 5 permutations
}
+
{
4k21234
k12 · k34
k212k
2
34
G
(s)
2 (k1,k2)G
(s)
2 (k3,k4) + 2 permutations
}
,
(C.14)
396 ·G(s)4 (k1,k2,k3,k4) =
{
9
k1234 · k1
k21
F
(s)
3 (k2,k3,k4)
+
[
9
k1234 · k234
k2234
+ 24k21234
k1 · k234
k21k
2
234
]
G
(s)
3 (k2,k3,k4) + 3 c.p.
}
+
{
6
k1234 · k12
k212
G
(s)
2 (k1,k2)F
(s)
2 (k3,k4) + 5 permutations
}
+
{
16k21234
k12 · k34
k212k
2
34
G
(s)
2 (k1,k2)G
(s)
2 (k3,k4) + 2 permutations
}
.
(C.15)
The advantage of using the above expressions is that the symmetrised nth-order
kernels have the property that, in common applications, partial sums of sev-
eral wavevectors equate to zero. For instance, to compute the loop correction
P13 to the power spectrum, one integrates over a kernel comprising the function
F
(s)
3 (q,−q,k). Plugging the arguments into equation (C.12), we see immediately
that the second term is proportional to G
(s)
2 (q,−q)/(q − q)2, where both the
numerator and the denominator evaluate to zero. A careful treatment shows that
this term in fact vanishes as ε2 · 1/ε as ε→ 0, which is not very straightforward
to see from inspecting the corresponding expression in [76].
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C.2 Perturbative N-point correlators
Here we give explicit expressions for the perturbative correlators (4.25) and (4.26),
computed following the definition (4.24) of C
(a1...aN )
i1...iN
and using the expressions (4.10)
and (4.11) for Ψ˜
(n)
.
C.2.1 Gaussian initial conditions
For Gaussian initial conditions, the correlators (4.25) are
C
(11)
ij (p) = S
(1)
i (p)S
(1)
j (p)PL(p) , (C.16)
C
(22)
ij (p) = 2
∫
d3p′
(2pi)3
S
(2)
i (p
′,p− p′)S(2)j (p′,p− p′)PL(|p− p′|)PL(p′) ,
(C.17)
C
(13)
ij (p) = 3S
(1)
i (p)PL(p)
∫
d3p′
(2pi)3
S
(3)
j (p,p
′,−p′)PL(p′) = C(31)ji (p) ,
(C.18)
C
(211)
ijk (p1,p2,p3) = C
(112)
jki (p2,p3,p1) = C
(121)
kij (p3,p1,p2)
= −2iS(2)i (p2,p3)S(1)j (p2)PL(p2)S(1)k (p3)PL(p3) , (C.19)
C
(222)
ijk (p1,p2,p3) = 8i
∫
d3p′
(2pi)3
S
(2)
i (p1 + p
′,−p′)S(2)j (−p1 − p′,p′ − p3)
× PL(|p3 − p′|)PL(p′)S(2)k (p′,p3 − p′)PL(|p1 + p′|) , (C.20)
C
(411)
ijk (p1,p2,p3) = C
(114)
jki (p2,p3,p1) = C
(141)
kij (p3,p1,p2)
= 12iS
(1)
j (p2)PL(p2)S
(1)
k (p3)PL(p3)
×
∫
d3p′
(2pi)3
S
(4)
i (−p2,−p3,p′,−p′)PL(p′) , (C.21)
IC
(123)
ijk (p1,p2,p3) = 6iS
(1)
i (p1)PL(p1)
∫
d3p′
(2pi)3
S
(2)
j (p
′,p2 − p′)
× PL(|p2 − p′|)S(3)k (−p1,p′ − p2,−p′)PL(p′) ,
(C.22)
IIC
(123)
ijk (p1,p2,p3) = −6iS(1)i (p1)PL(p1)S(2)j (p1,p3)PL(p3)
×
∫
d3p′
(2pi)3
S
(3)
k (p3,p
′,−p′)PL(p′) , (C.23)
I⊕IIC
(123)
ijk (p1,p2,p3) ≡ IC(123)ijk (p1,p2,p3) + IIC(123)ijk (p1,p2,p3)
= I⊕IIC
(231)
jki (p2,p3,p1) = I⊕IIC
(312)
kij (p3,p1,p2) = I⊕IIC
(132)
ikj (p1,p3,p2)
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= I⊕IIC
(321)
kji (p3,p2,p1) = I⊕IIC
(213)
jik (p2,p1,p3) , (C.24)
C
(1122)
ijkl (p1,p2,p3,p4) = C
(1221)
jkli (p2,p3,p4,p1) = C
(2211)
klij (p3,p4,p1,p2)
=C
(2112)
lijk (p4,p1,p2,p3)=C
(2121)
likj (p4,p1,p3,p2)=C
(1212)
ikjl (p1,p3,p2,p4)
= −4S(1)i (p1)PL(p1)S(1)j (p2)PL(p2)
! ×
[
S
(2)
k (−p1,p13)S(2)l (p2,p13)PL(p13)
! + S
(2)
k (−p2,p23)S(2)l (p1,p23)PL(p23)
]
, (C.25)
C
(1113)
ijkl (p1,p2,p3,p4) = C
(1131)
jkli (p2,p3,p4,p1)
= C
(1311)
klij (p3,p4,p1,p2) = C
(3111)
lijk (p4,p1,p2,p3)
= −6S(1)i (p1)S(1)j (p2)S(1)k (p3)S(3)l (p1,p2,p3)PL(p1)PL(p2)PL(p3) .
(C.26)
C.2.2 Non-Gaussian initial conditions
As shown in equation (4.26), additional terms arise in case the initial conditions
contain non-Gaussian contributions.
C
(12)
ij (p) = C
(21)
ji (p) =
∫
d3p′
(2pi)3
S
(1)
i (p)S
(2)
j (p
′,p− p′)B0(p, p′, |p− p′|) ,
(C.27)
C
(111)
ijk (p1,p2,p3) = iS
(1)
i (p1)S
(1)
j (p2)S
(1)
k (p3)B0(p1, p2, p3) , (C.28)
IIC
(112)
ijk (p1,p2,p3) = IIC
(121)
jki (p2,p3,p1) = IIC
(211)
kij (p3,p1,p2)
= iS
(1)
i (p1)S
(1)
j (p2)
∫
d3p′
(2pi)3
S
(2)
k (p
′,p3 − p′)T0(p1,p2,p′,p3 − p′) ,
(C.29)
IC
(113)
ijk (p1,p2,p3) = 3iB0(p1,p2,p3)
×
∫
d3p′
(2pi)3
S
(1)
i (p1)S
(1)
j (p2)S
(3)
k (p3,p
′,−p′)PL(p′) , (C.30)
IIC
(113)
ijk (p1,p2,p3) = −3iPL(p1)
∫
d3p′
(2pi)3
S
(1)
i (p1)S
(1)
j (p2)
× S(3)k (p1,p′,p2 − p′)B0(p2, p′, |p2 − p′|)− (p1 ↔ p2, i↔ j) , (C.31)
I⊕IIC
(113)
ijk (p1,p2,p3) ≡ IC(113)ijk (p1,p2,p3) + IIC(113)ijk (p1,p2,p3)
= I⊕IIC
(131)
jki (p2,p3,p1) = I⊕IIC
(311)
kij (p3,p1,p2) , (C.32)
IC
(122)
ijk (p1,p2,p3) = −2iS(1)i (p1)PL(p1)S(2)j (p1,p3)
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×
∫
d3p′
(2pi)3
S
(2)
k (p
′,p3 − p′)B0 (p′, p3, |p′ − p3|)− (p3 ↔ p2, j ↔ k) ,
(C.33)
IIC
(122)
ijk (p1,p2,p3) = −4iS(1)i (p1)
∫
d3p′
(2pi)3
S
(2)
j (p
′,p2 − p′)
× S(2)k (p1 + p′,p2 − p′)PL(|p2 − p′|)B0(p1, p′, |p1 + p′|) , (C.34)
I⊕IIC
(122)
ijk (p1,p2,p3) ≡ IC(122)ijk (p1,p2,p3) + IIC(122)ijk (p1,p2,p3)
= I⊕IIC
(221)
jki (p2,p3,p1) = I⊕IIC
(212)
kij (p3,p1,p2) , (C.35)
C
(1111)
ijkl (p1,p2,p3,p4) = S
(1)
i (p1)S
(1)
j (p2)S
(1)
k (p3)S
(1)
k (p3)S
(1)
l (p4)
× T0(p1,p2,p3,p4) , (C.36)
C
(1112)
ijkl (p1,p2,p3,p4) = C
(1121)
jkli (p2,p3,p4,p1)
! = C
(1211)
klij (p3,p4,p1,p2) = C
(2111)
lijk (p4,p1,p2,p3)
! = −2S(1)i (p1)PL(p1)S(1)j (p2)S(1)k (p3)S(2)l (p1,p23)B0(p2, p3, p23)
!! − 2S(1)i (p1)S(1)j (p2)PL(p2)S(1)k (p3)S(2)l (p2,p13)B0(p1, p3, p13)
!! − 2S(1)i (p1)S(1)j (p2)S(1)k (p3)PL(p3)S(2)l (p3,p12)B0(p1, p2, p12) . (C.37)
C.3 From primordial curvature perturbations to
non-Gaussian initial conditions
Primordial non-Gaussianity from inflation is usually quantified in terms of the N -
point statistics of the superhorizon metric perturbations Φ(x), extrapolated to the
epoch of matter domination. For our bispectrum considerations in section 4.3, up
to one-loop order only the primordial bispectrumBΦ(k1, k2, k3) and the primordial
trispectrum TΦ(k1,k2,k3,k4) play a role. To make use of these initial conditions,
however, we must first linkBΦ and TΦ respectively to the linear matter bispectrum
B0 and trispectrum T0 at redshift z0 via
B0(k1, k2, k3) = M(k1, z0)M(k2, z0)M(k3, z0)BΦ(k1, k2, k3) ,
T0(k1,k2,k3,k4) = M(k1, z0)M(k2, z0)M(k3, z0)M(k4, z0)
× TΦ(k1,k2,k3,k4) , (C.38)
where
M(k, z) =
2
3
k2T (k)D(z)
ΩmH20
. (C.39)
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Here, the linear transfer function T (k) asymptotes to unity as k → 0, while the
linear growth function D(z) is defined to coincide with the scale factor a during
matter domination. Note that this definition of D(z) differs from our previous
definition in sections 4.2 and 4.3. We compute M(k, z) in this work using the
publicly available Boltzmann code CAMB [2].
Assuming primordial non-Gaussianity of the local type, one can further pa-
rameterise the degree of PNG in terms of the parameter fNL, defined via [83]
Φ(x) = ϕ(x) + fNL
[
ϕ2(x)− 〈ϕ2(x)〉] , (C.40)
where ϕ(x) is a Gaussian field. The primordial bispectrum and trispectrum of Φ
are then given by
BΦ(k1, k2, k3) = 2fNL PΦ(k1)PΦ(k2) + two perms. ,
TΦ(k1,k2,k3,k4) = 4f
2
NL PΦ(k1)PΦ(k2) [PΦ(k13) + PΦ(k14)] + 5 perms. ,
(C.41)
to leading order in fNL.
C.4 One-loop expressions for the bispectrum
C.4.1 Gaussian initial conditions
We split up the one-loop contribution to the matter bispectrum into five groups:
B
(1)
Gaussian = B411⊕123⊕222 +B1122⊕1113 +Bxx⊗yy +B11⊗211−B11⊗11⊗11 , (C.42)
where
B411⊕123⊕222 = −ik1ik2jk3k C{(411⊕123⊕222)}ijk (k1,k2,k3) , (C.43)
B1122⊕1113 =
1
2
k1ik1jk2kk3l
∫
d3p
(2pi)3
C
{(1122⊕1113)}
ijkl (p,k1 − p,k2,k3)
! +
1
2
k2ik2jk1kk3l
∫
d3p
(2pi)3
C
{(1122⊕1113)}
ijkl (p,k2 − p,k1,k3)
! +
1
2
k3ik3jk1kk2l
∫
d3p
(2pi)3
C
{(1122⊕1113)}
ijkl (p,k3 − p,k1,k2) , (C.44)
Bxx⊗yy = k1ik2jk2lk3m
[
C
(11)
ij (k1)C
{(31⊕22)}
lm (k3) + C
{(31⊕22)}
ij (k1)C
(11)
lm (k3)
]
! + k1ik2jk1lk3m
[
C
(11)
ij (k2)C
{(31⊕22)}
lm (k3) + C
{(31⊕22)}
ij (k2)C
(11)
lm (k3)
]
! + k1ik3jk2lk3m
[
C
(11)
ij (k1)C
{(31⊕22)}
lm (k2) + C
{(31⊕22)}
ij (k1)C
(11)
lm (k2)
]
,
(C.45)
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B11⊗211 =
i
2
k1ik2jk3k C
{(211)}
ijk (k1,k2,k3)
!×
∫
d3p
(2pi)3
[k1lk1m + k2lk2m + k3lk3m] C
(11)
lm (p)
! + i
∫
d3p
(2pi)3
k1ik2j C
(11)
ij (p) k1kk2lk3mC
{(211)}
klm (k1 − p,p+ k2,k3)
! + i
∫
d3p
(2pi)3
k1ik3j C
(11)
ij (p) k1kk2lk3mC
{(211)}
klm (k1 − p,k2,p+ k3)
! + i
∫
d3p
(2pi)3
k2ik3j C
(11)
ij (p) k1kk2lk3mC
{(211)}
klm (k1,k2 − p,p+ k3)
! +
i
2
k1ik2j C
(11)
ij (k1)
∫
d3p
(2pi)3
[k3kk3lk2m − k2kk2lk3m] C{(211)}klm (p,k3 − p,−k3)
! +
i
2
k1ik2j C
(11)
ij (k2)
∫
d3p
(2pi)3
[k3kk3lk1m − k1kk1lk3m] C{(211)}klm (p,k3 − p,−k3)
! +
i
2
k1ik3j C
(11)
ij (k1)
∫
d3p
(2pi)3
[k2kk2lk3m − k3kk3lk2m] C{(211)}klm (p,k2 − p,−k2)
! +
i
2
k1ik3j C
(11)
ij (k3)
∫
d3p
(2pi)3
[k2kk2lk1m − k1kk1lk2m] C{(211)}klm (p,k2 − p,−k2)
! +
i
2
k2ik3j C
(11)
ij (k2)
∫
d3p
(2pi)3
[k1kk1lk3m − k3kk3lk1m] C{(211)}klm (p,k1 − p,−k1)
! +
i
2
k2ik3j C
(11)
ij (k3)
∫
d3p
(2pi)3
[k1kk1lk2m − k2kk2lk1m] C{(211)}klm (p,k1 − p,−k1) ,
(C.46)
B11⊗11⊗11 =
1
2
(k1mk1n + k2mk2n + k3mk3n)
∫
d3p
(2pi)3
C(11)mn (p)
! ×
[
k1ik2jC
(11)
ij (k2) k1kk3lC
(11)
kl (k3) + k1ik2j C
(11)
ij (k1) k2kk3lC
(11)
kl (k3)
! + k1ik3j C
(11)
ij (k1) k2kk3lC
(11)
kl (k2)
]
! +
1
2
k1ik3j C
(11)
ij (k3)
∫
d3p
(2pi)3
k1kk2l C
(11)
kl (p) k1mk2nC
(11)
mn (p+ k2)
! +
1
2
k2ik3j C
(11)
ij (k3)
∫
d3p
(2pi)3
k1kk2l C
(11)
kl (p) k1mk2nC
(11)
mn (p+ k1)
! +
1
2
k1ik2j C
(11)
ij (k2)
∫
d3p
(2pi)3
k1kk3l C
(11)
kl (p) k1mk3nC
(11)
mn (p+ k3)
! +
1
2
k1ik2j C
(11)
ij (k1)
∫
d3p
(2pi)3
k2kk3l C
(11)
kl (p) k2mk3nC
(11)
mn (p+ k3)
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! +
1
2
k2ik3j C
(11)
ij (k2)
∫
d3p
(2pi)3
k1kk3l C
(11)
kl (p) k1mk3nC
(11)
mn (p+ k1)
! +
1
2
k1ik3j C
(11)
ij (k1)
∫
d3p
(2pi)3
k2kk3l C
(11)
kl (p) k2mk3nC
(11)
mn (p+ k2)
! +
∫
d3p
(2pi)3
k1ik2j C
(11)
ij (p) k1kk3l C
(11)
kl (p− k1) k2mk3nC(11)mn (p+ k2) . (C.47)
Note that we have employed a shorthand notation in the above expressions, e.g.,
C
{(1122⊕1113)}
ijkl ≡ C{(1122)}ijkl + C{(1113)}ijkl , where {· · · } indicates summation over all
possible correlator settings, e.g., C
{(1113)}
ijkl = C
(1113)
ijkl +C
(1131)
ijkl +C
(1311)
ijkl +C
(3111)
ijkl , and
C
{(123)}
ijk is understood to mean I⊕IIC
{(123)}
ijk . As usual, summation over repeated
indices ∈ {i, j, k, l} is implied.
C.4.2 Non-Gaussian initial conditions
The one-loop terms arising from non-Gaussian initial conditions are
B112⊕122⊕113 = −ik1ik2jk3kC{(112⊕122⊕113)}ijk (k1,k2,k3) , (C.48)
B11⊗12 = k1ik2jk2lk3m
[
C
(11)
ij (k1)C
{(12)}
lm (k3) + C
{(12)}
ij (k1)C
(11)
lm (k3)
]
! + k1ik2jk1lk3m
[
C
(11)
ij (k2)C
{(12)}
lm (k3) + C
{(12)}
ij (k2)C
(11)
lm (k3)
]
! + k1ik3jk2lk3m
[
C
(11)
ij (k1)C
{(12)}
lm (k2) + C
{(12)}
ij (k1)C
(11)
lm (k2)
]
, (C.49)
B1111⊕1112 =
1
2
k1ik1jk2kk3l
∫
d3p
(2pi)3
C
{(1111⊕1112)}
ijkl (p,k1 − p,k2,k3)
! +
1
2
k2ik2jk1kk3l
∫
d3p
(2pi)3
C
{(1111⊕1112)}
ijkl (p,k2 − p,k1,k3)
! +
1
2
k3ik3jk1kk2l
∫
d3p
(2pi)3
C
{(1111⊕1112)}
ijkl (p,k3 − p,k1,k2) , (C.50)
B11⊗111 = B11⊗211(11⊗ 211→ 11⊗ 111)
! =
i
2
k1ik2jk3k C
(111)
ijk (k1,k2,k3)
∫
d3p
(2pi)3
[k1lk1m + k2lk2m + k3lk3m] C
(11)
lm (p)
! + i
∫
d3p
(2pi)3
k1ik2j C
(11)
ij (p) k1kk2lk3mC
(111)
klm (k1 − p,p+ k2,k3)
! + i
∫
d3p
(2pi)3
k1ik3j C
(11)
ij (p) k1kk2lk3mC
(111)
klm (k1 − p,k2,p+ k3)
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! + i
∫
d3p
(2pi)3
k2ik3j C
(11)
ij (p) k1kk2lk3mC
(111)
klm (k1,k2 − p,p+ k3) (C.51)
! +
i
2
k1ik2j C
(11)
ij (k1)
∫
d3p
(2pi)3
[k3kk3lk2m − k2kk2lk3m] C(111)klm (p,k3 − p,−k3)
! +
i
2
k1ik2j C
(11)
ij (k2)
∫
d3p
(2pi)3
[k3kk3lk1m − k1kk1lk3m] C(111)klm (p,k3 − p,−k3)
! +
i
2
k1ik3j C
(11)
ij (k1)
∫
d3p
(2pi)3
[k2kk2lk3m − k3kk3lk2m] C(111)klm (p,k2 − p,−k2)
! +
i
2
k1ik3j C
(11)
ij (k3)
∫
d3p
(2pi)3
[k2kk2lk1m − k1kk1lk2m] C(111)klm (p,k2 − p,−k2)
! +
i
2
k2ik3j C
(11)
ij (k2)
∫
d3p
(2pi)3
[k1kk1lk3m − k3kk3lk1m] C(111)klm (p,k1 − p,−k1)
! +
i
2
k2ik3j C
(11)
ij (k3)
∫
d3p
(2pi)3
[k1kk1lk2m − k2kk2lk1m] C(111)klm (p,k1 − p,−k1) ,
again with the understanding that C
{(122)}
ijk ≡ I⊕IIC{(122)}ijk , and so forth.
C.5 Diagrams and the relation between the SPT
and the NLPT bispectra
In this section we demonstrate how to construct diagrams in NLPT. Consider the
diagram in figure C.1, corresponding to the contribution:
− i
2
k1ik2jC
(11)
ij (k1)k3kk3lk2mC
(112)
klm (p,k3 − p,−k3)
eq. (C.19)
=
− k1iS(1)i (k1)PL(k1) k2jS(1)j (k1)
× k3kS(1)k (p)PL(p)k3lS(1)l (k3 − p)PL(|k3 − p|)k2mS(2)m (p,k3 − p) ,
(C.52)
where for simplicity we have omitted the integration over p. The RHS of equa-
tion (C.52) can be split into five parts:
(i) k1iS
(1)
i (k1)P
1/2
L (k1),
(ii) k2jS
(1)
j (k1)P
1/2
L (k1),
(iii) k3kS
(1)
k (p)P
1/2
L (p),
(iv) k3lS
(1)
l (k3 − p)P 1/2L (|k3 − p|), and
(v) k2mS
(2)
m (p,k3 − p)P 1/2L (p)P 1/2L (|k3 − p|).
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Figure C.1: An example diagram contributing to the one-loop bispectrum. The
letters {i, j, k, l,m} are indices of the correlators Cijk···, while k1 +k2 +k3 = 0 are
the wavevectors defining the triangle of the bispectrum. The symbol ⊕ denotes
an initial linear power spectrum.
Part (i) corresponds to an external vector k1 entering at the point i, from
whence emerges an internal line of momentum k1 (represented by S
(1)
i (k1)), ter-
minating at the linear power spectrum PL(k1). Parts (ii) to (iv) bear similar
interpretations. Part (v) has an external line k2 entering at the point m, and
two internal lines with momenta p and k3 − p emanating from it (indicated by
S
(2)
m (p,k3 − p)), which terminate respectively at the power spectra PL(p) and
PL(|k3− p|). Parts (i) and (ii) are joined together at their common linear power
spectrum PL(k1), thereby linking the point i to the point j. Likewise, parts (iii)
is joined to one of the internal lines of part (v) at their common power spectrum
PL(p), thus connecting the points m and k. The joining of parts (iv) and (v)
at the power spectrum PL(|k3 − p) results in a connection between the points
m and l. Finally, the points k and l are fused into one single point because of
the common external vector k3 in parts (iii) and (iv), in the same manner that
j and m are fused together because of the common external vector k2 appearing
in parts (ii) and (v). The resulting diagram contains a linear power spectrum in
every internal line, and belongs to the class of IB321: three internal lines emerge
from {j,m}, two from the point {k, l}, and one from the point i (see also diagram
(b) in figure 4.1).
The construction of all other diagrams is then completely straightforward.
Only one new rule needs to be introduced in the case of primordial non-Gaussianity:
while the linear power spectrum has only one ingoing and one outgoing momen-
tum, the initial bispectrum (trispectrum) has three (four) entries/exits.
One advantage of using these quasi-Feynman rules is that it is now possible
to associate all NLPT contributions in equation (4.33) to their counterparts in
SPT, since both approaches should lead to the same diagrams for the N -point
function. Note, however, that for every SPT diagram there are several NLPT
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Table C.1: The number of NLPT contributions to each class of SPT diagrams
for Gaussian initial conditions.
B1122⊕1113 Bxx⊗yy B11⊗211 B11⊗11⊗11
B222 6 0 3 1
IB321 18 6 18 6
IIB321 12 6 18 6
B411 12 6 15 3
Table C.2: Same as table C.1, but for additional contributions arising from non-
Gaussian initial conditions.
B1111⊕1112 B11⊗12 B11⊗111
IIB112 3 0 0
IB122 6 6 6
IIB122 12 0 3
IB113 6 0 3
IIB113 12 6 6
contributions. The number of NLPT contributions to each diagram is listed in
tables C.1 and C.2.
Working with the diagrams in figure 4.1, we find the following correspon-
dence between the SPT kernels and the NLPT correlators. For Gaussian initial
conditions:
B˜222(k1,k2,k3) = −ik123C(222)(k1,k2,k3) + 1
2
k1123C
(1122)(p,k1 − p,k2,k3)
+
1
2
k2213C
(1122)(p,k2 − p,k1,k3) + 1
2
k3312C
(1122)(p,k3 − p,k1,k2)
+ ik12C
(11)(p) k123C
(112)(k1 − p,p+ k2,k3)
+ ik13C
(11)(p) k123C
(121)(k1 − p,k2,p+ k3)
+ ik23C
(11)(p) k123C
(211)(k1,k2 − p,p+ k3)
− k12C(11)(p) k13C(11)(p− k1) k23C(11)(p+ k2) , (C.53)
IB˜123(k1,k2,k3) = −ik123 IC(123)(k1,k2,k3)
154
−
[
k3312S
(2)
i (k1,k2 − p)S(1)j (−p)S(1)k (k1)S(2)l (p,k2 − p)
+ k3312S
(2)
i (k1,p)S
(1)
j (p− k2)S(1)k (k1)S(2)l (p,k2 − p)
+ k3312S
(1)
i (−p)S(2)j (−k1,p− k2)S(1)k (k1)S(2)l (−p,p− k2)
+ k3312S
(1)
i (p− k2)S(2)j (−k1,−p)S(1)k (k1)S(2)l (−p,p− k2)
]
× PL(k1)PL(|k2 − p|)PL(p)
+
1
2
k2213C
(1113)(p,k2 − p,k1,k3) + k13C(11)(k1) k23C(21)(k2)
+
i
2
k23C
(11)(p) k123C
(112)(k1,k2 − p,p+ k3)
+
i
2
k23C
(11)(k2 − p) k123C(112)(k1,p,−p− k1)
+
i
2
k13C
(11)(k1) [k223 − k332]C(112)(p,k2 − p,−k2)
− 1
2
k13C
(11)(k1) k23C
(11)(p) k23C
(11)(k2 − p) , (C.54)
IIB˜123(k1,k2,k3) = −ik123 IIC(312)(k1,k2,k3)
!− 2k1123S(2)i (−p,k1)S(1)j (p)S(1)k (k2)S(2)l (−k1,−k2)PL(k1)PL(k2)PL(p)
!− 2k1123S(1)i (p)S(2)j (p,−k1)S(1)k (k2)S(2)l (−k1,−k2)PL(k1)PL(k2)PL(p)
! + k13C
(31)(k1) k23C
(11)(k2) +
i
2
k123C
(112)(k1,k2,k3) k11C
(11)(p)
! + k23C
(11)(k2) k113S
(2)
k (−p,−k1)S(1)l (−p)S(1)m (−k1)PL(p)PL(k1)
! + k23C
(11)(k2) k113S
(1)
k (p)S
(2)
l (p,−k1)S(1)m (−k1)PL(p)PL(k1)
!− 1
2
k11C
(11)(p) k13C
(11)(k1) k23C
(11)(k2) , (C.55)
B˜411(k1,k2,k3) = −ik123C(114)(k1,k2,k3) + k3312C(3111)(p,k3 − p,k1,k2)
!− 4k3312S(2)i (−k1,p)S(2)j (k2,p)S(1)k (k1)S(1)l (k2)PL(p)PL(k1)PL(k2)
! + k13C
(11)(k1) k23C
(13)(k2) + k13C
(13)(k1) k23C
(11)(k2)
! +
i
2
k123C
(112)(k1,k2,k3) k33C
(11)(p)
!− 2k13C(11)(k1) k332S(2)k (p,−k2)S(1)l (p)S(1)m (−k2)PL(p)PL(k2)
!− 2k23C(11)(k2) k331S(2)k (p,−k1)S(1)l (p)S(1)m (−k1)PL(p)PL(k1)
!− 1
2
k33C
(11)(p) k13C
(11)(k1) k23C
(11)(k2) , (C.56)
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where we have employed the shorthand notation k123C
(222) ≡ k1ik2jk3kC(222)ijk and
so on, and omitted writing out the integration over p. Note that these expressions
represent only one permutation of the full solution, e.g., for the full IB321 one must
permute the wavevectors in IB˜123(k1,k2,k3) five times and then sum the six terms
together. The kernels S(a) contain in general both longitudinal and transverse
components. Contributions to B˜ from transverse components vanish if and only
if p ≡ p12···a in p · S(a)(p1, . . . ,pa). As it turns out, the only non-vanishing
transverse contribution appears in the second term in equation (C.56).
For non-Gaussian initial conditions we find:
IIB˜112(k1,k2,k3) = −ik123 IIC(112)(k1,k2,k3) + 1
2
k3312C
(1111)(p,k3 − p,k1,k2) ,
(C.57)
IB˜122(k1,k2,k3) = −ik123 IC(122)(k1,k2,k3) + k12C(11)(k1) k23C(12)(k3)
− k3312S(1)i (p)S(1)j (k3 − p)S(1)k (k1)PL(k1)S(2)l (k1,k3)B0(k3, p, |k3 − p|)
+
i
2
k12C
(11)(k1) k332C
(111)(p,k3 − p,−k3) , (C.58)
IIB˜122(k1,k2,k3) = −ik123 IIC(122)(k1,k2,k3)
−
[
2k2213S
(1)
i (k2 − p)PL(|k2 − p|)S(1)j (p)S(1)k (k1)S(2)l (k2 − p,p+ k1)
− 2k3312S(1)i (p− k2)PL(|k2 − p|)S(1)j (−k1 − p)S(1)k (k1)S(2)l (p− k2,−p)
− k23C(11)(k2 − p) k123S(1)k (k1)S(1)l (p)S(1)m (−p− k1)
]
B0(k1, p, |k1 + p|) ,
(C.59)
IB˜113(k1,k2,k3) = −ik123 IC(311)(k1,k2,k3)− 1
2
k11C
(11)(p)B0(k1, k2, k3)
!− k1123S(1)i (p)S(2)j (p,−k1)S(1)k (k2)S(1)l (k3)PL(p)B0(k1, k2, k3)
!− k1123S(2)i (p,k1)S(1)j (p)S(1)k (k2)S(1)l (k3)PL(p)B0(k1, k2, k3) , (C.60)
IIB˜113(k1,k2,k3) = −ik123 IIC(113)(k1,k2,k3) + k13C(11)(k1) k23C(12)(k2)
!− k3312S(2)i (k1,k2 − p)S(1)j (−p)S(1)k (k1)PL(k1)S(1)l (k2)B0(p, k2, |k2 − p|)
!− k3312S(1)i (p− k2)S(2)j (k1,p)S(1)k (k1)PL(k1)S(1)l (k2)B0(p, k2, |k2 − p|)
!− i
2
k13C
(11)(k1) k332C
(111)(p,k2 − p,−k2) . (C.61)
Again, we emphasise that these expressions need to be summed over all their
permutations. In particular, the summation over the three permutations of the
term IIB˜112(k1,k2,k3) is missing in the current SPT literature [95, 91].
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Appendix D
D.1 Functional derivatives up to six gradients
To further proceed we need the functional derivatives of S up to six gradients.
For convenience we split the summations up in the above expressions and add a
subscript, e.g., S(4)1 ≡
∫
d3q
√
γL1(t)R
2, or S(4)2 ≡
∫
d3q
√
γL2(t)R
ijRij, and so on.
We then obtain are [133]:
δS(0)
δγij
= −√γHγij , (D.1)
δS(2)
δγij
=
√
γJ
(
1
2
Rγij −Rij
)
, (D.2)
δS(4)1
δγij
=
√
γL1
(
1
2
R2γij − 2RRij + 2R;ij − 2γijR
)
,
δS(4)2
δγij
=
√
γL2
(
1
2
γijRklRkl − 2RiklRjl + 2Rk(i;j);k −Rij −
1
2
γijR
)
,
=
√
γL2
(
4RiklR
jl +R;ij −Rij − 3RRij
+ γij
[
−3
2
RklRkl +R
2 − 1
2
R
])
, (D.3)
δS(6)1
δγij
=
√
γM1
(
− 3R2Rij + 6RR;ij + 6R;iR;j
+ γij
[
−6RR− 6R;kR;k + 1
2
R3
])
, (D.4)
δS(6)2
δγij
=
√
γM2
(
−RijRklRkl − 2RRikRjkk + 2RklRkk;(ij)kl + 2Rkl;(iRkk;j)kl
+ 2R
;(i
k;kR
j)k +R;iR;j + 2R;kR
k(i;j) + 2RRk(i;j);k −Rij R
− 2R;kRij;k −RRij + γij
[
− 1
2
RR−R;kR;k −R;klRkl
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− 2RklRkl − 2Rkl;mRkl;m + 1
2
RRklRkl
])
, (D.5)
δS(6)3
δγij
=
√
γM3
(
3R
kk ;(i
kmk;kR
j)m + 3RkkmR
m(i;j)
kk k k;k + 3R
kk ;(i
km R
j)m
k kk;k +
3
2
R;mR
m(i;j)
− 3Rm(iRj)km − 3Rim;kRjkm;k − 3RikkRjklRkl
+ γij
[
− 3
4
R;lmR
lm − 3
8
R;mR
;m
− 3
2
Rkkl;mR
ml
kk;k −
3
2
RkklR
ml
kk;km +
1
2
RmkR
k
klR
ml
])
, (D.6)
δS(6)4
δγij
=
√
γM4
(
2(R);ij − 2RijR +R;iR;j + γij
[
−22R− 1
2
R;kR;k
])
,
(D.7)
δS(6)5
δγij
=
√
γM5
(
2
(
Rk(i
);j)
k;k
−2Rij +Rk ;ikl Rkl;j − 2Rkk ;(imk Rj)m;k
− 2Rm(iRkk ;j)kmk +R;mRm(i;j) + 2RkmR (i;j)mkkk;k
+ γij
[
− (Rkl)
;kl
− 1
2
Rkl;mRkl;m
])
. (D.8)
The brackets (i · · · j) denote a symmetrisation over the fixed (i.e., not running)
indices, e.g. R;mR
m(i;j) = 1/2R;mR
mi;j + 1/2R;mR
mj;i. To obtain the above
expressions we used the quantity (see p. 500 in [134])
δRij =
1
2
γkl [δγli;jk + δγlj;ik − δγij;lk − δγlk;ij] , (D.9)
and [133]
δ (R) = 
(
δγkk;lmlm
)
−2γlmδγlm − 2Rkl;mδγkl;m −Rklδγkl
− (Rkl) δγkl −R;klδγkl −R;kδγk ;lkl + 12R;mγklδγkk;mkl , (D.10)
δ (Rij) = δRij −Rk ;kij δγk ;lkl +
1
2
Rij;kγ
lmδγkk;klm −Rk ;lmij δγlm
−Rk k(i δγj)k −Rk k(i δγkkk ;lkl;j) +R(ikδγkk;klj)l
− 2R kk;l(i δγj)k;l + 2R kk;l(i δγj)l;k − 2R kk;l(i δγkl;j) , (D.11)
and partially integrated most of the terms in equations (D.2-D.8). Additionally,
we have used the identity Rlmkk;m ≡ 1/2R;l. Additionally, some terms vanish
because they can be rewritten as a surface term and hence vanish for periodic
boundary conditions.
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Some quantities in equations (D.5)-(D.8) have to be simplified, and they are
2RR
k(i;j)
kk;k = RR
;ij − 3R2Rij − 2γijRRlkRlk + 6RRikRkjk + γijR3 , (D.12)
3R
km;(i
kk;kR
j)
km =
3
2
R;m(iR
j)
km + 9R
i
klR
j
kmR
lm − 3RijRklRkl
− 9
2
RRimRjkm +
3
2
R2Rij , (D.13)
−3
2
RkklR
ml
kk;km = −
3
4
R;klR
kl − 9
2
RpkR
k
klR
pl +
15
4
RRklRkl − 3
4
R3 , (D.14)
2
(
Rk(i
);j)
k;k
= R;ij +R;iR;j +RR;ij + 8R(ik k ;j)kk;m Rmk + 8Rmk;(iR
j)
kk;m
− 6Rlk;(ij)Rlk − 6Rkk;ilk Rlk;j −R k;(i;m Rj)m −R;mRm(i;j)
− 2γijRlmRlm + 6Rk(il Rj)l − 2RijR
+ γijRR−RRij , (D.15)
−2Rm(iRkk ;j)kmk = −R(ikmR;j)m + 3RRikmRmj + 2RijRlkRlk
− 6RikRjmRkm −R2Rij , (D.16)
− (Rkl)
;kl
= −
2
2
R− 3
2
R;mnR
mn − 12RkmRkmn Rkn + 10RRmnRmn
− 1
4
R;lR
;l − 1
2
RR + 3RmnRmn + 3Rkn;lRkn;l
− 2R3 − 4Rln;mRnm;l . (D.17)
D.2 γij up to four gradients
Here and in the following section we approximate equation (6.41) up to a given
number in gradients. We shall find approximate solutions by a recursive pro-
cedure. To achieve this we formally assume a certain hierarchy such that an
increasing number of gradient terms are less important for the time evolution of
the metric perturbations. Then, to approximate eq. (6.41) to a given number in
gradients n we have to approximate the Ricci-curvatures on the RHS with respect
to the perturbed metric
γij ' γ(0)ij + . . .+ γ(n)ij . (D.18)
E.g., the combination (Rγij − 4Rij) in eq. (6.41) will lead to contribution to any
order in n gradients, despite the fact that the Ricci-curvature contains only single
and double spatial derivatives of the metric.
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D.2.1 (Rγij − 4Rij) up to four gradients
Firstly we want to solve
Rγij − 4Rij = γklRklγij − 4Rij (D.19)
up to four spatial gradients. We obtain
Rγij − 4Rij ' γkl(2)R(2)kl γ(2)ij − 4R(2)ij . (D.20)
Using (ref Wald)
R
(2)
kl ' R(0)kl − 2∇(0)[k Cbb]l +O(C2) , (D.21)
and the expressions
Cbbl ' 1
2
γbm(0)
[
∇(0)b ∆γ(2)lm +∇(0)l ∆γ(2)bm −∇(0)m ∆γ(2)bl
]
, (D.22)
γ
(2)
ij ' a2kij + λ
(
Rˆkij − 4Rˆij
)
≡ a2kij + ∆γ(2)ij , (D.23)
γij(2) '
1
a2
kij − λ
a4
(
Rˆkij − 4Rˆij
)
, (D.24)
equation (D.20) is
Rγij − 4Rij ' Rˆkij + λ
a2
Rˆ
(
Rˆkij − 4Rˆij
)
− 2γkl(0)∇(0)[k Cbb]lγ(0)ij
− λ
a2
(
Rˆkkl − 4Rˆkl
)
Rˆklkij − 4Rˆij + 8∇(0)[i Cbb]j (D.25)
' Rˆkij − 4 λ
a2
RˆRˆij − 2γkl(0)∇(0)[k Cbb]lγ(0)ij
+ 4
λ
a2
RˆklRˆklkij − 4Rˆij + 8∇(0)[i Cbb]j . (D.26)
Hatted Ricci curvatures are with respect to the intial seed metric kij. Some
expressions in the above equation can be simplified (Rlm
|l≡1/2R|m):
−2γkl(0)∇(0)[k Cbb]lγ(0)ij = 2
λ
a2
Rˆ
|m
|mkij − 4 λ
a2
Rˆlm
|lm
kij = 0 , (D.27)
8∇(0)[i Cbb]j = −2
λ
a2
Rˆ|ij − 2
a2
[
∆γ
(2)
im|j
|m
+ ∆γ
(2)
jm|i
|m −∆γ(2)ij
|m
|m
]
(D.28)
=
λ
a2
(
2Rˆ|ij + 8Rˆ2kij − 16RˆkmRˆkmkij − 24RˆRˆij
+ 48 RˆikRˆ
k
j + 2Rˆ
|m
|mkij − 8Rˆij |m|m
)
. (D.29)
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A vertical bar | denotes a covariant derivative with respect to the initial seed
metric kij. In the last line we have used the commutational property of covariant
derivatives, valid for any type (0,2) tensor field τim:
τim|j |m = τim|m|j +R
k
jτik −R kkmikj τkm , (D.30)
and the following quantity [137]:
R kkmikj = gijR
km − gimRkj − gkjRim + gkmRij −
R
2
(
gijg
km − gimgkj
)
. (D.31)
Explicitly, we have for one term in equation (D.28)
∆γ
(2)
im|j
|m
= −λRˆ|ij − 12λRˆikRˆkj + 4λRˆkmRˆkmkij + 6λRˆRˆij − 2λRˆ2kij .
(D.32)
Finally, equation (D.20) is then up to four spatial gradients
Rγij − 4Rij '
(
Rˆkij − 4Rˆij
)
+ 2
λ
a2
Rˆ|ij + 48
λ
a2
RikRˆ
k
j − 12 λ
a2
RˆkmRˆkmkij
− 28 λ
a2
RˆRˆij + 8
λ
a2
Rˆ2kij + 2
λ
a2
Rˆ
|m
|mkij − 8 λ
a2
Rˆij
|m
|m .
(D.33)
D.2.2 The final time evolution for γij up to four gradients
Up to four gradients the time evolution of the metric is
∂γij
∂t
= 2Hγij + J (Rγij − 4Rij) + L1
(
3γijR
2 − 8RRij + 8R;ij
)
+ L2
(
3γijR
kmRkm − 8RikRkj + 3γijR;m;m
+ 4Rkkik ;jk + 4R
kk
jk ;ik − 4Rij ;m;m − 4γijRkm;km
)
, (D.34)
where ; denotes a covariant derivative with respect to the metric γij. The first
bracket term on the RHS is given by equation (D.33). One can simplify three
terms in the last line of above equation. Explicitly,
−4γijRkm;km = −2γijR;m;m , (D.35)
4Rkkik ;jk ≡ 4Rkkjk ;ik = 2R;ij + 4RikRkj − 4Rkkkmikj Rkm
= 2R;ij + 12RikR
k
j − 4γijRkmRkm − 6RRij + 2R2γij .
(D.36)
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Then, we can collect all contributions up to four gradients, and can rewrite equa-
tion (D.34) to
∂γ
(4)
ij
∂t
= 2Hγ
(4)
ij + J
(
Rˆkij − 4Rˆij
)
+ C1Rˆ
2kij + C2Rˆ
kmRˆkmkij + C3RˆRˆij + C4RˆikRˆ
k
j
+D1Rˆ
|m
|mkij +D2R|ij +D3Rij |m|m , (D.37)
where again a vertical bar denotes a covariant derivation with respect to kij, and
Rˆij ≡ Rij(kkl). The time coefficients Ci and Dj then read
C1 = 8
λJ
a2
− 23
4
L
a2
, C2 = −12λJ
a2
+ 10
L
a2
, C3 = −28λJ
a2
+ 18
L
a2
,
C4 = 48
λJ
a2
− 32 L
a2
, D1 = D2 = 2
λJ
a2
− 2 L
a2
, D3 = −8λJ
a2
+ 8
L
a2
,
(D.38)
with H = 2/(3t), J = 3/10t, L = 4/3L1 = −1/2L2 = 27/700t3 and λ = 9/20a3.
The time integration is then straightforward. Finally, we obtain for the fastest
growing mode of the metric:
γ
(4)
ij ' a2kij +
9
20
a3t20
(
Rˆkij − 4Rˆij
)
+
81
350
a4t40
[(
−4RˆkmRˆkm + 5
8
Rˆ|m
|m
+
89
32
Rˆ2
)
kij
− 10RˆRˆij + 17RˆikRˆkj − 5
2
Rˆij
|m
|m +
5
8
Rˆ|ij
]
. (D.39)
D.3 γij up to six gradients
D.3.1 Methods and approximations used in the following
sections
According to equation (6.41) we wish to find the solution of the metric valid up
to six spatial gradients. From the last sections we know already the metric valid
up to four gradients:
γ
(4)
ij ' γ(0)ij + ∆γ(2)ij + ∆γ(4)ij , (D.40)
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where
γ
(0)
ij = a
2kij , (D.41)
∆γ
(2)
ij = λ(t)
(
Rˆkij − 4Rˆij
)
, (D.42)
∆γ
(4)
ij = η(t)
[(
−4RˆkmRˆkm + 5
8
Rˆ|m
|m
+
89
32
Rˆ2
)
kij
− 10RˆRˆij + 17RˆikRˆkj − 5
2
Rˆij
|m
|m +
5
8
Rˆ|ij
]
, (D.43)
where hatted quantities are with respect to the initial seed metric kij, and vertical
bars denote covariant differentiations to the very metric. The prefactors in above
equations are (we neglect decyaing modes in this appendix)
λ(t) =
9
20
a3t20 , η(t) =
81
350
a4t40 . (D.44)
The inverse metric can be calculated from
γij(4) =
1
2γ(4)
εiklεjmnγ
(4)
kmγ
(4)
ln , with γ
(4) =
1
6
εiklεjmnγ
(4)
ij γ
(4)
kmγ
(4)
ln . (D.45)
In the latter only the inverse metric up to four spatial gradients is needed and it
reads
γij(4) '
kij
a2
− 1
a4
(
∆γij(2) + ∆γ
ij
(4)
)
+
1
a6
ξij(4) , (D.46)
with
ξij(4) = 8λ
2
(
−7
8
Rˆ2kij + RˆklRˆklk
ij + RˆRˆij + εiklεjmnRˆkmRˆln
)
. (D.47)
In the following it is useful to define a general perturbed metric
gkl = g
(0)
kl + ∆gkl , (D.48)
where g
(0)
kl is referred to an unperturbed part, and ∆gkl is a (higher order)
perturbation. The Ricci tensor of gkl is given by [137]
Rkl = R
(0)
kl − 2∇(0)[k Cbb]l + 2Cml[kCbb]m , (D.49)
where
Ccab =
1
2
[
∇(0)a ∆gkcb +∇(0)b ∆gkca −∇c(0)∆gab
]
, (D.50)
and the covariant derivatives ∇(0)a are with respect to the unperturbed part. Note
that ∇(0)a g(0)bc = 0, and equation (D.49) reduces to limgab→g(0)ab Rkl = R
(0)
kl , i.e., for
a vansishing metric perturbation the tensor field Ccab are zero.
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D.3.2 Approximating Rγij up to six gradients
We start with the term
Rγij ' γkl(4)Rklγ(4)ij , (D.51)
with the expressions (D.49) and (D.50), where R
(0)
ab ≡ Rab(γ(0)ij ), and ∆gab '
∆γ
(2)
ab + ∆γ
(4)
ab . According to that, we define the “splitted” connections
Cc
(3)
ab ≡ Ccab(∆γ(2)ab ) ,
Cc
(5)
ab ≡ Ccab(∆γ(4)ab ) , (D.52)
such that
Ccab ≡ Cc(3)ab + Cc(5)ab . (D.53)
As we already solved the system up to four spatial gradients, we are only inter-
ested in the sixth order part of (D.51). Hence, the only sixth order terms of it
are
O(6) (Rγij) ' Rˆ
a2
∆γ
(4)
ij − 2kkl∇(0)[k Cb
(5)
b]l kij −
2kkl
a2
∆γ
(2)
ij ∇(0)[k Cb
(3)
b]l
− Rˆkl
a4
∆γkl(2)∆γ
(2)
ij −
Rˆkl
a2
∆γkl(4)kij +
Rˆkl
a4
ξkl(4)kij
+
2
a2
∆γkl(2)∇(0)[k Cb
(3)
b]l kij + 2k
klCm
(3)
l[kC
b(3)
b]mkij . (D.54)
We calculate one term after. Some of them are trivial, the others are
−2kkl∇(0)[k Cb
(5)
b]l kij =
ηkij
a2
[
− 21
2
RˆmnˆRˆmn − 21
2
Rˆmn|kRˆmn|k +
5
2
Rˆ|mRˆ|m
+
21
8
Rˆ ˆRˆ + 7
2
Rˆ3 +
13
4
Rˆ|lmRˆlm + 7Rˆlm|bRˆmb|l
+ 21RˆlmRˆ
kl
k Rˆ
mk − 35
2
RˆRˆlmRˆlm
]
, (D.55)
−2k
kl
a2
∆γ
(2)
ij ∇(0)[k Cb
(3)
b]l = 0 , (D.56)
2
a2
∆γkl(2)∇[kCb(3)b]l kij =
λ2
a4
kij
[
− 2Rˆ|klRˆkl − 64RˆmkRˆkml Rˆkl + 40RˆRˆklRˆkl
− 8Rˆ3 − 2Rˆ ˆRˆ + RˆklˆRˆkl
]
, (D.57)
2kklCm
(3)
l[kC
b(3)
b]mkij =
λ2
a2
kij
[
1
2
Rˆ|mRˆ|m − 8Rˆlm|bRˆmb|l + 4Rˆlm|bRˆlm|b
]
.
(D.58)
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The manipulations to obtain Rij and the terms proportional to L1 and L2 in
eq. (6.41) up to six gradients are analogous to the above. Then, the time evolution
of γ
(6)
ij can be obtained in a similar fashion as described in section D.2.2.
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Appendix E
E.1 Curvature terms for an initial seed metric
appropriate for our universe
To calculate the 3-metric γij in terms of the initial seed metric
kij = δij
(
1 +
10
3
Φ
)
, (E.1)
we have to approximate the curvature terms in eq. (7.2). The following quantities
are needed—and valid up to O (Φ2):
Rˆkij − 4Rˆij = 20
3
[
Φ,ij
(
1− 10
3
Φ
)
− Φ,iΦ,j + 5
6
δijΦ,lΦ,l
]
, (E.2)
Rˆ2 =
400
9
Φ,llΦ,mm , (E.3)
RˆklRˆkl =
25
9
(Φ,lmΦ,lm + 5Φ,llΦ,mm) , (E.4)
RˆRˆij =
100
9
Φ,ll (δijΦ,mm + Φ,ij) , (E.5)
Rˆ!ki Rˆkj =
25
9
(Φ,liΦ,lj + 2Φ,ijΦ,ll + δijΦ,llΦ,mm) , (E.6)
Rˆ;k!k;kkij − 4Rˆ!k;kij!k;k + Rˆ,ij = −
100
3
(
Φ,liΦ,lj − δij
3
Φ,llΦ,mm
)
. (E.7)
As before hats denote curvatures with respect to kij, kommas denote a partial
derivatives along the Lagrangian coordinate q, and a semicolon is a covariant
derivative w.r.t. kij.
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E.2 Results for the second-order gauge trans-
formation (ΛCDM)
In this appendix we summarise our findings of the second-order transformation
to the Newtonian frame. It reads
F i2(t, q) =
1
8
T2
a2
∂
∂qi
1
∇2q
F − 100
9
λ
a2
∂
∂qi
Φ2
+
50
9
(
J2 + λ
) 1
a2
∂
∂qi
1
∇2q
(
Φ,lΦ,l − 3
2
1
∇2q
F
)
, (E.8)
L2(t, q) = 50
9
1
a2
(
λJ − 1
2
L
)
1
∇2q
F +
50
9
λJ
a2
Φ,lΦ,l
+
50
3
(
J − 2HJ2)(2
3
1
∇2q
Φ,lΦ,l − 1(∇2q)2F
)
− 25
9
(
J + 2HJ2
)
Φ2 , (E.9)
while the second order potentials are
A2(τ,x) =
25
9
λ
a2
Φ|lΦ|l +
25
9
(
3
2
− 18
5
HJ +
2
5
J2Λ
)
Φ2
+
25
9
1
a2
(
2λHJ − λ− J2 −HL) 1∇2xF
− 50
3
(
1
2
− 3HJ + 7H2J2 − J2Λ
)
×
(
2
3
1
∇2x
Φ|lΦ|l − 1(∇2x)2F
)
, (E.10)
B2(τ,x) =
25
9
λ
a2
Φ|lΦ|l +
25
9
(
2
5
HJ − 8H2J2 + 2
5
J2Λ
)
Φ2
+
25
9
1
a2
(
2λHJ − λ− J2 −HL) 1∇2xF
+
50
3
HJ (1− 2HJ)
(
2
3
1
∇2x
Φ|lΦ|l − 1(∇2x)2F
)
. (E.11)
Note again that the dependences and derivatives in eqs. (E.8) and (E.9) are
w.r.t. Lagrangian coordinates, while for eqs. (E.10) and (E.11) w.r.t. Eulerian
coordinates.
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Appendix F
F.1 The coordinate transformation
The coordinate transformation
xi(t, q) = qi + Fi(t, q)
τ(t, q) = t+ L(t, q) ,
(F.1)
requires the following constraints to match the metric coefficients from the syn-
chronous to the Newtonian coordinate system:
γij(t, q) = − ∂τ
∂qi
∂τ
∂qj
[1 + 2A(τ,x)] + a2(τ)
∂xl
∂qi
∂xm
∂qj
δlm[1− 2B(τ,x)] , (F.2)
0 = −∂τ
∂t
∂τ
∂qi
[1 + 2A(τ,x)] + a2(τ)
∂xl
∂t
∂xm
∂qi
δlm[1− 2B(τ,x)] , (F.3)
−1 = −∂τ
∂t
∂τ
∂t
[1 + 2A(τ,x)] + a2(τ)
∂xl
∂t
∂xm
∂t
δlm[1− 2B(τ,x)] . (F.4)
We solve these constraints order by order. Formally, each small quantity is ex-
panded in a series, i.e. A = A(1) + 2A(2) + . . ., where  is supposed to be a small
dimensionless parameter. The primordial potential Φ is of order . Before solving
the coordinate transformation, eqs. (F.2)-(F.4) it is useful to truncate them up to
second order in the perturbations. We find after some manipulations
γij
a2(t)
' −L,iL,j
a2(t)
+ δij
[
1− 2B + 4L
3t
+
2L2
9t2
− 8BL
3t
]
+ 2F(i,j)
(
1− 2B + 4L
3t
)
+ Fl,iFl,j , (F.5)
0 ' − (1 + 2A)L,i − ∂L
∂t
L,i + a
2(t)
(
1− 2B + 4L
3t
)
∂Fi
∂t
+ a2(t)
∂Fl
∂t
Fl,i ,
(F.6)
−1 ' −1− 2A− 2∂L
∂t
− 4∂L
∂t
A−
(
∂L
∂t
)2
+ a2(t)
∂Fl
∂t
∂Fl
∂t
, (F.7)
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where all dependences and derivatives are w.r.t. (t, q). Further notations are
explained in the main text. γij is given by eq. (8.3). It is then straightforward
to solve equations (F.5)-(F.7) order by order. A particular useful identity is
Tij = Q
δij
3
+ (∂i∂j − δij3 ∇2)U , where U = 32 ∂i∂j∇2∇2Tij − 12 1∇2Q, and 1/∇2 is the
inverse Laplace operator.
F.2 General growth functions
The general solutions for the displacement coefficients (8.4) in an EdS universe
are
D(t) =
[
t2/3 − 20
9
c1
t
+
20
9
c2
]
t
4/3
0 ,
E(t) =
[
− 3
7
t4/3− 20
9
c2t
2/3− 40
9
c1
t1/3
− 200
81
c3
t
+
400
81
c1c2
t
− 100
81
c21
t2
+
200
81
c4
]
t
8/3
0 ,
(F.8)
where c1 – c4 are constants. To fix the constants one may choose specific initial
data for D(t0) and E(t0) together with its first time derivatives. Again, this
conforms to specify the initial displacement and the initial velocity.
Generally it could be also appropriate to fix the initial peculiar gravitational
field instead of the initial velocity, since the former sources a density perturba-
tion and thus could flaw our main argument in this paper (i.e., that the initial
non-Gaussianity is sourced only through initial velocity perturbations). Indeed,
defining the time coefficient of the initial peculiar gravitational field as
gpec(t0) =
4
3t0
D˙(t0) + D¨(t0) , (F.9)
up to first order (similarily for the higher order coefficients), we can construct
displacements which are entirely without initial accelerations. We call this initial
data “inertial”, and the resulting displacement coefficients are then
Dinert(t) =
[
a− a−3/2] t20 , (F.10)
Einert(t) =
[
−3
7
a2 − 2a−1/2 + 75
28
a−3/2 − 1
4
a−3
]
t40 . (F.11)
As can be proven by direct verification, the above modes do not change our
conclusions: the coordinate transformation yields to a density perturbation which
is only sourced by a velocity perturbation.
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F.3 Perturbations in the Newtonian metric
Here we summarise our findings for the metric
ds2 = − [1 + 2A(τ,x)] dτ 2
+ a2(τ) [1− 2B(τ,x)] δijdxidxj . (F.12)
To avoid cumbersome expressions we restrict to an EdS universe and take only
the fastest growing modes into account. Up to second order in Φ the metric
coefficients are
A(τ,x) ' φN − φR , (F.13)
and
B(τ,x) ' φN + 2
3
φR , (F.14)
with
φN = −Φ + 3
4
a(τ)t20Φ|lΦ|l +
15
7
a(τ)t20
1
∇2x
µ2 , (F.15)
φR =
4
∇2x∇2x
[
3
4
Φ|llΦ|mm + Φ|lΦ|lmm +
1
4
Φ|lmΦ|lm
]
, (F.16)
µ2 =
1
2
(
Φ|llΦ|mm − Φ|lmΦ|lm
)
. (F.17)
A vertical slash “|i” denotes a differentiation w.r.t. Eulerian coordinate xi. Note
that we have Φ ≡ Φ(t0,x) for this appendix. The term φN can be obtained from
a purely Newtonian treatment [106], and it is just the cosmological potential up
to second order. Indeed, multiplying the second term on the RHS with ∇2x/∇2x
we find
φN = −Φ + 3
2
a(τ)t20
1
∇2x
F2(t0,x) , (F.18)
with the kernel
F2(t0,x) =
5
7
Φ|llΦ|mm + Φ|lΦ|lmm +
2
7
Φ|lmΦ|lm . (F.19)
This kernel is well-known in the Newtonian treatment of perturbation theory, see
e.g. ref [32].
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List of Abbreviations
Abbreviation Meaning Use
ADM Arnott–Deser–Misner formalism in general relativity 6.2
BAO baryonic acoustic oscillations 1
CDM cold dark matter (particles) 1
CMB cosmic microwave background 1
FLRW Friedmann–Lemaˆıtre-Robertson-Walker 1
HJE Hamilton–Jacobi (equation) 6.2
IPL initial position limit 2.6.1
SPT standard, or Newtonian perturbation theory 2, A.2
LPT Lagrangian perturbation theory 1, 2
LSS large–scale structure 1
NLPT Newtonian LPT 1
RLPT relativistic LPT 8
RNLPT resummed NLPT 4
Λ cosmological constant 1
EdS Einstein–de Sitter 1
PNG primordial non–Gaussianity 2
ZA Zel’dovich approximation 2, 7
Table F.1: List of Abbreviations.
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List of Notations
In Tab. F.2 and F.3 we give an overview of the notation used in the Newtonian
Lagrangian perturbation theory, whereas in Tab. F.4 we do the same for the re-
latvistic Lagrangian perturbation theory.
ri Eulerian coordinate (i = 1, 2, 3) Eq. (2.2)
t cosmic time (d/dt = ˙) Eq. (2.2)
qi Lagrangian coordinate (i = 1, 2, 3) Eq. (2.12)
η superconformal time (d/dη = ′ ) Eq. (2.6)
α(η) prefactor in the peculiar Poisson equation Eq. (2.6)
ρ(r, t) density field Eq. (2.2)
v(r, t) velocity field Eq. (2.3)
g(r, t) acceleration field Eq. (2.3)
xi comoving distance (i = 1, 2, 3) Eq. (2.6)
u(x, η) peculiar velocity Eq. (2.10)
gpec(x, η) rescaled peculiar acceleration field Eq. (2.24)
ρ(t) mean density Eq. (2.5)
δ(x, η) density contrast Eq. (2.1)
f(q, t) trajectory of the fluid particle Eq. (2.20)
F (q, η) peculiar trajectory of the fluid particle Eq. (2.27)
Table F.2: Used notation in NLPT (1 of 2).
!
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J Jacobian in the full-system approach Eq. (2.13)
JF Jacobian in the peculiar-system approach Eq. (2.26)
ρ0 initial density at q and t0 Eq. (2.16)
p(q, t) perturbation in the full-system approach Eq. (2.32)
pcij cofactor element of the perturbation p Eq. (2.23)
Ψ(q, η) perturbation in the peculiar-system approach Eq. (2.35)
(also called displacement field)
Ψcij cofactor element of the perturbation Ψ Eq. (2.31)
Ψ(n)(q) longitudinal perturbation to the nth order (≡∇qφ(n)) Eq. (2.32)
T (n)(q) transverse perturbation to the nth order (≡∇q ×A(n)) Eq. (2.32)
 small and dimensionless perturbation parameter Eq. (2.32)
qn(t) growth function of the nth order Eq. (2.32)
(full-system approach)
D(η), E(η), · · · growth functions at 1st order, . . . Eq. (2.35)
(peculiar-system approach)
µ
(n)
a (q) ath scalar to the nth order Eq. (2.37)
S(q, t0) initial potential Eq. (2.64)
S(n) longitudinal perturbative vector Eq. (A.16)
S
(n)
T transverse perturbative vector Eq. (A.16)
Table F.3: Used notation in NLPT (2 of 2).
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t, qi synchronous coordinates Eq. (7.1)
τ , xi Newtonian coordinates Eq. (7.14)
(4)Rµν 4D Ricci tensor Eq. (6.1)
χ 4–velocity potential Eq. (6.1)
Uµ 4–velocity Eq. (6.1)
N , N i ADM lapse & shift function Eq. (6.3)
γij 3–metric Eq. (6.3)
piij, piχ canonical momenta Eq. (6.5)
Kij extrinsic curvature Eq. (6.6)
H′ Hamiltonian density Eq. (6.9)
S restricted functional Eq. (6.24)
H, J , K,. . . Hubble parameter, HJE factors Eq. (6.34)
kij initial seed metric Eq. (7.8)
Rˆij 3–Ricci tensor w.r.t. kij Eq. (7.2)
A, B perturbations in the Newtonian metric Eq. (7.14)
F i relativistic displacement field Eq. (7.15)
L time perturbation Eq. (7.16)
D, E generic growth functions Eq. (F.8)
µ2 ≡ 1/2(Φ,llΦ,mm − Φ,lmΦ,lm) ≡ −2F Eq. (8.13)
v ≡ 3/2a2D˙ Eq. (8.14)
C2 ≡∇−2q [3/4Φ,llΦ,mm+Φ,mΦ,llm+1/4Φ,lmΦ,lm] Eq. (8.15)
G2 2nd order velocity kernel in SPT Eq. (8.16)
F2 2nd order velocity kernel in SPT Eq. (8.40)
Fnl density kernel RLPT Eq. (8.21)
f locNL primordial non-Gaussianity amplitude Eq. (8.26)
Table F.4: Used notation in RLPT.
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