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Abstract Centrality is an important notion in complex networks; it could be
used to characterize how influential a node or an edge is in the network. It plays
an important role in several other network analysis tools including community
detection. Even though there are a small number of axiomatic frameworks
associated with this notion, the existing formalizations are not generic in na-
ture. In this paper we propose a generic axiomatic framework to capture all
the intrinsic properties of a centrality measure (a.k.a. centrality index). We
analyze popular centrality measures along with other novel measures of cen-
trality using this framework. We observed that none of the centrality measures
considered satisfies all the axioms.
Keywords Centrality · Axiomatic Framework · Networks
1 Introduction
Analyzing complex network is important for dealing with several real-world
applications. Online social networks (e.g., Facebook or Flickr), collaboration
networks, email networks, trading networks, genetic networks and R & D
networks [Easley and Kleinberg(2010),Brandes and Erlebach(2005)] are some
important examples of complex networks. Social networks are social structures
made up of groups or communities of individuals and connections among these
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individuals. It is convenient to represent such networks using graphs, where
nodes represent entities in the networks and edges represent the connections
among these entities; the underlying hope is that well-known properties of
graphs can be exploited in the analysis of the networks. A significant amount
of work on social network analysis is devoted to understanding the role played
by nodes/edges, with respect to either their structural placement in the net-
work or their behavioral influence over others in the network. To this end,
it is important to rank nodes/edges in a given network based on either their
positional power or their behavioral influence. Traditionally, nodes with high
rank are referred to as influential nodes.
We present two motivating examples to understand the importance of find-
ing the influential nodes in real world social networks. The first example deals
with the diffusion of information in social networks wherein it is required to
initially target a few influential individuals in the network who will trigger a
massive cascade of influence through which friends will recommend the prod-
uct to other friends, and many individuals will ultimately try it. The second
example deals with co-authorship social networks wherein it may be of interest
to find the most prolific researchers since they are most likely to be the trend
setters for breakthroughs. The common goal in these two example settings is to
find a set of influential nodes given a well defined context in the social network.
To achieve this objective, there exist several well known ranking mechanisms in
the literature, ranging from the well known centrality measures (a.k.a. central-
ity indices) from social sciences such as degree centrality, closeness centrality,
clustering coefficient, and betweenness centrality [Brandes(2001)] to Google
PageRank [Brin and Page(1998)]. A pragmatic reason behind the existence
of such influential nodes and edges is the community structure exhibited by
most of the networks; an influential node generally binds together nodes in the
community or forms a bridge between two communities.
Of late, a large variety of centrality measures [Easley and Kleinberg(2010),
Brandes and Erlebach(2005)] have been proposed by the research commu-
nity whenever the existing measures in the literature are proved to be in-
adequate to satisfactorily serve the needs of emerging real-life applications.
Though these centrality measures offer new insights, the lack of a theoreti-
cal underpinning makes it difficult to choose the right centrality measure for
a given context. Towards this end, there exists some effort in the literature
[Skibski et al(2017)Skibski, Michalak, and Rahwan],
[Altman and Tennenholtz(2008)], [Boldi and Vigna(2014)],
[Skibski et al(2016)Skibski, Rahwan, Michalak, and Yokoo] in terms of devel-
oping axiomatic frameworks to better understand the properties of these cen-
trality measures. However, these theoretical explorations are limited to only
certain specific scenarios. To the best of our knowledge, there is no generic the-
oretical framework to understand the structural properties exhibited by the
class of centrality measures in networks. In this paper, we attempt to address
this research gap by proposing a novel axiomatic framework.
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1.1 Key Contributions
Following are the contributions made in this paper.
– Existing axiomatic approaches are not generic. They have either been de-
signed to characterize a particular centrality measure, or applicable to net-
works of specific structures. We propose a novel axiomatic framework which
captures all the intrinsic properties that a centrality measure is expected
to satisfy.
– We analyze well-known centrality measures in the proposed framework.
Surprisingly most of them do not satisfy one or more of the fundamental
properties of our framework.
– Also we have designed some intuitively appealing centrality measures that
satisfy some of the axioms of the framework. We believe that our framework
would help researchers to develop and analyze the quality of new centrality
measures for different types of networks.
2 Notation and Terminology
In this section, we provide the necessary background and notation used in the
subsequent sections of the paper. Social networks are typically represented by
graphs. In this work, we have concentrated mainly on the representation of
social networks using undirected and unweighted graphs. Following are some
of the useful definitions borrowed from graph theory. Details can be found in
any standard graph theory text book such as [Diestel(2000)].
A graph, or a network, is a pair, G = (V,E), where V is the set of n = |V |
nodes (a.k.a. vertices), and E is the set of edges. We consider only the set of
undirected graphs in this paper. Sometime the set of nodes V in the graph G
is also denoted as V (G) and similarly the set of edges E is denoted by E(G).
The set of all possible graphs with nodes V is denoted by GV . An edge which
is incident on nodes u and v is denoted by {u, v}. We say that two vertices u
and v are adjacent to each other if {u, v} ∈ E. For an undirected graph, {u, v}
= {v, u}. The degree of a node u is defined as:
degreeG(u) = |{{u, v} ∈ E : v ∈ V }| (1)
where |.| denotes the cardinality of a set. A node u in a graph G is called an
isolated node if degreeG(u) = 0.
A path p = (u1, · · · , uk) is a sequence of nodes such that any two consec-
utive nodes are connected by an edge. The length of a path is the number of
edges in it. The distance dist(u, v) between any two nodes u and v in the graph
G is the length of the shortest path between them. If there is no path between
u and v, it is assumed that dist(u, v) =∞. The set of shortest paths between
nodes u and v is denoted by Πs(u, v). A connected component of a graph is
a subset of nodes such that any two nodes in the subset can be reached from
one another by a path. K(G) is the partition of V into disjoint sets of nodes
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where each node induces a maximal connected subgraph in G, and Ku(G) is
the connected component containing the node u in G. By G[Ku(G)], we de-
note the subgraph of G which contains the nodes and the edges within the
component Ku(G).
For any vertex u ∈ V , NG(u) denotes the set of neighbor nodes of the
vertex u in G. So, NG(u) = {v ∈ V : {u, v} ∈ E}. Similarly, for any
vertex u in the graph G, we define the h-hop neighbor set of u as HhG(u) =
{v ∈ V : dist(u, v) = h}. Note that NG(u) = H1G(u). We extend the idea
of h-hop neighbor sets even for a subset of nodes in the graph. For u and
v ∈ V , the h-hop neighbor set of (u, v) is defined as HhG(u, v) = {z ∈ V :
min(dist(u, z), dist(v, z)) = h}. In case {u, v} ∈ E, this also denotes the h-
hop neighbor of the edge {u, v}.
We call two graphs G and H to be isomorphic to each other if there is a
bijection between the vertex sets of G and H f : V (G)→ V (H) such that any
two vertices u and v of G are adjacent in G if and only if f(u) and f(v) are
adjacent in H. Adjacency matrix A of the graph G is a n× n matrix defined
as:
Ai,j =
{
1 , if {i, j} ∈ E
0 , otherwise
(2)
The pair < λ, x > is an eigenpair of A if Ax = λx, where λ is the eigenvalue
of A and x ( 6= 0) is the corresponding eigenvector.
Typically a social network is represented in the form of a graph. A cen-
trality index or centrality measure, F : GV → RV+ , is a function that assigns
to every node a non-negative real number which reflects its importance in
the network. Hence the centrality of a node u in the graph G is denoted by
Fu(G). Typically, larger the value of this index, more important or central
the node is. Some of the well known centrality measures are Degree Central-
ity, Closeness Centrality, Betweenness Centrality and Eigenvector Centrality
[Spizzirri(2011),Skibski et al(2016)Skibski, Rahwan, Michalak, and Yokoo].
3 Background
Centrality of nodes and edges is important in social network analysis
[Koschu¨tzki et al(2005)Koschu¨tzki, Lehmann, Peeters, Richter, Tenfelde-Podehl, and Zlotowski].
A node is central if several other nodes are connected to it or if it is connected
to two or more different communities. Similarly an edge is central if it acts as a
bridge between two communities. Based on this notion, some of the measures
of centrality [Freeman(1978)] which are popularly used are:
(a) Degree centrality: A node is central if it is better connected to other nodes
or its degree is high.
(b) Closeness centrality: A node is central if it is closer to the rest of nodes or
the average distance between the node and the other nodes is small.
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Node Degree Closeness Betweenness Eigenvector
1 1 5
2
0 1
2
√
2
2 1 5
2
0 1
2
√
2
3 4 4 6 1√
2
4 1 5
2
0 1
2
√
2
5 1 5
2
0 1
2
√
2
Table 1: Centrality values of the nodes in the example network in Figure 1.
(c) Betweenness centrality: A node is central if it is between two subsets of
nodes or communities.
(d) Eigenvector centrality: It involves a recursive characterization. A node is
central if it is linked to other central nodes. Formally, if λ is the largest
eigenvalue of A and x is the corresponding eigenvector, then node i is more
central than any other node j if the ith component of x is larger than its
jth component.
Fig. 1: Example Network and Its Adjacency Matrix
Formal definitions of these centrality measures are given during their analysis
in Section 6. We illustrate these centrality measures using a simple example
network shown in Figure 1.
(a) In the second column of Table 1, the degrees of the five nodes are listed.
Node 3 has the highest degree of 4 and it is the most central node.
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(b) In terms of closeness, node 3 is again central as its average distance to the
remaining four nodes is 1; other nodes have larger average distance values.
Here each edge in the network contributes to a distance of 1 unit between
the end nodes.
(c) Only node 3 has a non-zero value for betweenness. Every path between a
pair of nodes other than 3 passes through node 3.
(d) The last column depicts the eigenvector of the adjacency matrix corre-
sponding to the eigenvalue 2. Here also node 3 has the highest centrality
value.
We will analyze each of them with respect to our axiomatic framework in the
subsequent sections.
4 Related Work
In this section we examine the existing literature on centrality measures in-
cluding formal treatments based on axiomatic characterizations. We also dis-
tinguish our work from the existing axiomatic approaches characterizing cen-
trality in social networks.
Axiomatic frameworks have been used in different domains of computer
science and economics, where the end goals are intuitively clear but not math-
ematically rigorous enough. In a typical axiomatic framework, axioms are pro-
posed and used to capture the intrinsic properties of the underlying concept.
For example, clustering [Jain et al(1999)Jain, Murty, and Flynn] is an exten-
sively used tool in data mining and machine learning, yet it is an ill-posed
problem. So research has been done to capture the intrinsic properties of clus-
tering in the form of axioms [Kleinberg(2002),Zadeh and Ben-David(2009),
Bandyopadhyay and Murty(2016)].
Similar approaches have been adopted in other domains such as social
choice theory [Kelly(2014)], ranking and diversification [Gollapudi and Sharma(2009)],
and computational sustainability and dynamic pricing
[Bandyopadhyay et al(2016)Bandyopadhyay, Narayanam, Kumar, Ramchurn, Arya, and Petra].
Centrality has also been used to deal with other tasks associated with the social
network analysis. For example, betweenness centrality is used in community
detection [Leskovec et al(2014)Leskovec, Rajaraman, and Ullman].
There are other axiomatic frameworks for centrality in networks. First
we want to discuss the framework presented in [Boldi and Vigna(2014)]. The
authors have proposed axioms to characterize the effect of size, density and
addition of an edge in a network represented in the form of a directed graph.
But they have mainly focused on the graph made by a k-clique and a directed
p-cycle and compare the centrality of the nodes within that graph. Hence the
scope of the framework is limited to this particular structure of the network.
Second, in [Skibski et al(2016)Skibski, Rahwan, Michalak, and Yokoo], au-
thors characterized degree centrality and attachment centrality (based on My-
erson value [Myerson(1977)]) in the proposed axiomatic framework. Similar to
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us, they also represent networks in the form of an undirected graph. But un-
fortunately, some of the proposed axioms in their framework are particular to
degree or attachment centrality and loose significance in the broader context.
For example, there is not much justification to assume that adding an edge
would exactly have the same effect on the two incident nodes as stated in the
Fairness Axiom. Similarly a generic reason for using a linear sum in Gain-loss
Axiom has not been mentioned in the paper. We discuss and compare with
the Monotonicity Axiom in more detail in Section 5.
Research has also been done on the axiomatic foundations for ranking sys-
tems in a directed graph [Altman and Tennenholtz(2008)] in the context of
Page Rank and voting ranking systems. Recently an axiomatic framework for
game-theoretic network centralities [Skibski et al(2017)Skibski, Michalak, and Rahwan]
is proposed, where the authors establish a link between the game-theoretic cen-
trality measures and classical centrality measures. Naturally the inherent set
up of their analysis is significantly different from our framework.
To summarize, the existing frameworks are not generic enough to deal with
a variety of centrality measures. We propose a generic framework that can be
used to analyze all the popular centrality measures. In addition, we consider
some more intuitively appealing centrality measures. Our observation is that
none of the centrality measures considered is able to satisfy all our axioms.
5 Proposed Axiomatic Framework
In this section, we capture all the intrinsic properties of a centrality measure
using a set of axioms.
First axiom in our framework is a fundamental property of many graph
theoretic measures. In the context of our work, it ensures that the centrality
measure of a node in a graph should depend only on the structure of the graph.
Hence if two graphs are isomorphic to each other, the centrality values of the
corresponding nodes in the two graphs is the same.
Axiom 1 Isomorphic invariant: If two graphs G and H are isomorphic
and f : V (G)→ V (H) being the structure preserving bijection, then Fv(G) =
Ff(v)(H), ∀v ∈ V (G).
Centrality measure is explicitly constrained to be a structural index in
[Koschu¨tzki et al(2005)Koschu¨tzki, Lehmann, Peeters, Richter, Tenfelde-Podehl, and Zlotowski],
which by definition satisfies Axiom 1. We put this property in the form of an
axiom to provide a rigorous characterization of centrality.
Centrality of a node depends on the way the node is connected to the
other nodes in the graph. Naturally it should depend only on the maximally
connected component in which it is located. So the centrality of the node
would remain unchanged even if we only consider the subgraph induced by
the corresponding maximally connected component.
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Axiom 2 Locality: For every graph G = (V,E) and every node v ∈ V , the
centrality of v depends solely on G[Kv(G)]. That is,
Fv(G) = Fv(G[Kv(G)])
Axiom 2 is also present in [Skibski et al(2016)Skibski, Rahwan, Michalak, and Yokoo].
It is a natural extension of centrality measures from connected to disconnected
graphs in general.
In a graph, isolated nodes are completely separated from all other nodes,
and hence they do not play any role in the connectivity of the network. Nat-
urally the centrality of an isolated node would be the least possible value
consistent with the functional definition of a centrality measure as given in
Section 2. Hence it leads us to the following axiom.
Axiom 3 Isolated Minima: For any graph G = (V,E), Fv(G) = 0, where
v is a isolated node in G.
The first three axioms of our framework are basic properties of a centrality
measure. Further, the edges of a network play an important role to determine
the centrality of a node in the network. So we capture the effect of edges in the
centrality of a node in the next two axioms. As the connectivity of a node in
the network increases, its centrality should also increase. One way to increase
the connectivity of a node is by having more edges incident on it. Following
axiom captures the affect, of having a new edge, on the two end point nodes
of the network.
Axiom 4 Edge Monotonicity: For every graph G = (V,E), and two nodes
u and v such that {u, v} /∈ E, Fu((V,E∪{u, v})) > Fu((V,E)) and Fv((V,E∪
{u, v})) > Fv((V,E)).
It is important to understand that adding an edge can have different im-
pacts on the other nodes of the network. The centrality of some other nodes
might increase or decrease, but it is fair to assume that the nodes which are
getting connected because of the new edge would always get benefited, and
become more central to the network. It is also worthwhile to mention that in
[Skibski et al(2016)Skibski, Rahwan, Michalak, and Yokoo], authors have pro-
posed an axiom which says that, adding an edge does not decrease the cen-
trality of any node in the graph. Clearly this is not a valid assumption. For
example, in a road traffic network, as a new road (edge) is laid between two
terminal places, say X and Y (nodes), a portion of the traffic (importance or
centrality) from some nearby place may deviate and start to follow the new
road. Naturally the importance of X and Y increases while it decrease for some
other places.
In the last axiom, we examine the effect of adding an edge on the immediate
two nodes which get joined by the new edge. The natural question to ask here
is, whether it is possible to generalize the effect on the other nodes of the
network. Typically in social science and psychology [Roux(2001)], the effect
of any change in the network can have significant impact on the immediate
neighbors. This effect diminishes as the distance from the point of impact
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increases. This observation can be formally stated in the form of the following
axiom.
Axiom 5 Diminishing Impact:Let us add an edge {u, v} to E of the graph
G = (V,E), where u, v ∈ V and {u, v} /∈ E, and consider the new graph as
G′ = (V,E ∪ {u, v}). Then for any two non-negative integers h and h¯ such
that h < h¯ and there exist nodes zh ∈ HhG(u, v) and zh¯ ∈ H h¯G(u, v), then
|Fzh(G′)− Fzh(G)| > |Fzh¯(G′)− Fzh¯(G)|.
It is important to note that, the effect of adding the new edge {u, v} as stated
in the above axiom, can increase or decrease the centrality measure of any
other node z in the network, but the absolute value of this change would
diminish over the distance from the edge {u, v}.
Also combining Axiom 4 and Axiom 5, we can conclude that maximum
change of centrality would occur for the nodes u and v, as both of them
belong to the 0-hop neighborhood of (u, v), and also the change is positive as
the centrality values of both nodes increase.
In the last two axioms, we discuss the effect of adding an edge to the
network. But so far we have not discussed how the centrality measures of
different nodes would compete with each other within the same network. A
node is clearly central if it is connected to more number of nodes which are
central themselves. For example in a co-authorship network, a researcher who
has written research papers with some of the leading researchers in the domain
is also assumed to be influential in the community. On the other hand, a node
in a very small component of the network may not have a central role compared
to a node which is at the center of a much bigger component of the network.
The idea is captured in the following axiom.
Axiom 6 Structural Consistency: Consider a graph G = (V,E) and any
two vertices u, v ∈ V such that |NG(u)| ≥ |NG(v)|. If there exists a subset
N¯G(u) ⊆ NG(u) with |N¯G(u)| = |NG(v)|, such that there is a bijection h
which attaches each vertex a ∈ N¯G(u) to a unique vertex h(a) ∈ NG(v) so that
Fa(G) > Fh(a)(G), then Fu(G) > Fv(G).
As one can see, we have not considered all the corner cases in the design
of a centrality measure in our axiomatic framework. For example, in Axiom
4, we do not comment on the effect of adding an edge to the centrality of
any randomly taken node in the network. In Axiom 5, we do not impose
any condition on the change of centrality of the nodes which are in the same
hop neighborhood to the newly added edge. Similarly in Axiom 6, we carefully
avoid the case when |NG(u)| < |NG(v)| and such a bijection exists from NG(u)
to N¯G(v) ⊆ NG(v) with the same conditions. We felt that the results of these
cases can differ significantly from one use case to another. So we leave these
cases to be taken care of by the designer of the centrality measure based on
the properties of the specific network under consideration. Thus our axiomatic
framework is a generic one which is applicable to different types of networks,
and also it gives freedom to the network designers to impose extra conditions
for the particular use case they are handling.
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u
u1
u2
u11
u21
v
v1
v2
Fig. 2: Degree Centrality does not satisfy Axiom 6. Here DCu = DCv = 2,
but DCu1 = DCu2 = 2 > 1 = DCv1 = DCv2
6 Satisfiability of the Axioms
In this section we will characterize different measures of centrality with respect
to our axiomatic framework. We also propose novel centrality measures in the
process of this analysis. We state some important observations in the form of
lemmas in this section. We skipped the proof of some of these lemmas when
it is trivial.
6.1 Uniform Centrality
To begin with, let us define a simple centrality measure, called uniform cen-
trality (UC), as below:
UCu(G) = β (3)
where β is a fixed number. Uniform centrality can be used as a simple prior
to design advanced centrality measures such as Page Rank [Clauset(2013)].
Lemma 1 Uniform centrality satisfies Axioms 1 and 2, but does not satisfy
Axioms 3, 4, 5 and 6.
The proof is immediate as the uniform centrality assigns the same score to all
the nodes in the network.
6.2 Degree Centrality
Degree centrality is defined as:
DCu(G) = DegreeG(u) (4)
When the graph G is fixed, we may omit G from the notation of centrality
measure for the sake of brevity. So for a fixed G, DCu actually means DCu(G).
Lemma 2 Degree Centrality satisfies Axioms 1, 2, 3 and 4.
We skip the proof as this is immediate.
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uz1 v
w x
y
z2
Fig. 3: Closeness Centrality does not satisfy Axiom 5. Change of centrality for
z2 is more that that for z1 because of adding the new edge {u, v}.
Lemma 3 Degree centrality does not satisfy Axioms 5 and 6.
Proof Clearly adding a new edge {u, v} only changes the centrality of the
two immediate nodes u and v, the degree centrality of all other nodes in the
network remains the same. Hence degree centrality does not satisfy Axiom 5.
For the other part of the proof, we give a counter example in Figure 2. Here
DCu1 > DCu1 and DCu2 > DCv2 , but DCu = DCv. Hence degree centrality
fails to satisfy Axiom 6.
Degree centrality is a simple measure of centrality which only captures the
local behavior of a node in the network. Naturally it fails to satisfy the last
two axioms of our framework.
6.3 Closeness centrality
Closeness centrality is defined as:
CCu(G) =
∑
w∈V \{u}
1
dist(u,w)
(5)
Lemma 4 Closeness centrality satisfies Axioms 1, 2, 3 and 4.
Again we omit the proof as it is straightforward. One can see that adding an
edge would always strictly increase the closeness centrality of both the incident
nodes as they are brought closer because of the new edge.
Lemma 5 Closeness Centrality does not satisfy Axiom 5.
Proof We prove this lemma by constructing a scenario where CC fails to satisfy
Axiom 5. Let us assume the graph G is without the edge (u, v) and the graph
G′ is obtained by adding the edge (u, v) to the graph G, as shown in Figure 3.
Now it can be easily seen that, CCz1(G
′) − CCz1(G) = 1/2 − 1/3 = 1/6 and
CCz2(G
′)− CCz2(G) = (1/4− 1/5) + (1/3− 1/6) = 1/20 + 1/6 > 1/6.
But z1 ∈ H1G(u, v) and z2 ∈ H2G(u, v). Hence proved.
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2
2
2
2
1.5
1.5
Fig. 4: Closeness Centrality does not satisfy Axiom 6. Centrality values are
labeled within the nodes in this graph. According to Axiom 6, the green node
on the left component should have been strictly more central than that of the
green node on the right component.
w
u
v
x
Fig. 5: Betweenness Centrality does not satisfy Axiom 4. Centrality of both
the nodes u and v remain same even after adding the new edge {u, v}.
Lemma 6 Closeness Centrality does not satisfy Axiom 6.
Proof Consider Figure 4, the closeness centrality values (labeled inside the
nodes) of the two green colored nodes are the same, but the closeness centrality
of the neighbors of the node on the left hand side are strictly greater than
those on the right hand side. Thus there exists a bijection as stated in Axiom
6. Hence this is a counterexample which shows that closeness centrality does
not satisfy Axiom 6.
6.4 Betweenness Centrality
Betweenness centrality is defined as:
BCu(G) =
∑
s,t∈Ku(G)
s 6=t6=u
|p ∈ Πs(s, t) : u ∈ p|
|Πs(s, t)| (6)
Lemma 7 Betweenness centrality satisfies Axiom 1, 2 and 3.
We skip the proof as it is trivial.
Lemma 8 Betweenness Centrality does not satisfy Axiom 4.
Proof We give a counterexample as shown in Figure 5. Here we consider the
graph G without the edge {u, v} and the graph G′ is obtained after adding
the edge {u, v}. As one can check easily, BCu(G) = BCu(G′) and BCv(G) =
BCv(G
′). Thus it violets Axiom 4.
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0
3
3
0
0
1
0
0
Fig. 6: Betweenness Centrality does not satisfy Axiom 6. Again the centrality
values of the nodes are labeled with the nodes. According to Axiom 6, the
green node on the left component should have been strictly more central than
that of the green node on the right component.
Lemma 9 Betweenness Centrality does not satisfy Axiom 5.
Proof Again we give a counterexample in this case. Consider graphs G and G′
as stated in the proof of Lemma 6, and shown in Figure 3. Now consider nodes
w and y. Clearly, BCw(G)−BCw(G′) = 8− 1 = 7 and BCy(G)−BCy(G′) =
5− 5 = 0 < 7.
But w ∈ H2G(u, v) and y ∈ H1G(u, v). Hence proved.
Lemma 10 Betweenness Centrality does not satisfy Axiom 6.
Proof Again we construct a counterexample as depicted in Figure 6. Between-
ness centrality of each of the nodes is marked on the node. If we compare
the nodes with green color, they have same number of neighbors and the be-
tweenness centrality of each of the neighbors of the left green colored node is
more than the corresponding neighbor of the right green colored node. But
the betweenness centrality of the right green colored node is higher than that
of the left green colored node. Hence proved.
6.5 Weighted Degree Centrality
Let us define another Centrality measure, namely Weighted Degree Centrality
(WDC) as:
WDCu(G) =
∑
w 6=u;w∈V
Deg(w)
dist(u,w)
(7)
Clearly it is a generalization of the degree centrality. WDC of a node depends
upon all other nodes in the network. As the distance of a node increases from
the node under consideration, its contribution also decreases. Hence, WDC
of a node captures the global effect of all other nodes on the node under
consideration and hence it is expected to perform better than degree centrality
which captures just the degree of the node.
Lemma 11 Weighted degree centrality satisfies Axioms 1, 2, 3 and 4.
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Fig. 7: WDC does not satisfy Axiom 5. Change of centrality for z2 is more
that that for z1 because of adding the new edge {u, v}.
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Fig. 8: WDC does not satisfy Axiom 6. Here, WDCu1 > WDCv1 and
WDCu2 > WDCv2 , but WDCv > WDCu.
We skip the proof as it is immediate.
Lemma 12 Weighted Degree Centrality does not satisfy axiom 5.
Proof We give a counterexample where WDC fails to satisfy Axiom 5. In
Figure 7, suppose G is the graph without the edge {u, v} and G′ is the same
graph with the added edge {u, v}.
As z1 ∈ H1G(u, v) and z2 ∈ H2G(u, v), according to Axiom 5 WDCz1(G′)−
WDCz1(G) > WDCz2(G
′)−WDCz2(G). Now, WDCz1(G′)−WDCz1(G) =
(3/1 + 2/2)− (2/1− 1/3) = 5/3.
But, WDCz2(G
′)−WDCz2(G) = (3/2+2/3+(7+2)/4+7×1/5)−(2/2+
1/6 + (7 + 2)/5 + 7× 1/6) = 1 + 41/60 > WDCz1(G′)−WDCz1(G).
Lemma 13 Weighted degree centrality does not satisfy Axiom 6.
Proof Again we construct a counterexample to prove it. Clearly, WDCu1 =
1×2+1×4+1/2×2+1/2×1+1/2×1 = 8. So from the structural symmetry,
WDCu1 = 8.
Similarly, one can check, WDCv1 = WDCv2 = 37/6. So, WDCu1 >
WDCv1 and WDCu2 > WDCv2 and hence from Axiom 6, Fu > Fv.
Now, WDCu = 2/1 × 2 + 1/2 × 4 + 2 × 1/3 × 1 = 20/3, and similarly,
WDCv = 8 > WDCu. This is a contradiction.
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u1
u2
u5
u3
u4
Fig. 9: Eigenvector Centrality does not satisfy Axiom 2. ECu3(G) 6=
ECu3(G[Ku3(G)]) and ECu4(G) 6= ECu4(G[Ku4(G)]).
u
v
w
Fig. 10: Eigenvector Centrality does not satisfy Axiom 4. Adding the new edge
{u,w} does not increase the centrality of the node u.
6.6 Eigenvector Centrality
Eigenvector Centrality (EC) is defined as:
ECu(G) = xu (8)
where xu is the u-th component of the eigenvector x corresponding to the
maximum eigenvalue of the adjacency matrix of the graph G. Throughout the
rest of the paper, we assume that the eigenvectors are 2-norm normalized (unit
vectors).
Lemma 14 Eigenvector centrality satisfies Axiom 1 and 3.
Again we skip the proof as it is straight forward.
Lemma 15 Eigenvector Centrality does not satisfy Axiom 2.
Proof Consider the graph in Figure 9. The eigenvector centrality of the first
graph is [0.7071, 0.5, 0.5, 0, 0], and the maximum eigenvalue is 1.4142. The
same centrality measure for the component containing {u1, u2, u3} is [0.7071,
0.5, 0.5], but for the component containing {u3, u4}, it is [0.7071, 0.7071].
Hence it violates Axiom 2.
Lemma 16 Eigenvector centrality does not satisfy Axiom 4.
Proof We give a counterexample as shown in Figure 10. Again the graph G′
is obtained from the graph G by adding the new edge {u,w}. But EC(G) =
[0.7071 , 0.7071 , 0] (in the order of u, v and w) and EC(G′) = [0.7071 , 0.5 , 0.5].
Hence ECu(G) = ECu(G
′), which violets Axiom 4.
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u1
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u4
Fig. 11: Eigenvector Centrality does not satisfy Axiom 5. The increase of
eigenvector centrality in u1 is more than the increase of that in u2 because of
adding the new edge {u2, u5}.
Lemma 17 Eigenvector Centrality does not satisfy Axiom 5.
Proof Please see Figure 11. The (normalized) eigenvector centrality of the
graph before adding the edge is [0.4647 0.5573 0.2610 0.4647 0.4352]T , whereas
the same after adding the edge {u2, u5} is [0.4119 0.5825 0.2169 0.4119 0.5237]T .
Clearly |ECu2(G′)−ECu2(G)| = 0.0252, but |ECu1(G′)−ECu1(G)| = 0.0528
and hence |ECu1(G′)−ECu1(G)| > |ECu2(G′)−ECu2(G)|. This is a contra-
diction since u2 ∈ H0G(u2, u5) and u1 ∈ H1G(u2, u5).
Lemma 18 Eigenvector Centrality satisfies Axiom 6.
Proof According to the definition, eigenvector centrality is x where,
Ax = λmx (9)
A ∈ Rn×n is the adjacency matrix of the given graph G, λm is the maxi-
mum eigenvalue of A, and x ∈ R is a vector whose components are eigen-
vector centrality of the nodes of G. Now to prove that it satisfies Axiom
6, suppose there are two nodes u and v such that |NG(u)| ≥ |NG(v)| and
there exists a subset N¯G(u) ⊆ NG(u) with |N¯G(u)| = |NG(v)|, such that
there is a bijection h which attaches each vertex a ∈ N¯G(u) to a unique
vertex h(a) ∈ NG(v) so that ECa(G) > ECh(a)(G). Clearly in that case,∑
w∈NG(u)
ECw(G) >
∑
w∈NG(v)
ECw(G).
But according to the Equation 9, ECu(G) = λm ×
∑
w∈NG(u)
ECw(G) >
λm ×
∑
w∈NG(v)
ECw(G) = ECv(G). Hence proved.
6.7 Decaying Degree Centrality
Let us define a new centrality measure, Decaying Degree Centrality (DDC) as:
DDCu(G) =
∑
w∈V
Deg(w)
n2×dist(u,w)
(10)
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Note that DDC is also a generalization of degree centrality. But compared
to the weighted degree centrality, contribution of a node to the centrality of
the node under consideration decreases exponentially with an increase in the
distance between them. We characterize DDC with respect to our axiomatic
framework in the form of the following lemmas.
Lemma 19 DDC satisfies Axioms 1, 3 and 4.
We skip the proof as it is trivial to check.
Lemma 20 DDC does not satisfy Axiom 2.
Proof One can check that, as the total number of nodes n in the graph comes
in the denominator in the definition of DDC in equation 10, it violates Axiom
2 when considering the subgraph containing just the respective component.
Lemma 21 DDC satisfies Axiom 5.
Proof As usual, G = (V,E), and G′ = (U, V ∪ {u, v} where {u, v} /∈ E. Sup-
pose ∃h, h¯ ∈ N, s.t., h < h¯ and ∃ wh ∈ HhG(u, v) and wh¯ ∈ H h¯G(u, v). Hence,
|DDCwh(G′)−DDCwh(G)| ≥ 1n2.h . Now,
|DDCwh¯(G′)−DDCwh¯(G)|
≤ xh¯
n2.h¯
+
xh¯+1
n2.(h¯+1)
+ · · ·
[∵ No change is possible for the nodes below h¯-hop neighbors,
and xh¯ is the sum of the degrees of the nodes which moves to
the h¯-hop neighbor due to the addition of the new edge {u, v}]
≤ xh¯ + xh¯+1 + · · ·
n2.h¯
<
n2
n2.h¯
≤ 1
n2.h
≤ |DDCwh(G′)−DDCwh(G)|
Lemma 22 For any two nodes u and v ∈ V , DDCu(G) > DDCv(G) if
and only if there is a non-negative integer h such that
∑
w∈HhG(u)
degree(w) >∑
w∈HhG(v)
degree(w) and
∑
w∈Hh′G (u)
degree(w) =
∑
w∈Hh′G (v)
degree(w), ∀h′ =
0, 1, · · · , h− 1
Proof ’⇒’: We use proof by contradiction. Assume there is a non-negative
integer h such that
∑
w∈HhG(u)
degree(w) <
∑
w∈HhG(v)
degree(w) and
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Fig. 12: DDC does not satisfy Axiom 6. Here, DDC(u1) > DDC(v1) and
DDC(u2) > DDC(v2), but DDCu = DDCv.
∑
w∈Hh′G (u)
degree(w) =
∑
w∈Hh′G (v)
degree(w), ∀h′ = 0, 1, · · · , h− 1. Now,
DDCu(G)−DDCv(G)
=
∑
h′∈{0,1,··· }
∑
w∈Hh′G (u)
degree(w)
n2×h′
−
∑
h′∈{0,1,··· }
∑
w∈Hh′G (v)
degree(w)
n2×h′
=
∑
w∈HhG(u)
degree(w)− ∑
w∈HhG(v)
degree(w)
n2×h
+
∑
h′>h
∑
w∈Hh′G (u)
degree(w)
n2×h′
−
∑
h′>h
∑
w∈Hh′G (v)
degree(w)
n2×h′
<
∑
w∈HhG(u)
degree(w)− ∑
w∈HhG(v)
degree(w)
n2×h
−
∑
h′>h
∑
w∈Hh′G (v)
degree(w)
n2×h′
≤ −1
n2×h
−
∑
h′>h
∑
w∈Hh′G (v)
degree(w)
n2×h′
<
−1
n2×h
− n
2
n2×(h+1)
= 0
which is a contradiction.
’⇐’: The converse can be proved in the same way.
Lemma 23 DDC does not satisfy Axiom 6.
Proof Consider the network in Figure 12. Clearly degree(u1) = degree(u2) =
degree(v1) = degree(v2) = 3. But the sum of the degrees of nodes in the 1-hop
neighborhood of u1 and u2 are 7 each, but the same for v1 and v2 are 4 each.
Hence, DDC(u1) > DDC(v1) and DDC(u2) > DDC(v2), from Lemma 22.
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Table 2: Axioms Satisfied by Different Centrality Measures
Centrality Measures Axiom 1 Axiom 2 Axiom 3 Axiom 4 Axiom 5 Axiom 6
Uniform Centrality 3 3 7 7 7 7
Degree Centrality 3 3 3 3 7 7
Closeness Centrality 3 3 3 3 7 7
Betweenness Centrality 3 3 3 7 7 7
Weighted Degree Centrality 3 3 3 3 7 7
Eigen Vector Centrality 3 7 3 7 7 3
Decaying Degree Centrality 3 7 3 3 3 7
But sum of the degrees of the nodes in h-hop neighborhood of u is same to
that in the h-hop neighborhood of v, ∀h = 0, 1, 2 and hence DDCu = DDCv.
Hence DDC does not satisfy Axiom 6.
7 Discussion and Future Work
In this paper we proposed an axiomatic framework for the centrality measures
for networks and analyzed some fundamental measures of centrality with re-
spect to the proposed framework. Satisfiability or otherwise of different axioms
by different centrality measures are summarized in Table 2. Following are the
key observations made from the last two sections.
– We have proposed six axioms in total to capture different intrinsic prop-
erties of a centrality measure. They can be used to develop new centrality
measures and for partial ranking of the existing measures. Though each
axiom captures only a basic property of a centrality measure, surprisingly
many well-known existing centrality measures could not satisfy many of
them. We also proposed some new centrality measures in the process. But
they also fail to satisfy all the axioms.
– One major contribution of the paper is the analysis of the centrality mea-
sures as shown in Table 2. But as one can see, degree centrality, closeness
centrality and weighted degree centrality, though being significantly differ-
ent in their definitions, satisfy the same set of axioms. Further investigation
is required to understand their role in satisfying the fundamental properties
of centrality.
– From Table 2, we still do not know whether there exist a centrality measure
which can satisfy all the axioms of our framework. This would open up the
scope of further research in getting some possibility or impossibility results
in this direction.
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