Data communication and fault tolerance are important issues in multiprocessor systems. One way t o achieve fault tolerant communication i s b y exploiting and e ectively utilizing the disjoint paths that exist between pairs of source, destination nodes. In this paper we construct a structure, called the multiple edgedisjoint spanning trees, on the star network, denoted by S n . This is used for the derivation of an optimal single node broadcasting algorithm, which o ers a speed up of n , 1 compared to the straightforward single node broadcasting algorithm that uses a single breadth rst spanning tree. It is also used for the derivation of fault tolerant communication algorithms. As a result, fault tolerant algorithms are presented for four basic communication problems: the problem of a single node sending the same message to all other nodes or single node broadcasting, the problem of simultaneous single node broadcasting from all nodes or multinode broadcasting, the problem of a single node sending distinct messages to each one of the other nodes or single node scattering and nally the problem of simultaneous single node scattering from all nodes or total exchange. F ault tolerance is achieved by sending multiple copies of the message through a number of disjoint paths. These algorithms operate successfully in the presence of up to n , 1 faulty nodes or edges in the system. They also o er the exibility of controlling the degree of fault tolerance, depending on how reliable the network is. As pointed out in 28 , the importance of these algorithms lies in the fact that no knowledge of the faulty nodes or edges is required in advance. All of the algorithms presented make the assumption that each node can exchange messages of xed length with all of its neighbors simultaneously at each time step, i.e. the all-port communication assumption, and that communication is bidirectional.
the construction of optimal communication and fault tolerant communication algorithms and has been used before for other popular interconnection networks such as the hypercube 16, 18 and the cube connected cycles 15 networks.
Using the multiple edge-disjoint spanning trees structure we derive an optimal algorithm for the single node broadcasting problem and optimal fault tolerant algorithms for the single node broadcasting, multinode broadcasting, single node scattering and total exchange problems under the all-port communication assumption on S n . Single node broadcasting is the problem where a node wishes to transmit the same message to all other nodes. Multinode broadcasting is the problem of simultaneous single node broadcasting of the same message from every node to all other nodes. Single node scattering is the problem of a single node sending distinct messages to each one of the other nodes. Finally, total exchange is the problem of each node sending distinct messages to every other node. The optimal single node broadcasting algorithm derived o ers a speed up of n , 1 o v er the straightforward algorithm that uses a single breadth rst spanning tree. The basic idea is to split the original message into n , 1 packets of equal size, each of which is broadcast independently through a di erent edge-disjoint spanning tree. Each node receives part of the message through a di erent disjoint path from the source node and as a consequence the network resources are fully utilized. To achieve fault tolerant communication multiple copies of the same message are send through the edge-disjoint spanning trees. As a consequence each node receives a copy of the message through a number of disjoint paths from the source node and the reliability of the algorithm is increased. The algorithms presented can operate successfully in the presence of up to n , 1 faulty nodes or edges in the system. They also o er the exibility o f c o n trolling the degree of fault tolerance depending on the required reliability, b y forcing the same message through a speci c number of edge-disjoint subtrees. As pointed out in 28 , the importance of these algorithms lies in the fact that no knowledge of the faulty nodes or edges is required in advance. In all of the algorithms the assumption that each node can exchange messages of xed length with all of its neighbors at each time step, i.e. the all-port communication assumption, is adapted. Communication is assumed to be bidirectional. Other data communication algorithms and properties on S n can be found in 1, 4 , 5 , 1 3 , 1 4 , 2 2 , 2 5 , 2 6 , 27 . Fault tolerant algorithms and properties on S n using di erent approaches can be found in 2, 8, 9, 17, 19, 29 . This paper is organized as follows: Following the introduction to the subject in section 1, notations and de nitions that are used throughout the paper are introduced in section 2. Section 3 presents the multiple edge-disjoint spanning trees structure on the star network. In section 4 we demonstrate several applications of this structure in the areas of data communication and fault tolerance. More speci cly, l o w er bounds for all the algorithms presented are derived in subsection 4:1. The optimal single node broadcasting algorithm of M messages under the all-port assumption is presented in subsection 4:2. Finally, the fault tolerant algorithms for the single node broadcasting, multinode broadcasting, single node scattering and total exchange problems, under the all-port assumption again, are presented in subsections 4:3 t o 4 : 6 respectively. W e conclude in section 5, along with a summary of the results and some suggestions for further research.
Notations and de nitions
In what follows, node i is labeled by permutation i 1 i 2 :::i n . B y I n w e denote the sorted permutation on the n symbols f1; 2; :::;ng. Calligraphic letters are used for sets. We denote by N the set of symbols f1; 2; :::; n g . Symbols i, j and h are used for nodes of S n . B y dimi; j w e denote the dimension of edge i; j. Two paths between a pair of nodes are parallel if they are node and as an extension edge disjoint. A misplaced symbol o f a n o d e i s a s y m bol that does not occupy its correct position. S k n,1 , 2 k n , is the subnetwork induced by all nodes of S n with symb o l 1 , i n t h e k th position of their label. It is well known that S k n,1 , 2 k n , i s a n S n , 1 de ned on symbols f2; :::; ng, 1 . For notation purposes, in what follows, we use the symbol S In what follows for node i, w e denote by c i , s i , the number of cycles and the number of symbols that belongs to those cycles, respectively, in the cycle notation of i. The minimum distance of a node i from node I n has been shown to be 1 :
We n o w de ne two operations on nodes of the star network, namely the translation and the rotation operations, that will be of primary importance for the construction of the multiple edge-disjoint spanning trees on S n and the description of the fault tolerant communication algorithms.
De nition 2: Consider a node h of the star network. We de ne T h , the translation with respect to h, o f a n o d e i as:
this operation is often referenced as permutation composition. By translation of a network with respect to h we mean that each node of the network is translated with respect to h. The inverse translation with respect to h, denoted by T ,1 h , o f a n o d e i , is de ned as: T ,1 h i = h , 1 i Lemma 1: Let i, j and h represent nodes of S n . Then i; j and T h i; T h j are edges of the same dimension.
Proof: This becomes obvious if we analytically express i; j and T h i; T h j as: i 1 i 2 :::i k,1 i k i k+1 :::i n ; i k i 2 :::i k,1 i 1 i k+1 :::i n h i1 h i2 :::h ik,1 h ik h ik+1 :::h in ; h i k h i 2 :::h ik,1 h i1 h ik+1 :::h in Clearly if i; j is an edge of dimension k then T h i; T h j is also an edge of dimension k. 2
De nition 3: Let us de ne the function r from N to N as:
k , 1modn , 1 + 2; otherwise notice that r maps f1; 2; 3; : : :;n , 1; n gto f1; 3; 4; : : :;n; 2g. The rotation of a node i 2 S n , denoted by R, is de ned as: Ri = r i 1 r i n r i 2 :::ri n,1 or equivalently i 0 = Ri so that i 0 rk = ri k . By R k = R R k,1 we denote k applications of rotation. By rotation of a network we mean that rotation is applied to each node of the network.
Lemma 2: Let i and j be nodes of S n and i 0 = Ri and j 0 = Rj be the nodes obtained from i and j, respectively, b y application of a rotation:
1. If i; j is an edge of dimension k, 2 k n , then i 0 ; j 0 is an edge of dimension rk. As an extension to this, the edges obtained after 1; 2; :::; n,2 applications of rotation on i; j h a v e dimensions k + 1 ; k + 2 ; :::; n; 2; : : :k, 1, respectively. With this observation we conclude that the n , 1 edges, each obtained as a rotation of its previous one, are all of di erent dimensions. Proof: We'll prove each part separately:
1. If we analytically express i; j and i 0 ; j 0 as: i 1 i 2 :::i k,1 i k i k+1 :::i n ; i k i 2 :::i k,1 i 1 i k+1 :::i n ri 1 ri n :::ri k,2 ri k,1 ri k :::ri n,1 ; r i k r i n :::ri k,2 ri k,1 ri 1 :::ri n,1 we notice that if i; j is an edge of dimension k, then i 0 ; j 0 is an edge of dimension rk. This is true because from the de nition of rotation the position of symbol ri k i n i 0 is rk. De nition 4: A group of nodes for which each one is derived from its previous one by application of a rotation is called a necklace Proof: We prove each part separately. 1. Node i 2 S k n,1 , 2 k n , has i 1 6 = 1 . F rom the de nition of r, the n , 1 nodes derived from i by consecutive rotations have rst symbols i 1 ; i 1 + 1 ; :::; n; 2; : ::; i 1 , 1. So the n , 1 nodes that belong to a necklace of this type start with di erent symbols and as a consequence are di erent. Also a necklace of this type contains exactly n , 1 nodes. From the de nition of r, it is true that r n,1 k = k . I f i 0 is produced by i after n , 1 rotations then i 0 k = r n,1 i k = i k , 1 k n , and we conclude that The size of a necklace of S n is always a divisor of n , 1. De nition 5: An unfolded n e cklace is a group of exactly n , 1 nodes, each obtained as a rotation of its previous one. Unfolded necklaces can contain the same node more than once. For example 13254; 15432; 13254; 15432 is an unfolded necklace of S 5 . The de nitions of the rotation operation and the necklace will be of primary importance for the construction of the multiple edge-disjoint spanning trees and for the description of the fault tolerant algorithms on S n . Both of these de nitions have been developed in analogy to de nitions with similar properties that exist for the hypercube interconnection network. The application of rotation on a node of S n is analogous to the application of a right cyclic shift operation on a node of the hypercube. The de nition of necklace for nodes of S n is analogous to similar groups de ned for nodes of the hypercube in 18 . The term necklace was initially used in 21 for similar groups of nodes in the shu e-exchange graph. An interesting observation is that although the de nitions in 18 w ere motivated by speci c properties of the hypercube topology, similar de nitions, with the same properties, can be derived for other networks, like the star network, which has a structure that is fundamentally di erent from that of the hypercube. 3 Construction of the multiple edge-disjoint spanning trees
We s a y that node h of S n is the root of multiple edge-disjoint spanning trees, denoted by EDT h , i f e a c h o f the nodes adjacent t o h is the root of a tree that spans all nodes of S n except h and all of these trees are edge-disjoint. In this section we construct EDT In rooted at node I n of S n . The EDT h , rooted at any other node h of S n , will be obtained by applying the operation of translation with respect to h on EDT In
Before we proceed to the construction of the EDT In , w e construct a balanced shortest path tree, rooted at node I n , that includes all nodes of S k n,1 , 2 k n , denoted by SPT In . F or the de nition of the SPT In we need the following: Denote by C k , 1 k n , the set of dimensions f2; 3; :::;ng ,f k g C 1 is the set of dimensions f2; 3; :::;ng. Assume node i 2 S k n,1 , 2 k n . I f w e m o v e from i along any of the dimensions in C k , the resulting node belongs to the same substar S k n,1 that i belongs. We split C k into two subsets In what follows the k th subtree of a spanning tree ST h rooted at node h, is de ned to be the subtree rooted at the neighbor of h over dimension k, and is denoted by T STh k .
De nition 6: The shortest path tree SPT In rooted at node I n of S n is de ned through the following parent and children functions: 2. It is a shortest path tree.
Proof: We prove each part separately. 1. We'll prove that if i 2 S k n,1 , 2 k n , then its parent i pi i 2 :::i n also belongs to S k n,1 , except if i is a node adjacent t o I n in which case its parent i s I n . T o show this we m ust prove that p i 6 = k for all nodes that are not adjacent t o I n , which is true from the de nition of p i . I f i 1 . N o w w e further extend SPG In so that each subtree includes all nodes i 2 S l n,1 , 2 l n . The resulting structure will be the multiple edge-disjoint spanning trees, denoted by EDT In . In order for the subtrees to be edge-disjoint, each node should be connected to each subtree through a di erent neighboring node and as an extension through a di erent one of its incident edges. Let us remind that node i 2 S l n,1 , 2 l n , is connected to its parent in the l th subtree through neighbor i pi i 2 :::i pi,1 i 1 i pi+1 :::i n .
De nition 8: The EDT In rooted at node I n of S n is now de ned through the following parent and children functions. By parent EDT i; l; I n and by c hildren EDT i; l; I n , we denote the parent and children nodes, respectively, o f n o d e i in subtree T EDTI n l . F or clarity of de nition we distinguish among di erent kinds of nodes: 
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The multiple edge-disjoint spanning trees, EDT h , rooted at any other node h of S n can be obtained from EDT In , using the operation of translation with respect to h see de nition 1. Node i of S n is connected to its parent, children nodes in subtree T EDTh l along the same dimensions that node T ,1 h i is connected to its parent, children nodes in subtree T EDTI n l . This is easily derived because connectivity and the dimension of each edge are preserved under translation in S n lemma 1.
We need to pose an ordering to the children of each n o d e i n e a c h of the subtrees T EDTI n k , 2 k n .
This will be useful in the construction of the algorithms described in the following section. We de ne the k th ordering of numbers f2; 3; :::;ng, denoted by k to be such that: k + 1 k k + 2 k ::: k n k 2 k ::: k k , 1 k k. Each node arranges its children in each subtree T EDTI n k according to the k th ordering of the dimensions of the edges it is connected to them. This guarantees that if node i is connected to its children in subtree T EDTI n k through dimensions c 1 ; c 2 ; :::c l in order, then node Ri is connected to its children in subtree T EDTI n rk , through dimensions rc 1 ; r c 2 ; :::; rc l again in order. This ordering in combination with the fact that subtrees T EDTI n k , 2 k n , are rotations of each other guarantees that corresponding nodes of the subtrees form unfolded necklaces. For example the nodes enclosed in rectangulars of the same kind in Fig. 4 form unfolded necklaces. Also corresponding edges of the subtrees are rotations of each other and as consequence all of di erent dimensions lemma 6. For example the dotted edges in Fig. 4 are rotations of each other and of di erent t ypes. The ordering is carried by translation to EDT h rooted at any other node h of S n .
Applications
The multiple edge-disjoint spanning trees structure, de ned in the previous section is used to derive optimal communication and fault tolerant communication algorithms on the star network. More speci cly we derive an optimal single node broadcasting algorithm. We also derive optimal fault tolerant algorithms for four basic communication problems in interconnection networks, namely the single node broadcasting, multinode broadcasting, single node scattering and total exchange problems. All of the algorithms operate under the all-port communication assumption. Before we proceed to the description of the algorithms, we derive l o w er bound for the time and the number of message transmissions required for each of them.
Lower Bounds
Broadcasting on an interconnection network is the problem where a node wishes to send the same message to all other nodes in the network. Multinode broadcasting on an interconnection network is the problem where each node of the network wishes to send a message to all other nodes. If each node wishes to broadcast M messages, then each n o d e m ust receive a total of Mn!,1 messages. As a consequence the minimum number of message transmissions required is Mn !n! , 1 . Under the all-port assumption all n!n , 1 edges of the network can be used for message transmissions at each time step. Thus the minimum time required for the algorithm to complete is d Mn!,1 n,1 e. The lower bounds for the fault tolerant m ultinode broadcasting algorithm are easily derived from the lower bounds for the multinode broadcasting with a multiplication by factor n , 1. Single node scattering on an interconnection network is the problem where a node wishes to send a di erent message to each one of the other nodes. If the source node wishes to send M messages to each one of the other nodes, Mn! ,1 di erent messages must be transmitted by the source node. Under the all-port assumption all the n , 1 edges incident to the source node can be used for message transmissions at each time step and as a consequence the minimum time required for the algorithm to complete is d Mn!,1 n,1 e. The number of message transmissions required can be found as follows: A message destined to a speci c node must travel as many edges as the shortest distance from the source to this node. If we sum the shortest distances from the source to each node, this will be the minimum number of message transmissions required for this problem: n . T h us the minimumnumber of message transmissions required for a single node scattering algorithm on S n is: Mn !n + 2 n + H n , 4 In the fault tolerant single node scattering algorithm the source node transmits the Mn!,1 messages to all of its neighbors simultaneously. Each of the n , 1 edge-disjoint spanning trees rooted at the nodes adjacent to the source node are used for a single node scattering algorithm. The number of message transmissions required is Mn!,1n,1+Mn !n+ 2 n +H n ,4n,1. Since the source node must transmit Mn!,1n,1 messages the time required for this algorithm is Mn! , 1.
Total exchange on an interconnection network is the problem where each node wishes to send a distinct message to every other node, in other words, every possible pair of nodes exchange distinct messages. The fault tolerant total exchange algorithm is equivalent t o n ! di erent fault tolerant single node scattering algorithms, one from each n o d e o f S n . T h us the minimum number of message transmissions required is Mn !n!, 1n , 1 + Mn! 2 n + 2 n + H n , 4n , 1. Under the all-port assumption n!n , 1 edges can be used for message transmission at each time step simultaneously. T h us the minimum time required for the algorithm to complete is Mn! , 1 + Mn !n + 2 n + H n , 4. All the lower bounds were derived for degree of fault tolerance n,2. This means that each node receives each message through n , 1 parallel paths. The lower bounds for the algorithms with controlled degree of fault tolerance will be derived in the following sections along with the description of the algorithms. The algorithms derived here for all of the above problems are optimal in terms of time and number of message transmissions. Some of the methods used in this sections to derive l o w er bounds for the communications problems under consideration are similar to the methods used in 7 to derive l o w er bounds for similar problems on the hypercube network. c. This lower bound can be achieved if the M messages are grouped into n , 1 packets, each of size M n,1 . Each o f the packets is communicated over a di erent edge of the source node h and is pipelined down a di erent edge-disjoint subtree of the EDT h rooted at the source node. As soon as a node receives a message from its parent node in subtree T EDTh k , 2 k n , s a v es a copy, and forwards the message to its children nodes in the same subtree. The result is that each node receives each of the n , 1 
Fault tolerant single node broadcasting
The multiple edge-disjoint spanning trees structure can be used to derive a fault tolerant single node broadcasting algorithm under the all-port communication assumption. Assume that the source node h, wishes to broadcast M messages to all the other nodes. Node h sends the messages it wishes to broadcast through all its incident edges simultaneously and these are pipelined down each of the n , 1 edge-disjoint subtrees rooted at the nodes adjacent t o h . As soon as a node receives a message from its parent node in subtree T EDTh k , 2 k n , s a v es a copy and forwards the message to its children nodes in the same subtree. Using this algorithm each of the nodes of S n receives the same message through n,1 parallel paths. If up to n, 2 node or edge faults occur in the system that block the message from passing we are still guaranteed that each node receives a copy of the message and as a consequence the algorithm is n , 2 fault tolerant. If we assume that the system has faults that alter the contents of the messages instead of just blocking or destroying it, the fault tolerance degree of the algorithm decreases since an election algorithm is required at each n o d e i n order to select the intact message. A brief discussion on the election algorithms can be found in 28 . The time required for this algorithm to complete using the multiple edge-disjoint spanning trees structure is at most M +b 3n,1 2 c+3, which is almost optimal, since the depth of the multiple edge-disjoint spanning trees is at most b 3n,1 2 c + 4. The number of message transmissions required is Mn! , 1n , 1 since each n o d e receives each of the M messages n , 1 times, which is the minimum possible.
Using a similar technique we can control the degree of fault tolerance of the single node broadcasting algorithm. Assume that the required degree of fault tolerance is x , 1 n , 2. This means that each n o d e m ust receive each message through x parallel paths, or in other words that each message must be pipelined down at least x edge-disjoint subtrees rooted at the nodes adjacent to the source node. However the number of available edge-disjoint subtrees is n,1. In order to achieve maximum utilization of the network resources the M messages are grouped into n,1 x packets, each of size M n,1=x = Mx n,1 xmust divide n , 1 for this to work properly. Each o f t h e n , 1 x packets is pipelined down x edge-disjoint subtrees. As a consequence, all of the n , 1 x n , 1 x = n , 1 edge-disjoint subtrees are used for message transmission. The result is that each node receives each of the n,1 x packets through x of its incident edges, and as an extension through x parallel paths from the source node, and as a consequence the fault tolerance degree of the algorithm is x , 1 . As a consequence, each node receives each packet through two parallel paths and the fault tolerance degree of the algorithm is one.
Fault tolerant m ultinode broadcasting
In a multinode broadcasting algorithm, each node wishes to transmit a single message, or a group of messages to each one of the other nodes. As a consequence each of the nodes should be the root of multiple edgedisjoint spanning trees. The EDT In can be replicated at any other node h of S n using the operation of translation with respect to h, a s i t w as explained at the end of section 3 see de nition 1. Fault tolerance can be achieved if each node receives each message through n , 1 parallel paths. However in this case we have to guarantee that no con icts arise during the execution of the algorithm, since all nodes are sources of messages. Under the all-port assumption nn , 1 edges are available on S n at each time step for message transmission. This means that the messages originating from a speci c node should be transmitted through at most n,1 edges, at each time step. Let us denote by L k h the set of edges on which messages originating at node h are transmitted at time step k of the algorithm. For each k, L k h is obtained from L k I n using the operation of translation with respect to h if i; j 2 L k I n then T h i; T h j 2 L k h see de nition 1. The following lemma is enough to guarantee that no con icts arise during the execution of the algorithm.
Lemma 7: If for each k, the edges in L k I n are all of di erent dimensions, then for each k, the sets L k h, where h ranges over all nodes of S n , are disjoint.
Proof: Assume two di erent edges i; j 6 = i 0 ; j 0 2 L k I n for some k, and take the edges T h i; T h j 2 L k h and T h 0 i 0 ; T h 0 j 0 2 L k h 0 which are obtained by i; j and i 0 ; j 0 , respectively, under translation with respect to two di erent nodes of S n , h and h 0 . Also assume that T h i; T h j = T h 0 i 0 ; T h 0 j 0 . Since the dimension of each edge is preserved under translation lemma 1, this means that dimi; j = dimT h i; T h j = dimT h 0 i 0 ; T h 0 j 0 = dimi 0 ; j 0 which contradicts our assumption that i; j and i 0 ; j 0 are two di erent edges of L k I n .
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The fault tolerant m ultinode broadcasting algorithm on S n , assuming each node wishes to broadcast M messages, proceeds as follows:
1. Each source node sends the M messages it wishes to broadcast to all of its neighbors simultaneously.
2. As soon as a node receives a group of M messages from its parent in subtree T EDTh k , i t s a v es a copy, and forwards the messages to its leftmost child in the same subtree. However, if the node is a leaf of subtree T EDTh k , it sends an acknowledgement to its parent node in the subtree.
3. When a node receives an acknowledgement from one of its children nodes in subtree T EDTh k , it forwards the M messages it received from its parent in this subtree to its next child node in the subtree. However, if the node has no more children in this subtree, it sends an acknowledgement to its parent n o d e i n t h e subtree.
The algorithm terminates when each source node receives acknowledgements from all its neighbors. This algorithm corresponds to a depth rst traversal of the edges in each of the edge-disjoint subtrees. This means that at each time step of the algorithm corresponding edges of the subtrees, T EDTh k , 2 k n , rooted at the nodes adjacent t o h , are used simultaneously for message transmission. Since corresponding edges of the n , 1 subtrees of EDT In are all rotations of each other, they are all of di erent dimensions lemma 6 and the requirement of lemma 7 for con ict avoidance is satis ed by the algorithm.
The time required for this algorithm to complete is Mn! , 1 which is optimal. The number of message transmissions required is Mn !n!,1n,1 which is the minimum possible, since each node receives each o f the Mn! , 1 messages n , 1 times. The way the algorithm was constructed, the degree of fault tolerance is n , 2 which means that each message is transmitted through all of the edge-disjoint subtree rooted at the nodes adjacent t o e a c h source node. Controlling the degree of fault tolerance is possible by a technique similar to the one described in subsection 4.3.
Fault tolerant single node scattering
In a single node scattering algorithm one node wishes to transmit distinct messages to each one of the other nodes. The single node scattering algorithm on S n , under the all-port assumption, can become fault tolerant using the multiple edge-disjoint spanning trees. A message destined to a speci c node is transmitted through each of the edge-disjoint subtrees rooted at the nodes adjacent to the source node. In each subtree, messages destined to nodes that are the furthest from the source are transmitted rst.
If each node is the destination of M messages, the time required for this algorithmto complete is Mn!,1, which is optimal, since each edge incident to the source node constitutes a bottleneck for Mn!,1 messages.
The number of message transmissions required is Mn! , 1n , 1 + OMt n n,1 which is asymptotically optimal, because the lengths of the n,1 parallel paths between two nodes of S n are not all equal the length of a shortest path between the two nodes 8 . Controlling the degree of fault tolerance is possible using a technique similar to the one described in subsection 4.3.
Fault tolerant total exchange
In a total exchange algorithm each node wishes to transmit distinct messages to each other node. As a consequence, each of the nodes should be the root of multiple edge-disjoint spanning trees. The EDT In can be replicated at any other node h of S n using the operation of translation with respect to h see de nition 1. Fault tolerance can be achieved if each node receives each message through n , 1 parallel paths. As in the fault tolerant m ultinode broadcasting algorithm, we h a v e to guarantee that no con icts arise during the execution of the algorithm, since all nodes are sources of messages, or in other words we h a v e to guarantee that the requirement of lemma 7 is satis ed.
The way n o d e I n transmits the messages through the edge-disjoint subtrees rooted at its neighbors is the following: For each n o d e i of S n , I n sends the messages destined to nodes R k,2 i, 2 k n, respectively through subtrees T EDTI n k , 2 k n , simultaneously. As soon as a group of messages reaches its destination another group is send from I n . Nodes R k,2 i, 2 k n, form an unfolded necklace of nodes see de nition 5 at a speci c level of EDT In , since subtrees T EDTI n k , 2 k n , are all rotations of each other lemma 6. As a consequence the n , 1 paths that lead from I n to nodes R k,2 i, 2 k n, respectively through subtrees T EDTI n k , 2 k n , are all rotations of each other. This means that the n , 1 edges at each level of the paths are of di erent dimensions and the requirement of lemma 7 for con ict avoidance is satis ed. If at a speci c instance of the algorithm node I n transmits messages to nodes R k,2 i, 2 k n, respectively through subtrees T EDTI n k , 2 k n , simultaneously, then any other node h of S n transmits messages to nodes T h R k,2 i, 2 k n, respectively through subtrees T EDTh k , 2 k n , simultaneously. This is a simple application of the operation of translation with respect to h.
If M messages must be transmitted to each node from each other node the time required for the algorithm to compete is Mn! , 1 + OMt n which is asymptotically optimal. The number of message transmissions required is Mn !n! , 1n , 1 + OMn ! t n n,1 which is again asymptotically optimal. This algorithm is only asymptotically optimal because the lengths of the n , 1 parallel paths between two nodes of S n are not all equal to the length of a shortest path between the two nodes 8 . The way the algorithm was described the degree of fault tolerance is n , 2 which means that each message is transmitted through each di erent edge-disjoint subtree rooted at the nodes adjacent t o e a c h source node. Controlling the degree of fault tolerance is possible by a technique similar to the one described in subsection 4.3.
Conclusions
We presented several algorithms on the star interconnection network, in the areas of data communication and fault tolerance. New de nitions like that of the rotation operation and the necklace for nodes of S n were introduced to facilitate the construction of multiple edge-disjoint spanning trees on S n . As a result a multiple edge-disjoint spanning trees structure of optimal depth was constructed on the star interconnection network. Using this structure an optimal single node broadcasting algorithm and optimal fault tolerant algorithms for the single node broadcasting, multinode broadcasting, single node scattering and total exchange problems on the star network were presented. All of the algorithms operate under the all-port assumption and are optimal in terms of time and number of message transmissions. Constructing multiple edge-disjoint spanning trees on the star network that would o er optimal solutions to the above problems under the assumption that each node can exchange a message of xed length with only one of its neighbors at each time step, i.e. the one-port communication assumption, is a problem that remains open. We n o w provide a comparison of the algorithms presented in this paper for the four communication problems under consideration on the star network, with algorithms for the same problems, under exactly the same assumptions, on the popular hypercube network. Tables 2 and 3 
