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Einleitung
Die deterministische Scheduling-Theorie ist ein Teilgebiet der kombinatorischen
Optimierung. Als solche handelt sie von der Zuordnung beschra¨nkter Ressour-
cen zu miteinander konkurrierenden Aufgaben durch mathematische Methoden.
Seit den ersten Publikationen von Johnson und Jackson (vergleiche [Joh54] und
[Jac56]), die im Naval Research Quarterly in den fu¨nfziger Jahren erschienen sind,
ist das Interesse an diesem Forschungsgebiet sta¨ndig gewachsen. In den sechziger
Jahren wurden besonders im Bereich der gemischt-ganzzahligen Programmierung
von Scheduling-Problemen große Fortschritte erzielt. Durch die Entwicklung im-
mer leistungsfa¨higerer Computersysteme wurde die Theorie im Laufe der sieb-
ziger Jahre sowohl gefo¨rdert als auch gefordert. Einerseits konnten Scheduling-
Probleme mit Hilfe der Computer bald besser als von menschlichen Entscheidern
gelo¨st werden. Andererseits wurde Scheduling-Theorie von Informatikern zur ef-
ﬁzienteren Nutzung der Prozessorleistung eingesetzt und so ein weiteres Anwen-
dungsgebiet der Theorie erschlossen. Ebenfalls im Laufe der siebziger Jahre kam
ein weiterer Impuls durch die bahnbrechenden Arbeiten von Cook [Coo71] und
Karp [Kar72]. Seitdem sind Betrachtungen der Komplexita¨t ein fester Bestand-
teil der Untersuchung von Scheduling-Problemen. In den achtziger und neunzi-
ger Jahren spielte die Informationstechnologie eine immer sta¨rkere Rolle in allen
Bereichen der Produktion. Dadurch wurde es zum einen mo¨glich, komplexere
Scheduling-Algorithmen in der Produktion einzusetzen. Zum anderen wurden im
Wechselspiel mit der Praxis interessante und neue Scheduling-Probleme formu-
liert, wie sie etwa in ﬂexiblen Fertigungssystemen zu ﬁnden sind.
Eines der wahrscheinlich bestuntersuchten Probleme der Scheduling-Theorie ist
das klassische Job-Shop-Problem. Dies liegt vor allen Dingen an der Tatsache,
dass das Problem nach Brucker/Brinkko¨tter [BB01] “[...] aus praktischer Sicht
die Grundlage fu¨r viele, kompliziertere Probleme bildet[...]”. Im Jahr 1963 wurde
von Fischer/Thompson [FT63] ein Benchmarkproblem, bestehend aus 10 Jobs
auf 10 Maschinen, vero¨ﬀentlicht. Diese Instanz widerstand u¨ber 25 Jahre allen
Lo¨sungsversuchen und fu¨hrte zu einem Wettbewerb unter zahlreichen Wissen-
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schaftlern. Meilensteine auf dem Weg zur Lo¨sung des Problems waren die Ent-
wicklung des Disjunktiven Graphenmodells durch Roy/Sussmann [RS64] sowie
des Branch-and-bound-codes von Balas [Bal69], der erstmals wesentliche Eigen-
schaften des Disjunktiven Graphen nutzt. Erst durch das Verfahren von Car-
lier/Pinson [CP89], das verbesserte untere Schranken durch die Zerlegung des
Problems in Ein-Maschinen-Probleme einfu¨hrte, gelang die Lo¨sung der Instanz
durch Branch-and-bound innerhalb von ca. fu¨nf Stunden. Einen weiteren wesent-
lichen Fortschritt entha¨lt der Algorithmus von Brucker et al. [BJS94], der das
Branching mit Hilfe von Blockstrukturen entscheidend reduzierte. Dieses Verfah-
ren beno¨tigt weniger als 20 Minuten fu¨r das Benchmarkproblem — eine Verbes-
serung, die nur zu kleinen Teilen der ho¨heren Leistung von Computersystemen
zuzurechnen ist. Nach diesen bemerkenswerten Fortschritten bei der Lo¨sung des
klassischen Job-Shop-Problems richtete sich in den vergangenen Jahren das In-
teresse der Forschung zusehends auf Job-Shop-Probleme aus der Praxis. Diese
besitzen, zusa¨tzlich zu den Restriktionen des Job-Shops, ha¨uﬁg verkomplizieren-
de Nebenbedingungen wie zum Beispiel sich gegenseitig blockierende Jobs oder
identische, parallele Maschinen.
Eines dieser Probleme mit hoher praktischer Relevanz ist das no-wait Job-
Shop-Problem. Dieser Spezialfall des klassischen Job-Shops zeichnet sich durch
vielfa¨ltige Anwendungsmo¨glichkeiten aus, die in so verschiedenartigen Gebieten
wie der Halbleiterfertigung (vgl. Ovacic/Uzsoy [OU97]), der Nahrungsmittelbe-
handlung (vgl. Hall/Sriskandarajah [HS96]), der chemischen Industrie (vgl. Ra-
jendran [Raj94]) oder der Zementproduktion (vgl. Grabowski/Pempera [GP00])
liegen. Trotz der praktischen Relevanz der Fragestellung ist die Lo¨sung von no-
wait Job-Shop-Problemen bisher nur teilweise als erfolgreich zu bezeichnen. Ins-
besondere die approximative Lo¨sung von großen Probleminstanzen gelingt mit
bisherigen Algorithmen nicht zufriedenstellend. Parallel dazu zeigt sich in den
vorhandenen Vero¨ﬀentlichungen starke Uneinigkeit bezu¨glich der Modellierung
des Problems, wie sich etwa an den grundsa¨tzlich verschiedenen Modellen in Me-
loni et al. [MPP02] und Mascis/Pacciarelli [MP00] einerseits sowie in Framinan
[Fra02] und Macchiaroli et al. [MMR99] andererseits zeigt. Unterschiedliche Auf-
fassungen u¨ber die Struktur des no-wait Job-Shop-Problems sind sicherlich als
eine der Hauptursachen fu¨r diese Diskussion anzusehen.
Gegenstand der vorliegenden Arbeit ist daher eine Untersuchung der Struktur des
no-wait Job-Shop-Problems sowie die Ableitung schneller Algorithmen zu seiner
approximativen Lo¨sung. Die Basis des in dieser Arbeit verfolgten Ansatzes ist ei-
ne Problemzerlegung in ein Sequencing- und ein Timetabling-Problem1, die auch
1Viele im Rahmen dieser Arbeit verwendeten Ausdru¨cke wurden unu¨bersetzt gelassen, da
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von Macchiaroli et al. [MMR99] und Framinan [Fra02] verfolgt wurde. Dieser Zer-
legungsansatz wird in der vorliegenden Arbeit jedoch sowohl vertieft als auch wei-
terentwickelt. Zuna¨chst werden beide auftretenden Teilprobleme in dieser Arbeit
als streng NP-hart nachgewiesen. Sodann werden die relevanten Timetabling-
Probleme als gemischt-ganzzahlige Programme formuliert und ein schneller heu-
ristischer Lo¨sungsalgorithmus abgeleitet. Die Lo¨sung des Sequencing-Problems
bildet daher den Kern der weiteren Untersuchung. Zu seiner Lo¨sung wird zuna¨chst
eine Klasse von Nachbarschaften deﬁniert, die die bei solchen Problemen u¨blichen
und auch von den oben genannten Quellen verwendeten jump-Nachbarschaften
verallgemeinert. Im Zusammenhang mit dem gewa¨hlten Ansatz lassen sich fu¨r
diese Nachbarschaften Struktursa¨tze ableiten, die die Rechengeschwindigkeit von
darauf basierenden Local Search Verfahren durch die Wiederverwendbarkeit von
Zwischenresultaten vervielfachen.
Unter Verwendung dieser Nachbarschaften werden dann verschiedene Klassen
von Local Search Verfahren fu¨r das no-wait Job-Shop-Problem implementiert
und kalibriert. Die Eﬃzienz der Algorithmen wird an Hand von umfangreichen
Experimenten an Benchmarkinstanzen von no-wait Job-Shop und no-wait Flow-
Shop-Problemen sowie realen Probleminstanzen aus einem Unternehmen der Gal-
vanoindustrie demonstriert. Dabei erweist sich das hier entwickelte Tabu Search
Verfahren den vergleichbaren Algorithmen aus der Literatur als klar u¨berlegen.
Der Text ist im Detail wie folgt strukturiert:
Kapitel 1 deﬁniert die wesentlichen Optimierungsmodelle sowie die Grundbegriﬀe
der Scheduling-Theorie. Es folgt dabei in großen Teilen dem Buch von Brucker
[Bru01].
In Kapitel 2 erfolgt in drei Unterkapiteln eine Einfu¨hrung in das no-wait Job-
Shop-Problem. Unterkapitel 2.1 gibt einen U¨berblick u¨ber die vorhandene Li-
teratur zum no-wait Job-Shop-Problem und leistet eine Gegenu¨berstellung zur
Literatur des klassischen Job-Shop-Problems. Im zweiten Unterkapitel wird dann
eine Darstellung des no-wait Job-Shop-Problems als Disjunktives Programm vor-
gestellt, auf die in den folgenden Kapiteln zuru¨ckgegriﬀen werden kann. Unterka-
pitel 2.3 widmet sich der Repra¨sentation von Shop-Scheduling-Problemen mittels
gerichteter Graphen. Zuna¨chst wird das fu¨r klassische Job-Shop-Probleme be-
kannte Modell der Disjunktiven Graphen nach Roy/Sussmann [RS64] eingefu¨hrt.
Dieses wird dann zum Modell der Alternativen Graphen nach Mascis/Pacciarelli
[MP00] verallgemeinert, das eine Modellierung von no-wait Problemen zula¨sst.
Die Verallgemeinerung besitzt jedoch gerade bei no-wait Problemen eine Reihe
keine deutsche U¨bersetzung verbreitet ist und dies das Lesen der Arbeit eher erschwert
ha¨tte.
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von Nachteilen, die an Hand von hierfu¨r konstruierten Gegenbeispielen gezeigt
werden. Wesentliche Resultate des Kapitels sind die Darstellung des Problems als
Disjunktives Programm sowie die im ganzen Kapitel erfolgte Gegenu¨berstellung
zum klassischen Job-Shop-Problem. Aus der Gegenu¨berstellung ergibt sich, dass
von den approximativen Lo¨sungsansa¨tzen fu¨r das klassische Job-Shop-Problem
besonders Local Search Algorithmen fu¨r das no-wait Job-Shop-Problem geeignet
erscheinen.
Im dritten Kapitel wird das no-wait Job-Shop-Problem aus Sicht der Komple-
xita¨tstheorie betrachtet. Unterkapitel 3.1 gibt zuna¨chst einen U¨berblick u¨ber die
bekannten Komplexita¨tsresultate. Dabei werden, wie u¨blich, spezielle Versionen
des Problems betrachtet und jeweils die allgemeinste Fassung, die noch in P liegt,
bzw. die eingeschra¨nkteste Fassung, die noch (streng) NP-hart ist, genannt. Im
zweiten Unterkapitel wird ein Dekompositionsansatz des Problems in zwei Teil-
probleme, ein Sequencing- und ein Timetabling-Problem, vorgestellt. Fu¨r beide
Teilprobleme wird daraufhin nachgewiesen, dass sie streng NP-hart sind. Ferner
wird, basierend auf dem Disjunktiven Programm fu¨r no-wait Job-Shop-Probleme,
eine Heuristik mit polynomialer Laufzeit fu¨r das Timetabling-Problem angege-
ben.
In Kapitel 4 wird der im dritten Kapitel eingefu¨hrte Zerlegungsansatz zur De-
ﬁnition von Local Search Algorithmen verwendet. In Unterkapitel 4.1 wird
hierzu zuna¨chst eine Reihe einfacher List Scheduling Algorithmen deﬁniert,
um eine Startlo¨sung fu¨r die lokale Suche zu gewinnen. Das Unterkapitel
4.2 fu¨hrt eine Klasse von Nachbarschaften ein, die die beim klassischen
Job-Shop-Problem ha¨uﬁg verwendeten jump-Nachbarschaften verallgemeinern2.
Daru¨berhinaus ermo¨glichen die Nachbarschaften eine konsequente Ausnutzung
der speziellen Struktur des no-wait Job-Shop-Problems im Rahmen von Local
Search Verfahren. Unter Verwendung dieser Nachbarschaften werden dann in den
Unterkapiteln 4.3, 4.4 und 4.5 sukzessive Variable Neighborhood Search, Thres-
hold Accepting und Tabu Search Algorithmen deﬁniert und kalibriert.
Gegenstand von Kapitel 5 ist die Untersuchung der Qualita¨t der Algorithmen. In
Unterkapitel 5.1 wird die Menge der zu verwendenden Benchmarkinstanzen be-
stehend aus no-wait Job-Shop-Instanzen und no-wait Flow-Shop-Instanzen aus
der Literatur sowie realen Probleminstanzen aus einem Werk der Galvanoindu-
strie vorgestellt. Im zweiten Unterkapitel wird festgelegt, welche Vergleichsgro¨ßen
verwendet werden. Soweit mo¨glich, wird hier die relative Abweichung vom Opti-
mum betrachtet. Andernfalls wird die relative Verbesserung einer leicht bestimm-
2Solche Nachbarschaften werden unter anderem von Grabowski/Pempera [GP00] und Raay-
makers/Hoogeveen [RH00] zur Lo¨sung von no-wait Problemen eingesetzt.
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baren oberen Schranke verwendet. In Unterkapitel 5.3 werden die Ergebnisse der
List Scheduling Algorithmen sowie des Variable Neighborhood Search, Threshold
Accepting und Tabu Search Algorithmus zusammengefasst, untereinander vergli-
chen und interpretiert. Das Tabu Search Verfahren liefert dabei mit Abstand die
besten Ergebnisse. Gegenstand von Unterkapitel 5.4 ist ein Vergleich des Tabu
Search Verfahrens mit den vorhandenen Ergebnissen aus der Literatur. Das er-
stere erweist sich dabei als das bisher beste Verfahren zur approximativen Lo¨sung
von no-wait Job-Shop-Problemen.
Kapitel 6 liefert eine Zusammenfassung der erhaltenen Ergebnisse und gibt einen
Ausblick auf weiteren Forschungsbedarf beim no-wait Job-Shop-Problem.
Ich mo¨chte diese Gelegenheit nutzen, um Herrn Prof. Dr. Gu¨nter To¨rner und
Herrn Prof. Dr. Rainer Leisten fu¨r ihre Unterstu¨tzung bei der Erstellung dieser
Arbeit zu danken. Ferner gilt mein Dank Herrn Dr. Sigurður Hafstein fu¨r zahl-
reiche Ratschla¨ge zur Programmierung und zur Fehlersuche unter C++. Fu¨r die
Zusendung ihrer Algorithmen bzw. von Literatur danke ich Herrn Prof. Dr. Egon
Balas, Herrn Prof. Dr. Jatinder N.D. Gupta, Herrn Prof. Dr. Stefan Voß, Herrn
Prof. Dr. Frank Werner, Herrn Dr. Jose´ Framinan sowie Herrn Dr. Dario Pac-
ciarelli. Meine Kollegen Oliver Annen, Robert Juckel, Dr. Christopher Rentrop,
Dr. Andre´ Stebens und Dr. Oliver van Laak schaﬀten eine hervoragende Arbeit-
satmospha¨re am Institut. Nicht zuletzt gilt mein besonderer Dank meiner Frau




In diesem Kapitel sind die grundlegenden Bezeichnungen und Begriﬀe zusam-
mengestellt, die in der Arbeit verwendet werden.
Im ersten Unterkapitel 1.1 werden dabei kurz die Optimierungsmodelle deﬁniert,
die die Grundlage fu¨r die Optimierung und insbesondere auch fu¨r die Scheduling-
Theorie bilden. Unterkapitel 1.2 fu¨hrt dann in die wesentlichen Begriﬀe der
Scheduling-Theorie ein. Dabei werden die verschiedenen Scheduling-Probleme
zuna¨chst deﬁniert und klassiﬁziert. Anschließend werden einige Zusammenha¨nge
zwischen Optimierungskriterien und deren Einﬂuss auf die Menge der optimalen
Schedules beschrieben.
1.1 Optimierungsmodelle
In diesem Abschnitt werden kurz die grundlegenden Modelle der Optimierung
deﬁniert. Mit Hilfe der in 1.1.4 deﬁnierten (gemischt) ganzzahligen linearen Pro-
gramme lassen sich die meisten Probleme der kombinatorischen Optimierung be-
schreiben.
Zur Theorie der Optimierung wird auf das bekannte Standardwerk von [NW88]
oder das Lehrbuch von [Wol98] verwiesen.
1.1.1 Deﬁnition (Lineares Programm, Zielfunktion)
Es sei eine Matrix A ∈ Mat(m×n,R) und Vektoren b ∈ Rm sowie c ∈ Rn gegeben.
Unter einem linearen Optimierungsmodell oder einem linearen Programm (kurz







Dabei heißt die zu minimierende Funktion cTx in 1.1 Zielfunktion.
1.1.2 Deﬁnition (Zula¨ssiger Bereich, zula¨ssige Lo¨sung)
Es sei ein lineares Programm mit den Bezeichnungen von 1.1.1 gegeben. Dann
heißt die Menge P := {x ∈ Rn+|Ax ≥ b} zula¨ssiger Bereich. Jedes x ∈ P heißt
zula¨ssige Lo¨sung.
1.1.3 Deﬁnition (Optimale Lo¨sung)
Es sei ein lineares Programm mit den Bezeichnungen von 1.1.1 sowie zula¨ssigem
Bereich P gegeben. Ein Vektor x∗ ∈ P mit der Eigenschaft
cTx∗ ≤ cTxfu¨r alle x ∈ P (1.2)
heißt optimale Lo¨sung.
1.1.4 Deﬁnition (Gemischt ganzzahliges lineares Programm, bina¨res
lineares Programm)
Es seien eine Matrix A ∈ Mat(m×n,R) und Vektoren b ∈ Rm sowie c ∈ Rn gege-
ben. Ein ganzzahliges lineares Optimierungsmodell bzw. ein ganzzahliges lineares





Gilt in 1.3 statt der Ganzzahligkeitsbedingung x ∈ ZZn+ die Einschra¨nkung x ∈
{0, 1}n, so spricht man von einem bina¨ren, linearen Programm (kurz BIP fu¨r Bi-
nary Integer Program). In einem gemischt-ganzzahligen linearen Programm gelten
die Ganzzahligkeitsbedingungen nur fu¨r einen Teil der Variablen, wa¨hrend andere
kontinuierlich variiert werden ko¨nnen. Wir schreiben auch hierfu¨r IP.
Die oben deﬁnierten Begriﬀe zula¨ssiger Bereich, zula¨ssige Lo¨sung sowie optimale
Lo¨sung u¨bertragen sich in kanonischer Weise auf den Fall eines IP bzw. BIP.
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So wie der Begriﬀ des ganzzahligen linearen Progamms oben deﬁniert ist, sind die
einzelnen Ungleichungen des Systems immer durch eine Konjunktion verknu¨pft,
das heißt, alle Ungleichungen des Ungleichungssystems mu¨ssen erfu¨llt sein. Ha¨uﬁg
mu¨ssen jedoch auch Entscheidungen zwischen Alternativen, das heißt Disjunk-
tionen, modelliert werden. Dies geschieht gema¨ß der folgenden Deﬁnition.
1.1.5 Deﬁnition (Diskrete Alternativen/Disjunktionen)
Es sei x ∈ Rn. Es seien ferner u, a1, a2 ∈ Rn und b1, b2 ∈ R, so dass 0 ≤ x ≤ u.
Eine Bedingung der Form
a1x ≤ b1 oder a2x ≤ b2 (1.4)
heißt diskrete Alternative oder Disjunktion.
Solche diskreten Alternativen ko¨nnen folgendermaßen in regula¨re, d.h. durch
Konjunktionen verknu¨pfte, Bedingungen eines Integer Programms transformiert
werden:
Man fu¨hrt zusa¨tzliche, bina¨re Variablen yi fu¨r i = 1, 2 und eine KonstanteM mit
M ≥ max{aix − bi|0 ≤ x ≤ u, i = {1, 2}} ein. Statt der diskreten Alternative
postuliert man dann die Bedingungen
aix− bi ≤M(1− yi) fu¨r i = 1, 2
y1 + y2 = 1, yi ∈ {0, 1} fu¨r i = 1, 2
0 ≤ x ≤ u
In der obigen Darstellung der Disjunktion spielen die yi die Rolle von Entschei-
dungsvariablen zwischen den beiden Alternativen. Ist y1 = 1 (das heißt, y2 = 0),
so genu¨gt x der Ungleichung a1x ≤ b1, wohingegen a2x ≤ b2 inaktiv ist. Das
Umgekehrte gilt im Fall y2 = 1.
Bei der Formulierung von Scheduling-Problemen tauchen in ganzzahligen linearen
Programmen ha¨uﬁg diskrete Alternativen auf. Angenommen zwei Operationen
mu¨ssen auf derselben Maschine bearbeitet werden und die Maschine kann nur
eine Operation gleichzeitig bearbeiten. Sind also pi die Bearbeitungszeiten und ti
die Startzeiten der Operation i fu¨r i = 1, 2, dann wird entweder Operation 1 vor
Operation 2 oder Operation 2 vor Operation 1 bearbeitet. Dies resultiert in der
Modellierung in der diskreten Alternative
t1 + p1 ≤ t2 oder t2 + p2 ≤ t1
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1.2 Scheduling-Theorie
Dieses Kapitel fu¨hrt in die Grundbegriﬀe der Scheduling-Theorie ein und lehnt
sich in der Darstellung an [Bru01] an. Im ersten Abschnitt 1.2.1 werden die Begrif-
fe Schedule und Job sowie einige Eigenschaften von Jobs deﬁniert. Der Abschnitt
1.2.2 gibt dann, ebenfalls [Bru01] folgend, das u¨bliche Klassiﬁkationsschema fu¨r
Scheduling-Probleme nach [Gra66] an. In Abschnitt 1.2.3, der an das Buch [Fre82]
angelehnt ist, wird die wesentliche Klasse der regula¨ren Zielfunktionen identiﬁ-
ziert. Scheduling-Probleme mit solchen Zielfunktionen zeichnen sich dadurch aus,
dass sie durch besonders leicht beschreibbare, sogenannte semi-aktive, Schedules
optimiert werden.
Seitdem in den fu¨nfziger Jahren erstmals Scheduling-Probleme untersucht wur-
den, ist das Interesse daran zunehmend gewachsen. Außer den oben genannten
Lehrbu¨chern sind die derzeit aktuellen Bu¨cher unter anderem [Pin95], [MP93]
und [CCLL95]. Ferner gibt es zu allen Teilgebieten der Scheduling-Theorie um-
fangreiche U¨bersichtsartikel — einen relativ kurzen U¨berblick u¨ber die gesamte
Theorie gibt zum Beispiel [LLRS93].
1.2.1 Scheduling-Probleme
1.2.1 Deﬁnition (Belegungsplan bzw. Schedule)
Es sei eine Menge M = {M1, . . . ,Mm},m ∈ N von Maschinen sowie eine Menge
J = {J1, . . . , Jn}, n ∈ N von Jobs gegeben. Ein Belegungsplan bzw. Schedule ist
fu¨r jeden Job eine Zuordnung von einem oder mehreren Zeitintervallen zu einer
oder mehreren Maschinen.
Im konkreten Scheduling-Problem wird die Zuordnung in der obigen Deﬁnition
an problemspeziﬁsche Bedingungen geknu¨pft.
1.2.2 Bemerkung
Die Schedules werden nach [Gan19] ha¨uﬁg durch sogenannte Gantt-Diagramme
repra¨sentiert. Die Darstellung ist dabei entweder maschinenorientiert (siehe Ab-
bildung 1.1) oder joborientiert (Abbildung 1.2).
1.2.3 Deﬁnition (Operation, Bearbeitungszeit)
Jeder Job Ji besteht aus einer Anzahl ni ∈ N von Operationen oi,1, . . . , oi,ni. Diese
Operationen entsprechen einzelnen Arbeitsschritten des Jobs. Desweiteren wird
jeder Operation oi,j eine Bearbeitungszeit (engl. processing time) pij zugewiesen.
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Abbildung 1.1: Maschinenorientiertes Gantt-Diagramm
Abbildung 1.2: Joborientiertes Gantt-Diagramm
Jedem Job Ji kann eine Freigabezeit (engl. release date) ri zugeordnet werden. Sie
gibt an, wann die Bearbeitung der ersten Operation des Jobs Ji begonnen werden
kann. Ferner kann fu¨r jeden Job Ji ein Fertigstellungstermin di angegeben werden.
Ist ein Fertigstellungstermin di fu¨r Ji gegeben, so soll die Bearbeitung von Ji nicht
spa¨ter als di beendet werden.
1.2.4 Deﬁnition
Jeder Operation oij wird eine Menge µij ⊆ {M1, . . . ,Mm} zugeordnet. Die Ope-
ration oij darf auf jeder Maschine Mk ∈ µij ausgefu¨hrt werden.
Normalerweise sind die oben deﬁnierten Mengen µij entweder alle einelementig
oder gleich der Menge aller Maschinen. In der vorliegenden Arbeit sind die Men-
gen µij ab Kapitel 2 immer einelementig. Dann schreiben wir oi,j = (mi,j, pi,j)
fu¨r die j-te Operation von Job i, die auf Maschine mi,j ausgefu¨hrt werden muss,
d.h. mi,j ist das Element von µij.
Es wird allgemein vorausgesetzt, dass Daten wie pij und ri positiv und ganzzahlig
sind.
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Jede Maschine kann zu jedem Zeitpunkt nur eine Operation gleichzeitig
ausfu¨hren. Daher heißt ein Belegungsplan zula¨ssig, wenn sich keine zwei Zeit-
intervalle (d.h. Bearbeitungszeiten von Operationen) auf derselben Maschine
u¨berlappen und er u¨berdies eine Reihe von problemspeziﬁschen Bedingungen
erfu¨llt.
Mit diesen Deﬁnitionen la¨sst sich nun ein Klassiﬁkationsschema angeben, in das
sich die meisten Scheduling-Probleme einordnen lassen.
1.2.2 Klassiﬁkation von Scheduling-Problemen
In diesem Abschnitt wird die u¨bliche 3-Feld Klassiﬁkation von [Gra66] eingefu¨hrt
und dabei die Schreibweisen des Buches [Bru01] verwendet. In den Feldern α|β|γ
werden dabei die Speziﬁka der Jobs, der Maschinenumgebung und der Zielfunkti-
on angegeben. Die Unterscheidung nach Maschinenumgebung im α-Feld ist dabei
die wichtigste. Hierdurch zerfallen die Probleme in Shop Scheduling-Probleme,
Ein-Maschinen-Probleme, Probleme mit parallelen identischen Maschinen usw.
Im β-Feld werden die Eigenschaften der Jobs angegeben, die ha¨uﬁg auf Grund
von realen Problemstellungen gefordert werden mu¨ssen. Das γ-Feld entha¨lt die
Zielfunktion. Ha¨uﬁgstes Kriterium ist hier die Makespan — das heißt die Zeit bis
zur Fertigstellung aller Jobs.
1.2.2.1 Klassiﬁzierung nach Jobeigenschaften
Die Jobeigenschaften werden durch die Menge β angegeben, die maximal aus
sechs Eintra¨gen β1, β2, β3, β4, β5 und β6 besteht.
1.2.5 Deﬁnition (Preemption)
Man spricht von ’Preemption’ eines Jobs oder einer Operation, wenn die Bearbei-
tung unterbrochen und zu einem spa¨teren Zeitpunkt wieder aufgenommen werden
darf.
β1 gibt an, ob Preemption erlaubt ist. In dem Fall setzt man β1 = pmtn. Anson-
sten erscheint β1 nicht in β.
Reihenfolgebedingungen zwischen Jobs werden durch einen azyklischen, gerich-
teten Graphen G = (V,A) repra¨sentiert. Dabei steht V = (1, . . . , n) fu¨r die Jobs
und es gilt (i, k) ∈ A genau dann, wenn Ji abgeschlossen sein muss, bevor Jk
beginnt.
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β2 beschreibt die Reihenfolgebedingungen zwischen den Jobs. Sind Reihenfolge-
bedingungen in Form eines beliebigen azyklischen, gerichteten Graphen gegeben,
so setzt man β2 = prec (fu¨r engl. precedence constraints). Manchmal ist die Form
des Graphen schon vorgegeben, wie zum Beispiel “Baum” (tree) oder “Kette”
(chain). Dann setzt man β2 gleich dieser Form, beispielsweise β2 = tree. Sind
keine Reihenfolgebedingungen zwischen den Jobs gegeben, so entfa¨llt die Angabe
von β2. Ebenfalls unter β2 wird erfasst, ob ein Job eine Maschine wiederholt auf-
sucht. Ist dies der Fall, so spricht man von Recirculation und es erscheint in dem
β2-Feld das Ku¨rzel “recrc” . Fehlt die Angabe “recrc” , so ist davon auszugehen,
dass jede Maschine von jedem Job ho¨chstens einmal aufgesucht wird.
Ist β3 = rj gesetzt, so ist fu¨r jeden Job eine Freigabezeit angegeben. Ist die
Freigabezeit fu¨r alle Jobs gleich Null, so erscheint β3 nicht in β.
β4 gibt Bedingungen an die Bearbeitungszeiten oder an die Anzahl der Opera-
tionen vor. Ist β4 beispielsweise gleich “pi,j = 1”, dann hat jede Operation diesel-
be einheitliche Bearbeitungszeit. Manchmal entha¨lt das β4-Feld noch zusa¨tzliche
Angaben mit oﬀensichtlicher Interpretation, wie zum Beispiel pi,j ∈ {1, 2}. Sind
keine solchen Bedingungen vorhanden, wird β4 ausgelassen.
Ist β5 = di, so ist fu¨r jeden Job Ji ein Fertigstellungstermin di gegeben, d.h. die
Bearbeitung von Ji soll nicht spa¨ter als di beendet werden.
In einigen Scheduling-Anwendungen mu¨ssen Mengen von Jobs in sogenannte Bat-
ches gruppiert werden. Ein Batch ist eine Menge von Jobs, die gemeinsam auf
einer Maschine bearbeitet werden muss. Ein Batching-Problem besteht im Grup-
pieren der Jobs in Batches und im Erstellen eines Schedule fu¨r diese Batches.
Es gibt verschiedene Typen von Batching-Problemen und das Feld β6 gibt den
Typ des Batching-Problems an, etwa β6 = p-batch oder β6 = s-batch. Fu¨r Ein-
zelheiten sei auf die oben genannten Bu¨cher verwiesen. Ansonsten entfa¨llt β6 in
β.
1.2.2.2 Klassiﬁzierung nach der Maschinenumgebung
Die Maschinenumgebung wird durch ein Feld α = α1α2 charakterisiert. Mo¨gliche
Werte fu¨r α1 sind o, P, Q, R, PMPM, QMPM, G, X, O, J, F, FF und FJ. Ist
α1 ∈ {o, P,Q,R, PMPM,QMPM}, wobei o das leere Symbol bezeichne (d.h.
α = α2, wenn α1 = o), so besteht jeder Job Ji nur aus einer einzigen Operation.
Ist α1 = o, so muss jeder Job auf einer bestimmten Maschine bearbeitet werden.
Im Fall α1 ∈ {P,Q,R} hat man parallele Maschinen, das heißt jeder Job kann
auf jeder der Maschinen M1, . . . ,Mm bearbeitet werden. Fu¨r α1 = P , sind die
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Maschinen identisch und parallel. Fu¨r die Bearbeitungszeit pij von Job Ji auf
Maschine Mj gilt dann pij = pi fu¨r alle Maschinen Mj. Ist α1 = Q, so liegen
gleichfo¨rmige, parallele Maschinen vor. In dem Fall ist pij = pi/sj, wobei sj die
Geschwindigkeit der Maschine Mj ist. Gilt α1 = R, dann sind die parallelen Ma-
schinen unabha¨ngig, das heißt pij = pi/sij mit Job-abha¨ngigen Geschwindigkeiten
sij fu¨r jede Maschine Mj.
Ist α1 = PMPM oder α1 = QMPM , dann sind Mehrzweckmaschinen (engl.
Multi Purpose Machines) mit identischer bzw. gleichfo¨rmiger Geschwindigkeit ge-
geben. Mehrzweckmaschinen sind Maschinen, die mit verschiedenen Werkzeugen
ausgeru¨stet werden ko¨nnen, und die je nach Werkzeug verschiedene Operationen
ausfu¨hren ko¨nnen.
α1 ∈ {G, J, F,O,X, FF, FJ}1 bedeutet, dass die Jobs jeweils aus mehreren Ope-
rationen bestehen, das heißt mit Ji wird eine Menge von Operationen oi,1, . . . , oi,ni
assoziiert. Im Fall α1 ∈ {G,X,O, J, F} sind die zugeho¨rigen Mengen µi,j alle ein-
elementig.
1.2.6 Deﬁnition (General-Shop)
Ein Scheduling-Problem mit m Maschinen, bei dem mindestens ein Job aus meh-
reren Operationen besteht, die Maschine, auf der jede Operation ausgefu¨hrt wer-
den muss, eindeutig ist und bei dem es Reihenfolgebedingungen zwischen beliebi-
gen Operationen gibt, heißt General-Shop.
Im Falle eines General-Shops setzt man α1 = G. Ist ein General-Shop-Problem
gegeben, so kann man β4 zum Beispiel setzen als ni ≤ 3. In dem Fall haben alle
Jobs ho¨chstens 3 Operationen.
1.2.7 Deﬁnition (Job-Shop)
Ein Scheduling-Problem mit m Maschinen und n Jobs, bei dem mindestens ein
Job aus mehreren Operationen besteht, die Maschine, auf der jede Operation aus-
gefu¨hrt werden muss, eindeutig ist und bei dem fu¨r die Operationen oi,j fu¨r jeden
Job Ji Reihenfolgebedingungen der Form
oi,1 → oi,2 → . . .→ oi,ni fu¨r i = 1, . . . , n
bestehen, heißt Job-Shop. Um das Job-Shop-Problem vom no-wait Job-Shop-
Problem abzusetzen, wird es ha¨uﬁg auch als klassisches Job-Shop-Problem be-
zeichnet.
1Dabei sind die mo¨glichen Eintra¨ge O (Open Shop) und X (Mixed Shop) fu¨r diese Arbeit
nicht von Bedeutung. Die entsprechenden Deﬁnitionen ﬁnden sich im Lehrbuch [Bru01].
1.2 Scheduling-Theorie 22
Diese Deﬁnition eines Job-Shop-Problems la¨sst Recirculation ausdru¨cklich zu.
Daher braucht der Eintrag “recrc” im β2-Feld nicht explizit angegeben zu werden.
Im Falle eines Job-Shops setzt man α1 = J .
1.2.8 Deﬁnition (Flow-Shop)
Der Spezialfall eines Job-Shops, bei dem ni = m fu¨r i = 1, . . . , n und µij = {Mj}
fu¨r i = 1, . . . , n und j = 1, . . . ,m heißt Flow-Shop.
α1 = F steht fu¨r ein Flow-Shop-Problem.
1.2.9 Deﬁnition (Flexibles Flow/Job-Shop-Problem)2
Ein Flow-Shop-Problem, bei dem anstelle einzelner Maschinen Mj jeweils ein
Workcenter von vj identischen, parallelen Maschinen zur Verfu¨gung steht, heißt
Flexibles Flow-Shop-Problem. Ein Job-Shop-Problem, bei dem anstelle einzelner
Maschinen Mj jeweils ein Workcenter von vj identischen, parallelen Maschinen
zur Verfu¨gung steht, heißt Flexibles Job-Shop-Problem.
Fu¨r Flexible Flow-Shops bzw. Flexible Job-Shops schreibt man in das α1-Feld
FF bzw. FJ.
Flexible Flow/Job-Shop-Probleme tauchen in realen Problemstellungen ha¨uﬁg
durch das Pha¨nomen auf, dass eine Maschine sehr stark beansprucht wird. Da-
mit sich keine Jobs vor der Maschine stauen und sich dadurch die Makespan
verla¨ngert, wird ha¨uﬁg einfach ein weiteres Exemplar der gleichen Maschine an-
geschaﬀt und somit liegt ein Flexibles Flow/Job-Shop-Problem vor.
Ist α2 eine positive ganze Zahl 1, 2, . . . , dann gibt es fu¨r α1 /∈ {FF, FJ} die
Anzahl der Maschinen an. Fu¨r α1 ∈ {FF, FJ} beschreibt α2 die Anzahl der
Workcenter, die jeweils aus identischen parallelen Maschinen bestehen.
α2 = k bedeutet, dass eine beliebige, aber feste Zahl k von Maschinen gegeben
ist. Ist nichts u¨ber die Anzahl der Maschinen im voraus bekannt, so setzt man
α2 = o.
1.2.2.3 Klassiﬁzierung nach Optimalita¨tskriterien
Das Optimalita¨tskriterium wird im letzten Feld γ des Klassiﬁkationsschemas an-
gegeben.
2Die Bezeichnungen fu¨r diesen Problemtyp sind in der Literatur nicht eindeutig, da diese
Probleme erst seit relativ kurzem genauer untersucht werden. Andere Bezeichnungen sind
unter anderem Hybrid Flow/Job-Shop und Generalized Flow/Job-Shop. Die Bezeichnung
Flexible Flow/Job-Shop entstammt dem Lehrbuch [Pin95].
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Die Fertigstellungszeit von Job Ji wird mit Ci bezeichnet und die damit assoziierte
Kostenfunktion mit f(Ci). Man betrachtet zwei Typen von Kostenfunktion






Dabei heißt eine Kostenfunktion vom Typ 1.5 Flaschenhalskriterium und vom
Typ 1.6 Summenkriterium.
Sind die Funktionen fi nicht vorgegeben, so schreibt man γ = fmax oder γ =
∑
fi.
Normalerweise ist mit einem Scheduling-Problem jedoch eine feste Zielvorstellung
und damit auch fest deﬁnierte fi verbunden, wie zum Beispiel eines der folgenden
Optimierungskriterien.
1.2.10 Deﬁnition (Makespan, Gesamte Flusszeit, Gewichtete Flus-
szeit)





i=1wiCi werden als Gesamte Flusszeit bzw.
Gewichtete Flusszeit bezeichnet.
Fu¨r diese Kriterien schreibt man γ = Cmax, γ =
∑
Ci bzw. γ =
∑
wiCi. Das
Makespan-Kriterium ist dabei das gebra¨uchlichste. Die beiden Flusskriterien wer-
den jedoch auch ha¨uﬁg verwendet. Weitere Optimalita¨tskriterien sind die folgen-
den:
1.2.11 Deﬁnition (Weitere Optimierungskriterien)
Fu¨r jeden Job Ji deﬁniert man
Li := Ci − di Lateness (1.7)
Ei :=max{0, di − Ci} Earlyness (1.8)
Ti := max{0, Ci − di} Tardiness (1.9)
Di := |Ci − di| AbsoluteDeviation (1.10)
Si := (Ci − di)2 SquaredDeviation (1.11)
Mit jeder dieser Funktionen Gi bekommt man vier mo¨gliche Zielfunktionen γ =
maxGi, γ = maxwiGi, γ =
∑
Gi und γ =
∑
wiGi.
Ein Beispiel eines Job-Shop-Problems mit Einheitsbearbeitungszeiten veran-
schaulicht das nun vollsta¨ndige Schema:
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1.2.12 Beispiel
J3 | pij = 1 |Cmax ist das Problem, die Makespan in einem Job-Shop mit 3 Ma-
schinen und Einheitsbearbeitungszeit zu minimieren. Die folgende Tabelle gibt die
Operationen oij, d.h. in diesem Fall nur die einelementigen Mengen µij, an.
i
\ j 1 2 3 4
1 M1 M3 M2 M1
2 M2 M3 − −
3 M3 M1 − −
4 M1 M3 M1 −
5 M3 M1 M2 M3
Aufgrund dieser Daten kann man zum Beispiel einen zula¨ssigen Belegungsplan
wie in dem maschinenorientierten Gantt-Diagramm in Abbildung 1.3 angeben.
Abbildung 1.3: Zula¨ssiger Belegungsplan im Fall eines Job-
Shops mit den Daten aus Beispiel 1.2.12
1.2.3 Regula¨re Optimierungskriterien und semi-aktive
Belegungspla¨ne
Bisher sind Scheduling-Probleme immer als ganzes, na¨mlich als das Auﬃnden ei-
ner optimalen Zuordnung von Zeitintervallen, die jeweils fu¨r Operationen stehen,
zu Maschinen, betrachtet worden. Das Problem la¨sst sich in zwei Teilprobleme
zerlegen. Im ersten Schritt muss fu¨r jede Maschine eine zula¨ssige Reihenfolge der
relevanten Operationen gefunden werden. Nach der Festlegung der Reihenfolge
werden im zweiten Schritt die tatsa¨chlichen Zeitintervalle festgelegt, in denen die
Abarbeitung der Operationen erfolgt.
Dieser Gedanke einer Zweiteilung des Lo¨sungsprozesses wird im Folgenden
pra¨zisiert. Insbesondere wird sich dabei herausstellen, dass das eigentliche Pro-
blem bei “sinnvoll” deﬁnierten Zielfunktionen allein in der Reihenfolgeplanung,
das heißt Schritt 1 des Prozesses, besteht.
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Der Aufbau lehnt sich dabei im wesentlichen an [Fre82]. Im Rahmen der Theo-
rie des Project-Scheduling-with-resource-constraints, die die Scheduling-Theorie
erheblich verallgemeinert, ﬁnden sich noch detailliertere Beschreibungen des The-
mengebiets. Hier kann zum Beispiel auf [Kol95] verwiesen werden.
1.2.13 Deﬁnition (Regula¨res Optimierungskriterium)
Ein Optimierungskriterium f(Ci), das sich monoton wachsend in allen Variablen
Ci verha¨lt, heißt regula¨r.
Von den bisher deﬁnierten Optimierungskriterien sind Funktionen, die Ei, Di
oder Si enthalten, nicht regula¨r. Alle anderen Kriterien sind regula¨r. Insbeson-
dere ist also das meistens verwendete Kriterium Makespan Cmax regula¨r.
1.2.14 Deﬁnition (Reihenfolgeplanung bzw. Sequencing)
Es sei ein Scheduling-Problem gegeben und es bezeichne Oj die Menge der Ope-
rationen, die auf Maschine j ∈ {1, . . . ,m} durchgefu¨hrt werden mu¨ssen. Als Rei-
henfolgeplanung oder Sequencing einer Maschine j bezeichnet man das Festlegen
einer Bearbeitungsreihenfolge der Operationen Oj fu¨r die Maschine j. Als Rei-
henfolgeplanung oder Sequencing (des gesamten Problems) bezeichnet man die
Reihenfolgeplanung aller Maschinen j fu¨r alle j ∈ {1, . . . ,m}.
1.2.15 Deﬁnition (Belegungsplanung bzw. Scheduling)
Es sei ein Scheduling-Problem gegeben und es bezeichne Oj die Menge der Opera-
tionen, die auf Maschine j ∈ {1, . . . ,m} durchgefu¨hrt werden mu¨ssen. Als Bele-
gungsplanung oder Scheduling bezeichnet man fu¨r jede Maschine j das Festlegen
der Startzeiten aller Operationen o ∈ Oj.
Scheduling impliziert also eine Bearbeitungsreihenfolge und schließt damit das
Sequencing mit ein.
Aufgrund von festgelegten Bearbeitungsreihenfolgen auf allen Maschinen ko¨nnen
verschiedene Belegungspla¨ne erstellt werden. Die Zuordnung von zula¨ssigen Be-
arbeitungsreihenfolgen zu einem zula¨ssigen Schedule leistet das Timetabling.
1.2.16 Deﬁnition (Timetabling)
Ist ein Scheduling-Problem mit einer Bearbeitungsreihenfolge gegeben, so bezeich-
net man das Erstellen einer Belegungsplanung aus der Bearbeitungsreihenfolge
als Timetabling.
In der Literatur werden verschiedene Methoden des ’Timetabling’ unterschie-
den, die in den folgenden Deﬁnitionen eingefu¨hrt werden. Die Unterscheidung
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wird dabei an Hand von Eigenschaften des resultierenden Belegungsplanes ge-
troﬀen. Branch-and-bound-Verfahren erzeugen systematisch alle semi-aktiven
oder aktiven Belegungspla¨ne, unter denen sich nachweislich immer ein opti-
maler Schedule beﬁndet. In vielen heuristischen Algorithmen wird auf soge-
nannte verzo¨gerungsfreie Belegungspla¨ne zuru¨ckgegriﬀen. Die Konstruktion von
verzo¨gerungsfreien Schedules ist einfach und deren Zahl in vielen Fa¨llen erheb-
lich kleiner als die Zahl der aktiven Schedules. Daher werden in vielen Heuristiken
ausschließlich verzo¨gerungsfreie Schedules verwendet (vergleiche [Fre82]).
1.2.17 Deﬁnition (Semi-aktiver Belegungsplan, Semi-aktives Time-
tabling)
Ein Belegungsplan heißt semi-aktiv, wenn keine Operation fru¨her als im Bele-
gungsplan vorgesehen durchgefu¨hrt werden kann, ohne eine der Nebenbedingungen
zu verletzen oder die Bearbeitungsreihenfolge der Operationen auf den Maschinen
zu vera¨ndern. Das Erstellen eines semi-aktiven Belegungsplanes aus einer vorge-
gebenen Bearbeitungsreihenfolge wird als semi-aktives Timetabling bezeichnet.
1.2.18 Satz
Um ein regula¨res Optimierungskriterium fu¨r ein gegebenes Scheduling-Problem zu
minimieren, genu¨gt semi-aktives Timetabling.
Beweis: Siehe [Fre82].
1.2.19 Deﬁnition (Aktiver Belegungsplan)
Ein Belegungsplan heißt aktiv, wenn keine Operation fru¨her als im Belegungsplan
vorgesehen durchgefu¨hrt werden kann, ohne eine der Nebenbedingungen zu verlet-
zen oder andere Operationen spa¨ter, als im urspru¨nglichen Schedule vorgesehen,
zu beginnen.
1.2.20 Satz
Unter den Belegungspla¨nen, die ein regula¨res Optimierungskriterium fu¨r ein ge-




1.2.21 Deﬁnition (Verzo¨gerungsfreier Belegungsplan bzw. Non-delay
Schedule)
Ein zula¨ssiger Schedule ist ein verzo¨gerungsfreier bzw. non-delay Schedule, wenn
zu keinem Zeitpunkt eine Maschine ruht, fu¨r die Operationen zur Bearbeitung
anstehen.
Anschaulich lassen sich die Unterschiede zwischen semi-aktiven, aktiven und
verzo¨gerungsfreien Belegungspla¨nen leicht an Hand eines Gantt-Diagramms er-
kla¨ren. Bei semi-aktiven Belegungspla¨nen kann der Block, der eine Operation
repra¨sentiert nicht weiter nach links verschoben werden.
Bei aktiven Belegungspla¨nen kann zusa¨tzlich auch durch Vorziehen einer Ope-
ration (d.h. Reihenfolgea¨nderung ist erlaubt, sofern sich dadurch die Startzeit
keiner Operation nach hinten verschiebt) keine Operation fru¨her starten.
Um zu u¨berpru¨fen, ob ein Belegungsplan verzo¨gerungsfrei ist, betrachtet man
alle Stellen im Gantt-Diagramm, bei denen eine Maschine eine Arbeitspause hat.
Existiert zu einem Zeitpunkt wa¨hrend der Pause eine Operation, die von dieser
Maschine bearbeitet werden kann, so muss im verzo¨gerungsfreien Belegungsplan
diese Operation sofort begonnen werden. Weitere Beispiele zur Unterscheidung
der Begriﬀe ﬁnden sich auch in [Fre82].
1.2.22 Satz
Zu einem Scheduling-Problem P sei V die Menge der verzo¨gerungsfreien Bele-
gungspla¨ne, A die Menge der aktiven Belegungspla¨ne und S die Menge der semi-
aktiven Belegungspla¨ne. Dann gilt:
V ⊂ A ⊂ S
Beweis: Der Zusammenhang ergibt sich direkt aus den Deﬁnitionen.
1.2.23 Bemerkung
Die Menge der verzo¨gerungsfreien Belegungspla¨ne entha¨lt im Allgemeinen keinen
optimalen Belegungsplan.
Oﬀensichtlich lassen sich Beispiele sehr leicht in einer Umgebung mit Freiga-
bezeiten ri konstruieren. Der Satz gilt jedoch auch, wenn keine Freigabezeiten
vorgegeben sind, wie das Beispiel (siehe Abbildung 1.4) in einer J3 |ni ≤ 3 |Cmax-
Umgebung zeigt. Der Belegungsplan ist oﬀensichtlich optimal. Er ist jedoch nicht
verzo¨gerungsfrei, denn dafu¨r ha¨tte die Operation, aus der Job 2 besteht, als erstes
auf Maschine 2 bearbeitet werden mu¨ssen. Dann ha¨tte sich jedoch die Startzeit
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Abbildung 1.4: Optimaler, nicht verzo¨gerungsfreier Belegungsplan
der zweiten Operation von Job 1 auf Maschine 2 verzo¨gert und dadurch auch die
Start- sowie die Fertigstellungszeit der dritten Operation von Job 1. Insgesamt
erweist sich damit der non-delay Schedule als schlechter (d.h. Cmax ist gro¨ßer)
als der angegebene, optimale Belegungsplan.
Kapitel 2
No-wait Job-Shop-Probleme
Nach der Darstellung der allgemeinen Grundlagen im letzten Kapitel wird jetzt
gezielt auf das no-wait Job-Shop-Problem eingegangen. Dabei wird die Deﬁnition
des Job-Shop-Problems aus Kapitel 1 bzw. aus dem Buch [Bru01] zu Grunde
gelegt.
Da das no-wait Job-Shop-Problem erst in ju¨ngerer Zeit versta¨rkt untersucht wird,
wird in Unterkapitel 2.1 zuna¨chst eine Gegenu¨berstellung mit dem klassischen
Job-Shop-Problem gemacht, um hieraus aussichtsreiche Lo¨sungsstrategien fu¨r das
no-wait Problem abzuleiten. Das zweite Unterkapitel befasst sich mit Darstel-
lungsmo¨glichkeiten des Problems durch ganzzahlige, lineare Programme. Insbe-
sondere das disjunktive Programm 2.2.1 wird in den darauf folgenden Kapiteln
weiter verwendet werden. In Unterkapitel 2.3 wird schließlich die Darstellung des
Problems mit Hilfe gerichteter Graphen betrachtet. Es wird zuna¨chst der be-
kannte Ansatz mit Disjunktiven Graphen fu¨r das klassische Job-Shop-Problem
deﬁniert. Dann wird auf eine Verallgemeinerung des Modells eingegangen, die
auch die Modellierung von no-wait Bedingungen zula¨sst.
2.1 Einfu¨hrung in den Problemkreis
Wie schon [BB99] ausfu¨hren, bildet das klassische Job-Shop-Problem eine Grund-
lage fu¨r viele kompliziertere Scheduling-Probleme aus der Praxis. Eines dieser
Probleme ist das no-wait Job-Shop-Problem. Es ist daher naheliegend, zuna¨chst
die erfolgreichen Ansa¨tze fu¨r das klassische Job-Shop-Problem zu betrachten.
Die große strukturelle A¨hnlichkeit dieses Problems mit dem no-wait Job-Shop-
Problem zeigt sich im Rahmen dieser Arbeit insbesondere in den Darstel-
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lungsmo¨glichkeiten durch gemischt-ganzzahlige lineare Programme (in Unterka-
pitel 2.2) sowie durch gerichtete Graphen (in Unterkapitel 2.3).
Aus diesen Gru¨nden erfolgt in Abschnitt 2.1.1 zuna¨chst eine Darstellung der
erfolgreichen Algorithmen fu¨r das klassische Job-Shop-Problem, an die sich ein
U¨berblick u¨ber die vorhandenen Arbeiten des no-wait Problems anschließt. An
allen Stellen wird dabei von den in Unterabschnitt 1.2.2.3 deﬁnierten Zielfunk-
tionen ausschließlich Cmax betrachtet.
2.1.1 Klassische Job-Shop-Probleme
Das klassische Job-Shop-Problem J | |Cmax geho¨rt aufgrund seiner Schwierigkeit
und seiner vielfa¨ltigen Anwendbarkeit zu den klassischen Problemen der kom-
binatorischen Optimierung. Es wurde in den vergangenen Jahrzehnten außeror-
dentlich gru¨ndlich erforscht, wie unter anderem in den U¨bersichtsartikeln von
[JM99], [JM98b] und [BDP96] dokumentiert ist. Das Problem ist seit langem
als ein im strengen Sinn NP-hartes Optimierungsproblem bekannt ([LRB77]).
Dieses theoretische Ergebnis zur “Schwierigkeit” des Problems wird durch al-
le praktischen Erfahrungen untermauert. Hierzu schreiben zum Beispiel [BB01]
“Das Job-Shop-Problem wird als eines der schwierigsten Probleme der kombina-
torischen Optimierung betrachtet.”
Fu¨r das klassische Job-Shop-Problem gibt es sehr viele Algorithmen. Fru¨he
Branch and Bound Algorithmen, wie [Bal69], [FTM71] oder [MF74], waren nur
in der Lage, sehr kleine Probleme zu lo¨sen. Im Jahr 1963 wurde in [FT63] ein
Benchmarkproblem mit 10 Maschinen und 10 Jobs vero¨ﬀentlicht. Dieses Problem
wurde erstmalig fast 25 Jahre spa¨ter von dem Branch and Bound Algorithmus
von [CP89] gelo¨st. Die besten heutigen Codes sind unter anderen [BJS94], [MS96],
[AC91] sowie [CL95]. Alle diese Codes sind, vor allen Dingen im Branching, dem
von [CP89] recht a¨hnlich und lo¨sen Probleme der Gro¨ße 10× 10 in einigen Minu-
ten. Jedoch ﬁnden auch diese modernen Algorithmen spa¨testens bei Problemen
mit 20 Maschinen und 20 Jobs ihre Grenzen. In [BB99] wird explizit versucht,
Lo¨sungen zu bisher ungelo¨sten Benchmarkproblemen zu ﬁnden, oder zumindest
die besten bekannten unteren oder oberen Schranken zu verbessern. Zu einigen
20× 15 Problemen schreiben sie jedoch “[...] wir sehen swv07,...swv10 und abz8,
abz9 als hoﬀnungslos an und betrachten sie nicht weiter.” In anderen Fa¨llen wur-
de die Berechnung meist nach 3 bis 5 Tagen abgebrochen, wenn das Optimum bis
dahin nicht gefunden werden konnte. Fu¨r dieses rasante Anwachsen der Rechen-
zeiten wird in der Literatur einstimmig der Mangel an guten unteren Schranken
genannt. So schreiben [BDP96] “Einer der gro¨ßten Nachteile aller Branch and
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Bound Verfahren ist das Fehlen starker unterer Schranken[...]” und [VAL94] stim-
men zu “Das Hauptdeﬁzit der existierenden Optimierungsalgorithmen besteht in
der Schwa¨che der unteren Schranken.”
Im Gegensatz zu den unteren Schranken ist die “[...] Lage wesentlich besser,
wenn es darum geht, gute obere Schranken zu ﬁnden” ([VAL94]), d.h. mit Hilfe
von approximativen Verfahren zula¨ssige Lo¨sungen zu bestimmen. Zwar schrei-
ben [BJS94], dass es noch keine “[...] Heuristik mit Performance-Garantie [...]”
ga¨be und in [WHH+97] wurde gezeigt, dass bereits das Problem, einen Schedule
mit Makespan von 5/4 · Cmax(Opt) zu ﬁnden, ein NP-hartes Problem darstellt.
Dennoch weichen viele der Algorithmen nur wenige Prozent vom Optimum ab,
sofern dieses bekannt ist. Bei gro¨ßeren Problemen ﬁnden die besten approximati-
ven Verfahren regelma¨ßig bessere Lo¨sungen als Branch and Bound Verfahren bei
gleicher Zeitvorgabe.
Die einfachste Klasse approximativer Algorithmen sind die sogenannten List Sche-
duling Heuristiken. Bei ihnen werden fu¨r jede Maschine einzeln die Operationen
nach einem zu berechnenden Kriterium, wie zum Beispiel LPT (longest processing
time), sortiert und demgema¨ß der Schedule erstellt. U¨bersichten u¨ber die zahlrei-
chen Varianten der Heuristiken ﬁnden sich zum Beispiel in den Surveys [Hau89]
oder [Bla82], die sich ausschließlich diesem Thema widmen. Solche Heuristiken
sind sehr leicht zu implementieren — liefern jedoch, im Vergleich zu anderen
Algorithmen, oft schlechte Ergebnisse. Das beste Ergebnis einer Auswahl von
Heuristiken wird ha¨uﬁg als Startlo¨sung in iterativen Algorithmen oder als Refe-
renzwert fu¨r große (d.h. nicht optimal lo¨sbare) Job-Shop-Instanzen verwendet.
Eine Klasse relativ erfolgreicher Algorithmen sind die Dekompositionsansa¨tze,
wobei das Problem in eine Anzahl von 1-Maschinen-Problemen zerlegt wird. Die
wichtigsten Arbeiten hierzu sind “The shifting bottleneck procedure for Job-
Shop scheduling” von [ABZ88] sowie auch [DPL93], [HU96] und [BLV95]. Diese
bauen ihrerseits auf einigen speziellen Arbeiten zu den fu¨r die Dekomposition
relevanten 1 | rj |Lmax-Problemen mit Zeitverzo¨gerung1 (siehe [Pot80], [Car82],
[FL96], [DP95], [BK99] und [HK01]) auf.
Die weitaus erfolgreichste Kategorie von Algorithmen fu¨r das Job-Shop-Problem
bilden die Local Search Verfahren. Diese Auﬀassung ﬁndet man unter anderem
in [VAL92] vertreten. Der Begriﬀ “Local Search” soll hier, wie auch in [VAL92],
relativ weit gefasst sein und neben den klassischen Verfahren wie Simulated An-
nealing, Tabu Search, Threshold Accepting, etc. auch Methoden wie Genetische
Algorithmen, Neuronale Netze oder Ameisensysteme umfassen. Sehr starke Local
1Im Original: 1 | rj |Lmax-problems with positive time lags.
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Search Algorithmen sind der Tabu Search Algorithmus von [NS96] und das Local
Search Verfahren von [BV98], das Ideen der “Shifting Bottleneck Procedure” auf-
greift. Ebenfalls erfolgreiche Codes sind die Tabu Search Algorithmen von [DT93]
und [Tai94], die Genetischen Algorithmen von [YN92], [SWV92], [DTV95] und
[DP92] sowie das Hybridverfahren GASA aus Genetischen Algorithmen und Si-
mulated Annealing von [WZ01]. Weitere Local Search Algorithmen ﬁnden sich in
den folgenden U¨bersichtsartikeln [Cho00], [AGP95], [ALLU94], [VAL94], [Vae95]
(Local Search allgemein), [BLG92] (Tabu Search), [vLAL92] (Simulated Anne-
aling) und [JM98a] (Neuronale Netze).
Neben den oben genannten Verfahren wurden auch viele grundlegend andere
Ansa¨tze realisiert. Sie umfassen unter anderem Einfu¨gealgorithmen ([WW95]),
Lagrange-Relaxation ([HLP93]) oder Expertensysteme ([FS84]). Die Ergebnisse
bleiben jedoch hinter denen der oben genannten zuru¨ck.
2.1.2 No-wait Job-Shop-Probleme
Das no-wait Job-Shop-Problem besteht aus einem klassischen Job-Shop-Problem
mit einer zusa¨tzlichen no-wait Bedingung. Die no-wait Bedingung verbietet das
Auftreten von Wartezeiten zwischen den einzelnen Operationen eines Jobs.
Solche no-wait Bedingungen tauchen in vielen Anwendungen in der Industrie
auf und sind normalerweise auf Charakteristika der Jobs und/oder der Maschi-
nenumgebung zuru¨ckzufu¨hren. Typische Beispiele sind metallurgische Prozesse,
bei denen “das Eisen geschmiedet werden muss, solange es heiß ist”, chemi-
sche Prozesse mit instabilen Zwischenprodukten oder schlicht Produktionsan-
lagen mit mangelnden Speichermo¨glichkeiten. Das Vorliegen von no-wait Eigen-
schaften wurde schon in vielen Anwendungen aus der Industrie dokumentiert.
Beispiele hierfu¨r ﬁnden sich unter anderem in der Zementproduktion ([GP00]), in
der Halbleiterfertigung ([OU97]), in der Stahlproduktion ([Wis72]), in der Galva-
noindustrie [MMR99], bei der Nahrungsmittelbehandlung [HS96], bei der Nylon-
Polymerisation ([Sal73]), in der chemischen Industrie ([Raj94]) und bei der Pro-
duktion von Computersystemen ([RR73]). Sowohl [DPS92] als auch [FV02] beto-
nen die praktische Relevanz von no-wait Scheduling-Problemen. Die vorliegende
Arbeit wurde urspru¨nglich durch ein Projekt in einer Galvanisierungsanlage in
Iserlohn initiiert.
Trotz der hier dokumentierten praktischen Relevanz von no-wait Be-
schra¨nkungen, ist die Anzahl der Beitra¨ge zu diesem Thema u¨berschaubar. Das
no-wait Job-Shop-Problem ist seit langem als NP-hart im strengen Sinne be-
kannt ([LR79]; siehe hierzu auch Kapitel 3). Mehrere Arbeiten befassen sich mit
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Komplexita¨tsaspekten von restringierten no-wait Problemen. Hierzu kann auf die
U¨bersichtsartikel von [HS96] bzw. [GS88] sowie den kurzen U¨berblick von [Can99]
oder ebenfalls auf Kapitel 3 verwiesen werden.
Zum no-wait Job-Shop-Problem gibt es, im Vergleich zum klassischen Job-Shop,
nur relativ wenige vero¨ﬀentlichte Algorithmen, wie auch schon von [RH00] an-
gemerkt wurde. Es gibt nur einen Branch and Bound Code, der auf einer Mo-
dellierung mit Hilfe von alternativen Graphen (siehe Abschnitt 2.3 in diesem
Kapitel) basiert. Der Code wird in [MP02] beschrieben. Eine ausfu¨hrlichere Be-
handlung des zugrunde liegenden Modells ﬁndet sich in [MP00]. Die wenigen
vero¨ﬀentlichten approximativen Algorithmen umfassen Ansa¨tze basierend auf Ta-
bu Search ([MMR99]), Simulated Annealing ([RH00]), Rolling Horizon Procedu-
res ([OU97]) und Rollout Metaheuristiken ([MPP02]). Die meisten dieser Algo-
rithmen sind auf spezielle Probleme in der Galvanoindustrie, der Pharmapro-
duktion resp. der Halbleiterfertigung zugeschnitten. Daru¨ber hinaus gibt es noch
einen bisher unvero¨ﬀentlichten Algorithmus von [Fra02], der eine Adaption des
oben erwa¨hnten GASA-Algorithmus von [WZ01] fu¨r das klassische Job-Shop-
Problem darstellt.
Die Gegenu¨berstellung des klassischen Job-Shop-Problems mit seiner restringier-
ten no-wait Variante legt nahe, dass sowohl Local Search Verfahren als auch
Shifting Bottleneck Prozeduren potenziell gute Verfahren fu¨r das no-wait Job-
Shop-Problem bilden. Die folgenden beiden Unterkapitel befassen sich mit Mo-
dellierungsmo¨glichkeiten des no-wait Job-Shop-Problems. Dabei zeigen sich die
Anforderungen an gute Lo¨sungsverfahren genauer.
2.2 Darstellung als disjunktives bzw. ganzzahli-
ges lineares Programm
In diesem Abschnitt wird das no-wait Job-Shop-Problem zuna¨chst als disjunktives
und dann als gemischt-ganzzahliges lineares Programm dargestellt. Die Formulie-
rung ist eine naheliegende Abwandlung der u¨blichen Darstellung des klassischen
Job-Shop-Problems.
In der folgenden U¨bersichtstabelle 2.1 sind die Bezeichnungen zusammengestellt,
die in diesem und auch in den folgenden Kapiteln verwendet werden. Einige der
Notationen sind besonders bei der Betrachtung von no-wait Problemen nu¨tzlich
und daher nicht im letzten Kapitel eingefu¨hrt worden.
Mit den Bezeichnungen der Tabelle lautet das no-wait Job-Shop-Problem wie
folgt: Gegeben sind eine Menge M = {M1, . . . ,Mm} von Maschinen und eine
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n ∈ N Anzahl der Jobs
m ∈ N Anzahl der Maschinen
J = {J1, . . . , Jn} Menge der Jobs
M = {M1, . . . ,Mm} Menge der Maschinen




ni Gesamtzahl der Operationen aller Jobs
Oi = {oi,1, . . . , oi,ni} Menge der Operationen von Job Ji
ok,l = (mk,l, pk,l) ∈M × N l-te Operation von Job Jk
mk,l ∈ {M1, . . . ,Mm} l-te Maschine, auf der Job Jk bearbeitet wird





kumulierte Bearbeitungszeit von Job Jk bis zur
j-ten Operation einschließlich
tk ∈ N (variable) Startzeit von Job Jk
tk,i = tk + Pk,i Startzeit der i-ten Operation von Job Jk
Ck = tk + Pk,nk Fertigstellungszeit des k-ten Jobs
Ei,j = {{k, l} |mi,k = mj,l} Zweiermengen von Operationen der Jobs Ji
und Jj, die die gleiche Maschine beno¨tigen
Tabelle 2.1: U¨bersicht u¨ber die wichtigsten verwendeten Bezeichnungen fu¨r no-
wait Probleme
Menge J = {J1, . . . , Jn} von Jobs, die auf den Maschinen bearbeitet werden
mu¨ssen. Fu¨r jeden Job Jk hat man eine Sequenz von nk Operationen Ok =
{ok1, . . . , oknk}, die die Bearbeitungsdetails von Job Jk beschreibt. Im einzelnen




l ) ∈M ×N, was bedeutet, dass
die l-te Operation des k-ten Jobs pkl Zeiteinheiten auf Maschine m
k
l bearbeitet
werden muss. Dabei ist pkl eine positive ganze Zahl. Ferner ﬁndet die Bearbeitung
unter den folgenden Randbedingungen statt:
• Reihenfolge Jeder Job muss in der Reihenfolge seiner Operationen ab-
gearbeitet werden und die Unterbrechung (preemption) einer Operation ist
nicht erlaubt.
• Gleichzeitigkeit Kein Job kann von zwei Maschinen gleichzeitig bearbei-
tet werden und keine Maschine kann zwei Jobs gleichzeitig bearbeiten.
Damit hat man ein klassisches Job-Shop-Problem. Das no-wait Job-Shop-
Problem zeichnet sich durch eine weitere Bedingung aus:
2.2 Disjunktive/Ganzzahlige lineare Programme 35
• No-wait Zwischen den einzelnen Operationen eines Jobs darf es keine
Wartezeit geben.
Ziel ist die Minimierung der Makespan, das heißt die Zeit bis zur Fertigstellung
aller Jobs.
Fu¨r ein no-wait Job-Shop-Problem schreiben wir J | no-wait |Cmax. Ist die An-
zahl der Maschinen im voraus bekannt, so schreibt man (fu¨r ein Problem mit m
Maschinen) Jm | no-wait |Cmax.
Wir stellen das no-wait Job-Shop-Problem an dieser Stelle als Disjunktives Pro-
gramm2 dar.
2.2.1 Problemdarstellung (Disjunktives Programm)
Es sei eine Instanz von J | no-wait |Cmax gegeben. Dann la¨sst sich das Problem
durch das folgende disjunktive Programm beschreiben:
min tn+1 (2.1a)
unter den Bedingungen
tn+1 − ti ≥ Pi,ni fu¨r alle i ∈ {1, . . . , n} (2.1b)
ti ≥ 0 fu¨r alle i ∈ {1, . . . , n} (2.1c)
tj − ti ≥ Pi,k − Pj,l−1 oder
ti − tj ≥ Pj,l − Pi,k−1 fu¨r alle {k, l} ∈ Ei,j, i < j ∈ {1, . . . , n} (2.1d)
ti ∈ N fu¨r alle i ∈ {1, . . . , n+ 1} (2.1e)
Dabei sind die ti fu¨r i ∈ {1, . . . , n + 1} ganzzahlig und variabel. t1, . . . , tn sind
die Startzeiten der Jobs J1, . . . , Jn und tn+1 ist die Startzeit eines zusa¨tzlich hin-
zugefu¨gten Dummyjobs3 Jn+1, der genau dann startet, wenn der letzte reale Job
fertig bearbeitet ist.
Die Zielfunktion (2.1a) des Disjunktiven Programms minimiert die Startzeit des
Dummyjobs Jn+1. Wegen Bedingungen (2.1b) stimmt diese Startzeit in einer
optimalen Lo¨sung genau mit der Zeit u¨berein, zu der der letzte Job fertig wird. Die
Bedingungen (2.1c) besagen, dass kein Job fru¨her als zum Zeitpunkt 0 bearbeitet
werden kann. Schließlich legen die Bedingungen (2.1d) fest, dass keine Maschine
zwei Operationen gleichzeitig bearbeiten kann.
2Ein disjunktives Programm ist im wesentlichen ein lineares (Mixed Integer) Programm, bei
dem auch Disjunktionen zugelassen sind. Fu¨r Einzelheiten wird auf [Bal79] verwiesen.
3Mangels einer geeigneten deutschen U¨bersetzung fu¨r die englischen Ausdru¨cke “dummy
job” und “dummy operation” werden diese, wie hier erstmalig geschehen, unu¨bersetzt ver-
wendet.
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Das dargestellte disjunktive Programm kann leicht in ein Integer Programm um-
gewandelt werden. Hierzu mu¨ssen die diskreten Alternativen (2.1d), wie in 1.1.5
beschrieben, transformiert werden.
2.2.2 Problemdarstellung (Integer Programm)
Fu¨r eine Formulierung als Integer Programm wird die Zielfunktion (2.1a) sowie
die Bedingungen (2.1b), (2.1c) und (2.1e) aus dem disjunktiven Programm 2.2.1
u¨bernommen. Die Disjunktionen (2.1d) mu¨ssen unter Einfu¨hrung zusa¨tzlicher
Bina¨rvariablen transformiert werden:
Fu¨r jede Zweiermenge {k, l} ∈ Ei,j mit i < j, i, j ∈ {1, . . . , n} hat man eine
Disjunktion vom Typ (2.1d)
tj − ti ≥ Pi,k − Pj,l−1 oder
ti − tj ≥ Pj,l − Pi,k−1 fu¨r alle {k, l} ∈ Ei,j, i < j ∈ {1, . . . , n} (2.2)
Dafu¨r werden zwei Bina¨rvariablen y, y′ eingefu¨hrt. Dann la¨sst sich diese Disjunk-
tion wie folgt in ein System von Konjunktionen u¨berfu¨hren:
ti − tj + Pi,k − Pj,l−1 ≤M(1− y) (2.3a)
tj − ti + Pj,l − Pi,k−1 ≤M(1− y′) (2.3b)
y + y′ = 1 (2.3c)
y, y′ ∈ {0, 1} (2.3d)
Dabei ist M eine große Konstante wie in den Bedingungen unter 1.1.5 festgelegt.







Erst die Einfu¨hrung von Bina¨rvariablen durch die Transformation in 2.2.2 macht
ganzzahlige Variablen in der Formulierung no¨tig. Die Variablen ti, die die Start-
zeiten der Jobs angeben, ko¨nnen auch kontinuierlich variiert werden, ohne das
Problem wesentlich zu a¨ndern. Wegen der ganzzahligen La¨nge aller Bearbeitungs-
zeiten, kann man aus einer optimalen Lo¨sung mit ti ∈ R leicht eine optimale
Lo¨sung mit ganzzahligen ti gewinnen: Man ersetze einfach ti durch ti. Hierbei
sei x die gro¨ßte ganze Zahl, die kleiner/gleich x ist.
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2.3 Darstellungen mit Hilfe gerichteter Gra-
phen
In diesem Unterkapitel wird zuna¨chst das disjunktive Graphenmodell fu¨r klas-
sische Job-Shop-Probleme eingefu¨hrt. Dabei handelt es sich um ein Modell von
[RS64], auf dem fast alle Lo¨sungsverfahren des klassischen Job-Shop-Problems
aufbauen. Anschließend wird eine Verallgemeinerung dieses Modells deﬁniert, die
auch die Modellierung von no-wait Problemen zula¨sst. Durch die starke Verall-
gemeinerung gehen jedoch einige oft genutzte Eigenschaften des Modells ver-
loren. Am Ende dieses Unterkapitels wird daher in einigen Beispielen auf die
Mo¨glichkeiten sowie die Probleme des erweiterten Modells eingegangen.
Mit den Gantt-Diagrammen, wie in Bemerkung 1.2.2 eingefu¨hrt, hat man eine
Darstellungsmo¨glichkeit fu¨r Lo¨sungen von Schedulingproblemen. Die Probleme
selbst lassen sich mit Hilfe von gerichteten Graphen darstellen. Diese Metho-
dik der sogenannten disjunktiven Graphen geht in den Urspru¨ngen auf [RS64]
zuru¨ck. Das Konzept erwies sich als außerordentlich tragfa¨hig fu¨r das klassische
Job-Shop-Problem und ist in vielen Beitra¨gen diskutiert und erweitert worden.
Die wichtigsten Erweiterungen ﬁnden sich in [Bal68], [Bal69], [IL96], [MPSW89],
[WR90], [DM96], [Sot97], [FH97], [BPS99], [MP00] sowie auch in [MP02].
Im folgenden wird zuna¨chst das disjunktive Graphenmodell fu¨r das klassi-
sche Job-Shop-Problem vorgestellt und einige seiner wesentlichen Eigenschaf-
ten angegeben. Daran anschließend wird die Verallgemeinerung von [MP00], der
“Alternative Graph”, eingefu¨hrt, der auch eine Modellierung von no-wait Job-
Shop-Problemen zula¨sst.
2.3.1 Deﬁnition (Disjunktiver Graph/Kante/Paar, zugeho¨riger Rei-
henfolgegraph, konjunktive Kante)
Es sei eine Instanz von J | no-wait |Cmax gegeben. Es sei V = {0, 1, . . . , N,N+1}
mit N =
∑n
i=1 ni eine Menge von Knoten, die mit den Operationen identiﬁziert
werden4. Dabei sind 0 und N + 1 zusa¨tzlich eingefu¨gte Knoten, die fu¨r Dummy-
operationen “Start” und “Ende” stehen. A sei eine Menge gerichteter Kanten
dargestellt als geordnete Paare von Operationen (d.h. Knoten). Es sei (i, j) ∈ A
genau dann, wenn die Operation i unmittelbarer Vorga¨nger der Operation j ist.
4Diese Identiﬁkation ist sehr weitgehend, so dass gelegentlich auch, wenn keine
Missversta¨ndnisse zu befu¨rchten sind, von Operationen i ∈ V gesprochen wird. Gemeint ist
dann immer die Operation, die mit dem Knoten der Nummer i identiﬁziert wird. Analog
ist die Bearbeitungszeit pi des Knotens i zu verstehen.
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Dabei wird vereinbart, dass die Operation “Start” der Vorga¨nger der jeweils er-
sten und die Operation “Ende” der Nachfolger der jeweils letzten Operation der





wobei5 Ei,j die in Abschnitt 2.2 eingefu¨hrten Mengen seien. Dann bezeichnet man
den gewichteten Graphen D = (V,A,E) als Disjunktiven Graphen. Die Menge E
ist hierbei als eine Menge von disjunktiven Kanten zu verstehen, das heißt fu¨r die
disjunktive Kante {i, j} ∈ E bestehe eine Wahlmo¨glichkeit zwischen den Kanten
(i, j) und (j, i). Die Kanten (i, j) und (j, i) heißen dann auch disjunktives Paar.
Ferner heißen die Kanten aus A konjunktive Kanten.
Die Kanten sind mit den Bearbeitungsdauern der Quelloperation gewichtet. Fu¨r
(i, j) ∈ A ist die Gewichtung pi — bei einer disjunktiven Kante {i, j} ∈ E ist
(i, j) mit pi und (j, i) mit pj gewichtet. Von 0 ausgehende Kanten (0, i) tragen
dabei das Gewicht 0.
Ferner heißt der Graph G = (V,A) der zum disjunktiven Graphen D geho¨rige
Reihenfolgegraph.
Im Folgenden ﬁndet sich ein Beispiel eines Job-Shop-Problems, an Hand dessen
das Disjunktive Graphenmodell veranschaulicht wird.
2.3.2 Beispiel
Die folgende Tabelle entha¨lt die Daten eines Job-Shop-Problems. Wie in der De-
ﬁnition 2.3.1 des Disjunktiven Graphen eingefu¨hrt steht dabei V fu¨r die fortlau-
fende Nummerierung der Operationen, M fu¨r die Nummer der Maschine und p
fu¨r die Bearbeitungszeit der jeweiligen Operation.
Job 1 Job 2 Job 3 Job 4 Job 5
V M p V M p V M p V M p V M p
1 1 2 3 1 3 6 1 1 9 1 4 12 2 4
2 3 3 4 4 3 7 3 3 10 2 1 13 4 4
5 3 2 8 2 2 11 4 3
Die Abbildungen 2.1 und 2.2 zeigen den Reihenfolgegraphen bzw. den disjunktiven
Graphen des Problems.
5Dabei seien hier die Eintra¨ge in die Mengen Ei,j gema¨ß der Nummerierung von V zu
verstehen.
























Abbildung 2.1: Reihenfolgegraph fu¨r einen Job-Shop mit 5 Jobs, die jeweils aus







Abbildung 2.2: Disjunktiver Graph. Alle Kanten sind mit der Bearbeitungszeit
der Quelloperation gewichtet, d.h. die Gewichtung der Kante (i, j) ist pi.
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2.3.3 Deﬁnition (Pfad, La¨nge, Kreis)
Es sei ein disjunktiver Graph D gegeben. Ein Pfad in D ist eine Sequenz ver-
schiedener Kanten (i1, j1), (i2, j2), . . . , (ir, jr), r ≥ 2 mit (is, js) = (it, jt) fu¨r alle
s = t aus A∪E, wobei die Anfangspunkte der Kanten jeweils mit den Endpunkten
ihrer Vorga¨nger u¨bereinstimmen, das heißt jk = ik+1 fu¨r alle k = 1, . . . , r−1. Als
La¨nge des Pfades bezeichnet man die Summe seiner Kantengewichte. Ein Kreis
ist ein geschlossener Pfad, das heißt jr = i1.
2.3.4 Bemerkung
Es sei ein Reihenfolgegraph G = (V,A) eines Job-Shop-Problems gegeben. Ist 0
die Quelle und N +1 die Senke des Graphen, so gibt es fu¨r alle j ∈ V \{0, N +1}
einen Pfad von 0 nach j und von j nach N + 1. Ferner entha¨lt G keinen Kreis.
Diese Tatsachen ergeben sich nach Konstruktion des Graphen.
2.3.5 Deﬁnition (Auswahl, vollsta¨ndige Auswahl, kreisfreie Auswahl)
Ist ein disjunktiver Graph D = (V,A,E) gegeben, so heißt eine Teilmenge W ⊂
E, die von jedem disjunktiven Paar ho¨chstens eine Kante entha¨lt, eine Auswahl
(aus E). Entha¨lt die Auswahl genau eine Kante von jedem disjunktiven Paar, so
heißt die Auswahl vollsta¨ndig. Eine Auswahl W heißt kreisfrei, wenn der Graph
(V,A ∪W ) keinen Kreis entha¨lt.
2.3.6 Deﬁnition (Kritischer Pfad, Minimaximaler Pfad, Optimale Aus-
wahl)
Es sei ein Job-Shop-Problem mit den obigen Bezeichnungen gegeben und D =
(V,A,E) der zugeho¨rige disjunktive Graph. Ist
S = {S1, . . . , Sσ}
die Menge der vollsta¨ndigen Auswahlen aus E, so generiert jede Auswahl Sh ∈ S
einen Graphen
Gh := (V, Zh) := (V,A ∪ Sh)
Wenn Gh kreisfrei ist, dann heißt ein la¨ngster Pfad von 0 nach n in Gh kritischer
Pfad (in Gh). Es sei G := {G1, . . . , Gσ} und
G ′ := {Gh ∈ G |Gh ist kreisfrei}
Es sei ferner vh die La¨nge eines kritischen Pfades in Gh. Ein kritischer Pfad
in Gk ∈ G ′ heißt minimaximaler Pfad in D und die dazugeho¨rige vollsta¨ndige
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gilt.
2.3.7 Bemerkung
Ist ein Graph Gh ∈ G gegeben, so gilt fu¨r alle (i, j) ∈ Zh = A ∪ Sh, dass (i, j)
der ku¨rzeste Pfad von i nach j ist. Diese Tatsache ergibt sich ebenfalls nach
Konstruktion des Graphen.
Nach diesen umfangreichen Deﬁnitionen kann jetzt eine Interpretation des Dis-
junktiven Graphenmodells angegeben werden:
Das Job-Shop-Problem besteht in der Bestimmung von optimalen Reihenfolgen
der Operationen auf den Maschinen zur Minimierung der Makespan. Im Rah-
men des disjunktiven Graphenmodells la¨sst sich diese Aufgabenstellung folgen-
dermaßen u¨bertragen. Durch eine vollsta¨ndige Auswahl werden die Reihenfol-
gen der Operationen auf allen Maschinen festgelegt, da die Auswahl der Kan-
te (i, j) als Reihenfolge i → j, d.h. i kommt vor j, interpretiert wird. Der
fru¨hestmo¨gliche Startzeitpunkt einer Operation k wird oﬀensichtlich durch die
La¨nge des la¨ngsten Weges von 0 nach k festgelegt. Damit ergibt sich die Ma-
kespan als fru¨hestmo¨glicher Startzeitpunkt der Operation
”
Ende“, das heißt als
la¨ngster Weg von 0 nach N + 1.
Zusammenfassend ergibt sich das Job-Shop-Problem damit als Aufgabe, diejenige
vollsta¨ndige kreisfreie Auswahl zu ﬁnden, die die La¨nge des la¨ngsten Weges von
0 nach N + 1 minimiert.
Die Suche nach einer vollsta¨ndigen kreisfreien Auswahl, die die La¨nge des la¨ngsten
Weges von 0 nach N+1 minimiert, kann durch einige Eigenschaften des Disjunk-
tiven Graphenmodells vereinfacht werden. Um diese Eigenschaften angeben zu
ko¨nnen, wird hier das Komplement einer Kante deﬁniert. Es besteht im Invertie-
ren der Richtung dieser Kante.
2.3.8 Deﬁnition (Komplement einer Kante)
Ist D = (V,A,E) ein disjunktiver Graph und (i, j) ∈ Sh ⊂ E eine Kante aus
einer Auswahl aus E, so heißt (j, i) das Komplement von (i, j). Der Austausch
von (i, j) gegen (j, i) wird als Komplementieren der Kante (i, j) bezeichnet.
2.3.9 Lemma
Fu¨r jeden Graphen Gh = (V,A∪Sh), der aus einer Auswahl Sh generiert ist, gilt:
Falls (i, j) ∈ Sh, dann gibt es einen Pfad von der Quelle zur Senke des Graphen,
das heißt von 0 nach N + 1, der (i, j) entha¨lt.
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Beweis: Siehe [Bal69].
Van Laarhoven, Aarts und Lenstra beweisen das folgende Lemma, das eine
Grundlage ihres Simulated Annealing Verfahrens (vergleiche [vLAL92]) bildet.
2.3.10 Lemma
Es sei Ch ein kritischer Pfad in Gh ∈ G ′. Jeder Graph Gk, der aus Gh durch
komplementieren einer Kante (i, j) ∈ Sh ∩ Ch gewonnen wird, ist kreisfrei.
Auf diesem Lemma 2.3.10 basieren sehr viele Local Search Algorithmen fu¨r das
Job-Shop-Problem. Die Nachbarschaftsdeﬁnition der Nachbarschaft N1 in diesen
Algorithmen ist wie folgt: Ist eine Lo¨sung gegeben, so berechnet man den kriti-
schen Pfad6 dieser Lo¨sung und erha¨lt einen Nachbarn der Lo¨sung, indem man zwei
Operationen auf dem kritischen Pfad, die von derselben Maschine bearbeitet wer-
den, auswa¨hlt, und die disjunktive Kante zwischen den beiden Operationen kom-
plementiert. Nach Lemma 2.3.10 ist der neue Graph wieder kreisfrei, die Lo¨sung
also zula¨ssig. Solche Nachbarschaften wurden unter anderem von [vLAL92] und
[Lou93] sowie [Lou95] verwendet. Weitere Beispiele ﬁnden sich in den Surveys
[ALLU94] und [BDP96].
Die vorgenannte Nachbarschaft N1 kann noch erheblich eingeschra¨nkt werden,
ohne dabei potenziell bessere Lo¨sungen auszuschließen. Dazu fu¨hren wir den Be-
griﬀ Block ein.
2.3.11 Deﬁnition (Block)
Es sei Gh = (V,A∪Sh) ein Graph, der gema¨ß Deﬁnition 2.3.5 aus einer Auswahl
Sh generiert wurde. Eine Sequenz von Knoten v1, . . . , vk auf dem kritischen Pfad
von Gh heißt Block, wenn
• die Sequenz mindestens zwei Knoten entha¨lt,
• alle Knoten zu Operationen geho¨ren, die auf derselben Maschine liegen und
• die Sequenz eine maximale Anzahl von Operationen auf dieser Maschine
innerhalb des kritischen Pfades repra¨sentieren.
6Die Berechnung eines la¨ngsten Pfades in einem beliebigen, azyklischen Digraphen (mit dem
Erstellen einer topologischen Ordnung der Knoten) hat die Komplexita¨t O(n + k), wobei
n die Anzahl der Knoten und k die Anzahl der Kanten ist (siehe [BJG01]). Der disjunktive
Graph eines Job-Shop-Problems besitzt jedoch eine spezielle Struktur, wodurch sich die
Komplexita¨t zu O(n) reduziert (vgl. [ABZ88]).
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Der folgende Satz stammt von Brucker, Jurisch und Sievers (vergleiche [BJS94]).
2.3.12 Satz
Es sei Sh eine vollsta¨ndige, kreisfreie Auswahl mit Graph Gh, die zu einer Lo¨sung
eines Job-Shop-Problems geho¨rt. Wenn eine vollsta¨ndige, kreisfreie Auswahl Sh′
existiert, die einen ku¨rzeren kritischen Pfad im zugeho¨rigen Graphen Gh′ indu-
ziert, dann muss mindestens eine Operation in einem Block von Gh vor der ersten
oder nach der letzten Operation des jeweiligen Blocks bearbeitet werden.
Dieser Satz wird im Branch and Bound Verfahren von Brucker, Jurisch und Sie-
vers [BJS94] fu¨r das Branching benutzt. Nowicki und Smutnicki verwenden die
Aussage des Satzes zur Deﬁnition einer Nachbarschaft N2 ihres bekannten Tabu
Search Verfahrens (vergleiche [NS96]). Diese Nachbarschaft N2 besteht aus der
Nachbarschaft N1 reduziert um alle Nachbarn, die aufgrund von Satz 2.3.12 obso-
let sind. Die Deﬁnition solcher Blockeigenschaften geht auf die Betrachtung von
Problemen der Form 1 |rj, dj|Lmax von Grabowski [GNS86] zuru¨ck.
2.3.13 Satz
Es sei Ch ein kritischer Pfad in Gh ∈ G ′. Wenn ein Graph Gp = (V,A ∪ Sp)
existiert, der einen ku¨rzeren kritischen Pfad Cp als Ch besitzt, dann entha¨lt die
Auswahl Sp das Komplement (j, i) mindestens einer Kante (i, j) ∈ Sh ∩ Ch.
Beweis: Wu¨rde Sp kein Komplement einer Kante (i, j) ∈ Sh∩Ch enthalten,
so wu¨rde Zp = A∪Sp den Pfad Ch komplett enthalten. Der la¨ngste Pfad Cp
in Gp kann somit nicht ku¨rzer als Ch sein, was der Annahme widerspricht.
Dieser Satz ermo¨glicht eine Einschra¨nkung bei der Suche nach einem ku¨rzeren kri-
tischen Pfad. Gesucht werden muss nur noch in der Teilmenge der vollsta¨ndigen
Auswahlen, die das Komplement mindestens einer Kante der vorher betrachteten
Auswahl enthalten. Diese Betrachtung wurde in [Bal69]) als Grundlage zum Bran-
ching in einem der ersten Branch and Bound Verfahren fu¨r Job-Shop-Probleme
benutzt.
Der folgende Satz ist eine Grundlage fu¨r viele konstruktive Algorithmen des
Job-Shop-Problems, wie zum Beispiel der “Shifting Bottleneck Procedure” von
[ABZ88]. Mascis und Pacciarelli beweisen ihn in [MP00], um entscheidende Unter-
schiede des von ihnen deﬁnierten Graphenmodells (vergleiche Deﬁnition 2.3.15)
zum Disjunktiven Graphen aufzuzeigen.
2.3 Darstellungen mit Hilfe gerichteter Graphen 44
2.3.14 Satz
Es sei eine Instanz von J | |Cmax sowie eine kreisfreie Auswahl W der zu-
geho¨rigen disjunktiven Kanten gegeben. Dann existiert immer eine zula¨ssige Ver-
vollsta¨ndigung dieser Auswahl, d.h. eine vollsta¨ndige kreisfreie Auswahl W ′ mit
W ′ ⊃ W .
Damit sind die wesentlichen Eigenschaften des disjunktiven Graphenmodells ein-
gefu¨hrt. Insbesondere die zuletzt genannten Sa¨tze 2.3.14 und 2.3.13 sowie das
Lemma 2.3.10 bilden, wie schon im vorangegangenen Text gezeigt, die Grundlage
fu¨r viele Algorithmen.
An dieser Stelle wird das “Alternative Graphenmodell” dargestellt, das unter
anderem die Modellierung von no-wait Problemen zula¨sst. Eine ausfu¨hrlichere
Beschreibung mit mehreren Anwendungen ﬁndet sich in [MP00]. Einige der hier
aufgefu¨hrten Beispiele, na¨mlich die Beispiele 2.3.18, 2.3.21 und 2.3.22, sind dort
jedoch nicht vorhanden, da sie besonders fu¨r das hier behandelte Thema relevant
sind.
2.3.15 Deﬁnition (Alternatives Graphenmodell7)
Ebenso wie der Disjunktive Graph besteht der Alternative Graph G aus einem Tri-
pel G = (V,A,E). Ebenfalls wie beim Disjunktiven Modell ist V = {0, . . . , N +1}
die Menge der Knoten (d.h. Operationen) wobei 0 und N +1 fu¨r die Operationen
“Start” und “Ende” stehen. Die Menge A ist eine Menge fester gerichteter Kan-
ten, wobei die Kante (i, j) ∈ A die La¨nge fi,j ∈ R habe. Zusa¨tzlich sei eine Menge
E von Paaren gerichteter Kanten gegeben. Dabei heiße ((i, j), (h, k)) ∈ E Alterna-
tive (bzw. (i, j) die Alternative zu (h, k)) und sei mit den Gewichten ai,j ∈ R und
ah,k ∈ R versehen. Unter diesen Voraussetzungen heißt G Alternativer Graph.
2.3.16 Deﬁnition (Auswahl, vollsta¨ndige Auswahl, kreisfreie Auswahl)
Ist ein Alternativer Graph D = (V,A,E) gegeben, so heißt eine MengeW , die von
jeder Alternative ho¨chstens eine Kante entha¨lt, eine Auswahl (aus E). Entha¨lt die
Auswahl genau eine Kante von jeder Alternative, so heißt die Auswahl vollsta¨ndig.
Eine Auswahl W heißt kreisfrei oder zula¨ssig, wenn der Graph (V,A∪W ) keinen
Kreis positiver La¨nge entha¨lt.
Das Alternative Graphenmodell stellt oﬀensichtlich eine erhebliche Verallgemei-
nerung des klassischen Modells der disjunktiven Graphen dar. Im disjunktiven
7Der englische Ausdruck hierfu¨r lautet “alternative graph model”. Gemeint ist, wie auch aus
der Deﬁnition hervorgeht, ein Graphenmodell von Alternativen und nicht eine Alternative
zum herko¨mmlichen Graphenmodell. Um den englischen Originalausdruck mo¨glichst wenig
zu a¨ndern, wurde hier diese Form der U¨bersetzung gewa¨hlt.
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Graphenmodell besteht die Menge A aus Paaren aufeinander folgender Operatio-
nen i und j eines Jobs und ist mit der Bearbeitungsdauer der Quelloperation ge-
wichtet — insbesondere ist die Gewichtung also positiv. Ferner bestehen im klas-
sischen Modell die Alternativen immer aus Kantenpaaren der Form ((i, j), (j, i)),
wobei i und j Operationen sind, die auf derselben Maschine bearbeitet werden
mu¨ssen. Im Alternativen Graphenmodell ko¨nnen fu¨r die Alternativen beliebige
Operationen i, j, h und k verwendet werden. Des weiteren sind auch die Gewichte
der alternativen Kanten beliebige reelle Zahlen.
Diese Verallgemeinerungen erlauben die Modellierung vieler praxisrelevanter Ne-
benbedingungen wie das nachfolgende Beispiel zeigt:
2.3.17 Beispiel
Wie schon zu Anfang des Kapitels erwa¨hnt, resultieren viele Nebenbedingungen
in praktischen Scheduling-Problemen aus Eigenschaften von zu produzierenden
Produkten und/oder aus Eigenschaften der Maschinenumgebung. In einigen Bei-
spielen wird hier gezeigt, wie solche Bedingungen zu modellieren sind:
• Haltbarkeitsbedingungen: Wir betrachten zwei aufeinanderfolgende
Operationen ok,l und ok,l+1 eines Jobs, die durch die Knoten i und j mo-
delliert seien. Fu¨r sie gelte, dass die zweite Operation spa¨testens r ≥ 0
Zeiteinheiten nach Beendigung der ersten gestartet werden muss. Dies kann
durch ein Paar gerichteter Kanten (i, j) und (j, i) mit Gewichten pi(= pk,l)
und −pi − r modelliert werden (siehe Abbildung 2.3).
i j
pi
- p - ri
Abbildung 2.3: Modellierung von Haltbarkeitsbedingungen
Aufgrund der beschriebenen Kanten wa¨re jede Lo¨sung unzula¨ssig, das heißt
wu¨rde einen Kreis positiver La¨nge enthalten, bei der die Operation j nicht
innerhalb von r Zeiteinheiten nach der Operation i starten wu¨rde.
Beispiele aus der Praxis fu¨r Produkte mit Haltbarkeitsbedingungen kommen
zum Beispiel aus der Lebensmittelindustrie oder der chemischen Industrie,
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bei der oft instabile Zwischenprodukte anfallen, die dann innerhalb einer
gewissen Zeitspanne weiterverarbeitet werden mu¨ssen.
• Maschine nicht verfu¨gbar: Ist eine Maschine nicht verfu¨gbar vom Zeit-
punkt h bis zum Zeitpunkt k, so la¨sst sich dies durch Hinzufu¨gen einer
Dummyoperation i mit Bearbeitungszeit k − h modellieren. Die Tatsache,
dass die Dummyoperation genau im Zeitintervall [h, k] bearbeitet wird, er-
zwingt man durch zwei Kanten (0, i) und (i, 0) mit den Gewichten h resp.
−h. Dadurch wu¨rde ein Kreis mit positiver La¨nge erzeugt, wenn die Ope-
ration nicht genau im geforderten Zeitintervall bearbeitet wu¨rde.
• Blockierende Operationen: Weitere typische Nebenbedingungen aus der
Praxis sind sogenannte blockierende Operationen, die ha¨uﬁg aus Mangel an
Lagerplatz zwischen den einzelnen Maschinen resultieren. Eine Operation













Abbildung 2.4: Modellierung blockierender Operationen: i und u blockie-
rend (links) bzw. nur i blockierend (rechts)
Es seien ok,l und or,s Operationen mit mk,l = mr,s, wobei ok,l blockierend
sei. Die Operationen seien modelliert durch die Knoten i und u sowie ihre
Nachfolger durch die Knoten j und v.
Da i und u nicht gleichzeitig bearbeitet werden ko¨nnen, assoziiert man mit
ihnen ein Paar alternativer Kanten. Jede Kante repra¨sentiert die Tatsache,
dass die eine Operation vor Beginn der anderen beendet sein muss. Wenn i
vor u bearbeitet wird, kann u, da i blockierend ist, nicht vor der Startzeit von
i’s Nachfolger j beginnen. Diese Tatsache wird durch die alternative Kante
(j, u) mit Kantengewicht 0 repra¨sentiert. Die Beschaﬀenheit der anderen
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alternativen Kante ha¨ngt davon ab, ob u blockierend ist. Ist u blockierend,
so fu¨gt man die Kante (v, i) mit Gewicht 0 hinzu. Der andere Fall la¨sst sich
durch eine Kante (u, i) mit Kantengewicht pu darstellen.
Zusammenfassend sind die Alternativen also {(j, u), (v, i)} im Fall, dass i
und u blockierend sind und {(j, u), (u, i)}, wenn nur i blockierend ist.
Die beiden Situationen sind in Abbildung 2.4 dargestellt, wobei die fe-
sten/alternativen Kanten mit Hilfe von durchgezogenen/gestrichelten Li-
nien dargestellt sind.
Der weitaus wichtigste Spezialfall, der in Beispiel 2.3.17 eingefu¨hrten Haltbar-
keitsbedingungen ist der Fall von no-wait Bedingungen der durch Haltbarkeits-
bedingungen mit Parameter r = 0 modelliert wird.
2.3.18 Beispiel
Als Beispiel fu¨r die Modellierung eines Problems mit no-wait Bedingung sei ein
Job-Shop-Problem mit den folgenden Daten gegeben:
Job 1 Job 2
V M p V M p
1 1 3 4 2 2
2 2 3 5 1 2
3 3 3 6 3 2
Die alternativen Kanten sind dabei mit der Bearbeitungsdauer der Quellopera-
tion gewichtet. Der U¨bergang von den jeweils letzten Operationen der Jobs zur
Dummyoperation “Ende” hat dabei keine no-wait Bedingung. Das Einfu¨gen von
no-wait Bedingungen an dieser Stelle wu¨rde dazu fu¨hren, dass bei zula¨ssigen
Lo¨sungen des Problems alle Jobs gleichzeitig fertiggestellt sein mu¨ssen.
In Beispiel 2.3.17 wurden die Modellierungsmo¨glichkeiten einiger in der Praxis
auftauchender Nebenbedingungen in Shop Scheduling-Problemen vorgestellt —
unter ihnen der hier wesentliche Fall von no-wait Bedingungen. Weitere umfang-
reiche Anwendungsbeispiele ﬁnden sich in [MP00]. Das Modell der “Alternativen
Graphen” ist also außerordentlich allgemein. Die folgenden Absa¨tze werden je-
doch zeigen, dass aufgrund dieser Allgemeinheit auch einige wesentliche Eigen-
schaften, die das klassische Modell der disjunktiven Graphen besitzt, verloren
gehen.













Abbildung 2.5: Alternativer Graph eines no-wait Job-Shop-Problems
Das nachfolgende Problem 2.3.19 formuliert die Frage nach der Existenz einer
Vervollsta¨ndigung einer kreisfreien Auswahl. Fu¨r das Disjunktive Graphenmodell
konnte diese Frage in Satz 2.3.14 positiv beantwortet werden. In Satz 2.3.20
erweist sich diese Existenzfrage als ein NP-vollsta¨ndiges Problem, wie ebenfalls
in [MP00] bewiesen wurde.
2.3.19 Problem
Gegeben einen alternativen Graphen G = (V,A,E) und eine kreisfreie Auswahl S.
Existiert eine zula¨ssige Vervollsta¨ndigung der Auswahl S, d.h. eine vollsta¨ndige,
kreisfreie Auswahl S˜ mit S ⊂ S˜?
2.3.20 Satz
Problem 2.3.19 ist NP-vollsta¨ndig.
Diese Tatsache, dass das Problem der Vervollsta¨ndigung einer kreisfreien Auswahl
S im Fall von allgemeinen Alternativen Graphen NP-vollsta¨ndig ist, macht die
Nutzung des Modells fu¨r konstruktive Algorithmen schwierig. Dies wird auch
durch die Tatsache belegt, dass die auf diesem Modell basierenden konstruktiven
Algorithmen von [MP00] in vielen Fa¨llen nicht zu einer zula¨ssigen Lo¨sung des
no-wait Job-Shop-Problems kommen (vergleiche die Tabellen A.26 und A.27 im
Anhang sowie auch die Diskussion in Abschnitt 5.4).
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Das folgende Beispiel zeigt, dass ein Satz, wie der fu¨r disjunktive Graphen gu¨ltige
Satz 2.3.14, fu¨r die allgemeineren Alternativen Graphen nicht gilt. Insbesondere
ist also auch die Existenz einer zula¨ssigen Vervollsta¨ndigung oft nicht sicherge-
stellt. Im Fall eines no-wait Job-Shop-Problems sieht ein solches Beispiel einer
kreisfreien Auswahl, die sich nicht kreisfrei vervollsta¨ndigen la¨sst, wie folgt aus:
2.3.21 Beispiel
Es sei ein no-wait Job-Shop-Problem mit den Daten von Beispiel 2.3.18 gegeben.
















Abbildung 2.6: Die Vervollsta¨ndigung einer kreisfreien Auswahl ist bei no-wait
Problemen nicht immer mo¨glich.
Diese Auswahl entha¨lt oﬀensichtlich keinen Kreis positiver La¨nge. Jedoch fu¨hrt
sowohl das Hinzufu¨gen von (3, 6) (mit Gewicht 3) als auch das Hinzufu¨gen
von (6, 3) (mit Gewicht 2) zu einem Kreis. Andere Mo¨glichkeiten zur Ver-
vollsta¨ndigung der Auswahl gibt es nicht.
Mit diesem Beispiel ist vielen konstruktiven Lo¨sungsverfahren, wie sie zur Lo¨sung
des klassischen Job-Shop-Problems verwendet werden (z.B. die “Shifting Bottlen-
eck Procedure”, vgl. [ABZ88]), die Grundlage entzogen.
Auch die entsprechende Verallgemeinerung von Lemma 2.3.10 gilt fu¨r Alterna-
tive Graphen nicht. Das heißt, das Komplementieren einer Alternative auf dem
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kritischen Pfad einer kreisfreien Auswahl fu¨hrt nicht notwendigerweise zu einer
zula¨ssigen Lo¨sung des Problems. Ein Beispiel eines Job-Shop-Problems mit no-
wait Bedingung fu¨r dieses Pha¨nomen ist das folgende:
2.3.22 Beispiel












Abbildung 2.7: Die Komplementierung einer alt. Kante auf
dem kritischen Pfad fu¨hrt nicht zu einer zula¨ssigen Lo¨sung.
Job 1 sei dabei fu¨r 3 Zeiteinheiten auf Maschine 1 und dann fu¨r 2 Zeitein-
heiten auf Maschine 2. Job 2 habe eine Bearbeitungsdauer von 5 auf Maschi-
ne 1 und danach eine Bearbeitungsdauer von 10 auf Maschine 2. Eine seiner
zula¨ssigen Lo¨sungen mit vollsta¨ndiger, kreisfreier Auswahl {(3, 1), (4, 2)} sei in
Abbildung 2.7 dargestellt. Damit hat die Lo¨sung die Makespan 17. Ein kritischer
Pfad mit dieser La¨nge ist {(0, 3), (3, 4), (4, 2), (2, 5)}. Das Komplementieren der
Kante (4, 2) fu¨hrt jedoch oﬀensichtlich zu einem Kreis (2, 4), (4, 3), (3, 1), (1, 2)
mit positiver La¨nge 5 und damit zu einer unzula¨ssigen Lo¨sung.
Viele Lo¨sungsverfahren des klassischen Job-Shop-Problems, wie zum Beispiel die
Local Search Verfahren von [NS96] oder [vLAL92] basieren auf der Aussage von
Lemma 2.3.10. Da eine entsprechende Verallgemeinerung auf Alternative Gra-
phen nicht gilt, sind entsprechende Anpassungen der Verfahren mit einem solchen
Ansatz nicht mo¨glich.
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Mit den hier genannten Gegenbeispielen soll das Alternative Graphenmodell nicht
grundsa¨tzlich in Frage gestellt werden. Es erlaubt, wie weiter oben dargestellt,
die sinnvolle Modellierung vieler in der Praxis auftauchender Nebenbedingungen
bei Scheduling-Problemen. Auch ist auf Basis dieses Modells ein leistungsstarker
Branch and Bound Code von [MP00] implementiert worden. Jedoch ist die Ver-
wendbarkeit des Modells fu¨r approximative Verfahren fraglich, wie die Diskussion
in diesem Abschnitt gezeigt hat.
Abschließend hat insbesondere der Vergleich mit dem klassischen Job-Shop-
Problem in diesem Kapitel potenziell aussichtsreiche approximative Algorithmen
fu¨r das no-wait Job-Shop-Problem aufgezeigt. Abschnitt 2.1 legt eine Betrachtung
von Local Search Verfahren sowie Dekompositionsansa¨tzen im Sinne von Shifting
Bottleneck Verfahren nahe. Davon erscheinen nach der Diskussion in Abschnitt
2.3 jedoch nur die Local Search Verfahren vielversprechend.
Kapitel 3
Komplexita¨t
Jeder Job in einem no-wait Job-Shop-Problem ist durch seine Startzeit wegen der
no-wait Bedingung vollsta¨ndig determiniert. Eine Lo¨sung einer Probleminstanz
besteht folglich aus einem Vektor von zula¨ssigen Startzeiten der Jobs. Es ist na-
heliegend, bei einer gegebenen Lo¨sung die Reihenfolge der Jobs als wesentliche
Eigenschaft der Lo¨sung zu isolieren. Jede Jobreihenfolge deﬁniert eindeutig eine
optimale Makespan, die unter Beachtung dieser Reihenfolge erzielt werden kann.
Das Problem la¨sst sich somit in zwei Teilprobleme zerlegen: Das erste Teilpro-
blem besteht in der Bestimmung mo¨glichst guter Jobreihenfolgen (Sequencing-
Problem), aus denen in einem zweiten Schritt ein Vektor zula¨ssiger Startzeiten
(Timetabling-Problem) bestimmt wird.
Unterkapitel 3.1 fasst kurz die vorhandenen Komplexita¨tsresultate fu¨r no-wait
Job-Shop-Probleme zusammen. Das zweite Unterkapitel behandelt den oben an-
gesprochenen Dekompositionsansatz. Dazu wird die Dekomposition in Abschnitt
3.2.1 deﬁniert. Die darauf folgenden Abschnitte 3.2.2 und 3.2.3 behandeln die
Komplexita¨t der Teilprobleme sowie Mo¨glichkeiten der Approximation mit Algo-
rithmen von polynomialer Laufzeit.
Fu¨r das Kapitel werden die u¨blichen Begriﬀe aus der Komplexita¨tstheorie, wie
NP-Vollsta¨ndigkeit1, (strenge) NP-Ha¨rte etc., als bekannt vorausgesetzt. Die
verwendeten Deﬁnitionen richten sich nach dem Standardwerk von [GJ79].
1Es wird allgemein vermutet, dass dieNP-Vollsta¨ndigkeit eines Entscheidungsproblems nach
sich zieht, dass kein polynomialer Algorithmus fu¨r das Problem existieren kann. Das heißt,
dass die Rechenzeit eines Lo¨sungsalgorithmus fu¨r das Problem exponentiell mit der Pro-
blemgro¨ße anwa¨chst. In diesem Zusammenhang ist jedoch zu beachten, dass in den letzten
Jahrzehnten auch die Geschwindigkeit von Computersystemen exponentiell gewachsen ist.
Das sogenannte Moore’sche Gesetz von 1965 (vergleiche [GBM+02]) besagt, dass sich die
Speicherleistung von zweidimensionalen Strukturen, und damit die Leistungsfa¨higkeit von
Computern, alle 18 Monate verdoppelt. In den letzten Jahrzehnten erfolgte die Entwicklung
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3.1 Bekannte Komplexita¨tsresultate
In diesem Abschnitt werden alle bekannten Komplexita¨tsresultate fu¨r Spezialfa¨lle
des no-wait Job-Shop-Problems angegeben. Das allgemeine no-wait Job-Shop-
Problem J | no-wait |Cmax sowie sein wichtigster Spezialfall das no-wait Flow-
Shop-Problem F | no-wait |Cmax sind seit langem als streng NP-hart bekannt
(vgl. [LRB77]). Durch die intensive Untersuchung der vielen Spezialfa¨lle des Pro-
blems hinsichtlich ihrer Komplexita¨t ist mittlerweile die Grenze zwischen poly-
nomial lo¨sbaren Fa¨llen und solchen, die es nicht sind (falls P = NP), relativ gut
erforscht.
In Tabelle 3.1 sind alle bekannten Komplexita¨tsresultate fu¨r Spezialfa¨lle des no-
wait Job-Shop-Problems angegeben. Dies geschieht hier so, wie es bereits im
Buch von [GJ79] vorgeschlagen wurde. Es sind also jeweils die restringiertesten
Versionen der Probleme angegeben, die noch (streng) NP-hart sind bzw. die
allgemeinsten Versionen der Probleme, die noch in polynomialer Zeit lo¨sbar sind.
Dies erfolgt, um die Grenze zwischen den Problemen aus P und den (streng) NP-
harten (bzw. eventuellen Problemen aus NP , die nicht NP-hart sind) mo¨glichst
genau zu kartographieren.
Die Tabelle besteht aus 4 Spalten. Spalte 1 entha¨lt die genaue Bezeichnung des
Problems nach der Klassiﬁzierung von [GLLR79] bzw. nach den in Kapitel 1.2
eingefu¨hrten Bezeichnungen. Spalte 2 gibt Auskunft u¨ber die Komplexita¨t des
Problems. Dabei steht NP fu¨r “NP-hart”, sNP fu¨r “streng NP-hart”, P fu¨r
“das Problem ist Element von P” und PP fu¨r “ein Pseudo-polynomialer Algo-
rithmus ist bekannt”. Spalte 3 gibt die Nummer der Quelle gema¨ß Tabelle 3.2.
Schließlich ﬁnden sich in der 4. Spalte erga¨nzende oder weiterfu¨hrende Kommen-
tare.
gema¨ß diesem Gesetz. Andererseits ist naheliegend, dass die Entwicklung von Computer-
prozessoren in bisherigem Design mit der Zeit an physikalische Grenzen stoßen wird, so
dass dann der zuku¨nftige Leistungszuwachs nur durch grundsa¨tzlich neue Ansa¨tze aufrecht
erhalten werden kann.
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Problem Komplexita¨t Quelle Kommentar
J2 |no-wait |Cmax sNP (1) Sogar, wenn jeder Job genau
zwei Operationen hat.
J2 |no-wait |Ct sNP (2) Sogar, wenn jeder Job genau
zwei Operationen hat.
J2 |no-wait, pi,j = 1 |Cmax NP, PP (3) Laufzeit O(n5k), wobei k
die maximale Anzahl an
Operationen pro Job ist.
J3 |no-wait, pi,j = 1 |Cmax sNP (4) –
J3 |no-wait, pi,j = 1 |
∑
Cj sNP (4) –
F2 |no-wait |Cmax P (5) Laufzeit O(n log(n)).
F2 |no-wait |Ct P (5) Laufzeit O(n log(n)).
F2 |no-wait,m1 = 1,m2 = 2 |Cmax sNP (4) Auch, wenn m1 = 2 und
m2 = 1.
F2 |no-wait |Lmax sNP (6) –
F2 |no-wait, rj |Cmax sNP (6) –
F2 |no-wait, rj |Ct sNP (6) –
F2 |no-wait | ∑Cj sNP (6) Bei “halb-geordneter”
Matrix der pi,j Laufzeit
O(n log(n)) (vgl. Quelle
(7)).
F2 |no-wait, ni ∈ {1, 2} |Cmax sNP (1) –
F2 |no-wait, ni ∈ {1, 2} |Ct sNP (1) –
F3 |no-wait |Cmax sNP (8) Genauso fu¨r Zielfunktion
Ct. Laufzeit O(n2) sogar
mit m Maschinen bei “halb-
geordneter” Matrix der pi,j
(vgl. Quellen (9) und (10)).
F3 |no-wait(1, 2) |Cmax sNP (6) No-wait nur zwischen Ma-
schine 1 und 2. Genauso fu¨r
no-wait(2,3).
F3 |no-wait(1, 2) |Ct sNP (6) No-wait nur zwischen Ma-
schine 1 und 2. Genauso fu¨r
no-wait(2,3).
F |no-wait, pi,j ∈ {0, 1}, ni ≤ m |Cmax sNP (11) Laufzeit O(n log(n)) bei
m = 3 (vgl. Quelle (4))
F |no-wait, pi,j ∈ {0, 1}, ni ≤ m |
∑
Cj sNP (11) Laufzeit O(n log(n)) bei
m = 2 (vgl. Quelle (4))
Tabelle 3.1: Komplexita¨t von Spezialfa¨llen des no-wait Job-Shop-Problems













Tabelle 3.2: Quellen fu¨r die in Tabelle 3.1 angegebenen Komplexita¨tsresultate
3.2 Dekomposition und Komplexita¨tsaspekte
von Teilproblemen
Das nun folgende Unterkapitel befasst sich mit einem Dekompositionsansatz fu¨r
das no-wait Job-Shop-Problem. Hierzu wird in Abschnitt 3.2.1 die Grundlage
dafu¨r geschaﬀen, das no-wait Job-Shop-Problem in zwei Teilprobleme — ein Ti-
metabling und ein Sequencing-Problem — zu zerlegen. Dabei sind die Teilproble-
me derart, dass eine optimale Lo¨sung des no-wait Job-Shop-Problems aus den op-
timalen Lo¨sungen der jeweiligen Teilprobleme entsteht. Die Abschnitte 3.2.2 und
3.2.3 befassen sich dann mit der Komplexita¨t dieser Teilprobleme und weisen in
beiden Fa¨llen nach, dass sie streng NP-hart sind. Fu¨r das Timetabling-Problem
wird ferner eine Heuristik mit polynomialer Laufzeit angegeben.
3.2.1 Dekomposition des no-wait Job-Shop-Problems
In einem no-wait Job-Shop-Problem besitzen die einzelnen Operationen aufgrund
der no-wait Eigenschaft keinerlei eigenen Spielraum. Daher kommt das disjunkti-
ve bzw. das Integer Programm 2.2.1 bzw. 2.2.2 im wesentlichen mit n Variablen
aus, die fu¨r die Startzeiten der Jobs stehen. Die wesentliche Eigenschaft eines
Vektors von Startzeiten fu¨r die n Jobs ist die Reihenfolge, die dieser Vektor fu¨r
die Jobs untereinander impliziert.
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Es ist daher naheliegend, das Problem in zwei Schritten zu fassen, wovon der erste
im Auﬃnden einer geeigneten Reihenfolge der Jobs besteht und der zweite sich
mit der Startzeitenbestimmung der Jobs bei gegebener Reihenfolge bescha¨ftigt.
Dabei wird sich in den folgenden Abschnitten herausstellen, dass die Berechnung
der Reihenfolge, das “Hauptproblem” darstellt, was auch intuitiv unmittelbar
klar ist.
3.2.1 Deﬁnition (Bearbeitungsreihenfolge)
Es sei eine Instanz eines Problems J | no-wait |Cmax mit n Jobs gegeben. Dann
heißt jede Permutation Π der Menge der Jobs Bearbeitungsreihenfolge. Wir
schreiben Bearbeitungsreihenfolgen normalerweise als Vektoren (Π(1), . . . ,Π(n)).
Ist eine Bearbeitungsreihenfolge Π gegeben, so bezeichnen wir einen Schedule S
als zu der Reihenfolge Π geho¨rig, wenn in S fu¨r alle i ∈ {2, . . . , n}
tΠ(i−1) ≤ tΠ(i)
gilt. Dabei heiße eine Bearbeitungsreihenfolge optimal, wenn zu ihr ein optimaler
Schedule geho¨rt.
3.2.2 Bemerkung
Ist eine Bearbeitungsreihenfolge Π vorgegeben, so existiert, unter
Beru¨cksichtigung der Anforderungen tΠ(i−1) ≤ tΠ(i) an den zur Makespan
geho¨rigen Schedule, oﬀenbar eine eindeutige minimale Makespan.
Da nach Bemerkung 3.2.2 jede Bearbeitungsreihenfolge eine eindeutige minimal
realisierbare Makespan induziert, la¨sst sich das Problem auf dieser Basis in ein
Reihenfolgeproblem und ein Timetabling-Problem zerlegen. Das erstere besteht
im Auﬃnden einer Bearbeitungsreihenfolge mit der sich gute Lo¨sungen durch
geeignete Startzeitenbestimmung realisieren lassen. Das letztere besteht in der
Bestimmung von Startzeiten, wobei die Bearbeitungsreihenfolge vorgegeben ist.
Oﬀensichtlich ha¨ngt die Lo¨sungsmo¨glichkeit des Reihenfolgeproblems von der
Lo¨sung des Timetabling-Problems ab. Daher wird das Timetabling-Problem zu-
erst behandelt.
3.2.2 Komplexita¨t des Timetabling-Problems
In diesem Abschnitt wird das Timetabling-Problem deﬁniert und es wird gezeigt,
dass es fu¨r J | no-wait |Cmax streng NP-hart ist. Im Fall eines F | no-wait |Cmax-
Problems ist es in polynomialer Zeit lo¨sbar. Ferner wird ein heuristisches Ver-
fahren angegeben, das in polynomialer Zeit aus einer gegebenen Bearbeitungsrei-
henfolge einen non-delay Schedule konstruiert.
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3.2.3 Deﬁnition (Timetabling-Problem2)
Es sei eine Bearbeitungsreihenfolge Π fu¨r ein J | no-wait |Cmax Problem gegeben.
Gesucht sind Startzeiten ti, die der Bedingung ti−1 ≤ ti fu¨r i ∈ {2, . . . , n} genu¨gen
und die einen zula¨ssigen Schedule mit minimaler Makespan realisieren.
Macchiaroli et al. arbeiten in [MMR99] an diesem Problem und geben eine
Lo¨sungsheuristik dafu¨r an. Die Komplexita¨t des Problems wurde jedoch noch
nicht untersucht.
Das Timetabling-Problem wird im folgenden als NP-hart nachgewiesen, indem
das als NP-vollsta¨ndig bekannte 3-Partitioning Problem auf die Entscheidungs-
version des Timetabling-Problems reduziert wird.
3.2.4 Deﬁnition (3-Partitioning Problem)











Das Problem lautet: Existieren n paarweise disjunkte, 3-elementige Teilmengen
Si ⊂ {1, . . . , 3n} so, dass ∑
j∈Si
aj = B
fu¨r i = 1, . . . , n?
3.2.5 Satz
Das Timetabling-Problem ist streng NP-hart.
Beweis: Die Entscheidungsversion des Timetabling-Problems lautet wie
folgt: Es sei eine Bearbeitungsreihenfolge Π fu¨r ein J | no-wait |Cmax Problem
sowie eine Zahl y ∈ N gegeben. Gesucht sind Startzeiten ti, die der Bedingung
tΠ(i−1) ≤ tΠ(i) fu¨r i ∈ {2, . . . , n} genu¨gen und die einen zula¨ssigen Schedule
mit Makespan Cmax ≤ y realisieren.
Es sei also ein 3-Partitioning Problem mit den Bezeichnungen aus Deﬁnition
3.2.4 gegeben. Im folgenden wird zuna¨chst eine Instanz von J | no-wait |Cmax
2Das hier deﬁnierte Timetabling-Problem ist nicht mit dem Problem “Timetable Design”
(siehe [GJ79]) zu verwechseln. Dabei handelt es sich um ein anderes Problem.
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mit 4n+4 Maschinen und 4n+2 Jobs deﬁniert, die genau dann eine Lo¨sung
hat, wenn das 3-Partitioning Problem lo¨sbar ist. Hierbei sei oBdA. n ≥ 2.
Deﬁniere eine Zahl L := (n + 2)B + 3n(2n − 1)B. Die Bearbeitungszeiten
der Jobs seien dann wie folgt:
Job 1 hat 2 Operationen mit
o1,1 = (1, L+ 2B) (3.1)
o1,2 = (2, (2n+ 1)B). (3.2)
Die Jobs i = 2, . . . , n+ 1 haben je 4 Operationen
oi,1 = (i+ 2, L+ (i− 3)B) (3.3)
oi,2 = (3, 2B) (3.4)
oi,3 = (1, B) (3.5)
oi,4 = (i+ 2, (2n+ 4− 2i)B) (3.6)
wobei i ∈ {2, . . . , n+ 1}.
Job n+ 2 hat 3 Operationen mit
on+2,1 = (n+ 4, L+ (n− 1)B) (3.7)
on+2,2 = (3, 2B) (3.8)
on+2,3 = (1, B). (3.9)
Schließlich haben die letzten Jobs i = n+ 3, . . . , 4n+ 2 je 2 Operationen
oi,1 = (i+ 2, L− (n− 1)B − (i− n− 2)(2n− 1)B) (3.10)
oi,2 = (1, ai−n−2) (3.11)
wobei i ∈ {n + 3, . . . , 4n + 2}. Dabei entstammen die Gro¨ßen ai aus dem
vorgegebenen 3-Partitioning Problem.
Zuna¨chst ist nachzuweisen, dass die angegebenen Werte zula¨ssige Bearbei-
tungszeiten eines Scheduling-Problems ergeben, das heißt positive, ganze
Zahlen sind. Die Ganzzahligkeit aller Bearbeitungszeiten ist klar, da nur
ganze Zahlen in die Berechnung eingehen. Wegen L > B sind alle pi,1 fu¨r
i = 2, . . . , n+1 positiv. Ferner sind alle pi,4 fu¨r i = 2, . . . , n+1 positiv, da i
maximal n+1 werden kann und in dem Fall (2n+2−(n+1))B = (n+1)B > 0
gilt. Der letzte fragliche Fall ist somit pi,1 fu¨r i = n+3, . . . , 4n+2. Hier wird
aber i maximal 4n+ 2 und damit ist
p4n+2,2 = L− (n− 1)B − ((4n+ 2)− n− 2)(2n− 1)B (3.12)
= 3B (3.13)
> 0. (3.14)
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Daher sind alle Bearbeitungszeiten aller Operationen positiv.
Es sei jetzt y =: L + (2n + 3)B. Behauptung: Falls das hier deﬁnierte
Scheduling-Problem u¨berhaupt einen zula¨ssigen Schedule S mit Cmax ≤ y
hat, dann besitzt S die Bearbeitungsreihenfolge (1, 2, . . . , 4n+2), in Zeichen
1→ . . .→ 4n+ 2. (3.15)
Beweis der Behauptung:
Damit S eine Makespan Cmax ≤ y haben kann, muss Job 1 oﬀensichtlich die
Startzeit 0 haben, weil P1,n1 = y, also die Gesamtla¨nge von Job 1 gleich der
geforderten Schranke ist.
Job 2 muss in S die Startzeit B haben. Seine Startzeit t2 kann nicht kleiner
als B sein, denn t2 < B ⇒ t2,3 < L + 2B. Die dritte Operation von Job 2
beno¨tigt Maschine 1 — diese ist aber noch bis zum Zeitpunkt L + 2B von
der ersten Operation von Job 1 belegt. Ferner kann die Startzeit von Job 2
nicht gro¨ßer als B sein, weil
t2 > B (3.16)
⇒ t2,4 > L+ 3B (3.17)
⇒ C2 > L+ 3B + 2nB (3.18)
= y (3.19)
— Job 2 in dem Fall also zu spa¨t beendet wird. Insbesondere ist t2 = B > 0,
daher muss in jeder Bearbeitungsreihenfolge von S Job 1 vor Job 2 auftreten,
das heißt 1→ 2.
Nun kann per vollsta¨ndiger Induktion nach i gezeigt werden, dass fu¨r die
Jobs i mit i = 3, . . . , n+ 1 in S gilt
ti = (i− 1)B. (3.20)
Es wird also zuna¨chst gezeigt, dass
t3 = 2B (3.21)
Es ist t3 ≥ 2B, denn die Annahme t3 < 2B wu¨rde implizieren, dass t3,2 <
L+ 2B. Ferner gilt p3,1 = L , woraus t3,2 ≥ L+B folgt. Insgesamt hat man
also
t3 < 2B (3.22)
⇒ L+B ≤ t3,2 < L+ 2B (3.23)
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Die zweite Operation von Job 3 beno¨tigt Maschine 3. Im Zeitintervall
[L + B,L + 2B] wird von Maschine 3 aber die zweite Operation von Job
2 bearbeitet. Also fu¨hrt die Annahme t3 < 2B zu einem Widerspruch.
Es gilt t3 ≤ 2B, weil andernfalls
t3 > 2B (3.24)
⇒ C3 > 2B + L+ 2B +B + (2n− 2)B (3.25)
= y. (3.26)
Damit wa¨re Job 3 zu spa¨t fertig — das heißt C3 > Cmax (Widerspruch!).
Somit ist die Induktionsvoraussetzung 3.21 bewiesen.
Es sei die Behauptung jetzt wahr fu¨r i = 3, . . . , k − 1 (fu¨r k ≤ n + 1). Zu
zeigen ist, dass
tk = (k − 1)B (3.27)
Zuna¨chst ist klar, dass tk ≤ (k− 1)B, da im Fall tk > (k− 1)B folgen wu¨rde
Ck = tk + Pk,nk (3.28)
> (k − 1)B + L+ (k − 3)B + 2B +B + (2n+ 4− 2k)B (3.29)
= L+ (2n+ 3)B (3.30)
= y. (3.31)
Damit wa¨re Ck > Cmax. Andererseits ist tk ≥ (k − 1)B, denn nach der




tk − 1 = (k − 2)B.
Das heißt, die zweiten Operationen dieser Jobs besitzen die Startzeiten
t3,2 = L+ 2B
t4,2 = L+ 3B +B
t5,2 = L+ 4B + 2B
. . .
tk−1,2 = L+ (k − 2)B + (k − 4)B
Ferner liegen diese zweiten Operationen alle auf Maschine 2 und besitzen
die La¨nge 2B. Das heißt Maschine 2 ist im Zeitintervall [L + 2B,L + 2k −
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4B] kontinuierlich bescha¨ftigt. Wu¨rde Job k jetzt zu einem Zeitpunkt t ∈
[0, (k−1)B[ starten, so wu¨rde die zweite Operation des Jobs k zum Zeitpunkt
t+ L+ (k − 1)B auf Maschine 2 starten. Dies fu¨hrt bei jeder Wahl fu¨r t zu
einem Widerspruch. Damit ist der Induktionsschritt 3.27 bewiesen und es
gilt 2→ 3 und 3→ 4→ . . .→ n+ 1.
Die Startzeit von Job n+ 2 ist
tn+2 = (n+ 1)B (3.32)
Dies ergibt sich nach analoger Argumentation wie in der obigen vollsta¨ndigen
Induktion. Insbesondere folgt hieraus n+ 1→ n+ 2.
Die Jobs i fu¨r i = n+3, . . . , 4n+2 besitzen zwei Operationen,wobei die zweite
Operation der La¨nge ai auf Maschine 1 zu bearbeiten ist. Maschine 1 ist vom
Zeitpunkt 0 bis zum Zeitpunkt L+3B durch die Jobs 1 und 2 belegt. Da Job
n+2 zum Zeitpunkt (n+1)B startet, ist Maschine 1 ferner im Zeitintervall
[L+ (2n+2)B, y] durch die dritte Operation von Job n+2 belegt. Um eine
Makespan kleiner/gleich y zu gewa¨hrleisten, mu¨ssen die zweiten Operationen
der Jobs i = n+ 3, . . . , 4n+ 2 also im Zeitintervall [L+ 3B,L+ (2n+ 2)B]
auf Maschine 1 bearbeitet werden. Damit ergibt sich fu¨r den Startzeitpunkt
von Job i mit i ∈ {n+ 3, . . . , 4n+ 2} eine Abscha¨tzung nach unten:
ti ≥ L+ 3B − (L− (n− 1)B − (i− n− 2)(2n− 1)B) (3.33)
= (n+ 2)B + (i− n− 2)(2n− 1)B (3.34)
Hieraus folgt insbesondere fu¨r den Fall i = n+ 3, dass
tn+3 ≥ (3n+ 1)B, (3.35)
also (wegen n ≥ 2) tn+3 > tn+2 und das bedeutet n+ 2→ n+ 3.
Fu¨r den Startzeitpunkt des Jobs i ergibt sich analog eine Abscha¨tzung nach
oben:
ti ≤ (3n+ 1)B + (i− n− 2)(2n− 1)B − ai−n−2 (3.36)
Unter Verwendung der Gleichungen 3.34 und 3.36 kann man den
spa¨testmo¨glichen Startzeitpunkt tsi von Job i mit dem fru¨hestmo¨glichen
Startzeitpunkt tfi+1 von Job i+ 1 vergleichen. Man erha¨lt dann:
tsi = (3n+ 1)B + (i− n− 2)(2n− 1)B − ai−n−2 (3.37)
< (3n+ 1)B + (i− n− 2)(2n− 1)B (3.38)
= (n+ 2)B + ((i+ 1)− n− 2)(2n− 1)B (3.39)
= tfi+1 (3.40)
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Damit ist fu¨r i = n + 3, . . . , 4n + 1 gezeigt, dass i → i + 1. Insgesamt hat
man dann 1→ . . .→ 4n+ 2 und die Behauptung 3.15 ist bewiesen.
Jetzt kann die Entscheidungsversion P des Timetabling-Problems deﬁniert
werden. Zusa¨tzlich zu den in Gleichungen 3.2 bis 3.11 deﬁnierten Jobs sei
die Reihenfolge (1, . . . , 4n+2) vorgegeben. Frage: Existiert ein Schedule mit
Makespan Cmax ≤ y ?
In Abbildung 3.1 ﬁndet sich ein maschinenorientiertes Gantt-Diagramm des
so deﬁnierten Timetabling-Problems. Dabei ist Job 1 in Weiß gezeichnet.
Job 1 startet zum Zeitpunkt 0 und die darauf folgenden Jobs 2, . . . , n + 2,
die in verschiedenen Grauto¨nen wiedergegeben sind, starten jeweils um B
versetzt. Die restlichen Jobs n+ 3, . . . , 4n+ 2, deren zweite Operationen je-
weils die La¨nge eines der ai besitzen, sind in Weiß dargestellt. Zur weiteren
Veranschaulichung der Transformation ist in Beispiel 3.2.8 eine Transfor-
mation mit konkreten Zahlen komplett durchgefu¨hrt und in Abbildung 3.2
abgebildet worden.
Zuna¨chst ist nun klar, dass das hier deﬁnierte Timetabling-Problem
P ∈ NP. Denn ist ein zula¨ssiger Schedule mit Bearbeitungsreihenfolge
(1, . . . , 4n+ 2) fu¨r das Problem gegeben, so la¨sst sich oﬀensichtlich in poly-
nomialer Zeit u¨berpru¨fen, ob die Makespan die Schranke y u¨bertriﬀt.
Ferner besitzt die Entscheidungsversion des Timetabling-Problems genau
dann die Antwort “Ja”, wenn es sich bei dem 3-Partitioning Problem um
eine “Ja”-Instanz handelt. Dies ist klar, wenn man die (durch die Forderung
Cmax ≤ y feststehenden) Startzeiten der Jobs 1, . . . , n+ 2 betrachtet. Durch
diese Startzeiten wird festgelegt, dass vor dem Zeitpunkt y auf Maschine 1
noch genau n Lu¨cken der Gro¨ße B frei sind. In diese n Lu¨cken mu¨ssen die
ai gelegt werden, damit Cmax ≤ y erfu¨llt werden kann. Aus B/2 > ai > B/4
fu¨r i = 1, . . . , 3n folgt, dass in jede Lu¨cke ho¨chstens 3 der ai passen.
Zuletzt bleibt anzumerken, dass die Transformation vom 3-Partitioning Pro-
blem auf die Entscheidungsversion des Timetabling-Problems polynomial ist.
Daher ist das Timetabling-Problem strengNP-hart und der Beweis erbracht.
Die im Beweis von Satz 3.2.5 vorgegebene Bearbeitungsreihenfolge ist nur dann
notwendigerweise optimal, wenn es sich um eine “Ja-Instanz” des 3-Partitioning
Problems handelt. Durch eine leichte Abwandlung des obigen Beweises la¨sst sich
jedoch das folgende Korollar beweisen.









































































































































































Abbildung 3.1: Reduktion des 3-Partitioning Problem zum Timetabling-Problem.
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3.2.6 Korollar
Das Timetabling-Problem ist bei vorgegebener optimaler Bearbeitungsreihenfolge
streng NP-hart.
3.2.7 Bemerkung
Durch die Aussage von Korollar 3.2.6 ist sichergestellt, dass auch die aussichts-
reichsten Timetabling-Probleme (d.h. solchen mit optimaler Bearbeitungsreihen-
folge) NP-hart sind. Dadurch ist ausgeschlossen, dass es sich bei den schwierigen
Timetabling-Problemen ausschließlich um belanglose Einzelfa¨lle handelt.
Zur besseren Veranschaulichung der Reduktion des 3-Partitioning Problems auf
das Timetabling-Problem wird an dieser Stelle noch ein Beispiel mit konkreten
Zahlenwerten gegeben.
3.2.8 Beispiel
Es sei eine “Ja-Instanz” eines 3-Partitioning Problems mit B = 6, n = 3 und
{a1, . . . , a9} = {1, 1, 1, 2, 2, 2, 2, 3, 4}3 gegeben.
Es ergibt sich ein no-wait Job-Shop-Problem mit 14 Jobs auf 16 Maschinen, die
die folgenden Bearbeitungszeiten besitzen:
p1,1 = 52B = 312
p1,2 = 7B = 42
Die Jobs 2, 3 und 4 haben je 4 Operationen mit
p2,1 = 49B = 294 p3,1 = 50B = 300 p4,1 = 51B = 306
p2,2 = 2B = 12 p3,2 = 2B = 12 p4,2 = 2B = 12
p2,3 = B = 6 p3,3 = B = 6 p4,3 = B = 6
p2,4 = 6B = 36 p3,4 = 4B = 24 p4,4 = 2B = 12.
Job 5 hat 3 Operationen mit
p5,1 = 52B = 312
p5,2 = 2B = 12
p5,3 = B = 6
3Um das Timetabling-Problem mit realen Daten in einem Diagramm darstellen zu ko¨nnen,
muss die Zahl B sehr klein sein. Um dennoch Variationen unter den ai zuzulassen, wurde
hier von den Beschra¨nkungen an die ai abgesehen.
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Die Jobs 6, . . . , 14 haben je 2 Operationen
p6,1 = 43B = 258 p6,2 = a1 = 1
p7,1 = 38B = 228 p7,2 = a2 = 1
p8,1 = 33B = 198 p8,2 = a3 = 1
p9,1 = 28B = 168 p9,2 = a4 = 2
p10,1 = 23B = 138 p10,2 = a5 = 2
p11,1 = 18B = 108 p11,2 = a6 = 2
p12,1 = 13B = 78 p12,2 = a7 = 2
p13,1 = 8B = 58 p13,2 = a8 = 3
p14,1 = 3B = 18 p14,2 = a9 = 4
Außerdem ergibt sich
L = 50B = 300 und
y = 59B = 354
Der optimale Schedule mit Cmax ≤ y ist in Bild 3.2 als maschinenorientier-
tes Gantt-Diagramm, wie in Bemerkung 1.2.2 eingefu¨hrt, dargestellt. An der y-
Achse sind die Maschinen M1, . . . ,M16 abgetragen. An der x-Achse ist die Zeit
abzulesen, wobei B als Grundeinheit gewa¨hlt wurde. Um die sehr langen ersten
Operationen der Jobs darstellen zu ko¨nnen, ist die Darstellung bis L = 50B stark
gestaucht. Die beiden geschweiften Klammern geben dabei an der Stelle der Ska-
lierungsa¨nderung den Maßstab (1 Einheit = 10B bzw. 1 Einheit = 1B) an. Des
weiteren sind an der x-Achse die Stellen L+ 2B = 52B und y = 59B angezeigt.
Job 1 ist in weiß eingezeichnet. Seine erste Operation der La¨nge L+ 2B schaﬀt
genu¨gend Vorlauf vor Beginn des Scheduling der Operationen der La¨nge ai. Jobs
2, . . . , 5 sind in verschiedenen Grauto¨nen dargestellt. Die dritten Operationen
der Jobs 2, . . . , 5 bilden einen Rahmen auf Maschine 1, wodurch genau n = 3
Lu¨cken der La¨nge B auf Maschine 1 freigelassen werden. Die restlichen Ope-
rationen dieser Jobs dienen zur Festlegung ihrer Startzeiten auf B, 2B, 3B und
4B. Zuletzt kommen Jobs 6 bis 14, deren zweite Operationen das “eigentliche”
3-Partitioning Problem enthalten. Diese 9 Operationen mu¨ssen, um Cmax ≤ y
zu gewa¨hrleisten, in die 3 Lu¨cken der La¨ngen B gelegt werden. Daher ist das
Timetabling-Problem genau dann lo¨sbar, wenn das 3-Partitioning Problem lo¨sbar
ist. Die ersten Operationen der Jobs 6 bis 14 unterscheiden sich in ihrer La¨nge
um jeweils (2n − 1)B = 5B. Dadurch ist sichergestellt, dass die Bearbeitungs-
reihenfolge unabha¨ngig vom Scheduling der zweiten Operationen bleibt, denn die
Startzeiten der zweiten Operationen lassen sich maximal um weniger als (2n−1)B
variieren.














































Abbildung 3.2: Gantt-Diagramm eines no-wait Job-Shop-Problems zum 3-
Partitioning Problem mit konkreten Zahlen.
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Das Resultat von Satz 3.2.5 schließt die Existenz von polynomialen und pseudo-
polynomialen Algorithmen fu¨r das Timetabling-Problem aus, sofern P = NP .
Im folgenden wird daher eine schnelle und in der Praxis sehr eﬃziente Heuristik
angegeben.
3.2.9 Deﬁnition (Non-delay Timetabling)
Es sei ein Timetabling-Problem gegeben, das oBdA. die Bearbeitungsreihenfolge
(1, . . . , n) besitze. Berechne sukzessive fu¨r i = 1, . . . , n die Lo¨sungen von
min ti (3.41a)
unter den Bedingungen
ti ≥ 0 (3.41b)
tj − ti ≥ Pi,k − Pj,l−1 oder
ti − tj ≥ Pj,l − Pi,k−1 fu¨r alle (k, l) ∈ Ei,j, j < i, j ∈ {1, . . . , n} (3.41c)
ti ∈ N fu¨r alle i ∈ {1, . . . , n+ 1}. (3.41d)
Der folgende Satz konstatiert in Punkt 1, dass der angegebene Timetabling-
Algorithmus zu einer zula¨ssigen Lo¨sung fu¨hrt. Punkt 2 des Satzes rechtfertigt
die Bezeichnung non-delay Timetabling.
3.2.10 Satz
Eine nach non-delay Timetabling gewonnene Menge von Startzeiten besitzt die
folgenden Eigenschaften.
1. Die Startzeiten fu¨hren zu einem zula¨ssigen Schedule fu¨r das Problem.
2. Fu¨r jede Startzeit ti mit i ∈ {1, . . . , n} gilt: Um Job i zu einer fru¨heren Zeit
als ti starten zu lassen, muss mindestens einer der vorhergehenden Jobs
spa¨ter als geplant starten.4
4Die hier genannte Eigenschaft ist eng verwandt mit dem Begriﬀ des semi-aktiven Schedu-
le (vgl. Deﬁnition 1.2.17). Der Terminus wird hier jedoch nicht verwendet, da sich durch
non-delay Timetabling nicht alle semi-aktiven Schedules erzeugen lassen. Insofern ist die
Aussage von Satz 1.2.18, die u¨blicherweise mit der Menge der semi-aktiven Schedules asso-
ziiert wird, hier nicht von Bedeutung.
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Beweis:
zu 1. Ohne Einschra¨nkung der Allgemeinheit gehen wir davon aus,
dass die Bearbeitungsreihenfolge wieder (1, . . . , n) lautet. Zu zeigen ist,
dass die Startzeit des i-ten Jobs fu¨r i = 1, . . . , n keine Konﬂikte mit
den bereits festgelegten Startzeiten t1, . . . , ti−1 verursacht. Das bedeu-
tet, dass Startzeiten t1, . . . , ti−1 gegeben sind, die das Disjunktive Pro-
gramm 2.2.1 erfu¨llen. Zu u¨berpru¨fen ist, ob dann auch die Startzeiten
t1, . . . , ti (mit einem ti konstruiert nach der obigen Deﬁnition des non-
delay Timetabling) das Disjunktive Programm erfu¨llen.
Der Beweis verla¨uft u¨ber vollsta¨ndige Induktion nach n. Fu¨r den Fall
n = 1 ist die Startzeit t1 = 0 und es ist nichts zu zeigen. Sei die Behaup-
tung fu¨r die Startzeiten t1, . . . , ti−1 wahr. Ein Vergleich der geforderten
Bedingung (3.41c) an ti in Deﬁnition 3.2.9 und der entsprechenden Be-
dingung (2.1d) im Disjunktiven Programm 2.2.1 zeigt, dass die letztere
durch die erstere erfu¨llt wird. Daher ist die durch non-delay Timetabling
konstruierte Lo¨sung zula¨ssig.
zu 2. Die Zielfunktion 3.41a minimiert die Startzeit von Job k unter
der Bedingung, dass die Jobs 1, . . . , k−1 schon geplant sind. Wu¨rde Job
k fru¨her starten ko¨nnen, ohne einen der vorherigen Jobs zu verzo¨gern,
dann wa¨re die Zielfunktion nicht minimiert worden.
Im folgenden wird zuna¨chst die Qualita¨t der Ergebnisse des non-delay Time-
tabling behandelt und dann auf die Laufzeitkomplexita¨t, d.h. Rechengeschwin-
digkeit, des Ansatzes eingegangen. Es ist klar, dass ein non-delay Schedule zu
einer gegebenen Bearbeitungsreihenfolge nicht optimal zu sein braucht. Dies wird
mit dem folgenden Beispiel gezeigt.
3.2.11 Beispiel
Es sei ein no-wait Job-Shop-Problem mit 3 Maschinen und 3 Jobs gegeben. Die
Daten seien:
o1,1 = (1, 1) o1,2 = (2, 3)
o2,1 = (1, 1) o2,2 = (3, 4) o2,3 = (2, 2)
o3,1 = (1, 1) o3,2 = (2, 3)
Die Bearbeitungsreihenfolge sei {1, 2, 3}.
In Abbildung 3.3 sind aufgrund dieser Daten 2 Schedules zu sehen. Oben ist der
non-delay Schedule mit Makespan 11 zu sehen. Unten ist der optimale Schedule
mit Makespan 9 abgebildet.













Abbildung 3.3: Non-delay Timetabling (oben) vs. optimales Timetabling (unten)
Die Daten von Beispiel 3.2.11 ko¨nnen leicht so abgewandelt werden, dass sich das
Verha¨ltnis von Makespan Cmax zu optimaler Makespan C
∗
max noch verschlechtert.
Insofern macht die Bestimmung von Schranken fu¨r Cmax/C
∗
max wenig Sinn.
Andererseits steht diesem Mangel eine ausgesprochen gute Performance auf einer
großen Menge von Zufallsdaten, d.h. bekannten Benchmarkproblemen aus der
Literatur, sowie auch einer Menge von realen Probleminstanzen gegenu¨ber. Man
vergleiche hierzu insbesondere die Ergebnisse des Tabu Search Algorithmus in
Abschnitt 5.3.4.
Mit der Komplexita¨t der Timetabling-Heuristik bescha¨ftigt sich der folgende Satz:
3.2.12 Satz
Die Bestimmung der Startzeiten gema¨ß non-delay Timetabling hat die Komple-
xita¨t O(n3N4), wobei N = max {ni | i ∈ {1, . . . , n}} die maximale Anzahl an Ope-
rationen eines Jobs ist.
Beweis: Wir bestimmen zuna¨chst die Komplexita¨t der Startzeitenbestim-
mung des n-ten Jobs. Multipliziert man diese mit n, so erha¨lt man die
gewu¨nschte Komplexita¨t des gesamten Verfahrens.
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Die Bestimmung der Startzeit des n-ten Jobs verla¨uft wie folgt: Wir setzen
zuna¨chst tn := 0 und u¨berpru¨fen, ob die Bedingungen (3.41c) erfu¨llt sind.
Falls in einem Fall beide Teilbedingungen verletzt werden, kann die zweite
Teilbedingung durch eine entsprechende Erho¨hung der Startzeit tn erfu¨llt
werden. Daraufhin mu¨ssen die Bedingungen (3.41c) erneut gepru¨ft werden.
Es gibt maximal N2(n− 1) Bedingungen der Art (3.41c). Daher muss maxi-
mal N2(n−1) erho¨ht werden. Nach jeder Erho¨hung mu¨ssen die Bedingungen
neu gepru¨ft werden. Daher hat das Festlegen der Startzeit des n-ten Jobs eine
Komplexita¨t von O(N4n2).
Insgesamt ergibt sich die Komplexita¨t des non-delay Timetabling damit zu
O(N4n3).
Bei vielen Problemen hat man n = N . Damit ergibt sich die Komplexita¨t des
non-delay Timetabling zu O(n7). Diese relativ hohe Laufzeitkomplexita¨t eines
polynomialen Algorithmus wird durch die worst-case Abscha¨tzung verursacht.
Die Implementierung des Algorithmus verfa¨hrt selbstversta¨ndlich nicht wie im
Beweis von Satz 3.2.12 vorgegeben. Sie wird vielmehr im folgenden Abschnitt
erla¨utert.
3.2.2.1 Implementierung des non-delay Timetabling
Um den Algorithmus darzustellen, der fu¨r die Startzeitenbestimmung bei non-
delay Timetabling programmiert wurde, muss zuna¨chst auf einige Details der
Implementierung der entsprechenden Objekte unter C++ eingegangen werden.
Dabei werden nicht alle Objekte beschrieben, sondern lediglich die fu¨r diesen
Teilalgorithmus unverzichtbaren:
• Intervalle dienen zu zwei verschiedenen Zwecken. Einerseits werden sie zur
Speicherung der zeitlichen Belegung einer Maschine durch eine Operation
benutzt. Andererseits entstehen im Laufe der Lo¨sung des Gleichungssystems
(vergleiche Deﬁnition 3.2.9) Restriktionen, die die mo¨gliche Startzeit auf
einen Zeitraum außerhalb eines Intervalls einschra¨nken.
In der Implementierung besteht ein Intervall aus einer Struktur mit zwei
Integern sowie einem Zeiger auf ein Intervall, um eine einfache Verkettung
der Intervallobjekte untereinander zu ermo¨glichen (siehe Abbildung 3.4).
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Abbildung 3.4: Intervall
• Eine Maschine speichert u¨ber eine Liste, wann die Maschine belegt ist.
Sie besitzt hierzu eine geordnete, einfach verkettete Liste von Intervallen,







Abbildung 3.5: Maschine 1 ist bei [2,5] und [6,10] belegt.
• Eine Liste namens Gleichungen verwaltet im Rahmen des Timetabling-
Algorithmus gewonnene, noch nicht weiter verarbeitete, Restriktionen an
die jeweils zu bestimmende Startzeit.
Dies geschieht ebenfalls u¨ber eine einfach verkettete Liste von Intervallen.
Die Kette la¨uft hier jedoch aus algorithmischen Gru¨nden von “Start” nach
“Ende”.
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• Operationen dienen zur Speicherung der Daten sowie der Tatsache, ob sie
schon einer Startzeit zugeordnet sind.
Die Operationen besitzen hierfu¨r einen festen Zeiger auf die Maschine, auf
der sie ausgefu¨hrt werden mu¨ssen, einen Integer, der ihre Dauer angibt,
sowie einen Zeiger auf ein Intervallobjekt (siehe Abbildung 3.6). Zeigt die-
ser letzte Zeiger auf ein Intervall einer Maschine, so ﬁndet die Operation
wa¨hrend dieses Intervalls auf der jeweiligen Maschine statt.
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Abbildung 3.6: Operation
• Ein Job besteht aus einem Feld von Operationen (vergleiche Abbildung
3.7).
Mit diesen Strukturen kann die Implementierung des non-delay Timetabling-
Algorithmus beschrieben werden. Es sei eine Bearbeitungsreihenfolge
(Π(1), . . . ,Π(n)) gegeben. Es wurde hier der Algorithmus zur Bestimmung der k-
ten Startzeit tΠ(k) aufgeschrieben. Hierzu mu¨ssen die Startzeiten tΠ(1), . . . , tΠ(k−1)
bekannt und die oben eingefu¨hrten Objekte entsprechend konﬁguriert sein; das
heißt beispielsweise, dass die Belegung der Maschinen den schon feststehenden
Startzeiten entsprechend vollzogen sein muss.
Algorithmus zur Bestimmung von tΠ(k):
1. DEFINIERE5 EINE VARIABLE LB ALS UNTERE SCHRANKE FU¨R DIE ZU
BERECHNENDE STARTZEIT.
2. IST k = 1 SO SETZE tΠ(k) := 0 UND GEHE ZU SCHRITT 7.
3. SETZE LB := tΠ(k−1).
4. FU¨R DIE i = 1-TE BIS LETZTE OPERATION DES JOBS Π(k)
5Zwischen Deklaration und Deﬁnition wird hier nicht unterschieden.







Abbildung 3.7: Job mit 5 Operationen
{ STELLE DIE FU¨R DIE i-TE OPERATION BENO¨TIGTE MASCHINE FEST.
DURCHLAUFE DIE ZUR MASCHINE GEHO¨RIGE INTERVALLLISTE RU¨CKWA¨RTS
BIS DIE SUCHTIEFE tΠ(k−1) VON EINER RECHTEN INTERVALLGRENZE
ERREICHT ODER UNTERSCHRITTEN WIRD. FU¨R JEDES GEFUNDENE
INTERVALL (lo, hi) GILT:
ENTWEDER: LB > lo− Pi. DANN SETZE LB := max(hi− Pi−1, LB)
ODER: LB ≤ lo − Pi. DANN FU¨GE DAS INTERVALL (lo − Pi, hi − Pi−1)
AN ERSTER STELLE IN DIE LISTE GLEICHUNGEN EIN.
}
5. BEARBEITUNG DER LISTE GLEICHUNGEN:
a) NIMM DAS NA¨CHSTE (BZW. ERSTE) INTERVALL (lo, hi).
b) ENTWEDER: LB > lo. DANN SETZE LB := max(LB, hi), LO¨SCHE DAS
INTERVALL (lo, hi) UND GEHE ZU a).
ODER: LB ≤ lo. DANN GEHE ZU a)
6. SETZE tΠ(k) := LB
7. AKTUALISIERE DIE INTERVALLLISTEN DER MASCHINEN, D.H. FU¨GE
DIE AUFGRUND DER FESTLEGUNG DER STARTZEIT tΠ(k) NOTWENDIGEN
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BELEGUNGSINTERVALLE IN DIE MASCHINEN EIN UND SETZE DIE ZEIGER DER
ZUGEHO¨RIGEN OPERATIONEN AUF DIE EINGEFU¨GTEN INTERVALLE.
Der Algorithmus arbeitet wie folgt: Zuna¨chst wird eine dynamische, untere
Schranke LB fu¨r die Startzeit deﬁniert, die am Anfang auf die Startzeit des
Vorga¨ngerjobs gesetzt wird. Dies ist nach Deﬁnition der Bearbeitungsreihenfolge
3.2.1 eine untere Schranke fu¨r die Startzeit. Fu¨r jede Operation des zu planenden
Jobs resultieren aus der Belegung der zur Operation geho¨rigen Maschine Bedin-
gungen an die Startzeit. Diese werden in Schritt 4 erfasst und weiterverarbeitet.
Muss der Job auf Maschine k bearbeitet werden und ist Maschine k im Zeitraum
[lo, hi] belegt, so sind zwei Fa¨lle zu unterscheiden. Im ersten Fall liegt das Inter-
vall [lo, hi] so spa¨t, dass bei Planung des Jobs zur Startzeit LB kein Konﬂikt mit
dem Intervall entsteht. In dem Fall wird die entsprechende Restriktion spa¨ter ab-
gearbeitet und zwischenzeitlich in Gleichungen gespeichert. Andernfalls kann die
untere Schranke der Startzeit entsprechend auf LB := max(hi−Pi−1, LB) erho¨ht
werden. Die Bearbeitung der verbleibenden Restriktionen der Liste Gleichungen
in Schritt 5 ist trivial. Schritt 6 liefert als Output die gewu¨nschte Startzeit. Schritt
7 ist erforderlich, um die nun berechnete Startzeit mit ihren Konsequenzen, das
heißt die Belegung von Maschinen durch die Operationen des entsprechenden
Jobs Π(k), im System niederzulegen. Ohne die Ausfu¨hrung von Schritt 7 kann
anschließend nicht die Startzeit des na¨chsten Jobs bestimmt werden.
Der obige Algorithmus wurde bewusst nicht so formuliert, dass die Startzeiten
aller Jobs von 1 bis n bestimmt werden. Es wird sich im folgenden herausstellen,
dass dies in der Praxis nur ho¨chst selten erforderlich ist (vergleiche hierzu das
Beispiel 4.3.3).
Bisher ist noch nicht auf die Performance des non-delay Timetabling eingegan-
gen worden. In Beispiel 3.2.11 wurde gezeigt, dass non-delay Timetabling nicht




der Zahl 2 beliebig nahe kommt. Daher eru¨brigt sich die Suche nach einer Feh-
lerschranke. Andererseits wird sich spa¨ter (vergleiche Bemerkung 5.3.1) ein sehr
gutes empirisches Verhalten der non-delay Timetabling Heuristik zeigen.
Der wichtigste Spezialfall des no-wait Job-Shop-Problems ist das no-wait Flow-
Shop-Problem. In diesem Fall entspricht das hier deﬁnierte non-delay Timetabling
dem einfachen und u¨blichen Timetabling-Algorithmus fu¨r das no-wait Flow-Shop-
Problem und liefert optimale Ergebnisse.
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3.2.13 Satz
Es sei ein no-wait Flow-Shop-Problem sowie eine Bearbeitungsreihenfolge
(Π(1), . . . ,Π(n)) gegeben. Wendet man non-delay Timetabling gema¨ß Deﬁnition
3.2.9 an, dann liefern die so erhaltenen Startzeiten einen optimalen Schedule.
Beweis: Siehe [Raj94].
Das Timetabling-Problem hat sich als NP-hart im strengen Sinne erwiesen, also
ist die Existenz eﬃzienter Lo¨sungsalgorithmen unwahrscheinlich. Mit der Heuri-
stik, die durch non-delay Timetabling gegeben ist, hat man jedoch ein Verfahren
zur Bestimmung guter zula¨ssiger Lo¨sungen, das zudem polynomiale Laufzeit hat.
Die Qualita¨t der Ergebnisse des non-delay Timetabling wird in Kapitel 5 (ver-
gleiche Bemerkung 5.3.1) diskutiert.
3.2.3 Komplexita¨t des Sequencing-Problems
Dieser Abschnitt befasst sich mit dem Sequencing-Problem, das im Auﬃnden ge-
eigneter Bearbeitungsreihenfolgen besteht. Intuitiv ist klar, dass es sich bei die-
sem Problem um den Kern des no-wait Job-Shop-Problems handelt. Es ist daher
nicht u¨berraschend, dass sich das Sequencing-Problem, wie auch das Timetabling-
Problem, als streng NP-hart erweist.
3.2.14 Deﬁnition (Timetabling-Algorithmus)
Jeder Algorithmus, der aus einer Bearbeitungsreihenfolge Π eine Menge
zula¨ssiger Startzeiten fu¨r eine gegebene Instanz J | no-wait |Cmax gewinnt, heißt
Timetabling-Algorithmus.
3.2.15 Deﬁnition (Sequencing-Problem)
Es sei das Problem J | no-wait |Cmax sowie ein Timetabling-Algorithmus mit poly-
nomialer Laufzeit gegeben. Das Sequencing-Problem besteht im Finden einer Be-
arbeitungsreihenfolge, die mit Hilfe des Timetabling-Algorithmus eine minimale
Makespan realisiert.
3.2.16 Satz
Das Sequencing-Problem ist streng NP-hart.
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Beweis: In der Entscheidungsversion des Problems ist zusa¨tzlich eine
Schranke B gegeben und das Problem besteht im Auﬃnden einer Bearbei-
tungsreihenfolge, die mit Hilfe des Timetabling-Algorithmus zu einem Sche-
dule S mit Cmax(S) ≤ B fu¨hrt. Das Problem ist wegen der polynomialen
Laufzeit des Timetabling-Algorithmus in NP .
Um zu beweisen, dass das Problem NP-vollsta¨ndig ist, wird
F | no-wait |Cmax trivial auf einen Spezialfall des Sequencing-Problems
transformiert. Es sei also eine Instanz P von F | no-wait |Cmax sowie eine
Schranke B′ gegeben. Gesucht ist ein Schedule S ′ mit Cmax(S) ≤ B′. Dieses
Problem ist NP-vollsta¨ndig nach Abschnitt 3.1 bzw. [LRB77].
Daraus gewinnt man eine Instanz des Sequencing-Problems indem man die
Daten von P unvera¨ndert in das Sequencing-Problem u¨bernimmt und als
Timetabling-Algorithmus das unter 3.2.9 deﬁnierte non-delay Timetabling
verwendet. Oﬀensichtlich ist die Transformation polynomial und das so deﬁ-
nierte Sequencing-Problem hat genau dann eine Lo¨sung, wenn P eine Lo¨sung
hat.
3.2.17 Bemerkung
Aus dem Beweis von Satz 3.2.16 wird ersichtlich, warum ein Timetabling-
Algorithmus mit polynomialer Laufzeit gefordert werden musste. Wu¨rde man
einen Timetabling-Algorithmus ohne die Restriktion polynomialer Laufzeit vor-
aussetzen, so wa¨re das so entstehende Sequencing-Problem nicht einmal ein Ele-
ment von NP, denn es wa¨re nicht in polynomialer Zeit u¨berpru¨fbar, ob eine
vorgegebene Lo¨sung des Entscheidungsproblems eine “Ja”- oder “Nein”-Antwort
induzieren wu¨rde.
Damit ist bewiesen, dass auch das Sequencing-Problem streng NP-hart ist. Im
na¨chsten Kapitel, das sich nach dieser Vorbereitung mit der Konstruktion konkre-
ter Local Search Algorithmen befasst, werden die in diesem Kapitel gewonnenen
Resultate genutzt werden. Insbesondere wird es mo¨glich sein, die zu verwen-
denden Nachbarschaften so zu deﬁnieren, dass Zwischenresultate im non-delay
Timetabling vielfach wiederverwendet werden ko¨nnen.
Kapitel 4
Local Search Algorithmen
Wie schon in Kapitel 2 dokumentiert wurde, bilden Local Search Algorithmen
bei weitem die erfolgreichste Klasse von approximativen Verfahren fu¨r das klassi-
sche Job-Shop-Problem. Auch die meisten Vero¨ﬀentlichungen zu Algorithmen fu¨r
das no-wait Job-Shop-Problem befassen sich mit dem Einsatz von Local Search
Verfahren. Die vorhandene Literatur hierzu wurde schon in Kapitel 2 dargestellt.
Allgemeine Einfu¨hrungen zum Thema Local Search ﬁnden sich zum Beispiel in
den Bu¨chern [AL97b] oder [GL97].
Dieses Kapitel gliedert sich in fu¨nf Unterkapitel. Im ersten Unterkapitel wird
die Gewinnung von Startlo¨sungen fu¨r die noch zu deﬁnierenden Algorithmen be-
schrieben. Sie erfolgt, wie bei Local Search Verfahren im Shop Scheduling u¨blich,
u¨ber die Auswahl der besten Lo¨sung einer Reihe von List Scheduling Heuristiken.
In Unterkapitel 4.2 wird eine allgemeine Klasse von Nachbarschaften eingefu¨hrt
und einige ihrer Eigenschaften abgeleitet. Die hier deﬁnierten Nachbarschaften
verallgemeinern die in der Literatur ha¨uﬁg verwendeten jump-Nachbarschaften.
Darauf basierend bescha¨ftigen sich die drei Unterkapitel 4.3, 4.4 und 4.5 mit der
Deﬁnition und der Kalibrierung einer Klasse von Variable Neighborhood Search,
Threshold Accepting resp. Tabu Search Algorithmen. Die Anwendung der Algo-
rithmen auf Benchmarkinstanzen sowie der Vergleich mit Algorithmen aus der
Literatur erfolgt im na¨chsten Kapitel “Anwendung der Local Search Algorith-
men”.
4.1 Gewinnung von Startlo¨sungen
Prinzipiell la¨sst sich jede zula¨ssige Lo¨sung als Startlo¨sung eines Local Search Al-
gorithmus verwenden. Theoretisch ko¨nnte also jede zufa¨llig generierte Lo¨sung
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als Startlo¨sung dienen. Ein Start mit einer “relativ” guten Lo¨sung kann die
Rechenzeit des Algorithmus jedoch um einiges verringern. Daher werden solche
Startlo¨sungen ha¨uﬁg mit einer einfachen Heuristik generiert. Da die Qualita¨t der
Ergebnisse solcher Heuristiken oft starken Schwankungen unterliegt, ist es u¨blich,
eine Reihe von Ergebnissen verschiedener Heuristiken zu berechnen und anschlie-
ßend das beste Resultat als Startlo¨sung zu verwenden. Dieser Ansatz wurde auch
hier verfolgt.
U¨ber die Deﬁnition 3.2.9 des non-delay Timetabling wird jede Bearbeitungsrei-
henfolge einer gegebenen Probleminstanz in eine zula¨ssige Lo¨sung, das heißt einen
zula¨ssigen Vektor von Startzeiten fu¨r die Jobs, umgerechnet. Ziel ist es daher
jetzt, mittels Heuristiken Bearbeitungsreihenfolgen zu erzeugen, aus denen dann
mit Hilfe des non-delay Timetabling ein zula¨ssiger Schedule berechnet wird.
Das allgemeine Schema der hier als Heuristiken verwendeten List Scheduling Al-
gorithmen la¨sst sich wie folgt beschreiben:
4.1.1 Algorithmus: List Scheduling X
1. SORTIERE DIE JOBS NACH KRITERIUM X.
2. VERWENDE DIESE SORTIERUNG ALS BEARBEITUNGSREIHEN-
FOLGE UND ERZEUGE MIT HILFE DES TIMETABLING ALGORITH-
MUS 3.2.9 EINE LO¨SUNG
Es wurden die Paare von dualen Kriterien Longest/Shortest Processing Ti-
me (LPT/SPT), Longest/Shortest Operation Time (LOT/SOT) und Lon-
gest/Shortest Machine Time1 (LMT/SMT) sowie das Kriterium RANDOM ver-
wendet. Die Berechnung der Kriterien verla¨uft wie folgt:










1Dabei ist MT (j, i) die Maschinenzeit der i-ten Operation von Job j. Die Maschinenzeit
berechnet sich als Summe der Bearbeitungszeiten aller Operationen die auf Maschine mj,i
durchgefu¨hrt werden.
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Dabei werden die Jobs jeweils in absteigender/aufsteigender Reihenfolge der Be-
wertungszahl sortiert. LPT/SPT sortieren die Jobs dabei nach der Gesamtla¨nge
der Bearbeitung. LOT/SOT beru¨cksichtigen fu¨r die Reihenfolgebildung jeweils
nur die la¨ngste Operation. LMT/SMT ist ein Flaschenhalskriterium, das die
Jobs nach ihrer Pra¨senz auf viel bescha¨ftigten Maschinen sortiert. Als “zufa¨llige”
Reihenfolge RANDOM wurde hier die Reihenfolge der Jobs verwendet, wie
sie in der jeweiligen Instanz deﬁniert sind. Dieses deterministische Vorgehen
wurde hier einer tatsa¨chlich zufa¨lligen Reihenfolge vorgezogen, da die auf den
Startlo¨sungen aufbauenden Algorithmen deterministisch sind und durch die Ver-
wendung zufa¨lliger Startlo¨sungen die Reproduzierbarkeit von Ergebnissen nicht
mehr gewa¨hrleistet wa¨re.
4.2 Nachbarschaften
In diesem Abschnitt wird eine allgemeine Klasse von Nachbarschaften fu¨r das
no-wait Job-Shop-Problem deﬁniert. Sie verallgemeinert in naheliegender Weise
die fu¨r dieses Problem u¨blichen “jump-Nachbarschaften” (vergleiche etwa [RH00]
oder [MMR99]). Anschließend werden einige Eigenschaften bewiesen, die fu¨r die
Implementierung von Local Search Verfahren auf Basis dieser Nachbarschaften
nu¨tzlich sind. Hervorzuheben ist hier Satz 4.2.5, der die spezielle Struktur der vor-
liegenden Modellierung von no-wait Job-Shop-Problemen ausnutzt und dadurch
die Local Search Algorithmen um ein Vielfaches beschleunigt.
Bekanntlich la¨sst sich u¨ber Deﬁnition 3.2.9 des non-delay Timetabling zu einer
gegebenen Probleminstanz jede Bearbeitungsreihenfolge auf eine Lo¨sung der In-
stanz abbilden. Die Menge aller zula¨ssigen Bearbeitungsreihenfolgen kann daher
selbst als Raum von Lo¨sungen aufgefasst werden, innerhalb dessen Local Search
Verfahren mit Hilfe geeigneter Nachbarschaftsbegriﬀe nach einem Optimum su-
chen.
Zuna¨chst werden der Suchraum aller Bearbeitungsreihenfolgen sowie die in die-
sem Raum zula¨ssigen Schritte deﬁniert, die im folgenden in Anlehnung an den
englischen Begriﬀ “Moves” genannt werden.
4.2.1 Deﬁnition (Raum der Bearbeitungsreihenfolgen, c(p,p’))
Es sei S der Raum aller Bearbeitungsreihenfolgen einer gegebenen Proble-
minstanz. Fu¨r gegebene Punkte p = (Π(1), . . . ,Π(n)) ∈ S und p′ =
(Π′(1), . . . ,Π′(n)) ∈ S sei c(p, p′) die gro¨ßte Stelle, bis zu der p und p′ gleich sind,
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das heißt c(p, p′) ist die gro¨ßte Zahl fu¨r die Π(i) = Π′(i) fu¨r i = 1, . . . , c(p, p′)
gilt.
Diese Deﬁnition ergibt einen Suchraum der Gro¨ße n! fu¨r ein Problem mit n Jobs.
In diesem Raum wird jetzt die Klasse von Bewegungen, das heißt Moves, deﬁniert.
Dabei wird eine Sequenz von Jobs aus der Bearbeitungsreihenfolge entfernt und
an anderer Stelle in derselben Reihenfolge wieder eingefu¨gt. Die Deﬁnition ist
intuitiv klar und wurde wie hier dargestellt in den Local Search Verfahren der
Abschnitte 4.3, 4.4 und 4.5 implementiert. Eine Veranschaulichung des Begriﬀs
ﬁndet sich in Beispiel 4.2.3.
4.2.2 Deﬁnition (Move Mα)
Eine Funktion Move Mα : S → S sei fu¨r eine Bearbeitungsreihenfolge p =
(Π(1), . . . ,Π(n)) deﬁniert durch
Mα(p) =
{
(Π(1),..,Π(i− 1),Π(i+ k),..,Π(i+ k + a− 1),Π(i),..,Π(n)), j = 1
(Π(1),..,Π(i+ k),Π(i),..,Π(i+ a− 1),Π(i+ k + 1),..,Π(n)), j = 0
Dabei ist α = (i, a, j, k) ein Multiindex mit geeignetem
(i, a, j, k) ∈ {1, . . . , n− 1} × {1, . . . , n− 1} × {0, 1} × {1, . . . , n}.
4.2.3 Beispiel
Wir betrachten den Punkt p = (1, 2, 3, 4, 5, 6, 7) in einem no-wait Job-Shop-
Problem mit 7 Jobs. Die Punkte p′ = (1, 5, 6, 2, 3, 4, 7) und p′′ = (4, 5, 6, 7, 1, 2, 3)
werden folgendermaßen aus dem Punkt p erzeugt:
Mα mit α = (i, a, j, k) = (2, 2, 1, 3) liefert:
(1, 2, 3, 4, 5, 6︸︷︷︸
a=2
, 7)
Mα−→ (1, 5, 6, 2, 3, 4, 7)
Hierbei besagt a = 2, dass 2 Elemente verschoben werden. j = 1 indiziert, dass
die Verschiebung der Elemente nach vorne erfolgt. Die zwei Elemente werden
nach der i = 2-ten Stelle eingefu¨gt und ab der i+ k = 5-ten Stelle geza¨hlt.
Mα mit α = (i, a, j, k) = (1, 3, 0, 6) liefert:
(1, 2, 3︸ ︷︷ ︸
a=3
, 4, 5, 6, 7)
Mα−→ (4, 5, 6, 7, 1, 2, 3)
Hier werden a = 3 Elemente verschoben. Die Verschiebung erfolgt nach hinten,
da die Bina¨rvariable j = 0 ist. Die drei Elemente werden an der i + k = 7-ten
Stelle eingefu¨gt und ab der i = 1-ten Stelle entnommen.
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Die Philosophie der hier deﬁnierten Moves liegt auf der Hand, wenn man das
Problem als zweidimensionales Packproblem auﬀasst. Es ist naheliegend, dass
sich “gute Lo¨sungen” durch eine Sequenz dicht gepackter Jobs auszeichnen. Durch
entsprechendes Umsetzen genau dieser Sequenz ist es wahrscheinlich, weitere gute
bzw. bessere Lo¨sungen zu ﬁnden.
Mithilfe der Move-Funktion lassen sich jetzt Nachbarschaften deﬁnieren. Dabei
wird zu jedem Punkt p des Raumes eine a-Nachbarschaft deﬁniert. a-Nachbar
von p ist dabei jeder Punkt, der sich mit einem α-Move erreichen la¨sst, wobei
α = (i, a, j, k) (mit zula¨ssigen i, j und k) ist.
4.2.4 Deﬁnition (Nachbarschaften Na)
Es sei S der Raum aller Bearbeitungsreihenfolgen einer gegebenen Problemin-
stanz. Dann sei fu¨r a ∈ {1, . . . , n−1} eine Nachbarschaftsfunktion Na : S → P(S)
deﬁniert, wobei q ∈ Na(p) genau dann, wenn ein α = (i, a, j, k) mit geeigneten
i, j und k existiert, so dass q = Mα(p). Na(p) heißt a-Nachbarschaft von p und
ist q ∈ Na(p), so heißt q ein a-Nachbar von p.
Fu¨r Probleme, deren Lo¨sungen sich mit Hilfe von Sequenzen repra¨sentieren las-
sen, wurden viele Nachbarschaften vorgeschlagen (siehe zum Beispiel [AL97b],
[Vae95] oder [VAL92]). Einige vertauschen dabei zwei ausgewa¨hlte Elemente und
andere entnehmen ein Element und fu¨gen es an anderer Stelle wieder ein. Die
entsprechenden Nachbarschaften heißen swap- resp. jump-Nachbarschaften. In
[Wen95] wird gezeigt, dass jump-Nachbarschaften fu¨r das klassische Job-Shop-
Problem u¨berlegen sind. [RH00] sowie auch [MMR99] besta¨tigen dies im Falle
von no-wait Beschra¨nkungen. Daher wurde in dieser Arbeit auf die Betrachtung
von swap-Nachbarschaften verzichtet.
Die von den oben genannten Quellen verwendeten jump-Nachbarschaften werden
durch die in Deﬁnition 4.2.4 beschriebenen a-Nachbarschaften verallgemeinert.
Der in den Quellen vorliegende Fall entspricht in Deﬁnition 4.2.4 der Nachbar-
schaft N1.
Die Nachbarschaften Na besitzen fu¨r die Implementierung von Local Search Ver-
fahren im Zusammenhang mit dem in Kapitel 3.2.2 deﬁnierten non-delay Time-
tabling entscheidende Eigenschaften. Bekanntlich erfolgt fu¨r eine Bearbeitungs-
reihenfolge p = (Π(1), . . . ,Π(n)) die Startzeitenberechnung beim non-delay Ti-
metabling sukzessive fu¨r die Jobs Π(1),Π(2), . . . usw. Bei Durchfu¨hrung eines
Local Search Algorithmus wird danach eine benachbarte Bearbeitungsreihenfol-
ge p′ = (Π′(1), . . . ,Π′(n)) bewertet. Die Zahl c(p, p′) gibt Auskunft daru¨ber, bis
zur wievielten Stelle die beiden Sequenzen gleich sind. Die erste Aussage des nun
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folgenden Satzes besteht darin, dass die Startzeiten der ersten c(p, p′) Jobs bei
der Bewertung des Punktes p′ nicht neu berechnet zu werden brauchen, da sie mit
den Startzeiten der ersten c(p, p′) Jobs des Punktes p u¨bereinstimmen. Die zweite
Aussage des Satzes zeigt, dass c(p, p′) im Falle p′ = Mα(p) nicht erst bestimmt
werden muss, sondern sich aus den Parametern von α ergibt.
In diesem Zusammenhang ist jedoch zu beachten, dass der Satz ausschließlich fu¨r
non-delay Timetabling gilt. Fu¨r den Fall von optimalem Timetabling wird ein
Gegenbeispiel in Beispiel 4.2.6 angegeben.
4.2.5 Satz
Es seien p = (Π(1), . . . ,Π(n)) ∈ S und p′ = (Π′(1), . . . ,Π′(n)) ∈ S gegeben.
Dann gelten:
i) Bei non-delay Timetabling stimmen die Startzeiten der ersten c(p, p′) Jobs
u¨berein. Das heißt, es gilt: tΠ(q) = tΠ′(q) fu¨r q = 1, . . . , c(p, p
′).
ii) Geht die Bearbeitungsreihenfolge p′ aus p durch einen Move Mα hervor,
das heißt p′ = Mα(p), dann braucht die Zahl c(p, p′) nicht berechnet zu
werden, sondern sie ergibt sich aus den Parametern von α = (i, a, j, k) als
c(p, p′) = i− 1.
Beweis:
i) Die Bestimmung der Startzeiten tΠ(1), . . . , tΠ(n) besteht im sukzessiven
Lo¨sen von Gleichungssystemen wie in Deﬁnition 3.2.9 vorgegeben. Die
ersten c(p, p′) Gleichungssysteme sind identisch und ergeben daher die
gleichen Startzeiten.
ii) Die Deﬁnition 4.2.2 des Begriﬀs Move ist oﬀensichtlich genau so konzi-
piert, dass p und p′ bis zur i− 1-ten Stelle u¨bereinstimmen.
Das folgende Gegenbeispiel zeigt, dass die erste Aussage des Satzes bei optimalem
Timetabling nicht gilt:
4.2.6 Beispiel
Es sei ein no-wait Job-Shop-Problem mit 2 Maschinen und den folgenden vier
Jobs gegeben:
o1,1 = (1, 1) o1,2 = (2, 1)
o2,1 = (1, 2) o2,2 = (2, 1)
o3,1 = (1, 1) o3,2 = (2, 1)
o4,1 = (2, 2)
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Man betrachte die Bearbeitungsreihenfolgen p = (1, 2, 3, 4) und p′ = (1, 2, 4, 3)
unter optimalem Timetabling. Die beiden Situationen sind in den Abbildungen












Abbildung 4.2: Optimales Timetabling bei Bearbeitungsreihenfolge (1, 2, 4, 3)
Oﬀensichtlich ist das Timetabling fu¨r die beiden vorgegebenen Bearbeitungsrei-
henfolgen optimal. Fu¨r die Bearbeitungsreihenfolgen gilt p′ = Mα(p) mit α =
(3, 1, 0, 1). Ferner ist c(p, p′) = 2.
Das Ergebnis fu¨r die Bearbeitungsreihenfolge (1, 2, 3, 4) ist unter non-delay Ti-
metabling das gleiche wie unter optimalem Timetabling (siehe Abbildung 4.1).
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Fu¨r die Reihenfolge (1, 2, 4, 3) unterscheiden sich die beiden Fa¨lle jedoch schon bei
der Startzeit von Job 2. In Abbildung 4.2 sieht man den Schedule der sich unter
optimalem Timetabling ergibt. Unter non-delay Timetabling wa¨re die Startzeit
von Job 2 wegen c(p, p′) = 2 und Satz 4.2.5 gleich der Startzeit von Job 2 in
Abbildung 4.1.
4.2.7 Bemerkung
Die Aussage von Satz 4.2.5 ist von entscheidender Bedeutung fu¨r die Konstruk-
tion von Local Search Algorithmen auf der Basis von non-delay Timetabling. In
einem Local Search Verfahren wird in der Nachbarschaft eines Punktes p ∈ S
nach einem besseren Nachbarn gesucht. Die meisten Nachbarn von p stimmen zu
einem großen Teil mit diesem Punkt u¨berein. Ist dann p′ = Mα(p) ein Nachbar
von p mit α = (i, a, j, k), so ist nach Teil ii) von Satz 4.2.5 c(p, p′) = i − 1
und nach Teil i) mu¨ssen die entsprechenden i− 1 Startzeiten zur Evaluation des
Punktes p′ nicht neu bestimmt werden.
Soll danach ein weiterer Nachbar p′′ von p untersucht werden und ist dieser Punkt
ebenfalls Nachbar von p′ also p′′ = Mα′(p′) mit α′ = (i′, a′, j′, k′), so kann fu¨r
diesen Fall die gro¨ßere von beiden Zahlen c(p, p′′) und c(p′, p′′) genutzt werden.
Viele Algorithmen fu¨r das klassische Job-Shop-Problem verwenden
Einfu¨genachbarschaften (engl. jump-neighborhoods), bei denen die einzufu¨genden
Elementsequenzen zusa¨tzlich invertiert werden. Dies wird insbesondere bei ge-
netischen Algorithmen ha¨uﬁg als Mutation verwendet. Auch fu¨r das no-wait
Job-Shop-Problem wurden solche Nachbarschaften eingesetzt – zum Beispiel im
Algorithmus von [Fra02].
Die entsprechenden Moves bzw. Nachbarschaften werden auch hier deﬁniert.
4.2.8 Deﬁnition (Move M∗α, Nachbarschaft N
∗
a)
Fu¨r einen gegebenen Punkt p ∈ S sei M∗α(p) ∈ S der Punkt, der aus Mα(p)
durch zusa¨tzliches Invertieren der Reihenfolge der eingefu¨gten Elemente (verglei-
che Deﬁnition 4.2.2) entsteht. Wie in der Deﬁnition der Nachbarschaft Na (siehe
Deﬁnition 4.2.4) sei N∗a : S → P(S) deﬁniert, so dass p′ ∈ N∗a (p), wenn ein
Multiindex α mit geeigneten (i, a, j, k) existiert, wobei p′ =M∗α(p).
Fu¨r die Deﬁnition einer Nachbarschaft zur Nutzung in Local Search Verfahren ist
ferner die folgende Zusammenhangseigenschaft wichtig. Von einem festen, aber
beliebigen Punkt aus sollte jeder andere Punkt erreichbar sein. Ist diese Eigen-
schaft nicht gewa¨hrleistet, so kann unter ungu¨nstigen Umsta¨nden das Auﬃnden
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eines Optimums von vornherein ausgeschlossen sein. In Anlehnung an [AL97a]
wird daher hier der Begriﬀ einer schwach optimal zusammenha¨ngenden Nachbar-
schaft deﬁniert.
4.2.9 Deﬁnition (schwach optimal zusammenha¨ngend)
Eine Nachbarschaft N heißt schwach optimal zusammenha¨ngend, wenn es fu¨r
ein gegebenes Paar von Punkten (p, p′) einen Pfad von p nach p′ gibt, das heißt
eine endliche Folge p1, . . . , pn mit p ∈ N(p1), pn ∈ N(p′) und pi ∈ N(pi+1) fu¨r
i = 1, . . . , n− 1.
Der folgende Satz besagt, dass die Nachbarschaft N1, die in 4.2.4 deﬁniert wurde,
die geforderte Zusammenhangseigenschaft hat.
4.2.10 Satz
Die Nachbarschaft N1 ist schwach optimal zusammenha¨ngend.
Beweis: Angenommen, N1 wa¨re nicht schwach optimal zusammenha¨ngend.
Dann gibt es ein Paar (p, p′) so, dass p′ von p aus nicht erreicht werden kann.
Es sei q ein Punkt, der von p aus erreicht werden kann und fu¨r den k = c(q, p′)
maximal wird. Es sei ferner l das k+1-te Element von p′. In q muss l an einer
Stelle t mit t > k zu ﬁnden sein. Es sei p˜ = Mα(q) mit α = (k, 1, 1, t − k).
Dieses Element ist, da es ein Nachbar von q ist, oﬀensichtlich von p aus
erreichbar und es ist c(p˜, p′) = k+ 1. Dies widerspricht der Maximalita¨t von
k.
Fu¨r die Deﬁnition der Algorithmen in den folgenden Abschnitten sind Vereini-
gungen von Nachbarschaften der Form ∪ki=1Ni mit einem festen k ∈ {1, . . . , n−1}
relevant. Die Zusammenhangseigenschaft kann fu¨r diese gro¨ßeren Nachbarschaf-





Ni mit k ∈ {1, . . . , n− 1}
ist schwach optimal zusammenha¨ngend.




Daher folgt die Aussage aus Satz 4.2.10.
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4.3 Variable Neighborhood Search
In Abschnitt 4.3.1 wird zuna¨chst kurz der Iterative Improvement Algorithmus
dargestellt, der die Basis fast aller Local Search Verfahren bildet. Danach wird
das Verfahren zu Variable Neighborhood Search (VNS) erweitert.
Ein Iterative Improvement Algorithmus fa¨ngt mit einer Startlo¨sung an und durch-
sucht sukzessive Nachbarschaften nach dem jeweils besten Nachbarn. Das Ver-
fahren bricht ab, sobald kein besserer Nachbar innerhalb der gewa¨hlten Nach-
barschaft mehr gefunden werden kann. Das Ergebnis besteht demnach aus einer
Lo¨sung, die bezu¨glich der gewa¨hlten Nachbarschaft ein lokales Optimum ist.
Variable Neighborhood Search ist eine Erweiterung des Iterative Improvement
Algorithmus. Dabei werden, sobald im Rahmen des Iterative Improvement ein
lokales Optimum bezu¨glich der dort verwendeten Nachbarschaft gefunden ist,
weitere Nachbarschaften durchsucht. Sobald sich in einer dieser Nachbarschaften
eine Lo¨sung mit niedrigeren Kosten ﬁndet, wird mit dieser Lo¨sung das Iterative
Improvement Verfahren neu gestartet. Der Algorithmus bricht ab, sobald in keiner
der Nachbarschaften eine Lo¨sung mit niedrigerem Zielfunktionswert gefunden
werden kann. Fu¨r eine umfassendere Darstellung des VNS-Verfahrens kann auf
[HM01] verwiesen werden.
In [VAL92] werden Local Search Verfahren von einem abstrakteren Standpunkt
aus betrachtet. Dort wird ein allgemeines Schema angegeben, in das sich die
weitaus meisten aller Local Search Verfahren — unter anderem alle im Rahmen
dieser Arbeit implementierten — einordnen lassen. Die Einordnung von Iterative
Improvement in komplexere Metaheuristiken kann innerhalb des dort dargestell-
ten Schemas nachvollzogen werden.
In Abschnitt 4.3.2 wird die Kalibrierung des im na¨chsten Abschnitt zu deﬁnieren-
den Variable Neighborhood Search Verfahrens durchgefu¨hrt, die im Tabellenteil
A ausfu¨hrlich dokumentiert ist. Aus der Kalibrierung ergibt sich insbesondere,
welche Nachbarschaften sich besonders fu¨r die Lo¨sung von no-wait Job-Shop-
Problemen mit Local Search Verfahren eignen.
4.3.1 Algorithmus
Die folgende Darstellung eines Iterative Improvement Algorithmus im u¨blichen
programmiernahen Pseudocode lehnt sich an [GL97] an.
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4.3.1 Algorithmus: Iterative Improvement
1. DEFINIERE2 EINE NACHBARSCHAFT N.
2. WA¨HLE EINE STARTLO¨SUNG i ∈ S.
3. DURCHSUCHE DIE NACHBARSCHAFT N(i) NACH EINER BESTEN
LO¨SUNG i′ ∈ N(i).3
4. IST i EIN LOKALES OPTIMUM BEZU¨GLICH N, ALSO f(i) ≤ f(i′),
DANN ABBRUCH.
SONST SETZE i := i′ UND GEHE ZURU¨CK ZU SCHRITT 3.
Als Startlo¨sung i wird dabei, wie in Abschnitt 4.1 dargestellt, die Lo¨sung mit klein-
ster Makespan der dort geschilderten List Scheduling Algorithmen verwendet. Die
in Schritt 2 erwa¨hnte “beste Lo¨sung” bezieht sich auf die Bewertung der benach-
barten Lo¨sungen mittels non-delay Timetabling. Das heißt, die Bewertung f eines
Punktes i stellt die Anwendung des non-delay Timetabling-Algorithmus 3.2.9 auf
die Bearbeitungsreihenfolge i dar. Der konkrete Funktionswert f(i) ergibt sich
aus der Makespan des entstehenden Schedules, also max{Ci |i ∈ {1, . . . , n}}. Als
Nachbarschaft N ist in Schritt 2 die Nachbarschaft N1 gema¨ß Deﬁnition 4.2.4 zu
verstehen.
In den meisten Implementierungen von Iterative Improvement Verfahren ist die
in Schritt 2 genannte beste Lo¨sung innerhalb der Nachbarschaft diejenige mit
dem kleinsten Zielfunktionswert, wobei die Zielfunktion des Ausgangsproblems
ausgewertet wird. Im hier vorliegenden Fall wu¨rde die Berechnung dieses Ziel-
funktionswerts folgendes beinhalten: Aus jedem Nachbarn wird mittels exakten
Timetablings ein Schedule bestimmt, der dann die zur Bearbeitungsreihenfolge
geho¨rige Makespan liefert. Nach Satz 3.2.5 handelt es sich hierbei um ein streng
NP-hartes Problem, das bei gro¨ßeren Problemen fu¨r jeden Move viele tausend
Mal gelo¨st werden mu¨sste. Der hier deﬁnierte Algorithmus soll als Kern der kom-
plexeren Local Search Algorithmen der Abschnitte 4.4 und 4.5 dienen und muss
daher besondere Schnelligkeitsanforderungen erfu¨llen. In [HTd97] wird fu¨r solche
Fa¨lle vorgeschlagen, dass “[...] eine schnelle Heuristik zur Bewertung der benach-
barten Lo¨sungen” herangezogen wird. Als solche wird hier das in Deﬁnition 3.2.9
angegebene non-delay Timetabling verwendet.
2Zwischen Deklaration und Deﬁnition wird in der Beschreibung der Algorithmen nicht un-
terschieden.
3Bei Mehrdeutigkeit wird eine beliebige, beste Lo¨sung gewa¨hlt.
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Das non-delay Timetabling hat eine weitere Sta¨rke, die in der folgenden Bemer-
kung erla¨utert wird.
4.3.2 Bemerkung
Das non-delay Timetabling bietet im Rahmen von Variable Neighborhood Search
Algorithmen einen besonderen Geschwindigkeitsvorteil, da die Bewertung einer
Lo¨sung oft fru¨hzeitig abgebrochen werden kann. Wa¨hrend der Algorithmus la¨uft,
ist zu jedem Zeitpunkt eine obere Schranke in Form der Makespan der besten bis-
her gefundenen Lo¨sung bekannt. Da die Startzeiten der Jobs sukzessive bestimmt
werden und somit auch deren Fertigstellungszeiten Ci zur Verfu¨gung stehen, kann
die Bewertung einer Lo¨sung abgebrochen werden, sobald die Fertigstellungszeit Ci
eines Jobs i die Makespan C∗max der besten bisher gefundenen Lo¨sung u¨bersteigt.
Daher kann die Bewertung einer Bearbeitungsreihenfolge ha¨uﬁg vorzeitig abge-
brochen werden. In Satz 4.2.5 wird zudem erla¨utert, unter welchen Bedingungen
am Anfang der Bewertung eines Punktes Zwischenergebnisse vorheriger Rech-
nungen wiederverwendet werden ko¨nnen. Das folgende Beispiel zeigt an einem
einfachen Flow-Shop-Problem wie die beiden Konzepte ineinandergreifen.
4.3.3 Beispiel
Es sei ein F3 | no-wait |Cmax-Problem mit 5 Jobs und den folgenden Operationen
gegeben:
p1,1 = 2 p1,2 = 1 p1,3 = 1
p2,1 = 1 p2,2 = 1 p2,3 = 1
p3,1 = 1 p3,2 = 1 p3,3 = 5
p4,1 = 1 p4,2 = 5 p4,3 = 1
p5,1 = 2 p5,2 = 1 p5,3 = 1
Der Algorithmus beﬁnde sich im Punkt p = (1, 2, 3, 4, 5) und es ergibt sich dort bei
non-delay Timetabling die Makespan 12. Anwendung von Mα mit α = (3, 1, 0, 4)
liefert den Nachbarn p′ := Mα(p) = (1, 2, 4, 3, 5) in der N1-Nachbarschaft von
p. Es gilt c(p, p′) = 2. Daher mu¨ssen nach Satz 4.2.5 die Startzeiten der er-
sten beiden Jobs der Bearbeitungsreihenfolge p′ nicht neu berechnet werden. Die
Startzeiten t4 des dritten und t3 des vierten Jobs von p
′ sind gema¨ß non-delay
Timetabling t4 = 4 und t3 = 8. Daraus folgt C3 = 15. Es kann also auf die Be-
stimmung der letzten Startzeit verzichtet werden, da der Punkt p′ keine niedrigere
Makespan haben kann als der Punkt p.
Insgesamt mussten also von fu¨nf Startzeiten, die zur Bewertung des Punktes p′
erforderlich sind, nur zwei tatsa¨chlich berechnet werden.
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4.3.4 Bemerkung
In der Implementierung des Iterative Improvement Verfahrens mu¨ssen alle Nach-
barn eines gegebenen Punktes p bewertet werden. Da Punkte p′ ∈ Na(p) mit
einem hohen Wert c(p, p′) besonders schnell ausgewertet werden ko¨nnen, wird
demgema¨ß ein Abza¨hlschema fu¨r die Nachbarn von p festgelegt. Zuna¨chst wird
der Nachbar mit dem maximalen c(p, p′) = n − 2 bewertet, dann alle Nachbarn
mit c(p, p′) = n − 3, usw. Damit ist gewa¨hrleistet, dass die in Bemerkung 4.3.2
erwa¨hnte obere Schranke mo¨glichst schnell fa¨llt.
Der in 4.3.1 dargestellte Algorithmus akzeptiert eine beliebige zula¨ssige Lo¨sung
des Problems als Input und liefert als Output eine Lo¨sung, die bezu¨glich der
verwendeten Nachbarschaft lokal optimal ist. Ha¨uﬁg sind jedoch die so erhalte-
nen lokalen Minima im Vergleich zum globalen Minimum relativ schlecht. Um
die Lo¨sung weiter zu verbessern, gibt es verschiedene Strategien. Viele dieser
Ansa¨tze, wie auch die in den Abschnitten 4.4 und 4.5 dargestellten Algorithmen,
akzeptieren nach Auﬃnden des lokalen Optimums auch Lo¨sungen mit schlech-
terem Zielfunktionswert (etwa die zweitbeste Lo¨sung in der Nachbarschaft), um
den Suchbereich auszudehnen. Wird hierdurch eine Lo¨sung gefunden, die besser
ist als das zuvor erwa¨hnte lokale Optimum, so wird der Iterative Improvement
Algorithmus mit dieser Lo¨sung neu gestartet.
Eine sehr einfache Erweiterung von Iterative Improvement, die zu keinem Zeit-
punkt kostenverschlechternde Lo¨sungen akzeptiert, ist der folgende Algorithmus
4.3.5: Variable Neighborhood Search. Er durchsucht bei Erreichen eines lokalen
Optimums weitere Nachbarschaften dieses Punktes, um so das lokale Optimum
zu verlassen. Das Verfahren bricht ab, wenn die Bearbeitungsreihenfolge lokal
optimal bezu¨glich aller Nachbarschaften ist.
Auf Basis dieses Ansatzes, der nun dargestellt wird, wurden die in dieser Arbeit
mit VNS(x) bzw. VNS∗(x) bezeichneten Algorithmen deﬁniert.
4.3.5 Algorithmus: Variable Neighborhood Search
1. DEFINIERE NACHBARSCHAFTEN N UND L.
2. WA¨HLE EINE STARTLO¨SUNG i ∈ S.
3. DURCHSUCHE DIE NACHBARSCHAFT N(i) NACH EINER BESTEN
LO¨SUNG i′ ∈ N(i).
4. IST i KEIN LOKALES OPTIMUM BEZU¨GLICH N, ALSO f(i) > f(i′),
DANN SETZE i := i′ UND GEHE ZURU¨CK ZU SCHRITT 3.
5. DURCHSUCHE DIE NACHBARSCHAFT L(i) NACH EINER BESTEN
4.3 Variable Neighborhood Search 90
LO¨SUNG i′ ∈ L(i).
6. IST i EBENFALLS LOKALES OPTIMUM BEZU¨GLICH L, ALSO
f(i) ≤ f(i′) FU¨R ALLE i′ ∈ L(i), DANN ABBRUCH.
SONST SETZE i := i′ UND GEHE ZURU¨CK ZU SCHRITT 3.
Die Startlo¨sung sowie die Nachbarschaft N sind dabei wie in Algorithmus 4.3.1
deﬁniert. Die Art und Gro¨ße der Nachbarschaft L wurde zur Kalibrierung
des Verfahrens verwendet. Es wurden die folgenden Bezeichnungen fu¨r VNS-
Verfahren nach Algorithmus 4.3.5 vergeben, um festzulegen, welche Nachbarschaft











Gegenstand der Kalibrierung der oben deﬁnierten VNS-Algorithmen ist die Art
und Gro¨ße der erweiterten Nachbarschaft L. Diese Kalibrierung ist aus zwei
Gru¨nden grundlegend und wird daher in den Tabellen in Anhang A sehr sorgfa¨ltig
dokumentiert. Erstens bildet das VNS-Verfahren den Kern der spa¨ter folgenden
komplexeren Local Search Algorithmen. Daher muss es so kalibriert werden, dass
es in angemessener Zeit zu guten Ergebnissen gelangt. Zweitens liefert die Un-
tersuchung einen Beitrag zur Eignung verschiedener Nachbarschaftsstrukturen in
Local Search Verfahren fu¨r das no-wait Job-Shop-Problem. So wird sich beispiels-
weise zeigen, dass die Invertierung von einzufu¨genden Elementsequenzen (verglei-
che Deﬁnition 4.2.8), wie sie zum Beispiel in Genetischen Algorithmen verwendet
wird (vergleiche [Fra02] fu¨r das no-wait Job-Shop-Problem), wenig sinnvoll ist.
Die Kalibrierung wird an Hand von Benchmarkproblemen fu¨r klassische Shop-
Scheduling-Probleme aus der Literatur vorgenommen, die als no-wait Probleme
interpretiert werden. Eine genauere Darstellung zu den verwendeten Problemin-
stanzen ﬁndet sich in Abschnitt 5.1.
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Durch Experimente an den Benchmarkinstanzen soll erstens gekla¨rt werden, wel-
che Gro¨ße fu¨r x eines Algorithmus VNS(x) bzw. VNS∗(x) zweckma¨ßig ist. Dabei
ist aus der Deﬁnition 4.2.2 der Moves unmittelbar ersichtlich, dass nur Werte4
x ≤ n/2 verwendet werden sollten. Zweitens ist zu untersuchen, ob sich das
Einfu¨gen von invertierten Elementsequenzen lohnt, das heißt, ob der zusa¨tzlich
entstehende Zeitaufwand bei Einsatz des Algorithmus VNS∗(x) gegenu¨ber dem
Algorithmus VNS(x) durch entsprechend bessere Ergebnisse gerechtfertigt wird.
Im den Tabellen A.8-A.12 des Anhangs A ﬁnden sich die einzelnen Ergebnisse auf
die an dieser Stelle eingegangen wird. Verglichen werden dort die Algorithmen5
VNS(n/3) und VNS(n/2) sowie VNS∗(n/3) und VNS∗(n/2). Da sich
die Abweichungen der unterschiedlichen Algorithmen voneinander in a¨hnlichen
Gro¨ßenordnungen abspielen, wird hier u¨ber die Anzahl der abweichenden Er-
gebnisse im Verha¨ltnis zur Rechenzeit argumentiert. Ferner ließen sich Unter-
schiede in den Ergebnissen immer eindeutig auf genau eine von zwei Ursachen
zuru¨ckfu¨hren. Entweder ergaben sie sich aus der Variation des Parameters x oder
aus der Hinzunahme von invertierten Elementsequenzen, was hier durch ein ∗
gekennzeichnet ist.
Bei den 29 Instanzen von exakt lo¨sbaren no-wait Job-Shop-Problemen (Tabelle
A.8) schnitten die VNS∗-Algorithmen lediglich bei einer Instanz besser ab als die
entsprechenden VNS-Algorithmen. Bei den Rechenzeiten ergaben sich keine nen-
nenswerten Unterschiede. Die 53 Instanzen großer no-wait Job-Shop-Probleme
(Tabellen A.9 und A.10) zeigten in drei Fa¨llen (la26, abz7 und yn4) ein verbes-
sertes Ergebnis durch die Hinzunahme von invertierten Elementsequenzen. Hin-
gegen wurde der Zielfunktionswert bei 6 Instanzen (la27, swv02, swv11, swv12,
swv15 und swv17) durch den U¨bergang von n/3 auf n/2 verringert. Sowohl
durch die Vergro¨ßerung des Parameters x (Erweiterung der Nachbarschaften) als
auch durch das Verwenden von invertierten Sequenzen ergibt sich jeweils eine
durchschnittliche Steigerung der Rechenzeiten von circa 15%.
Die exakt lo¨sbaren no-wait Flow-Shop-Instanzen (Tabelle A.11) zeigen keine Un-
terschiede der Algorithmen. Bei den großen no-wait Flow-Shop-Instanzen (Ta-
belle A.12) ergaben sich minimale Unterschiede im Zielfunktionswert bei reC09
und reC41 durch Vergro¨ßerung des Parameters x. Der Anstieg der Rechenzeiten
entwickelte sich a¨hnlich wie im Fall von großen no-wait Job-Shop-Problemen.
4Fu¨r eine reelle Zahl r kennzeichnet dabei r die gro¨ßte ganze Zahl, die kleiner oder gleich
r ist.
5Kleinere Erweiterungsnachbarschaften (bis x = n/10) wurden ebenfalls untersucht. Die
Ergebnisse blieben jedoch weit hinter den oben angefu¨hrten Fa¨llen zuru¨ck und ergaben
im Gegenzug nur sehr geringe Einsparungen bei der Rechenzeit. Daher wurde auf eine
ausfu¨hrliche Darstellung dieser Fa¨lle verzichtet.
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Insgesamt konnten durch gro¨ßere Nachbarschaften 8 Ergebnisse verbessert werden
— gegenu¨ber 3 Verbesserungen durch Invertierung von Sequenzen. Diese Ergeb-
nisse lassen schließen, dass eine Erweiterung der Nachbarschaft klar zusa¨tzlicher
Invertierung von Sequenzen vorgezogen werden sollte. Damit werden die beiden
Algorithmen VNS(n/2) und VNS∗(n/2) favorisiert. Unter diesen beiden lie-
fert VNS∗(n/2) bei deutlich ho¨heren Rechenzeiten nur wenig bessere Ergebnis-
se. Daher wird im folgenden VNS(n/2) als Referenzalgorithmus zum Vergleich
mit komplexeren Ansa¨tzen verwendet.
4.4 Threshold Accepting
Im Gegensatz zum VNS-Verfahren 4.3.5 handelt es sich bei Threshold Accepting
(TA) Algorithmen um eine Klasse von Algorithmen, die zeitweilig auch kostenver-
schlechternde Lo¨sungen akzeptiert. Wie die Bezeichnung des Algorithmus nahe
legt, ist eine Schranke gegeben, bis zu der sich die Lo¨sung von der letzten ge-
fundenen Lo¨sung verschlechtern darf. Diese Schranke ist normalerweise abha¨ngig
von der Anzahl der bisher ausgefu¨hrten Moves und strebt gegen Null, wodurch
das Verfahren in ein Iterative Improvement Verfahren u¨bergeht. Ferner wird das
Verfahren fru¨hzeitig abgebrochen, wenn eine festgelegte Anzahl von Schritten oh-
ne Verbesserung erfolgt ist. Die Ausgabe besteht in der besten, im Verlauf des
Algorithmus gefundenen, Lo¨sung.
4.4.1 Algorithmus
Der folgende Algorithmus 4.4.1 zeigt die wesentlichen Elemente des Threshold
Accepting Verfahrens, wie es fu¨r die vorliegende Arbeit implementiert wurde.
Eine Darstellung, die den Algorithmus in den Zusammenhang des verwandten
Simulated Annealing Algorithmus einbettet, ﬁndet sich in [AKv97].
4.4.1 Algorithmus: Threshold Accepting
1. DEFINIERE EINE ZAHL DER LOOPS L, EINEN MOVEZA¨HLER
M, EINEN ZA¨HLER V SOWIE EINEN SPEICHERPLATZ B FU¨R
DIE BESTE BISHER GEFUNDENE LO¨SUNG. WA¨HLE EINE
NULLFOLGE TM UND EINE NACHBARSCHAFT N.
2. WA¨HLE EINE STARTLO¨SUNG i ∈ S UND SETZE B := i, M := 0
SOWIE V := 0.
3. DURCHSUCHE DIE NACHBARSCHAFT N(i) NACH DER BESTEN
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LO¨SUNG i′ ∈ N(i) UND SETZE V := V + 1.
4. GILT f(i′) < f(B), DANN SETZE B := i′, V := 0, i := i′ UND GEHE ZU
SCHRITT 3.
5. IST V = L, DANN ABBRUCH.
6. GILT f(i)− f(i′) ≥ TM, DANN ABBRUCH.
SONST SETZE i := i′, M :=M + 1 UND GEHE ZURU¨CK ZU
SCHRITT 3.
Als Nachbarschaft N wurde hierbei N = ∪i≤n/2Ni verwendet. Die Nullfolge TM
ist wie in [WZ01] bzw. [Fra02] als exponentielle Abku¨hlfolge TM = λ·TM−1 mit λ ∈
]0, 1[ und Startwert T0 deﬁniert. Die Funktion f ist wie in Algorithmus 4.3.5 zu
verstehen. Andere Parameter, wie L, λ und T0 sind Gegenstand der Kalibrierung.







In der Kalibrierung des Threshold Accepting Algorithmus wurden aufgrund von
Experimenten die Parameter T0, λ und L festgelegt. In zahlreichen Versuchen mit
den Benchmarkinstanzen aus der Literatur konnten hierbei die von [WZ01] vorge-
schlagenen und auch von [Fra02] verwendeten Parameter mit leichten Variationen
besta¨tigt werden. Das heißt, es wurde λ = 0, 99 und T0 = Cworst−Cbest gesetzt,
wobei Cworst und Cbest der schlechteste bzw. beste Zielfunktionswert ist, der
mit den Heuristiken aus Abschnitt 4.1 erzielt werden konnte. Mit einer Anzahl
der Loops von L = 500 wurde sichergestellt, dass das Verfahren auf Grund dieser
Abbruchbedingung nur a¨ußerst selten anha¨lt.
Insgesamt muss konstatiert werden, dass sich die Ergebnisse der verschiedenen
Threshold Accepting Algorithmen TSL nur selten wesentlich voneinander un-
terscheiden. Dies liegt an fundamentalen Eigenschaften der gewa¨hlten Nachbar-
schaftsstruktur im Zusammenhang mit dem Iterative Improvement Verfahren,
das dem Algorithmus zu Grunde liegt. Eine genauere Diskussion der Ursachen
dieses Verhaltens wird im Vergleich der Threshold Accepting Algorithmen mit
den anderen Local Search Verfahren in Abschnitt 5.3.3 gefu¨hrt.
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4.5 Tabu Search
Tabu Search ist ein Local Search Verfahren, bei dem ebenfalls kostenverschlech-
ternde Lo¨sungen akzeptiert werden. Das wiederholte Aufsuchen von gleichen
Lo¨sungen wird dadurch verhindert, dass alle untersuchten Lo¨sungen zeitweilig, in
einer sogenannten Tabuliste, gespeichert werden. Die dort enthaltenen Lo¨sungen
sind dann fu¨r die Dauer der Speicherung tabu und du¨rfen nicht erneut besucht
werden. In dem so beschriebenen Verfahren gibt es zwei Abbruchkriterien. Das
Verfahren bricht entweder ab, weil eine vorher festgelegte Anzahl von Schritten
ohne Verbesserung durchgefu¨hrt wurde oder weil sich das Verfahren in einem
Punkt beﬁndet, dessen Nachbarn alle tabu sind. Die beste, im Verlauf des Ver-
fahrens gefundene, Lo¨sung wird dann ausgegeben.
Tabu Search Algorithmen geho¨ren fu¨r viele Probleme der kombinatorischen Op-
timierung zu den erfolgreichsten Algorithmen. Fu¨r das klassische Job-Shop-
Problem ist das Tabu Search Verfahren von [NS96] (neben einer Variante
der “Shifting bottleneck Heuristik; vergleiche [BV98]) eines der beiden be-
sten approximativen Ansa¨tze. Fu¨r das no-wait Job-Shop-Problem gibt es einen
vero¨ﬀentlichten Tabu Search Algorithmus von [MMR99] — die Autoren geben
jedoch keine Ergebnisse bekannt.
Weiterfu¨hrende Literatur zum Thema Tabu Search ﬁndet sich unter anderem in
den Artikeln [Vos00], [Glo89], [Glo90a] oder [Glo90b] bzw. im Buch [GL97], das
sich ausschließlich dem Thema Tabu Search widmet.
4.5.1 Algorithmus
Das folgende allgemeine Schema eines Tabu Search Algorithmus ist [HTd97] ent-
nommen.
4.5.1 Algorithmus: Tabu Search
1. DEFINIERE EINE ZAHL DER LOOPS L, EINEN ZA¨HLER V , EINE TABU
LISTE DER LA¨NGE T, EINEN SPEICHERPLATZ B FU¨R DIE BESTE
BISHER GEFUNDENE LO¨SUNG UND EINE NACHBARSCHAFT N.
2. WA¨HLE EINE STARTLO¨SUNG i ∈ S UND SETZE B := i SOWIE
V := 0.
3. DURCHSUCHE DIE NACHBARSCHAFT N(i) NACH DER BESTEN
LO¨SUNG i′ ∈ N(i), DIE NICHT IN DER TABU LISTE STEHT, UND
SETZE V := V + 1. SCHREIBE i′ IN DIE TABU LISTE UND U¨BER-
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SCHREIBE DABEI GEGEBENENFALLS DAS A¨LTESTE ELEMENT.
EXISTIERT KEINE SOLCHE LO¨SUNG i′, DANN ABBRUCH.
4. GILT f(i′) < f(B), DANN SETZE B := i′, V := 0, i := i′ UND GEHE ZU
SCHRITT 3.
5. IST V = L, DANN ABBRUCH.
6. SETZE i := i′ UND GEHE ZU SCHRITT 3.
Als Nachbarschaft N wurde hier, wie schon in Algorithmus 4.4.1, N = ∪i≤n/2Ni
verwendet. Der Algorithmus wurde wie folgt implementiert: Die Funktion f ist
wie in Algorithmus 4.3.5 zu verstehen. Die Tabuliste ist als Feld der La¨nge T
von Vektoren der La¨nge n implementiert, in das die Lo¨sungen geschrieben wer-
den. Die Methode “Schreiben” besitzt einen internen Za¨hler j, der alle Schreib-
vorga¨nge in die Tabuliste mitza¨hlt. Zu einem beliebigen Zeitpunkt kann dann in
den (j mod T )-ten Speicherplatz der Tabuliste geschrieben werden. Dadurch wird
automatisch das a¨lteste Element u¨berschrieben, falls dies erforderlich ist.
In der Literatur werden verschiedene Varianten von Tabulisten vorgeschlagen. Die
hier verwendete, jeden besuchten Punkt des Suchraumes komplett abzuspeichern,
ist besonders dann sinnvoll, wenn der verfu¨gbare Speicherplatz keine relevante
Restriktion darstellt. Dies ist fu¨r das hier entwickelte Tabu Search Verfahren der
Fall, da jede Lo¨sung durch einen Vektor der La¨nge n dargestellt wird. Andere
in der Literatur vorgeschlagene Mo¨glichkeiten bestehen darin, lediglich wesent-
liche Eigenschaften von besuchten Lo¨sungen zu speichern. Im Fall des no-wait
Job-Shop-Problems wu¨rde dies bedeuten, dass statt kompletten Vektoren Infor-
mationen wie “Element a liegt neben Element b” oder “Element a liegt neben
Element b und dabei ist a an k-ter Stelle des Vektors” abgespeichert werden.
Verwendet man eine der letzteren beiden Mo¨glichkeiten, so sind alle Elemente
mit einer der gespeicherten Eigenschaften tabu. Fu¨r den Algorithmus hat das ei-
ne Einsparung an Speicherplatz zur Konsequenz. Andererseits ko¨nnen in diesem
Fall Nachbarn, die tabu sind, nicht von einer Evaluierung ausgeschlossen werden.
Dadurch kann der Algorithmus langsamer werden. Eine umfassende Diskussion
zu den Vor- und Nachteilen verschiedener Tabulisten ﬁndet sich in [GL97].
4.5.2 Kalibrierung
Oﬀensichtlich verhindert eine Tabuliste der La¨nge T , dass das Verfahren in einem
Kreis der La¨nge T la¨uft. Es sind daher bei gro¨ßerem Parameter T jedenfalls keine
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schlechteren (und oft bessere) Ergebnisse zu erwarten. Gleichzeitig muss jedoch,
um ein vorzeitiges Abbrechen des Algorithmus zu verhindern, der Parameter L,
das heißt die Anzahl der Iterationen ohne Verbesserung, auch entsprechend hoch
gesetzt werden. Nach verschiedenen Experimenten, in denen L unabha¨ngig von
T variiert wurde, stellte sich eine Wahl von L = T als geeignet heraus. Die hier
verwendete Kurzschreibweise fu¨r Tabu Search Verfahren nutzt dies:






Im Anschluss an die unabha¨ngige Variation von L und T wurden Experimente
mit L = T = 10, = 100, = 250, = 500 und = 1000 durchgefu¨hrt. Dabei wurden
zwei Tatsachen beobachtet. Erstens stiegen die Rechenzeiten durch Erho¨hung der
Parameter vor allen Dingen bei großen Instanzen erwartungsgema¨ß drastisch an,
was in Extremfa¨llen zu inakzeptablen Rechenzeiten fu¨hrt. Zweitens fu¨hrte bei
hohen Parametern zunehmend die Abbruchbedingung in Schritt 3 zum Abbruch
des Verfahrens, das heißt, das Verfahren bewegt sich in einen Punkt, in dem alle
Nachbarn tabu sind. Dies impliziert wiederum, dass fu¨r jedes Problem ein Wert
fu¨r T und L existiert, der kein weiteres Verbesserungspotenzial durch Steigerung
der Parameter mehr besitzt.
Generell konnten sehr gute Ergebnisse des Verfahrens fu¨r L = T := m·n beobach-
tet werden. Die Parameter m und n entsprechen dabei der Anzahl der Maschinen
bzw. der Jobs des Problems. Aus Gru¨nden der Rechenzeit wurde diese Funkti-
on nach oben durch 500 beschra¨nkt. Eine Beschra¨nkung nach unten durch 250
erfolgte, da sich ein weiteres Absenken der Parameter aus Sicht der Rechenge-
schwindigkeit nicht lohnt. Wir benutzen die folgende Kurzschreibweise fu¨r das
Tabu Search Verfahren, das allen in den Tabellen dokumentierten Experimenten
zu Grunde liegt.











250, falls m · n < 250.
500, falls m · n > 500.
m · n, sonst.
die oben verwendete Funktion f(m,n) ist.
Kapitel 5
Anwendung der Local Search
Algorithmen
Die im letzten Kapitel entwickelten und kalibrierten Algorithmen werden in die-
sem Kapitel auf Benchmarkprobleme angewendet. Ferner werden die Algorithmen
mit Ergebnissen aus der Literatur sowie auch untereinander verglichen.
In Unterkapitel 5.1 wird dazu zuna¨chst auf die Wahl bzw. Konstruktion von
Benchmarkinstanzen eingegangen. Es werden drei Typen von Problemen unter-
sucht: No-wait Job-Shop-Probleme, no-wait Flow-Shop-Probleme sowie reale Pro-
bleminstanzen aus einem Werk der Galvanoindustrie. Im zweiten Unterkapitel
“Gewinnung von Vergleichsdaten” wird festgelegt, wie die Qualita¨t von erhalte-
nen Zielfunktionswerten zu messen ist. Unterkapitel 5.3 gibt einen U¨berblick u¨ber
die erhaltenen Ergebnisse sowie einen Vergleich der Algorithmen untereinander.
Das letzte Unterkapitel 5.4 liefert schließlich den Vergleich mit den Algorithmen
aus der Literatur. Das in dieser Arbeit entwickelte Tabu Search Verfahren erweist
sich dabei den Ergebnissen aus der Literatur u¨berlegen.
5.1 Probleminstanzen
In diesem Unterkapitel werden die Benchmarkprobleme vorgestellt, an Hand de-
rer die Qualita¨t der im letzten Kapitel deﬁnierten Algorithmen gemessen wird. Es
werden drei Arten von Instanzen untersucht. Bei den ersten beiden handelt es sich
um bekannte Benchmarkprobleme fu¨r das klassische Job-Shop bzw. Flow-Shop-
Problem aus der Literatur. Diese wurden als no-wait Probleme interpretiert. Die




In allen drei Fa¨llen werden “kleine” von “großen” Probleminstanzen unterschie-
den. Die Unterscheidung wird an Hand der Berechenbarkeit von optimalen Ziel-
funktionswerten mit Hilfe von Branch-and-bound-Verfahren gema¨ß Abschnitt
5.2.1 gemacht.
Die Benennung der Instanzen aus der Literatur folgt in allen Fa¨llen der OR
Library von J.E. Beasley [Bea02].
5.1.1 No-wait Job-Shop-Probleme
In der Literatur zu no-wait Job-Shop-Problemen ist es u¨blich, Benchmarkproble-
me des klassischen Job-Shop-Problems als no-wait Probleme zu interpretieren.
Dies wurde auch hier u¨bernommen.
Dabei entstammen die Probleminstanzen den folgenden Quellen:
Instanzname Quelle
ft06, ft10 und ft20 [FT63]
la01 - la40 [Law84]
abz5 - abz9 [ABZ88]
orb1 - orb10 [AC91]
yn1 - yn4 [YN92]
swv01 - swv20 [SWV92]
5.1.2 No-wait Flow-Shop-Probleme
Neben dem no-wait Job-Shop-Problem wurden die Algorithmen auch auf sei-
nem wichtigsten Spezialfall, dem no-wait Flow-Shop-Problem, getestet. Der
Grund hierfu¨r ist, dass viele reale Problemstellungen, die eigentlich no-wait
Job-Shop-Probleme darstellen, strukturell große A¨hnlichkeit zu no-wait Flow-
Shop-Problemen aufweisen. Dies ist naheliegend, da das Shop-Management ein
natu¨rliches Interesse daran besitzt, das Layout der Produktion so “ﬂow-a¨hnlich”
wie mo¨glich zu gestalten. Diese Ansicht wird auch in der Literatur vertreten
(vergleiche zum Beispiel [GL98]). Die hier dargestellte Tatsache gilt besonders
im Fall von no-wait Problemen, bei denen die Transportzeiten von Jobs minimal
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zu halten sind. Außerdem wird diese Auﬀassung durch die im na¨chsten Abschnitt
beschriebenen realen Probleminstanzen aus der Galvanoindustrie unterstu¨tzt. Die
Probleminstanzen sind dort oft so beschaﬀen, dass das Problem fu¨r die meisten
Jobs ein no-wait Flow-Shop-Problem bildet.





Dabei sind von den Instanzen aus [Ree95] nur die ungeradzahligen verwendet
worden, da sich die geradzahlige Instanz reC(2n) aus der Instanz reC(2n − 1)
durch Invertierung der Operationenfolge jedes Jobs ergibt. Dies entspricht fu¨r die
Problemlo¨sung lediglich einer Umkehrung der Richtung, in der die Zeit geza¨hlt
wird.
5.1.3 Reale Probleminstanzen aus der Galvanoindustrie
Außer den Probleminstanzen aus der Literatur, die aus Zufallsdaten bestehen,
wurde auch eine reale Problemstellung aus einem Werk der Galvanoindustrie un-
tersucht. In der Produktionsanlage des Werks werden metallische Objekte galva-
nisiert, das heißt auf elektro-chemischem Wege mit Nickel oder Chrom beschich-
tet. Typische Beispiele fu¨r die zu beschichtenden Gegensta¨nde sind Armaturen
aus dem Kfz-Bereich, Schrauben, Gewinde oder Artikel aus dem Sanita¨rbereich.
Es folgt nun eine kurze Beschreibung der Produktionsanlage, die in Abbildung
5.1 schematisch dargestellt ist. Eine ausfu¨hrliche Beschreibung des Werks ﬁndet
sich in der Diplomarbeit [Yol00], die sich ausschließlich mit dem Werk und den
dort vorhandenen Scheduling-Problemen befasst hat.
Die Galvanisierung der Objekte erfolgt durch sukzessives Eintauchen in Ba¨der,
die teilweise unter elektrischer Spannung stehen. Hierzu werden zu Beginn der
Schicht bis zu 16 Warentra¨ger mit gleichem Objekttyp, zum Beispiel Gewinden,
bestu¨ckt und in die im Bild mit 10 bis 25 nummerierten Speicher platziert. Die





07 . 112 Be-/Entladen
08 Be-/Entladen 111 Quertransport
09 Quertransport 110 Spuele
109 .
10 Speicher 108 .
. .
. . 107 Entmetallisierung
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28 Spuele 102 . (58)
29 Al-Beize 101 Spuele
100 .
30 Spuele 99 .
31 Kath. Entfettung 98 Leerstelle
97 Leerstelle
32 Spuele




36 Leerstelle 94 Spuele
93 .
37 Desoxidierung 92 .
38 Spuele 91 Gl-Nickel
39 . 90 Gl-Nickel
40 .
89 Gl-Nickel
41 Zinkat-Beize 88 Gl-Nickel
42 Spuele 87 Nickel
43 . 86 Nickel
44 Quertransport 85 Quertransport
Abbildung 5.1: Schematische Darstellung der Produktionsanlage
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System. Dabei ist, je nach Objekttyp, eine Ba¨derfolge mit objektspeziﬁschen Auf-
enthaltszeiten einzuhalten. Teilweise mu¨ssen von gewissen Artikeln auch Ba¨der
u¨bersprungen oder Teilsequenzen von Ba¨dern wiederholt werden. Nach dem Auf-
enthalt in einem Bad muss der entsprechende Artikel unverzu¨glich zum na¨chsten
Bad transportiert werden und die dortige Bearbeitung beginnen. Dabei kann je-
des Bad zu jedem Zeitpunkt ho¨chstens einen Warentra¨ger aufnehmen.
Das Transportsystem, das die Warentra¨ger von einem Bad zum na¨chsten bewegt,
ist beliebig ausbaufa¨hig und nicht als Engpass zu betrachten. Es wird daher bei
der Modellierung nicht weiter beru¨cksichtigt. Lediglich die in der Skizze mit 44
bzw. 85 und 09 bzw. 111 bezeichneten Quertransporte ko¨nnen nicht erweitert
werden und mu¨ssen in das Modell eingehen.
Eine Besonderheit bilden die Ba¨der 86 und 87 (Nickel), 88 - 91 (Gl-Nickel) sowie
105 und 106 (Trockner). Ist fu¨r einen Artikel ein Aufenthalt in einem dieser Ba¨der,
zum Beispiel im Nickel-Bad, vorgesehen, so genu¨gt ein Aufenthalt in einem der
Ba¨der 86 oder 87. Das heißt, die den Funktionen Nickel, Gl-Nickel und Trockner
entsprechenden Ba¨der sind parallel geschaltet und nicht in Serie wie der Rest des
Systems.
Das Problem besteht darin, die Startzeiten der Bearbeitung der verschiedenen
Warentra¨ger so zu bestimmen, dass keine der Randbedingungen verletzt wird (das
heißt, dass die erforderlichen Ba¨der zu den fraglichen Zeitpunkten zur Verfu¨gung
stehen) und dass die Gesamtzeit zur Abarbeitung der Warentra¨ger minimiert
wird.
Die U¨bertragung der Problemstellung in ein Scheduling-Problem ist jetzt nahelie-
gend. Die verschiedenen Ba¨der und Quertransporte bilden die Maschinen. Jeder
Warentra¨ger im Speicher ist ein Job. Mit den bereits dargestellten Randbedin-
gungen der Produktion ergibt sich ein Flexibles no-wait Job-Shop-Problem mit
Optimierungskriterium Makespan, in Zeichen FJs | no-wait |Cmax.
Es wird sich herausstellen, dass sich das ﬂexible no-wait Job-Shop-Problem im
vorliegenden Fall auf ein gewo¨hnliches no-wait Job-Shop-Problem reduzieren
la¨sst. Dazu muss jedoch zuna¨chst auf die Problemdaten eingegangen werden.
Das betrachtete ﬂexible no-wait Job-Shop-Problem besitzt 36 Stufen, von denen
33 aus jeweils einer Maschine bestehen. Ferner gibt es zwei Stufen mit jeweils zwei
parallelen, identischen Maschinen und eine Stufe mit vier parallelen, identischen
Maschinen. Die zu betrachtenden Probleminstanzen besitzen bis zu 16 Jobs. Zur
Zeit der Datenerhebung im Werk existierten 11 verschiedene Typen von Jobs, die
sogenannten Ablaufverfahren. Jedes Ablaufverfahren entspricht einer bestimm-
ten Methode zu galvanisieren, das heißt einer bestimmten Folge von Ba¨dern mit
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festgelegten Aufenthaltszeiten. Die Jobs bzw. Ablaufverfahren bestehen dabei aus
maximal 41 Operationen bzw. Ba¨dern.
Die zusa¨tzliche Schwierigkeit eines ﬂexiblen no-wait Job-Shop-Problems besteht
in der Tatsache, dass in den Stufen mit mehreren Maschinen eine Zuordnungs-
entscheidung zu den parallelen Maschinen getroﬀen werden muss. Im allgemei-
nen Fall erho¨ht dies die Komplexita¨t des Problems erheblich. In der vorliegenden
Problemstellung sind die Bearbeitungszeiten auf den parallelen, identischen Ma-
schinen jedoch im wesentlichen gleich. Daher ko¨nnen die parallelen Maschinen
einfach der Reihe nach eingesetzt werden, wie der folgende Satz besagt.
5.1.1 Satz
Es sei eine Instanz eines no-wait Flexible Job-Shop-Problems mit Cmax als Ziel-
funktion und s Stufen gegeben. Fu¨r eine Stufe i ∈ {1, . . . , s} mit mi parallelen,
identischen Maschinen sei die Bearbeitungszeit aller auf dieser Stufe zu bearbei-
tenden Jobs gleich, das heißt, sind die l-te Operation von Job j und die k-te
Operation von Job j′ auf Stufe i zu bearbeiten, so gelte pl,j = pk,j′.
Dann existiert eine optimale Lo¨sung fu¨r das Problem, bei der die Maschinen der
Stufe i alternierend benutzt werden. Das heißt, sind or, r ∈ {1, . . . , p} Operatio-
nen, die auf Stufe i durchzufu¨hren sind und ti,r ihre Startzeiten in einem opti-
malen Schedule (die oBdA. der Gro¨ße nach sortiert seien), dann gibt es einen
optimalen Schedule mit der folgenden Zuordnung: Ist p ≤ mi, so ordne die Ope-
rationen mit den Startzeiten ti,1, . . . , ti,p der Reihe nach jeweils einer neuen Ma-
schine zu. Ist p > mi, so starte die Zuordnung genauso und beginne nach dem
Erreichen der letzten (also mi-ten) Maschine wieder bei der ersten, usw.
Beweis: Es sei P eine Instanz von FJs | no-wait |Cmax, bei der die Aussage
des Satzes verletzt ist. Es sei also i ∈ {1, . . . , s} eine Stufe mit mi parallelen
Maschinen auf der alle Operationen die gleiche Bearbeitungszeit pi besitzen
und es existiert kein optimaler Schedule S, bei dem die Maschinen der Stufe
i alternierend benutzt werden.
Es sei S ′ ein optimaler Schedule mit (oBdA. der Gro¨ße nach geordneten)
Startzeiten der Operationen ti,1, . . . , ti,p auf Stufe i, bei dem die Operatio-
nen mit den Startzeiten ti,1, . . . , ti,k die Maschinen der Stufe i alternierend
benutzen, wobei k maximal sei. Wir konstruieren nun einen Widerspruch zur
Maximalita¨t von k.
Die k + 1-te Operation ﬁnde auf Maschine g der Stufe i im Zeitintervall
[ti,k+1, ti,k+1+pi] statt. Die Maschine, auf der die Operation bei alternierender
Zuordnung ha¨tte stattﬁnden mu¨ssen, sei Maschine f . Die Maschine f ist zum
Zeitpunkt ti,k+1 nicht bescha¨ftigt, wie jetzt gezeigt wird.
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Damit die Maschine f zum fraglichen Zeitpunkt belegt sein kann, muss auf
Maschine f entweder genau zu diesem Zeitpunkt eine Operation starten oder
eine Operation im Zeitintervall [ti,k+1 − pi, ti,k+1[ beginnen. Im ersten Fall
wa¨re k nicht maximal, da die neue Operation auch alternierend zugeordnet
wa¨re. Andernfalls wa¨re schon Operation k nicht alternierend zugeordnet wor-
den. Beide Fa¨lle widersprechen den Voraussetzungen und daher ist Maschine
f zum Zeitpunkt ti,k+1 frei. Siehe hierzu auch die Abbildung 5.2. Dabei sind




















Abbildung 5.2: Operationen gleicher La¨nge ko¨nnen auf parallelen,
identischen Maschinen alternierend bearbeitet werden.
Jetzt kann folgendermaßen aus dem Schedule S ′ ein ebenfalls optimaler Sche-
dule S ′′ konstruiert werden, bei dem die ersten k+1 Operationen alternierend
auf die Maschinen verteilt sind. Man vertausche ab dem Zeitpunkt ti,k+1 die
Rollen der Maschinen g und f . Das heißt, die k+1-te Operation sowie alle auf
Maschine g folgenden Operationen werden nun auf Maschine f ausgefu¨hrt
— die Maschine g fu¨hrt stattdessen alle Operationen durch, die in S ′ nach
dem Zeitpunkt ti,k+1 auf Maschine f lagen. Dies ist mo¨glich, da zu diesem
Zeitpunkt Maschine f frei ist und auf Maschine g gerade eine Operation
beginnt.
Der so entstehende Schedule S ′′ ist ebenfalls optimal und die Operationen
mit den Startzeiten ti,1, . . . , ti,k, ti,k+1 benutzen die Maschinen der Stufe i
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alternierend. Dies widerspricht der vorausgesetzten Maximalita¨t von k.
5.1.2 Bemerkung
De facto sind die Bearbeitungszeiten auf den parallelen Maschinen nicht genau
gleich — die Zeiten weichen jedoch nur wenige Prozentpunkte voneinander ab.
Die Aussage des Satzes bleibt daher fu¨r den vorliegenden Fall gu¨ltig, da Probleme
mit ho¨chstens 16 Jobs betrachtet werden.
Damit sind die Produktionsanlagen sowie die wesentlichen Charakteristika der
Daten geschildert.
Die in dieser Arbeit verwendeten Probleminstanzen gal01 - gal40 wurden wie
folgt konstruiert. Es wurden jeweils 10 Instanzen mit 6, 8, 11 und 16 Jobs durch
zufa¨llige Auswahl der Jobs, das heißt Ablaufverfahren, deﬁniert. Die Daten der
Probleme sind in der folgenden Tabelle zusammengestellt:
Instanzname Jobs Stufen Operationen (max.)
gal01 - gal10 6 36 41
gal11 - gal20 8 36 41
gal21 - gal30 11 36 41
gal31 - gal40 16 36 41
5.2 Gewinnung von Vergleichsdaten
Die Qualita¨t eines approximativen Algorithmus wird an Hand von zwei Gro¨ßen
gemessen. Die wesentliche Gro¨ße ist die prozentuale Abweichung des erhaltenen
Zielfunktionswerts vom optimalen Zielfunktionswert. Nicht unerheblich ist jedoch
auch die fu¨r die Berechnung der Lo¨sung beno¨tigte Zeit.
Im na¨chsten Abschnitt 5.2.1 ist angegeben, wie optimale Lo¨sungen zu Problem-
instanzen gewonnen wurden. Leider ist es, aufgrund von Speicher- und Rechen-
zeitrestriktionen, nicht immer mo¨glich optimale Zielfunktionswerte zu bestim-
men. Daher wird im gleichen Abschnitt auch noch eine Unterscheidung in “kleine”
und “große” Instanzen eingefu¨hrt. “Kleine” Instanzen sind dabei diejenigen, bei
denen unter vertretbarem Aufwand ein Optimum ermittelt werden konnte. Da
bei den “großen” Instanzen kein optimaler Zielfunktionswert zur Verfu¨gung steht,
befasst sich Abschnitt 5.2.2 mit den alternativen Vergleichswerten.
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5.2.1 Optimale Lo¨sungen
Zur Bestimmung von optimalen Zielfunktionswerten kamen zwei verschiedene
Methoden zum Einsatz. Fu¨r die Instanzen aus der Literatur konnte der Branch-
and-bound-code von [MP02] verwendet werden — die realen Probleminstanzen
wurden mit Hilfe von CPLEX 7.0 unter Verwendung der MIP-Formulierung 2.2.2
gelo¨st.
Die optimalen Zielfunktionswerte der Benchmarkinstanzen zu no-wait Job-Shop
und no-wait Flow-Shop-Problemen aus den Abschnitten 5.1.1 und 5.1.2 konnten
teilweise aus [MP00] u¨bernommen werden. Die restlichen Instanzen wurden mit
dem Branch-and-bound-code Version 4.1 derselben Autoren gelo¨st. Die Platt-
form hierfu¨r war ein Athlon 1,4 Ghz Prozessor mit 512 MB Hauptspeicher unter
Windows 98. Um mo¨glichst große Instanzen lo¨sen zu ko¨nnen wurden dem Code
zusa¨tzliche untere und obere Schranken u¨bergeben. Als zusa¨tzliche untere Schran-
ke diente, soweit bekannt, die optimale Lo¨sung der entsprechenden Instanz als
klassisches Job-Shop-Problem. Als Relaxation ist diese eine untere Schranke zum
no-wait Job-Shop-Problem. Als obere Schranke wurde die beste erhaltene Lo¨sung
der in dieser Arbeit entwickelten Local Search Verfahren verwendet. Mit Hilfe die-
ser zusa¨tzlichen Schranken war es mo¨glich, die bisher ungelo¨sten Instanzen la06
- la10 (15 Jobs auf 5 Maschinen) zu lo¨sen.
Da die realen Probleminstanzen parallele, identische Maschinen enthalten, konnte
der Mascis&Pacciarelli-Code nicht darauf angewendet werden. Die entsprechen-
den Instanzen wurden daher mit Hilfe von CPLEX 7.0 auf einer Sun Sparc 300
Mhz mit 4GB RAM gelo¨st, dem eine leicht modiﬁzierte Form des Disjunktiven
Programms 2.2.1 u¨bergeben wurde. Die Transformation der Disjunktionen erfolg-
te dabei wie in 2.2.2 beschrieben. Zusa¨tzlich wurden eine Free Network Schranke
als Lower Bound und die beste Lo¨sung des Tabu Search Ansatzes als Upper
Bound u¨bergeben. Damit war es mo¨glich Instanzen bis zur Gro¨ße von 8 Jobs auf
41 Maschinen optimal zu lo¨sen.
Innerhalb der drei Arten von Problemen wurden “kleine” und “große” Instanzen
unterschieden. Als “kleine” Instanzen bezeichnen wir hier alle Probleminstanzen,
die sich noch optimal lo¨sen lassen. Die Zeitgrenze dafu¨r wurde auf eine Rechenzeit
von 2 Tagen gesetzt. Damit ergab sich bei den drei verschiedenen Problemtypen
eine Abgrenzung nach Problemgro¨ße mxn, die sich in Tabelle 5.1 ﬁndet. Bei den
realen Probleminstanzen, das heißt ﬂexiblen, no-wait Job-Shop-Problemen, ist
unter m die Anzahl der verschiedenen Stufen zu verstehen.
Unter den “kleinen” Probleminstanzen konnten zwei Instanzen, na¨mlich gal11
und gal13 (jeweils 8 Jobs auf 36 Stufen) nicht innerhalb der zwei Tage opti-
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Tabelle 5.1: Unterscheidung von “kleinen” und “großen” Probleminstanzen
mal gelo¨st werden. Die Berechnung wurde nach zwei Tagen abgebrochen und
die entsprechenden Gaps betragen 1,39% bzw. 1,06%. Diese Tatsache ist in der
entsprechenden Tabelle A.18 im Anhang ebenfalls vermerkt.
5.2.2 Vergleichswerte bei großen Probleminstanzen
Fu¨r die in Tabelle 5.1 als “groß” bezeichneten Instanzen la¨sst sich in angemesse-
ner Zeit kein optimaler Zielfunktionswert berechnen. Um die Qualita¨t der Local
Search Algorithmen auf diesen Instanzen dennoch bewerten zu ko¨nnen, lassen
sich prinzipiell drei Vergleichswerte heranziehen: Untere Schranken, leicht be-
stimmbare obere Schranken sowie Vergleichswerte aus der Literatur.
Der Vergleich mit Algorithmen aus der Literatur wird in Abschnitt 5.4 gezogen.
Auf die anderen beiden Mo¨glichkeiten soll hier kurz eingegangen werden.
U¨bliche obere Schranken fu¨r das no-wait Job-Shop-Problem lassen sich durch List
Scheduling Algorithmen wie in Abschnitt 4.1 bestimmen. Da die Ergebnisse die-
ser Heuristiken normalerweise starken Schwankungen unterliegen, dient norma-
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lerweise das beste Ergebnis aus allen Heuristiken als Referenzwert. Die Qualita¨t
der zu bewertenden Algorithmen bemisst sich dann an Hand der prozentualen
Verbesserung dieses Referenzwertes.
Die unteren Schranken fu¨r das no-wait Job-Shop-Problem basieren auf der
Darstellung des Problems als Graph, wie in Unterkapitel 2.3 beschrieben.
Grundsa¨tzlich ist immer die “Free Network”-Schranke verfu¨gbar. Diese besteht
aus der La¨nge des la¨ngsten Pfades im Reihenfolgegraph des Problems (siehe De-
ﬁnition 2.3.1). Um diese untere Schranke zu verbessern, ist ein Branching erfor-
derlich. In jedem der neu entstehenden Knoten la¨sst sich dann u¨ber die Lo¨sung
eines 1 | rj |Lmax-Problems eine bessere untere Schranke bestimmen. Eine genaue-
re Darstellung der Deﬁnition der entsprechenden release times, ﬂow times und
delivery times fu¨r das Problem ﬁndet sich in [MP00], die ihrerseits auf [CP94]
aufbauen. Insgesamt gilt jedoch, dass die unteren Schranken, wie fu¨r das klas-
sische Job-Shop-Problem, auch fu¨r das no-wait Job-Shop-Problem sehr schwach
sind (siehe [MP00]).
Im folgenden wird als Vergleichswert fu¨r große Probleminstanzen stets eine obere
Schranke, das heißt das beste Ergebnis der in Abschnitt 4.1 dargestellten Heuri-
stiken, verwendet. Da die unteren Schranken tiefere Verzweigungen des Baumes
erforderlich machen oder sehr stark vom Optimum abweichen (normalerweise vie-
le hundert Prozent), wird diese Mo¨glichkeit hier nicht weiter verfolgt.
5.3 U¨bersicht und Interpretation der Ergeb-
nisse
In diesem Unterkapitel werden die Ergebnisse der im letzten Kapitel entwickelten
Algorithmen zusammengefasst. Die Qualita¨t der Ergebnisse wird dabei an Hand
der Abweichung von den in Abschnitt 5.2 deﬁnierten Vergleichswerten gemessen.
In Abschnitt 5.3.1 wird zuna¨chst die Abweichung der List Scheduling Algorith-
men von optimalen Zielfunktionswerten betrachtet. In den Abschnitten 5.3.2,
5.3.3 und 5.3.4 wird dann sukzessive die Performance der Variable Neighbor-
hood Search, Threshold Accepting und Tabu Search Algorithmen auf kleinen
und großen Probleminstanzen untersucht. Es stellt sich heraus, dass der zuletzt
genannte Algorithmus den beiden anderen u¨berlegen ist.
Die Abweichung vom Optimum, die dabei fu¨r kleine Probleminstanzen gemes-
sen wird, beinhaltet dabei oﬀensichtlich die Hauptaussage. Die Ergebnisse auf
großen Probleminstanzen ermo¨glichen jedoch unter anderem den Vergleich mit
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Tabelle 5.2: Durchschnittliche Abweichung der heuristischen Ergebnisse vom Op-
timum
Algorithmen aus der Literatur, die auf denselben Instanzen getestet wurden. Die-
se Vergleiche werden im na¨chsten Unterkapitel 5.4 gemacht. Ferner bilden die
erhaltenen Ergebnisse obere Schranken fu¨r die optimalen Zielfunktionswerte, die
von zuku¨nftigen Algorithmen verbessert werden ko¨nnen.
5.3.1 List Scheduling Algorithmen
Fu¨r das klassische Job-Shop-Problem gibt es eine Vielzahl von List Schedu-
ling Algorithmen wie auch schon in Unterkapitel 2.1.1 dargelegt wurde. Fu¨r die
“kleinen” no-wait Job-Shop- und no-wait Flow-Shop-Instanzen wurden mit den
in Abschnitt 4.1 deﬁnierten Heuristiken die Ergebnisse erzielt, die in Tabelle 5.2
zusammengefasst sind (vergleiche Tabellen A.1, A.2, A.5 und A.6).
Zuna¨chst wird dadurch fu¨r no-wait Probleme besta¨tigt, was fu¨r das klassische
Job-Shop-Problem schon bekannt ist: Die Ergebnisse der u¨blichen List Schedu-
ling Algorithmen weichen sehr stark vom Optimalwert ab. Bei den no-wait Job-
Shop-Problemen betra¨gt die Abweichung etwa 60% — fu¨r den Spezialfall no-wait
Flow-Shop ca. 30%. In den Tabellen im Anhang sieht man daru¨berhinaus eine wei-
tere Parallele zum klassischen Job-Shop-Problem, na¨mlich dass die Performance
der Heuristiken stark sprunghaft und damit sehr unzuverla¨ssig ist. Abweichend
vom klassischen Fall ist jedoch hier der Vergleich mit Zufallslo¨sungen. Die Ergeb-
nisse der Heuristik RANDOM sind gleich gut wie die aller anderen Heuristiken.
Diese drei Beobachtungen werden auch durch die Ergebnisse bei großen Instanzen
gestu¨tzt (vergleiche hierzu Tabellen A.3, A.4 und A.7).
Damit la¨sst sich zusammenfassen, dass sich der Einsatz der u¨blichen List Sche-
duling Algorithmen zur Lo¨sung des no-wait Job-Shop-Problems nicht lohnt.
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Tabelle 5.3: Durchschnittliche Abweichung des Variable Neighborhood Search
Verfahrens vom Optimum
VNS(n/2)




Tabelle 5.4: Durchschnittliche Verbesserung des besten List Scheduling Ergebnis-
ses durch Variable Neighborhood Search
5.3.2 Variable Neighborhood Search
In diesem Abschnitt wird das VNS-Verfahren, das in Algorithmus 4.3.5 deﬁniert
und in Abschnitt 4.3.2 kalibriert wurde, bewertet. Da dieses Verfahren auch als
Baustein fu¨r komplexere Metaheuristiken dienen soll, ist neben dem erreichten
Zielfunktionswert auch die Rechenzeit ein wesentliches Qualita¨tskriterium. In der
U¨bersichtstabelle 5.3 sind die Ergebnisse fu¨r kleine Probleme zusammenfasst (ver-
gleiche Tabellen A.13, A.16 und A.18). Die durchschnittliche Verbesserung, die
gegenu¨ber dem besten Ergebnis der List Scheduling Algorithmen erzielt werden
konnte, ﬁndet sich in Tabelle 5.4 (vergleiche Tabellen A.14, A.15, A.17 und A.19).
Die Qualita¨t der in Tabelle 5.3 gezeigten Ergebnisse fu¨r no-wait Job-Shop-
Probleme ist mit 14,3% Abweichung vom Optimum relativ gut. Bei Flow-Shop-
Problemen und den realen Probleminstanzen, deren Daten relativ “ﬂow-a¨hnlich”
sind, zeigt sich das Verfahren mit minimalen Abweichungen vom Optimum außer-
ordentlich stark. Bei allen kleinen Instanzen blieb die Rechenzeit deutlich unter
0,5 Sekunden und bietet damit gute Mo¨glichkeiten, das Verfahren als Baustein
im Rahmen von Metaheuristiken zu nutzen.
Die Ergebnisse in Tabelle 5.4 zeigen vor allen Dingen bei den no-wait Job-Shop-
Problemen mit 41,3% starke Verbesserungen der heuristischen Ergebnisse durch
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das VNS-Verfahren. Die anderen beiden Verbesserungsquoten sind erheblich nied-
riger, weil die Performance der Heuristiken bei diesen Problemen besser ist und
daher weniger Potenzial fu¨r Verbesserung bietet. Die Rechenzeiten des Variable
Neighborhood Search Algorithmus wird erst ab einer Problemgro¨ße von 50 Jobs
mit ca. 8 Sekunden nennenswert. Bei noch gro¨ßeren Problemen mit 75 bzw. 100
Jobs steigt die Rechenzeit erwartungsgema¨ß stark an, da die Gro¨ße des Suchrau-
mes mit n! wa¨chst.
Insgesamt erweist sich das Verfahren bei relativ guten Ergebnissen als sehr
schnell. Hervorzuheben ist ferner eine ausgesprochene Sta¨rke bei no-wait Flow-
Shop-Problemen. Diese Sta¨rke ist auf zwei Tatsachen zuru¨ckzufu¨hren. Zum einen
ist non-delay Timetabling bei no-wait Flow-Shop-Problemen nach Satz 3.2.13 op-
timal und schließt Fehler beim Timetabling daher aus. Dadurch allein kann jedoch
ein so großer Unterschied nicht verursacht werden, wie sich noch in den weiteren
Abschnitten zeigen wird. Dies la¨sst darauf schließen, dass auch das Sequencing-
Problem durch die Gleichfo¨rmigkeit der Jobs leichter zu werden scheint. Die
Schnelligkeit des Algorithmus liegt vor allen Dingen an den theoretischen Ergeb-
nissen in Satz 4.2.5 und Bemerkung 4.3.2, die ungefa¨hr eine Beschleunigung des
Verfahrens um den Faktor 50 ermo¨glichen, wie in vorbereitenden Experimenten
festgestellt werden konnte. Aber auch die empirisch sehr schnelle Implementie-
rung des non-delay Timetabling, wie in Abschnitt 3.2.2.1 beschrieben, tra¨gt zur
Geschwindigkeit des Ansatzes bei.
5.3.3 Threshold Accepting
Das im letzten Abschnitt bewertete VNS-Verfahren bricht bei Erreichen eines
(bzgl. der gewa¨hlten Nachbarschaften) lokalen Optimums ab. Es ist daher ei-
ne Verbesserung der Ergebnisse zu erwarten, wenn dem Algorithmus ermo¨glicht
wird, aus dem lokalen Optimum auszubrechen und die Suche in anderen Bereichen
des Suchraumes fortzusetzen. Ein einfaches solches Verfahren ist der in Unterkapi-
tel 4.4 beschriebene Threshold Accepting Algorithmus. In den U¨bersichtstabellen
5.5 und 5.6 sind die bei kleinen resp. großen Instanzen gewonnenen Ergebnisse
zusammengefasst (vergleiche Tabellen A.13 - A.19).
Der Vergleich der Ergebnisse des Threshold Accepting Verfahrens mit denen des
Variable Neighborhood Search Algorithmus zeigt nur sehr geringe Verbesserun-
gen. Diese Verbesserungen mu¨ssen in Anbetracht des erheblich gestiegenen Zeit-
aufwands als unzureichend gewertet werden. Es lassen sich daraus jedoch einige
Schlu¨sse ziehen. Zuna¨chst folgt aus der ha¨uﬁgen Gleichheit der Ergebnisse des
VNS(n/2)- mit denen des TA500-Algorithmus, dass in der betrachteten Nach-
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Tabelle 5.5: Durchschnittliche Abweichung des Threshold Accepting Verfahrens
vom Optimum
TA500




Tabelle 5.6: Durchschnittliche Verbesserung des besten List Scheduling Ergebnis-
ses durch Threshold Accepting
barschaft auch 2 Moves entfernt von einem lokalen Optimum ha¨uﬁg keine bessere
Lo¨sung liegt. Andernfalls ha¨tte ein entsprechend kalibriertes Threshold Accepting
Verfahren diese Lo¨sung gefunden.
Ferner verfolgt das zugrunde liegende Iterative Improvement Verfahren eine best-
improvement-Strategie, wa¨hlt also immer den kostengu¨nstigsten Nachbarn. Dar-
aus folgt, dass das Verfahren nach Erreichen eines solchen lokalen Optimums den
Bereich des Optimums und seines besten Nachbarn nicht mehr verla¨sst.
Zwei Lo¨sungsmo¨glichkeiten fu¨r dieses Problem bieten sich an. Ein Wechsel von
best-improvement zu ﬁrst-improvement wu¨rde in solchen Fa¨llen mit hoher Si-
cherheit verhindern, dass das Verfahren auf einen Bereich von zwei Punkten be-
schra¨nkt bleibt. Dieses Vorgehen ist jedoch durch das verwendete Abza¨hlschema
(vergleiche Bemerkung 4.3.4) fu¨r die Nachbarn wenig sinnvoll. Die zweite
Mo¨glichkeit besteht darin, einmal aufgesuchte Punkte zeitweilig fu¨r den Wie-
derbesuch zu verbieten. Die Ergebnisse von solchen Ansa¨tzen sind im na¨chsten
Unterkapitel dargestellt.
5.3 U¨bersicht und Interpretation der Ergebnisse 113
TS≤500




Tabelle 5.7: Durchschnittliche Abweichung des Tabu Search Verfahrens vom Op-
timum
TS≤500




Tabelle 5.8: Durchschnittliche Verbesserung des besten List Scheduling Ergebnis-
ses durch Tabu Search
5.3.4 Tabu Search
In diesem Abschnitt werden die Ergebnisse des in Unterkapitel 4.5 dargestellten
Tabu Search Algorithmus TS≤500 diskutiert. Dieser speichert in seiner Tabuliste
je nach Problemgro¨ße bis zu 500 der zuletzt besuchten Punkte und verbietet
fu¨r diese den Wiederbesuch. In den Tabellen 5.7 und 5.8 sind die Ergebnisse des
Algorithmus fu¨r kleine bzw. große Probleminstanzen zusammengefasst (vergleiche
die Tabellen A.13 - A.19).
Das Tabu Search Verfahren erweist sich den beiden anderen Algorithmen in allen
Fa¨llen klar u¨berlegen. Die Abweichung vom Optimum bei no-wait Job-Shop-
Problemen ist mit durchschnittlich 3,9% relativ gut. Bei den kleinen no-wait
Flow-Shop-Problemen triﬀt das Verfahren immer das Optimum. Auch bei den
realen Probleminstanzen ist die durchschnittliche Abweichung vom Optimum
vernachla¨ssigbar. Die Rechenzeiten des Verfahrens halten sich bei kleinen und
mittelgroßen Problemen im Sekundenbereich. Erst ab einer Problemgro¨ße von 50
Jobs kommen die Rechenzeiten in einen zweistelligen Minutenbereich.
Insgesamt zeigt das Tabu Search Verfahren damit eine sehr gute Performance, wie
sich auch beim Vergleich mit anderen Algorithmen aus der Literatur im na¨chsten
Abschnitt zeigen wird.
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5.3.1 Bemerkung
Die Ergebnisse des Tabu Search Verfahrens geben auch Aufschluss u¨ber das em-
pirische Verhalten des non-delay Timetabling. Die durchschnittliche Abweichung
von 3,9% vom Optimum bei kleinen no-wait Job-Shop-Instanzen kann durch das
Zusammenspiel von zwei potenziellen Fehlerquellen verursacht werden. Erstens
kann es sein, dass das non-delay Timetabling in der Lo¨sung, mit der das Ver-
fahren abbricht, einen suboptimalen Schedule erzeugt. Zweitens ko¨nnte das Tabu
Search Verfahren auch in der durch non-delay Timetabling vorgegebenen Topo-
graphie nicht das Optimum gefunden haben.
Unabha¨ngig davon, ob ein Fehler aufgrund der zweiten Fehlerquelle entstanden
ist, la¨sst dies u¨ber die empirische Leistungsfa¨higkeit des non-delay Timetabling
(vergleiche Deﬁnition 3.2.9) den folgenden Schluss zu. In den Punkten, in de-
nen das Tabu Search Verfahren die Suche abgebrochen hat, weicht das non-delay
Timetabling durchschnittlich ho¨chstens 3,9% von optimalem Timetabling ab.
5.4 Vergleich mit Ergebnissen aus der Literatur
Dieser Abschnitt befasst sich mit dem Vergleich der in dieser Arbeit entwickelten
Local Search Verfahren mit Algorithmen aus der Literatur. Da der zuletzt be-
trachtete Tabu Search Algorithmus TS≤500 bei weitem der beste ist, werden alle
Vergleiche nur mit diesem Algorithmus gemacht. Es stellt sich dabei heraus, dass
der Tabu Search Algorithmus den Verfahren aus der Literatur u¨berlegen ist.
Wie schon in Kapitel 2.1.2 erwa¨hnt, wird das no-wait Job-Shop-Problem erst
seit ju¨ngerer Zeit systematisch untersucht. Daher beschra¨nkt sich die Anzahl der
vero¨ﬀentlichten Algorithmen, zu denen auch Ergebnisse auf Benchmarkinstanzen
vorliegen, auf ein u¨berschaubares Maß. Es handelt sich dabei um die Algorithmen
von [MPP02], [Fra02], [MP00] und [Raj94].
Die ersten beiden dieser Algorithmen haben einen Zeitaufwand in der
Gro¨ßenordnung des Tabu Search Verfahrens. Bei den letzten beiden handelt es
sich um schnelle konstruktive Heuristiken fu¨r das no-wait Job-Shop bzw. das no-
wait Flow-Shop-Problem. Die Aussagekraft der Vergleiche mit den letzten beiden
Algorithmen ist daher beschra¨nkt — aus Gru¨nden der Vollsta¨ndigkeit wurde der
Vergleich dennoch gezogen. Dabei wurde jeweils mit allen verfu¨gbaren Ergebnis-
sen verglichen.
[MPP02] verwenden die sogenannte “Pilot Heuristik”, die in vielem einem greedy
adding-and-substitution Algorithmus a¨hnelt. Sie geben Ergebnisse fu¨r 18 no-wait
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Job-Shop-Instanzen der Gro¨ße 10x10 an. Der Vergleich mit dem Tabu Search
Verfahren (siehe auch Tabelle A.20) stellt sich zusammengefasst wie folgt dar:
Vergleich auf 10x10 no-wait Job-Shop-Instanzen
TS≤500 [MPP02]
Durchschnittl. Abw. vom Optimum 3,9% 20,2%
Durchschnittl. Rechenzeit [Sek.] 1,1 35,2
Das Tabu Search Verfahren zeigt im Vergleich mit [MPP02] die bessere Perfor-
mance.
Der Algorithmus GASA von [Fra02] ist ein Hybridverfahren aus Genetischen Al-
gorithmen und Simulated Annealing. Der Code dieses nicht-deterministischen Al-
gorithmus liegt dem Autor vor. Daher wurde der Vergleich auf allen in Abschnit-
ten 5.1.1 und 5.1.2 angegebenen Instanzen durchgefu¨hrt. Da der Algorithmus
nicht-deterministisch ist wurde pro Instanz die von Jose Framinan vorgeschlage-
ne Anzahl von 30 Wiederholungen ausgefu¨hrt. Dann wurden unter GASA30 der
durchschnittlich erreichte Zielfunktionswert sowie die durchschnittliche Rechen-
zeit pro Durchlauf angegeben. GASA30 (best) bezeichnet den besten erhaltenen
Zielfunktionswert mit der Gesamtzeit fu¨r die 30 Durchla¨ufe. Die folgenden Tabel-
len enthalten die aggregierten Ergebnisse (vergleiche auch Tabellen A.21 - A.25,
die zusa¨tzlich noch Informationen u¨ber die Streuung der Ergebnisse bereitstellen):
Vergleich bei no-wait Job-Shop-Instanzen
TS≤500 GASA30 GASA30 (best)
Durchschnittl. Abw. vom Optimum 3,9% 7,9% 4,0%
Durchschnittl. Rechenzeit [Sek.] 1,3 1,4 43,0
Verbesserung der Heuristiken 56,9% 39,5% 47,2%
Durchschnittl. Rechenzeit [Sek.] 365,1 32,3 968,0
Vergleich bei no-wait Flow-Shop-Instanzen
TS≤500 GASA30 GASA30 (best)
Durchschnittl. Abw. vom Optimum 0,0% 0,2% 0,0%
Durchschnittl. Rechenzeit [Sek.] 0,5 1 28,0
Verbesserung der Heuristiken 28,6% 18,8% 21,4%
Durchschnittl. Rechenzeit [Sek.] 3106,5 201 6030
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Die Ergebnisse unter GASA30 (best) ko¨nnen fu¨r kleine Probleminstanzen mit
dem Tabu Search Verfahren konkurrieren. Der Rechenaufwand fu¨r 30 Wiederho-
lungen des GASA-Verfahrens ist jedoch erheblich ho¨her als der fu¨r Tabu Search.
Bei großen Instanzen zeigt sich auch bei den erhaltenen Zielfunktionswerten eine
U¨berlegenheit von TS≤500. Dies liegt vermutlich an den Nachbarschaften Na mit
a ≥ 2, die von GASA nicht verwendet werden.
[MP00] haben neben ihrem Branch-and-bound-code auch einige konstruktive
Heuristiken entwickelt, die ebenfalls auf ihrem Alternativen Graphenmodell (ver-
gleiche Deﬁnition 2.3.15) basieren. Eine Verwendung des Graphenmodells fu¨r ap-
proximative Verfahren bringt jedoch Probleme mit sich, die in Kapitel 2.3 ab Satz
2.3.20 geschildert sind. So kommt es bei einigen Probleminstanzen vor, dass eini-
ge der Heuristiken keine zula¨ssige Lo¨sung ﬁnden. Die Ergebnisse, die aus [MP00]
u¨bernommen wurden, ﬁnden sich auch detailliert in Tabellen A.26 und A.27. In
der nun folgenden Zusammenfassung ist lediglich der beste von allen Heuristiken
gefundene Wert verwendet worden. Die Rechenzeiten der konstruktiven Heuristi-
ken sind vernachla¨ssigbar und wurden daher unterdru¨ckt.
Vergleich auf no-wait Job-Shop-Instanzen
TS≤500 [MP00] (best)
Durchschn. Abw. vom Opt. 4,0% 32,2%
Verbesserung der Heuristiken 54,1% 19,4%
Erwartungsgema¨ß zieht der erheblich ho¨here Rechenzeitaufwand beim Tabu
Search Verfahren entsprechend bessere Ergebnisse nach sich.
Der Algorithmus von [Raj94] ist ebenfalls eine konstruktive Heuristik mit der
sich ausschließlich no-wait Flow-Shop-Instanzen lo¨sen lassen. Rajendran verbin-
det hierbei Ideen des Branch-and-bound-Verfahrens von [Wis72] mit Ansa¨tzen der
NEH-Heuristik von [NEH83]. Der Code des Verfahrens liegt dem Autor ebenfalls
vor, so dass auf allen no-wait Flow-Shop-Instanzen verglichen werden konnte. Die
Rechenzeiten wurden wie beim obigen Vergleich unterdru¨ckt. Die folgende Tabel-
le gibt die Ergebnisse in aggregierter Form wieder (vergleiche Tabellen A.28 und
A.29).
Vergleich auf no-wait Flow-Shop-Instanzen
TS≤500 [Raj94]
Durchschn. Abw. vom Opt. 0,0% 4,9%
Verbesserung der Heuristiken 22,1% 19,8%
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Die Ergebnisse von [Raj94] sind, in Anbetracht der Tatsache, dass es sich um
eine konstruktive Heuristik handelt, sehr gut. Das Tabu Search Verfahren ist
hier, trotz erheblich la¨ngerer Rechenzeiten, nur leicht u¨berlegen. Diese Tatsache
muss jedoch vor dem Hintergrund gesehen werden, dass TS≤500 nicht eigens fu¨r
no-wait Flow-Shop-Probleme programmiert wurde.
Kapitel 6
Zusammenfassung und Ausblick
Gegenstand der vorliegenden Arbeit war die Untersuchung der Struktur des no-
wait Job-Shop-Problems sowie die Ableitung schneller Algorithmen zu seiner ap-
proximativen Lo¨sung. Hierzu wurde ein Zerlegungsansatz in ein Timetabling und
ein Sequencing-Problem verfolgt, der in den Urspru¨ngen auf die Arbeiten von
[MMR99] und [Fra02] zuru¨ckgreift. Die durch die Zerlegung entstehenden Teil-
probleme wurden im Rahmen dieser Arbeit als strengNP-hart nachgewiesen. Fu¨r
das Timetabling-Problem konnte auf Basis einer gemischt-ganzzahligen Formulie-
rung eine schnelle Heuristik entwickelt werden. Die weitere Untersuchung konzen-
trierte sich auf die Lo¨sung des Sequencing-Problems mit Hilfe verschiedener Local
Search Verfahren. Die Verfahren verwendeten dabei Kostenfunktionen, die mit
Hilfe der Timetabling Heuristik generiert wurden. Durch die Ausnutzung speziel-
ler Strukturaussagen u¨ber das no-wait Job-Shop-Problem im Zusammenhang mit
dem gewa¨hlten Ansatz konnten die Verfahren erheblich beschleunigt werden. Die
entwickelten Local Search Algorithmen wurden umfangreichen Tests an Bench-
markinstanzen von no-wait Job-Shop und no-wait Flow-Shop-Problemen aus der
Literatur sowie auch realen Probleminstanzen aus einem Werk der Galvanoindu-
strie unterzogen. Dabei erwies sich das im Rahmen dieser Arbeit entwickelte Tabu
Search Verfahren mit einer durchschnittlichen Abweichung vom Optimum1 von
3,9% den vergleichbaren Algorithmen aus der Literatur als deutlich u¨berlegen.
Allerdings erscheinen nach wie vor weitere Untersuchungen zum no-wait Job-
Shop-Problem zweckma¨ßig. Diese betreﬀen sowohl exakte Lo¨sungsalgorithmen,
das heißt Branch-and-bound-Verfahren, als auch die in dieser Arbeit betrachteten
approximativen Verfahren.
1Dabei handelt es sich um die no-wait Job-Shop-Instanzen aus der Literatur, bei denen sich
das Optimum mit Hilfe des Branch-and-bound-Verfahrens von [MP00] bestimmen la¨sst.
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Auf Seiten der approximativen Verfahren ist durch die Sa¨tze 3.2.5 und 3.2.16
eine Grundlage zur Anwendung des hier verfolgten Dekompositionsansatzes ge-
legt worden. Bei der Lo¨sung des Timetabling-Problems wurde der Fokus auf eine
sehr schnelle Implementierung gelegt, die ausreichend Zeit fu¨r eine Lo¨sung des
Sequencing-Problems durch Local Search la¨sst. Die U¨berlegungen von [BJS94] zur
Blockstruktur der kritischen Pfade des Disjunktiven Graphen eines Job-Shop-
Problems ko¨nnten jedoch zur Entwicklung eines schnellen Branch-and-bound-
Verfahrens fu¨r das Timetabling-Problem genutzt werden. Die Integration solcher
exakter Timetabling Algorithmen in entsprechende Lo¨sungsverfahren kann wei-
tere Beitra¨ge zur Untersuchung des no-wait Job-Shop-Problems leisten. Zuna¨chst
lassen die Verfahren (bei hohem Rechenaufwand) sehr gute Ergebnisse erwarten.
Nicht zuletzt wu¨rde jedoch durch solche Ansa¨tze auch das Verha¨ltnis der beiden
Teilprobleme zueinander weiter beleuchtet.
Mit dem Branch-and-bound-Verfahren von [MP00] liegt bereits ein lei-
stungsfa¨higer exakter Lo¨sungsalgorithmus fu¨r no-wait Job-Shop-Probleme vor.
Weiterer Forschungsbedarf liegt hier vor allem, wie auch von den Autoren selbst
vermerkt, in der Integration von verbesserten Immediate Selections sowie Bran-




In diesem Teil ﬁnden sich in detaillierter Form alle Ergebnisse, das heißt Ziel-
funktionswert und Rechenzeit1 aller in dieser Arbeit vorgestellten Algorithmen.
Ferner werden auch die Ergebnisse aus der Literatur, mit denen die hier ent-
wickelten Algorithmen verglichen werden, angegeben.
Die Local Search Algorithmen sowie die Greedy Heuristiken wurden in der Pro-
grammiersprache C++ implementiert und unter dem Betriebssystem Windows
2000 kompiliert. Alle Berechnungen wurden mit einem Athlon 1400 Mhz Prozes-
sor mit 512MB Hauptspeicher unter Windows 2000 durchgefu¨hrt. Die Werte des
Algorithmus von Meloni et al. wurden direkt aus [MPP02] u¨bernommen und auf
einem Pentium II 350Mhz Prozessor mit 128MB Hauptspeicher berechnet.
Alle Ergebnistabellen sind in einem einheitlichen Layout angelegt. In der ersten
Spalte beﬁndet sich hierbei die Bezeichnung der Probleminstanz gema¨ß Unterka-
pitel 5.1. Spalte 2 gibt Auskunft u¨ber die Gro¨ße der Instanz. Die Gro¨ße ist norma-
lerweise in m x n, das heißt Anzahl Maschinen mal Anzahl Jobs angegeben. Die
Anzahl der Operationen ist meistens gleich der Anzahl der Maschinen und kann
daher weggelassen werden. In abweichenden Fa¨llen entha¨lt Spalte 2 diese Angabe
zusa¨tzlich. Die na¨chste Spalte stellt einen Vergleichswert nach Unterkapitel 5.2
zur Verfu¨gung. Dieser ist, falls berechenbar, der optimale Zielfunktionswert des
jeweiligen Problems. Andernfalls handelt es sich um den besten Wert der mit-
tels der in Unterkapitel 4.1 deﬁnierten Heuristiken erzielt werden konnte. In den
darauf folgenden Spalten werden die Ergebnisse der Algorithmen angegeben. Nor-
malerweise handelt es sich hierbei um den Zielfunktionswert (abgeku¨rzt ZFW),
die Rechenzeit (gerundet auf volle Sekunden) sowie die Abweichung vom Ver-
gleichswert. Diese Abweichung ∆ eines Wertes x von einem Wert y ist in Prozent
1Mit Rechenzeit ist hier, wie in der Scheduling-Theorie u¨blich, immer die Zeit bis zum
Abbruch des Verfahrens gemeint.
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angegeben und wurde durch ∆ = max{x, y}/min{x, y} ∗ 100− 100 berechnet. In
der letzten Zeile jeder Tabelle ﬁndet sich fu¨r jeden Algorithmus die durchschnitt-
liche Abweichung vom Vergleichswert, das heißt entweder die durchschnittliche
Abweichung vom Optimum oder die durchschnittliche Verbesserung der besten
heuristischen Lo¨sung.
In einigen Fa¨llen wurden noch zusa¨tzliche Angaben zur Verfu¨gung gestellt bzw.
konnten Angaben weggelassen werden. So bleibt die Rechenzeit bei manchen Al-
gorithmen fu¨r alle Probleme unter 0,5 Sekunden. In diesen Fa¨llen wurde die Zeit-
angabe unterdru¨ckt. Einige Tabellen mussten auf zwei Seiten verteilt werden. Die
durchschnittliche Abweichung vom Vergleichswert ist in diesen Fa¨llen nur unten
bei der zweiten Tabelle angegeben. Die Durchschnittsbildung bezieht sich jedoch
selbstversta¨ndlich auf alle Zeilen beider Tabellen. Bei den Ergebnistabellen der
List Scheduling Algorithmen auf großen Probleminstanzen ist kein Vergleichswert
angegeben, da dieser erst aus derselben Tabelle hervorgeht. In Tabelle A.18 sind
zwei der Werte in der Spalte “Optimum” mit ∗ gekennzeichnet. Diese Zielfunkti-
onswerte sind nicht Optima, sondern die Werte der besten zula¨ssigen Lo¨sungen,
die von CPLEX nach 2 Tagen Rechenzeit gefunden wurden. Die Gaps betra-
gen hier 1, 39% beziehungsweise 1, 06%. Der Algorithmus GASA von [Fra02] ist
nicht-deterministisch. Es wurden mit diesem Algorithmus fu¨r jedes Problem 30
Durchla¨ufe gemacht und daraufhin unter den U¨berschriften “GASA30 (durch-
schn.)” und “GASA30 (best)” die folgenden Angaben gemacht. Die Spalte ZFW
in GASA30 (durchschn.) entha¨lt den gerundeten, durchschnittlichen Zielfunkti-
onswert der 30 Durchla¨ufe sowie zusa¨tzlich das gerundete 95%-Konﬁdenzintervall.
Die angegebene Zeit ist hier die durchschnittliche Rechenzeit eines Durchlaufs.
Die Schwankungen der Rechenzeiten sind unerheblich, so dass auf die Angabe des
Konﬁdenzintervalls verzichtet werden konnte. GASA30 (best) entha¨lt den besten
in 30 Durchla¨ufen gefundenen Wert. Die hier angegebene Zeit ist daher die Ge-
samtzeit in Sekunden, die fu¨r die 30 Durchla¨ufe beno¨tigt wurde. In Tabellen A.26
und A.27 wurde der Tabu Search Algorithmus mit den Heuristiken von [MP00]
verglichen. Der Vergleich wurde hier mit der jeweils besten Lo¨sung gezogen, die
die Heuristiken erzielen konnten. In den Fa¨llen, in denen ein “-” als Zielfunkti-
onswert angegeben ist, konnten die Heuristiken keine zula¨ssige Lo¨sung ﬁnden. In
den Fa¨llen ist auch beim Tabu Search Algorithmus ebenfalls ein “-” angegeben
und die Durchschnittsbildung ist lediglich u¨ber die restlichen Instanzen erfolgt.
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A.1 Ergebnisse der List Scheduling Algo-
rithmen
A.1.1 No-wait Job-Shop-Probleme
Instanz Vergleich SPT LPT SOT LOT
Name m x n Optimum ZFW. Abw. ZFW. Abw. ZFW. Abw. ZFW. Abw.
ft06 6 x 6 73 108 47,9 108 47,9 104 42,5 116 58,9
la01 5 x 10 971 1832 88,7 1545 59,1 1554 60,0 1503 54,8
la02 5 x 10 937 1347 43,8 1514 61,6 1617 72,6 1343 43,3
la03 5 x 10 820 1195 45,7 1267 54,5 1202 46,6 1392 69,8
la04 5 x 10 887 1380 55,6 1434 61,7 1675 88,8 1361 53,4
la05 5 x 10 777 1342 72,7 1309 68,5 1254 61,4 1231 58,4
abz5 10 x 10 2150 3603 67,6 3427 59,4 3088 43,6 3649 69,7
abz6 10 x 10 1718 2748 60,0 3129 82,1 2981 73,5 2658 54,7
ft10 10 x 10 1607 2335 45,3 2306 43,5 2226 38,5 2478 54,2
orb1 10 x 10 1615 2734 69,3 2356 45,9 2497 54,6 2648 64,0
orb2 10 x 10 1485 2205 48,5 2307 55,4 2589 74,3 2462 65,8
orb3 10 x 10 1599 1979 23,8 2310 44,5 2178 36,2 2409 50,7
orb4 10 x 10 1653 2957 78,9 2489 50,6 2616 58,3 2164 30,9
orb5 10 x 10 1365 2242 64,2 1870 37,0 2222 62,8 1945 42,5
orb6 10 x 10 1555 2345 50,8 2612 68,0 2473 59,0 2526 62,4
orb7 10 x 10 689 1050 52,4 1283 86,2 1055 53,1 1094 58,8
orb8 10 x 10 1319 2056 55,9 1722 30,6 1835 39,1 1912 45,0
orb9 10 x 10 1445 2116 46,4 2502 73,1 2226 54,0 2506 73,4
orb10 10 x 10 1557 2618 68,1 2203 41,5 2278 46,3 2395 53,8
la16 10 x 10 1575 2664 69,1 2778 76,4 2330 47,9 2695 71,1
la17 10 x 10 1371 2038 48,7 2322 69,4 2345 71,0 2366 72,6
la18 10 x 10 1417 2801 97,7 2749 94,0 2622 85,0 2261 59,6
la19 10 x 10 1482 2875 94,0 2212 49,3 2386 61,0 2176 46,8
la20 10 x 10 1526 2602 70,5 2300 50,7 2641 73,1 2122 39,1
la06 5 x 15 1248 2637 111,3 1863 49,3 2398 92,1 2228 78,5
la07 5 x 15 1172 2107 79,8 2061 75,9 2007 71,2 2126 81,4
la08 5 x 15 1244 2175 74,8 2095 68,4 2005 61,2 1910 53,5
la09 5 x 15 1358 2233 64,4 2298 69,2 2370 74,5 2450 80,4
la10 5 x 15 1287 2081 61,7 2259 75,5 2098 63,0 2045 58,9
Durchschnittl. Abweichung: 64,1% 60,3% 60,9 % 58,8 %
Tabelle A.1: List Scheduling Algorithmen auf no-wait Job-Shop-Instanzen (Ver-
gleich mit dem Optimum (1))
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Instanz Vergleich RANDOM SMT LMT BEST
Name m x n Optimum ZFW. Abw. ZFW. Abw. ZFW. Abw. ZFW. Abw.
ft06 6 x 6 73 98 34,2 97 32,9 98 34,2 97 32,9
la01 5 x 10 971 1741 79,3 1504 54,9 1741 79,3 1503 54,8
la02 5 x 10 937 1604 71,2 1340 43,0 1604 71,2 1340 43,0
la03 5 x 10 820 1337 63,0 1257 53,3 1337 63,0 1195 45,7
la04 5 x 10 887 1377 55,2 1243 40,1 1377 55,2 1243 40,1
la05 5 x 10 777 1309 68,5 1181 52,0 1309 68,5 1181 52,0
abz5 10 x 10 2150 3320 54,4 3377 57,1 3320 54,4 3088 43,6
abz6 10 x 10 1718 2650 54,2 2576 49,9 2650 54,2 2576 49,9
ft10 10 x 10 1607 1982 23,3 2361 46,9 1982 23,3 1982 23,3
orb1 10 x 10 1615 2538 57,2 2204 36,5 2538 57,2 2204 36,5
orb2 10 x 10 1485 2562 72,5 2356 58,7 2562 72,5 2205 48,5
orb3 10 x 10 1599 2194 37,2 2286 43,0 2194 37,2 1979 23,8
orb4 10 x 10 1653 2684 62,4 2324 40,6 2684 62,4 2164 30,9
orb5 10 x 10 1365 2133 56,3 2382 74,5 2133 56,3 1870 37,0
orb6 10 x 10 1555 2700 73,6 2590 66,6 2700 73,6 2345 50,8
orb7 10 x 10 689 1097 59,2 1021 48,2 1097 59,2 1021 48,2
orb8 10 x 10 1319 1814 37,5 1783 35,2 1814 37,5 1722 30,6
orb9 10 x 10 1445 2041 41,2 2356 63,0 2041 41,2 2041 41,2
orb10 10 x 10 1557 2354 51,2 2679 72,1 2354 51,2 2203 41,5
la16 10 x 10 1575 2090 32,7 2416 53,4 2090 32,7 2090 32,7
la17 10 x 10 1371 2412 75,9 2164 57,8 2412 75,9 2038 48,7
la18 10 x 10 1417 2396 69,1 2282 61,0 2396 69,1 2261 59,6
la19 10 x 10 1482 2153 45,3 2455 65,7 2153 45,3 2153 45,3
la20 10 x 10 1526 2362 54,8 2437 59,7 2362 54,8 2122 39,1
la06 5 x 15 1248 2084 67,0 2385 91,1 2084 67,0 1863 49,3
la07 5 x 15 1172 1973 68,3 1965 67,7 1973 68,3 1965 67,7
la08 5 x 15 1244 2099 68,7 2146 72,5 2099 68,7 1910 53,5
la09 5 x 15 1358 2545 87,4 2189 61,2 2545 87,4 2189 61,2
la10 5 x 15 1287 2139 66,2 2202 71,1 2139 66,2 2045 58,9
Durchschnittliche Abweichung: 58,2 % 56,2 % 58,2 % 44,5 %
Tabelle A.2: List Scheduling Algorithmen auf no-wait Job-Shop-Instanzen (Ver-
gleich mit dem Optimum (2))
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Instanz SPT LPT SOT LOT RANDOM SMT LMT BEST
Name m x n ZFW. ZFW. ZFW. ZFW. ZFW. ZFW. ZFW. ZFW.
ft20 5 x 20 2244 2849 2618 2452 2692 2532 2692 2244
la11 5 x 20 3031 2928 3118 2940 2821 2837 2821 2821
la12 5 x 20 2609 2522 2502 2544 2710 2434 2710 2434
la13 5 x 20 2986 2650 2970 2920 2895 2933 2895 2650
la14 5 x 20 2789 2662 3005 2749 2907 2981 2907 2662
la15 5 x 20 2765 2989 2955 2858 2799 2847 2799 2765
la21 10 x 15 3645 3673 3881 3612 4170 3574 4170 3574
la22 10 x 15 3383 3508 3578 2879 3299 3291 3299 2879
la23 10 x 15 4029 3694 3836 3947 3228 3898 3228 3228
la24 10 x 15 3297 3272 3075 3590 3349 3410 3349 3075
la25 10 x 15 3826 3182 3241 2985 3445 3559 3445 2985
la26 10 x 20 4822 4484 4372 4268 4794 4523 4794 4268
la27 10 x 20 4799 4703 5419 4949 4873 4674 4873 4674
la28 10 x 20 4698 4857 4478 4857 4596 4610 4596 4478
la29 10 x 20 4909 4666 5219 4135 4117 4899 4117 4117
la30 10 x 20 5267 4311 5225 4196 4097 4895 4097 4097
la31 10 x 30 6956 6619 7024 6519 6530 6625 6530 6519
la32 10 x 30 7239 7514 6912 7409 7079 7147 7079 6912
la33 10 x 30 6843 6500 6949 6511 6758 6454 6758 6454
la34 10 x 30 7227 7093 6752 6380 6968 6857 6968 6380
la35 10 x 30 6732 6829 6563 7118 6853 7666 6853 6563
la36 15 x 15 5009 4741 5619 4526 4767 5323 4767 4526
la37 15 x 15 5452 4766 4885 5638 5307 5258 5307 4766
la38 15 x 15 4524 4523 4509 4531 4426 4549 4426 4426
la39 15 x 15 4782 4416 4689 4295 4747 4927 4747 4295
la40 15 x 15 4757 4099 4531 4500 4250 4771 4250 4099
abz7 15 x 20 2824 3120 2829 2883 3163 3135 3163 2824
abz8 15 x 20 2892 3136 3122 3149 3068 2926 3068 2892
abz9 15 x 20 3023 2925 3172 2934 3013 2838 3013 2838
Tabelle A.3: List Scheduling Algorithmen auf großen no-wait Job-Shop Instanzen
(1)
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Instanz SPT LPT SOT LOT RANDOM SMT LMT BEST
Name m x n ZFW. ZFW. ZFW. ZFW. ZFW. ZFW. ZFW. ZFW.
swv01 10 x 20 4195 3824 3968 4059 4056 4196 4056 3824
swv02 10 x 20 3883 3800 4420 4136 4104 4165 4104 3800
swv03 10 x 20 4105 4033 4708 3797 4208 3854 4208 3797
swv04 10 x 20 4039 4276 4281 4266 3895 4057 3895 3895
swv05 10 x 20 3879 4019 4443 4130 3836 3972 3836 3836
swv06 15 x 20 5518 5163 5432 5353 5500 5901 5500 5163
swv07 15 x 20 5784 5190 5504 5494 5076 6074 5076 5076
swv08 15 x 20 6051 5961 5662 5831 5547 5694 5547 5547
swv09 15 x 20 5305 5117 5232 5223 5690 5361 5690 5117
swv10 15 x 20 5553 5689 5854 5457 5347 5887 5347 5347
swv11 10 x 50 9258 9733 9498 9534 10183 10273 10183 9258
swv12 10 x 50 9767 9243 10422 9547 9670 10407 9670 9243
swv13 10 x 50 9615 10321 9839 10074 10368 9480 10368 9480
swv14 10 x 50 9450 9720 9836 9916 10099 9556 10099 9450
swv15 10 x 50 10247 9341 10158 9378 9303 9247 9303 9247
swv16 10 x 50 11058 10813 11192 11594 10659 10788 10659 10659
swv17 10 x 50 10003 10883 10611 10292 10280 11045 10280 10003
swv18 10 x 50 10581 10412 10491 10219 10102 10429 10102 10102
swv19 10 x 50 10055 10725 10932 11029 11150 10872 11150 10055
swv20 10 x 50 10907 10744 10698 10663 11339 10665 11339 10663
yn1 20 x 20 4363 4291 4455 4666 4725 4629 4725 4291
yn2 20 x 20 4025 4676 4449 4327 4161 4110 4161 4025
yn3 20 x 20 4205 4477 4241 4121 4194 4029 4194 4029
yn4 20 x 20 4488 4267 4109 4714 4353 4259 4353 4109
Tabelle A.4: List Scheduling Algorithmen auf großen no-wait Job-Shop-Instanzen
(2)
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A.1.2 No-wait Flow-Shop-Probleme
Instanz Vergleich SPT LPT SOT LOT
Name m x n Optimum ZFW. Abw. ZFW. Abw. ZFW. Abw. ZFW. Abw.
car01 5 x 11 8142 9477 16,4 10196 25,2 10626 30,5 10009 22,9
car02 4 x 13 8242 10399 26,2 11043 34,0 11078 34,4 11019 33,7
car03 5 x 12 8866 10824 22,1 11371 28,3 12494 40,9 11557 30,4
car04 4 x 14 9195 12733 38,5 11865 29,0 13080 42,3 12602 37,1
car05 6 x 10 9159 11936 30,3 11606 26,7 11213 22,4 11560 26,2
car06 9 x 8 9690 11595 19,7 12529 29,3 12245 26,4 12127 25,1
car07 7 x 7 7705 8846 14,8 9563 24,1 9508 23,4 9197 19,4
car08 8 x 8 9372 11232 19,8 10514 12,2 10746 14,7 10461 11,6
Durchschnittliche Abweichung: 23 % 26,1% 29,4 % 25,8 %
Tabelle A.5: List Scheduling Algorithmen auf no-wait Flow-Shop-Instanzen (Ver-
gleich mit dem Optimum (1))
Instanz Vergleich RANDOM SMT LMT BEST
Name m x n Optimum ZFW. Abw. ZFW. Abw. ZFW. Abw. ZFW. Abw.
car01 5 x 11 8142 10493 28,9 10952 34,5 10493 28,9 9477 16,4
car02 4 x 13 8242 12412 50,6 11212 36,0 12412 50,6 10399 26,2
car03 5 x 12 8866 10582 19,4 11924 34,5 10582 19,4 10582 19,4
car04 4 x 14 9195 13694 48,9 12912 40,4 13694 48,9 11865 29,0
car05 6 x 10 9159 11217 22,5 12726 38,9 11217 22,5 11213 22,4
car06 9 x 8 9690 11834 22,1 11887 22,7 11834 22,1 11595 19,7
car07 7 x 7 7705 8864 15,0 9479 23,0 8864 15,0 8846 14,8
car08 8 x 8 9372 11820 26,1 11998 28,0 11820 26,1 10461 11,6
Durchschnittliche Abweichung: 29,2 % 32,3 % 29,2 % 19,9 %
Tabelle A.6: List Scheduling Algorithmen auf no-wait Flow-Shop-Instanzen (Ver-
gleich mit dem Optimum (2))
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Instanz SPT LPT SOT LOT RANDOM SMT LMT BEST
Name m x n ZFW. ZFW. ZFW. ZFW. ZFW. ZFW. ZFW. ZFW.
reC01 5 x 20 1912 1902 2106 2081 2207 2234 2207 1902
reC03 5 x 20 1683 1773 1801 1815 2069 1987 2069 1683
reC05 5 x 20 1959 1762 1920 2033 2050 1997 2050 1762
reC07 10 x 20 2557 2520 2755 3045 2784 2669 2784 2520
reC09 10 x 20 2588 2519 2954 2907 2708 2762 2708 2519
reC11 10 x 20 2394 2498 2548 2720 2695 2825 2695 2394
hel2 10 x 20 229 228 249 255 251 240 251 228
reC13 15 x 20 3139 3243 3759 3385 3422 3765 3422 3139
reC15 15 x 20 3368 3194 3629 3462 3611 3603 3611 3194
reC17 15 x 20 3132 3106 3702 3506 3266 3335 3266 3106
reC19 10 x 30 3795 3500 3941 4080 4168 4269 4168 3500
reC21 10 x 30 3429 3663 4229 4351 4059 3934 4059 3429
reC23 10 x 30 3679 3684 4327 4162 4070 4256 4070 3679
reC25 15 x 30 4573 4616 5136 5261 5297 5330 5297 4573
reC27 15 x 30 4536 4473 5305 5006 5110 5129 5110 4473
reC29 15 x 30 4433 4720 5025 4931 5453 5525 5453 4433
reC31 10 x 50 5987 5757 5950 6292 6640 6581 6640 5757
reC33 10 x 50 6313 6019 6579 6792 6937 6946 6937 6019
reC35 10 x 50 5855 5910 6649 6496 7197 7299 7197 5855
reC37 20 x 75 10755 11072 13127 12883 13133 12779 13133 10755
reC39 20 x 75 11756 11737 13173 12807 13563 13379 13563 11737
reC41 20 x 75 11684 11835 13267 13423 13604 13572 13604 11684
hel1 10 x 100 978 994 1088 1092 1141 1142 1141 978
Tabelle A.7: List Scheduling Algorithmen auf großen no-wait Flow-Shop-
Instanzen
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A.2 Kalibrierung des Variable Neighborhood
Search Algorithmus
Instanz VNS(n/2) VNS(n/3) VNS∗(n/2) VNS∗(n/3)
Name m x n ZFW. Zeit ZFW. Zeit ZFW. Zeit ZFW. Zeit
ft06 6 x 6 73 0 73 0 73 0 73 0
la01 5 x 10 1064 0 1064 0 1064 0 1064 0
la02 5 x 10 1011 0 1011 0 1011 0 1011 0
la03 5 x 10 973 0 973 0 973 0 973 0
la04 5 x 10 1020 0 1020 0 1020 0 1020 0
la05 5 x 10 861 0 861 0 861 0 861 0
ft10 10 x 10 1810 0 1810 0 1810 0 1810 0
orb1 10 x 10 1927 0 1927 0 1927 0 1927 0
orb2 10 x 10 1814 0 1814 0 1725 0 1725 0
orb3 10 x 10 1603 0 1603 0 1603 0 1603 0
orb4 10 x 10 1898 0 1898 0 1898 0 1898 0
orb5 10 x 10 1490 0 1490 0 1490 0 1490 0
orb6 10 x 10 1790 0 1790 0 1790 0 1790 0
orb7 10 x 10 777 0 777 0 777 0 777 0
orb8 10 x 10 1319 0 1319 0 1319 0 1319 0
orb9 10 x 10 1742 0 1742 0 1742 0 1742 0
orb10 10 x 10 1843 0 1843 0 1843 0 1843 0
la16 10 x 10 1673 0 1673 0 1673 0 1673 0
la17 10 x 10 1556 0 1556 0 1556 0 1556 0
la18 10 x 10 1713 0 1713 0 1713 0 1713 0
la19 10 x 10 1786 0 1786 0 1786 0 1786 0
la20 10 x 10 1795 0 1795 0 1795 0 1795 0
abz5 10 x 10 2496 0 2496 0 2496 0 2496 0
abz6 10 x 10 2295 0 2295 0 2295 0 2295 0
la06 5 x 15 1431 0 1431 0 1431 0 1431 0
la07 5 x 15 1366 0 1366 0 1366 0 1366 0
la08 5 x 15 1390 0 1390 0 1390 0 1390 0
la09 5 x 15 1586 0 1586 0 1586 0 1586 0
la10 5 x 15 1527 0 1527 0 1527 0 1527 0
Tabelle A.8: Kalibrierung des Variable Neighborhood Search Verfahrens (Exakt
lo¨sbare no-wait Job-Shop-Probleme)
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Instanz VNS(n/2) VNS(n/3) VNS∗(n/2) VNS∗(n/3)
Name m x n ZFW. Zeit ZFW. Zeit ZFW. Zeit ZFW. Zeit
ft20 5 x 20 1704 0 1704 0 1704 0 1704 0
la11 5 x 20 1915 0 1915 0 1915 0 1915 1
la12 5 x 20 1694 0 1694 0 1694 0 1694 0
la13 5 x 20 1907 0 1907 0 1907 0 1907 0
la14 5 x 20 2313 0 2313 0 2313 0 2313 0
la15 5 x 20 1898 0 1898 1 1898 0 1898 0
la21 10 x 15 2496 0 2496 0 2496 0 2496 0
la22 10 x 15 2210 0 2210 0 2210 0 2210 0
la23 10 x 15 2397 1 2397 0 2397 0 2397 0
la24 10 x 15 2455 0 2455 0 2455 0 2455 0
la25 10 x 15 2344 0 2344 0 2344 0 2344 0
la26 10 x 20 3194 0 3194 0 3098 1 3098 0
la27 10 x 20 3286 0 3398 0 3286 0 3398 0
la28 10 x 20 3134 0 3134 0 3134 0 3134 0
la29 10 x 20 2838 0 2838 0 2838 0 2838 1
la30 10 x 20 3217 0 3217 0 3217 0 3217 0
la31 10 x 30 4076 1 4076 1 4076 1 4076 0
la32 10 x 30 4476 0 4476 0 4476 1 4476 1
la33 10 x 30 4361 1 4361 1 4361 0 4361 1
la34 10 x 30 4447 0 4447 0 4447 1 4447 0
la35 10 x 30 4378 1 4378 1 4378 0 4378 1
la36 15 x 15 3199 0 3199 0 3199 1 3199 0
la37 15 x 15 3665 0 3665 0 3665 0 3665 0
la38 15 x 15 3002 0 3002 0 3002 0 3002 0
la39 15 x 15 3347 0 3347 0 3347 0 3347 0
la40 15 x 15 3365 0 3365 0 3365 0 3365 0
abz7 15 x 20 2056 0 2056 0 1935 1 1935 1
abz8 15 x 20 2194 0 2194 0 2194 0 2194 0
abz9 15 x 20 2006 1 2006 0 2006 0 2006 0
Tabelle A.9: Kalibrierung des Variable Neighborhood Search Verfahrens (Große
no-wait Job-Shop-Probleme (1))
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Instanz VNS(n/2) VNS(n/3) VNS∗(n/2) VNS∗(n/3)
Name m x n ZFW. Zeit ZFW. Zeit ZFW. Zeit ZFW. Zeit
swv01 10 x 20 2631 0 2631 0 2631 0 2631 0
swv02 10 x 20 2705 0 2750 0 2705 0 2651 0
swv03 10 x 20 2703 1 2703 0 2703 0 2703 0
swv04 10 x 20 2735 0 2735 0 2735 0 2735 1
swv05 10 x 20 2734 0 2734 0 2734 1 2734 0
swv06 15 x 20 3757 0 3757 1 3757 0 3757 0
swv07 15 x 20 3505 0 3505 0 3505 0 3505 0
swv08 15 x 20 3943 0 3943 0 3943 0 3943 0
swv09 15 x 20 3705 1 3705 0 3705 0 3705 1
swv10 15 x 20 3898 0 3898 0 3898 1 3898 0
swv11 10 x 50 5878 8 5883 7 5878 9 5883 7
swv12 10 x 50 6023 6 6044 4 6023 7 6044 5
swv13 10 x 50 5967 8 5967 8 5967 8 5967 8
swv14 10 x 50 5834 10 5834 9 5834 11 5834 10
swv15 10 x 50 5743 13 5902 9 5743 15 5902 9
swv16 10 x 50 6899 6 6899 5 6899 6 6899 6
swv17 10 x 50 6522 8 6563 6 6522 9 6563 6
swv18 10 x 50 6470 7 6470 6 6470 7 6470 7
swv19 10 x 50 6697 6 6697 6 6697 8 6697 7
swv20 10 x 50 6509 5 6509 5 6509 6 6509 5
yn1 20 x 20 3175 0 3175 0 3175 0 3175 0
yn2 20 x 20 2988 1 2988 0 2988 0 2988 0
yn3 20 x 20 3334 0 3334 0 3334 0 3334 0
yn4 20 x 20 3714 0 3714 0 3165 1 3165 1
Tabelle A.10: Kalibrierung des Variable Neighborhood Search Verfahrens (Große
no-wait Job-Shop-Probleme (2))
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Instanz VNS(n/2) VNS(n/3) VNS∗(n/2) VNS∗(n/3)
Name m x n ZFW. Zeit ZFW. Zeit ZFW. Zeit ZFW. Zeit
car01 5 x 11 8201 0 8201 0 8201 0 8201 0
car02 4 x 13 8256 0 8256 0 8256 0 8256 0
car03 5 x 12 8866 0 8866 0 8866 0 8866 0
car04 4 x 14 9348 0 9348 0 9348 0 9348 0
car05 6 x 10 9496 0 9496 0 9496 0 9496 0
car06 9 x 8 9690 0 9690 0 9690 0 9690 0
car07 7 x 7 7705 0 7705 0 7705 0 7705 0
car08 8 x 8 9372 0 9372 0 9372 0 9372 0
Tabelle A.11: Kalibrierung des Variable Neighborhood Search Verfahrens (Exakt
lo¨sbare no-wait Flow-Shop-Probleme)
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Instanz VNS(n/2) VNS(n/3) VNS∗(n/2) VNS∗(n/3)
Name m x n ZFW. Zeit ZFW. Zeit ZFW. Zeit ZFW. Zeit
reC01 5 x 20 1546 0 1546 0 1546 0 1546 0
reC03 5 x 20 1394 0 1394 0 1394 0 1394 0
reC05 5 x 20 1522 0 1522 1 1522 0 1522 0
reC07 10 x 20 2070 1 2070 0 2070 1 2070 1
reC09 10 x 20 2090 0 2092 0 2090 0 2092 0
reC11 10 x 20 1916 0 1916 0 1916 0 1916 0
hel2 10 x 20 180 0 180 0 180 0 180 0
reC13 15 x 20 2553 0 2553 0 2553 0 2553 0
reC15 15 x 20 2532 0 2532 0 2532 1 2532 0
reC17 15 x 20 2599 1 2599 1 2599 0 2599 1
reC19 10 x 30 2918 0 2918 0 2918 1 2918 1
reC21 10 x 30 2888 1 2888 1 2888 1 2888 0
reC23 10 x 30 2704 1 2704 1 2704 1 2704 1
reC25 15 x 30 3626 1 3626 1 3626 1 3626 1
reC27 15 x 30 3442 1 3442 1 3442 1 3442 1
reC29 15 x 30 3324 1 3324 1 3324 1 3324 1
reC31 10 x 50 4413 5 4413 4 4413 6 4413 5
reC33 10 x 50 4515 7 4515 7 4515 8 4515 8
reC35 10 x 50 4458 7 4458 7 4458 8 4458 7
reC37 20 x 75 8081 123 8081 119 8081 131 8081 126
reC39 20 x 75 8671 107 8671 104 8671 115 8671 110
reC41 20 x 75 8652 111 8657 82 8652 119 8657 89
hel1 10 x 100 719 184 719 178 719 199 719 188
Tabelle A.12: Kalibrierung des Variable Neighborhood Search Verfahrens (Große
no-wait Flow-Shop-Probleme)
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A.3 Ergebnisse von Local Search Algorithmen
A.3.1 No-wait Job-Shop-Probleme
Instanz Vergleich VNS(n/2) TA500 TS≤500
Name m x n Optimum ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
ft06 6 x 6 73 73 0 0,0 73 0 0,0 73 0 0,0
la01 5 x 10 971 1064 0 9,6 1064 0 9,6 1043 1 7,4
la02 5 x 10 937 1011 0 7,9 1011 0 7,9 990 0 5,7
la03 5 x 10 820 973 0 18,7 925 1 12,8 832 1 1,5
la04 5 x 10 887 1020 0 15,0 1020 0 15,0 889 0 0,2
la05 5 x 10 777 861 0 10,8 832 0 7,1 817 0 5,1
ft10 10 x 10 1607 1810 0 12,6 1810 0 12,6 1620 2 0,8
orb1 10 x 10 1615 1927 0 19,3 1669 2 3,3 1663 1 3,0
orb2 10 x 10 1485 1814 0 22,2 1814 0 22,2 1555 1 4,7
orb3 10 x 10 1599 1603 0 0,3 1603 1 0,3 1603 1 0,3
orb4 10 x 10 1653 1898 0 14,8 1898 1 14,8 1653 1 0,0
orb5 10 x 10 1365 1490 0 9,2 1442 1 5,6 1415 2 3,7
orb6 10 x 10 1555 1790 0 15,1 1790 0 15,1 1555 0 0,0
orb7 10 x 10 689 777 0 12,8 777 0 12,8 706 1 2,5
orb8 10 x 10 1319 1319 0 0,0 1319 0 0,0 1319 1 0,0
orb9 10 x 10 1445 1742 0 20,6 1742 1 20,6 1535 1 6,2
orb10 10 x 10 1557 1843 0 18,4 1774 0 13,9 1618 1 3,9
la16 10 x 10 1575 1673 0 6,2 1673 1 6,2 1637 1 3,9
la17 10 x 10 1371 1556 0 13,5 1556 0 13,5 1430 1 4,3
la18 10 x 10 1417 1713 0 20,9 1713 0 20,9 1555 1 9,7
la19 10 x 10 1482 1786 0 20,5 1786 0 20,5 1610 1 8,6
la20 10 x 10 1526 1795 0 17,6 1795 1 17,6 1705 1 11,7
abz5 10 x 10 2150 2496 0 16,1 2412 1 12,2 2233 2 3,9
abz6 10 x 10 1718 2295 0 33,6 2072 0 20,6 1758 1 2,3
la06 5 x 15 1248 1431 0 14,7 1431 1 14,7 1299 2 4,1
la07 5 x 15 1172 1366 0 16,6 1366 1 16,6 1227 5 4,7
la08 5 x 15 1244 1390 0 11,7 1390 0 11,7 1305 2 4,9
la09 5 x 15 1358 1586 0 16,8 1586 2 16,8 1450 3 6,8
la10 5 x 15 1287 1527 0 18,6 1527 0 18,6 1338 4 4,0
Durchschnittliche Abweichung: 14,3 % 12,5% 3,9%
Tabelle A.13: Local Search Algorithmen auf no-wait Job-Shop-Instanzen
(Vergleich mit dem Optimum)
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Instanz Vergleich VNS(n/2) TA500 TS≤500
Name m x n Heur. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
ft20 5 x 20 2244 1704 0 31,7 1704 1 31,7 1637 8 37,1
la11 5 x 20 2821 1915 0 47,3 1915 1 47,3 1737 11 62,4
la12 5 x 20 2434 1694 0 43,7 1694 1 43,7 1550 10 57,0
la13 5 x 20 2650 1907 0 39,0 1907 1 39,0 1701 17 55,8
la14 5 x 20 2662 2313 0 15,1 2313 1 15,1 1771 10 50,3
la15 5 x 20 2765 1898 0 45,7 1898 6 45,7 1808 7 52,9
la21 10 x 15 3574 2496 0 43,2 2496 1 43,2 2242 5 59,4
la22 10 x 15 2879 2210 0 30,3 2210 2 30,3 2008 3 43,4
la23 10 x 15 3228 2397 0 34,7 2397 1 34,7 2093 5 54,2
la24 10 x 15 3075 2455 0 25,3 2455 1 25,3 2061 5 49,2
la25 10 x 15 2985 2344 0 27,3 2344 2 27,3 2072 6 44,1
la26 10 x 20 4268 3194 0 33,6 3194 5 33,6 2664 14 60,2
la27 10 x 20 4674 3286 0 42,2 3286 2 42,2 2968 27 57,5
la28 10 x 20 4478 3134 0 42,9 3134 22 42,9 2886 24 55,2
la29 10 x 20 4117 2838 0 45,1 2838 6 45,1 2671 12 54,1
la30 10 x 20 4097 3217 0 27,4 3217 9 27,4 2939 12 39,4
la31 10 x 30 6519 4076 0 59,9 4076 2 59,9 3822 151 70,6
la32 10 x 30 6912 4476 0 54,4 4476 2 54,4 4186 176 65,1
la33 10 x 30 6454 4361 0 48,0 4361 36 48,0 3869 120 66,8
la34 10 x 30 6380 4447 0 43,5 4447 71 43,5 3957 102 61,2
la35 10 x 30 6563 4378 0 49,9 4378 12 49,9 3908 120 67,9
la36 15 x 15 4526 3199 0 41,5 3199 2 41,5 2993 9 51,2
la37 15 x 15 4766 3665 0 30,0 3665 0 30,0 3171 7 50,3
la38 15 x 15 4426 3002 0 47,4 3002 10 47,4 2734 6 61,9
la39 15 x 15 4295 3347 0 28,3 3347 2 28,3 2804 9 53,2
la40 15 x 15 4099 3365 0 21,8 3365 3 21,8 2977 12 37,7
abz7 15 x 20 2824 2056 0 37,4 2056 1 37,4 1820 20 55,2
abz8 15 x 20 2892 2194 0 31,8 2194 2 31,8 1815 51 59,3
abz9 15 x 20 2838 2006 0 41,5 2006 1 41,5 1781 52 59,3
Tabelle A.14: Local Search Algorithmen auf no-wait Job-Shop-Instanzen
(Vergleich mit Heuristiken (1))
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Instanz Vergleich VNS(n/2) TA500 TS≤500
Name m x n Heur. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
swv01 10 x 20 3824 2631 0 45,3 2631 9 45,3 2396 11 59,6
swv02 10 x 20 3800 2705 0 40,5 2705 5 40,5 2492 16 52,5
swv03 10 x 20 3797 2703 0 40,5 2703 5 40,5 2489 17 52,6
swv04 10 x 20 3895 2735 0 42,4 2735 1 42,4 2520 23 54,6
swv05 10 x 20 3836 2734 1 40,3 2734 3 40,3 2482 22 54,6
swv06 15 x 20 5163 3757 0 37,4 3757 10 37,4 3502 29 47,4
swv07 15 x 20 5076 3505 0 44,8 3505 3 44,8 3343 32 51,8
swv08 15 x 20 5547 3943 0 40,7 3943 3 40,7 3611 29 53,6
swv09 15 x 20 5117 3705 0 38,1 3705 9 38,1 3436 39 48,9
swv10 15 x 20 5347 3898 0 37,2 3898 1 37,2 3569 23 49,8
swv11 10 x 50 9258 5878 8 57,5 5878 423 57,5 5586 1736 65,7
swv12 10 x 50 9243 6023 6 53,5 6023 326 53,5 5358 2212 72,5
swv13 10 x 50 9480 5967 8 58,9 5967 160 58,9 5546 2360 70,9
swv14 10 x 50 9450 5834 10 62,0 5834 153 62,0 5483 1602 72,4
swv15 10 x 50 9247 5743 13 61,0 5743 146 61,0 5516 2077 67,6
swv16 10 x 50 10659 6899 6 54,5 6899 76 54,5 6337 1347 68,2
swv17 10 x 50 10003 6522 8 53,4 6522 75 53,4 5884 1760 70,0
swv18 10 x 50 10102 6470 6 56,1 6470 12 56,1 6247 1430 61,7
swv19 10 x 50 10055 6697 7 50,1 6697 33 50,1 6308 1481 59,4
swv20 10 x 50 10663 6509 5 63,8 6509 30 63,8 6019 1843 77,2
yn1 20 x 20 4291 3175 0 35,1 3175 1 35,1 2654 68 61,7
yn2 20 x 20 4025 2988 0 34,7 2988 17 34,7 2705 41 48,8
yn3 20 x 20 4029 3334 0 20,8 3334 1 20,8 2644 134 52,4
yn4 20 x 20 4109 3714 0 10,6 3456 15 18,9 2705 53 51,9
Durchschnittliche Verbesserung: 41,3 % 41,5% 56,9%
Tabelle A.15: Local Search Algorithmen auf no-wait Job-Shop-Instanzen
(Vergleich mit Heuristiken (2))
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A.3.2 No-wait Flow-Shop-Probleme
Instanz Vergleich VNS(n/2) TA500 TS≤500
Name m x n Optimum ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
car01 5 x 11 8142 8201 0 0,7 8201 0 0,7 8142 0 0,0
car02 4 x 13 8242 8256 0 0,2 8256 0 0,2 8242 1 0,0
car03 5 x 12 8866 8866 0 0,0 8866 0 0,0 8866 1 0,0
car04 4 x 14 9195 9348 0 1,7 9348 1 1,7 9195 1 0,0
car05 6 x 10 9159 9496 0 3,7 9440 0 3,1 9159 1 0,0
car06 9 x 8 9690 9690 0 0,0 9690 1 0,0 9690 0 0,0
car07 7 x 7 7705 7705 0 0,0 7705 0 0,0 7705 0 0,0
car08 8 x 8 9372 9372 0 0,0 9372 0 0,0 9372 0 0,0
Durchschnittliche Abweichung: 0,8 % 0,7% 0,0%
Tabelle A.16: Local Search Algorithmen auf no-wait Flow-Shop-Instanzen
(Vergleich mit dem Optimum)
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Instanz Vergl. VNS(n/2) TA500 TS≤500
Name m x n Heur. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
reC01 5 x 20 1902 1546 0 23,0 1546 3 23,0 1526 6 24,6
reC03 5 x 20 1683 1394 0 20,7 1394 3 20,7 1361 6 23,7
reC05 5 x 20 1762 1522 0 15,8 1522 4 15,8 1511 7 16,6
reC07 10 x 20 2520 2070 0 21,7 2070 5 21,7 2042 15 23,4
reC09 10 x 20 2519 2090 0 20,5 2090 4 20,5 2042 11 23,4
reC11 10 x 20 2394 1916 0 24,9 1916 8 24,9 1881 13 27,3
hel2 10 x 20 228 180 0 26,7 180 1 26,7 179 11 27,4
reC13 15 x 20 3139 2553 0 23,0 2553 6 23,0 2545 18 23,3
reC15 15 x 20 3194 2532 0 26,1 2532 5 26,1 2529 25 26,3
reC17 15 x 20 3106 2599 0 19,5 2599 7 19,5 2587 34 20,1
reC19 10 x 30 3500 2918 1 19,9 2918 30 19,9 2850 66 22,8
reC21 10 x 30 3429 2888 1 18,7 2888 36 18,7 2821 93 21,6
reC23 10 x 30 3679 2704 0 36,1 2704 32 36,1 2700 83 36,3
reC25 15 x 30 4573 3626 1 26,1 3626 31 26,1 3596 148 27,2
reC27 15 x 30 4473 3442 1 30,0 3442 36 30,0 3431 143 30,4
reC29 15 x 30 4433 3324 1 33,4 3324 31 33,4 3291 243 34,7
reC31 10 x 50 5757 4413 5 30,5 4413 222 30,5 4316 1177 33,4
reC33 10 x 50 6019 4515 7 33,3 4515 190 33,3 4436 1485 35,7
reC35 10 x 50 5855 4458 7 31,3 4458 255 31,3 4409 919 32,8
reC37 20 x 75 10755 8081 122 33,1 8081 3403 33,1 8030 16286 33,9
reC39 20 x 75 11737 8671 106 35,4 8671 2882 35,4 8519 8456 37,8
reC41 20 x 75 11684 8652 110 35,0 8652 2751 35,0 8495 9567 37,5
hel1 10 x 100 978 719 185 36,0 719 5795 36,0 706 32638 38,5
Durchschn. Verbesserung: 27,0 % 27,0% 28,6 %
Tabelle A.17: Local Search Algorithmen auf no-wait Flow-Shop-Instanzen
(Vergleich mit Heuristiken)
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A.3.3 Reale Probleminstanzen aus der Galvanoindustrie
Instanz Vergleich VNS(n/2) TA500 TS≤500
Name m x n x o Optimum ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
gal01 37 x 6 x 41 6484 6484 0 0,0 6484 1 0,0 6484 1 0,0
gal02 37 x 6 x 41 5700 5700 0 0,0 5700 0 0,0 5700 0 0,0
gal03 37 x 6 x 41 5990 5990 0 0,0 5990 1 0,0 5990 1 0,0
gal04 37 x 6 x 41 5783 5945 0 2,8 5883 1 1,7 5783 0 0,0
gal05 37 x 6 x 41 5689 5917 0 4,0 5737 2 0,8 5737 1 0,8
gal06 37 x 6 x 41 6567 6723 0 2,4 6723 1 2,4 6723 0 2,4
gal07 37 x 6 x 41 5941 5941 0 0,0 5941 0 0,0 5941 1 0,0
gal08 37 x 6 x 41 6191 6192 0 0,0 6192 1 0,0 6192 0 0,0
gal09 37 x 6 x 41 5864 5883 0 0,3 5883 1 0,3 5883 1 0,3
gal10 37 x 6 x 41 6474 6474 0 0,0 6474 1 0,0 6474 0 0,0
gal11 37 x 8 x 41 7122∗ 7135 0 0,2 7135 0 0,2 7135 2 0,2
gal12 37 x 8 x 41 5690 5791 0 1,8 5791 4 1,8 5791 2 1,8
gal13 37 x 8 x 41 6551∗ 6862 0 4,7 6781 4 3,5 6706 2 2,4
gal14 37 x 8 x 41 6664 6685 0 0,3 6685 0 0,3 6684 2 0,3
gal15 37 x 8 x 41 5683 5910 0 4,0 5683 1 0,0 5683 2 0,0
gal16 37 x 8 x 41 6046 6118 0 1,2 6118 4 1,2 6118 2 1,2
gal17 37 x 8 x 41 6470 6738 0 4,1 6534 1 1,0 6473 3 0,0
gal18 37 x 8 x 41 6499 6499 0 0,0 6499 4 0,0 6499 2 0,0
gal19 37 x 8 x 41 6771 6771 0 0,0 6771 2 0,0 6771 2 0,0
gal20 37 x 8 x 41 6073 6342 0 4,4 6342 4 4,4 6336 2 4,3
Durchschnittliche Abweichung: 1,5 % 0,9% 0,7%
Tabelle A.18: Local Search Algorithmen auf realen no-wait Instanzen (Vergleich
mit dem Optimum)
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Instanz Vergl. VNS(n/2) TA500 TS≤500
Name m x n x o Heur. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
gal21 37/11/41 8396 8278 0 1,4 8278 1 1,4 8278 6 1,4
gal22 37/11/41 7943 7123 0 11,5 7123 3 11,5 7007 16 13,4
gal23 37/11/41 8540 8375 0 2,0 8375 7 2,0 8375 6 2,0
gal24 37/11/41 8285 7647 0 8,3 7647 3 8,3 7647 8 8,3
gal25 37/11/41 8299 8056 0 3,0 8056 4 3,0 8056 7 3,0
gal26 37/11/41 8586 8502 0 1,0 8502 8 1,0 8457 6 1,5
gal27 37/11/41 8431 8012 0 5,2 8012 3 5,2 7878 9 7,0
gal28 37/11/41 7865 7209 0 9,1 7209 10 9,1 7209 11 9,1
gal29 37/11/41 7963 6968 0 14,3 6968 3 14,3 6859 9 16,1
gal30 37/11/41 8435 7955 0 6,0 7955 5 6,0 7955 7 6,0
gal31 37/16/41 10291 9787 1 5,1 9787 14 5,1 9737 45 5,7
gal32 37/16/41 10054 9427 0 6,7 9427 10 6,7 9376 69 7,2
gal33 37/16/41 10278 9506 0 8,1 9506 19 8,1 9429 42 9,0
gal34 37/16/41 10278 9506 0 8,1 9516 12 8,0 9429 43 9,0
gal35 37/16/41 10132 8749 0 15,8 8749 9 15,8 8752 107 15,8
gal36 37/16/41 10113 9219 1 9,7 9219 1 9,7 9150 46 10,5
gal37 37/16/41 10046 9270 0 8,4 9270 3 8,4 9408 41 6,8
gal38 37/16/41 10206 9461 0 7,9 9461 17 7,9 9334 37 9,3
gal39 37/16/41 9537 8482 0 12,4 8454 6 12,8 8184 103 16,5
gal40 37/16/41 9876 8304 1 18,9 8304 5 18,9 8469 65 16,6
Durchschnittliche Verbesserung: 8,2 % 8,2 % 8,7%
Tabelle A.19: Local Search Algorithmen auf realen no-wait Instanzen (Vergleich
mit Heuristiken)
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A.4 Vergleich mit Algorithmen aus der Litera-
tur
Instanz Vergleich Meloni et al. TS≤500
Name m x n Optimum ZFW. Zeit Abw. ZFW. Zeit Abw.
abz5 10 x 10 2150 2726 49 26,8 2233 2 3,9
abz6 10 x 10 1718 2178 34 26,8 1758 1 2,3
ft10 10 x 10 1607 1882 29 17,1 1620 2 0,8
orb1 10 x 10 1615 1708 33 5,8 1663 1 3
orb2 10 x 10 1485 1814 27 22,2 1555 1 4,7
orb3 10 x 10 1599 1768 54 10,6 1603 1 0,3
orb4 10 x 10 1653 1836 30 11,1 1653 1 0
orb5 10 x 10 1365 1609 21 17,9 1415 2 3,7
orb6 10 x 10 1555 1793 22 15,3 1555 0 0
orb7 10 x 10 689 880 29 27,7 706 1 2,5
orb8 10 x 10 1319 1542 29 16,9 1319 1 0
orb9 10 x 10 1445 1945 38 34,6 1535 1 6,2
orb10 10 x 10 1557 1773 45 13,9 1618 1 3,9
la16 10 x 10 1575 1659 25 5,3 1637 1 3,9
la17 10 x 10 1371 1665 35 21,4 1430 1 4,3
la18 10 x 10 1417 1950 44 37,6 1555 1 9,7
la19 10 x 10 1482 1690 49 14,0 1610 1 8,6
la20 10 x 10 1526 2112 40 38,4 1705 1 11,7
Durchschn. Abweichung: 20,2 % 3,9%
Tabelle A.20: Vergleich mit dem Algorithmus von [MPP02]
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Instanz Vergl. TS≤500 GASA30 (durchschn.) GASA30 (best)
Name m x n Opt. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
ft06 6 x 6 73 73 0 0,0 73 ± 0,0 0 0,0 73 6 0,0
la01 5 x 10 971 1043 1 7,4 1061,9± 7,3 1 9,4 1037 23 6,8
la02 5 x 10 937 990 0 5,7 1027,9± 8,1 1 9,7 990 24 5,7
la03 5 x 10 820 832 1 1,5 871,9 ±10,5 1 6,3 832 24 1,5
la04 5 x 10 887 889 0 0,2 920,9 ±11,3 1 3,8 889 25 0,2
la05 5 x 10 777 817 0 5,1 846,6 ± 7,5 1 9,0 817 24 5,1
ft10 10 x 10 1607 1620 2 0,8 1657,2±10,3 1 3,1 1620 41 0,8
orb1 10 x 10 1615 1663 1 3,0 1685,8± 9,0 1 4,4 1663 39 3,0
orb2 10 x 10 1485 1555 1 4,7 1586,1±12,9 1 6,8 1555 40 4,7
orb3 10 x 10 1599 1603 1 0,3 1614,9± 5,8 1 1,0 1603 41 0,3
orb4 10 x 10 1653 1653 1 0,0 1767,4±19,4 1 6,9 1653 43 0,0
orb5 10 x 10 1365 1415 2 3,7 1474,0± 8,4 1 8,0 1415 44 3,7
orb6 10 x 10 1555 1555 0 0,0 1573,9±11,7 1 1,2 1555 42 0,0
orb7 10 x 10 689 706 1 2,5 744,8 ± 9,9 1 8,1 706 43 2,5
orb8 10 x 10 1319 1319 1 0,0 1323,8± 5,4 1 0,4 1319 41 0,0
orb9 10 x 10 1445 1535 1 6,2 1609,5±16,1 1 11,4 1535 40 6,2
orb10 10 x 10 1557 1618 1 3,9 1661,2±11,4 2 6,7 1618 46 3,9
la16 10 x 10 1575 1637 1 3,9 1679,5±12,3 1 6,6 1637 39 3,9
la17 10 x 10 1371 1430 1 4,3 1500,0±13,3 1 9,4 1430 42 4,3
la18 10 x 10 1417 1555 1 9,7 1591,3±13,2 1 12,3 1555 42 9,7
la19 10 x 10 1482 1610 1 8,6 1649,5±13,4 1 11,3 1610 40 8,6
la20 10 x 10 1526 1705 1 11,7 1742,7±10,8 1 14,2 1693 45 10,9
abz5 10 x 10 2150 2233 2 3,9 2319,7±16,7 1 7,9 2235 41 4,0
abz6 10 x 10 1718 1758 1 2,3 1848,8±24,7 1 7,6 1758 41 2,3
la06 5 x 15 1248 1299 2 4,1 1407,0±12,6 3 12,7 1339 80 7,3
la07 5 x 15 1172 1227 5 4,7 1333,4±11,2 2 13,8 1240 74 5,8
la08 5 x 15 1244 1305 2 4,9 1400,6±14,9 2 12,6 1296 72 4,2
la09 5 x 15 1358 1450 3 6,8 1525,1±13,4 3 12,3 1447 83 6,6
la10 5 x 15 1287 1338 4 4,0 1435,9±16,3 2 11,6 1338 70 4,0
Durchschn. Abweichung: 3,9 % 7,9% 4,0%
Tabelle A.21: Vergleich mit dem Algorithmus von [Fra02] (exakt lo¨sbare no-wait
Job-Shop-Instanzen)
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Instanz Vergl. TS≤500 GASA30 (durchschn.) GASA30 (best)
Name m x n Heur. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
ft20 5 x 20 2244 1637 8 37,1 1741±12 6 28,9 1675 184 34,0
la11 5 x 20 2821 1737 11 62,4 1884±14 6 49,8 1825 170 54,6
la12 5 x 20 2434 1550 10 57,0 1686±13 5 44,3 1631 164 49,2
la13 5 x 20 2650 1701 17 55,8 1848±14 6 43,4 1766 183 50,1
la14 5 x 20 2662 1771 10 50,3 1917±15 6 38,9 1805 176 47,5
la15 5 x 20 2765 1808 7 52,9 1932±15 6 43,1 1829 167 51,2
la21 10 x 15 3574 2242 5 59,4 2357±32 5 51,7 2182 147 63,8
la22 10 x 15 2879 2008 3 43,4 2141±24 4 34,5 1965 135 46,5
la23 10 x 15 3228 2093 5 54,2 2352±31 5 37,3 2193 136 47,2
la24 10 x 15 3075 2061 5 49,2 2299±23 4 33,7 2150 133 43,0
la25 10 x 15 2985 2072 6 44,1 2169±25 5 37,6 2034 142 46,8
la26 10 x 20 4268 2664 14 60,2 3100±30 11 37,7 2945 332 44,9
la27 10 x 20 4674 2968 27 57,5 3220±23 10 45,2 3036 311 54,0
la28 10 x 20 4478 2886 24 55,2 3126±30 11 43,2 2902 324 54,3
la29 10 x 20 4117 2671 12 54,1 2902±33 10 41,9 2617 311 57,3
la30 10 x 20 4097 2939 12 39,4 3093±29 12 32,5 2892 346 41,7
la31 10 x 30 6519 3822 151 70,6 4479±34 32 45,5 4298 957 51,7
la32 10 x 30 6912 4186 176 65,1 4938±37 29 40,0 4686 869 47,5
la33 10 x 30 6454 3869 120 66,8 4433±39 29 45,6 4214 860 53,2
la34 10 x 30 6380 3957 102 61,2 4552±30 32 40,2 4401 968 45,0
la35 10 x 30 6563 3908 120 67,9 4581±34 30 43,3 4299 897 52,7
la36 15 x 15 4526 2993 9 51,2 3186±34 7 42,1 2949 203 53,5
la37 15 x 15 4766 3171 7 50,3 3461±39 6 37,7 3216 192 48,2
la38 15 x 15 4426 2734 6 61,9 2978±39 7 48,6 2762 202 60,2
la39 15 x 15 4295 2804 9 53,2 3137±34 6 36,9 2908 195 47,7
la40 15 x 15 4099 2977 12 37,7 3085±28 7 32,9 2950 214 38,9
abz7 15 x 20 2824 1820 20 55,2 1952±17 10 44,7 1801 288 56,8
abz8 15 x 20 2892 1815 51 59,3 1985±22 11 45,7 1842 336 57,0
abz9 15 x 20 2838 1781 52 59,3 1973±12 9 43,9 1905 273 49,0
Tabelle A.22: Vergleich mit dem Algorithmus von [Fra02] (große no-wait Job-
Shop-Instanzen (1))
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Instanz Vergl. TS≤500 GASA30 (durch.) GASA30 (best)
Name m x n Heur. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
swv01 10 x 20 3824 2396 11 59,6 2650±25 11 44,3 2510 321 52,4
swv02 10 x 20 3800 2492 16 52,5 2697±18 11 40,9 2605 337 45,9
swv03 10 x 20 3797 2489 17 52,6 2679±22 10 41,7 2582 301 47,1
swv04 10 x 20 3895 2520 23 54,6 2772±20 11 40,5 2609 339 49,3
swv05 10 x 20 3836 2482 22 54,6 2691±17 11 42,5 2601 342 47,5
swv06 15 x 20 5163 3502 29 47,4 3816±30 15 35,3 3639 437 41,9
swv07 15 x 20 5076 3343 32 51,8 3697±23 17 37,3 3569 500 42,2
swv08 15 x 20 5547 3611 29 53,6 3986±30 15 39,2 3744 450 48,2
swv09 15 x 20 5117 3436 39 48,9 3699±29 15 38,3 3554 457 44,0
swv10 15 x 20 5347 3569 23 49,8 3927±28 15 36,2 3773 446 41,7
swv11 10 x 50 9258 5586 1736 65,7 6974±32 138 32,8 6786 4149 36,4
swv12 10 x 50 9243 5358 2212 72,5 6964±38 135 32,7 6722 4054 37,5
swv13 10 x 50 9480 5546 2360 70,9 7119±36 139 33,2 6854 4158 38,3
swv14 10 x 50 9450 5483 1602 72,4 6874±44 136 37,5 6614 4067 42,9
swv15 10 x 50 9247 5516 2077 67,6 6798±32 144 36,0 6652 4311 39,0
swv16 10 x 50 10659 6337 1347 68,2 7726±46 131 38,0 7483 3938 42,4
swv17 10 x 50 10003 5884 1760 70,0 7478±32 120 33,8 7304 3595 37,0
swv18 10 x 50 10102 6247 1430 61,7 7549±41 129 33,8 7246 3869 39,4
swv19 10 x 50 10055 6308 1481 59,4 7847±47 132 28,1 7547 3968 33,2
swv20 10 x 50 10663 6019 1843 77,2 7474±44 125 42,7 7311 3759 45,8
yn1 20 x 20 4291 2654 68 61,7 2977±38 13 44,1 2751 385 56,0
yn2 20 x 20 4025 2705 41 48,8 2933±35 13 37,2 2644 398 52,2
yn3 20 x 20 4029 2644 134 52,4 2895±29 12 39,2 2704 362 49,0
yn4 20 x 20 4109 2705 53 51,9 3039±28 14 35,2 2837 433 44,8
Durchschn. Verbesserung: 56,9 % 39,5% 47,2%
Tabelle A.23: Vergleich mit dem Algorithmus von [Fra02] (große no-wait Job-
Shop-Instanzen (2))
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Instanz Vergl. TS≤500 GASA30 (durchschn.) GASA30 (best)
Name m x n Opt. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
car01 5 x 11 8142 8142 0 0,0 8160,2±12,2 1 0,2 8142 30 0,0
car02 4 x 13 8242 8242 1 0,0 8257,7±13,4 1 0,2 8242 23 0,0
car03 5 x 12 8866 8866 1 0,0 8873,1± 4,0 1 0,1 8866 24 0,0
car04 4 x 14 9195 9195 1 0,0 9304,4±25,4 2 1,2 9195 60 0,0
car05 6 x 10 9159 9159 1 0,0 9168,3±12,1 1 0,1 9159 25 0,0
car06 9 x 8 9690 9690 0 0,0 9690,0± 0,0 1 0,0 9690 24 0,0
car07 7 x 7 7705 7705 0 0,0 7706,1± 2,1 0 0,0 7705 0 0,0
car08 8 x 8 9372 9372 0 0,0 9372,5± 0,9 1 0,0 9372 39 0,0
Durchschn. Abweichung: 0,0 % 0,2% 0,0%
Tabelle A.24: Vergleich mit dem Algorithmus von [Fra02] (exakt lo¨sbare no-wait
Flow-Shop-Instanzen)
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Instanz Vergl. TS≤500 GASA30 (durch.) GASA30 (best)
Name m x n Heur. ZFW. Zeit Abw. ZFW. Zeit Abw. ZFW. Zeit Abw.
reC01 5 x 20 1902 1526 6 25 1551 ± 6 6 23 1527 191 25
reC03 5 x 20 1683 1361 6 24 1419 ± 4 6 19 1392 188 21
reC05 5 x 20 1762 1511 7 17 1541 ± 4 7 14 1524 201 16
reC07 10 x 20 2520 2042 15 23 2077 ± 8 12 21 2046 371 23
reC09 10 x 20 2519 2042 11 23 2091 ± 8 11 20 2045 335 23
reC11 10 x 20 2394 1881 13 27 1938 ± 8 10 24 1881 310 27
hel2 10 x 20 228 179 11 27 183 ± 1 10 24 180 307 27
reC13 15 x 20 3139 2545 18 23 2624 ±13 17 20 2556 524 23
reC15 15 x 20 3194 2529 25 26 2573 ±10 17 24 2529 515 26
reC17 15 x 20 3106 2587 34 20 2628 ± 7 16 18 2590 480 20
reC19 10 x 30 3500 2850 66 23 3028 ±10 34 16 2985 1024 17
reC21 10 x 30 3429 2821 93 22 2989 ±12 35 15 2948 1061 16
reC23 10 x 30 3679 2700 83 36 2907 ±13 35 27 2827 1058 30
reC25 15 x 30 4573 3596 148 27 3793 ±14 55 21 3732 1638 23
reC27 15 x 30 4473 3431 143 30 3636 ±11 51 23 3560 1538 26
reC29 15 x 30 4433 3291 243 35 3577 ±17 54 24 3440 1617 29
reC31 10 x 50 5757 4316 1177 33 4902 ±18 147 17 4757 4401 21
reC33 10 x 50 6019 4436 1485 36 5072 ±17 145 19 4998 4350 20
reC35 10 x 50 5855 4409 919 33 5032 ±25 146 16 4891 4370 20
reC37 20 x 75 10755 8030 16286 34 9678 ±32 907 11 9508 27209 13
reC39 20 x 75 11737 8519 8456 38 10148±28 890 16 9964 26692 18
reC41 20 x 75 11684 8495 9567 38 10231±43 904 14 9978 27119 17
hel1 10 x 100 978 706 32638 39 901 ± 4 1088 9 877 32628 12
Durchschn. Verbesserung: 28,6 % 18,8 % 21,4 %
Tabelle A.25: Vergleich mit dem Algorithmus von [Fra02] (große no-wait Flow-
Shop-Instanzen)
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Instanz Vergleich [MP00] TS≤500
Name m x n Optimum AMCC
SMCP&
SMBP
SMSP Best Abw. ZFW. Abw.
ft06 6 x 6 73 73 101 84 73 0,0 73 0,0
la01 5 x 10 971 1124 1403 1106 1106 13,9 1043 7,4
la02 5 x 10 937 - 1296 - 1296 38,3 990 5,7
la03 5 x 10 820 955 1392 1020 955 16,5 832 1,5
la04 5 x 10 887 - 1502 1039 1039 17,1 889 0,2
la05 5 x 10 777 - 1094 - 1094 40,8 817 5,1
ft10 10 x 10 1607 - 2271 - 2271 41,3 1620 0,8
orb1 10 x 10 1615 1675 2357 2063 1675 3,7 1663 3,0
orb2 10 x 10 1485 - 2324 - 2324 56,5 1555 4,7
orb3 10 x 10 1599 1647 2089 1801 1647 3,0 1603 0,3
orb4 10 x 10 1653 - 2220 1952 1952 18,1 1653 0,0
orb5 10 x 10 1365 - 2261 - 2261 65,6 1415 3,7
orb6 10 x 10 1555 - 2350 1788 1788 15,0 1555 0,0
orb7 10 x 10 689 - 922 - 922 33,8 706 2,5
orb8 10 x 10 1319 1559 1898 1823 1559 18,2 1319 0,0
orb9 10 x 10 1445 1542 2388 1688 1542 6,7 1535 6,2
orb10 10 x 10 1557 - 2467 2565 2467 58,4 1618 3,9
la16 10 x 10 1575 - 2337 - 2337 48,4 1637 3,9
la17 10 x 10 1371 - 1898 - 1898 38,4 1430 4,3
la18 10 x 10 1417 - 2197 - 2197 55,0 1555 9,7
la19 10 x 10 1482 - 2245 - 2245 51,5 1610 8,6
la20 10 x 10 1526 - 2288 1971 1971 29,2 1705 11,7
la06 5 x 15 1248 - 1758 - 1758 40,9 1299 4,1
la07 5 x 15 1172 - 1837 1609 1609 37,3 1227 4,7
la08 5 x 15 1244 - 1839 1580 1580 27,0 1305 4,9
la09 5 x 15 1358 - 2430 - 2430 78,9 1450 6,8
la10 5 x 15 1287 1506 2427 1541 1506 17,0 1338 4,0
Durchschnittliche Abweichung: 32,2% 4,0%
Tabelle A.26: Vergleich mit den konstruktiven Heuristiken von [MP00] (exakt
lo¨sbare no-wait Job-Shop-Instanzen)
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Instanz Vergleich [MP00] TS≤500
Name m x n Heur. AMCC
SMCP&
SMBP
SMSP Best Abw. ZFW. Abw.
ft20 5 x 20 2244 1820 2274 - 1820 23,3 1637 37,1
la11 5 x 20 2821 - 2226 - 2226 26,7 1737 62,4
la12 5 x 20 2434 - 2202 1935 1935 25,8 1550 57,0
la13 5 x 20 2650 1867 2197 2221 1867 41,9 1701 55,8
la14 5 x 20 2662 - 2381 - 2381 11,8 1771 50,3
la15 5 x 20 2765 - 2720 2134 2134 29,6 1808 52,9
la21 10 x 15 3574 - 3033 - 3033 17,8 2242 59,4
la22 10 x 15 2879 - 2668 - 2668 7,9 2008 43,4
la23 10 x 15 3228 - 3296 - 3296 -2,1 2093 54,2
la24 10 x 15 3075 - 2473 - 2473 24,3 2061 49,2
la25 10 x 15 2985 - 2750 - 2750 8,5 2072 44,1
la26 10 x 20 4268 - 3687 - 3687 15,8 2664 60,2
la27 10 x 20 4674 - 3488 - 3488 34,0 2968 57,5
la28 10 x 20 4478 - 4806 - 4806 -6,8 2886 55,2
la29 10 x 20 4117 - 4152 3086 3086 33,4 2671 54,1
la30 10 x 20 4097 - 3492 3392 3392 20,8 2939 39,4
la31 10 x 30 6519 - 4838 - 4838 34,7 3822 70,6
la32 10 x 30 6912 - 5469 - 5469 26,4 4186 65,1
la33 10 x 30 6454 - - - - - - -
la34 10 x 30 6380 - 5016 - 5016 27,2 3957 61,2
la35 10 x 30 6563 - 5360 - 5360 22,4 3908 67,9
la36 15 x 15 4526 - 3651 - 3651 24,0 2993 51,2
la37 15 x 15 4766 - 4326 - 4326 10,2 3171 50,3
la38 15 x 15 4426 - 3872 - 3872 14,3 2734 61,9
la39 15 x 15 4295 - - - - - - -
la40 15 x 15 4099 - 4422 - 4422 -7,3 2977 37,7
Durchschnittliche Verbesserung: 19,4% 54,1%
Tabelle A.27: Vergleich mit den konstruktiven Heuristiken von [MP00] (große
no-wait Job-Shop-Instanzen)
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Instanz Vergleich TS≤500 [Raj94]
Name m x n Optimum ZFW. Abw. ZFW. Abw.
car01 5 x 11 8142 8142 0,0 8288 1,8
car02 4 x 13 8242 8242 0,0 8610 4,5
car03 5 x 12 8866 8866 0,0 9226 4,1
car04 4 x 14 9195 9195 0,0 10119 10,0
car05 6 x 10 9159 9159 0,0 10039 9,6
car06 9 x 8 9690 9690 0,0 10161 4,9
car07 7 x 7 7705 7705 0,0 7903 2,6
car08 8 x 8 9372 9372 0,0 9517 1,5
Durchschn. Abweichung: 0,0 % 4,9%
Tabelle A.28: Vergleich mit dem Algorithmus von [Raj94] (exakt lo¨sbare no-wait
Flow-Shop-Probleme)
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Instanz Vergleich TS≤500 [Raj94]
Name m x n Optimum ZFW. Abw. ZFW. Abw.
reC01 5 x 20 1902 1526 19,8 1590 19,6
reC03 5 x 20 1683 1361 19,1 1457 15,5
reC05 5 x 20 1762 1511 14,2 1637 7,6
reC07 10 x 20 2520 2042 19,0 2119 18,9
reC09 10 x 20 2519 2042 18,9 2141 17,7
reC11 10 x 20 2394 1881 21,4 1946 23,0
hel2 10 x 20 228 179 21,5 189 20,6
reC13 15 x 20 3139 2545 18,9 2709 15,9
reC15 15 x 20 3194 2529 20,8 2691 18,7
reC17 15 x 20 3106 2587 16,7 2740 13,4
reC19 10 x 30 3500 2850 18,6 3157 10,9
reC21 10 x 30 3429 2821 17,7 3015 13,7
reC23 10 x 30 3679 2700 26,6 3030 21,4
reC25 15 x 30 4573 3596 21,4 3835 19,2
reC27 15 x 30 4473 3431 23,3 3655 22,4
reC29 15 x 30 4433 3291 25,8 3583 23,7
reC31 10 x 50 5757 4316 25,0 4631 24,3
reC33 10 x 50 6019 4436 26,3 4770 26,2
reC35 10 x 50 5855 4409 24,7 4718 24,1
reC37 20 x 75 10755 8030 25,3 8979 19,8
reC39 20 x 75 11737 8519 27,4 9158 28,2
reC41 20 x 75 11684 8495 27,3 9344 25,0
hel1 10 x 100 978 706 27,8 780 25,4
Durchschn. Verbesserung: 22,1 % 19,8%
Tabelle A.29: Vergleich mit dem Algorithmus von [Raj94] (große no-wait Flow-
Shop-Probleme)
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