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1. INTRODUCTION 
We consider the second-order difference equation 
-A2yt--1 + w/t = 0, i! = l,.,.,n. (1.1) 
The T x T matrix pt is assumed to be real and symmetric, and the r-vector yt is real. Let A be 
the forward difference operator: Ay,-r = yt - y+1, A2ytt-r = yt+r - 2yt + yt-1. Following the 
usual terminology (see, e.g., [1,2]), we say yt has a generalized zero at 0 provided that ys = 0, 
and we say yt has a generalized zero at t > 0 provided either yt = 0 or y:-ryt 5 0, with yt-r # 0, 
where T denotes transposition. Equation (1.1) is said to be disconjugate on [O, n + l] provided 
that no nontrivial solution has two generalized zeros on (0, n + l]. Since we consider only real 
solutions, they satisfy the definition for prepared solutions [2]; i.e., ycAyt-r = AyzW1yt. 
Associated with (1.1) is the quadratic functional, 
n+l 
J[v] = ~(Avt-l)T(All,-,) f -&tTptrlt> 
t=1 t=1 
(1.2a) 
which is defined on the set of admissible functions 
d={q:[O,n+l] + Wp with 770 = ~~+r = 0). (1.2b) 
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Ahlbrandt and Hooker [3] have proved (see also [1,4,5]) that (1.1) is disconjugate on [O,n + l] 
if and only if the functional J is positive definite on A, i.e., J[v] > Oif 77 E A and 77 $ 0. This 
equivalence is part of what is now called the “Reid Roundabout Theorem”. While an examination 
of our proofs shows that we could proceed directly, this equivalence makes the proof somewhat 
shorter. Another benefit of the equivalence is that the eigenvalue problem, 
-A’Y~-I + P,Y, = hyt, t=l,...,n, Yo = Yn+l = 0, (l-3) 
where UJ~ is positive and symmetric, has its smallest eigenvalue positive if J is positive definite. 
This follows by multiplying (1.3) by yz, summing over t, and then using summation by parts to 
reduce the left side to J[y]. 
The study of oscillation and disconjugacy of difference equations, including the matrix and 
Hamiltonian systems cases, has received much attention in recent years. For a small sampling of 
this work, we refer to [1,2,4-lo]. In particular, [l] contains an extensive bibliography. 
Our disconjugacy criteria for (1.1) differs from much of the previous work in that we use 
cancellation of the positive and negative parts of pt to obtain disconjugacy. In this sense, it is 
an extension of some results in [ll] to the matrix case as well as improving the bound present 
in [ll] for certain cases. For the Euclidean norm and inner product in R” we use (] . ]] and ( I,. ), 
respectively. 
2. SOME DISCRETE INEQUALITIES 
In this section, we prove some discrete inequalities which may have applications in other con- 
texts. We will specifically apply Theorem 2.1 to the problem of disconjugacy of (1.1) in Section 3. 
THEOREM 2.1. Suppose m is a positive integer, CY and p are positive integers with (Y + /3 = m, 
and ai, bi, i = i, . . . , m, are nonnegative numbers such that not all ai are zero and not all bi are 
zero. Then, 
(2.1) 
Further, equality holds in (2.1) if and only if 
al =... =aa, a,+1 = . . . = a,, bl = . . . = bp, bp+l = . . . = b,, (2.2) 
and 
for some constant c. 
PROOF. Let ek be the k-vector all of whose entries are one. Also, define the column vectors 
T Xl = [al,...,4 , X2 = [a,+l, . . . , amIT, 
G = [bl,...,bplT, Yz = [bp+l,...,LIT. 
Then, by application of the Cauchy-Schwarz inequality, 
2 ai = (cm-+X2) I fillxzll = dBIlX2ll~ 
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Hence, the left-hand side of (2.1) is bounded above by 
h? WIII IIKII + llxzll lly2ll) = @ MB) 7 
where 
Since 
(4B) I II4 IPII = & (., 2)1’2 (py2. 
inequality (2.1) is established. 
Equality in the above proof holds if and only if Xi, Yi, X2, Ys are multiples of e,, ep, 
emma, em-P, respectively, and the vectors A, B are linearly dependent. Equation (2.2) fol- 
lows from the linear dependence of Xi, Yi, X2, Y2 on the appropriate ek, and from (2.2) we have 
the norms 
IlXlIl = &al, IIKII =.dh, lIX2ll = dP%n, IIK4 = fibm. (2.4) 
The linear dependence of A, B and (2.4) imply (2.3). I 
THEOREM 2.2. Let m, a, /3, ai, bi be as in Theorem 2.1 and suppose further that 
Then, 
a1 +*.a + a, = a,+1 f.. . + a,, bl + . . . + bp = bp+l + . . . + b,. (2.5) 
(2.6) 
Further, equality holds in (2.6) if and only if (2.2) holds and al = cbm, a, = cbl for some 
constant c, and ab, = Dbl. 
PROOF. With constraints (2.5), and with Xi, Yi as in the proof of Theorem 2.1, we have that 
eai&bi+ 2 ~i 2 bi=2eai 2 bi=2( %X1) (e,,Yz) 524X111 IIyZll. (2.7) 
i=l i=l i=a+l i=p+1 
In a similar manner, it follows that 
a P 
CaiCbi 
i=l i=l 
From (2.7) and (2.8), we obtain 
i=l i=p+l 
+I? ai 2 bi I2PllX211 IIKll. 
i=a+l i++l 
(2.10) 
Simplification of (2.9) yields (2.6). Th e conditions for equality in (2.6) follow from considerations 
similar to those used in proving equality in (2.1). The condition crb, = pbl is a consequence 
of (2.5) and bl = . . . = bp, bp+l = . . . = b,. Note that equality is equivalent to 
bi = clcx, i=l,...,P, bi=clP, i=p+l,..., m, 
ai=@, i=l,..., ff, Ui = CZCY, i=cx+l,...,m, 
for some constants cl, cs. 
Note that if m is even and LY = ‘p-= m/2, the bounds in (2.1) and (2.6) are the same, while 
if m is odd, cv = (m - 1)/2, and ,B = (m + 1)/2, the bounds are different. I 
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3. DISCONJUGACY CRITERIA 
First, we prove a lemma based on Theorem 2.1. 
LEMMA~.~. Ifzi,yifori=O ,..., m are sequences of real numbers such that x0 = x,,, = ye = 
‘y, = 0, then 
s = F(,xjAyj-11 + Jyi-rAxci-I]) L R ~(Axi-~)~ ~(AY~-I)~ 
112 
, 
i=l i=l i=l 
where 
1 
m 
if m is even, 
R= T&T, ifmisodd 
2 
PROOF. The case m even is proved in, [ll, Lemma 2.11. The odd case is an improvement over 
that of Lemma 2.1 of [ll] where, for the case at hand R = (m + 1)/2 in [ll] for m odd. Suppose 
m = 2k + 1. Define bi = (Axi-I(, ai = lAyi-r], i = 1,. . . ,m. Further define 
20 = 0, Zj=~]Azi-r,, j=l,..., k+l, 
i=l 
i 
$o=O, yj=z]Ay;-r], j=l,..,, k. 
i=l 
Then (xi] 5 Pi, (Azi-,I = A&-l, i 5 k + 1, and ]yi] < &, ]Ayi-r] = A&-r, i 5 k. We can 
express S as S = Sr + S2 where 
SI = -&.iA~i-ll + /vi-lAxi-II) + IykAaI 
i=l 
and 
S2 = )xk+lAylcI + 5 (]xiAyi-I] + ]yi-&i-r]). 
i=k+2 
Note that 
k 
k+l k 
= xbixai. 
I=1 i=l 
Now, define 
x$ =o, x# = 3 2 lAxi-r], j=k+l,..., m-l, 
i=j+1 
y$ = 0, yj# = 2 lAyi-11, j = k,...,m-1. 
i=j+1 
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Then (zil 5 $, i 2 k+l, ]Azci-r] = -A$-,, i 2 k+2, and Iyi( < y#, i 2 k, JAyi-r] = -AyEI, 
i>k+l. Then, 
= 2 bi 2 ai. 
i&+2 i&+1 
Adding the two inequalities for Sr and Sz yields 
S=Sl +S2 5 kaik$bi+ 2 aiebi. 
is1 is1 i=k+l i=l 
The lemma now follows by applying Theorem 2.1 with cr = k = (m - 1)/2 and p = k + 1 = 
(m + 1)/2. I 
We also need the following lemma which is proved in (111 ( see the argument preceeding Corol- 
lary 4.2 of [ll]). 
LEMMA 3.2. Let x1,. . . , x, be a real number sequence and define 
M = ly&xs, m = min 1st<n 2% 
-- SC1 s=l 
Then for p= -(M + m)/2, 
lr-t-&l I M-, t=1,..., 71. 
I s=l I 
Associated with (l.l), we define the r x r 
L 
matrices I’, p by 
where 
t 
& = - 
(Mij + mj) 
2 ’ 
(3.la) 
t 
Mij = ,=ltyn~(dij, mij = ,z$nC(Ps)ij. 
-- 3=1 -- SC1 
(3.lb) 
Since p, is a symmetric matrix for each s, then I’, ~1 are also symmetric matrices. 
THEOREM 3.3. Equation (1 .l) is disconjugate on [0, n+ l] if 7Zr < 2 where R is as in Lemma 3.1 
and 7 is the maximum positive eigenvalue of I? defined by (3.1). 
PROOF. From the discussion in the introduction it is sufficient to prove that the quadratic form J 
in (1.2) is positive definite. Let {vt}, t = 0, . . . , n + 1, be a vector sequence with r]c = ~]n+r = 0. 
using (3.1), Define Qt = xi=, p, + CL, t = 1,. . . , n, and QO = 0. From the identity, 
A (mTQt-m-l) = vtTAQt-m + (Av~-I)~ Qt-17t + +lTQt-lArlt-l, 
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we have that 
n n+l 
c 77tTPt77t = c 77tTPt11t 
t=1 t=1 
n+l 
= c vtTAQt-m 
t=1 
n+l 
= c (A (wTQt-m-l) - (Arlt-dT Qt--1vt - (vt-l)TQt-lavt-l} 
kl - 
= - 2 { (Arlt-dTQt-m + (9t-r)TQt-IAqt-1). 
t=1 
Hence, using Lemma 3.2, 
f: VtTPt77t 
t=1 
n+l T 
c c {(A77t-l)i(Qt)i,j(77t)j + (7]t--l)i(Qt)i,j(Arlt-l)j} 
kl i,j=l 
5 c c {m$QtM} Ww-l)i(rlt)jl + [(rlt-r)i(Aqt-&I} 
t=1 i,j=l 
by Lemma 3.1. Let u be the r-vector with 
ui= @t-l):)“2, i=l,..., r. 
Then the above inequality can be written as 
and hence, 
I ~~~u~~2 = Tnc IlA~t-II12. 
t=1 
(3.4 
Given its definition in (1.2), it follows from (3.2) that J[n] 5 0 and the proof is complete. I 
A corollary of Theorem 3.3 can be formulated for the matrix {~~=, I(p,)ijI}. Returning to 
the notation of Lemma 3.2, we see there may be many sets S c (1,. . . , n} such that M - m = 
IC sEs z, I. Suppose now there is an integer 1 so that for each i, j E { 1, . . . , n} there are 1 disjoint 
sets S!“’ k = 1 ‘3 ’ , . . . ,I, for which 
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Then, 
Now define the matrix r by 
Then, 
l?ij = Mij - rnij 5 fij. (3.4) 
It follows from (3.4) that the largest positive eigenvalue of ? is greater than or equal to the 
largest positive eigenvalue of r. This gives the following corollary. 
COROLLARY 3.4. Equation (1.1) is disconjugate on [0, n+l] ifRy < 2 where R is as in Lemma 3.1 
and 7 is the maximum positive eigenvalue off defined in (3.3). 
EXAMPLE 3.5. Suppose E > 0 and p, = (-l)S~ [: t]. Then, Mij - mij = E and the eigenvalues 
ofl?=.z ;; [ 1 are 0, 2~. Hence, (1.1) is disconjugate if RE < 1. 
EXAMPLE 3.6. Change p, in Example 3.5 to p, = (-1)“~ [y i]. Then, r = E [y i] and has 
eigenvalues are -E, E. Hence, (1.1) is disconjugate if RE < 2. 
Theorem 3.3 may be used in another way. Suppose (1.1) is replaced by 
-A2yt-1 + (it + qt)yt = o, t=1,...,12. (3.5) 
Let R, y be as in Theorem 3.3 with Ry < 2. Since the quadratic form for (3.5) is 
n+l 
Jl[d = ~Pv-~)~(Avt-d + &t’(pt +qt)w 
t=1 t=1 
it follows from the proof of Theorem 3.3 that (3.5) is disconjugate on [0, n + I] if in addition to 
Rr < 2, the quadratic form 
n+l 
J2[171 = ~(Avt-dT(Aw) + 1 - 
t=1 
( (%))-’ fywlt 
is positive definite. Thus, Theorem 3.3 allows one to add perturbations to known disconjugate 
equations to yield other disconjugate equations. In a similar way, we obtain a lower bound for 
the fist eigenvalue X0 of (1.3). With R and y as in Theorem 3.3 and Ry < 2, it follows that the 
smallest eigenvalue Xc satisfies the inequality 
5 (Yt)TwtYt 
1 < x0 “,=I +Ry 
C(&dTAyt 2 ’ 
t=1 
Thus, (1 - Ry/2) < Xc/X;, where AZ is the smallest eigenvalue of (1.3) with all pt = 0. 
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