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Abstract
In this dissertation research, two new computational tools were developed
to model the biotransport of small organic molecules into the active site of broad-
substrate speciﬁcity (BSS) enzymes. The biological organism selected to develop, test
and validate these tools were Rieske non-heme iron dioxygenases. Members of this
family of enzymes are known to have biocatalytic activity on more than three hundred
diﬀerent substrates. The large diversity of substrates that can be acted upon makes
these enzymes very attractive in biotechnological processes such as bioremediation. In
addition, the highly speciﬁc chirality of the products obtained makes these enzymes
attractive for the potential synthesis of pharmaceutical precursors. Currently, the
most common way to identify new substrates requires formulating an educated guess
followed by the arduous task of testing each possible compound individually. This
slows down the pace at which new industrial processes can be formulated or current
ones further developed. The tools presented in this research provide fundamental and
practical scientiﬁc contributions.
For the basic science studies of my dissertation, an all-atom and, a coarse-
grained (CG) model of Rieske non-heme iron dioxygenases were used to investigate
the factors that aﬀect the biotransport of small organic molecules into their active
sites. From the all-atom model I discovered a gating mechanism that allows aromatic
substrates into the active site and blocks other compounds. The key to these gates
are T-stacked pi − pi interactions between hydrophobic amino acids and the aromatic
substrates. On the other hand, from the CG model I discovered that the shape of
tunnel modulates the hydrophobicity level of the surface. As the tunnels become
more concave, the hydrophobicity increases causing the formation of a water exclu-
sion zone which increases the diﬀusivity of aromatic substrates. The CG models also
revealed that convex tunnels prevent the adhesion of hydrophobic substrates to the
tunnel walls; providing a possible explanation for the evolution of bottlenecks at the
entrance of Rieske active sites.
For the practical contributions of my dissertation, I developed two new com-
putational tools for the prediction of Rieske substrates. The ﬁrst tool is an all-atom
algorithm that models the stochastic roto-translational movement of small organic
molecules along the Rieske enzyme tunnels. This algorithm has a 92% prediction
accuracy of Rieske substrates. In addition, it is capable of elucidating the location
of high-energy barriers along the tunnel, allowing the formulation of possible protein
engineering sites. The second tool is a CG non-dimensional model of the Rieske en-
zyme tunnels. This algorithm has a 90% prediction accuracy of Rieske substrates.
The processing time of 1ms/substrate combined with its high accuracy allows for the
high-throughput screening of possible Rieske substrates.
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Chapter 1
Introduction
1
1.1 Motivation
Enzymes are capable of catalyzing almost every known chemical reaction.1 Enzymes
are now used worldwide in several industries such as food, agriculture, chemical syn-
thesis, renewable energy, and medicine.2 Enzyme mediated processes are rapidly be-
coming the standard because of their lower energy input, cost eﬀectiveness, non-
toxicity, and eco-friendliness.3,4 It is projected that the global enzymes market will
be valued at $10.4 billion by the year 2024.5
However, new enzymatically-catalyzed reactions must be discovered for this
projection to be met.5 To achieve this goal, the ﬁrst task is to determine the right
enzyme/substrate pair; nonetheless, this remains an overwhelming task.6 Experimen-
tally, thousands of hours would need to be devoted to this task, increasing the risk
of exposure to toxic, carcinogenic or mutagenic compounds.7,1,8,9,10,11,12 Computa-
tionally, the currently available tools require prohibitively expensive simulations that
hinder the possibility of high-throughput screening.13,14,15,16,17,18
In my dissertation research, I developed, tested, and validated new computa-
tional tools that can rapidly identify substrates of enzymes belonging to the Rieske
non-heme iron dioxygenase family. The models were based on the premise that for
biocatalysis to occur, the substrates (ligands) must be transported along access tun-
nels into the active sites of the Rieske enzymes.19,20,21,22,23,24 Therefore the models
take into consideration: i) the structural dynamics of the enzyme; ii) the mechanism
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of ligand entry into the active site; iii) the non-bonded interactions between the en-
zyme and the ligand as it moves along the access tunnel; and iv) the conﬁgurational
space energetics of the ligand once it has reached the active site. Since members of
the Rieske family are broad-substrate speciﬁcity (BSS) enzymes25 the models devel-
oped have the potential of identifying thousands7 of diﬀerent substrates that can be
biotransformed into: i) non-toxic products26,27,28,29,30 (bioremediation); ii) products
with higher commercial value than the substrate31,6 (biocatalysis) – as illustrated in
Figure 1.1. Therefore, the computational methods presented in this dissertation will
be a valuable tool for the rational prediction of novel substrates for the production
of biofuels, food and agricultural additives, and pharmaceuticals precursors.
1.2 Background Theory
1.2.1 Enzyme catalysis
Many chemical reactions occur spontaneously and instantaneously; others require
catalysts to increase the rate of the chemical reaction. The catalyst provides a reaction
pathway with a lower activation energy barrier to convert the substrate into a product.
Thermodynamically, this is equivalent to reducing the free energy of activation, while
keeping constant the initial and ﬁnal free energy states (Figure 1.2). In addition,
catalysts are not consumed during the reaction. In principle, this means that they
could be used unlimited times; in practice this usually never happens. The lifetime of
3
catalysts is limited by its ability to avoid being inhibited, deactivated or destroyed.32
Enzymes are biocatalysts that have evolved over millions of years to eﬃciently
perform all the biochemical reactions needed to sustain life. Even more astounding
is the possibility that there is a corresponding enzyme that can catalyze any given
chemical reaction under mild biological conditions.1 Nonetheless, ﬁnding the correct
enzyme/ligand combination becomes a gargantuan task, both experimentally and
computationally.
Catalysis in enzymes with buried active sites is a complex process that involves
multiple steps. In this dissertation, I solely focus on the ﬁrst two steps: i) transport
of the substrate into the core of the enzyme; and ii) proper positioning of the sub-
strate inside the active site. The transport of substrates has been shown to occur
through the use of access tunnels connecting the buried active site to the surface of
the enzyme.33,34,18,35 These tunnels provide the enzyme with mechanisms that: i) al-
low preferential access to substrates; ii) prevent the generation of toxic intermediates
that can damage of cellular organelles;36 iii) enable reactions that require dry environ-
ments;37 and iv) synchronize reactions involving multiple substrates.38,39 The second
step can proceed only if transport of the substrate through the tunnel is successful.
It has been hypothesized that certain enzymes families owe their broad-substrate
speciﬁcity (BSS) to the access tunnels.24 When the active sites are large vestibules
that can accommodate a wide range of ligand sizes,20,40,41 the tunnels serve as the
primary mechanism to limit the transport of ligands. This is advantageous for organ-
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isms because it reduces the number of enzymes needed to perform the same type of
chemical reaction in substrates with similar properties.
1.2.2 Force ﬁelds and nonbonded interactions
In molecular modeling, a force ﬁeld is the mathematical expression used to calcu-
late the total potential energy of a system. The expression is a parameterized an-
alytical way to describe the intra- and inter- molecular interaction potential energy
U (r1, r2 . . . rN). There are various ways of calculating the parameters of a force ﬁeld
including the use of ab initio quantum mechanical calculations42 or ﬁtting them to
experimental data from neutron, X-ray and electron diﬀraction.43 Each molecule is
deﬁned simply as a set of spheres (atoms) that are held together by simple elastic
(harmonic) forces. There are many force ﬁelds available in the literature having diﬀer-
ent degrees of complexity and each aim to treat diﬀerent kinds of systems. Some of
the most commonly used force ﬁelds include AMBER, CHARMm, and OPLS. The
typical expression for a force ﬁeld is given by Equation 1.1:
U =
∑
bonds
1
2
kb(r − r0)2 +
∑
angles
1
2
ka(θ − θ0)2
+
∑
torsions
Vn
2
[1 + cos(nφ− δ)] +
∑
improper
Vimp
+
∑
Coulomb
qiqj
rij
+
∑
LJ
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
(1.1)
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The ﬁrst four terms quantify the intramolecular or local contributions to the
total energy, and the last two the intermolecular nonbonded interactions. During the
transport process of a ligand through the enzyme channel, covalent bonds are not
formed. Therefore, this dissertation focused on the eﬀect that nonbonded
forces have on the transport properties of ligands into the active site of
enzymes. This reduces Equation 1.1 to:
U =
∑
Coulomb
qiqj
rij
+
∑
LJ
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
(1.2)
Force ﬁelds divide the nonbonded interactions into two: i) electrostatic interac-
tions; and ii) van der Waals interactions. In Equation 1.2, the ﬁrst type of nonbonded
interaction serves to describe the electrostatic (Coulomb) interactions between atoms.
This type of interaction quantiﬁes the force between two stationary and electrically
charged particles. Although a molecule may be formally neutral, the asymmetric dis-
tribution of electrons causes a partial charge distribution, i.e., a dipole moment. The
partial charges can be derived by a ﬁtting experimental thermodynamic data.44,43,45
However, ab initio calculations provide the most reliable partial charges.43. The sec-
ond type of nonbonded force arises from the attractive and repulsive van der Waals
interaction between atoms. The repulsive force is due to the overlap in the electron
clouds of both atoms and generally scales at a short-range described by the r12 term.
On the other hand, the interactions between induced dipoles result in an attractive
component that scales at a long-range and is described by the r6 term.
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One of the most common ways to quantify the van der Waals interactions is
the 12-6 Lennard Jones potential. This potential deﬁnes a set of atomic parameters, ε
and σ, that are used to quantitatively describe these types of nonbonded interactions.
The term ε is the well-depth that measures how strongly the two particles attract
each other. And the term σ is the distance at which the intermolecular potential
between the two particles is zero. This term is also referred to as the van der Waals
radius as it determines how close the two nonbonded particles can get before they
start repelling each other. The stability of an arrangement of atoms is a function of
Lennard-Jones separation distance r. Figure 1.5 shows that as the distance between
atoms decrease below the equilibrium distance the potential energy rapidly increases
indicating a repulsive force due to the overlap of atomic orbitals. On the other hand,
at a distance greater than the atoms start to experience an attractive force. For
the calculation of the pairwise potential energy between two atoms, the Berthelot
combining rules (Equations 1.3 and 1.4) are used:
εij =
√
εi × εj (1.3)
σij =
σi + σj
2
(1.4)
The nonbonded forces, shown in Equation 1.2, govern the transport properties
of ligands.43.
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1.2.3 Molecular Dynamic Simulations
1.2.3.1 Principle
An Molecular Dynamics (MD) simulation is a technique used to produce a dynamical
trajectory for a system composed of N particles by integrating Newton’s equations
of motion. The setup of a MD simulation requires: i) a set of initial conditions
(positions and velocities); ii) a force ﬁeld deﬁnition; iii) an ensemble deﬁnition. Then
the classical equation of motion, given in Equation 1.5, is solved:
mi
d2ri
dt2
= fi = − ∂
∂ri
U (r1, r2 . . . rN) (1.5)
where U (r1, r2 . . . rN) is the potential energy depending on the coordinates of N
particles. This coupled system of N second order non-linear diﬀerential equations
must be solved numerically.
1.2.3.2 Initial Conditions
The initial position and velocities of all N particles in the system must be speciﬁed.
In the case of MD simulations involving real enzymes and ligands, the coordinates
of all atoms can be obtained from X-ray crystal structures. The coordinates are
available from the Protein Databank (PDB). In the case of model systems, the three-
dimensional coordinates must be generated to represent the desired structure. The
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initial velocity of each particle is generated from a Maxwell-Boltzmann distribution,
given by Equation 1.6:
pMB(v) = 4piv
2
(
m
2pikBT
)3/2
e
−mv2
2kBT (1.6)
where m is the mass of the particle, v is the velocity, kB is the Boltzmann constant
and T is the absolute temperature. The velocities obtained from the probability
distribution are adjusted to result in a net zero angular momentum about the center
of mass of the system.
1.2.3.3 Evaluation of Forces
Calculation of individual pairwise interaction forces is simply the partial derivate of
the potential with respect to the three-dimensional Cartesian coordinates, r. The cal-
culation of the interaction forces due to the Lennard-Jones potential is demonstrated
in Equation:
fij,vdW = − ∂
∂rij
{
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]}
=
48ε
σ2ij
[(
σij
rij
)14
− 1
2
(
σij
rij
)8]
rij
(1.7)
where εij and σij are obtained using Equations 1.3 and 1.4, respectively.
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1.2.3.4 Integration algorithms
The equation of motion (1.5) must be solved numerically. Therefore, the trajectory
must be discretized and an integrator must be used over small time steps to simulate
the passage of time:
ri(t0)→ ri(t0 +∆t)→ ri(t0 +∆2t)→ . . .→ ri(t0 +∆nt) (1.8)
The integrator function used to advance time must have the following proper-
ties:
• Minimal need to compute forces. This is the most time consuming step.
• Good stability if large ∆t are used.
• High accuracy.
• Conservation of energy and momentum.
• Conservation of phase space volume (i.e., simpletic integrators)
The four most common time integrators are:
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i) Taylor expansion(Equation 1.10);
ii) Verlet (Equations 1.11-1.12);
iii) leap-frog (Equations 1.13-1.14); and
iv) velocity-Verlet (Equations 1.15-1.16).
ai(t0) =
d2ri(t0)
dt2
(1.9)
ri(t0 +∆t) = ri(t0) +
dri(t0)
dt
∆t+
1
2
d2ri(t0)
dt2
∆t2 +O(∆t3) (1.10)
ri(t0 +∆t) = −ri(t0 −∆t) + 2ri(t0) + ai(t0)∆t2 +O(∆t3) (1.11)
vi(t0) =
1
2∆t
[ri(t0 +∆t)− ri(t0 −∆t)] (1.12)
ri(t0 +∆t) = ri(t0) + vi
(
t0 +
∆t
2
)
∆t (1.13)
vi
(
t0 +
∆t
2
)
= vi
(
t0 − ∆t
2
)
+ ai(t0)∆t (1.14)
ri(t0 +∆t) = ri(t0) + vi(t0)∆t+
1
2
ai(t0)∆t2 (1.15)
vi(t0 +Deltat) = vi(t0) +
1
2
[ai(t0) + ai(t0 +∆t)]∆t (1.16)
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1.2.4 Rieske non-heme Iron Dioxygenases
Rieske non-heme iron dioxygenases are a family of broad-substrate speciﬁcity (BSS)
enzymes known to biotransform thousands of diﬀerent anthropogenic xenobiotics and
recalcitrant contaminants.46,21,47,27,29,25,7 The crystal structures of all available Rieske
enzymes reveal the presence of multiple tunnels.25,7,48 The longest of these tunnels
connects the enzymes’ buried active sites to the cytoplasm-exposed surface.20,21,22 The
tunnels’ geometries, hydrophobicities, polarities, charges, and dynamics are expected
to aﬀect the transport properties of ligands into the active sites of Rieske enzymes.23,49
Another important structural feature of Rieske enzymes is the presence of the
catalytic mononuclear iron (i.e., the non-heme center) at the distal end of the tunnel.
The mononuclear iron is anchored to the enzyme by two histidine residues and a
carboxylate-containing residue, also known as the 2-His-1-carboxylate facial triad50
(Figure 1.3). At the beginning of the catalytic cycle, an electron transfer chain is
established via the facial triad.42,51 The electron chain yields a highly reactive iron
species with a low activation energy barrier.42,51 The mononuclear iron is now ready to
donate one of its electrons in order to complete the catalytic cycle.28 Since the highly
reactive iron species can donate an electron to any aromatic compound present inside
the active site,52 a full catalytic event can be interpreted as a successful transport of
the ligand through the tunnel.
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1.3 Background Information
1.3.1 Predicting Enzymatic Catalysis
Diﬀerent models have been proposed over the last century in order to explain en-
zymatic catalysis, from the early lock−key model to the induced-ﬁt model and, as
recently as 2012, the keyhole−lock−key model.53 On the basis of a recent report that
over 60% of annotated enzymes have their active site buried within the protein core,24
the keyhole−lock−key model appears to be the one that can best represent enzymatic
catalysis. In addition, for this model it has been proposed that recognition of a sub-
strate by the enzyme is a two-step process: i) access of the ligand into the buried
active site via a connecting channel,53,54 and ii) complementary ﬁt of the ligand to
the active site.53. The use of a dual process leads to a greater possibility of correct
substrate identiﬁcation by the enzyme. This is probably an evolutionary feature to
prevent access of nonpreferred or inhibitory chemicals,55,56 prevent damage to the cell
through the production of highly reactive intermediates,36 make reactions that require
the absence of water possible or quasi-vacuum states kinetically and thermodynam-
ically feasible,37 and ensure correct timing of reactions requiring a precise order of
steps.39,57 All of these beneﬁts can protect the cell, but it makes the computational
identiﬁcation of substrates and characterization of products a nontrivial task, as two
distinct and computationally intensive processes have to be analyzed.
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Most substrate (and inhibitor) prediction methods focus on studying the sec-
ond part of the discrimination process and implicitly consider any complicated steps
in the conversion of the substrate by ﬁtting the model parameters to experimental ki-
netic data.58 The quantitative structure−activity relationship (QSAR) was one of the
earliest methods to quantitatively model the enzymatic catalysis process and predict
substrates.59,60 In this method, physiochemical properties of the ligand are correlated
to the experimentally determined bioactivity of a given enzyme.
As the available computational power increased, molecular docking was devel-
oped, allowing studies of the complementarity between the three-dimensional struc-
tures of the target enzyme and the ligand.61 This technique uses the coordinates of
the ligand and the receptor (enzyme active site) to ﬁnd the most energetically favor-
able conformation and position of the ligand.61 Several scoring functions have been
developed to estimate the binding aﬃnity of the ligand upon ﬁnding the best confor-
mation, and many of the available docking protocols allow for induced-ﬁtting eﬀects
by varying rotable bonds of both the ligand and receptor.61,62 It should be emphasized
that the methods described above focus on active-site binding and do not consider
the access tunnel space.
Access tunnels, also refered to as channels, are dynamic structures that un-
dergo changes in shape, size, and orientation within a short time scale,53 upon natural
breathing,33,54 or in response to water or ligand passage,54 and these changes can be
studied via atomic-scale ﬂuctuations or domain-scale motions.53 Classical Molecular
Dynamics simulations are commonly used to explore and identify these motions, but
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by themselves they cannot identify access channels, and are rarely used to model
transport of ligands into/out of the active site. To identify access channels, several
computational tools such as POCKET,63 LIGSITE,64 CAVER,65 and MOLE 2.0.23
have been developed. Another “cost-eﬀective” approach that has been used for the
identiﬁcation of channels leading into the active site is the sliding box docking ap-
proach.66,67 Although the sliding box method uses short MD simulations (∼ 40ns), it
is still limited by the fact that only low-energy ligand binding poses are identiﬁed, and
it cannot identify potential energy barriers.67 For enzymes in which the physiological
time scale at which channels open (approximately microseconds to milliseconds)68
is longer than the available computational time scale of classical MD simulations
(∼ 102ns), techniques such as random acceleration molecular dynamics (RAMD)16
and steered molecular dynamics (SMD)14,16,34,35,54,69 can be used.
1.3.2 Modeling Ligand Transport along Enzyme Channels
1.3.2.1 Equilibrium Methods
Using equilibrium MD (eMD) simulations, the transport of ligands through a tunnel
can be described as a discrete sequence of ligand binding/unbinding events where
each step has an equilibrium probability P (x):
P (x) =
e−βU(x)∫
e−βU(x) dx
(1.17)
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where β = kBT . Figure 1.4 shows conceptually various enzyme/ligand dissociation
processes starting from a single bound state and ﬁnishing in diﬀerent unbound states.
The probability, P (x), is very low for each binding/unbinding event along the tunnel
(shown as black dots). Nonetheless, transitions through all of these regions of low
probability are theoretically possible in ergodic systems. Therefore, if equilibrium
MD simulations were run for an inﬁnite amount of time every state would be accessed
allowing for the calculation of all ligand transport properties.
Using eMD simulations is highly impractical due to the large size of the system
(105 atoms). A large system require long computational times to perform all the
necessary force calculations.18 Unfortunately, such a large system is required because
water molecules must be included to properly capture the dynamics of both the
ligand and the enzyme.18 In addition, the tunnels may dynamically open and close in
response to water passage. The tunnel dynamics can also ﬂuctuate in response to the
breathing motion of the enzyme itself, caused by the inevitable thermal ﬂuctuations
in the system.70 Due to these factors, there are no reports of eMD simulations being
used to model the transport of a ligand from the active site to the surface, or vice
versa. Therefore, nonequilibrium trajectories must be computed in order to stay
within the computational timescale constraints.
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1.3.2.2 Nonequilibrium Methods
The two most common nonequilibrium methods to simulate ligand transport are:
steered molecular dynamic (SMD) simulations and, accelerated molecular dynamics
(aMD). For these methods it is convenient to introduce the term ”reaction coordinate”
(RC) to describe the transitions between bound and unbound states. The RCs consist
of the sampled nonequilibrium intermediate structures that connect the bound and
unbound states.
Steered molecular dynamics (SMD) is a special type of MD simulation that
applies an external force vector to a ligand in order to study its egress path from
the active site to the bulk environment. The expulsion force used in SMD has the
following form:
f = −1
2
k∇ [vt− (r− r0)n]2 (1.18)
where k is a spring constant, v is the constant pulling speed of the ligand, r and r0
are the current and initial positions of the pulled ligand, respectively, and n is the
unit vector specifying the pulling direction of the ligand. One of the drawbacks of
SMD is that the pulling direction is kept constant throughout the entire simulation.
A second limitation is that the force needs to be identiﬁed a priori. This means that if
the pulling force is too strong, i.e., to reduce the computational time, the movement of
the ligand might induce unnatural distortions to the structure of the enzyme resulting
in incorrect estimations of the diﬀusion and thermodynamic parameters.18
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The ﬁrst application of SMD simulations to study the movement of ligands
through channels was performed by the Schulten and co-workers back in 2003.71 In this
study they found that ligand transport along the tunnels of the glycerol kinases found
in Escherichia coli is controled by the formation and breaking of hydrogen bonds.71
More recently, Skovstrup et. al.72 used SMD to elucidate the substrate transport
pathway of the GABA receptors in the human body. And Fukunishi et. al73 have
shown that the egress of ligands involved in the hydroxylation of Vitamin D3 in Cy-
torchome P450s is controled by salt briges that form along the access tunnels. There
are many other studies that have used SMD to elucidate key feactures aﬀecting the
transport properties of small organic molecules along enzyme channels.74,75,76,77,78,79
However, in all of these studies caution must be excised because the applied external
force might have caused un-natural rearrangements of the enzyme channels geometry.
In contrast to SMD, in aMD simulations the ligand is pulled out of the en-
zymes’ active sites by applying randomly oriented small magnitude forces, n, at diﬀer-
ent points along the tunnel. The multiple forces applied cause the ligand to wander
around the binding cavity, allowing it to chose its own direction to exit the enzyme.
In brief, the direction n is chosen so that f = fn where f is the constant magnitude
of the randomly chosen force. This force is maintained for a predeﬁned number of
simulation steps m during which the velocity of the ligand is calculated and com-
pared against a threshold value given by v = τ/mdt, where dt is the time step and τ
is the minimum distance before the direction is changed. If the velocity of the ligand
at a given steps does not overcome the threshold it indicates that the direction of
movement must be changed as a steric collision point has been reached. This allows
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the calculations to simulate infrequent unbinding events without prior knowledge of
the conformation states, potential energy wells, or barriers that the ligand might en-
counter along the enzyme tunnel. Some of the advantages of this type of method are
that: i) it speeds up the timescale by orders of magnitude; ii) it allows for ﬁnding
alternative ligand diﬀusion routes; and iii) no initial prediction of the exit pathway
is needed.18 However, the main disadvantage still remains. A full nanosecond scale
simulation must be performed for each ligand, limiting the scalability of this method.
1.3.3 Nonbonded Interactions Inside the Active Site
1.3.3.1 Molecular Docking
One of the most widely used methods to understand the thermodynamic interactions
between a small molecule, such as a ligand, and an enzyme is molecular docking80–82.
The goals of the docking programs is to semiquantitatively rank the binding ability
of small molecules to a speciﬁed conformation of the enzyme active site pocket80.
As it was shown in Figure 1.6 small molecules are able to adopt several diﬀerent
conformations with diﬀerent energy levels. The docking algorithms generally sample
all these poses inside of the rigid active site receptor by sampling the nonbonded
interactions. Several docking studies have been successfully performed in the past in
order to generate databases of lead compounds for the development of new drugs83.
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1.3.3.2 Predicting Substrates Based on Active Site Interactions
Similar to NDO, the cytochrome P450 (CYP450) enzyme family has been extensively
studied experimentally because of its ability to metabolize xenobiotics.58 In addition,
since ﬁve isoforms of CYP450 can metabolize ∼ 90% of the marketed drug com-
pounds,84 there has been a lot of interest in computational modeling and prediction
of substrates and inhibitors. The large body of literature on CYP450 prediction meth-
ods provides a benchmark to compare new prediction methods (albeit on a diﬀerent
enzyme class) such as the one presented in this dissertation. The CYP450 predic-
tion methods can be broadly categorized as ligand-based methods and structurebased
methods.58
Some of the most common ligand-based methods that have been used for
the prediction of CYP450 substrates are linear partial least-squares,85 neural net-
works,86,87 recursive partitioning,88 MACCS keys and FP4 ﬁngerprints,89 and support
vector methods.90,91 Similar to our prediction methodology for NDO, all of the pre-
viously mentioned methods showed a prediction accuracy of > 88%. On the other
hand, all of these ligand-based methods rely on statistical learning to develop a pre-
diction model and thus require a training set with a suﬃciently large sample size to
develop a robust classiﬁcation system.90 The use of large training data sets can suﬀer
from interlaboratory variations in experimental protocols that signiﬁcantly aﬀect the
consistency of the data sets90 and limit the model to a conﬁned applicability domain
based on the chemicals on which the training set was built.58 Since our model did
not require a training data set, it was not conﬁned to a narrow applicability do-
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main, which allowed us to do a less constrained exploration of the chemical space for
investigating the very diverse substrates of NDO.
The second category of CYP450 prediction methods is the structure-based
approach, in which the three-dimensional structure of the enzyme is used to determine
how the ligand ﬁts into the active-site cavity.58 Thus, our prediction model method
falls under this category. Hritz et al.92 showed that with docking into the original apo
crystal structure of CYP4502D6, their prediction accuracy was ∼ 20%. Furthermore,
they also showed that generating more conformations of the enzyme through MD
simulations improved the prediction accuracy to 52%. A study by Teixeira et al.93
showed that docking into 125 MD-generated structures yielded only 20% accuracy
in their prediction of substrates of CYP4503A4 substrates, Hayes et al.94 had to use
induced-ﬁt docking to allow the protein to adapt to the ligand structure.
1.4 Dissertation Objectives and Overview
The main objective of my dissertation was to develop computational tools that could
evaluate the thermodynamic properties and model the biotransport of small organic
molecules into the active site of broad substrate speciﬁcity enzymes. The development
of these tools allowed will be beneﬁcial for the prediction of substrates of Rieske
non-heme iron oxygenases, as well as other BSS enzyme families.
In order to achieve my main goal, the research was partitioned into four speciﬁc
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aims:
S.A. 1 Develop an all-atom Monte Carlo method to model biotransport of ligands
into active site of BSS enzymes.
S.A. 2 Identify enzymes for the biodegradation of emerging recalcitrant pollutants.
S.A. 3 Develop building blocks to model solvation eﬀects in the biotransport of lig-
ands along cylindrical and non-cylindrical nanochannels.
S.A. 4 Integrate building blocks for the development of a non-dimensional model to
predict the biotransport of ligands along BSS enzyme nanochannels.
These speciﬁc aims were addressed in Chapters 2, 3, 4, and 5 of this disser-
tation, respectively. Chapter 6 discusses the need of understanding the nonbonded
interactions that happen inside the active site of BSS enzymes. Chapter 7 outlines the
Rapid website (rapid.umn.edu) for publishing the predictions made by the developed
models. A summary of the research in provided in Chapter 8.
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Figure 1.1: Biodegradative and biocatalytic reactions catalyzed by Naphthalene
1,2-dioxygenase from Pseudomonas sp. NCIB-9816. Figure adapted from Wackett
et. al.6
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Figure 1.2: Mechanism of catalysis. Ea and Ec are the energies of activation of a
uncatalyzed and catalyzed reaction. ∆Grxn is the free energy change of the reaction.
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Figure 1.3: General structure of the 2-his-1-carboxylate facial triad along with iron
center found in Rieske non-heme dioxygenases.
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Figure 1.4: Schematic of the enzyme-ligand dissociation process from the bound
state A to the dissociated states B, C, E and E through ligand binding intermediates
(marked as circles). Each binding intermediate has entropic and energetic barriers
that must be overocome. The optimum trajectory is the one which minimized the
barriers. (Adapted from Rydzewski et. al.18)
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Figure 1.5: Intermolecular potential energy function.
27
Figure 1.6: A-D Show diﬀerent geometrical and spatial conformations for Diphenyl-
methane. This molecule has a ﬂexible bond connecting the two benzyl rings which
can rotate, bend and stretch. Some of these conformations are more energetically fa-
vorable than others. In order to ﬁt through the tunnel (enzyme selectivity purposes)
the molecule might need to pay with a high energy conformation.
28
Chapter 2
Simulation of the bottleneck controlling access into a Rieske active
site: predicting substrates of naphthalene 1, 2-dioxygenase
Adapted with permission from Escalante, D. E., Aukema, K. G., Wackett, L. P., & Aksan,
A. (2017). Simulation of the bottleneck controlling access into a Rieske active site: predicting
substrates of naphthalene 1, 2-dioxygenase. Journal of chemical information and modeling, 57(3),
550-561. doi:10.1021/acs.jcim.6b00469. Copyright 2017 American Chemical Society.
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2.1 Chapter Summary
Naphthalene 1,2-dioxygenase (NDO) has been computationally understudied despite
the extensive experimental knowledge obtained for this enzyme, including numerous
crystal structures and over 100 demonstrated substrates. In this study, we have
developed a substrate prediction model that moves away from the traditional active
site-centric approach to include the energetics of substrate entry into the active site.
By comparison with experimental data, the accuracy of the model for predicting
substrate oxidation is 92%, with a positive predictive value of 93% and a negative
predictive value of 98%. Also, the present analysis has revealed that the amino acid
residues that provided the largest energetic barrier for compounds entering the active
site are residues F224, L227, P234, and L235. In addition, F224 is proposed to play a
role in controlling ligand entrance via pi−pi stacking stabilization as well as providing
stabilization via T-shaped pi−pi interactions once the ligand has reached the active-site
cavity. Overall, we present a method capable of being scaled to computationally
discover thousands of substrates of NDO, and we present parameters to be used
for expanding the prediction method to other members of the Rieske non-heme iron
oxygenase family.
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2.2 Introduction
Naphthalene 1,2-dioxyegenase (NDO), isolated from Pseudomonas sp. NCIB 9816-4,
is a Rieske non-heme iron dioxygenase that has been heavily studied with respect
to identifying substrates that it will oxidize and determining X-ray structures with
substrates bound.25,27,46,95,96 It is a good example of an enzyme that should be modeled
by the keyhole−lock−key model, as it has a 15Å access channel connecting the bulk
solvent and the active site.57 This enzyme alone has been shown to be responsible for
the degradation of over 100 diﬀerent recalcitrant pollutants7,25,48 that are found in
polluted water and soils, making it useful for bioremediation. In addition, the inherent
enantio- and regiospeciﬁcity of the enzyme makes it very attractive for synthetic
applications such as the large scale biosynthesis of the blue jean dye indigo.46 NDO,
like other Rieske dioxygenases, is composed of a three-component system that includes
an NADH-dependent ﬂavoprotein reductase, a Rieske [2Fe−2S] ferrodoxin, and the
α3β3 terminal oxygenase.50 During the catalytic cycle, an electron transfer chain is
established, transferring electrons one at a time from the reductase to the ferrodoxin
and ﬁnally to the terminal oxygenase. The catalytic domain of NDO is located in the
subunit, where a high-spin mononuclear FeII is bound to two histidines (H208 and
H213) and a bidentate aspartate (D362) that together form the 2-his-1-carboxylate
facial triad motif.50,57
On the basis of structural observations, Ferraro et al.21 proposed that the
shape and size of the entrance to the active site of NDO (Figure 2.1) might keep
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larger substrates out of the NDO active site even though there would be enough
space to accommodate those ligands in the active site. They explained this by de-
scribing the entrance to the active site as an inverted funnel with an aperture leading
to a large vestibule. Despite the large body of information about NDO, including
crystallographic data,19,26,95 single-turnover assays,57,97 site-directed mutagenesis at
active-site residues,30 and whole-cell assays,7,25there is still no fast and accurate way
of predicting possible substrates of NDO.
Since there are thousands of possible substrates of NDO, it would be impossible
to test them all experimentally. Therefore, a prediction method that is computation-
ally inexpensive and can elucidate the powerful catalytic capabilities of enzymes like
NDO is needed. In a recent review, Chen98 outlined several structure and ligand-based
approaches for the computational prediction and identiﬁcation of enzyme substrates.
Chen also proposed that integrated frameworks considering diﬀerent aspects of the
ligand-binding event have to be considered in order to improve prediction accuracy.98
3 Therefore, in this work we present a novel hybrid algorithm for the prediction of
substrates of NDO that takes into consideration: i) the structural dynamics of the en-
zyme, ii) the process of ligand entry into the active site, iii) the nonbonded interaction
potential between the enzyme and the ligand as it moves along the access channel,
and iv) the conﬁguration-space energetics of the ligand once it has reached the ac-
tive site. Although we are limited by the analysis of only the nonbonded potential
along the path, our method can identify high energy barriers and determine whether
a chemical compound will be able to overcome any barriers (energetic + geometric)
imposed by the channel architecture. In addition, by the use of a multiparameter
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approach, it is possible to determine that a chemical has a favorable entry route, the
frequency at which it can enter the active site, and whether there exist any favorable
interactions inside the active site. Using these parameters, we were able to gener-
ate predictions of the likelihood of compounds being substrates of NDO. Since the
general structure of the Rieske non-heme iron dioxygenases is conserved throughout
the family, a similar method can be applied to study other members of this family of
enzymes and generate substrate predictions.
2.3 Methods
2.3.1 Preparation of Crystal Structure and Ligands
All of the calculations were conducted using the Schrödinger molecular modeling suite
(version 2015-3). The unbound crystal structure (PDB code 1NDO) was obtained
from the Protein Data Bank and prepared using the Protein Preparation Wizard83
as described elsewhere.80,82 The only resolved crystal water molecule retained during
the model preparation was the one ligated to the mononuclear iron. A total of 45
ligand structures and degradation data were obtained from Aukema et al.7 and Seo et
al.48 (Figure 2.2, Table 2.1 and 2.2). The structures were prepared using LigPrep as
described elsewhere,80–82 including a full minimization using the OPLS3 force ﬁeld,99
Schrödinger’s default force ﬁeld for small molecules.
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2.3.2 Changes in Active-Site Conformation
The root-mean-square deviation (RMSD) from the unbound structure (PDB code
1NDO) was calculated for available bound structures of NDO with nonrepeating
ligands (Table 2.3). Only the heavy atoms (C, N, O, S) in the 17 residues making the
active site26 were used to determine the RMSD. The process was repeated for biphenyl
dioxygenase, another enzyme in the same family, with the bound (PDB code 1ULI)
and unbound (PDB code 1ULJ) structures (Table 2.4).
2.3.3 Molecular Dynamics System Building and Simulation
For MD simulations, the prepared unbound structure of NDO was soaked in an or-
thorhombic water box with a 10 Å buﬀer between the protein surface and the box
walls. The single point charge (SPC) water model was used, and counterions were
added to maintain electrical neutrality. The system was relaxed and equilibrated
through a series of minimizations and short molecular dynamics simulations using
the standard relaxation protocol in Desmond.100,101 To ensure equilibration of the
water molecules in the binding pocket and the bulk, the solvate pocket utility in
Desmond was used.102 Finally, the production simulation was run for 40 ns at a tem-
perature of 300 K and a pressure of 1 atm. The thermostat and barostat conditions,
as well as the cutoﬀ radius for long electrostatic interactions, were set as described by
Shivakumar et al.100 The energy and trajectory snapshot coordinates of the simula-
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tion were recorded at 5 ps intervals. The convergence of the simulation was checked
by plotting the variation in the RMSD as a function of the simulation time.
2.3.4 Tunnel Identiﬁcation
Using all of the frames in the last 20 ns of the MD trajectory, we identiﬁed possible
channels leading from the solvent region into the active site using the program (see
Appendix A for a sample input script). The starting point for the channel identiﬁca-
tion was forced to be the non-heme iron, as this is known to be the catalytic site of
NDO.26,57 Hereafter we refer to the location of the non-heme iron as the end of the
channel. For each of the 4000 MD snapshots, either none, one, or multiple possible
channels connecting the iron to the solvent region were identiﬁed. In order to prune
the channels, we speciﬁed that the correct channel leading from the solvent region
to the active site would need to ﬁt the following criteria: i) it must be formed by at
least nine active-site residues (50% of the reported number of amino acids forming the
active site26); ii) it must be at least 15 Å in length, as reported by Wolfe et al.;57 and
iii) it must contain F224 as part of the channel, since this has been reported to be at
the entrance opening.20,21 (These criteria are applicable to NDO, and they would need
to be appropriately adjusted to correctly identify channels in other enzymes.) Each
of the channels identiﬁed by MOLE 2.0 returns a set of coordinates describing the
centerline of the path connecting the non-heme iron and the bulk solvent. Hereafter
we call each individual point along the path of the channel a step and denote it by the
subscript k A total of 100 trajectory snapshots with correct channels were randomly
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selected from the pool of 4000 available to sample the pose space and represent the
population of possible tunnel conformations.
2.3.5 Docking and Scoring
The structure of NDO with bound naphthalene (PDB code 1O7G) and 100 selected
trajectory snapshots were used to generate Glide scoring grids for docking calcula-
tions. For each geometry, a docking grid box of default size (20Å × 20Å × 20Å)
was centered on the mononuclear iron near the active-site region. Default force ﬁeld
parameters (OPLS_2005100) were used, and no additional constraints were deﬁned
during the grid generation. The 45 prepared ligands were docked into all of the grids
using the Glide docking protocol with default parameters, and GlideXP was selected
as the ﬁnal scoring function. From the docking results, we deﬁned the stopping dis-
tance of a ligand (rµ) as the average distance between its center of mass and the
mononuclear iron in all 100 frames. In addition, we deﬁned the distribution distance
(rσ) to be one standard deviation away from the average (rµ).
2.3.6 Tunnel Traversal and Ensemble Energy
To simulate the movement of the ligand along the channel and evaluate the non-
bonded potential energy, we developed an in-house channel traversal algorithm im-
plemented in C++. The basis of this algorithm is sampling of the non-bonded poten-
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tial between a ligand and the surrounding enzyme environment at discrete locations
(steps) along the access channel. At each step along the channel, the ligand is capable
of sampling thousands of diﬀerent possible orientations by rotating about its center
of mass. We simulated this rotation using a spherical coordinate system described by
angles θ and φ (See Appendix B for more details). To minimize the computational
load, the ligand vibrations were ignored, so this analysis considers only the rototrans-
lational eﬀects of the ligand in the direction of the channel. Movement normal to
the direction of the channel was not explicitly studied, but we expect that using 100
channel conﬁgurations was suﬃcient to exhaustively sample the ligand pose space
relative to the channel. Figure 2.3 outlines all of the preparatory steps (left panel)
and gives an outline of the algorithm (right panel). The pseudocode can be found in
Appendix C.
The potential energy function is calculated using the widely accepted force
ﬁeld formula:43
E = Ebond + Eangle + Enonbonded + Etorsion (2.1)
For each snapshot, the unbound geometry is its own reference state, and thus, all of
the bond, angle, and torsion terms collapse in the formula. This is a limitation of
our method since we do not allow any induced rearrangement of the enzyme or the
ligands. From this simpliﬁcation, the resulting expression to calculate the nonbonded
potential is described by eq 2.2:
∆EE-L(x, k) = Enonbonded (2.2)
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where ∆EE-L is the enzyme−ligand interaction energy at step k. The equivalent
Cartesian coordinates described by the rotation about angles θ and φ are collectively
denoted as x (See Procedure 3, lines 2-4 in Appendix C for the conversion from
spherical to Cartesian coordinates). The enzyme−ligand interaction energy at step k
is given by eq 2.3:
∆EE-L(x, k) =
on L∑
i
on E∑
j
[
qiqje
2
rij
+ 4ij
(
σ12ij
r12ij
− σ
6
ij
r6ij
)]
(2.3)
where subscripts i and j refer to heavy atoms (C, N, O, S) in the ligand and the
enzyme, respectively, rij j is the linear distance between atoms i and j, qi is the
partial charge of atom i, and σij and ij are the short-range interaction parameters
for atoms i and j. Standard combination rules (σij = (σi + σj)/2 and ij = (ij)1/2)
were applied to obtain interaction parameters.
2.3.7 Assignment of Force Field Parameters
Most of the atoms in our system have been well described and parametrized by a
combination of the self-consistent OPLS force ﬁelds for amino acids,43 small organic
molecules,44 molecules containing nitrogen and oxygen,45 and halogenated molecules.
The values used to describe the partial charges qi and qj and short-range interaction
parameters σij and ij in eq 2.3 for all of the ligand and enzyme atoms were ob-
tained from the OPLS force ﬁelds for amino acids43 and small molecules.44,45,103 For
the mononuclear +2 iron center, we determined the partial charge using an eﬀective
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core potential as described by Bassan et al.42,51 and then ﬁtted the electrostatic po-
tential using the Merz−Singh−Kollman scheme, similar to the protocol described by
Jambeck et al.104 When using this protocol, we employed density functional theory
with the B3LYP exchange−correlation functional and the 6-311+G(d,p) basis set. In
order to account for polarization eﬀects inside the highly hydrophobic cavity, we used
a lower dielectric constant ( = 4) as justiﬁed by Bassan et al.42,51 For the short-range
electrostatic interactions (Lennard-Jones), we used the previously derived parameters
σFe2+ = 1.386 and Fe2+ = 0.0136.
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2.3.8 Calculation of Potential and Channel Continuity
For every step k along the channel, we used a 51 × 26 grid (−pi < θ ≤ pi,−pi/2 <
φ ≤ pi/2) to obtain a total of 1326 orientations. Each of these orientations can be
described as a microstate that the ligand can attempt to access. For each of these
orientations at step k, the nonbonded potential energy was evaluated using 2.3 (i.e.,
we evaluated a total of 1326 × k interactions for every ligand-frame combination).
The probability of accessing each of these microstates can be determined using the
Gaussian probability ρ(x, k) given by eq 2.4
ρ(x, k) =
e−β∆EE-L(x,k)∫
e−β∆EE-L(x,k)dx
(2.4)
where β = 1/RT
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The conﬁgurational entropy contribution, Sconﬁg, was calculated using eq 2.5:
Sconﬁg = −R
∑
x∈M
ρ(x, k) ln ρ(x, k) (2.5)
where M is the set of all possible microstates that are accessible. For each microstate
at step k, we calculated the free energy ∆G(x, k) using eq 2.6:
∆G(x, k) = ∆EE-L(x, k)− TSconﬁg(k) (2.6)
The calculated nonbonded free energies of all microstates x in step k, ∆G(x, k), were
used to build nonbonded potential energy maps (E-maps) for each step k along the
channel. We used the E-maps to determine the channel continuity (CC), a Boolean
parameter based on the condition deﬁned in Figure 2.3. The CC was determined
for each ligand−frame combination, and the average number of times that the CC
condition was met for each ligand (i.e., the total number of times that the ligand
reached the active site) was deﬁned as the percentage entrance rate. Finally, we used
eq 2.7 to calculate the ensemble (Gaussian) average free energy at step k denoted as
〈∆G(x, k)〉:
〈∆G(x, k)〉 =
∫
∆G(x, k)e−β∆G(x,k)dx∫
e−β∆G(x,k)dx
(2.7)
We then used the calculated 〈∆G(x, k)〉 values for all k steps along the channel to
build a nonbonded potential trajectory proﬁle speciﬁc to each ligand−frame combi-
nation. The trajectory proﬁle calculation was repeated for all 4500 ligand− frame
combinations (45 ligands × 100 frames). Finally, from the 100 trajectories for each
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ligand, we calculated the (arithmetic) average trajectory proﬁle for each ligand (Fig-
ure C.3), resulting in a total of 45 average trajectory proﬁles. The average trajectory
proﬁle was used to calculate the average free energy of interaction between the en-
zyme and ligand as it enters the active site (∆Gtrj) and the average free energy of
interaction inside the active site (∆GA.S.). Further details describing the calculation
of the free energies can be found in Appendix C.3 and Figure C.3.
2.4 Results and Disucission
2.4.1 Substrate Prediction via Stand-Alone Docking Meth-
ods
In preliminary studies, molecular docking was utilized in an attempt to predict lig-
ands using a single-crystal structure of NDO (PDB code 1O7G). We used the Glide
program81 with the GlideXP scoring function to dock our small library of 45 known
NDO substrates and nonsubstrates (Tables 2.1 and 2.2).7,106 The initial screening
scored all of the compounds within a very narrow docking score range of 1.8 kcal/mol
(data not shown). The narrow energy range did not allow us to set a cutoﬀ value to
diﬀerentiate between substrates and nonsubstrates of NDO.
It was previously reported that one of the shortcomings of docking as a stand-
alone predictive method is that it uses a single static conformation of the enzyme58
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obtained from a crystal structure or homology modeling. This poses a great challenge
since it is known that proteins breathe and ﬂuctuate between diﬀerent microstates
within the same conformation and assume diﬀerent macrostates with distinctly diﬀer-
ent conformations when they are hydrated.68 Therefore, it was not surprising that our
preliminary docking analysis with the single static structure of NDO did not fully cap-
ture the true binding capability of the active site. To model the enzyme breathing
motion and in an attempt to obtain a better scoring distribution, we used an approach
suggested by the original authors of the GlideXP scoring function, which required
docking the ligands in diﬀerent protein conformations of the same receptor.80 We
used 100 diﬀerent conformations of NDO obtained from a molecular dynamics simu-
lation. The range of docking scores increased to 4 kcal/mol, as shown in Figure C.4,
but the distribution of the scores we obtained still did not allow us to deﬁne a cutoﬀ
score to discriminate between substrates and nonsubstrates of NDO. We observed
that the predictive capabilities of the docking method for NDO were insuﬃcient for
substrate prediction, which was consistent with results reviewed by Chen98 for the
prediction of substrates of cytochrome P450.
Another problem we identiﬁed when using docking as a stand-alone method
for prediction was that very large nonsubstrates of NDO, such as 9,10-dihydro- 9,10-
methanoanthracene (compound 4), reported lower docking scores (i.e., more favorable
interactions) than smaller known substrates, such as naphthalene. Since the GlideXP
scoring equation uses over 80 empirically calculated parameters to assign rewards and
penalties,80,81 it is very likely that these parameters inﬂuenced the way that Glide
calculated the ﬁnal docking score and assigned lower scores for the larger molecules.
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Furthermore, the lack of prediction accuracy observed from our results indicated that
NDO likely falls outside the applicability domain of the GlideXP reward and penalty
parameters. However, ignoring the path that a molecule has to traverse to reach the
active site is a signiﬁcant oversimpliﬁcation that can reduce the predictive power of
docking as a stand-alone method. Speciﬁcally for an enzyme such as NDO, with a
geometrically nonspeciﬁc active site, the docking program ﬁts large ligands inside the
cavity without regard for any physical hindrances that occlude access to the active
site.
On the basis of our docking results and the results reviewed by Chen,98 more
advanced computational methods to supplement docking are necessary. SMD is a
method that can be used to supplement docking as a prediction method. In this
approach, it is possible to investigate the energetic barriers that a ligand faces as it
enters or exits the active site of an enzyme,107 and this method has been successfully
used to investigate how substrates enter and products exit the buried active site of
cytochrome P450cam.16 However the main hurdles for using this method are i) the
computational time that it requires to complete all the necessary simulations and
ii) the fact that the biased external forces applied to pull the ligand out of the active
site require prior knowledge of the ﬁnal conformational state of interest.108 Since
our main goal in this study was to develop a fast and accurate prediction method
capable of assessing a large number of compounds that could be extended to other
enzyme systems, SMD was considered to be prohibitively expensive computationally.
Therefore, in this study we proposed a hybrid simulation method that allowed us to
develop a faster prediction method than MD or SMD simulations yet retain an analysis
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of the dynamic nature of the enzyme. For this method we assumed that NDO is a
“stiﬀ” enzyme whose backbone does not experience major permanent conﬁgurational
changes in the active site (i.e., domain motions) upon ligand binding and that all
of the conformational changes are due to side-chain movements explorable within
medium length MD simulations (10ns).
In order to test the validity of our “stiﬀ” backbone assumption, we calculated
the RMSD of the α−carbons in the active site for the available holo (bound) structures
with nonrepeating ligands from the apo (unbound) structure. The average RMSD was
calculated to be 0.57 Å (see 2.3 for the individual values). We compared our value to
the RMSD of 5.76 Å for the bound structure of biphenyl dioxygenase (BPDO) from
Rhodococcus sp. RHA1 (2.4). This variant of BPDO has been reported to show
a signiﬁcant rearrangement of the active-site backbone upon binding of biphenyl
compared with the lack of rearrangement observed in NDO upon binding of the
same ligand.109 This supported the hypothesis that the backbone of NDO is in fact
“stiﬀ” and does not undergo major permanent structural rearrangements upon ligand
binding.
2.4.2 Molecular Dynamics Simulations and Tunnel Identiﬁ-
cation
We performed a single 40 ns MD simulation with an empty active site in order to
obtain a range of possible conformational states that the enzyme might adopt over
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time. A caveat of simulating an empty active site is that it does not identify any
possible transient conformational changes as large ligands make their way into the
buried active site, in the way that SMD or REMD simulations would. However, our
approach is rapid and can allow predictions to be made for 105 possible diﬀerent
ligands in the same amount of time as a single comprehensive SMD simulation.
We analyzed the α−carbons RMSD and root-mean-square ﬂuctuations over
the 40 ns simulation time to determine the range of motion of the NDO enzyme within
the MD simulation. We observed that the simulation equilibrated approximately 20
ns after the start of the simulation. The maximum deviation from the initial structure
reached approximately 3.4 Å with an average RMSD for all heavy atoms of 3.0 Å,
as shown in Figure 2.4. In addition, the average RMSD for the 17 binding pocket
residues26 and the mononuclear iron center was 0.65 Å, which supported our earlier
observation that there were no major deviations in the backbone structure from that
of the original X-ray structure. In addition, the RMSF analysis over the last 20 ns
of the simulation (data not shown) demonstrated that the motions exhibited by the
individual amino acids throughout the entire enzyme do not undergo major changes.
The only amino acids that showed major ﬂuctuations were at the N- and C-termini.
We analyzed all of the simulation frames between 20 and 40 ns (a total of
4000 frames) to identify all possible channels connecting the buried active site and
the solvent region. As expected, all of the simulation snapshots showed channels with
diﬀerent geometric characteristics. Although the backbone of NDO is considered stiﬀ,
its side chains still experience a considerable degree of motion within the constraints
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imposed by the position of the backbone. From our tunnel identiﬁcation analysis, we
found that only 70% of the snapshots had an open channel conﬁguration, while the
rest of the snapshots showed no connection between the active site and the solvent
region. This ﬂuctuation between open and closed channels can be attributed to
the movement of speciﬁc amino acid side chains. Finally, from the full simulation
trajectory analysis we determined that the average length of the tunnel was 17± 2Å,
which can be compared to the previously reported length of 15 Å determined from a
single static structure.57
We randomly selected 100 snapshots that showed an open conﬁguration (3.6%
of the snapshots with an open channel population) to represent most of the diﬀerent
geometries and dynamics that the channel adopted during the MD simulation. The
average channel radius of the sample, calculated and deﬁned by MOLE 2.0, showed
that the tunnel had a wide entrance and then narrowed, forming a bottleneck 10−15Å
away from the iron (Figure 2.5a). We observed that the active site cavity was large
(∼ 10Ålength× ∼ 5Ådiamter) with the mononuclear iron site located opposite to the
channel entry. These results are consistent with the description of the entrance into
the active site provided by Ferraro et al.21 such that the shape is an inverted funnel
leading to a large vestibule.
Next, we analyzed the wall lining properties of the 100 open channel frames as
determined using MOLE 2.0. We found that a total of 32 diﬀerent residues formed the
walls of the channel. The frequency with which these residues contributed to forming
the wall varied from 40 to 100% of analyzed frames. We calculated the distances
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between the mononuclear iron and the center of mass of each of the 32 amino acids
in all 100 frames and plotted them as a heat map (Figure 2.5b). We showed only
the amino acids that contributed to forming the wall in at least 80% of the analyzed
frames. Given the identiﬁed location of the bottleneck 10− 15Å away from the from
the end of the tunnel (Figure 2.5a), we determined from the heat map (Figure 2.5b)
that the amino acids most frequently found in the 10 − 15Å distance range were
F224, L227, P234, and L253 (Figure 2.5c). F224 in the entrance channel of NDO
is bulkier than the corresponding L223 in BPDOB1,21 and thus, our identiﬁcation of
the bottleneck residues was consistent with the proposal by Ferraro et al.21 that the
shape and size of the entrance of NDO may be a factor keeping larger substrates out
of its active site.
2.4.3 Analysis of the Active-Site Solvation State
In order to further simplify our model and decrease the computational load of our
in-house algorithm, we assumed that solvation could be neglected. The validity of
this assumption depended principally upon the free energy to be gained by displacing
the water molecules80 along the trajectory toward the active site. To verify that our
assumption to ignore solvation eﬀects was valid, we analyzed the positions of all of the
water molecules within 10 Å of the channel centerline (Figure 2.9) in all 100 selected
frames. We found that all of the water molecules were located within 3.6 Å of the
channel centerline (Table 2.7). The smallest molecule we analyzed was benzene (3.4
Å in height based on the van der Waals radius of carbon), so it was reasonable to
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assume that any orientation of benzene displaced all of the water molecules along
the path. By extension, wider ligands would also displace all of the water molecules
as they entered into the active site of NDO. Since all of the water molecules would
be equally displaced by all of the ligands, the net relative solvation eﬀect would be
zero. We are aware that this simpliﬁcation was valid when studying NDO but may
not apply for other enzymes of the same family, such as biphenyl dioxygenase or
toluene 2,3-dioxygenase (TDO), for which the distributions of water molecules inside
the channel are diﬀerent because of the diﬀerences in size and hydrophobicity of the
active site (data not shown).
2.4.4 Assignment of FeII Partial Charge
As our ﬁnal preparatory step, we calculated the partial charge of the FeII to be
1.304 based on the methods proposed by Bassan et al.42,51 and Jambeck et al.104 We
used a simpliﬁed model of the 2-His-1-carboxylate motif with the mononuclear iron
formal charge of +2 (i.e. FeII) as shown in Figure 2.6. We chose this simpliﬁed
version since it was demonstrated that small cluster models can provide accurate
results and reduce the computational load.110 The oxidation state of iron was deﬁned
to be +2 since in all of the proposed mechanisms (based on experimental57,97,111
and computational studies42,51) the mononuclear iron changes oxidation state from
the the FeII resting state to the FeIII state upon binding of oxygen (one step after
binding of the ligand). We understand that the value we have calculated is valid
only for nonbonded calculations like the ones used in our simpliﬁed model. A full
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quantum study as described elsewhere112,113 would be necessary to fully parametrize
the 2-His-1-carboxylate facial triad motif.
2.4.5 Channel Electrostatic Mapping and Path Continuity
The model that we developed accounted for geometric and nonbonded energetic eﬀects
imposed by the NDO enzyme channel on the ligand during its trajectory into the
active site. We used the output of MOLE 2.0 to determine the centerline of the
channel along the path connecting the two ends (the active site and bulk solvent).
This centerline was divided into k steps of variable size in the range 0.05 − 0.15Å; ;
this allowed us to move each ligand along 170−225 steps depending on the length of
the channel at each snapshot.
We performed our roto-translational simulations (as outlined in the right panel
of Figure 2.3) for all enzyme−ligand combinations. We used the results from our
simulations to calculate the nonbonded potential energy map (E-maps) for all en-
zyme−ligand−step combinations. An example E-map for naphthalene located 12.1Å
from the iron is shown in Figure 2.7a (the E-maps for the other 4499 enzyme−ligand
combinations are not shown). There were some microstate clusters that had negative
free energy (∆G < 0kcal/mol), indicating that the ligand at those given orientations
had a favorable interactions with the enzyme. Other microstate orientations were
found to be energetically unfavorable (∆G > 0kcal/mol) Finally, we found that in
many unfavorable microstates, one or more atoms of the ligand overlapped the enzyme
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(these orientations showed ∆G > 600kcal/mol). Since two atoms cannot occupy the
same space (overlap), these microstates were said to be inaccessible and are shown as
the white regions in Figure 2.7a.
We used all of the E-maps for a given ligand−frame combination to calculate
the free energy along the ligand trajectory into the active site (Figure 2.7b). The
energy maps also allowed us to calculate a new parameter that we have termed the
channel continuity (CC). For a ligand to successfully enter the active site, contiguous
accessible microstates must exist for each set of nearest-neighbor steps.The CC con-
dition is shown in Figure 2.3 as ∆G(x, k − 1) ∩∆G(x, k) ∩∆G(x, k + 1) 6= ∅. Both
of the ligands shown in Figure 2.7b had at least one accessible microstate in every
step k; however, the red × symbol for each indicates the step at which the channel
continuity between accessible microstates ceased to exist.
From the proﬁle of the trajectory free energy (Figure 2.7b), we were able to
predict that bulkier molecules, such as adamantane, were less likely to be substrates
of NDO in part because they clashed with the channel walls in the bottleneck region
and did not meet the channel continuity criterion. On the other hand, substrates of
NDO such as naphthalene had more favorable energetic proﬁles as well as channel
continuity all the way into the active site. Having calculated the trajectory proﬁles
for a given compound (Figure C.1 left), we then evaluated the average energy proﬁle
over the analyzed frames (Figure C.1 right). The trajectory proﬁles shown in C.2
represent the average nonbonded potential energies between the ligand and enzyme
for the selected 100 frames. These average trajectory proﬁles allowed us to calculate
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∆Gtrj and ∆GA.S. in order to develop a better substrate prediction model.
2.4.6 Multiparameter Prediction Approach
For NDO, three parameters were necessary to adequately model both the access-
channel keyhole and the active-site lock. The ﬁrst parameter was the channel con-
tinuity. This parameter allowed us to determine whether a compound was able to
enter the active-site cavity, since entrance is required for catalysis to occur. Given
the changing nature of the channel geometry, we calculated an average probability
of entry into the active site for each ligand. We found that benzene (known to be
a substrate) was able to enter in 98% of the analyzed frames, whereas triphenylene
(known to be a nonsubstrate) was not able to enter the active site in any of the an-
alyzed frames (i.e., 0% entrance). A full list of probability percentages for all of the
tested compounds can be found in Tables 2.5 and 2.6. Since triphenylene was not
able to enter the enzyme at all, it was classiﬁed as a nonsubstrate and not considered
for further analysis.
The second parameter used to determine the likelihood for a ligand to be
a substrate was the average free energy along the accessible trajectory, which we
denote as ∆Gtrj in Figure 2.8 (see Appendix C §C.3 for the calculation of ∆Gtrj).
This was the average nonbonded interaction energy that the ligand experienced with
the enzyme at each point along the channel until it reached the active site (rµ + rσ).
Therefore, for a ligand to be a substrate, it had to predominantly have a negative
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∆Gtrj. On the other hand, the compounds that were less likely to be substrates were
blocked by highly unfavorable interactions, and thus, a positive ∆Gtrj was observed.
We understand that the unfavorable interactions we calculated might be higher than
the experimental values since we did not allow any induced ﬁtting of the enzyme, as
that would increase the computational load for prediction.
The third parameter was the average free energy attainable within the active-
site region (rµ±rσ) denoted as ∆GA.S. in Figure 2.8. This was analogous to a docking
score, except that we only measured the nonbonded interactions and ignored any of
the empirically assigned rewards or penalties commonly used by docking scoring func-
tions.80–82 Similarly, it was expected that compounds able to enter the active site and
react would have a negative ∆GA.S.. It is important to note that the reference state
used to calculate ∆Gtrj and ∆GA.S. was the energy of interaction between the enzyme
and the ligand at an inﬁnite distance (i.e. G∞) which is eﬀectively 0 kcal/mol.
2.4.7 Accuracy of the Model and Its Prediction Capability
In order to test our hypothesis and the validity of our hybrid multiparameter predic-
tion approach, we plotted ∆Gtrj versus ∆GA.S. (Figure 2.8) for 45 compounds previ-
ously tested experimentally for reactivity with NDO.7,48 The sample was distributed
as follows: very good substrates (n = 23), good substrates (n = 5), bad substrates
(n = 6), very bad substrates (n = 10), and known inhibitors (n = 1), based on the
percentage of compound removed from a sealed resting cell assay (Tables 2.1 and
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2.2). By using the natural cutoﬀ between positive and negative values, we split the
plot into four diﬀerent quadrants (QI−QIV). We predicted that a successful catalytic
event in NDO would be the result of a combination of favorable entrance energetics
and favorable interactions inside the active site. Therefore, on the basis of these two
parameters, compounds falling in QI were predicted to be substrates of NDO. Our
prediction algorithm was in good agreement with experimental data.
All of the compounds found in QI were shown to be either very good or good
substrates of NDO.7. Similarly, most of the bad and very bad substrates of NDO did
not have favorable free energies of interaction along the channel trajectory and were
found to be in quadrants II and III. Overall, our prediction accuracy was 92%, with
a positive prediction value (true positives) of 93% and a negative prediction value
(true negatives) of 98%. To our knowledge, this is the ﬁrst computational method
that has been able to predict with high accuracy the substrates and nonsubstrates of
naphthalene dioxygenase or any other Rieske non-heme iron type of oxygenase.
It is worth noting that the entrance favorability (∆Gtrj) did not correlate di-
rectly with the size of the ligand alone. For instance, we observed that the isomers
azulene (a) and naphthalene (b) had very diﬀerent (∆Gtrj) values. The wider com-
pound, azulene, had a 30 kcal/mol more favorable (∆Gtrj) value than naphthalene
(Figure 2.8 and Tables 2.1 and 2.2). We also found that there was no correlation
between (∆Gtrj) and the molecular weight or the compound’s widest dimension (data
not shown). This suggested that entry to the active site of NDO is not merely a
size exclusion process but rather is a complex process that depends upon the size,
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shape, and distribution of the partial charges in the ligand atoms. From visual in-
spection of the most energetically favorable conﬁguration of the ligand at the enzyme
bottleneck and on the basis of the geometry parameters proposed by McGaughey et
al.,114 we identiﬁed the possibility that pi − pi stacking interactions form between the
aromatic compounds in QI and F224 (as illustrated in Figure 2.10. Thus, one of the
several possible factors stabilizing the entrance energetics is pi − pi stacking between
the aromatic rings of the tested ligand and the aromatic ring of F224. On the other
hand, when we studied the interactions of aromatic compounds in QIII (e.g., pyrene
(c)) with F224, we did not observe any favorable geometry arrangements that would
allow the formation of pi−pi interactions. One possible explanation for this is that the
centroid of any of the four aromatic rings in pyrene is too far away from the centroid
of the aromatic ring of F224 (> 3.4Å), as shown in Figure 2.10b.
The true power of this two-parameter approach lies in the ability to discern
which of the two parameters (negative energetics inside the active site or along the en-
trance trajectory into the active site) prevented a compound from being transformed
by NDO. This point can be best illustrated by a closer look at the ﬂavonoid com-
pounds. Flavone (d) and isoﬂavone (e), in QIV of Figure 2.8, were shown to have
catalytic activity in NDO, albeit poor, while (S)-ﬂavanone (f) and (R)- ﬂavanone
(g) were essentially nonsubstrates.48,106 Our results suggest that the reason for poor
catalytic activity with ﬂavone and isoﬂavone is due not to their failure to enter the
active site but rather to poor conformational placement inside the active site. This
is consistent with the results of Seo et al.48 Despite the close structural resemblance
of the two compounds, they were found to ﬁt diﬀerently inside the active site. The A
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ring of isoﬂavone (following the nomenclature of Seo et al.48) was found to be capable
of forming a pi − pi stacking interaction with the aromatic ring of F224 (Figure 2.10)
in more than 90% of our analyzed frames, an eﬀect not observed when we analyzed
ﬂavone for the same type of interaction. This active-site stabilizing eﬀect caused
by the T-shaped pi − pi interaction is a possible explanation for why (∆GA.S.) was
much lower for isoﬂavone than for ﬂavone. On the other hand, (S)-ﬂavanone and
(R)-ﬂavanone were very bad substrates of NDO, which on the basis of our predictions
is due to their failure to favorably enter the active site of NDO.
Finally, we expect that the power of locating ligands in a quadrant system
based on (∆Gtrj) versus (∆GA.S.) enables possible protein engineering pathways to
rationally expand the substrate range of NDO. For instance, to improve the probabil-
ity that ligands placed in QII are substrates, we propose that the bottleneck (residues
F224 or L227) could be mutated in order to allow compounds to have a favorable tra-
jectory into the active site. Similarly, for compounds found in QIV we propose that
modiﬁcations to active-site residues, like those studied by Yu et al.,30 would better
accommodate ligands inside the active site.
2.5 Conclusions
We have presented a new method to predict substrates of NDO that showed 92% ac-
curacy. In order for our model to predict substrates of NDO at a high accuracy rate
and still be computationally inexpensive, we applied the following conditions: i) on
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the basis of crystallographic evidence, we ignored any induced-ﬁtting changes in the
enzyme as the ligand binds in the active site; ii) we assumed that NDO is stiﬀ and that
all of the major conformational changes were observed within a medium-length MD
simulation; iii) we assumed that the active-site cavity of NDO is highly hydrophobic,
allowing us to ignore solvation eﬀects; and iv) we ignored any vibrational eﬀects of
the ligand and considered only roto-translational eﬀects. We are aware that applying
this set of conditions and assumptions may be valid only for NDO and that modeling
of other Rieske dioxygenases may require the incorporation of more parameters. The
results obtained from this study were consistent with previous direct experimental ob-
servations of substrates, thus increasing our conﬁdence in the predictive results. This
method (besides the initial MD simulation) was not computationally expensive and
could be therefore scaled to analyze thousands of chemical compounds and determine
their potential as substrates of NDO. Finally, the results presented here open the
possibility for the development of prediction methods for other enzymes in the Rieske
non-heme iron dioxygenase family as well as possible protein engineering routes to
explore and expand the knowledge base of substrates in this class of enzymes.
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Figure 2.1: General structure of the naphthalene dioxygenase monomer unit from
Pseudomonas sp. NCIB 9816-4 (PDB code 1O7G). The red region highlights the
location where ligands enter the active-site cavity of the enzyme. In the zoomed-in
representation on the right, naphthalene (the preferred substrate of NDO) can be
seen inside the active site through the channel opening.
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1 - 1,1-diphenylethylene
2 - 1,2,3,5,6,7-
hexahydro-s-indacene
3 - 9,10-dihydro-
9,10-ethanoanthracene
 
4 - 9,10-dihydro-
9,10-methanoanthracene
 
5 - (2S)-flavanone
 
7 - 1,2-dihydro
acenaphthylene
 
6 - (2R)-flavanone
 
8 - acenaphthylene
 
9 - adamantane
 
10 - azulene
 
11 - benzene
 
12 - benzofuran
 
13 - benzophenone
 
14 - benzothiophene
 
15 - bibenzyl
 
16 - 1,1'-bicyclohexyl
 
17 - biphenyl 18 - biphenylene
 
19 - cis-stilbene
 
20 - cyclohexylbenzene
 
21 - cyclopropylbenzene
 
23 - diphenyl sulfide
 
22 - diphenyl ether
 
24 - diphenylmethane
 25 - flavone
 
26 - fluoranthene
 
30 - isochroman
 
27 - indane
 
28 - indole
 29 - 1H-indole-3-acetic acid 
31 - isoflavone
 
32 - m-terphenyl
 
33 - naphthalene
 
34 - phenanthrene
 35 - phenylnaphthalene
 
36 - pyrene
 
37 - quinoline
 
38 - spiro[2.4]
hepta-4,6-diene
 
39 - Spiro[cyclo
propane-1,1'-indene]
 
40 - tetrahydroquinoline
41 - tetralin 42 - trans-decalin 42 - trans-stilbene 44 - triphenylene 45 - xanthene
Figure 2.2: Structure of all compounds used in the validation of the all-atom model.
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 k = 1
k = 0
Figure 2.3: (left) Flowchart outlining the preparatory steps and (right) our devel-
oped algorithm. FFP stands for force ﬁeld parameters, and the symbol ∩ represents
the data set at the intersection of E-maps.
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Figure 2.4: Trajectory analysis of the molecular dynamics simulation. The system
equilibrated 20 ns after the start of the simulation. After equilibration, the average
RMSD for all of the α−C atoms was 2.98 Å.
61
FeII
P234 L227
F224
L253
 Direction of
trajectory from
solvent into
active site
a.
b.
c.
Figure 2.5: Naphthalene dioxygenase channel properties. (a) Radius proﬁle along
the NDO channel. The red line shows the average radius for the 100 randomly chosen
open conﬁguration tunnels. The upper and lower limits for the channel radius are
shown as dashed and dotted lines, respectively. (b) Heat map showing the distances of
the centers of mass of the identiﬁed wall-forming amino acids from the mononuclear
iron. (c) Cartoon diagram showing the channel wall (blue), the four residues that
form the bottleneck (sticks), and the centerline of the channel (white dots).
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Figure 2.6: Small cluster model of FeII bound to the two-His-onecarboxylate facial
triad used to calculate the partial charge of the mononuclear iron. The calculated
partial charge is shown in parentheses under the iron center.
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Figure 2.7: Nonbonded potential energy maps (E-maps), free energy of trajectory
proﬁles, and channel continuity. (a) Sample E-map showing the 1326 microstate en-
ergy levels of a ligand when rotated by angles θ and φ at a single step k along the
centerline path. Point I corresponds to the most favorable microstate, and point II
shows the least favorable (yet still accessible) microstate. Region III (all white space
in the map) represents microstates that are inaccessible because of high-energy inter-
actions resulting from very close proximity between the ligand and enzyme residues.
(b) Ensemble-averaged interaction energies along the channel for naphthalene (solid)
and adamantane (dotted). The red × symbols mark the end of the channel continuity.
For adamantane, the continuity breaks down at 16.4 Å, whereas naphthalene stops
showing continuity at 5.1 Å.
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Figure 2.8: Test of our prediction algorithm using set of 45 compounds for which
experimental data existed. Very good substrates were deﬁned to be those compounds
whose initial concentration decreased > 75% in a resting cell assay, good substrates
fell within the range of 51−75%, bad substrates fell within the degradation range
of 25−50%, and very bad substrates were degraded < 25%. The free energy of the
trajectory is plotted against the free energy inside the active site. The plot is divided
into four quadrants (QI−QIV) labeled in the clockwise direction. (R)-Flavanone (a
bad substrate) and m-terphenyl (a very bad substrate) that fell in QIII are not shown
since ∆GA.S > 40kcal/mol, Tables 2.5 and 2.6 reports the raw data.
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Figure 2.9: Snapshot taken from MD simulation showing all water molecules < 10Å
from the channel centerline. The left panel shows a side view and the right panel shows
a front view of the same snapshot. The water molecules are shown as stick ﬁgures, the
mononuclear iron as a red sphere, and the channel centerline and walls (as obtained
from MOLE 2.0) is shown as a blue line and surface respectively The enzyme ribbons
are shown in green.
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Figure 2.10: Sketch showing the stacked shaped pi − pi interaction between F224
and naphthalene and pyrene. a. The distance between the centroid of ring 1 in
naphthalene is 3.4 Å away from the centroid of the aromatic ring in F224. b. In the
same frame and step along the channel, the closest centroid of any ring in pyrene
to F224 is 4.2 Å, too far away to induce stabilization by pi − pi interaction. c. The
centroid of ring 1 in pyrene has been forced to be at 3.2 Å (overlay to naphthalene in
part a) in order to induce a similar stacked shaped pi − pi interaction. However, any
beneﬁt from this type of interaction is lost due to the overlap of atoms in ring 3 of
pyrene and P234.
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Table 2.1: Percent removal of compounds in whole cell experiments. Category
assignment is as follows: very good (100− 76%), good (75− 51%), bad (50− 26%),
very bad (25 − 0%). Percent removal was calculated based on extremes of standard
deviations.
Compound Number % Removal Category
1 82 Very good7
2 35 Good7
3 0 Very bad7
4 0 Very bad7
5 0 Very bad48
6 0 Very bad48
7 100 Very good7
8 100 Very good7
9 0 Very bad7
10 100 Very good7
11 100 Very good7
12 100 Very good7
13 41 Bad7
14 100 Very good7
15 94 Very good7
16 0 Very bad7
17 100 Very good7
18 100 Very good7
19 0 Very bad7
20 90 Very good7
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Table 2.2: Percent removal of compounds in whole cell experiments cont. Category
assignment is as follows: very good (100− 76%), good (75− 51%), bad (50− 26%),
very bad (25 − 0%). Percent removal was calculated based on extremes of standard
deviations.
Compound Number % Removal Category
21 52 Good7
22 90 Very good7
23 87 Very good7
24 63 Good7
25 35 Bad48
26 38 Bad48
27 100 Very good7
28 100 Very good7
29 n/A Inhibitor20
30 100 Very good7
31 35 Bad48
32 46 Bad7
33 100 Very good7
34 100 Very good7
35 21 Very bad7
36 7 Very bad7
37 100 Very good7
38 88 Very good7
39 70 Good7
40 100 Very good7
41 100 Very good7
42 58 Good7
43 82 Very good7
44 14 Very bad7
45 95 Very good7
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Table 2.3: Root mean square deviation (RMSD) of crystal structures with bound
ligands with respect to the unbound structure, for the alpha carbons in the active
site of NDO expressed in Pseudomonas sp. NCIB 9816-4.
PDB Code Bound Ligand RMSD (Å)
1NDO Unbound -
1EG9 Indole 0.33
1O7M O2 0.67
1O7N Indole 0.51
1O7P Product 0.32
1O7W Reduced Unbound 0.54
1O7G Naphthalene 0.64
1O7H Unbound 0.34
1UUV NO + Indole 0.39
1UUW NO 0.27
2HMK Phenanthrene 0.57
2HMM Anthracene 0.57
2HMO 3-nitrotoluene 0.57
4HKV Benzamide 0.59
4HM0 Indole-3-acetate 0.41
4HM1 1-indanone 0.54
4HM2 Ethylphenylsulﬁde 0.62
4HM3 Ethylbenzene 0.55
4HM4 Indan 0.57
4HM5 Indene 0.60
4HM6 Phenetole 0.56
4HM7 Styrene 0.58
4HM8 Thioanisole 0.58
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Table 2.4: Root mean square deviation (RMSD) of crystal structures with bound
ligands with respect to the unbound structure, for the alpha carbons in the active
site of BPDO expressed in Rhodococcus sp. RHA1
PDB Code Bound Ligand RMSD (Å)
1ULI Unbound -
1ULJ Biphenyk 5.76
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Table 2.5: Computational results from our hybrid multi-parameter algorithm. Aver-
age ∆GAS and ∆Gtrj values used to plot Figure 2.8). The percent entrance is deﬁned
as the number of frames in which each ligand has channel continuity from the en-
trance (point d from Figure C.3) to rσ − rµ (in order to be able to calculate ∆GAS
and ∆Gtrj.
Compound Number % Entrance ∆GAS ∆Gtrj
1 21 -1.3 9.1
2 72 11.9 6.2
3 11 18.7 1.4
4 21 33.4 4.3
5 2 58.7 24.5
6 13 11.6 16.7
7 39 -43.0 -4.0
8 38 -12.9 7.6
9 61 -12.6 3.7
10 89 -12.7 -40.2
11 98 -12.7 -5.3
12 97 -14.2 -19.4
13 41 -19.0 -24.3
14 94 -20.9 -14.3
15 41 -19.6 -6.2
16 39 -18.6 2.1
17 66 -16.3 -3.6
18 76 -16.0 -1.5
19 21 -10.8 8.2
20 61 -19.9 -31.0
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Table 2.6: Computational results from our hybrid multi-parameter algorithm cont.
Average ∆GAS and ∆Gtrj values used to plot Figure 2.8). The percent entrance is
deﬁned as the number of frames in which each ligand has channel continuity from the
entrance (point d from Figure C.3) to rσ − rµ (in order to be able to calculate ∆GAS
and ∆Gtrj. Compound 44 (triphenylene) did not meet the channel continuity criteria
for any frame, therefore values for ∆GAS and ∆Gtrj were not calculated.
Compound Number % Entrance ∆GAS ∆Gtrj
21 94 -16.9 -17.4
22 64 -16.5 -6.5
23 72 -20.6 -12.8
24 49 -17.5 -6.5
25 11 30.9 -20.3
26 8 38.9 16.8
27 84 -47.5 -44.7
28 93 -26.8 -40.4
29 43 -60 -12.5
30 85 -32 -18.2
31 19 2.79 -1.1
32 2 62.8 5.3
33 83 -15.7 -1.3
34 37 1.48 7.5
35 9 34.7 17
36 3 19.9 30.4
37 91 -40.4 -13.8
38 97 -27.1 -31.7
39 46 -24.5 -15.5
40 80 -41.3 -18.1
41 78 -49.2 -42.1
42 83 -16.8 -3.7
43 53 -4.95 -2.1
44 0 n/A n/A
45 51 -19.5 -0.7
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Table 2.7: Statistics of water molecules < 10Å from the channel centerline. The
averages are based on 100 analyzed frames.
Number of water molecules 10± 2
Average distance from centerline (Å) 3.6± 0.9
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Chapter 3
In silico Identiﬁcation of Bioremediation Potential: Carbamazepine
and Other Recalcitrant Personal Care Products
Adapted with permission from Aukema, K. G., Escalante, D. E., Maltby, M. M., Bera, A.
K., Aksan, A., & Wackett, L. P. (2016). In silico identiﬁcation of bioremediation potential: carba-
mazepine and other recalcitrant personal care products. Environmental science & technology, 51(2),
880-888. doi:10.1021/acs.est.6b04345. Copyright 2017 American Chemical Society.
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3.1 Chapter Summary
Emerging contaminants are principally personal care products not readily removed
by conventional wastewater treatment and, with increasing reliance on water recy-
cling, become disseminated in drinking water supplies. Carbamazepine, a widely
used neuroactive pharmaceutical increasingly escapes wastewater treatment and is
found in potable water. In this study, a mechanism is proposed by which carba-
mazepine resists biodegradation and a previously unknown microbial biodegradation
was predicted computationally. The prediction identiﬁed biphenyl dioxygenase from
Paraburkholderia xenovorans LB400 as the best candidate enzyme to metabolize car-
bamazepine. Other recalcitrant personal care products were subjected to prediction
by the Pathway Prediction System and tested experimentally with P. xenovorans
LB400. It was shown to biodegrade structurally diverse compounds. Predictions in-
dicated hydrolase or oxygenase enzymes catalyzed the initial reactions. This study
highlights the potential for using the growing body of enzyme-structural and genomic
information with computational methods to rapidly identify enzymes and microor-
ganisms that biodegrade emerging contaminants.
3.2 Introduction
Computational approaches to identify enzymes and microorganisms capable of trans-
forming speciﬁc compounds are needed to expedite the discovery of bioremediation
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potential given millions of biodegradative enzymes available in genomic databases.
Current computational tools in the ﬁeld of biodegradation such as EAWAG-PPS
and EPA-BIOWIN are designed to predict the extent of biodegradation and possible
metabolites formed via general enzyme classes. In pharmaceutical research, molec-
ular docking and molecular dynamic simulation of enzyme movement are methods
routinely used to rationally design small molecule – enzyme interactions. Mammalian
P450s have been extensively studied in drug metabolism, including for carbamazepine
and other emerging pollutants.115,116 The current study aims to extend substrate pre-
diction capabilities beyond P450s to other oxygenases known to be important for
bioremediation and to catalog substrate predictions in a publically available database,
RAPID.
In the present work, computational analysis was used to assess biodegradability
of multi-ring compounds like carbamazepine, and a potential explanation for its lack
of biodegradability is suggested. Other compounds were tested computationally for
their metabolic pathways and the types of enzymes that would react with them. Com-
putational methods led to the identiﬁcation of a speciﬁc biphenyl dioxygenase that
rapidly oxidized carbamazepine to non-biologically-active products. Paraburkholde-
ria xenovorans LB400, that naturally harbors the reactive biphenyl dioxygenase also
contains other oxygenases and hydrolases that biodegrade other recalcitrant personal
care products. Some of these compounds have not previously been demonstrated to
be biodegradable by a single bacterial strain.
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3.3 Methods
3.3.1 Computational Methods
The X-ray structures for the four diﬀerent enzymes were obtained from the Protein
Data Bank (PDB) using the following accession codes: 3EN1 (TDO from P. putida
F1),47 1O7G (NDO from Pseudomonas sp. strain 9816-4),28 2GBX (BPDO from
S. yanoikuyae B1),117 and 2XRX (BPDO from P. xenovorans LB400).118 All of the
enzyme structures were prepared using the Schrodinger Protein Preparation Wizard
software package.80 Missing amino acid side chains and hydrogen atoms were added.
The partial charges for each of the amino acid atoms were assigned based on the
OPLS_2005 force ﬁeld, except for the iron and 2-his-1-carboxylate facial triad (see
§3.3.2). The prepared ﬁles were then used for docking using the Glide application
in the Schrodinger suite of software.80 The nonbonded interaction energy (van der
Waals and Coulomb) was recorded for all the docking poses. The channel access
algorithm is described in Escalante et al.119 Brieﬂy, molecular dynamic simulation of
the dioxygenase was carried out for 40 ns. Then using 10% of the static frames or
snapshots of the enzyme from the simulation, electrostatic interactions were calculated
for the non-bonded interactions of naphthalene and carbamazepine with the tunnel
residues as the entrance trajectory into the active site was simulated. After the MD
simulations and structure preparations are complete, docking and tunnel simulations
can be completed in minutes.
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The molecular dynamic (MD) simulation of carbamazepine used the docking
pose obtained as the initial input structure. The simulation was run using Desmond
to generate an ensemble of energetically accessible structures.100 The MD system was
ﬁrst relaxed by a series of energy minimizations and short MD simulations, where the
temperature of the system was gradually increased from 0 to 300°K, using the default
equilibration protocol in Desmond. The production simulation was run for 50 ns at
constant temperature and pressure (NPT), where the temperature was maintained at
300°K and pressure at 1 atm.
3.3.2 Partial Charges Calculation
The partial charges for the catalysis motif were calculated using the Gaussian09
program. The motif was ﬁrst minimized using the B3LYP hybrid functional with
the cc-PVDZ basis set. The formal charge of the catalysis motif was deﬁned to be
+1 in order to properly model the ferrous oxidation state of iron center. The partial
charges were then ﬁtted using the Electrostatic Potential (ESP) scheme included in
Guassian09.120 The same procedure was followed to determine the partial charges of
carbamazepine, naphthalene, biphenyl and toluene.
The catalysis motif was able to be successfully minimized to convergence in all
three models using the high accuracy basis cc-PVDZ. In order to achieve convergence
we froze certain atoms in each of the amino acids, marked by stars in Figure 3.1.
For each of the three models the distorted tetrahedral conﬁguration of the atoms
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was conserved. The initial parameterization by the force ﬁeld assigned the partial
charge of the ferrous iron to be equal to the formal charge of +2. However as shown
in Table 3.1 the mononuclear iron center is actually in a more reduced state with
varying degrees for the diﬀerent models.
For each of the enzymes carbamazepine and the preferred enzyme substrate,
naphthalene or biphenyl, were docked. In all of the three models the preferred sub-
strate was able to successfully dock. On the other hand, when carbamazepine was
docked the docking score was only favorable for NDO and BPDO.
3.4 Results and Discussion
3.4.1 Computational analysis of Rieske dioxygenases with
carbamazepine
Carbamazepine consists of the puckered tricyclic dibenzazepine ring structure with a
carboxamide functionality appended to the ring nitrogen atom (Figure 3.2). It is well
established to be poorly, if at all, biodegraded in conventional municipal wastewater
treatment.121,10,8 The resistance of carbamazepine to biodegradation has been con-
sidered curious since many tricyclic aromatic ring compounds are highly biodegrad-
able, such as anthracene and the structurally-analogous carbazole ring system (Fig-
ure 3.2a).12 The latter compounds are typically biodegraded via initial oxidation by
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microbial Rieske oxygenases (Figure 3.2b).117 Rieske oxygenase genes have been iden-
tiﬁed in thousands of bacterial genomes and exist on the order of 107− 109 copies/ g
sediment.122,123,124 Moreover, many well-studied Rieske dioxygenases have very broad
substrate speciﬁcity that we are cataloguing on the RAPID online database to better
use natural enzymes for biocatalysis and biodegradation.125,7
While Rieske enzymes oxidize hundreds of aromatic compounds, carbama-
zepine has, to our knowledge, not been tested directly with these enzymes. With
thousands of potential Rieske proteins to screen, carbamazepine was investigated
with representative dioxygenases computationally ﬁrst (Figure 3.3). The study was
limited to Rieske dioxygenases for which X-ray crystal structures have been solved
with and without substrate in the active site. No homology models were used. Of
the eight available X-ray structures meeting these criteria, four enzymes with well-
characterized substrate speciﬁcity were used for computational docking and active
site tunnel access. The enzymes and structures are: toluene 2,3-dioxygenase (TDO)
from Pseudomonas putida F1 (3EN1),47 naphthalene 1,2-dioxygenase (NDO) from
Pseudomonas sp. strain 9816-4 (107G),28 biphenyl 2,3-dioxygenase (BPDOB1) from
Sphingobium yanoikuyae B1 (2GBX)117 and biphenyl 2,3-dioxygenase (BPDOLB400)
from Paraburkholderia xenovorans LB400 (2XRX).118 The two key energy values to
identify if a compound ﬁts properly in the active site of the dioxygenase enzymes
are the Coulomb and van der Waals (nonbonded) interaction energy. Therefore,
if a compound docked in the active site with a positive interaction energy value
(E > 0kcal/mol), or was unable to be docked by the software due to an excessively
high interaction energy, these results would indicate a compound will not be oxidized
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by the dioxygenase. By this criterion, TDO was excluded, and BPDOB1 appeared
unlikely to act on carbamazepine (Figure 3.3a). Rieske dioxygenases have a buried
active site, likely providing some control on substrate speciﬁcity, and carbamazepine
unlike naphthalene was deemed unable to gain entry through the access channel to
the NDO using an algorithm developed for Rieske oxygenases (Figure 3.3b). The
algorithm calculates the free energy of interaction between the enzyme and the com-
pound as it traverses the channel connecting the solvent region (> 20Å from iron) and
the active site pocket (3–10Å from iron). In contrast, BPDOLB400 passed all criteria
of active site access and productive docking.
The results of molecular docking simulations were used to predict if the pres-
ence of the amide functionality might exclude carbamazepine from reacting with many
Rieske dioxygenases. The amide group of benzamide, a known inhibitor of NDO, has
been proposed to coordinate via the nitrogen through a water molecule to the active
site iron atom. Such iron coordination could preclude oxygen binding and thus pre-
vent the catalytic cycle from proceeding. This type of interaction has been observed
directly in the 1.65 Å resolution X-ray structure of NDO with benzamide (4HKV).20
While a non-productive docking orientation with the nitrogen near the iron is fa-
vored for the BPDOB1 (Figure 3.3c), this is not the case with the BPDOLB400. The
favored docking pose is consistent with a carbamazepine orientation allowing oxida-
tion of a carbon-carbon double bond (Figure 3.3d). The distance between the iron
in BPDOLB400 and C3 of carbamazepine is 4.3Å. This distance is in the same range
as the equivalent Fe-C distances observed in NDO (1O7G), TDO (3EN1), BPDOB1
(2GBX) and BPDOLB400 (2XRX) structures with substrate bound. Furthermore, the
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equilibrated portion of the molecular dynamic simulation shows that carbamazepine
in the active site BPDOLB400 was not found to drastically change orientations relative
to the initial docking.
3.4.2 Dibenzazepine shown to be more readily oxidized by
Rieske dioxygenases
To explore the hypothesis that the carboxamide functionality of carbamazepine is a
primary cause of the compound’s resistance to biodegradation, parallel experiments
were conducted with dibenzazepine, the base ring structure lacking the carboxamide
group. Computational analysis suggested that dibenzazepine would dock favorably
in the active site of three of the dioxygenases, the exception was toluene dioxygenase
(Table 3.2). Unlike carbamazepine, dibenzazepine is predicted to access the active site
of NDO, BPDOB1 and BPDOLB400. Therefore, dibenzazepine was computationally
predicted to be a substrate of these enzymes. In wet laboratory experiments, diben-
zazepine was accepted as a substrate for three of the strains, the exception being P.
putida F1 expressing toluene dioxygenase. These data were consistent with the idea
that the carboxamide functionality imposed a steric hindrance to being metabolized
more readily by microorganisms containing the widely prevalent Rieske dioxygenases.
In resting cell assays with 10 ppm dibenzazepine, more than 90% was removed by
each of the strains in 24 hours: Pseudomonas sp. strain NCIB 9816-4, Sphingobium
yanoikuyae B1, and P. xenovorans LB400.
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3.4.3 Biodegradation of personal care products problematic
in contemporary wastewater treatment
Carbamazepine is only one of many chemicals escaping current wastewater treatment
facilities. In light of the unique ability of P. xenovorans LB400 to metabolize carba-
mazepine rapidly, its unusually large genome (9.73 Mb), its unusually high number
of predicted oxygenases and degradative enzymes (Table 3.3 and 3.4) and its broad
catabolic activities with PCBs, dioxins and terpenoids,126,127,128 other chemicals of
emerging concern were examined here. These included other poorly-degradable phar-
maceuticals, endocrine disrupting alkyl phthalates, a sunscreen agent, fragrance com-
pounds and detergents, many of which are increasingly appearing in municipal water
supplies. Each compound was incubated at a concentration of 10 ppm in resting whole
cell assays for 24 hours with P. xenovorans LB400 and E. coli control are shown in
Figure 3.4a. The full list of compounds tested and the GC/FID and HPLC data are
provided in Tables 3.5 and 3.6. Chromatogram peak identity was conﬁrmed by com-
parison of retention time to authentic standards. For compounds volatile enough to
be analyzed by GC, further conﬁrmation of peak identity was provided by the mass
spectrum.
Because P. xenovorans LB400 is known to express a large number of biode-
gradative enzymes (Tables 3.3 and 3.4), it is unlikely that all of these compounds
are substrates of BPDO. While a full analysis of the biotransformation route of each
compound is beyond the scope of this study, each compound was computationally
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analyzed to predict the likely initiation enzyme(s). The EAWAG-Pathway Predic-
tion System (PPS) is a prediction approach that computationally predicts metabolic
pathways using a rule-based system generated by expert knowledge and gene frequen-
cies.129,130 The PPS shows the most likely initiating reaction types and is complemen-
tary to the RAPID prediction algorithm being developed since the PPS is not capable
of predicting a speciﬁc enzyme. The compounds degraded were clustered by percent
removed and by the enzyme-types initiating the metabolism of the compounds as pre-
dicted by the PPS. (Figure 3.4). Two observations can be made from the clustering.
First, clustering of the compounds by percent removal alone clearly shows that chem-
ical structure rather than contaminant source determines the extent of degradation.
Second, clustering by the two parameters shows that those compounds transformed
>50% are computationally predicted to undergo biotransformation via esterase or
amidase enzymes. Likewise, the more recalcitrant compounds, those degraded <
50% in 24 hours, are predicted to be biotransformed via mono- or dioxygenases. In
total, we tested 22 emerging pollutants, 10 of which were not signiﬁcantly degraded
(Figure 3.5).
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Figure 3.1: General structure of the 2-his-1-carboxylate facial triad along with iron
center found in Rieske non-hemed dioxygenases.
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Figure 3.2: (a) Carbamazepine and common Rieske dioxygenase substrates. The
numbering system for dibenzazepine ring atoms follow the accepted numbering as
indicated in the ﬁgure. (b) A typical reaction of a polyaromatic hydrocarbon with a
Rieske dioxygenase, naphthalene dioxygenase (NDO).
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Figure 3.3: Computational analysis of the interaction between Rieske dioxygenases
and carbamazepine to predict enzymatic reactivity. (a) Nonbonded interaction energy
between carbamazepine and active site of four Rieske dioxygenases. (b) Free energy
of interaction between carbamazepine and the NDO channel leading into active site
pocket as a function of compound position in the channel. Distances are measured
from iron at the distal end of the active site. Naphthalene, the natural NDO substrate,
is shown for comparison. (c,d) Docking position of carbamazepine in BPDOB1 and
BPDOLB400, respectively. Only BPDOLB400 passed all computational requirements
for reacting with carbamazepine.
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Figure 3.4: (a) Biotransformation of emerging pollutants by P. xenovorans LB400
after 24hr. Percent removal of each compound relative to an E. coli control is indi-
cated after the name of the compound. The commercial application of the compound
is shown in parantheses. Pathway Prediction System (PPS) models were used to de-
termine the likely initiating metabolism, denoted by esterases/amidase to the left of
the dotted lines and by oxygenases to the right. (b) Example esterase- and oxygenase-
mediated degradation pathways predicted by the PPS for two representative emerging
pollutants.
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Figure 3.5: Emerging pollutants not signiﬁcantly degraded by P. xenovorans in a
24 hr resting cell assay.
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Table 3.1: Partial Charges of 2-his-1-carboxylate facial triad in four diﬀerent non-
heme Rieske dioxygenases
Residue Number Partial Charges (q)
His A His B Asp C Fe(II) H-O-H
NDO9816-4 208 213 362 1.304 0.433 – (−0.813) – 0.411
BPDOB1 207 212 360 1.339 0.424 – (−0.814) – 0.447
BPDOLB400 233 239 388 1.544 0.422 – (−0.840) – 0.432
TDO 222 228 376 1.028 0.417 – (−0.752) – 0.414
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Table 3.2: Nonbonded energy of dibenzazepine in the four Rieske dioxygenases
studied
Energy (kcal/mol)
Rieske Dioxygenase Coulomb van der Waals Total (n.b)
TDO -1.5 1.9 0.4
BPDOB1 -0.9 -28.8 -29.7
BPDOLB400 -0.1 -24.4 -24.5
NDO -2.3 -32.2 -34.5
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Table 3.3: Compounds biotransformed by P. burkholderia
Compounds References
biphenyl
a
10.1128/AEM.01129-06
polychlorinated biphenyls 10.1128/AEM.01129-06
abeitic acid 10.1128/JB.00179-07
dehydroabeitic acid 10.1128/JB.00179-07
palustric acid 10.1128/JB.00179-07
7-oxo-dehydroabeitic acid 10.1128/JB.00179-07
gentisate 10.1371/journal.pone.0056038
10.1371/journal.pone.0017583
protocatechuate 10.1371/journal.pone.0056038
10.1371/journal.pone.0017583
chloroacetaldehyde 10.1128/AEM.01129-06
taurine 10.1042/BJ20021455
p-cymene Montes-Matias thesis with G.
Zylstra, 2008 Rutgers University
formaldehyde b
phenylacetic acid 10.1007/s00203-011-0705-x
10.1371/journal.pone.0017583
benzoate a
2-aminophenol 10.1371/journal.pone.0075746
a− 10.1128/AEM.70.8.4961-4970.2004 b− 10.1128/JB.186.7.2173_2178.2004
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Table 3.4: Compounds predicted to be biotransformed by P. burkholderia based on
genome
benzonitrile via catechol
benzamide via catechol
mandelate via catechol
benzaldehyde via catechol
anthranilate via catechol
salicylate via catechol
vanilline via protocatechuate
4-hydroxybenzoate via protocatechuate
phtalate via protocatechuate
terephthalate via protocatechuate
4-carboxydiphenyl ether via protocatechuate
3-chlorocatechol via protocatechuate
Reference: 10.1073/pnas.0606924103
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Table 3.5: GC/FID peak area of compounds following 24 hour resting cell assay
with P. xenovorans LB400 or E. coli.
GC/FID peak area x 106
chemical name P. xenovorans LB400 E. coli DH5α % removed
cloﬁbrate not detected 3.9± 0.6 100
dimethyl phthalate 0.14± 0.02 12.5± 0.4 99
diethyl phthalate 0.37± 0.03 1.3± 0.1 71
octocrylene 0.15± 0.03 0.47± 0.12 68
bisphenol A 1.1± 0.4 1.9± 0.1 45
galaxolide 0.9± 0.3 1.4± 0.3 34
4-nonylphenols 1.9± 0.3 2.7± 0.2 32
ﬂuoxetine 1.4± 0.2 1.9± 0.2 27
sertraline 0.81± 0.01 1.1± 0.1 26
tonalid 3.3± 0.7 4.4± 0.4 24
tiabendazole 0.8± 0.1 0.8± 0.1 <15
DEET 5.2± 0.3 5.4± 0.4 <15
dioxane 0.48± 0.02 0.45± 0.01 <15
primidone 0.72± 0.04 0.69± 0.02 <15
cotinine 0.25± 0.02 0.24± 0.01 <15
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Table 3.6: HPLC peak area of compounds following 24 hour resting cell assay with
P. xenovorans LB400 or E. coli.
HPLC peak area x 103
chemical name P. xenovorans LB400 E. coli DH5α % removed
atenolol 1± 0.1 3.4± 0.1 71%
metoprolol 1.2± 0.1 1.7± 0.1 29%
sulfamethoxazole 1.8± 0.1 1.9± 0.1 <15%
gemﬁbrozil 2.8± 0.1 3.1± 0.1 <15%
lamotrigine 4.6± 0.2 4.6± 0.2 <15%
sulfathiazole 2.1± 0.1 2.1± 0.1 <15%
trimethoprim 2.1± 0.1 1.9± 0.1 <15%
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Chapter 4
Role of Water Hydrogen Bonding on Transport of Small Molecules
Inside Hydrophobic Channels
Adapted with permission from Escalante, D. E., & Aksan, A. (2019). Role of water hydrogen
bonding on transport of small molecules inside hydrophobic channels. The Journal of Physical
Chemistry B. doi:10.1021/acs.jpcb.9b03060. Copyright 2019 American Chemical Society.
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4.1 Chapter Summary
We present a systematic analysis of water networking inside smooth hyperboloid
hydrophobic structures (cylindrical, barrel, and hourglass shapes) in order to eluci-
date the role water hydrogen bonding on transport of small hydrophobic molecules
(ligands). Through a series of molecular dynamic simulations, we establish that a
hydrogen bonded network forming along the centerline results in a water exclusion
zone adjacent to the walls. The size of the exclusion zone is a function of geome-
try and non-bonded interaction strength; deﬁning the eﬀective hydrophobicity of the
structure. Exclusion of water molecules from this zone results in a lower apparent
viscosity, leading to acceleration of ligand transport up to seven times that measured
in the bulk. Access of the ligands into and out of the hydrophobic structures was
found to be controlled by single water molecules that cap regions of small diame-
ter. This capping mechanism provides physical insights into the behavior and role
of water at the bottleneck regions of real hydrophobic biological channels. The set
of geometries are then used to develop a model that can predict transport of ligands
along nanochannels of broad-substrate speciﬁcity enzymes.131
4.2 Introduction
Many enzymes have channels that control the bidirectional transport of small organic
molecules (ligands) from the solvent-exposed surface into their buried catalytic cavity
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(active site).24 Experimental and computational results have shown that enzymes that
have channels can exhibit broad-substrate speciﬁcity (BSS)7,132,26,133,19,13,27,94,134,135,16,136,137,17,56
they can perform the same reaction with hundreds, even thousands, of diﬀerent lig-
ands if the ligand reaches the active site. A ligand can reach the active site only
if: i) nonbonded interactions with the channel wall do not induce high-energy bar-
riers;119,138 ii) a gate or bottleneck does not physically block its transport;139 and
iii) it can displace water molecules within the channel.119 Two examples of BSS en-
zymes are: i) cytochrome P450s, known to have a central role in drug metabolism
and detoxiﬁcation of xenobiotics;13,94,140,137,17,141 and ii) Rieske non-heme iron oxy-
genases (known to start biodegradation of many recalcitrant pollutants), which are
used to synthesize industrially and medically relevant chiral chemicals27,7,26,19,27,142,135
An experimental exploration of new substrates for BSS enzymes can be costly and
laborious.18 Therefore, computational tools that can expedite the discovery of new
substrates are needed.
Computational tools, based on molecular dynamic (MD) simulations, have
been successful at modeling the transport of ligands along BSS enzyme channels.18,119
For instance, our group developed an algorithm that analyzes the movement of lig-
ands through the channels by calculating the non-bonded pairwise potentials for all
atoms in any given ligand/enzyme pair.119 Steered molecular dynamics (SMD), and
random acceleration molecular dynamics (RAMD) were also used to calculate the
energetic proﬁle of a ligand that is being pulled by an external force along a chan-
nel14,143,144,145,16,146,54,108 An advantage of SMD and RAMD simulations is that they
provide information about the ligand transport pathway without the need for a priori
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knowledge about the channel.18 However, all MD-based methods require calculation
of interaction energies between every possible pairwise combination. This increase
the computational cost substantially to 103 − 105 seconds per ligand per enzyme131
In an attempt to reduce the computational time, some simulations have used im-
plicit solvent models147 while others have ignored the presence water molecules inside
channels.119 These approaches therefore, do not account for the eﬀect of water-water
hydrogen bonding on ligand transport, which we show here to be a very important
factor. Hence, all-atom methods, despite their demonstrated success at a small scale,
are not suitable for high-throughput high accuracy screening and prediction of sub-
strates.
Coarse-grained (CG) models are an alternative to all-atom methods since they
can reduce the computational burden while still including explicit solvent molecules.
Certain CG models developed for enzyme channel analysis use cylindrical carbon nan-
otubes (CNTs) to simulate the behavior of water in the presence of external forces
(e.g. pressure or electric ﬁeld gradients). See Chakraborty et al148 for a review of these
models. Others include transport of ions along cylindrical CNTs.149,150,148,151,152,153,154
Therefore, CNTs have served as successful prototypes for modeling transport of small
molecules along certain transmembrane channels, such as ion channels, and aquapor-
ins.155 However, the current CG models are not adequate to study transport of ligands
along the channels of BSS enzymes. The majority of BSS enzyme are globular119
their substrates are uncharged hydrophobic molecules,27,7 and the channels seldom
have a cylindrical geometry24 Therefore, non-cylindrical hydrophobic CG models are
required to properly study the transport of ligands in BSS enzymes.
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Knowledge of the behavior of water surrounding the hydrophobic ligands in-
side non-cylindrical channels is limited.156 Some general insights can be derived from
the extensive research conducted on the behavior of water surrounding hydropho-
bic bodies in solution.157,158,159,160,161,162,163,164,165,166 For instance, solvating a single
methane molecule (i.e. small hydrophobic ligand) generates a spike in the density
of water near its vicinity.160,161 This spike is caused by a crowding eﬀect that allows
formation of a complete solvation shell around the methane molecule. The solvation
shell maximizes the number of hydrogen bonds (HB) for each water molecule, com-
pensating for the loss of enthalpy due to the solvation process.162,163,164 On the other
hand, water behaves diﬀerently when large hydrophobic bodies are solvated for ex-
ample, when hydrophobic ﬂat plates at the same length scale as enzyme channels are
placed in water, the water molecules surrounding the plates are unable to reorganize
in such a way that the maximum number of HBs are attained.165,166 In this case, on
average, each water molecule could only hydrogen bond with two of its four-possible
nearest-neighbors, causing an enthalpic penalty for solvation, since at least one hy-
drogen atom has to point towards the hydrophobic surface.165,166 The diﬀerences in
solvation enthalpy between small and large hydrophobic bodies/surfaces suggest that
the geometry of a channel is an important factor in determining the behavior of water,
and therefore the ligand solvated in it.
In the present study, we examined the behavior of water and hydrophobic
ligands inside non-cylindrical channels through the use of MD simulations. To sys-
tematically study this phenomenon, we deﬁned a set of building blocks (BB) described
by their: i) geometrical shape; and ii) level of wall hydrophobicity. Three diﬀerent
103
geometries were chosen to simulate cylindrical and non-cylindrical channels. And six
hydrophobicity levels were chosen to cover the full range identiﬁed by the developers
of MOLE 2.0.23 This resulted in a total of 18 diﬀerent building blocks that can be used
interchangeably to model, both the geometry and hydrophobicity of, BSS enzymes
channels as described below.
The chosen BB geometries were: a cylinder, a barrel and an hourglass (Figure
5.2). Although the behavior of water inside cylindrical channels is well understood,148
we included the analysis of cylinders in our study to be able to compare our results
to the literature and have a full set of BBs simulated under same conditions. The
two non-cylindrical geometries were chosen based on crystallographic descriptions of
BSS enzyme channels. It has been demonstrated that the channel leading to the
entrance of the active site in BSS enzymes ‘is similar to an inverted funnel, with
a small aperture leading to a large vestibule,21 i.e., an hourglass BB followed by a
barrel BB. Furthermore, MD simulations have shown that many BSS enzyme channels
are mostly rigid; except for very narrow regions of localized ﬂexibility due to the
movement of single amino acids acting as hinge-gates.7,119,139 Therefore, we propose
that the architecture of a BSS enzyme channel can be digitized as series of BBs that
are sequentially connected to one another. The digitization technique we developed
here has been successfully applied to the channel of naphthalene 1,2-dioxygense, a
BSS enzyme in a very recent parallel publication.131
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4.3 Methods
4.3.1 The Building Block Simulation Setup
We used three diﬀerent geometries (Figure 5.2); a cylinder, a convex hyperboloid (bar-
rel), and a concave hyperboloid (hourglass). The walls of the BBs were constructed
using neutral particles (pseudoatoms) organized in a hexagonal closed packing (hcp)
grid aligned with the z-axis at a lattice constant of 1.2Å. All BBs are of the same
length L = 20Å, their entrance and exit radii are denoted as r(z = ±10Å) = ri,
and the radius at the middle of the BB is denoted r(z = 0) = ro (see Table 4.1 for
numerical values for each BB). The surface of a hyperboloid is given in Cartesian
coordinates by Equation 4.1:
x2
a2
+
y2
b2
− z
2
c2
= 1 (4.1)
where a2 = b2 = r2o for a radially symmetrical channel as it is in our case. Equivalently,
equation 4.1 can be represented in cylindrical coordinates by Equation 4.2:
r2
r2o
− z
2
c2
= 1 (4.2)
and the geometry constant c is given by Equation 4.3:
c =
r0 · L√
(ri + ro)(ri − ro)
(4.3)
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In order to obtain building blocks with wall thickness of two atoms we deleted all the
atoms where r > 5 and r < 7.
The ligand was modeled using a sphere of radius rL = 3Å and ten ligands were
initially placed in the upper bulk reservoir (z > 10Å). In order to guide the ligands
into the BB, two plates perpendicular to the z-axis were placed at the entrance and
the exit regions as shown by the blue atoms in Figure 4.2a-c. Periodic boundary
conditions were imposed in three axes. To avoid molecules from recirculating back to
the upper reservoir, a third impermeable plate was positioned 15Å above the entrance
of the BB (at z = 25Å) as shown by red atoms in Figure 4.2c.
We parameterized the BB wall as a hydrophobic surface by changing the depth,
εC , of the Lennard-Jones potential well. The range of Lennard-Jones potential well
values were chosen to match the hydrophobicity levels of the enzyme channels as
calculated by the channel identiﬁcation program MOLE 2.0.23 Six diﬀerent values
were chosen and normalized against the Lennard-Jones potential well value of water,
εW = 0.1554 kcal/mol,43 resulting in building blocks with potential well ratios (PWR)
of εC/εW = 0.5, 0.6, 0.7, 0.8, 0.9, 1.0. Since our model is developed to predict transport
of small hydrophobic compounds, hydrophobicity of the ligand was kept constant in
all simulations at εL = 0.07 kcal/mol, representing a general sp2 hybridized CH atom
similar to a methane molecule with a van der Waals radius of σL = 1.4Å.45 Each of
the building blocks was solvated using single point charge (SPC) water molecules,167
resulting in a simulation box centered at the origin with dimensions of 30Å× 30Å×
100Å. The force ﬁeld values for the water molecules are given in Table 4.1. To
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ensure equilibration of the water molecules within and outside of the BB, a grand
canonical Monte Carlo method was used to sample the number of water molecules
in the building block and their positions before any MD simulations were run. The
Monte Carlo method was performed using the solvate-pocket utility in Desmond.168
After ensuring that water molecules inside all BBs were equilibrated, MD sim-
ulations were performed using the Desmond Molecular Dynamics Simulation pack-
age168 under the NPT ensemble. The temperature was kept constant at 298K using
the Nose-Hoover chain thermostat with a relaxation time of 1ps. The pressure was
kept constant at 1atm using the isotropically-coupled Martyna-Tobias-Klein barostat
with a relaxation time of 2 ps. The RESPA integrator algorithm was used with time
steps of 2, 2, and 4 fs for bonded, near, and far interactions, respectively. Short
range Coulombic interactions were treated using a cutoﬀ of 9Å and long-range inter-
actions were treated using the particle mesh Ewald with a tolerance of 1× 10−9. All
pseudoatoms forming the BBs walls and the boundary plates were kept in place by
applying a harmonic constraint of 100 kJ/mol · Å2. Initial velocities were assigned
from a Boltzmann distribution (298 K) followed by 1 ns of equilibration dynamics
with velocities being reassigned every 0.1 ps, the production simulation was then ran
for 20 ns with no further velocity reassignment and recording trajectory snapshots
at 1 ps intervals, for a total of 20000 frames per building block geometry per PWR.
The ﬁrst 5 ns of the production simulation were taken as equilibration and the re-
maining 15 ns were used for analysis, except for the barrel and hourglass BBs at
PWR = 0.5 and 0.6, where only the last 10 ns were used for analysis.
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4.3.2 Evaluation of thermodynamic properties
The following thermodynamic properties were evaluated for the water and ligand
molecules inside the BBs: intermolecular interaction potential (U), excess entropy
(Sx), Gibbs free energy (G), diﬀusion coeﬃcient (D), average residence time (t¯res),
average adsorption time (t¯ads). Water molecules were determined to be inside the BB
if the oxygen atom met the following criterion:
r2
r2o
− z
2
c2
< 1 (4.4)
in the range −10 ≤ z ≤ 10, where c is the geometrical constant given in . The
same criterion was used to determine if the ligand molecules were inside the BB.
This allowed us to deﬁne a set of water, and ligand molecules for each time step
(W, and L respectively), such that n is the frame number being analyzed. A ﬁxed
set C was deﬁned for all of the atoms making up the BB; note that the subscript n has
been dropped since their positions were constrained during the simulations. In order
to track the position of each atom in W and L we constructed a three-dimensional
binning matrix (B) for the region −5 ≤ x, y ≤ 5 and −10 ≤ z ≤ 10 where each bin
(b), such that b ∈ B, covered a distance of 0.01Å in each Cartesian direction, i.e., the
matrix has dimensions of 1000× 1000× 2000.
The interaction potential energy for each bin (b) at a given frame (n) inside
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the building block was deﬁned as follows:
U(b, n) = UWW + UWL + UWC + ULW + ULL + ULC (4.5)
where, where the subscripts W, L, and C correspond to the set of water, ligand, and
building block atoms, respectively. The total intermolecular pairwise addition for
each term in Equation 4.5 can be generalized in the following way:
Uij(b, n) =
i∈b∑
i
∀B∑
j
qiqj
r2e
+ 4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
(4.6)
where i represents any of the sets (Wn or Ln) such that the atoms in this set are
found inside bin b, and j can represent any of the three subsets (Wn or Ln or C) for
all bins b during the time frame n. We then used the following equation to calculate
the ensemble average of the potential energy for each bin b as follows:
〈Uij(b)〉 =
∑N
n=1 Uij(b, n)e
−Uij(b,n)β∑N
n=1 e
−Uij(b,n)β
(4.7)
where β = (kBT )−1, and kB is the Boltzmann constant and T = 298 K. Equation 4.7
is used to determine the potential energy at any given point inside each BB and plot
the total ensemble average interaction potential energy along the radial axis of the
BBs.
In order to calculate the excess entropy of a single water molecule (Si,x) in-
side each BB we used the permutation reduction method.169,170,171 In this procedure
a linear assignment approach is used to assign a reference initial position to each
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water molecule, causing each permuted water molecule to move only in a localized
region. We calculated the 3 × 3 mass-weighted covariance matrix of translational
ﬂuctuation along the Cartesian coordinates of each permuted water molecule for all
n frames. For each permuted water molecule (j) inside the building block, we diago-
nalized the covariance matrix resulting in three eigenvalues (λi | i = 1− 3) and their
corresponding quasiharmonic frequencies ωi =
√
kBT/λi. We then calculated the
two-particle translational entropy using the frequency values for each water molecule
j as follows:171,172
S
(2)
trans,j = kB
3∑
i=1
~ωi/kBT
e~ωi/kBT − 1 − ln
(
1− e−~ωi/kBT ) (4.8)
where ~ = h/2pi and h is the Plank’s constant. The two-particle rotational entropy
was calculated using the angular distribution of each permuted water molecule, j,
according to the following expression:171
S
(2)
rot,j = −kB
∫
p(θ, χ)w ln (p(θ, χ)w) sin θ dθ dχ (4.9)
where p(θ, χ) is the angular distribution of each permuted water molecule over all
n time frames, w is a normalization factor such that
∑
p(θ, χ) = 1, and θ and
χ are two angles describing the rotational orientation of each water molecule (See
Section 4.3.3 for more details). Lazaridis and Karplus173 show that the entropy due to
two-particle interactions is simply the sum of translational and rotational components:
S(2) = S
(2)
trans + S
(2)
rot . This two-particle term has been shown to account for up to 95%
of the total excess entropy of a system.173 Therefore, we estimated the excess entropy
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of each single water molecule j inside the BBs as follows:
Sx,j ≈ S(2)j = S(2)trans + S(2)rot (4.10)
We then calculated the total excess entropy (Sx) inside the BB as the ensemble
average over all j water molecules, using:
Sx =
∑Wref
j Sx,je
−Sx,j/kB∑Wref
j e
−Sx,j/kB
(4.11)
whereWref is the set of water molecules inside each building block used as a reference
for the permutation reduction procedure. The ensemble average Gibbs free energy
(〈G〉) can be calculated by substituting Equations 4.7 and 4.11 into the deﬁnition of
Gibbs free energy:
〈G〉 =]〈U〉 − TSx (4.12)
In order to calculate the diﬀusion coeﬃcient of water (DW ) and ligands (DL),
we tracked the position of each particle residing inside the building block. Each
residence event was deﬁned as the series of consecutive time frames during which the
particle meets the criteria imposed by Equation 4.4 for the range −10 ≤ z ≤ 10.
The mean square displacement (MSD) for the type of particle (water or ligand) was
calculated using Equation 4.13:
〈x2(t)〉 = 1
Nk
∣∣(xk(t)− x0,k)2∣∣ (4.13)
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where the vector xk(t) represents the Cartesian coordinates of the particle at time t
for each residence event k, x0,k represents the Cartesian coordinates of the particle
at time 0 for each residence event k, and Nk is the total number of residence events.
The general formula to compute the diﬀusion coeﬃcient is given by:
〈x2(t)〉 = 6Dtα (4.14)
where D is the diﬀusion coeﬃcient, and α deﬁnes the type of diﬀusion mechanism.
This parameter can take the values of α = 1 for Fickian diﬀusion, 0 < α < 1 for
conﬁned diﬀusion, or α > 1 for ballistic diﬀusion.174
The average residence time (t¯res) of the ligands was calculated as the average
duration of all ligand residence events inside the BB. In addition, we deﬁned that a
ligand was adsorbed onto the BB wall if the condition imposed by Equation 12 and
−10 ≤ z ≤ 10 were met:
(
x2i (t) + y
2
i (t)
)2
> ro
(
1 +
z2i (t)
c2
)
− 1.2σL (4.15)
where xi, yi and zi are the Cartessian coordinates for each of the ten ligands and
σL is the van der Waals radius of the ligands. We then determined all consecutive
frames for which the adsorption conditions were met and averaged them to calculate
the average adsorption time (t¯ads). Finally, the volume fraction (V ∗) was deﬁned as
the average volume occupied by the water molecules (V¯W) per total volume of the
112
building block (VB), as deﬁned by Equations 4.16 and 4.17:
V¯W =
∑
V (Wn)
N
(4.16)
where V (Wn) is the volume calculated by plotting the convex hull of all atoms be-
longing to the set Wn and N is the total number of frames. And the total volume of
the building block can be calculated using:
VB =
2pi
3
r2oL
(
3− L
2
c2
)
(4.17)
4.3.3 Calculation of Water Angular Distribution Angles
The angles θ and χ are used to describe the rotational orientation of each water
molecule. The deﬁnition of each angle is as follow:
θ = cos−1
(
rlw · µ
|rlw · µ|
)
(4.18)
χ = cos−1
(
h · n
|h · n|
)
(4.19)
Vector rlw is the distance from the oxygen (xoxygen) atom to the origin:
rlw = |xoxygen| (4.20)
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Vector h is the direction of from hydrogen 1 (xhydrogen-1) to (xhydrogen-2):
h = xhydrogen-2 − xhydrogen-1 (4.21)
Vector µ is the direction of the water molecule dipole moment:
µ = (−0.82× xoxygen) + (0.41× xhydrogen-1) + (0.41× xhydrogen-2) (4.22)
Vector n is perpendicular to rlw and µ:
n = rlw × µ (4.23)
4.4 Results
To understand the behavior of water molecules when conﬁned within the BBs, and to
establish their eﬀect on the transport of ligands, we carried out two sets of simulations:
the ﬁrst set included BBs of diﬀerent geometry ﬂooded with water molecules (the “-”
set), while the second set included ten ligands in addition (the “+” set), initially
placed in the upper reservoir (Figure 5.2a). Each set of simulations explored six
diﬀerent PWRs ranging between εC/εW = 0.5 − 1.0 at 0.1 intervals for each BB
geometry (i.e., a total of 18 diﬀerent conditions). Note that as PWR increases, the
attraction force between the BB wall and the water molecule increases, making it a
less hydrophobic interaction. In order to validate our simulations with the SPC water
114
model, we calculated the density and viscosity of the bulk water in the lower water
reservoir in all (–) simulations as ρ = 0.0334Å
−3
and η = 0.471 × 10−3 kg m−1 s−1.
Both of these values are within 5% of the values reported in the literature.175,176
4.4.1 Water and Ligand Density Proﬁles
Figure 4.3a shows the results of (-) simulations for the axial density distribution of
water inside three diﬀerent BBs at varying PWRs. The distributions are normalized
with respect to bulk water. In cylindrical BBs at all PWR values, we observed
formation of peaks with a period of ∼ 2.4Å (Figure 4.3a.1). This is lower than the
2.8Å value measured for bulk water175 but is close to the ∼ 2.5Å value observed inside
(6, 6) carbon nanotubes (CNT) of comparable diameter149 The lower peak period in
the BB compared to bulk indicate an increase in the ordering of water molecules in
the cylindrical BB. As PWR decreased, local density decreased without any drastic
change in peak shape and periodicity (Figure 4.3a.1). A similar behavior of the water
molecules inside the barrel BB were observed at the three highest PWRs (Figure
4.3a.2), albeit with a larger period of ∼ 2.9Å. On the other hand, we observed
formation of a low-density region between z = ±7Å for the two lowest PWR values
(i.e. the two most hydrophobic cases) in the barrel BB in (–) simulations. The
low-density region is characterized by the absence of any discernible peaks. Figure
4.3a.3 shows that for the hourglass (-–) BB simulations at the ﬁve highest PWR
values the peak period was ∼ 1.7Å, lower than the period observed in the cylindrical
(–) BB simulations at the same PWR. This indicates that water molecules inside the
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hourglass (-) BB have the highest degree of ordering out of all three BB geometries.
Next, we explored the local density proﬁle of water inside the three BB ge-
ometries at varying PWRs for the (+) simulations in the presence of ligands (Figure
4.3b), as well as the ligand density proﬁles inside all BBs (Figure 4.3c). Note that
all proﬁles are normalized with respect to the density of bulk water. We observed
that the distribution of water molecules inside the cylindrical (+) BB and barrel
(+) BB at the highest PWRs was not aﬀected by the presence of ligands (compare
Figure 4.3b.1,2 to Figure 4.3a.1,2). On the other hand, for the lowest PWR cases,
we observed an almost complete depletion of water molecules near z = 0. A similar
water depletion eﬀect was observed in the hourglass (+) BB simulations in all cases
except for the highest PWR. Figure 3b also shows an asymmetric depletion of water
molecules for all (+) BB geometries, with lower density values in the upstream BB
region (z > 0Å). Ligands inside any of the BB geometries did not form any kind of an
ordered structure as characterized by the lack of well-deﬁned periodic peaks (Figure
4.3c). In contrast to the trends observed for water molecules, we observed that ligand
density tended to decrease as the PWR increased in all BBs (Figure 4.3c).
4.4.2 Radial Distribution Functions
To further characterize the eﬀects of water structuring on the transport of ligands, we
calculated the oxygen (O) radial distribution function (RDF) relative to all conﬁned
oxygen, and hydrogen (H) atoms (gOO, and gOH, respectively). Due to conﬁnement
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eﬀects induced by BB geometry, direct comparison of RDFs between conﬁned and bulk
water molecules is not possible without using a geometry correction factor. Therefore,
the calculated gOO, and gOH distributions were corrected using a method oﬀered by
De Marzio et. al.,177 Figure 4.4 shows the RDF for oxygen-oxygen pairs conﬁned
inside the three BB geometries at varying PWRs in (+) simulations. In addition, we
have calculated the time-averaged number of hydrogen bonds (<HB>) formed by the
water molecules conﬁned inside the three BB geometries at varying PWRs for the
(–/+) simulations (Figure 4.4). <HB> was calculated using the geometric criteria
of rOO < 3.3Å, and φHOO < 30o, where rOO is the distance between the donor and
acceptor oxygen atoms, and φHOO is the angle between the intramolecular O-H bond
and rOO. All calculated <HB> values were lower than the value of 3.75 reported by
Nieto-Draghi for SPC/E bulk water.178 Furthermore, the maximum value of <HB>
for all (–/+) BB was obtained for the highest PWR in the cylindrical (–) BB and
was calculated to be 3.52. The cylindrical BB at the highest PWR also showed the
smallest ligand eﬀect on <HB> (3.52, vs. 3.45) for the (–/+) cases, respectively.
Table 4.2 lists the heights of the ﬁrst and second RDF peaks for the three
BB geometries at varying PWRs in the (–/+) simulations. The position of the ﬁrst
maxima for gOO was at 2.75Å, slightly shifted to the left from the reported value
of 2.78Å.179 On the other hand, the distances measured for the second maxima and
the ﬁrst minima were within 0.01Å of the values reported in the literature.179 We
have also calculated the height of the peaks in gOO. For all PWRs in (–/+) BBs the
ﬁrst maxima was sharper and larger than the computed bulk value of 3.05 for SPC
water molecules.179 The ﬁrst maxima for all (+) BBs were characterized by a sharp
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decrease in height with a decrease in the PWR. In contrast, the second maxima did
not show any large variation in height with respect to the PWRs for the any (–)
BB simulations, and the height was within 15% of the previously reported results.179
The largest variation in height of the second maxima was observed in the barrel (+)
simulations as a result of water being depleted from inside the BB due to the transport
of ligands.
4.4.3 Thermodynamics and Kinetics of Ligand Transport
To determine the thermodynamic factors governing the transport of ligands along
the BBs, we calculated the total ensemble average potential energy (〈U〉) inside the
building blocks in (–/+) simulations (Figure 4.5). The total average potential energy
is comprised of six diﬀerent pairwise interactions: 〈U〉 = 〈UWW+UWL+UWC+ULW+
ULL + ULC〉 where the subscripts W, L, and C correspond to water, ligand, and BB
wall atoms, respectively. For all (–) simulations UWL = ULW = ULL = ULC = 0 since
there were no ligands present in these simulations.
Figure 4.5 shows the ensemble average potential energy proﬁle along the radial
axis of the -/+ BBs for varying PWRs, where r = 0 indicates the centerline of
the BB. For all cases, the minimum for ensemble average potential energy (〈U〉)
was located at the centerline of the BBs. This was the result of water molecules
organizing in a way that minimized the number of unfavorable interactions with
the BB walls while also maximized the number of HBs. On the other hand, 〈U〉
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approached zero at higher radial distances where the water molecules were in close
proximity to the BB walls, and the unfavorable water-wall interactions started to
dominate the phenomenon, decreasing the number of possible HBs. Figure 4.5a,
also shows that for the (–) barrel and (–) hourglass BBs there is a large jump in U
between the lowest and second lowest PWRs. This large decrease in U indicates that
number of favorable water-water interactions inside that BB conﬁguration decreased
due to smaller number of water molecules found inside the BB, i.e. a result of the low
density regions observed in Figure 4.3a. Figure 4.5b also shows that the diﬀerence in
〈U〉 for the (–/+) cylindrical BBs at the highest PWR is minimal. However, as PWR
decreases the diﬀerence in 〈U〉 between the (–/+) BBs start to become noticeable.
This is due to the decrease in favorable water-water interactions and increase in the
number of unfavorable water-ligand interactions.
Tables 4.3, 4.4 and 4.5 show the ensemble potential energy diﬀerence (〈∆U〉),
excess entropy (Sx), and ensemble average Gibbs free energy diﬀerence (〈∆G〉), where
∆ is the diﬀerence in the value of the property between the calculated values for the
(+) and (–) simulations, i.e., (〈∆U〉) = U+ − U−. Our results show that replacing a
water molecule by a ligand, inside the BB, leads to an enthalpic gain for all PWRs
in the three tested BB geometries. This was expected as displacing a water molecule
from inside the BB to the bulk reservoir frees it from its conﬁned state where the
hydrogen bond network is “energetically frustrated.”180 In addition, we found that
the level of energetic conﬁnement inside the BB is primarily aﬀected by the PWR,
as observed by the decrease of enthalpic gains with respect to an increasing PWR.
Next, we calculated the excess entropy of water inside the BBs. This property pro-
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vides a quantitative measure of the structural correlations induced by the non-bonded
interactions that exist between the water molecules. It also provides a qualitative de-
scription of the molecular mobility within the BBs as it has been extensively shown181
that stronger structural correlations (i.e. higher –TSx values) lead to slower water dy-
namics and slower self-diﬀusion coeﬃcients. The results shown in Tables 4.3, 4.4 and
4.5 (i.e. TSx vs. DW) show that the structural correlations between water molecules
increase as the PWR increases for all BB geometries leading to slower self-diﬀusion
coeﬃcients of water (DW). Furthermore, we found that when comparing –TSx at all
PWR for the three BB geometries the values always followed the pattern barrel >
cylinder > hourglass, with the strongest correlations of all cases observed in the barrel
BB at the highest PWR yielding a value of –TSx = 3.86 kcal/mol. This is the closest
value to the calculated excess entropy of a SPC bulk water molecule, –TSx,calc = 4.17
kcal/mol.182 Finally, based on the changes in internal energy and excess entropy, we
calculated the ensemble average change in Gibbs free energy (〈∆G〉). As shown in
Tables 4.3, 4.4 and 4.5, 〈∆G〉 is negative for most of the tested conditions, except for
the three highest PWRs of the barrel BB. In these three speciﬁc cases the enthalpic
gain of replacing the water molecule inside the BB with a ligand was not high enough
to overcome the entropic contributions. Finally, the calculated 〈∆G〉 values at PWRs
followed a pattern similar to the one observed for Sx.
In addition to the thermodynamic properties, we also calculated the self-
diﬀusion coeﬃcient of water (DW), and ligands (DL) in BBs of diﬀerent PWRs as
shown in Tables 4.3, 4.4 and 4.5. Cylindrical diﬀusion coeﬃcients (i.e. radial, ax-
ial and tangential) are given in Tables 4.9, 4.10 and 4.11. Water diﬀusion in the
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cylindrical BB with a PWR = 0.8 (DW = 2.64 × 10−5 cm/s) is very close to what
is observed in the bulk (DW = 2.59 × 10−5 cm/s).174 At equivalent PWR values,
Dw always followed the pattern; hourglass > cylinder > barrel. The slowest lig-
and diﬀusion was in the cylindrical BB with the highest PWR, reaching a value
DL = 1.37× 10−5 cm/s. Experimentally measured diﬀusion coeﬃcient of methane in
bulk water is DL = 1.82 × 10−5 cm/s.183 In all other BBs an enhancement in DL –
as compared to the bulk – was observed; this is in agreement with the observations
made in carbon,148 and silica184 nanotubes. The hourglass BB showed a decrease in
DL as the PWR increased, but the DL range between the lowest and highest PWR
was not as large as it was for the cylinder and barrel BBs. The fastest DL in all
BB geometries were measured at the lowest PWRs, with the barrel BB accelerating
ligand transport the most, providing an enhancement of over six times as compared
to the bulk.
In addition to the thermodynamic properties listed in Tables 4.3, 4.4 and 4.5
we have calculated kinetics of ligand transport along the BBs as shown in Tables 4.6,
4.7 and 4.8. The times listed in Tables 4.6, 4.7 and 4.8 provide information about the
behavior of the ligands during transport through the BB. During each transport event,
at all PWRs for all BB geometries, ligands may spend some time absorbed to the wall
of the BB (t¯ads). The fraction of time that ligands spent adsorbed onto the BB wall
during each transport event is listed in the third column (t¯frac). t¯frac correlates with
the path of ligand transport along the BB: A lower t¯frac value implies that the ligand
followed a path closer to the centerline of the BB (more data on ligand preferred paths
can be found in Section 4.4.4). The last three columns provide information about the
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average residence time of ligands depending on their entrance/exit location to the
BB. The average residence times are split into three diﬀerent categories: i) ligands
that enter and exit at z = 10 (i.e. upstream); ii) ligands that enter and exit at
z = −10 (i.e. downstream); and iii) ligands that enter at z = 10 and exit at z = −10
(i.e. full transport along the entire BB). As expected for all three BB geometries the
10⇒ −10 case is the longest as the ligand has to traverse the entire BB.
4.4.4 Ligand Transport Pathways
We constructed contour maps of ligand density in order to determine the most pre-
ferred paths the ligands followed during transport inside the BBs (Figure 4.6 a-c.1).
We deﬁned the condition of high ligand density as the initial concentration of lig-
ands in the upper reservoir (7.4× 10−4Å−3) normalized by the bulk density of water
(3.336×10−2Å−3), i.e., ρL/ρbulk > 0.022. The ligand contour maps (thick black lines)
are overlaid on top of water density heat maps to compare the regions of high wa-
ter density and high ligand density. In the low PWR cylindrical BB, ligands were
primarily transported along the water exclusion zone near the wall. This mode of
transport is consistent with the adsorption results presented in Tables 4.3, 4.4 and
4.5. When the PWR of the cylinder BB increased, the preferred paths shifted towards
the centerline. Similar results were also observed for the barrel and hourglass BBs.
We also constructed potential energy surfaces (PES) to determine the most
energetically favorable paths for the ligands. The PES were constructed using the
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weighted histogram analysis method,185 using the axial and radial directions as the
principal analysis axes. The PES are shown as grayscale heat maps in Figure 4.6
a-c.2, where the darker regions correspond to energetically favorable locations inside
the BBs. We then constructed hypothetical paths that could be traversed by the
ligands from the upper to lower reservoirs. We deﬁned a total of 600 starting points
set at z = 12Å in the range 0 < r < 6 at 0.01Å intervals. A similar number of
end points was set at z = −12Å over the same interval, resulting in 360000 possible
start/end point combinations. For all start/end points, we used Dijkstra’s algorithm
to calculate the path that minimized the sum of the energy gradients in the PES.
These paths are shown as the white lines in Figure 4.6 a-c.2 while thicker lines indicate
a higher probability for a given path. The results from the energy landscape analysis
show that in the BBs at lower PWRs, the ligands preferred to move closer to the walls.
This region corresponds to the water exclusion layer (compare location of white lines
in Figure 4.6 a-c.2 to water density maps in Figure 4.6 a-c.1). Based solely on an
energetic analysis, we observe that the preferred path for the ligands inside the barrel
BB at PWR= 0.6 was near the BB wall. This is because the energy gradients are
almost non-existent since there is a very low water density inside this BB. Therefore,
the ligands are free to move without any hindrance from water molecules.
4.5 Discussion
Broad-substrate speciﬁcity enzymes control transport of substrates from the bulk
environment into the buried active site, primarily through hydrophobic channels.19
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There is crystallographic,13 and computational119 evidence that these enzyme chan-
nels promote formation of low density single-ﬁle water networks within. However,
the ways in which water networking inside these channels aﬀects ligand transport
remains largely undetermined. To tackle this issue, we built a set of coarse-grained
building blocks that allowed us to study the behaviors of the conﬁned water molecules
to establish their role in ligand transport through hydrophobic channels. The BBs
were chosen to represent the most frequently observed features of enzyme channels;
cylinders, barrel, and hourglass shapes.119 The hydrophobic walls of enzyme chan-
nels24 was simulated by varying the non-bonded interaction potential strength of the
BBs.
We observed that diﬀerent BB geometries at equal Lennard-Jones potential
well depths, εC, had diﬀerent “eﬀective” hydrophobicities with hourglass < cylinder <
barrel. This shows showed that the value of εC cannot be used as the sole parameter
to compare hydrophobicity levels of cylindrical vs. non-cylindrical channels. In terms
of real BSS enzymes channels, it means that the same type of amino acid can have
impose diﬀerent levels of hydrophobicity levels depending on the wall surface geometry
of the surface it is forming. This provides a possible explanation to for the a wide
range of hydrophobicity levels that are observed inside BSS enzymes channels186,24
despite the fact that there are only nine hydrophobic amino acids.
We found that the “eﬀective” hydrophobicity of the BB surface directly aﬀects
ligand transport along the channel. For instance, in the barrel BB at the lowest
PWR, the formation of a large water exclusion zone adjacent to the wall provides a
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region of “low apparent viscosity” where ligands can move faster than in the bulk.
Formation of such a large water exclusion zone is due to depletion of HBs induced
by surface curvature eﬀects. A similar decrease in HB have been proposed to be the
reason for acceleration of water molecules near the surface of cylindrical CNTs.174
Our results demonstrate that ligands might be moving at diﬀerent speeds inside BSS
enzyme channels depending on their hydrophobic environment. Currently, there is
no experimental evidence for this behavior inside BSS enzyme channels, but with
recent improvements in the resolution of time-resolved crystallography methods, this
hypothesis might possibly be tested in near future.
Ligand diﬀusion coeﬃcients (DL) are negatively correlated to residence times
t¯res. This was observed in the barrel BB because there are single water molecules
capping the entrance and exit regions. This means that for a ligand to enter the barrel
BB it must displace the capping water molecule, since σW ≈ ri. Displacing these water
molecules require that the hydrogen bond network is broken, which is energetically
and entropically unfavorable. We believe that in real enzymes with barrel-shaped
active sites, these capping water molecules temporarily blocks the ligand from exiting
the active site into the transport channel. This gives the ligand enough time to
explore diﬀerent conﬁgurations until it ﬁnds the proper position that initiates catalytic
activity. If the ligand did not have this time to explore the interior of the active site
it would be transported back to the bulk before the catalytic reaction starts.
Displacing the capping water molecule in the hourglass bottleneck is more fa-
vorable than displacing the capping waters in the barrel BB. This is because the hour-
125
glass provides a lower “eﬀective” hydrophobicity that allows more water molecules to
ﬁt into the interior than the barrel BB. Therefore, waters from either side of the bot-
tleneck can replace the displaced water more readily than in the analogous barrel BB
case (note that hourglass ro = barrel ri). The implication is that ligands spend less
time inside the hourglass BB than in the barrel BB, allowing them to reach the lower
reservoir faster. This is counterintuitive as it would be expected that the bottleneck
in a real enzyme should block the passage of ligands that could become potentially
harmful to the cell if they are reacted upon.187 Nonetheless, this short residence time
eﬀect also makes ligands move back to the upper reservoir fast if they don’t over-
come the bottleneck barrier. This observation provides a possible explanation as to
why BSS enzymes have evolved to have bottleneck-like components as part of their
channel geometry. The reduced hydrophobicity and water exclusion zone in the bot-
tleneck decreases the chance of a non-substrate strongly adsorbing onto the channel
walls. The fast movement of ligands (both upstream and downstream) prevents the
obstruction of what is frequently the only entrance route to the catalytic center.
We propose three possible expansion routes for our building block model. First,
altering the PWR of the ligand would aﬀect its transport properties. A lower PWR
would displace more water molecules from the BB interior. The increase in water
exclusion zone increase DL. Second, ligands of non-spherical shapes can be considered.
For instance, an ellipsoid would be more suitable to study the transport properties
of large planar compounds. Alternatively, two bonded spheres to represent a single
ligand would allow us to model substrates with asymmetrical hydrophobicity. Third,
incorporating hydrophilic eﬀects. The presence of a polar group in BB walls, or on the
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ligand, would considerably change the way that surrounding water molecules behave.
Raghunathan showed that the ﬂow of water in cylindrical pores is aﬀected more by
negative than positive charges.188 All of these modiﬁcations would aﬀect the transport
properties of ligands and allow us to expand the scope of our building blocks.
This study led to a better understanding of the dynamics of water and ligands
inside hydrophobic biological channels. These observations are relevant phenomena
applicable to ∼ 3500 diﬀerent BSS enzymes. The BBs and thermodynamic results
presented have been used to develop a non-dimensional model that can predict the
transport of ligands through nanochannels found in broad-substrate speciﬁcity en-
zymes. The accuracy of the model, published elsewhere, is 90% and it is up to six
orders of magnitude faster than all-atom methods.131
4.6 Conclusion
We present a systematic analysis of water networking inside non-cylindrical hydropho-
bic structures in order to elucidate the role water hydrogen bonding plays on ligand
transport. We established that hydrophobic conﬁnement promotes formation of a
water exclusion zone adjacent to the walls, and this eﬀect is inﬂuenced by the wall
geometry such that a concave channel ampliﬁes the hydrophobic exclusion eﬀect as
compared to cylindrical or convex geometries of the same non-bonded interaction
strength. Within the water exclusion zone, frictional resistance is reduced, signiﬁ-
cantly accelerating the hydrophobic ligand transport across. Accelerated hydrophobic
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ligand transport through hydrophobic geometries is also explained from a thermody-
namic perspective of disrupting water hydrogen bonding network. At one extreme,
we found that the entropic contributions to the structural order of water inside the
geometry might preclude the ligand from entering, as this would cause a disruption
on the fragile hydrogen bond network of the conﬁned and energetically “frustrated”
water molecules. On the other extreme, if the enthalpic contributions are very high,
the water molecules are displaced to the bulk as the small hydrophobic ligand ad-
sorbs onto the hydrophobic wall, slowing down diﬀusion. The results presented here,
in particular for the highest hydrophobicity cases, are consistent with the observa-
tions made in crystallographic,13 and computational119 studies. The BB geometries
and the thermodynamic results presented, have successfully been used elsewhere to
develop a model that can predict the transport of ligands through nanochannels found
in broad-substrate speciﬁcity enzymes.131
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Figure 4.1: Coordinate projection of the system showing the three type of building
blocks used in this study. a. Projection along the axial coordinate (z-axis), and
b. Projection along the radial coordinate showing the cylinder, barrel and hourglass
geometries. The dashed lines correspond to the radius (ri) of the channel at z = 0
and the solid lines mark the radius (ro) at z = ±10Å.
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Figure 4.2: Simulation system. (a) Side view showing the hourglass building block
in grey, the ligands (shown as yellow spheres) are shown at their initial position in the
upper bulk reservoir. (b) Bottom view of the hourglass building block. (c) The entire
system showing the top and bottom water reservoirs. Note that the water molecules
above the red plate are still considered to be in the lower reservoir due to the periodic
boundary condition applied.
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Figure 4.3: Time averaged density proﬁles along the axial direction of the BBs.
Density proﬁle of water inside the BB for simulations (a) without ligands, and (b) in
the presence of hydrophobic ligands. (c) Density proﬁle of ligands inside channels.
Note that ligand diﬀusion is from right to left. The left column is for the cylindri-
cal BB, center column is for the barrel-shaped BB, and the right column is for the
hourglass-shaped BB. Darker lines correspond to proﬁles obtained with increasingly
more hydrophobic walls.
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Figure 4.4: Radial distribution function (RDF) for water O-O interactions. RDF
for the (a) cylindrical, (b) barrel, and (c) hourglass BBs. All RDF plots correspond
to the (+) simulations, i.e. containing water and ligands. Darker lines correspond
to proﬁles obtained within increasingly more hydrophobic walls. The insets show the
average number of hydrogen bonds formed per water molecule inside the BB. The
circles correspond to (–) simulations, and the triangles correspond to (+) simulations
containing water and ligands.
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Figure 4.5: Ensemble average energy proﬁle along the radial axis for (–/+) simula-
tions. The total internal energy includes contributions from all atom pair interactions,
i.e. water, ligands (if present in simulation), and the BB walls. (a) Internal energy
proﬁles inside BBs ﬂooded with water; (–) simulations. (b) Internal energy proﬁles
inside BBs for simulations containing water and ligands; (+) simulations. The left
column is for the cylindrical BB, center column is for the barrel-shaped BB, and
the right column is for the hourglass-shaped BB. Darker lines correspond to proﬁles
obtained with increasingly more hydrophobic walls.
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Figure 4.6: (a-c.1) Maps showing water density inside the three BB geometries
at low and high PWR (εC/εW = 0.6 and 1.0). The darker lighter regions of the
heat map indicate low water density (ρW/ρbulk), and lighter darker regions indicate
ρW close to bulk values. White regions indicate the lack of water molecules at that
location. The area bound by the thick blackdot-dash contour lines shows regions
of high ligand density regions. We deﬁned the condition of high ligand density as
the initial concentration of ligands in the upper reservoir (7.4× 10−4Å−3) normalized
by the bulk density of water (3.336 × 10−2Å−3), i.e., ρL/ρbulk > 0.022. The thick
black lines show the location of each BB wall. Transport of ligands occurs from
right to left. (a-c.2) Potential Energy Surface (PES) maps showing the energetic
barrier needed to transport a ligand along the axial and radial directions at low and
high PWR, (εC/εW = 0.6 and 1.0). The darker regions of the heat map indicate a
more favorable free energy (F), whereas the lighter regions indicate a less favorable
free energy. The white lines show hypothetical paths that a ligand can take while
transported downstream, from z = 12Å to z = −12Å. Thicker lines indicate a higher
probability that a ligand would follow that path. The thick black lines show the
location of each BB wall .
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Figure 4.7: Potential Energy Surface (PES) maps showing the energetic barrier
needed to transport a ligand along the axial and radial directions in the BB at all
PWR, εW/εC = 0.5 − 1.0, respectively. (a) cylinder BB, (b) barrel BB and, (c)
hourglass BB. The white lines show the diﬀerent paths taken by the ligands while
transported downstream, from z = 12Å to z = −12Å. Thicker lines indicate a higher
probability that a ligand would follow that path.
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Figure 4.8: Hydrophobicity index of channels found in enzymes belonging to each
enzyme commission (EC) subclass. A positive value indicates the presence of primar-
ily hydrophobic residues inside the channel, whereas a negative value indicates the
presence of primarily hydrophilic residues inside the channel.
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Figure 4.9: Relationship between polarity index and hydrophobicity index for
residues found inside channels for enzymes belonging to all EC subclasses. A
hydrophobic index positive value indicates the presence of primarily hydrophobic
residues inside the channel, whereas a negative value indicates the presence of pri-
marily hydrophilic residues inside the channel. Lower polarity index values indicate
the absence of polar residues, i.e. less chances of forming hydrogen bonds with water
or ligands traversing the channel.
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Table 4.1: Geometric parameters used for the three building blocks (Figure 4.1),
along with the force ﬁeld parameters used to describe the SPC water molecules based
on the OPLS force ﬁeld.43
Geometric Parameters
Cylinder Barrel Hourglass
ri (Å) 5 3 5
ro (Å) 5 5 3
Force Field Parameters
Atom q (a.u) σ(Å) ε (kcal/mol)
O -0.82 3.166 0.1554
H 0.41 0 0
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Table 4.2: Oxygen-Oxygen pair distribution functions for all BBs and PWRs. All
values correspond to the height of the gOO peak. (–) columns correspond to simula-
tions in BBs ﬂooded with water, and (+) columns correspond to the eﬀects induced
by the presence and transport of ligands along the BB. a Calculated values of gOO for
the bulk water using the SPC model based on MD simulations by Mark et. al.179
Cylinder Barrel Hourglass
1st Max 2nd Max 1st Max 2nd Max 1st Max 2nd MaxεC
εW (−) (+) (−) (+) (−) (+) (−) (+) (−) (+) (−) (+)
0.5 4.81 3.71 1.21 0.87 3.14 2.29 1.01 0.56 4.08 3.50 0.97 0.85
0.6 4.87 4.03 1.22 0.94 4.05 2.65 1.01 0.60 4.15 3.57 0.92 0.86
0.7 4.93 4.39 1.22 1.23 4.56 3.76 1.05 0.70 4.22 3.85 0.92 0.91
0.8 4.95 5.22 1.22 1.23 4.56 3.76 1.05 0.70 4.32 3.86 0.94 0.91
0.9 5.05 5.42 1.21 1.29 4.66 5.39 1.07 1.16 4.36 4.08 0.94 0.92
1.0 5.12 5.58 1.22 1.32 4.70 5.39 1.08 1.16 4.48 4.28 0.96 0.93
Refa 3.05 - 1.04 - 3.05 - 1.04 - 3.05 - 1.04 -
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Table 4.3: Thermodynamic properties, and transport parameters for the cylinder
BB. Thermodynamic properties (〈∆U〉, TSx and 〈∆G〉) are listed in kcal/mol, and
are calculated as the diﬀerence between the (+) and (–) simulations. The diﬀusion
coeﬃcients for ligands (DL) and water (DW) are in cm2/s. The volume fraction (V∗)
is the volume occupied by the water molecules inside the BB for the (–) simulations
normalized to the total volume of the BB.
Cylinder
εC/εW 〈∆U〉 −TSx 〈∆G〉 DL DW V∗(×10−5) (×10−5)
0.5 -3.52 1.91 -1.25 7.82 2.86 0.544
0.6 -3.23 2.16 -1.08 7.29 2.76 0.541
0.7 -3.26 2.37 -0.90 6.44 2.68 0.543
0.8 -3.21 2.70 -0.52 1.99 2.64 0.541
0.9 -3.15 2.76 -0.38 1.44 2.62 0.534
1.0 -3.09 2.87 -0.22 1.37 2.46 0.538
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Table 4.4: Thermodynamic properties, and transport parameters for the barrel
BB. Thermodynamic properties (〈∆U〉, TSx and 〈∆G〉) are listed in kcal/mol, and
are calculated as the diﬀerence between the (+) and (–) simulations. The diﬀusion
coeﬃcients for ligands (DL) and water (DW) are in cm2/s. The volume fraction (V∗)
is the volume occupied by the water molecules inside the BB for the (–) simulations
normalized to the total volume of the BB.
Barrel
εC/εW 〈∆U〉 −TSx 〈∆G〉 DL DW V∗(×10−5) (×10−5)
0.5 -3.49 2.46 -1.03 8.59 2.37 0.359
0.6 -3.28 2.66 -0.72 8.00 1.92 0.409
0.7 -3.13 2.86 -0.27 8.12 1.59 0.425
0.8 -2.97 3.25 0.07 7.62 1.37 0.431
0.9 -2.98 3.56 0.27 3.19 1.39 0.430
1.0 -2.90 3.86 0.54 2.96 1.34 0.428
141
Table 4.5: Thermodynamic properties, and transport parameters for the hourglass
BB. Thermodynamic properties (〈∆U〉, TSx and 〈∆G〉) are listed in kcal/mol, and
are calculated as the diﬀerence between the (+) and (–) simulations. The diﬀusion
coeﬃcients for ligands (DL) and water (DW) are in cm2/s. The volume fraction (V∗)
is the volume occupied by the water molecules inside the BB for the (–) simulations
normalized to the total volume of the BB.
Hourglass
εC/εW 〈∆U〉 −TSx 〈∆G〉 DL DW V∗(×10−5) (×10−5)
0.5 -3.21 1.42 -1.76 4.91 4.45 0.509
0.6 -2.99 1.51 -1.47 4.68 3.35 0.522
0.7 -2.92 1.61 -1.31 4.57 3.15 0.524
0.8 -2.71 1.72 -0.98 4.06 3.04 0.521
0.9 -2.70 1.82 -0.85 4.06 2.89 0.520
1.0 -2.68 2.09 -0.59 4.01 2.77 0.516
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Table 4.6: Kinetics of ligand transport along the cylinder BBs. Average ligand
residence times (t¯res) and average ligand adsorption times (t¯ads) are in picoseconds,
t¯frac is the fraction of time the ligand is adsorbed to the wall (t¯res/t¯ads). The last three
columns show the average residence time of the ligands inside the BB depending on
the ligand entrance/exit position; these times are listed in picoseconds. The subscripts
indicate the entrance and exit locations of the ligand i.e., 10⇒ −10 means that the
ligand entered the BB at z = 10 and exited at z = −10. All times are calculated
based on the (+) simulations.
Cylinder
εC/εW t¯res t¯ads t¯frac t¯10⇒10 t¯−10⇒−10 t¯10⇒−10
0.5 21 18 0.86 16 14 26
0.6 52 40 0.77 36 32 63
0.7 67 35 0.52 39 42 74
0.8 78 25 0.32 49 58 100
0.9 90 15 0.17 93 97 107
1.0 94 10 0.11 94 98 118
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Table 4.7: Kinetics of ligand transport along the barrel BBs. Average ligand resi-
dence times (t¯res) and average ligand adsorption times (t¯ads) are in picoseconds, t¯frac
is the fraction of time the ligand is adsorbed to the wall (t¯res/t¯ads). The last three
columns show the average residence time of the ligands inside the BB depending on
the ligand entrance/exit position; these times are listed in picoseconds. The sub-
scripts indicate the entrance and exit locations of the ligand i.e., 10 ⇒ −10 means
that the ligand entered the BB at z = 10 and exited at z = −10. All times are
calculated based on the (+) simulations.
Barrel
εC/εW t¯res t¯ads t¯frac t¯10⇒10 t¯−10⇒−10 t¯10⇒−10
0.5 57 49 0.86 55 60 64
0.6 65 55 0.85 63 55 70
0.7 100 60 0.60 97 92 110
0.8 120 65 0.54 94 104 132
0.9 260 150 0.58 168 161 367
1.0 485 190 0.39 380 400 560
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Table 4.8: Kinetics of ligand transport along the hourglass BBs. Average ligand
residence times (t¯res) and average ligand adsorption times (t¯ads) are in picoseconds,
t¯frac is the fraction of time the ligand is adsorbed to the wall (t¯res/t¯ads). The last three
columns show the average residence time of the ligands inside the BB depending on
the ligand entrance/exit position; these times are listed in picoseconds. The subscripts
indicate the entrance and exit locations of the ligand i.e., 10⇒ −10 means that the
ligand entered the BB at z = 10 and exited at z = −10. All times are calculated
based on the (+) simulations.
Hourglass
εC/εW t¯res t¯ads t¯frac t¯10⇒10 t¯−10⇒−10 t¯10⇒−10
0.5 9 4 0.44 7 15 20
0.6 10 5 0.50 9 18 27
0.7 11 5 0.45 10 20 30
0.8 13 6 0.46 11 25 49
0.9 15 8 0.53 12 32 50
1.0 18 9 0.50 16 43 60
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Table 4.9: Diﬀusion coeﬃcients for ligands inside the cylinder BB geometry. The
radial (DR) and axial (Dz) diﬀusion coeﬃcients are in cm2/s, and the tangential Dθ
diﬀusion coeﬃcients are in deg2/s.
Cylinder
εC/εW
DR Dz Dθ
(×10−5) (×10−5)
0.5 6.29 13.86 31
0.6 5.83 13.51 29
0.7 5.17 11.62 28
0.8 1.56 2.90 18
0.9 1.29 2.41 17
1.0 1.25 2.31 16
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Table 4.10: Diﬀusion coeﬃcients for ligands inside the barrel BB geometry. The
radial (DR) and axial (Dz) diﬀusion coeﬃcients are in cm2/s, and the tangential Dθ
diﬀusion coeﬃcients are in deg2/s.
Cylinder
εC/εW
DR Dz Dθ
(×10−5) (×10−5)
0.5 7.08 18.12 30
0.6 6.75 18.08 29
0.7 6.44 16.44 28
0.8 6.09 16.01 26
0.9 3.36 8.31 24
1.0 2.89 7.15 20
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Table 4.11: Diﬀusion coeﬃcients for ligands inside the hourglass BB geometry. The
radial (DR) and axial (Dz) diﬀusion coeﬃcients are in cm2/s, and the tangential Dθ
diﬀusion coeﬃcients are in deg2/s.
Cylinder
εC/εW
DR Dz Dθ
(×10−5) (×10−5)
0.5 3.94 8.80 30
0.6 3.84 8.60 24
0.7 3.61 8.01 15
0.8 3.49 7.92 14
0.9 3.46 7.86 13
1.0 3.49 7.81 12
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Table 4.12: Subclasses of enzymes containing hydrophobic channels leading into the
active site.
E.C
Subclass
Description
PDB
Entries
Number
of Organisms
1.9 Acting on a heme group of donors 557 340
1.12 Acting on hydrogen as donor 268 259
1.13
Acting on single donors with
incorporation of
molecular oxygen (oxygenases)
640 850
1.14
Acting on paired donors with
incorporation or reduction of
molecular oxygen
3200 2346
1.21
Acting on X-H and Y-H to
form an X-Y bond
65 146
3.7 Acting on carbon-carbon bonds 71 140
3.8 Acting on halide bonds 166 157
6.4 Forming carbon-carbon bonds 122 202
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Chapter 5
Prediction of Ligand Transport Along Hydrophobic Enzyme
Nanochannels
Reproduced from Escalante, D. E., & Aksan, A. (2019). Prediction of ligand transport
along hydrophobic enzyme Nanochannels. Computational and Structural Biotechnology Journal.
17, 757-760. doi:10.1016/j.csbj.2019.06.001under a CC BY-NC-ND 4.0 Creative Commons Li-
cense
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5.1 Chapter Summary
Buried active sites of enzymes are connected to the bulk solvent through a network of
hydrophobic channels. We developed a discretized model that can accurately predict
ligand transport along hydrophobic channels up to six orders of magnitude faster
than any other existing method. The non-dimensional nature of the model makes it
applicable to any hydrophobic channel/ligand combination.
5.2 Introduction
Nanochannels inside enzymes are responsible for precisely controlling the bidirec-
tional transport of small molecules (ligands) between a buried active site and the
cytoplasm.49,24 These nanochannels may also serve more sophisticated functions such
as preventing competing side reactions,24 protecting the enzyme from toxic or unsta-
ble intermediates,187 and selecting for substrates.24 During the last decade, several
software tools were developed for the identiﬁcation and characterization of nanochan-
nels.189 However, none of these software were designed to model the transport of
ligands through nanochannels and enable rapid determination of whether a ligand
is capable of reaching the active site. The lack of such a modeling tool necessitates
screening and identiﬁcation of novel substrates using experimental190 and computa-
tional54,18,119 approaches that are expensive and time-consuming.
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In this communication, we describe a coarse-grained model for prediction of
ligand transport inside hydrophobic enzyme nanochannels that is faster than the all-
atom119 and steered molecular dynamics18 alternatives. To reduce the excessive com-
putational requirement for calculating all pairwise interaction potentials, we perform
a simple discretization (slicing) procedure with which a hydrophobic channel inside an
enzyme is represented as a sequence of building blocks as shown in Figure 5.1a. Each
building block is deﬁned by three parameters (Figure 5.2) to describe its geometry
and physicochemical characteristics: i) entrance radius: ri; ii) midpoint radius: ro;
and iii) the intermolecular nonbonded interaction strength (ε). The nonbonded in-
teraction strength of the building block, εC, is deﬁned in terms of the Lennard-Jones
potential. Similarly, the ligand is modeled as a sphere of uniform hydrophobicity
represented by the nonbonded interaction strength, εL. We nondimensionalized the
building block geometric parameters (e.g. ro/ri); and the nonbonded strengths of
the building block, and the ligand with respect to the potential well of a SPC water
molecule (εC/εW, and εL/εW, respectively). In addition, the volume fraction of the
building blocks inaccessible to water molecules (i.e. the excluded volume, VO/VT)
was found to be a critical parameter in modeling the transport of ligands. The dimen-
sional analysis allowed the generation of a uniﬁed set of topologies that can describe
any given hydrophobic channel section/ligand combination. A more detailed expla-
nation of the building block parameters and the dimensional analysis can be found
in the methods section. Excluded volume values for each building block is provided
in Table 5.1.
153
5.3 Computational Methods
5.3.1 Molecular dynamics and Tunnel Identiﬁcation
We ran two 40 ns molecular dynamic simulation for the unbound structure of naph-
thalene 1,2-dioxygenase (PDB: 1O7G); details of the setup can be found elsewhere.119
A total of one hundred snapshots were chosen at random from the last 20 ns of the
production simulation, these snapshots represent the collective motion of the enzyme
domains as well as the breathing motion of the channel leading into the active site.
The channels connecting the solvent exposed area and the mononuclear iron were
identiﬁed using the program MOLE 2.0.23 Each of the channels identiﬁed by MOLE
2.0 can be described by a set of coordinates detailing the centerline of the path con-
necting the iron (starting point, d = 0) and the bulk solvent. Hereafter, we call
each individual point along the path of the channel a step and identify it by the
subscript k. Similarly, at each step k the program returns the hydrophobicity index
(HI) describing the physicochemical environment of the channel. A similar simulation
was performed for the unbound structure of NDO but having placed water molecules
inside the channel using the “Solvate Pocket” feature of Desmond.102
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5.3.2 Conversion of hydrophobicity index
MOLE 2.0 calculates the bulk hydrophobicity character of an enzyme channel using
the scale proposed by Cid et al.191 The value of HI ranges between -1.2 and 1.85,
positive values indicate non-polar hydrophobic regions, and negative values indicate
polar and hydrophilic regions. In the development of our building block model we
used the Lennard-Jones potential well ratio, normalized with respect to that of a
SPC/E water molecule, to numerically describe the hydrophobicity of the building
block wall surface. To determine a conversion factor between HI and the potential
well ratio used in our building block model, we correlated the hydrophobicity index
with a mass-averaged LJPW for each amino acid. This mass-averaged LJPW value
for each type of amino acid was calculated using Equation 5.1:
εAA =
∑
imiεi∑
imi
(5.1)
where i refers to every atom in the amino acid and, m is the mass of the atom, and
ε is the LJPW for that atom as parameterized by the OPLS force ﬁeld.
5.3.3 Discretization of the enzyme channel
To construct our building block model we partitioned the enzyme channels into a
set of n characteristic geometries each with a speciﬁc hydrophobicity (Figure 5.1a)).
We ﬁrst ﬁtted a piecewise polynomial spline on the radius output from MOLE 2.0
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for all points k along the centerline of the channel. The spline was used to calculate
the radius – ro – of the channel at a distance d from the starting point as well as
the radius – ri – at a distance d ± 0.2Å from the starting point. The ratio ri/ro
determines the type of geometry (i.e. barrel, cylinder or hourglass BB) and follows
the same nomenclature used in the development of our building block model (Figure
5.1). Similarly, we ﬁtted a cubic spline on the HI output from MOLE 2.0 for all
points k along the centerline of the channel. The calculated HI spline was converted
to the potential well ratio scale. The potential well ratio of the building block was
calculated as the geometric average of the potential well ratio between points ro and
ri. This procedure was repeated for every snapshot, resulting a total of 100 building
block models.
5.3.4 Determination of active site entry
Each ligand (small organic molecule) was modeled as a sphere of uniform hydropho-
bicity. The radius of the ligand sphere – rL – was calculated from the surface accessible
surface area (AS) for each molecule, i.e rL =
√
AS/4pi. And the potential well ratio
for the ligand sphere was calculated by normalizing the mass averaged Lennard-Jones
potential well of the molecule (Equation 5.1) to the value of a SPC water molecule,
i.e. εL/εW. The calculated characteristic parameters were used to determine ∆G∗ for
each BB/ligand combination, as described in Section 5.3.5. These values were used
to construct a ligand trajectory plot along each of the 100 enzyme channels. If at any
point along the ligand trajectory plot ∆G∗ > 0, it was determined that the ligand did
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not enter the active site. Hence the condition of ligand entry was deﬁned as ∆G∗ < 0
for all building blocks.
5.3.5 Nondimensinalization of building block model
We constructed a master plot that can determine if a ligand is likely to successfully
enter, and move along, and ﬁnally exit each n building block, based on previous
thermodynamic and kinetic results. We used four characteristic nondimensional pa-
rameters to describe any building block/ligand combination: i) εC/εW; ii) εC/εL;
iii) ro/ri; and iv) Vo/VT . The last term is the excluded volume inside each building
block at a given potential well ratio, this value can be directly obtained from Table
5.1. These four parameters were non-linearly ﬁtted against the nondimensionalized
Gibbs’ free energy (∆G∗), where ∆G∗ = ∆G/kBT.
5.3.6 Nondimensional Gibb’s Free Energy
The relationship bteween Gibb’s free energy (∆G) and the equilibrium constant (Keq),
∆G = −kBT ln(Keq) (5.2)
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was nondimensionalized resulting in:
∆G/kBT = ∆G
∗ = ln(1/Keq) (5.3)
where kB is the Boltzmann constant, and T is the temperature of the system.
The transport of ligands along the building blocks depend on the geometric
and physicochemical parameters, as well as the excluded volume fraction. Therefore,
the equilibrium constant of our transport process must also be a function of on these
parameters. We expressed the equilibrium constant, Keq, as a function of 25 nondi-
mensional geometric and physicochemical parameters in our system in the following
form:
1
Keq
= f
(
αaβbγc...ωz
)
(5.4)
inserting Equation 5.4 into Equation 5.3 results in:
∆G∗ = ln
(
αaβbγc...ωz
)
(5.5)
We then estimated the value of the exponents a, b, c...z using Matlab’s iterative
least-squared non-linear regression solver (nlinﬁt function). Majority of the exponents
were zero, resulting in the equation:
∆G∗ = 0.55 ln
[( εC
εW
)4(εC
εL
)1.5(ro
ri
)3(Vo
VT
)]
(5.6)
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or,
∆G∗ = 0.55 log10
[( εC
εW
)4(εC
εL
)1.5(ro
ri
)3(Vo
VT
)]
(5.7)
The ﬁrst two terms inside the logarithm represent the energetic contributions
to the equilibrium constant, whereas the last two terms represent the entropic contri-
butions due to the transport of the ligand through the building blocks. In a favorable
process where a ligand gets transported through the building block ∆G∗ < 0. There-
fore, ∆G∗ = 0 is deﬁned as the cutoﬀ between favorable and unfavorable transport
process.
5.4 Results and Discussion
The non-linear regression in Figure 5.1b shows the correlation between the normalized
Gibb’s free energy of transport (∆G∗ = ∆G/kBT) and the dimensionless parameter
that characterizes the contributions of geometry and hydrophobicity of the system,
as well as exclusion volume eﬀects inside the building blocks.
∆G∗ = 0.55 log10
[( εC
εW
)4(εC
εL
)1.5(ro
ri
)3(Vo
VT
)]
= 0 (5.8)
Equation 5.8 deﬁnes the cutoﬀ between unsuccessful, and successful transport across
the building blocks (Shown in Figure 5.1b as the shaded, and unshaded regions,
respectively). The cutoﬀ was based on observations made during our building block
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model development, where ligands did not traverse the full length of the building
block at certain geometry/hydrophobicity conditions.
To test the applicability of our ligand transport model, we used the enzyme
naphthalene 1,2-dioxygenase (NDO) natively expressed in Pseudomonas putida NCIB
9816-4. It has been shown theoretically,42 and experimentally57 that substrate bind-
ing to the buried active site of NDO is necessary for catalysis. Since ligands must
overcome the geometric and/or energetic barriers imposed by the ∼ 17Å long channel
to reach the active site,119 any positive catalytic activity can be used as a proxy for
successful ligand transport through the channel. We performed two 40ns MD simula-
tions for the unbound structure of NDO to study the eﬀect of water on the geometry
and hydrophobicity of the channel, i.e. wet vs. dry, respectively, and its eﬀect on
ligand transport. All simulations frames (time steps) were analyzed with Mole 2.0,23
and an ensemble of one hundred frames with an open channel conﬁguration were
selected. The output of Mole 2.0 describes the enzyme channel in terms of geometric
(radius) and physicochemical (hydrophobicity index – HI) parameters. Details of the
output parameters can be found in the methods section. For each frame, we obtained
the channel radius and hydrophobicity index proﬁle at 0.2Å increments. The discrete
values for both properties were interpolated and smoothed by a piecewise polynomial
ﬁtting spline (Figure 5.4).
To understand the role water hydrogen bond (HB) networking plays inside
the channel, we calculated the average ensemble radius for the wet and dry cases
and found that the root-mean-squared-variation between the two states was less than
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1Å. This shows that, unlike some cytochrome P450s,33 the water molecules inside
the NDO channel do not induce any major conformational changes on the channel
architecture that may facilitate the transport of ligands. Instead, the displacement
of these water molecules by the ligand from inside the channel to the bulk solvent
phase may be the principal source of free energy controlling the transport into the
active site. We also calculated the ensemble average HI index for the wet channel
and observed that the solvent exposed entrance region was less hydrophobic than the
barrel-shaped mid-section of the channel (Figure 5.4 bottom) as expected.
To test the validity of our ligand transport trajectory model, the splines for ev-
ery frame were used to map each channel onto the sequence of building blocks. In the
validation study a set of 45 ligands that have been previously tested experimentally,7
and computationally119 in an all-atom model for catalytic activity in NDO were used.
Figure 5.5 shows a sample trajectory analysis for six diﬀerent compounds in a single
channel snapshot. For a molecule to have a non-zero probability of being catalyzed
by NDO, it must ﬁrst reach the active site.119,53 In our model, this corresponds to
the ligand having a value of ∆G∗ < 0 at all locations along the channel. Figure
5.5 shows that naphthalene, isochroman, and diphenyl sulﬁde successfully completed
transport through the full path to the active site of the enzyme, staying below the
cutoﬀ value at all times, and therefore were categorized as ”possible substrates” of
NDO, matching the experimentally observed results.7 The detailed mechanism of in-
hibition by 1H-indole-3-acetate is still unknown, however, it has been proposed that
the carboxylic group coordinates to the iron center;96 meaning that this molecule
must also reach the active site in order to inhibit NDO. The results presented in
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Figure 5.5 show that the inhibitor was also able to reach the active site of the en-
zyme, matching the experimental observation. Finally, in the case of ﬂuoranthene
and 9,10-dihydro-9,10-methanoanthracene it was observed that only some portions of
the trajectory were below the cutoﬀ value, therefore they were correctly categorized
as “unlikely substrates.”
The trajectory analysis was repeated for all 100 frames to determine if the
test ligands reached the active site. In Tables 5.2 and 5.3 we report the probability
of entrance into the active site for every ligand tested. We identiﬁed a very distinct
pattern where the experimentally veriﬁed substrates of NDO were successfully trans-
ported to the active site through the building block model in more than 90% of the
analyzed frames. On the other hand, the experimentally veriﬁed poor substrates only
completed successful trajectories in less than 10% of the analyzed frames. Overall,
our prediction accuracy was 90%, the positive prediction value was 90%, and the
negative prediction value was 92% (Figure 5.6 shows the prediction success rate at
diﬀerent discretization intervals). These values are slightly lower than the ones we
observed in our previous computational studies.119 However, the major beneﬁt of this
new method is the very fast channel transport prediction time of ∼ 1ms/ligand. This
is a reduction in computation time of up to 6 orders of magnitude compared to our
previously developed all-atom method;119
For each frame, we calculated the channel radius and hydrophobicity index
(HI) proﬁle using the conversion factor presented in Figure 5.3. The discrete values,
for both properties, were interpolated and smoothed by a piecewise polynomial ﬁtting
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spline (Figure 5.4). To understand the role water hydrogen bond (HB) networking
plays inside the channel, we calculated the average ensemble radius for the wet and
dry cases and found that the root-mean-squared-variation between the two was less
than 1Å. This shows that the water solvation inside the channel is not inducing any
major conformational change on the channel architecture. Instead, this suggests that
displacement of water molecules from the channel by the ligand might be a principal
source of free energy controlling transport into the active site. We also calculated
the ensemble average HI index for the wet channel and observed that the solvent
exposed entrance region was less hydrophobic than the barrel-shaped mid-section
of the channel (Figure 5.4 bottom), as it would be expected. Table 5.4 shows the
prediction times for diﬀerent currently available methods.
The improvement in the new method in computation time is the result of
not having to perform the calculation-intensive all-atom MD simulations for every
ligand. Instead, the new method utilizes the pre-calculated non-dimensional free
energies (∆G∗) needed to determine if the transport of a ligand along the set of
interlocking building blocks will be favorable or unfavorable. These results show that
the new method can be applied as a rapid pre-screening tool before any detailed,
yet computationally expensive, all-atom methods is utilized. The simplicity of the
mapping procedure also allows the extension of this method to other ﬁelds, such as
to analyze drug metabolism mediated by the network of hydrophobic channels found
in some cytochrome P450s enzymes.192 Overall, the approach presented here appears
to be robust, transferable to other hydrophobic enzyme channels, and capable to
elucidate the major geometric and energetic barriers that ligands experience as they
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move towards buried active sites. We expect that this method will be a valuable tool
for the rational prediction of novel substrates for the production of biofuels, food and
agricultural additives, and pharmaceuticals.
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Figure 5.1: Discretization of an enzyme nanochannel for the construction and map-
ping of the building block model. a. (top) Cartoon representation of naphthalene
1,2-dioxygenase (NDO) showing the surface of the channel wall (black), centerline
of the channel (white dots), the mononuclear iron at the active site (red sphere),
selected water molecules solvating the inside of the channel, and naphthalene (yel-
low), as the representative ligand. (bottom) Cartoon representing discretization of
the NDO channel into building blocks. Each building block shows a schematic of
the possible coarse-grained geometries, based on ri and ro, and the nonbonded in-
teraction strength (ε) describing the level of wall hydrophobicity (see Figure 5.2 for
details). The ligand of interest (yellow circle) is represented by a spherical molecule
of uniform hydrophobicity. b. Non-linear regression analysis relating dimensionless
free energy to characteristic hydrophobicity, geometry, and excluded volume of the
building block/ligand combination. The gray region shows the building block geome-
try and nonbonded interactions for which ligands did not successfully get transported
through the building block; thus resulting in an unsuccessful transport.
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Figure 5.2: Coordinate projection of the system showing the three type of building
blocks used in this study. a. Projection along the axial coordinate (z-axis), and
b. Projection along the radial coordinate showing the cylinder, barrel and hourglass
geometries. The dashed lines correspond to the radius (ri) of the channel at z = 0
and the solid lines mark the radius (ro) at z = ±10Å.
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Figure 5.3: Conversion factor between hydrophobicity index (HI) calculated by
MOLE 2.0 and potential well ratio used in our building block model. The sym-
bols show the values for each amino acid, and the dashed red line shows the linear
regression.
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Figure 5.4: Geometric and hydrophobic proﬁle of a single snapshot of naphthalene
1,2-dioxygenase. (top) Radius proﬁle of the NDO channel from a single snapshot,
symbols correspond to the calculated radius at each step k, and the blue line shows
the cubic spline ﬁtting used for the analysis. (middle) Heat map showing the type
of building block used to model each region along all n steps of the channel, based
on the cubic spline. (bottom) Hydrophobicity proﬁle of the NDO channel, symbols
correspond to the calculated H-Index at each step, k, while the orange line shows the
cubic spline ﬁtting, and the blue line shows the conversion of the cubic spline from
HI to potential well ratio. Note the two y-axis scales used.
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Figure 5.5: Application of the building block trajectory analysis for six diﬀerent
compounds, as shown for a single channel snapshot. Three known substrates (black
lines) and one inhibitor (blue line) have successfully transported along the build-
ing block model and reached the active site region (d < 6Å), thus predicted to be
likely substrates. Two poor substrates (red lines) have unfavorable trajectories at the
bottleneck region (d = 12− 17Å), thus predicted to be unlikely substrates.
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Figure 5.6: Eﬀect of discretization on prediction success. The optimum success rate
was reached at a discretization value of 0.2Å.
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Table 5.1: Excluded volume fraction (VO/VT) used in the nondimensional analysis
of the building blocks
PWR Cylinder Barrel Hourglass
0.5 0.544 0.359 0.509
0.6 0.541 0.409 0.522
0.7 0.543 0.425 0.524
0.8 0.541 0.431 0.521
0.9 0.534 0.430 0.520
1.0 0.538 0.428 0.516
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Table 5.2: Comparison of the experimental and BB trajectory analysis results for
45 substrates and poor substrates of NDO. a Experimental results are from Aukema
et. al.7
Name % Removala % Success
1,1-diphenylethylene 82 92
hexahydro-s-indacene 35 15
9,10-ethanoanthracene 0 1
9,10-methanoanthracene 0 2
(2S)-ﬂavanone 0 1
(2R)-ﬂavanone 0 0
dihydroacenaphthyelene 100 95
acenaphthyelene 100 96
adamantane 0 10
azulene 100 96
benzene 100 90
benzofuan 100 85
benzophenone 41 30
benzothiophene 100 95
bibenzyl 94 93
1,1’-bicyclohexyl 0 6
biphenyl 100 95
biphneylene 100 93
cis-stilbene 0 6
cyclohexylbenzene 90 90
cyclopropylbenzene 52 92
diphenyl ether 90 95
diphenyl sulﬁde 87 96
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Table 5.3: Comparison of the experimental and BB trajectory analysis results for
45 substrates and poor substrates of NDO. a Experimental results are from Aukema
et. al.7 b Note that indole-3-acetic acid is an inhibitor and therefore not removed by
NDO.
Name % Removal % Success
diphenylmethane 36 6
ﬂavone 35 4
ﬂuoranthene 38 2
indane 100 99
indole 100 98
indole-3-acetic acid b n/A 90
isochroman 100 95
isoﬂavone 35 2
m-terphenyl 46 9
naphthalene 100 99
phenanthrene 100 90
phenylnaphthalene 21 3
pyrene 7 1
quinoline 100 95
spiro[2.4]hepta-4,6-diene 88 96
spiro[cyclo propane-1-1-indene] 70 92
tetrahydroquinoline 100 92
tetralin 100 92
tras-decalin 58 90
trans-stilebene 82 91
triphenylene 14 2
xanthene 95 94
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Table 5.4: Comparison of prediction times for diﬀerent available methods.
Method Time (s) Reference
Steered Molecular Dynamics ∼ 105 − 106 18
Random Accelerated Molecular Dynamics ∼ 105 − 106 18
Equilibration Molecular Dynamics ∞ 18
All-atom Monte Carlo Trajectory ∼ 102 − 103 119
Building Block Sequence ∼ 10−3 This work
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Chapter 6
Bacterial Aromatic Hydrocarbon Oxygenases And Bridged Ring
Hydrocarbons: Computational Studies
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6.1 Introduction
Hydrocarbon oxidation reactions are extremely important industrially for process-
ing hydrocarbons in natural gas and petroleum into major commodity chemicals.
Moreover, the fate of these chemicals in the environment, due to oil spills or indus-
trial waste, is largely dependent on microbially-mediated enzymatic oxidation reac-
tions.9,193,194
Given the industrial and environmental signiﬁcance of hydrocarbon oxida-
tion reactions, there is increasing interest to use advanced computational tools for
modeling hydrocarbon oxygenases to predict substrate speciﬁcity for the purposes
of bioremediation and synthetic biology. The present study compared oxidation of
small bicyclic compounds by three well-characterized oxygenase enzymes both com-
putationally and experimentally: the dinuclear iron enzyme, T4MO, and the Rieske
oxygenases, TDO and NDO. X-ray crystal structures exist for each of the three en-
zymes with and without ligand bound in the active site195,47,50 making these enzymes
especially useful for computational prediction of substrates.
One common feature aﬀecting substrate speciﬁcity for these two classes of oxy-
genases revealed by the crystal structures is the existence of an active site entrance
channel. This is in contrast to the extensively modeled P450 oxygenases with surface
exposed active sites.54 Unlike the methods for predicting P450 substrates, predictive
algorithms for the dinuclear iron and Rieske oxygenases need to account for bottle-
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necks to active site entry. Our group recently developed an algorithm that achieved
a positive substrate prediction rate of greater than 90% for NDO by modeling the
energetics of substrate entry into the enzyme active site.119 These prediction data
are currently being used to populate the RAPID database cataloging known and
predicted enzyme substrates (rapid.umn.edu).
The small bridged compounds represent an understudied class of molecules
that pose particular challenges to computational prediction methods for oxygenases
because of their unique three dimensional structures. Here we present a computa-
tional investigation of bicyclic compounds as oxygenase substrates. This work ex-
tends the known substrate range of promiscuous aromatic oxygenases to bridged ring
compounds and forwards eﬀorts to use advanced computational tools for predicting
substrate selectivity and regioselectivity by these enzymes.
6.2 Computational Methods
6.2.1 Receptor Preparation
X-ray crystal structures of three oxygenases i.e., naphthalene dioxyenase (NDO),
toluene dioxygenase (TDO), and toluene-4-monooxygenase (T4MO) were obtained
from Protein Data Bank (NDO: 1O7G, TDO: 3EN1, and T4MO: 3Q14).28,47,195 Com-
putational models were prepared based on the respective X-ray crystal structures of
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NDO, TDO and T4MO with bound naphthalene, toluene and p-cresol respectively.
Models were optimized prior to docking using the Protein Preparation Wizard in
Schrödinger Maestro Suite 2014.80,82,81 During the optimization process, any incon-
sistencies in the structure such as missing hydrogens, incorrect bond orders, and
orientation of the diﬀerent functional groups of the amino acids were corrected. The
prepared protein was then used for Docking.
Active sites predicted in the respective PDB structures were used in the grid
generation wizard of Maestro for all three receptor proteins. A rectangular box con-
ﬁning the translations of the mass center of the ligand deﬁned the binding site. It
was deﬁned by keeping the co-crystallized ligand at the center of the box in the re-
ceptor. For each protein structure, a grid box of default size was centered on the
corresponding ligand position. All default parameters were used except H-bond and
hydrophobic constraints, which were included during grid generation.
6.2.2 Ligand Preparation
The structures of the three bridged compounds were retrieved from the NCBI Pub-
Chem database (Figure 6.1): Norbornane (bicyclo[2.2.1]heptane, CID: 9233]; Nor-
bornylene (bicyclo[2.2.1]hept-2-ene, CID: 10352); and Norbornadiene (bicyclo[2.2.1]-
hepta-2,5-diene, CID: 8473). These compounds were prepared prior to docking using
the LigPrep application in Schrödinger Maestro Suite 2014.80,82,81 LigPrep performs
optimization of ligand structures by: i) converting structures from two to three dimen-
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sions; ii) correcting improper bond distances; iii) determining bond orders; iv) sgen-
erating ionization states; v) establishing correct chiralities; and vi) and determining
structure of minimum energy. The force ﬁeld OPLS_2005 was used for minimization
and the ionization states were generated at the default pH of 7.0 ± 2.5. The ligand
structures prepared by LigPrep were then used for Docking.
6.2.3 Docking
In order to know the binding mode of bridged compound with the three oxygenases,
molecular docking of NDO, TDO and T4MO models were carried out using XP
(extra precision) module in which model was docked in diﬀerent orientations with the
ligands. Performance of docked complexes was analyzed based on the parameters:
Glide score, H-bonding score, H-bond interaction and bond distance (Å). For ligands
with multiple Glide scores in diﬀerent orientations, the best scoring pose with XP
Glide score was taken.
6.2.4 Estimation of Ligand Binding Energy
The ligand binding energy of each bridged compound to the three oxygenases was
estimated using Prime MMGBSA module in Schrödinger Suite 2014.80,82,81 The total
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free energy of binding, δGbind (kcal/mol) was estimated by the software as follows:
δGbind = [energy of complex]min
− [(energy of ligand)min + (energy of receptor)min]
(6.1)
The best poses of the docked complexes were then chosen to obtain the binding free
energy calculation. Prime MM-GBSA is a method that combines Optimized Poten-
tial for Liquid Simulations-All Atoms (OPLS-AA) force ﬁeld, molecular mechanics
energies (EMM), an Generalized Born (GB) solvation model for polar solvation, and
a non-polar solvation term composed of the non-polar solvent accessible surface area
and van der Waals interactions. We then used this score to rank the substrate-protein
docked complex.
Glide docking and Prime/Molecular Mechanics Generalized Born Surface Area
(Prime/MM-GBSA) calculations were applied to predict the binding mode and free
energy for the bridged substrate series for each oxygenase. Docking results were
obtained using Glide docking protocol. Then, the Prime/MM–GBSA method based
on the docking complex was used to predict the binding-free energy. The obtained
ligand poses were minimized using the local optimization feature in Prime, whereas
the energies of the complex were calculated with the OPLS_2005 force ﬁeld and
Generalized Born/Surface Area continuum solvent model. During the simulation
process, the ligand strain energy was also considered.
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6.3 Results and Discussion
6.3.1 General properties of the oxygenase enzymes and brid-
ged ring compounds
The natural substrates and oxygenation reactions of the naphthalene dixoygenase
(NDO), toluene dioxygenase (TDO) and toluene-4-monooxygenase (T4MO) are shown
in Figure 6.1A. While these enzymes each have a broad substrate range, the size of
the active site imparts a degree of substrate discrimination. Substrates larger than
the active site are excluded. Based on the volume comparison of the bridged com-
pounds to the natural substrates, toluene and naphthalene, one predicts the bridged
compounds should not be excluded from the active site based on size (Figure 6.1B).
Furthermore, comparison of compound volumes to the active site volumes, calculated
by CASTp server using 1.4Å probe radius196 supports the same prediction. Average
active site volume for NDO, TDO and T4MO are 700, 300 and 290 Å
3
respectively.
Based on volume calculations alone, one predicts these compounds to be potential
substrates of each of the three oxygenases. However, despite the large active site
volume of NDO in comparison to the volume of the three bridged ring compounds
(Figure 6.1), norbornane, nobornylene and norbornadiene were reported not to be
substrates for NDO.7 Therefore, additional factors prevent these bridged compounds
from being oxygenated by NDO.
181
6.3.2 Analysis of active site binding energy and accessibility
Two possible explanations for the lack of reactivity of NDO with the bridged com-
pounds are poor energetics of substrate binding and the inability of the molecules to
traverse the channel leading into the enzyme active site. First, to investigate active
site docking computationally, glide docking and Prime/Molecular Mechanics Gener-
alized Born Surface Area (Prime/MM-GBSA) calculation were applied to predict the
binding mode and free energy for the bridged substrate series and several control
compounds in each oxygenase (Table 6.1). The calculated free energies of binding of
the known substrates naphthalene and toluene for NDO and TDO, respectively, are
similar, while the calculated binding for T4MO is somewhat poorer (less negative).
Benzene serves as a lower boundary as it is a smaller molecule and it is known to
be a poorer substrate for all three enzymes than their respective substrates. The
binding energies for three bridged compounds were intermediate between the positive
and negative controls for NDO and T4MO but were lower (better binding) for TDO.
These data suggests that these bridged compounds may be substrates for TDO, but
do not preclude the compounds from being substrates for NDO and T4MO. Therefore,
an additional explanation for the lack of reactivity in NDO was sought.
We considered the possibility that unlike the planar natural substrate, naph-
thalene, the three dimensional nature of the bridged compounds prevents entry into
the active site of NDO. Entry of the compounds into the active site was analyzed
computationally using a recently developed method that measures non-bonded inter-
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actions (electrostatic and Van der Waals) of a compound as it traverses the channel
to the active site in a representative 10% of the duration of a 20ns molecular dynam-
ics simulation.119 Computationally, the bicyclic compounds were able to access the
active site of NDO with a frequency greater than the native substrate, naphthalene.
Therefore, active site accessibility cannot explain the lack of reactivity of NDO with
the bridged compounds.
6.3.3 Substrate orientation and product prediction
We then hypothesized that the bridged compounds may not bind in the NDO active
site in a productive orientation or position. With NDO, benzene positioning in the
distal pocket of the enzyme more than 5Å away from the active site iron is thought
to explain why it is a poor substrate, as observed experimentally by Lee.197 In light
of this, we examined the preferred docking orientations and positions of norbornane
in each of the active sites compared with the orientation and position of known sub-
strates solved in X-ray crystal structures of the respective enzymes with bound ligands
(Figure 6.2). The large active site of NDO with respect to TDO and T4MO is rep-
resented with the 3-ring aromatic hydrocarbon anthracene bound in cyan. The TDO
and T4MO active sites have toluene and p-cresol bound, respectively, in cyan. There
is presently no available structure for T4MO with the substrate, toluene, bound so
comparisons were made with the product bound structure. Comparison of norbor-
nane positioning with the ligands bound in each enzyme active site shows that the
bridged substrates are not ideally positioned in any of the oxygenases, however, their
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proximity to the iron and the activated oxygen species is closer with TDO and T4MO
than with NDO. Relevant distances are reported in the supplemental material.
For each X-ray crystal structure with ligand bound, the obtained ligand poses
were minimized using the local optimization feature in Prime. The dioxygen bound
to the iron was added to the model based on the positioning of oxygen in the ligand-
bound structure PDB: 1O7N.28 Figure 6.2a shows that this model predicts that an-
thracene is attacked from the bottom face of the A ring to produce the speciﬁc
diastereomer cis-1,2-dihydroxy-1,2-dihydroanthracene. This is the only product ob-
served experimentally for anthracene with an enantiomeric excess over >98%.25. The
computationally determined positioning of nonbornane coincides with the B and C
rings of anthracene, the two rings that are not oxidized by NDO to any detectable
degree, despite the 9,10 positions (B ring) of anthracene being more reactive with
chemical oxidants.198 This suggests that although the bridged substrates can access
the active site, they do not bind in a suitable position for oxidation by NDO.
Compared to the predicted binding position in NDO, norbornane binds closer
to the activated oxygen atoms of the TDO and T4MO active sites (Figures 6.2b
and 6.2c). If oxygenation of a bridged compound were to occur, products can be
predicted based on the docking positions shown in Figure 6.2. The regiospeciﬁcity
of oxygenation by TDO and T4MO is predicted to favor hydroxylation at C2 or C3
to the side of the bridged linkage in preference to C1 and C7, the bridgehead and
bridge carbons, respectively. With TDO, cis-dihydrodiols are the expected products
for the double bond-containing compounds, norbornene and norbornadiene, based
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on docking orientation and chemical selectivity. The enantiospeciﬁcity of the TDO
products is diﬃcult to predict based on the docking position alone. The C2 and
C3 endo and exo hydrogen to iron distances are nearly the same. Exo products are
predicted to be somewhat favored because the predicted O2 channel opens on the exo
side of the bridged compound. Furthermore, the exo products are more energetically
favored via chemical reactivity.199
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Figure 6.1: Aromatic hydrocarbon oxygenases and the compounds studied here (A)
Native reactions of naphthalene dioxygenase (NDO), toluene dioxygenase (TDO), and
toluene 4-monooxygenase (T4MO). (B) Space ﬁlling model of native substrates and
bridged compounds with calculated molecular volumes.
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a. b. c.
Figure 6.2: Representation of NDO, TDO and T4MO active sites with norbornane
docked structures. a) Anthracene bound NDO active site (PDB: 2HMM), b) Toluene
bound TDO active site (PDB: 3EN1) and c) p-cresol bound T4MO active site (PDB:
3Q14). Dioxygen molecules are shown as ball and stick (in a and b). Norbornane
molecules are shown in green stick with white hydrogen. NDO substrate anthracene,
TDO substrate toluene and T4MO product pcresol are modeled as stick in cyan.
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Table 6.1: Free energy calculations for binding of bridged and aromatic ring com-
pounds to each of the three oxygenases. Energies are listed in kcal/mol. The preferred
substrate correspond to naphthalene or toluene, respectively.
NDO TDO T4MO
Preferred Substrate -39.2 -40.3 -28.8
Benzene -24.8 -24.0 -17.5
Norbornene -36.8 -46.6 -25.2
Norbornadiene -36.6 -46.0 -23.9
Norbornane -36.6 -46.0 -23.9
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Chapter 7
Reaction Activity Prediction Identiﬁcation
The Rapid website can be access at: rapid.umn.edu
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7.1 Predicting Microbial Biocatalysis and Biode-
gradation
Models are primarily developed to predict the behavior of systems whose response
cannot be measured experimentally. The main impediments for measuring the re-
sponses can be due to the scale of the system of interest, or in other cases, the
measurements would greatly disrupt the natural environment of the system yielding
non-representative data. In predicting biocatalysis and biodegradation the limitation
is imposed by sheer size of the analyzable population.
7.1.1 Motivation for predicting Microbial Biocatalysis and
Biodegradation
According the American Chemical Society there are approximately 10 million known
organic compounds. Despite all the developments in experimental microbiology and
rapid high-throughput screening, the number of known biotransformations and their
responsible enzymes only covers approximately 0.01% of the known organic universe.
Most of this information is stored and curated in online databases, Section 7.1.2
gives a brief description of some of these databases. The ability of accurately predict
biocatalysis and biodegration has enormous implications6, and the true value of such
capability will be reﬂected by the fact that:
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• Amount of experimental work required to ﬁnd lead compounds for biocatalysis
can be reduced by orders of magnitude.
• Rational design and engineering of metabolic pathways will be a possibility.
• Networks and consortia of microorganisms can be designed to achieve non-
natural full biodegradation of xenobiotics.
• Libraries containing biosynthesized fragments with large number of chiral cen-
ters can be built and used by the pharmaceutical industry.
• Many lead compounds generated by rational drug design will be able to syn-
thesized with high enantiomeric purity (a requirement by the Federal Drug
Administration).
• Exposure to hazardous chemicals will be limited to only those chemical com-
pounds likely to exhibit biodegradative capabilities.
• Regulatory agencies and researchers will be able to study the environmental
fate of materials.
• Companies can avoid the commercialization of compounds which are likely to
be transformed into hazardous chemicals when exposed to certain enzymes.
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7.1.2 Current computational tools for predictive purposes
The Internet has become an ideal platform to host and distribute information about
biodegradation and biocatalysis in the form of databases and commercial prediction
software. Some of the most common computational tools currently available are the
following:
• Curated databases containing experimentally veriﬁed chemical reactions cat-
alyzed by enzymes (Figure 7.1 names some speciﬁc examples)200. These databases
are a good starting point for studying biotransformations, however, the content
is solely based on experimental results thus, the amount of possible reactions
is extremely limited. In addition, it is common that enzymatically-catalyzed
reactions published in the literature are not updated frequently leaving a gap
between the known and readily available information.
• Computational prediction systems based on empirical biotransformation rules
capable of outlining possible pathways. The beneﬁt from these pathway pre-
diction systems is that they provide a possible transformation pathway for the
chemical. However, the disadvantage is that the biotransformation rules to ob-
tain the pathways are not capable to providing likely organisms to carry out a
given reaction in the pathway201,129,202,203.
• Quantitative structural-activity relationship models (QSAR) are regression mod-
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els used to predict the biological activity. This models are based entirely on the
chemical structure of the compound being studied. Therefore, they only pro-
vide a very general overview of the possibility of being biotransformed, but do
not tell anything about what enzymes would be capable of carrying out such
reactions. Also, this method requires a training set which inherently biases the
prediction capabilities of the method to ﬁnd results similar to those trained
with, limiting the prediction of novel substrates204.
• Advanced computational methods attempt to generalize the highly intricate
and complex thermodynamic interaction between the chemical of interest and
the enzyme active site by using semi-empirical force ﬁelds. This technique is
commonly known as Molecular Docking, and it provides an extremely simpliﬁed
free energy of binding. The advantage of this method is that it is capable of
determining the best position, if any, of the chemical in the active site pocket.
However, one of the main disadvantages is that this is only a representation of
the enzyme at one instance in time81,82.
• Molecular Dynamic Simulations provide a better description of the thermody-
namic interactions between the chemical and the active site over a period of
time. However, the main disadvantage of this technique is that it is extremely
computationally expensive, and simulations can only be done for key chemicals,
thus this is not a high-throughput technique.
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7.1.3 Bridging the gap
It is evident that there is a great potential in developing methods for predicting bio-
catalysis. Several attempts have been made already, as described in Section 7.1.2, to
provide an insight into the fate of a chemical when exposed to enzymes. However,
there is a clear gap between the current computational tools and the desire
to elucidate novel chemical reactions in a shorter period of time, or without
requiring the a high level of expertise and knowledge on the mechanism
of action of speciﬁc enzymes. This means that scientists and engineers have to
currently spend large amounts of time studying and understanding the way that cer-
tain enzymes work to start generating predictions. This is then followed by laborious
wet lab work which includes exposure to, sometimes highly toxic, chemicals. Finally,
many of the attempts to ﬁnd the right enzyme to catalyze the desired reaction fail and
the whole process needs to be repeated. Therefore, the overall goal of this chapter is
to develop a computational model based on the thermodynamics of nonbonded inter-
actions between Rieske nonheme iron enzymes and chemical compounds, to rapidly
generate accurate substrate and product predictions. There is a high up-front cost
to develop all the necessary modules of this new computational tool. However, once
all the modules are up-and-running they will be able to be repeatedly used with any
combination of enzyme and chemical.
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7.1.4 RAPID – For identifying and exploiting enzyme catal-
ysis
Motivated by the lack of a reliable tool capable of predicting relevant enzyme catal-
ysis, the overall goal of Rapid is to provide an easily accessible and user-friendly
computational tool capable of identifying broad-speciﬁcity enzymes likely to catalyze
a given reaction. Therefore the search-and-predict online database is accessible to the
general public under the name of RAPID (ReactionActivity Product IDentiﬁcation)
available at the URL: rapid.umn.edu.
As for any engineering system, it is essential to identify the parameters that
deﬁne the model, for Rapid these are the inputs and outputs. Figure7.2 shows
an overview of the expected inputs into the system and the possible outputs after
performing all the calculations in the model.
The Rapid website was designed to properly work on the basis of six possible
diﬀerent Substrate-Product Pairs (S-PP) reactions, as listed below:
• One substrate : One Product (1 : 1)
• One substrate : Many Products (1 :∞)
• One substrate : No Products (1 : ¬)
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• Many substrates : One Product (∞ : 1)
• Many substrates : Many Products (∞ :∞)
• Many substrates : No Products (∞ : ¬)
Furthermore, each of these combinations of S-PP reactions, except for the
ones with no products, will also provide the enzyme responsible for its catalysis. And
as shown in Figure 7.2, one or many enzymes could be capable of catalyzing the
predicted S-PP reaction.
Similar to the chemical universe described in Section 7.1.1, the enzyme universe
consists of millions of proteins, and trying to analyze all of these enzymes would be
unrealistic. Therefore, the ﬁrst iteration of the development of RAPID will consist
of 5 broad-speciﬁcity enzymes (BSE). For the purposes of our new web-database, an
enzyme can be considered a BSE if it meets two important criteria: i) catalyze at
least 15 diﬀerent S-PP reactions; and ii) have a resolved crystal structure deposited
in the Protein Databank (PDB).
Although not drawn to scale, Figure 7.3 shows that one of the main challenges
in deciding the BSE is that the number of crystal structures deposited in the PDB
is not proportional to the number of known S-PP reactions. Therefore, this imposes
a challenge as a diverse set of enzymes is desired in order to capture and understand
as many reactions as possible. Table 7.1 shows the list of the 11 BSS enzymes that
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RAPID will use during the ﬁrst stage of prediction development.
Figure 7.4 shows the databases that were used to initially populate RAPID.
The structure of the website and server is outlined in Figure 7.5 and the currently
live page is shown in Figure 7.6.
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Figure 7.1: Rule and structure based prediction databases available
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Figure 7.2: General overview of RAPID, and identiﬁcation of the input parameters
required to deﬁne the system, followed by the possible outputs.
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Figure 7.3: Venn diagram showing the intersection of criteria required for an enzyme
to be considered a BSE in RAPID.
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Figure 7.4: Experimentally veriﬁed S-PP reactions obtained from public access
databases will be stored internally in RAPID. The cached information will be quickly
retrievable when an user performs a query.
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Figure 7.5: Outline of the RAPID server and the integration scheme between the
search and prediction algorithms.
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Figure 7.6: Biodegradative and biocatalytic reactions catalyzed by Naphthalene
1,2-dioxygenase from Pseudomonas sp. NCIB-9816. Figure adapted from Wackett
et. al.6
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Table 7.1: List of Broad-substrate speciﬁcity Enzymes used by RAPID and the
organisms that express them.
Enzyme Organism
Naphthalene 1,2-dioxygenase Pseudomonas sp. NCIB 9816-4
Toluene 2,3-dioxygenase Pseudomonas putida F1
Biphenyl 2,3-dioxygenase Sphingobium yanoikuyae B1
Biphenyl 2,3-dioxygenase Paraburkholderia xenovorans LB400
(S)-hydroxynitrile lyase Hevea brasiliensis
Cytochrome P450(BM-3) Bacillus megaterium ATCC 14581
D-hydantoinase Geobacillus stearothermophilus SD1
Haloalkane dehalogenase Sphingomonas paucimobilis UT26
Haloalkane dehalogenase Xanthobacter autotrophicus GJ10
Toluene 4-monooxygenase Pseudomonas mendocina KR1
Oxo lactonase SsoPox Sulfolobus solfataricus P2
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Chapter 8
Research Summary and Future Work
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8.1 Research Summary
In this dissertation, studies were undertaken to develop computational models capable
of modeling the biotransport of small organic molecules into the active site of broad-
substrate speciﬁcity enzymes. Two diﬀerent types of models were developed, tested,
and validated: i) an all-atom method; and ii) a non-dimensional generalized method.
The computational methods presented in this dissertation will be a valuable tool for
the rational prediction of novel substrates for the production of biofuels, food and
agricultural additives, and pharmaceuticals precursors. The important results and
conclusions drawn from the studies used to developed these methods are summarized
as follows:
Chapter 2: Simulation of the bottleneck controlling access into a Rieske
active site: predicting substrates of naphthalene 1, 2-dioxygenase
In this chapter, an all-atom Monte Carlo simulation algorithm was developed
to model the transport of ligands into the active site of Naphthalene 1,2-dioxygenase
(NDO). NDO was used as the model enzyme to represent the Rieske non-heme iron
dioxygenase family. The model was validated against a set of experimentally veriﬁed
substrates and poor substrates, yielding 92% accuracy. The main assumptions for
the development of the model were: i) on the basis of crystallographic evidence, any
induced-ﬁtting changes in the enzyme as the ligand binds in the active site were;
ii) NDO is stiﬀ and that all of the major conformational changes were observed
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within a medium-length MD simulation; iii) the active-site cavity of NDO is highly
hydrophobic, allowing us to ignore solvation eﬀects; and iv) vibrational eﬀects of
the ligand were ignored only roto-translational eﬀects were considered. All these
assumptions would need to be revised if the algorithm were to be implemented for
to a diﬀerent BSS enzyme family. The pseudocode for the implementation of the
algorithm is presented in Appendix C.
Chapter 3: In silico Identiﬁcation of Bioremediation Potential: Carbama-
zepine and Other Recalcitrant Personal Care Products
In this chapter, the all-atom algorithm developed in Chapter 2 was used to
identify possible enzymes that can biodegrade recalcitrant and emerging pollutants
such as prescription drugs and personal care products (PCPs). Based on the all-atom
model it was predicted that carbamazepine, an anti-epileptic drug, can be biodegraded
by the enzyme biphenyl 2,3-dioxygenases, expressed in Paraburkholderia xenovorans
B1. This prediction was experimentally tested and veriﬁed. Three other Rieske
enzymes were also tested and correctly predicted to not be viable options for the
biodegradation of this pollutant. A followup set of 22 PCPs were computationally
modeled to predict if any enzyme would be capable of biodegrading them. The
computational results suggested that various members of the Rieske family of enzymes
would be possible candidates to biodegrade these water pollutants. Experimental
results veriﬁed that 12 of these 22 PCPs were correctly predicted to be biodegraded
by Rieske enzymes. Remarkably, some of these compounds have not previously been
demonstrated to be biodegradable by a single bacterial strain.
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Chapter 4: Role of Water Hydrogen Bonding on Transport of Small Mole-
cules Inside Hydrophobic Channels
In this chpater, a systematic analysis of water networking inside non-cylindrical
hydrophobic structures in order to elucidate the role water hydrogen bonding plays
on ligand transport was performed. It was established that hydrophobic conﬁnement
promotes formation of a water exclusion zone adjacent to the channel walls, and
this eﬀect is inﬂuenced by the geometry such that a concave channel ampliﬁes the
hydrophobic exclusion eﬀect as compared to cylindrical or convex geometries of the
same non-bonded interaction strength. Within the water exclusion zone, frictional re-
sistance is reduced, signiﬁcantly accelerating the hydrophobic ligand transport across.
Accelerated hydrophobic ligand transport through hydrophobic geometries is also ex-
plained from a thermodynamic perspective of disrupting water hydrogen bonding
network. At one extreme, we found that the entropic contributions to the structural
order of water inside the geometry might preclude the ligand from entering, as this
would cause a disruption on the fragile hydrogen bond network of the conﬁned and
energetically “frustrated” water molecules. On the other extreme, if the enthalpic
contributions are very high, the water molecules are displaced to the bulk as the
small hydrophobic ligand adsorbs onto the hydrophobic wall, slowing down diﬀusion.
Chapter 5: Prediction of Ligand Transport Along Hydrophobic Enzyme
Nanochannels
In this chapter, a coarse-grained non-dimensional model for prediction of lig-
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and transport inside hydrophobic enzyme nanochannels was developed. To reduce
the excessive computational requirement for calculating all pairwise interaction po-
tentials, a simple discretization (slicing) procedure with which a hydrophobic channel
inside an enzyme is represented as a sequence of building blocks was performed.
Each building block is deﬁned by three parameters to describe its geometry and
physicochemical characteristics: i) entrance radius: ri; ii) midpoint radius: ro; and
iii) the intermolecular nonbonded interaction strength (ε). The nonbonded interac-
tion strength of the building block, εC, was deﬁned in terms of the Lennard-Jones
potential. Similarly, the ligand was modeled as a sphere of uniform hydrophobicity
represented by the nonbonded interaction strength, εL. The building block geometric
parameters were non-dimensionalized as follows: ro/ri. The nonbonded strengths of
the building block, and the ligand were non-dimnesionalized with respect to the po-
tential well of a SPC water molecule (εC/εW, and εL/εW, respectively). The overall
prediction accuracy of this model was 90%, the positive prediction value was 90%,
and the negative prediction value was 92%. The major beneﬁt of this new method is
the very fast channel transport prediction time of ≈ 1ms/ligand. This is a reduction
in computation time of up to 6 orders of magnitude compared to all-atom methods.
This non-dimensional method is robust, transferable to other hydrophobic enzyme
channels, and capable to elucidate the major geometric and energetic barriers that
ligands experience as they move towards buried active sites. This tool will be a valu-
able for the rational prediction of novel substrates for the production of biofuels, food
and agricultural additives, and pharmaceuticals.
Chapter 6: Bacterial Aromatic Hydrocarbon Oxygenases And Bridged Ring
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Hydrocarbons: Computational Studies
In this chapter, the thermodynamic nonbonded interactions between ligands
and the active site of three enzymes was studied: naphthalene 1,2-dioxygenase (NDO),
toluene 2,3-dioxygenase (TDO), and toluene 4-monooxygenase (T4MO). Three cyclic
bridge compounds were studied, instead of the the conventional planar aromatic hy-
drocarbons substrates of Rieske enzymes. The active site of NDO, TDO and T4MO
were found be diﬀerent in size and have varying physicochemical properties. The
three cyclic compounds were able to traverse the access tunnels of all three enzymes.
However, in NDO, as soon as the cyclic compounds entered the active site they were
’stuck’ and could not reach the distal end were the reactive iron is located. On the
other hand, in TDO and T4MO, the cyclic compounds were able to position closer
to iron in order for them to be reacted upon. The prediction that NDO would not be
capable of biodegrading these cyclic compounds was later conﬁrmed by experiments.
Chapter 7: Reaction Activity Prediction Identiﬁcation
In this chapter, the need for an online repository of reactions by broad-
substrate speciﬁcity enzymes is outlined. The capabilities of the Rapid website are
described (rapid.umn.edu) and the schema of data processing is provided. Although
Rapid is in its initial stages of development it has already been populated with 11
BSE enzymes and has over 1200 known reactions and over 50 predicted reactions.
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8.2 Future Work
There are three main areas in which the work presented in this dissertation can be
expanded:
i) incorporation of neglected terms into the all-atom model (Section 8.2.1).
ii) expansions to the building blocks model (Section 8.2.2).
iii) integration of prediction algorithms into the Rapid website (Section 8.2.3).
8.2.1 Future Development of All-atom Algorithm
For the all-atom model there were four main assumptions that can be addressed in
the future: i) on the basis of crystallographic evidence, I ignored any induced-ﬁtting
changes in the enzyme as the ligand binds in the active site; ii) I assumed that
NDO is stiﬀ and that all of the major conformational changes were observed within
a medium-length MD simulation; iii) I assumed that the active-site cavity of NDO
is highly hydrophobic, allowing us to ignore solvation eﬀects; and iv) I ignored any
vibrational eﬀects of the ligand and considered only roto-translational eﬀects. By
incorporating these eﬀects, the number of enzyme channels that can be studied would
increase as more cases would be able to be tested.
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8.2.2 Future Development of Building Blocks
I propose three possible expansion routes for the building block model. First, al-
tering the PWR of the ligand would aﬀect its transport properties. A lower PWR
would displace more water molecules from the BB interior. The increase in water
exclusion zone size could potentially further increase DL. Second, ligands of non-
spherical shapes can be considered. For instance, an ellipsoid would be more suitable
to study the transport properties of large planar compounds. Alternatively, two
bonded spheres to represent a single ligand would allow us to model substrates with
asymmetrical hydrophobicity. Third, incorporating hydrophilic eﬀects. The presence
of a polar group in BB walls, or on the ligand, would considerably change the way
that surrounding water molecules behave. All of these modiﬁcations would aﬀect the
transport properties of ligands and allow expanding the scope of the building blocks.
8.2.3 Future Development of Rapid Website
The major improvement and perhaps most pressing future work is the incorporation of
the prediction methods into the Rapid website. The ﬁrst stage of work would include
the prediction of substrates of the NDO enzyme in a streamlined online manner. This
would allow users of the website rapidly determine if untested compounds are likely
to be catalyzed by NDO. The next step would be to develop the building blocks for
other enzymes such as BPDO and TDO. This would allow for the expansion of the
212
predictive capabilities of the website. In terms of integrating the all-atom model, it
would be beneﬁcial for the user to know possible protein engineering sites. These
predictions would inform the user of what amino acid mutations are the most likely
to change the activity of the enzyme by allowing the entrance of substrates into the
active site.
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AppendixA
XML Code
The following is a sample script used for submitting tunnel identiﬁcation jobs using
MOLE 2.0.
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<?xml version="1.0" encoding="utf-8"?>
<Tunnels>
<Input SpecificChains="chain"> 
directoryTo/inputPDB.pdb</Input>
<WorkingDirectory>directoryTo/outputResults
</WorkingDirectory>
<CustomVdw>
<Radius Element="H" Value="1" />
</CustomVdw>
<Params ProbeRadius="3.0" InteriorThreshold="1.25"
SurfaceCoverRadius="10" OriginRadius="5.00"
BottleneckRadius="0.8" BottleneckLength="3.0"
BottleneckTolerance="0.0" IgnoreHETAtoms="0" MinDepth="5"/>
<Export Mesh="1" MeshGz="1" Cavities="1" MeshDensity="0.25"
PyMol="1" PDB="1" ShortOutput="0" Pores="0"
PyMolDisplayType="Surface"/>
<Origin Auto="0">
<Residue Chain="chain" SequenceNumber="ironNumber"
/>
</Origin>
</Tunnels>
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AppendixB
Rotation of molecules
In order to rotate each chemical compound about its center of mass we deﬁned two
vectors in the Polar coordinates:
−→
V ref = (1, 0, 0) and
−→
V rot = (1, 0, 0) as shown if
Figure B.1. The ﬁrst vector is used as the reference point from which the rotation
will happen. The second vector shows the direction after the rotation transformation.
The cross product of
−→
V ref = (1, 0, 0) and
−→
V rot = (1, 0, 0) deﬁnes the vector
pointing normal (
−→
U ) to both of them. Therefore we can deﬁne a plane orthogonal to
vector (
−→
U ) along which the rotation will happen as shown in Figure B.2.
A more detailed explanation of the mathematical operations for the rotation of
the molecule, in the context of our algorithm, is described in Appendix C Procedure
3 and §C.2.
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Figure B.1: Deﬁnition of the Polar coordinate system used to rotate molecules
about angles φ and θ.
233
Figure B.2: Plane orthogonal to vector
−→
U deﬁnes the space about in which the
rotation will happen. The angle γ is the distance, in the Polar coordinate system,
that the point will be rotated.
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AppendixC
Channel Continuity Analysis
C.1 Algorithm Pseudocode
An outline of the developed algorithm is presented in Figure 2.3. Procedures 1-5
provide a more detailed explanation of the method developed.
Blank Space
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C.2 Matrix algebra operators
The transformation from Polar coordinates to Cartesian coordinates is described in
Procedure 3 lines 2-4. In addition, line 10 of Procedure 3 makes use of the matrix
algebra operators described in Equations C.1-C.4.
I =

1 0 0
0 1 0
0 0 1
 (C.1)
u⊗ u =

u2x uxuy uxuz
uxuy u
2
y uyuz
uxuz uyuz u
2
z
 (C.2)
[u]× =

0 −uz uy
uz 0 −ux
−uy ux 0
 (C.3)
R =

cos γ + u2x(1− cos γ) uxuy(1− cos γ)− uz sin γ uxuz(1− cos γ) + uy sin γ
uyux(1− cos γ) + uz sin γ cos γ + u2y(1− cos γ) uyuz(1− cos γ)− ux sin γ
uzux(1− cos γ)− uy sin γ uzuy(1− cos γ) + ux sin γ cos γ + u2z(1− cos γ)
 (C.4)
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C.3 Calculation of ∆GA.S and ∆Gtrj
At every step along the channel we calculate the ensemble average free energy of
trajectory using Equations 2.3, and 2.5-2.7. Therefore, for every ligand-channel com-
bination, we obtain a free energy of trajectory proﬁle, as shown in Figure 2.7b and
Figure C.1(left). The proﬁles have been ﬁtted with a cubic spline data interpola-
tion using Matlab. The arithmetic average of all these trajectories is calculated in
order to obtain a single proﬁle for each ligand-channel combination, shown in Figure
C.1(right). The average trajectory free energy for all 45 ligands is shown in Figure
C.2.
It is worth pointing out that the scales of both plots has been kept constant
to emphasize that although some channels exhibit fairly large free energies (as seen
on Figure C.1 left), these are not them norm.
For each of the free energy proﬁles, we then calculated the average free energy
of the trajectory region (∆Gtrj) and the average free energy in the active site region
(∆GA.S), as shown in Figure C.3. The values of rσ and rµ are the average docking
distance and standard deviation distance, respectively; these two values are obtained
from Figure C.5. In Figure C.3, point e is the boundary between the trajectory region
and the active site region and is deﬁned as rσ+rµ. Both values, (∆Gtrj) and (∆GA.S.),
are obtained by integrating under the cubic spline ﬁtting curve. However, for clarity
we have only shown the integration area for (∆Gtrj), and we simply deﬁned (∆GA.S.)
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as the average value within the range and highlighted this section of the plot with
the thick red line.
C.4 GlideXP docking study
Our attempt to rapidly predict substrates of NDO was focused on using Glide from
the Schrödinger suite of software and the GlideXP scoring function. We docked all
45 compound listed in Tables 2.1 and 2.2 in all 100 frames of our MD simulation
trajectory sample. The results of the GlideXP docking score are shown in Figure C.4.
C.5 NDO Channel Solvation State
We used the solvate_pocket utility in Desmond to included SPC water molecules
inside of the active site cavity of NDO before starting the 40ns molecular dynamic
simulation. We used our population sample trajectory frames (n = 100) in order to
study the spatial distribution of the waters molecules inside the active site. We used
Pymol to ﬁlter and count all the water molecules that were found to be < 10Å away
from the channel centerline at each frame, and Figure 2.9 shows a single snapshot.
The statistics of water count and location for all 100 frames is shown in Table 2.7.
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average
Figure C.1: The left side panel shows the free energy proﬁle along the trajectory of
naphthalene in all 100 analyzed frames. The arithmetic average of all frames at each
point along the distance –r– is calculated and plotted on the right hand side panel.
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Figure C.2: The left side panel shows the free energy proﬁle along the trajectory of
naphthalene in all 100 analyzed frames. The arithmetic average of all frames at each
point along the distance –r– is calculated and plotted on the right hand side panel.
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e d
Figure C.3: Full average trajectory free energy proﬁle for biphenyl. The green
region shows the integration area under the trajectory proﬁle curve used to calculate
∆Gtrj. The red line indicates the region of the proﬁle used to calculate ∆GA.S The
values rsigma and rmu can be obtained from Figure C.5.
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Figure C.4: Docking score distribution using the GlideXP scoring function on all 45
compounds listed in Table S1. The distribution of the docking scores (standard devia-
tion) is shown as the black lines. Compound 3 (9,10-Dihydro-9,10-ethanoanthracene)
was only able to dock in 2 (out of 100) grids and both scores resulted in the same
value, therefore no standard deviation is reported.
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Figure C.5: Docking distance from iron center for all 45 compounds. The distance
is deﬁned as the Cartesian distance from the center of mass of the compound to the
mononuclear iron center.
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Algorithm 1 Preparation and FFP assignment to enzyme trajectory snapshots
1: procedure prepareEnzymeAtoms
2: Prepare crystal structure obtained from PDB.
3: Build system for Molecular Dynamic Simulation.
4: Run MD simulation for 50ns.
5: Extract trajectory snapshots (TS) every 5ps.
6: Analyze every TS using MOLE 2.0.
7: if TS contains channel then
8: Store in TS table.
9: else
10: Discard TS.
11: end if
12: Select 100 random TS for analysis.
13: Assign OPLS-AA force ﬁeld parameters to every atom in all TS.
14: cL← Coordinates of channel centerline.
15: eC← Coordinates of all atoms in stored TS.
16: eNB← Non-bonded parameters for every eC.
17: end procedure
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Algorithm 2 Preparation and FFP assignment to chemical compound (ligand)
1: procedure prepareCompoundAtoms
2: Perform energy minimization to optimize geometry.
3: Assign OPLS-AA force ﬁeld parameters to every atom in the ligand.
4: cC← Coordinates of all the compound atoms
5: eNB← Non-bonded parameters for every cC.
6: end procedure
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Algorithm 3 Rotation Matrix
1: function rotatationMatrix(θ, φ)
2: x = cos θ cosφ
3: y = cos θ sinφ
4: z = sin θ
5: Vref ← (1, 0, 0)
6: Vrot ← (x, y, z)
7: u = Vref ×Vrot
8: u^ = u‖u‖
9: γ = arccos (Vref ·Vrot)
10: R = cos γI+ sin γ[u]× + (1− cosγ)u⊗ u . See Eqn.C.4
11: return R
12: end function
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Algorithm 4 Translation Matrix
1: function translationMatrix(from, to)
2: return (to− from)
3: end function
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Algorithm 5 Trajectory Analysis
1: procedure runTrajectoryAnalysis
2: cL← Coordinates of channel centerline.
3: eC← Coordinates of all atoms in trajectory snapshots stored.
4: eNB← Non-bonded parameters for every eC.
5: cC← Coordinates of all the compound atoms.
6: eNB← Non-bonded parameters for every cC.
7: cC0 = translateMatrix(cC,(0, 0, 0))
8: k = 1 . k is the current path center line step
9: for k ≤ kstop do
10: eCk =translateMatrix(eCk−1,cLk)
11: for all θ such that −pi/2 < θ ≤ pi/2 do
12: for all φ such that −pi < φ ≤ pi do
13: cCR = cC0× rotationMatrix(θ, φ)
14: i ← atoms in cCR(θ, φ)
15: j ← atoms in eCk(θ, φ)
16: rij ← distance between atom i and atom j
17: E(x) =
all i∑
i
all j∑
j
[
qiqje
2
rij
+ 4ij
(
σ12ij
r12ij
− σ6ij
r6ij
)]
18: ρ(x) = e−βE(x)
19: end for
20: end for
21: 〈∆EE-L〉 =
all θ∑
θ
all φ∑
φ
E(x)ρˆ(x) . where ρˆ is the normalized probability
22: Sconﬁg = −R
all θ∑
θ
all φ∑
φ
ρˆ(x) ln ρˆ(x)
23: 〈∆G〉 = 〈∆EE-L〉 − TSconﬁg
24: end for
25: end procedure
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