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This paper presents several results pertaining to the use of lower semi- 
continuous Liapunov functions in the analysis of autonomous abstract evolution 
equations. Such functions can be useful in setting up a nonlinear dynamical 
system that need not satisfy any exponential estimate, as well as in locating 
positive invariant sets of the resulting dynamical system. Other results concern 
the computation of the derivative of a lower semicontinuous Liapunov function, 
the use of such a function to assure precompactness of positive orbits, and a 
version of the Invariance Principle that is valid for lower semicontimious 
Liapunov functions. 
1. INTRODUCTION 
Given some autonomous evolution equation set in a Banach space 9, our 
present concern lies in setting up a corresponding dynamical system on a metric 
space % C .!ZY, and then applying the Liapunov approach to obtain qualitative 
information about the behavior of motions. Specifically, the results presented 
here are related to the following areas of difficulty in applications: 
(a) setting up nonlinear dynamical systems that are not necessarily 
quasicontractive (Theorem 2.2), 
(b) locating positive invariant sets, with possibly empty interior, by using 
a lower semicontinuous Liapunov function V (Proposition 3.3), 
(4 estimating the derivative r along motions for a lower semicontinuous 
function V (Theorem 3.4), 
(4 using 1.s.c. Liapunov functions to assure precompactness of positive 
orbits (Theorem 3.4 with Proposition 3.5) 
(e) using I.s.c. Liapunov functions with the Invariance Principle (Theorem 
3.6). 
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We take this opportunity to define much of our notaticn and terminology. 
The symbols W and W+ denote the real line (-cc, a) and nonnegative real line 
[O, CD), respectively, while g represents the extended real line [-a, W] with 
+ ccj considered as points, --co<a<cx,foreverya:E9. 
DEFINITION 1.1. A mapping u : B+ X Z-+5?, X a metric space, is a 
dynamical system on % if the family {~(t, .)}t>O is a C,-semigroup of continuous 
operators on 3; equivalently, if ~(0, r) = X, u(t, ~(7, 2:)) = u(t + 5-, .2), u(f, .) : 
5?-+ .!E is continuous, and U( ., X) : S? u + -+X is continuous (right-continuous at 
t = 0) for all t, 7 E 9?+, x E 9”. 
As every dynamical system is equivalent to a C,-semigroup of continuous 
operators, the theory of C,-semigroups provides a means of relating autonomous 
abstract evolution equations with dynamical systems; for linear dynamical 
systems, the complete relationship is defined by the Hille-Phillips-Yosida 
Theorem [lo]. For nonlinear Cc,-semigroups, the connection with evolution 
equations is less well established [4]; most available results are restricted to the 
“quasicontractive” case [4], a restriction that is often but not always met, even 
when X = 9@. In Theorem 2.2 we describe a means of relaxing this restriction 
by determining a class of positive invariant sets in the process of setting up the 
dynamical system. 
DEFINI~ON 1.2. For 21 a dynamical system on a metric space % and x E X9 
the mapping u(*, x): B+ --f S is the motion originating at x, the set y(s) = 
UQ~ u(t, x) is the positive orbit of the motion, and Q(x) = &,a (Cl ut>7 u(t, x)) 
is the (possibly empty) positive limit set of the motion; equivalently, y E Q(x) 
if there exists a sequence {t.n>n=1,2,... such that t, + co and u(tR, X) -+ y as 
n --f CO. A set 9’ C 3 is positive invariant under u if x E 9 implies that Y(X) C 9”; 
Y is invariant under u if there exists a mapping v: R x 9 -> Y such that 
~(0, X) = x and v(t + s, X) = u(t, v(s, x)) for all x E 9, t E .%+, s E W. 
It is apparent that every invariant set is positive invariant, and we note that 
the closure of a positive invariant set is itself positive invariant. The positive 
limit set G(x) is directly related to the asymptotic behavior of the motion u(*, X) 
as t + 00 if y(x) is precompact. The well-known Invariance Principle [S, 11, 14] 
provides a very useful means of locating -Q(X) when a suitable Liapunov function 
is available. 
DEFINITION 1.3. Let u be a dynamical system on a metric space J, and let 
V: SY + g be lower semicontinuous. V is a 1s.~. Liapunov fzmction for u on a 
subset 3 if V(X) < 0 for every x E 9, where P: 9” - g is defined by 
r;‘(X) = lim&rrf(l/t)[~‘(U(t, x)) - V(r)] if j V(x)1 < c0, 
lqx) E 0 if V(x)=+o3,V(32)-1 if V(k+j = --oo. 
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In applications, the computation of P often poses severe difficulties, and few 
general results are known [22, 231. Theorem 3.4 provides a very simple and 
unrestricted means of obtaining a lower bound for -I? 
Liapunov functions are usually defined to be continuous, and continuity of 
V is essential in most versions of the Invariance Principle [5, 11, 141; however, 
with Dafermos [6], we believe that I.s.c. Liapunov functions may be useful in 
establishing precompactness of positive orbits in certain problems, and such 
functions appear to be useful for other purposes as well [7]. Here we suggest 
their usefulness in determining positive invariant sets with possibly empty 
interior; moreover, by modifying an idea of Ball [l], we obtain in Theorem 3.6 
a version of the Invariance Principle that is valid for I.s.c. Liapunov functions 
and general dynamical systems, thereby extending an earlier result of Dafermos 
[6 71. 
2. GENERATED DYNAMICAL SYSTEMS 
If U: 9?‘f x % -+ X is a linear dynamical system, S a Banach space, it is we11 
known that there exists a closed linear and densely defined operator A: (9?(a) C 
9’) + 9” such that, for every x,, E 9(A), the motion u(*, x0) is the unique strong 
solution of the linear evolution equation 
‘e(t) = Ax(t) vt E 9+, 
x(0) = x() E B(A). 
(1) 
Furthermore, for all h E (0, A,,), some A, > 0, 9(1- AA) = % and I - X,4 
admits a continuous inverse J,, such that J,,?c -+ x as X L 0 for n = 1,2,..., and 
J&p -+ ~(t, X) as n + 03, uniformly on compact t-intervals in B+, for every 
x E Z” [13]. Therefore, it is reasonable to say that u is “generated” through the 
product formula u(t, x) = Em,,, J&x [3]. 
Many analogous results have been obtained for the nonlinear case as well. 
Crandall and Liggett [4] have shown that if a (possibly multivalued) operator A : 
(9(A) C 99) -+ g, $8 a Banach space, is such that d(I - AA) 3 C&@(A) for all 
h E (0, A,) and WI- A is accretive (in terms of some equivalent norm 11 . 11,) 
for some w E W, then a dynamical system is generated on X = Cl&Z?(A) by 
the same product formula as in the linear case. Moreover, u: .9!+ x S?” + X is 
jl . II,-quasicontractive, in the sense that e-%(t, 0): 9” + 3 is I] * II,-contractive 
for every t E 9Z”f. It also has been shown that the motion u(., x,,): Wf -+ D 
provides the (unique) strong solution of the evolution equation 
3(t) E ,4x(t) a.e. t E R+, 
x(0) = xg E %yA), 
(2) 
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for every x,, such that a strong solution does exist. A number of additional 
conditions, sufficient for the existence of strong solutions, are also known; 
e.g., if A is closed and 9Y is reflexive, or if A is closed and z4., x0) is known to be 
strongly differentiable a.e. on W+ [4, 171. Although this is a very powerful result, 
it refers only to dynamical systems that are j/ . ii,-quasicontractive, due to the 
assumed /j . /I,-accretiveness of WI- A. Every linear dynamical system is of 
this type, but many nonlinear dynamical systems do not possess the quasi- 
contractive property. It appears that major improvements on the results of 
[4, 171 must involve relaxation (probably localization) of the accretiveness 
condition; for further discussion of this point, see [15]. 
In our intended applications, it is only some known evolution equation 
that will be explicitly available for computations, and therefore we are 
concerned here with a dynamical system that is, in some sense, directly related 
to a known evolution equation. We wish to make this idea precise, but we do not 
want to restrict our considerations to quasicontractive dYnamica systems. To this 
end, we note that both the foregoing discussion and recent results on product 
formulas [3, 151 strongly suggest that a dynamical system related to an evolution 
equation ought to be expressible as a product formula involving the (known) 
operator d appearing in the evolution equation. This conjecture motivates the 
following definition. 
DEFINITION 2.1. Let U: W+ x .% -+ I be a dynamical system on a metric 
space 3”. Let there exist a family (Jn}hc[o,n,) , h, > 0, of continuous operators 
-[, : .Z” + 3, Jo = I, such that 
(i) J,inX-+~as/\\ O,n= 1,2 ,..., foreveryxEZY”, 
(ii) lim,,, J&X = ~(t, X) exists for all x E-Z”, t E W+, converging uni- 
formly on compact t-intervals. 
Then .u is said to be geaepated by a product formula. 
In applications it is usual that JA = (I- M-r, where A: @(A) C 9) + 99 
may be multivalued with 99 a Banach space, S?(IT - hA) 3 .%” = Cl&A), and 
&(x, u> = /I x - 3’ /Id . We shall then say that “A generates ZP on the metric 
space 3. As we do not wish to be restricted to the quasicontractive case, we do 
not insist that A satisfy any (uniform) accretiveness condition. For example, the 
following proposition shows that a Liapunov approach can be combined with the 
Crandall-Liggett theory [4] to set up a class of generated dynamical system 
that may not be (uniformly) quasiconstractive in terms of any equivalent norm. 
THEOREM 2.2. For 33 a Banach space, consider a f possildy multivalwdj 
A: (9(A) C g) ---f 9, a lower semicontinuous V: &??I -+ 8? with Jr(x) > - a for 
every x E f, and 01 < co such that the set 9Ym = (x E g 1 V(x) < a> C Cl&@). 
Let there exist an equivalent norm /j . /I= afrd w, h, E W, h, > 0, such that for a8 
A E (0, &J, 
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(i) 9(.I - )\A) 3 5Yti , 
(ii) V(x) < V(x - hy) for all x ~9(8), y E Ax, such that x - hy E 3a , 
(iii) ]I(1 + hw)(x - a) - h(y - $)]I, > ]j x - $ jjoi fop al2 x, 2 E gun 9(A), 
y E Ax, $J E A& 
If A, is the maximal restriction of A to 9(A,) E San 9(,4), then A, generates a 
dynamicat system u 01z the (complete) metric space 9” G C1,9(,4,) with C&+-(X, y) G 
II * - Y l/B ; moreover, V is a Z.S.C. Liapunov fkaction for u OH X, the estimate 
11 u(t, 3) - u(t, y)II, < .ewt II x - y /Ia applies for all 22, y E 3, t E ST+, and 9YBn X 
is positive invariant for each ,8 < 01. 
If, in addition, Cl&(A) = g = %(I - M) foT all su$%ie&Zy small X > 0, 
u ci,,<a<m G&WL) = 8 f OT some IX,, E 9, alid suitable I/ . /loL , h,,(a) > 0, and 
W(IX) < co existfor evey$finite a: > 01~ , then A generates a dynamical system on 2, 
V is a Z.S.C. Liapunov function on g’, CI&S?(A,) and 9YE are positive inoariant for 
eacIzjnite 01, and tlze estimate 11 u(t, x) - u(t, y)jj, < pcajt I/ x - y jloL applies for all 
x, y E Cl&S?(A,), t E BY, for eacla$nite 01 > 01,, . 
Proof. By condition (iii), wl - A, is jl . Ijoi- accretive. Condition (ii) implies 
that x E 9YE when x E S?(A), y E Ax, and x - ;\y E 9= ; hence, by (i), W(I - AA,) 3 
9a . As V is lower semicontinuous, ~3~ is a closed subset of Cl&(A); hence, 
Cl&A,) C gE C W(1- h4,), and A, meets all conditions of Theorem I of 
[4]. It follows that (I- AA,) has a continuous inverse J,, (meeting all conditions of 
Definition 2.1) and the product formula u(t, x) = lim,,$ - (t/n) Au)+x 
leads to a dynamical system U: W+ x S + .3? such that (I u(t, x) - u(t, y)lj, < 
ewtj/x-yy~,forallx,yE~,tE~+[4].1 n order to show that V is a Liapunov 
function for u on 3, we note that (ii) implies that V((Jhx) < V(x) for x E 3 and, 
therefore, Jnx E 3”. As V is lower semicontinuous, V(u(t, x)) < lim inf,+m 
V(j&x) < V(x) for t > 0 and x E S?“, and we conclude that P(x) < 0 for every 
x E 3. By the same reasoning, we see that gfi n X is positive invariant for each 
P da. 
Finally, we note that if Cl&&(A) = 9 = a(1 - ;\A) for all sufficiently small 
h > 0, and if suitable I] . ]ja , &,(a) > 0, ~(a) < 03, exist for every finite 01 > 01s , 
some O”~ < co, then the above conclusions hold on Cl&B(A,) for each finite 
01 > 010 . If UIYn<or<m CI&.S(A,) = J%, then each x E 9~’ (resp., x E&~(A)) is in 
some Cl&d,) C ?Ja (resp., B(A,)) for finite OL > 01s ; hence, the remaining 
conclusions follow and the proof is complete. 1 
If 9(A) is dense and V(x) = 0, 01 3 0, then Theorem 2.2 and Theorem I of 
Crandall and Liggett [4] are equivalent; A generates a I] . /I,-quasicontractive 
dynamical system on 3 = Sa = W. On the other hand, if gE # 9?, Theorem 2.2 
provides a constructive method for defining a restriction A, that, by Theorem I 
of [2], generates a 11 . I],-quasicontractive dynamical system on 3 = C199(A,). 
However, the last part of Theorem 2.2 provides a true extension of Theorem I 
of [4] if W(U) + co as 013 oo; the resulting dynamical system on &? need not be 
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(uniformly) quasicontractive in terms of any equivalent norm. This situation 
arises, for example, in certain problems in nuclear reactor dynamics which 
motivated this result; the analyses of [12, 211 could be considerably simplified 
by the use of Theorem 2.2. 
There are other uses to which Theorem 2.2 can be put, even for generated 
dynamical systems that are quasicontractive. For exa.mple, consider the non- 
linear partial differential equation 
Here f’(t) = d/ntf(E) with f: W + JS continuously differentiable f(0) = 0, and 
ntl -f’ nondecreasing for some real number 712. This is a slight generalization 
of a problem considered in a somewhat different context in [2]. 
In order to place (3), (4) in the form (2), let ax denote the generalized deriva- 
tive of a function x: [0, l] -+ 99, let Wan denote the spa.ce of (equivalence classes 
of) functions x E A?a having n Lebesgue square integrable derivatives 8x, i = 
1 ,.*.> n, and let G9 denote the space of continuous functions having n continuous 
derivatives. In contrast with [2], we choose to view (3), (4) in the natural topology 
of V”; hence, we consider (2) with .B’ = 8, where 
sq4I) = {X& j a%&}, (51 
AX(?) = ;iZx(rl) ff'(4?7)), O<ri<l, x E TqA). 
It is possible to show that W(1- AA) = ?? for all sufficiently small h > 0, 
and that wl - A is accretive for w = 112; hence, by Theorem I of [4] (equivalent- 
ly, by our Theorem 2.2 with V(x) = 0), it follows t.hat A generates a quasi-= 
contractive dynamical system u on @; moreover, Theorem II of [4] implies that 
u(*, x0) provides the unique strong solution of (2) fer every x0 E B(A) such that 
(2) has a strong solution. 
Despite appearances, there is more information to be gained from Theorem 2.2 
if a suitable nontrivial function V is used. Extending a function used in [2], we 
define V: 4 --f 8 by 
V(x) = ~l(ax(#dq - 2 i^lf(x(q))dq, x E B n %C2', 
V(x) = co if x E 4, x 6 Yfi>lP W? 
In [2] the corresponding dynamical system was set on @ri V in the topology 
induced by the natural norm of W; in that context V .was continuous. Here our 
dynamical system ZA is described in the topology of V” and V: 4 -+ .% is not 
continuous; however, as will follow from Proposition 3.5 in the next section, 
sJ5/3d3-10 
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V: 5% + 8? is lower semicontinuous. Recalling that m1- f’ is nondecreasing, 
simple estimates show that, for x EB(A) and X > 0, 
V(x - XAx) >, V(x) + A[2 + A(372 - m)] p [a%(x)) +f’(x(q))]’ dq. 
‘0 
Given any E > 0, E < 1, it follows that there exists X, > 0 such that 
V(N - AAX) 3 V(x) + 2X(1 - E) k1 [a’s(q) +f’(x(q))]s dq (7) 
for all X E (0, h,), x Ed. Applying Theorem 2.2 we now find that V is a 
I.s.c. Liapunov function for II on uaEW 9a , each set 5?= = {X E %? 1 V(X) < a} is 
positive invariant and closed for 01 E 9, and lJaE9 9a = %?n %Y21 is positive 
invariant and dense (with empty interior). Noting that V(x) = o(, for h: E’S?, 
x $ %$l, we see by Definition 1.3 that Y is a 1.s.c. Liapunov function for zl on all 
of@. 
From Theorem 2.2 we have obtained the separate conclusions that V is a 
Liapunov function on VOLE9 ~9~ = %?n +‘a1 and that ~?9~ is positive invariant for 
each 01 E W; actually, such conclusions are not independent, whether or not zl is 
known to be generated, and in the following section we point out this fact for 
general dynamical systems. Other results in the following section are needed in 
order to continue with our example. 
3. LOWER SEMICONTINUOUS LIAPUNOV FUNCTIONS 
The useful property of a Liapunov function V is that, under relatively weak 
conditions, its value can be shown to be nonincreasing along motions of the 
dynamical system; this property leads to many interesting conclusions. In order 
to obtain conditions sufficient to insure that V(U(., x)) is nonincreasing, we will 
need the following simple lemma. (Although this result probably is available 
elsewhere, we have been unable to find it; a similar lemma stated in [14] is not 
true without a strengthened assumption that we make here.) 
LEMMA 3.1. Let f:([O, /3) C 9) -+ 9 be dejked on [0, /3), 0 < /3 < 03, with 
f(0) < co andf(t) > ---cc, for every t E [0, ,8), and assume that 
ii) f is left lower sezfzicontizzzro~ on [0, p); i.e., liminf,/ t,f(t) >f(t,) for 
mery to E (0, I% 
(ii) the lower @ht derivative is nonpositive on [0, /3); i.e., D, f(t) = 
lim inf,, tO[f(t) - f(&)]/(t - to) < 0 for every t, E [0, p). 
Then f is nonincreasing and dzfferentiable almost everywhere on compact subintervals 
of [0, 8); moreover, 
f(t) < f (0) + lt D+f (4 ds \y’t E LO, B). 
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Proof. Choosing some E > 0, define fJt> =f(t) - et for t E [0, 8). Then 
fE is left lower semicontinuous with fJ0) = f(0) andfJt) > -a,, D+fs(t) < -c, 
for every t E LO, /3). We claim that fE(t) <f(O) for every t E [0, ,Bj; if not, left 
lower semicontinuity implies the existence of t, E [0, p), t, E (tr , ,B), such that 
f&t) MO) for tE P, hl and fE(t) > f(0) for t E (tr , $j. However, this leads to 
the contradiction DfJE(tl) > 0; we conclude that fE(t) <f(O) for every t E [O, p) 
and, as E > 0 was arbitrary, the same is true for f. Replacing t = 0 with 5 = 
y E (0, ,Bj and repeating this argument, we find thatJ(t) e,“(r) for aii t E [y, 8) 
and ah y E [O, ,/Z); hence, f is nonincreasing and finite-valued on [0, Bj. By a 
standard result of integration theory (see 1161, Section 34.2) it follows that S is 
a.e. diPierentiable on compact subsets of [0, ,B) (with derivative equal a.e. to 
Dlf(t)), and that 
f(t) <f(O) + J’uot D+f (sj al 
for every t E [0, /3). The proof is complete. 1 
The following proposition is now obvious. 
PROPOSITION 3.2. Let u: 99+ x 5 ---f El be a dynamicai system on a metric 
space 3, and let l’: X ---f &? be a I.s.c. Liapunov~fmzchz fw zz 072 a set 9 C 3. Jf 
3: E 9, T;‘(x) < “3, and zr(t, x) E 9 fog all t E [0, p), 0 < p < 03, then I+(., x)) 
is nonimreasiizg and dzzeere?ztiabIe a.e. OR compact subintervals of [0, fl); moretwer, 
V(u(t, x)) < F’(x) + 1” P(u(s, x)) ds Vt E [O, p>. 
‘0 
Proof. As u(., x): 1+ + E is continuous and V: 3 -+ g is lower semi- 
continuous, we define f (t) = V(u(t, x)) for t E [0, p) and note that all conclusions 
follow from Lemma 3.1. 1 
From Proposition 3.2 it is apparent that V((u(., x)) is nonincreasing on Wf 
provided that y(x) is contained within a set 9 C .X such that V is a Liapunov 
function on 9’. If 5’ is not a Liapunov function on all of X, the problem now is 
to ensure that y(x) is contained in some 9 C X; this is directly related to the 
problem of determining positive invariant sets. The following proposition is well 
known for continuous Liapunov functions; we prove it here for the lower semi- 
continuous case. 
PROPOSITION 3.3. Let u:S’f x T-+ X be a dy~zmzical system on a mekc 
space 3, a?zd let T’: 55” + g be a 1.s.c. Liapunov fumtion for zz on a disjoint conz- 
pofzent 3% of the set (x E .AX 1 V(x) < a] for some a < a. Tl’zelz,foy each j3 < cx, the 
set g6 = (x E Ye 1 kr(x) < /3> ispositive invariant alzd, for every x E S’B ) V(u(., s)) 
is nolzi?measing alad dazerentiable almost everyzA.ere o~z compact Gzterval; 
mzoreover’, 
Proof. In view of Proposition 3.2, it only remains to be shown that gfi is 
positive invariant. Let us consider x E ‘SD, noting that V(x) <p and, by the 
continuity of the map a(., x), V(U(., 1 )) r is 1 ower semicontinuous on 9?+. Either 
zc(t, x) remains in 9a on some finite interval [0, T] or it does not. If not, the lower 
semicontinuity of V(U( ., x)) implies the existence of 6 > 0 such that V(U(~, x)) > 
01 for all t E (0, 8); therefore, we obtain the contradiction that 
0 > V(x) = lim\$f(l/t)[V(z4(& x)) - V(x)] = +co. 
Hence, V(u(t, x)) E gW for t fz [0, T] f or some T > 0; applying Proposition 3.2, 
we find that V(i(zc(t, x)) < V(x) < B f or all t E [0, T]. Repeating this process, we 
find that either u(t, x) remains in gfl for all t E g+ or there exists positive 7 < co 
such that V(u(t, x)) < /3 for every t E [O, T) and V(U(T, 3)) > 8. By the lower 
semicontinuity of V(U(., x)), the latter case is impossible, and we have shown 
‘SD to be positive invariant. Applying Proposition 3.2, the proof is complete. 1 
Often there are severe di&ulties involved in computing P when, as is usually 
the case in applications, the mapping u: Wf x 95 + 5? is not explicitly known 
[18, 22, 231. For a generated dynamical system, the following result provides a 
means of obtaining at least a nonnegative lower bound for - It. 
THEOREM 3.4. Let u: W+ x % +X be a gelaerated dynamical system on a 
metric space %. Let there exist lower semicontinuous functions V: 95 -+ g and 
U: 9l’f x % + g-, V(x) > -co for x E X, such that 
(i) V(Jnx) < V(x) - AU@, Lx) Vx E X, h E (0, A,), 
(ii) 0 < U(0, x) Vx E %m , 
whme A,, > 0, 01 < m, and 99= is a disjoint component of {x E 3 j V(x) < CX>. 
Then Ye s (x E 9a / V(x) < p> is positive invariant for every /3 < 01 and V is a 
1.s.c. Liapunov function on ~9~ with r(x) < - U(0, x) for every x E c!?~ . 
Proof. ForxEZ’, tE(O,&,), andn= I,2 ,..., weseethat 
f V/(Jtnlnx) - q41 = ; f: [V(J&) - V(J$$)] 
m=1 
<-inf U 5, J&x O<r<t,m= 1,2 ,..., 
m,’ I ( 
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where JAnx = x. Since u is generated and V is lower semicontinuous, 
and it follows that 
Denoting the last term by -f(x), f: X + g, it follows that for each E > 0 
there exists a sequence (TV , nz&=r,a ,... , depending on x and E, such that HQ is a 
positive integer, 7k > Xk+l > 0, I-~ - Cl as k - 00, and 
If the sequence (wz~)~=~ s. 3 . . . is bounded, then the lower semicontinuity of U and 
the fact that JAmx --f x as h L 0, uniformly in m = 1, 2,..., n for finite n, together 
imply thatf(x) + E > U(0, x). On the other hand, if the sequence (m,],,,,,,.,., 
is not bounded, then there exists a subsequence (tP , n,>,-r a . . . , ., of (Tfi , v+,.&=). 9.-* . . . 
such that np is a positive integer, n, - ;x), t, > t,+r > 0, t, --f 0 asp - ‘m, and 
Then, since j&x-+ u(t, x) as ?z - co, uniformly on compact t-intervals, it 
again follows from the lower semicontinuity of U that f(x) + E >, U(0, x). ~1s 
x ES and E > 0 were arbitrary, we obtain r(x) < -f(x) < - U(0, x) for 
every 3 E 3. 
We now have Y(x) < - Li(0, x) < 0 for every x E 8, ; therefore, I is a 
1.s.c. Liapunov function on gE and the positive invariance of +YB , /3 < a!, follows 
from Proposition 3.3. The proof is complete. 1 
Remark If a (possibly multivalued) operator A: (9(A) C 99) + 9? “generates 
U” in the sense of Section 2, where the Banach space @ 3 X = Cl,@(A) and 
JA = (I- A&)-l, then condition (i) is equivalent to 
(i)’ V(x - Ay) - Y(x) > AU@, i), 
for every x E %@!I), y E Ax, X E (0, A,), such that x - Ay E Z’. 
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Remark. Since V is lower semicontinuous, each $Z$ is closed for /3 < 01, 
although possibly empty; moreover, we note that 9a may be nonempty with 
empty interior. 
As a somewhat trivial application of Theorem 3.2, let a dynamical system U: 
W+ x 9’^-%, % a Banach space, be generated by a (possibly multivalued) 
operator A: (9(A) C 9’) + Z” such that WI - A is accretive for some w < 0 
and 0 E s(A). Then defining T’(X) = /I x - X, // with X, such that 0 E AX, , 
application of Theorem 3.2 immediately yields Jo < WI/(X). Of course, as the 
theory of C,,-semigroups shows that u must admit the estimate // u(t, X) - s, [/ < 
eWt 11 x -- X, /j [4], this estimate can be used in Definition 1.2 to achieve the 
same conclusion. 
As a more interesting application, consider the example which was begun in 
Section 2. With 8, A, and I’defined by (5) and (6), we set 5F = @in Theorem 3.4 
and note from (7) that the function U: W+ x @ j g’, given by 
satisfies conditions (i) and (ii) of Theorem 3.2 for 0 < h < X,(E). We shall show 
later that both U: W+ x @ * .?? and L’: ?? --f 9 are lower semicontinuous; 
hence, recalling that E > 0 can be chosen arbitrarily small, Theorem 3.4 implies 
that P(X) < -W(x) for all x E UaEW 9,, = 8 n W>l, where 
The remaining conclusions of Theorem 3.4 were previously obtained in 
Section 2 for this example. A new conclusion can be reached by noting the result 
i’(x) < -W(x) for x E Qn YKzl and applying Proposition 3.3, from which it 
follows that ~(t, 2~) cannot remain in %?a (Y&r - K:) on any open time interval 
in 9?+. We shall return to this example later. 
Theorem 3.4 provides both an estimate for P and a family {9’s}a<a of positive 
invariant sets. We note that if some 9B , /3 < 01, is bounded (or precompact), 
then the positive orbit y(x) is bounded (or precompact) for every x E 9’B ; this 
suggests the possibility of using Theorem 3.4 to assure precompactness of 
positive orbits, an essential requirement for useful application of the Invariance 
Principle [S, 11, 18, 201. Note that if there exists a smaller metric space q C 5? 
such that some Ye , ,L3 < a, is a ,%-bounded subset of ?! and the injection g + 3 
is compact, then gO is L2”-precompact and y(x) is precompact for every x E gB . 
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This idea is related to the previous approaches of Ha1.e [ll] and Slemrod. [la] 
for assuring precompactness of positive orbits, but it is much simpler in that 
we do not make the assumption of [ll] and [lS] that 21, restricted to Wf x JY, is 
also a dynamical system on +Y. This advantage may be partially offset in applica- 
tions by the practical problem of assuring that 17: X---f 9 is lower semicon- 
tinuous on X [19]. 
We now provide a sufficient condition for lower semicontinuity that is related 
to our comments on orbital precompactness. We note that if 17: % --f w meets 
the conditions of Theorem 3.4 as well as those of Proposition 3.5, with &&, y) = 
!l.-YYISo~ then 3U = Ye is %-precompact, 
PROPOSITION 3.5. Let F: (9(F) C 9,) + S?, BO a Banach space, and let YG 
denote the set (x E g(F) 1 F(x) < a}, DI E ~2’. Let 8, be a rejlexiue Banach space 
such that 
(i) ~22’~ C go and the ivzjection g1 ---t a0 is compact, 
(ii) for every (finite) 0: E 9, -YE C Bl and 9% is both &-bounded and -Bl- 
meakly closed. 
Then F: (9(F) C S&) -+ g is lower-sevnicontinzlous on .9?(F) avzd YS is precovnpact 
in a0 for every a E 9%‘. If B(F) is closed in BO , y& is covvzpmt iva go . 
Proof. Suppose that F is not lower semicontinuous; then there exists xa E 
9(F), E > 0, and a sequence (x,]~=~,~... C S?(F) such that X, 3 x0 as 72 -+ co 
and lim inf F(x,) = 6 < F(x,) - 26, F(x,) < CO. By choosing a subsequence, if 
necessary, we may assume that F(x,) < 8 + E for every n; hence, (~~i~=~,a,... C 
Y8+E C B1 . Since ~8~ is reflexive and spS+E is Br-bounded, we may assume (by 
choosing another subsequence, if necessary) that (~~}~=r,~,... is also gL,-weakly 
convergent to some y,, E gr [9]; in fact, yO G Y8+, since Y8+E is weakly closed. As 
the injection g1 -+ Bc, is a compact linear operator, it maps gr-weakly convergent 
sequences into BO-strongly convergent sequences [9]; hence, x0 = y,, E L$+~ . 
This contradicts our assumption that x,, $ L&, and implies that F: (g(F) C 
L%$J -+ LZ is lower semicontinuous. 
As 9, is B/,-bounded and the injection Br -+ g,, is compact, Sp, is aO-pre- 
compact. If 9(F) is closed in L%,, lower semicontinuity of F implies that Y, is 
closed in B’,, ; hence, Ya is compact and the proof is complete. 1 
Remark. As & is locally convex, a closed convex set in a1 must be weakly 
closed [9]; hence, we can replace (ii) by the simpler but more restrictive condi- 
tion 
[ii)’ for every (finite) 01 E W, Sp, is a convex g’,-bounded and B$-closet 
subset of gr . 
As an application of Proposition 3.5, consider the function V of (6) definec 
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on the Banach space 8 defined by (5). VI’ e note that V = F + H, where H: 
@ --f W is continuous and F: @ + g is defined by 
F(x) = [’ @+I>)~ 4, xEc2nw-l 21 
F(x) = : if NE@, x#YS$r. 
Defining S$ = (x E @ 1 F(x) < 01 > , a E Sk?‘, and defining a Hilbert space SSr to be 
the set %?n -j’trzl equipped with the natural norm of YY21, we see that the injection 
2G?r -+ @ is compact, Qr is reflexive, and Ym is a closed convex bounded subset of 
gr for every 01 E 2. Hence, by Proposition 3.5 with condition (ii)‘, F: 6 + g 
is lower semicontinuous and Sp, is compact in 8. It follows that, as claimed, 
V: @ -+ %j also is lower semicontinuous. Moreover, if f: W + .S is such that 
there exist 01, /3 F 3 for which {x E 8 1 V(x) <&C {x E %? 1 F(x) < ol>, then 
ga C YE and 3a is compact; consequently, the positive orbit y(x) is precompact 
for every x E S$ . 
In a similar manner we can show that W: %? --f B-, given by.(g), is lower semi- 
continuous. We note that W = Fg, where l?: @ + 4 is continuous and 3: 
S?? + &? is defined by 
F(x) _= 2 J’ (8%(7))2 a7, x E%? n Y&2 
P(x) SE coo if xE@, x $4 YY2’. 
Defining a Hilbert space /Jr to be the set @n Y/i2 equipped with the natural norm 
of %Ka2, the argument made above again applies, and P: @ -+ gis lower semicon- 
tinuous; it follows that IV: 4 + ZZ is lower semicontinuous. Moreover, since 
U = (1 - c)W and E < 1, it follows that U: 2+ x @ -+ g given by (8) is also 
lower semicontinuous, as was previously claimed. 
In combination with a result such as Proposition 3.5, Theorem 3.4 provides a 
means of assuring precompactness of positive orbits; hence, the Invariance 
Principle is made available for the study of positive limit sets and asymptotic 
behavior of motions. The usual form of the Invariance Principle is given by (a) 
of Theorem 3.6 below, and its proof is well known [5, 11, 141. This form of the 
Invariance Principle requires a continuous Liapunov function, which seems 
unfortunate since a 1.s.c. Liapunov function, capable of showing precompactness 
of positive orbits, will not be continuous unless % is a locally compact metric 
space; hence, a second (continuous) Liapunov function must be found, and 
Liapunov functions often are very difficult to find. This disadvantage led 
Dafermos [6, 71 to an extension of the Invariance Principle which employs 
finite-valued I.s.c. Liapunov functions; unfortunately, this extension is for a very 
special class of dynamical systems, wherein every motion is known to be stable 
a priori. A more generally useful extension seems to be provided by our result (b) 
of Theorem 3.6 below. Related to an idea used by Ball [l] in yet another exten- 
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sion of the Invariance Principle, result (b) of Theorem 3.6 extends the Invariance 
Principle to 1.s.c. ILiapunov functions and general dynamical systems. Rather 
than requiring knowleclge of P as in (a), result (b) reqxires only an explicitly 
known lower semicontinuous and nonnegative lower bound for -I)‘, such as 
the cstinxte U(O, Gx) provided by Theorem 3.4. 
(b) A?~ = {z E B [ W(z) = 0} if V it on(y lower se-micontinuozr.5. 
If, iz addition, 5? is complete and y(x) is preconzpact, therz u(t, x) -% 22 as t - CE:, 
where A is the largest invariant subset of A’, if 17 is continuous, or of AZ, $ V is 
only lozoer semicov.tinuous. 
proof. It is well known that Q(: :) \ is closed and positive invariant [l 1, 141. 
If .% is complete and y(x) is precompact, then Q(x) is nonempty, compact, con- 
nected, and invariant; moreover, u(t, x) h-Q(x) as t--f x. l,ssuming that 
y(x) C 9, we have B(x) C Clay(x) C g. If y(x) is not precompact Q(x) may be 
empty, in which case the theorem is obviously true but vacuous; hence, we ~A11 
assume that Q(x) is nonempty. There now are several cases to be considered. 
If F(u(t, x)) G rye, for all t E 5? J +, Definition 1.3 ilmplies that W($t, x)) = f3 
on 8-t; hence, by the lower semicontinuity and nonnegativig: of IV, W(z) = 0 
for every z E *Q(x) and result (b) applies. 
If G’(s) = co but V(z~(t*, x)) < co for some f* > 0, we may replace x by 
@ = u‘t* ( , x) and note that 92(x*) = Q(x), V(x*) < oo; hence, the proof of (b) 
for this case can be embedded in the proof for the following case. 
If V(x) < CO, Proposition 3.2 shows that V(ZI(*, Y)): .9?+ + g is nonincreasing 
as well as finite-valued on W+. “Yis implies that V(U(~, x)) * 13 < co as i 4 co, 
where /3 = inffSz+ I/(u(t, x)) [I ‘~-1 as Cly(x) C g’, L?(x) is nonempty> and 51’,J’) > 
- co for everyy E g’, lower semi :ontinuity of V implies fl > -- 03. If C’: .X --f 9 
is continuous, it follows from the definition of -Q(x) (Definition 1.2) that V(z) = $ 
for every z E Q(x); furthermore, as 8(x) is positive invariant, P(z) = 0 for 
every z E Q(x) and the well-known result (a) follows. On the other hand, if Z7 is 
only lower semicontinuous, we note as in the proof of Proposition 3.2 that 
V(u(., x)): .3?+ ---f .B! is differentiable a.e. and 
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Therefore, considering any sequence {tn}+r,s,... C B+ such that t, + cc, and 
en , x) --f z E 8(x) as n + ox), the uniqueness of the limit ,8 implies that for 
any T > 0, 
As W is nonnegative and lower semicontinuous, we apply Fatou’s Lemma [16] 
to obtain 
-T 
< li~+~nf 1 W(u(s + t, , x) ds 
0 
T 
< -1im 
s n-m o 
?+(s + t, , x)) ds = 0. 
Therefore, bV((u(s, x)) = 0 a.e. s E [0, T], and the lower semicontinuity of Wnow 
implies that 0 = W(u(0, z)) = W(z); h ence, Q(x) C {z E 9 / IV(z) = 0} and the 
proof of(b) is complete. 1 
For an application of Theorem 3.6 we return to the example begun in Section 2, 
with Q?, A, V, W defined by (5), (6), (9). As IT. IS only lower semicontinuous on 
@ and W is a lower bound for -r only on the (positive invariant) set 9 = 
%?f~ wal, we note that 9 = @ and 
dtYz = {ix E Q 1 i%(y) +fr(x(v)) = 0 a.e. 7j E [0, I]} 
= {A! Es@(A) 1 Ax = 0). 
Hence, &‘a consists solely of equilibria of the dynamical system U: g+ x @ + 
%?; as equilibria are invariant, &’ = .&‘a . It follows that, for x E @n wsr, Q(x) 
consists solely of equilibria. Iffy 9 -+ L%’ is such that 
for some (finite) a, /3 E 9, where gU = (x E 4 / V(x) < ol}, then our earlier 
results imply that sa is compact; hence, y(x) is precompact for every x E ga 
and u(t, x) + &?‘n YE (strongly in @) as t --f 03, for every x E gE . If equilibria 
are isolated in @, it then follows from connectedness of the positive limit set 
L?(x) that Q(x) consists of exactly one equilibrium for x E ‘?Zti . The approach 
used here might have simplified the analysis of [2], which was performed (in a 
different space) under stronger assumptions onf: 9 -+ W. 
We see that result (b) of Theorem 3.6 is not as strong as result (a). Specifically, 
if V is not continuous, V may not be constant on the positive limit set G’(a) of a 
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motion u(., x); in fact, we may not even have FF zero on Q(X) unless -II- is A 
lower semicontinuous on V. In contrast, the extension provided by Dafermos 
[6, 71 for finite-valued 1.s.c. Liapunov functions yields T’ zero on .9(x) without 
assuming -I;‘: .?E --f 2 to be lower semicontinuous on @-, provicied that ail 
motions of u are known to be stable a priori; however, this is a very strong 
proviso which does not hold in general for our example. It would be extremely 
difficult to compare our extension with that of Ball (Th.eorems 2.2 and 2.3 of [l]), 
wherein the assumptions on V are of a very different nature; we ask the reader 
interested in such a comparison to consult that paper [I]. Here we only mention 
that, in our example, the function F defined by (6) violates an assumption of 
both Ball [l] and Dafermos [6, 71, as it is not finite-valued everywhere on 4. 
We emphasize that Theorem 3.6, like Propositions 3.2 and 3.3, applies to a 
general dynamical system (Definition 1.1); specifically, Theorem 3.6 does not 
assume the dynamical system to be generated in the sense of Definition 2.1. At 
present, it seems to be an open question as to whether or not all dynamical 
systems are generated in the sense of Definition 2.1. 
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