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ABSTRACT
In this thesis, the Pareto family of extended Weibull distribution is introduced and discussed
extensively. This family consists of the Pareto (Type I) Extended Weibull Distribution or PEW
for short, and the Pareto (Type II) Extended Weibull Distribution or otherwise called the Lomax
Extended Weibull Distribution or LEW for short. The numbers of the parameters of PEW or
LEW depend on the number of parameters for the extended Weibull distribution and type of the
Pareto distribution. Some properties of these distributions, such as the hazard rate function, the
survival function, moments, skewness, kurtosis, mean deviation and entropies are discussed. The
maximum likelihood estimation of the parameters and corresponding confidence intervals are also
discussed. We demonstrate the applications and versatility of the distributions over some existing
distributions by analyzing real-life data sets.
viii
CHAPTER 1
Introduction
Many new statistical distributions have been derived using the commonly known distributions by
way of different types of transformations or compounding. These distributions have been found to
be very useful in modeling real life data. Most of the newly derived distributions come with the
introduction of additional parameters to the existing distributions, thereby providing more
flexibility in handling real life situations. For example, the Weibull distribution is used for
modeling data with monotone failure rates and for modeling data in reliability and engineering.
According to Cordeiro et al. [25], the major weakness of the Weibull distribution is in its inability
to accommodate non-monotone hazard rates such as the bathtub-shaped failure rate, which led to
a new distribution that could adapt to the bathtub-shaped failure rate.
Many statistical distributions have been derived from the Weibull distribution. See for example
the new modified Weibull distribution (NMW) by Almalki et al. [18]. Almalki et al. [18] provided
results of fitting NMW to two well-known data sets and compared its goodness-of-fit with other
modified Weibull distributions using the Kolmogorov Smirnov (KS) statistic, along with the
Akaike Information Criterion (AIC), and Bayesian Information Criterion (BIC) values. The
authors used a data set that has been analysed by different authors, including Mudholkar and
Srivastava [42], Xie and Lai [29], Lai et al. [9], Sarhan and Zaindin [28], Silva et al. [34], and a
host of many others. The new modified Weibull distribution fits certain well-known data sets
better than the existing modifications of the Weibull distribution. The extended form of the
distribution has also been derived in the literature by different authors such as, the gamma
extended Weibull distribution by Cordeiro et al. [25], Gumbel-Weibull distribution: properties
and applications by Al-Aqtash et al. [35], the beta extended Weibull family by Cordeiro et al.
[27], Marshall-Olkin extended Weibull distribution (MOEW) by Cordeiro and Lemonte [24], Xie
et al. [30] and a host of many others.
The Marshall-Olkin extended Weibull family of distributions discussed the importance of
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including an extra shape parameter to a given baseline distribution. The Marshall-Olkin
transformation furnishes a wide range of behaviors with respect to the baseline distribution. The
geometrical and inferential properties associated with the generated distribution depend on the
significance of the extra parameter(s). The construction of the Marshall-Olkin family of
distributions is based on the odds ratio associated with the baseline distribution. The usefulness
of the MOEW distribution was illustrated with two real data sets, both censored and uncensored
data. Using the uncensored data, the author compared the fit of some special submodels of the
MOEW by the maximum likelihood method. Using the censored data, the author compared the
Weibull, Log-Logistic(LL), Marshall-Olkin Log-Logistic(MOLL) distributions and few other
distributions to the MOEW distribution.
In Marshall-Olkin Log-Logistic (MOLL) distribution, the Log-Logistic distribution is defined as
the probability distribution of a random variable whose logarithm has a logistic distribution. The
cumulative distribution function CDF and probability density function PDF of the Log-Logistic
distribution are given by
F (x) =
xβ
αβ + xβ
, x > 0,
and
f(x) =
αββxβ−1
(xβ + αβ)2
, x > 0.
In Marshall-Olkin Log-Logistic distribution, The distributions of some extreme order statistics
are derived and also using the proposed model, a magnification process was constructed and its
covariance structure was discussed.
The beta extended Weibull (BEW) family of distributions was defined and studied by Cordeiro
et al. [27]. The distribution has the beta additive Weibull as its submodel. Several known
distributions such as the exponentiated Exponential (EE) by Gupta and Kundu [11], [12] and few
other distributions are special cases of BEW. Various distributions in the BEW family are not
only convenient for modeling bathtub-shaped failure rates, but are also suitable for testing the
goodness-of-fit of some sub-models such as the exponentiated Weibull distribution.
Some recent modifications of the Weibull distributions have been derived by few authors in the
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literature. See for examples Gurvich et al. [38]. The author considered a class of distributions
generalizing the Weibull distribution in the context of modeling random strength of brittle
materials. The CDF is given by F (t)= 1− e−aG(t), where G(t) is a monotonically increasing
function of t, provided that G(t) ≥ 0. When G(t) is defined as tβebt, we have the CDF of the
Weibull distribution with CDF F (t) =1− e−atβebt . Gurvich et al [38] derived a CDF with
parameter b replaced by λ. Xie et al. [29] derived a similar distribution, with aG(t) replaced with
[λα[( tα)
β − 1]] .
The extended Weibull (EW) distribution with three parameters is defined by Mudholkar et al.
[43]. According to the authors, a random variable X is said to have an extended Weibull
distribution if its PDF and CDF are given respectively by
f(x;λ, α, β) =

λβx(β−1)e−λxβ , α = 0, x ≥ 0
λβx(β−1)(1 + αλxβ)−(1+α)/α, α > 0, x ≥ 0
(1.1)
and
F (x;λ, α, β) =

1− e−λxβ , α = 0, x ≥ 0
1− (1 + αλxβ)−1/α, α > 0, x ≥ 0,
(1.2)
where λ > 0 is a scale parameter, and α ≥ 0 and β > 0 are shape parameters. The support of the
EW distribution is R+. The survival function associated with (1.2) is
Sλ,α,β(x)= 1− Fλ,α,β(x) = (1 + αλxβ)−1/α for α > 0, and Sλ,β(x)= 1− Fλ,β(x) = e−λxβ for α = 0.
The Pareto distribution was named after a sociologist Vilfredo Pareto. It is used in modelling
the distribution of incomes and other financial variables, and in the description of social and other
phenomena. Many distributions have been derived using the Pareto distribution. A few examples
are the gamma-Pareto distribution by Alzaatreh et al. [4] , the beta exponentiated Pareto
distribution by Zea et al. [31], and the beta-Pareto distribution by Akinsete et al. [1].
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The new Weibull-Pareto distribution (NWPD) derived by Nasiru and Luguterah [44] is another
form of the Weibull-Pareto distribution derived by Alzaatreh et al. [5] that is used in modeling
real life situations. The distribution was used to model the exceedances of flood peaks of the
Wheaton River near Carcross in Yukon Territory, Canada. The data consists of 72 exceedances
for the year 1958-1984, rounded to one decimal place. Merovci and Puka [15], and Bourguignon et
al.[22] analysed this data using the transmuted Pareto (TP) distribution and Kumaraswamy
Pareto (Kw-P) distribution respectively. The new Weibull-Pareto distribution (NWPD) was fitted
to the data and the results were compared to the results obtained from TP distribution and Kw-P
distribution. These results were compared with few other known distributions and it was found
that the NWPD provides a better fit for modeling real life data.
The beta-Pareto distribution (BPD) by Akinsete et al. [1] described a family of the Pareto
distribution as a well known distribution for its capability in modelling the heavy-tailed
distributions that are mostly common in data on income distributions. See for example Krishnaji
[33], city population size (Alperovich [16]), (Reed [46]), and size of firms (Devore [21]). These are
applications of the Pareto distribution using data sets on earthquakes, forest fire areas, fault
lengths on Earth and Venus, and on oil and gas field sizes (Burroughs and Tebbens, [23]). The
BPD is found to be unimodal and reduces to some existing distributions that are discussed in the
literature. For estimating the parameters of the BPD, the method of the maximum likelihood was
used. Many Pareto related distributions have been developed, few of these are the gamma-Pareto
distribution by Alzaatreh et al. [4], Weibull Pareto distribution by Alzaatreh et al. [5], the
transmuted Pareto distribution by Merovci and Puka [15], the new Weibull-Pareto distribution by
Nasiru and Luguterah [44].
The PDF and CDF of the Pareto distribution are given respectively by
r(x) =
kθk
xk+1
, k > 0, θ > 0, x ≥ θ, (1.3)
and
R(x) = 1− (θ/x)k, k > 0, θ > 0, x ≥ θ. (1.4)
Following the same procedure in constructing the beta-G family of distributions, we define and
4
study a new class of distribution, otherwise referred to in this work as the Pareto {family}
Extended Weibull Distribution. The family of Pareto distribution consists of the classical Pareto
distribution, otherwise known as Pareto-Type I distribution, and the Pareto Type-II distribution,
otherwise referred to in the literature as the Lomax distribution. The two distributions introduced
in this work are 1) The Pareto Extended Weibull (PEW) Distribution, and 2) The Lomax
Extended Weibull (LEW) Distribution. The Pareto-Type I is a two-parameter distribution, while
the Lomax Pareto-Type II is a three-parameter distribution. On the other hand, the extended
Weibull Distribution with PDF defined in (1.1), may have two or three parameters. Hence, the
PEW may be a four- or five-parameter distribution, while the LEW distributions may be a five-
or six-parameter distribution. Many of the statistical and mathematical properties of these
distribution are discussed. The versatility of the PEW and LEW distributions over a number of
competing distributions are demonstrated with real life data sets.
The remainder of this thesis is organized as follows. We introduce in Chapter 2, both the
generalized and particular cases of the PEW distribution. A few special cases of the distribution
are noted. The relationships of PEW with some known distributions are discussed. This chapter
also discusses the quantile function and power function of PEW. Chapter 3 contains some
properties of PEW such as the survival function, hazard function and so on. We discuss in
Chapter 4, a number of statistical properties of PEW some of which are the moments, kurtosis,
and the skewness. Chapters 5 through 9 contain discussions on the LEW distribution, and a
concluding summary in Chapter 10.
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CHAPTER 2
The Pareto Extended Weibull (PEW) Distribution
According to Eugene et al. [32], distribution function F (x) of the beta family distribution is
defined as
F (x) =
∫ G(x)
0
tα−1(1− t)β−1
B(α, β)
dt, 0 < t < 1, α > 0, β > 0 (2.1)
where B(α, β) = Γ(α)Γ(β)/Γ(α+ β), and G(x) is the CDF of any random variable.
The density of this family of distributions becomes
f(x) = dF (x)/dx =
[G(x)]α−1[1−G(x)]β−1g(x)
B(α, β)
.
The limitation of this construct is found in the support (0, 1) of the beta distribution.
Recently, Alzaatreh et al. [3] provided a modification that enabled the use of any random
variable with support in R, in what the authors called the T-X families of distributions.
The T-X construct provided a general method by replacing the beta PDF with any continuous
PDF r(x) and then applying a function W (F (x)) which satisfies the following conditions:
1. W (F (x)) ∈ [a,b]
2. W is differentiable and monotonically non-decreasing
3. W (F (x)) → a as x→ −∞, and W (F (x))→ b as x→∞, where [a,b] is the support of the
random variable T for −∞ ≤ a < b ≤ ∞.
Explanation of this approach is referenced by many authors. See Alzaatreh et al. [4] and Aljarrah
et al. [2], amongst others. The CDF in (2.1) then becomes
G(x) =
∫ W (F (x))
a
r(t)dt
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Following the work by Alzaatreh et al. [3], Aljarrah et al. [2] introduced the quantile function
in place of G(x). The authors defined what is referred to, in literature, as the T −X{Y } family of
distribution.
According to Aljarrah et al. [2], if we take W to be the quantile function of a strictly increasing
distribution function P of a random variable Y , namely, W (λ) = QY (λ), λ ∈ (0,1), then QY is
continuous and non-decreasing and the CDF of a T −X{Y } family using the quantile function
QY is defined as
G(x) =
∫ QY (F (x))
a
r(t)dt = R{QY (F (x))}, x ∈ (−∞,∞).
A list of the quantile functions of known distributions is provided in Aljarrah et al. [2]. In this
work, we have the following: r(t) is the density function of the Pareto distribution with
parameters θ and k. Y is a standard exponential random variable, and F (x) is the CDF of the
extended Weibull random variable with PDF and CDF given in (1.1) and (1.2) respectively.
Now using the extended Weibull as the baseline with CDF F (x), we define a new distribution
known here as the Pareto -G, with CDF defined as
G(x) = kθk
∫ − log(1−F (x))
θ
1
yk+1
dy = 1− θ
k
[− log(1− F (x))]k . (2.2)
The PDF g(x) of the Pareto-G is obtained below by differentiating (2.2)).
g(x) =
kf(x)θk
(1− F (x))([− log(1− F (x))]k+1 , x ∈ ξ, (2.3)
where f(x) is the PDF of the extended Weibull distribution Equation (1.1) and ξ is the support
of the new distribution.
Substituting the PDF in (1.1) and CDF in (1.2) of the EW distribution with λ > 0, α ≥ 0 and
β > 0 into (2.2) and (2.3) to have the PDF and the CDF of the PEW distribution,
7
g(x;λ, α, β, θ, k) =

kβθk
λkx(1+βk)
, α = 0, x≥(θ/λ)1/β
kβλθkx(β−1)αk+1
(1+αλxβ)(log(1+αλxβ))(k+1)
, α > 0, x≥
(
eαθ−1
αλ
)1/β (2.4)
and
G(x;λ, α, β, θ, k) =

1− θk
(λxβ)k
, α = 0, x≥(θ/λ)1/β
1− [ αθ
log(1+αλxβ)
]
k
, α > 0, x≥
(
eαθ−1
αλ
)1/β
.
(2.5)
The lower supports for the PEW distribution are obtained through the quantile function. The
plots of the PDF and CDF of the PEW distribution when α = 0 and α > 0 are given in figures
(2.1)-(2.4).
2.0.1 Special Cases and Transformations
We consider some special cases of the PEW distribution and the relationship to few known
distributions in the following:
Special cases of PEW
The following are special cases of PEW:
(a) When β = λ = 1 and α = 0, the PEW in (2.4) is reduced to the Pareto distribution with
parameters k and θ in (1.3)
(b) When β = 1 and α = 0, PEW reduces to Pareto ( θλ , k).
(c) When λ = θ = k = 1 and α = 0, PEW reduces to a power function of the distribution
β/x1+β with power parameter -(1 + β).
Transformation: The relationship between the PEW and the exponential, Pareto,
Kumaraswamy, logistic, Weibull, and the Rayleigh distributions are given in the following
lemmas. There are two cases:
8
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Figure 2.1: Plot of the PDF of PEW when α = 0
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Figure 2.3: Plot of the CDF of PEW when α = 0
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Figure 2.4: Plot of the CDF of PEW when α > 0
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(i) Case when α = 0:
Lemma 1. Let Y denote a continuous random variable with CDF F (y).
(a) If Y is standard exponential, then the random variable X =
[
θ
λe
Y/k
]1/β
has a PEW
distribution.
(b) If the random variable Y has a Pareto distribution with parameters φ, c, and CDF
F (y) = 1−
(
φ
y
)c
, then X =
[
θ
λ
(
φ
Y
)−c/k]1/β
has a PEW distribution.
(c) If Y has a Kumaraswamy distribution with parameters a and b and CDF
F (y) = 1− (1− ya)b, then X =
[
θ
λ (1− Y a)−b/k
]1/β
has a PEW distribution.
(d) If the random variable Y has a logistic distribution with parameters a, b, and CDF
F (y) = [1 + exp (−(y − a)/b)]−1, then the random variable
X =
 θλ
[
1−
(
1 + exp
(
−(Y − a)
b
))−1]−1/k
1/β
has a PEW distribution.
(e) If Y is a Weibull distributed random variable with parameters γ and c, and CDF
F (y) = 1− exp(−y/γ)c then the random variable X =
[
θ
λ {exp [− (Y/γ)c]}−1/k
]1/β
has
a PEW distribution.
(f) If the random variable Y has the Rayleigh distribution with parameter b, then the
random variable X =
[
θ
λ
[
exp
(−Y 2/2b2)]−1/k]1/β has a PEW distribution.
Proof. By using the transformation technique, it is easy to show that the random variable
X has the PEW distribution as given in (2.5). We will show only the result for part (a) and
(c). The remaining proofs follows the same pattern.
(a) Let F (y) be the CDF of the standard exponential distributed random variable. We show
that the random variable X =
[
θ
λe
Y/k
]1/β
has a PEW distribution. By definition, the CDF
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of X, which is F (x) = P (X ≤ x), is given by
F (x) = P (X ≤ x) = P
([
θ
λ
eY/k
]1/β
≤ x
)
= P
(
Y ≤ k log
(
λxβ
θ
))
Because Y ∼ exp(1), with CDF F (y) = 1− e−y, by replacing y with k log
(
λxβ
θ
)
in the
standard exponential CDF, it is easy to show that F (x) = 1− (θ/λxβ)k, which is the CDF
in (2.5).
(c) Let Y has a Kumaraswamy distribution with parameters a and b and CDF F (y) =
1− (1− ya)b. We show that the random variable X =
[
θ
λ (1− Y a)−b/k
]1/β
has a PEW
distribution. By definition, the CDF of X, which is F (x) = P (X ≤ x), is given by
F (x) = P (X ≤ x) = P
([
θ
λ
(1− Y a)−b/k
]1/β
≤ x
)
= P
(
Y ≤
[
1−
(
θ
λxβ
)k/b](1/a))
(2.6)
Because Y is Kumaraswamy distribution with parameters a and b, and CDF
F (y) = 1− (1− ya)b, then by replacing y with
[
1−
(
θ
λxβ
)k/b](1/a)
in the Kumaraswamy
distribution CDF, it is easy to show that F (x) = 1− (θ/λxβ)k, which is the CDF in (2.5).
In general, if we have a continuous random variable Y with CDF F (y), then the random
variable X =
[
θ
λ (1− F (y))−1/k
]1/β
has a PEW distribution.
(ii) Case when α > 0:
Lemma 2. Let Y denote a continuous random variable with CDF F (y).
(a) If Y is standard exponential, then X =
[[
exp
(
(αθ) exp [y/k]
)]
−1
αλ
]1/β
has a PEW
distribution.
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(b) If the random variable Y has a Pareto distribution with parameters φ, c, and CDF
F (y) = 1−
(
φ
y
)c
, then X =

(
exp
(
αθ[ y
φ
](c/k)
))
−1
αλ

1/β
has a PEW distribution.
(c) If Y has a Kumaraswamy distribution with parameters a and b, then
X =
(
{exp
(
αθ/(1− Y a)b/k
)
− 1}/αλ
)1/β
has a PEW distribution.
(d) If the random variable Y has a logistic distribution with parameters a, b, and CDF
F (y) = [1 + exp (−(y − a)/b)]−1, then the random variable
X =
 1αλ
exp(αθ [1− (1 + exp(−(Y − a)
b
))−1]−1/k )
− 1

1/β
has a PEW distribution.
(e) If Y is a Weibull distributed random variable with parameters γ and c, then the random
variable X =
[
1
αλ exp (αθ {exp [− (Y/γ)c]}−1/k)− 1
]1/β
has a PEW distribution.
(f) If the random variable Y has the Rayleigh distribution with parameter b, then the
random variable X =
[
1
αλ exp (αθ
[
exp
(−Y 2/2b2)]−1/k)− 1]1/β has a PEW
distribution.
Proof. By using the transformation technique, it is easy to show that the random variable
X has PEW as given in Equation (2.5). We will show the result for part (a) and (c). The
remaining proofs are similarly obtained.
(a) Let Y be the CDF of the standard exponential distributed random variable. We show
that the random variable X =
[[
exp
(
(αθ) exp [y/k]
)]
−1
αλ
]1/β
has a PEW distribution. By
definition, the CDF of X, F (x) = P (X ≤ x) is given by
F (x) = P (X ≤ x) = P
[[exp ((αθ) exp [y/k])]− 1
αλ
]1/β
≤ x

= P
(
Y ≤ −k log
(
αθ
log(1 + αλxβ)
))
.
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Because Y ∼ exp(1), with CDF FY (y) = 1− e−Y . By replacing y with −k log
(
αθ
log(1+αλxβ)
)
in the above, it is easy to show that F (x) = 1−
(
αθ
log(1+αλxβ)
)k
, which is the CDF in
(2.5).
(c) Let F (y) be the CDF of the Kumaraswamy distributed random variable. We show that the
random variable X =
 exp [ αθ(1−Y a)b/k ]−1
αλ
1/β has a PEW distribution. By definition, the
CDF of X, F (x) = P (X ≤ x) is given by
F (x) = P (X ≤ x) = P

exp
[
αθ
(1−Y a)b/k
]
− 1
αλ
1/β ≤ x

= P
Y ≤ [1− [ αθ
log(αλxβ + 1)
]k/b]1/a .
We know that if the random variable Y has the Kumaraswamy distribution with parameters
a and b, the CDF is FY (y) = 1− (1− ya)b. By replacing y with
[
1−
[
αθ
log(αλxβ+1)
]k/b]1/a
in
the CDF of Kumaraswamy distribution, it is easy to show that F (x) = 1−
(
αθ
log(1+αλxβ)
)k
,
which is the CDF in (2.5).
In general, for α > 0 if we have a continuous random variable Y with CDF F (y), then the
random variable X =
[
1
αλ
(
expαθ (1− F (y))−1/k − 1
)]1/β
has a PEW distribution.
2.0.2 The Quantile Function
By definition, given a random variable X with CDF F (x), the quantile of X, (xq) is defined as
the inverse of the CDF, G−1(u), where 0 ≤ u ≤ 1. Letting G(x) = u in (2.5), the quantile of X
for α = 0 is obtained as follows: By setting G(x)= u, we have
u = 1−
(
θ
(λxqβ)
)k
.
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Solving the above for xq to have
xq =
(
θ
λ
(1− u)−1k
) 1
β
, α = 0. (2.7)
We can also get the quantile of X, xq when α > 0 by following the step used to obtain (2.7).
Hence,
xq =
(
eαθ(1−u)
−1/k − 1
αλ
)1/β
, α > 0, (2.8)
where xq is the quantile function.
We may now simulate the PEW random variable, first by generating a set of random uniform
u ∈ (0,1) numbers, and use these values in (2.7) or (2.8)
2.0.3 The Power Function
According to Cordeiro [25], the power function of a distribution is obtained by raising the CDF of
a random variable to a constant parameter value, which becomes the exponentiated distribution.
For example, the exponentiated Pareto extended Weibull (EPEW) distribution is obtained by
raising (2.5) to a constant parameter value, a > 0. The random variable so obtained is denoted by
Z ∼ EPEW (λ, α, β, θ, a, k). The CDF and PDF of Z are given respectively by
Za(x;λ, α, β, θ, k) =

[
1−
(
θ
(λxβ)
)k]a
, α = 0
[
1−
(
αθ
log(1+αλxβ)
)k]a
, α > 0,
and
za(x;λ, α, β, θ, k) =

akβθk
[
1− θk
(λxβ)
k
](a−1)
λkx(kβ+1)
, α = 0
akβλx(β−1)θk
(
1− θk
(− log(1+αλxβ)−1/α)k
)(a−1)
(1+αλxβ)(1/α+2)(− log(1+αλxβ)−1/α)k+1 , α > 0.
17
The plots of the PDF of EPEW when α = 0 and when α > 0 are given in Figure (2.5) and
Figure(2.6).
Figure 2.5: Plot of the PDF of EPEW when α = 0.
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Figure 2.6: Plot of the PDF of EPEW when α > 0
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CHAPTER 3
Some Properties of PEW
3.0.1 Asymptotic Behaviour
The behavior of statistical distributions at the boundaries of their supports are of importance
when investigating, for example, the modality of such distributions. We investigate the
asymptotic behaviors of the PEW distribution in the following theorem.
Theorem 1. Given that X ∼ PEW (k, β, θ, α, λ), with PDF (g(x)) and CDF (G(x)) of X as
given in (2.4) and (2.5), respectively, Then
i.) limx→l1 g(x) = k(λ/θ)1/β, α = 0
ii.) limx→l2 g(x) =
kβ
θ λ
1/β(eαθ − 1)(1−1/β)e−αθ, α > 0
iii.) limx→∞ g(x) = 0, α = 0
iv.) limx→∞ g(x) = 0, α > 0
v.) limx→l1 G(x) = 0, α = 0
vi.) limx→l2 G(x) = 0, α > 0
vii.) limx→∞G(x) = 1, α ≥ 0
where l1 = (θ/λ)
(1/β) and l2 =
[
eαθ−1
αλ
]1/β
.
Proof. It is easy to verify any of the above by direct substituting l1 and l2 for x in the expressions
for the PDF and CDF, and by taking the limits as x→∞ in g(x) and G(x) as appropriate.
3.0.2 The Survival Function
According to Rodriguez [17], the survival function S(x) is the probability that a random variable
X will take a value greater than a number x or the survival function at time t, denoted by S(t), is
simply the complement of the CDF.
By definition, S(t) = Pr(T > t) = 1− Pr(T ≤ t) = 1− F (t).
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We see immediately that limt→∞ S(t) = 0, and limt→0 S(t) = 1. For analytical convenience,
statisticians define a finite ending time, denoted by ω, at which point no one survives beyond this
time point. The value of ω can be determined by the maximum life span ever observed, so that
the very small value in S(ω) can be ignored. The slope of the survival function and the PDF are
related by the equation dS(t)= -f(t)dt. See Rodriguez [17].
The survival function of the PEW distribution from (2.5) is given by Sλ,k,θ,α,β(x) =
1−Gλ,k,θ,α,β(x) for α = 0 and α > 0.
Sλ,k,θ,α,β(x) =

θk
(λxβ)k
, α = 0
[ αθ
log(1+αλxβ)
]
k
α > 0.
The following asymptotic behaviors are noted for the survival functions:
i.) limx→∞
(
θk
(λxβ)k
)
= 0, α = 0
ii.) limx→∞
([
αθ
log(1+αλxβ)
]k)
= 0, α > 0
iii.) limx→l1
(
θk
(λxβ)k
)
=
(
θk
(λ[(θ/λ)(1/β)]β)
k
)
= 1, α = 0
iv.) limx→l2
([
αθ
log(1+αλxβ)
]k)
=
([
αθ
log(1+αλ[[ e
αθ−1
αλ
]1/β ]β)
]k)
= 1, α > 0.
The above results shows that the survival function of the PEW distribution is a decreasing
function as shown in figures (3.1) and (3.2) for both α = 0 and α > 0.
3.0.3 Hazard Function
The hazard function h(x) of a random variable X is defined as the instantaneous rate of failure at
time x. By definition, the hazard function (or failure rate) of a random variable X with density
g(x) and CDF G(x) is given by
h(x) =
g(x)
1−G(x) ,=
g(x)
S(x)
where 1−G(x) = S(x) is the survival function of PEW and g(x), G(x) are given by (2.4) and
(2.5), respectively. The hazard function of the PEW can be expressed as
21
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Figure 3.1: Plot of the survival function for PEW when α = 0
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h(x) =

kβ
x , α = 0
kβλαx(β−1)
(1+αλxβ)log(1+αλxβ)
α > 0.
We have the following limiting behaviors of the hazard function of the PEW distribution,
1. limx→l1 h(x) = limx→l1(
kβ
x ) = kβ(λ/θ)
1/β, α = 0
2. limx→l2 h(x) =
(
kβλ1/βα((1/β)−1)(eαθ−1)
θeαθ
)
, α > 0
3. limx→∞ h(x) = 0, α ≥ 0,
indicating that the hazard function is a decreasing function as shown in the figures (3.3) and
(3.4).
3.0.4 The Re´nyi and Shannon Entropies
The entropy of a random variable is a measure of variation of the uncertainty. Entropy has been
used in various situations in science and engineering. We have studied and compared numerous
entropy measures in this literature. See Akinsete et al. [1]. For the PEW random variable X with
density g(x), the Re´nyi entropy is defined by
IR(δ) =
1
1− δ log
∫ ∞
[(θ/λ)(1/β)]
(g(x))δdx, α = 0,
where δ > 0 and δ 6= 1. Using the PDF of PEW in (2.4), we have
∫ ∞
[(θ/λ)(1/β)]
[
kβθk
λkx(1+βk)
]δ
dx =
(
kβθk
λk
)δ∫ ∞
[(θ/λ)(1/β)]
x−(1+βk)δ
=
(
kβθk
λk
)δ(
θ
λ
)(1−(1+βk)δ)/β 1
(1 + βk)δ − 1 .
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Hence,
IR(δ) =
1
1− δ log
[(
(kβ)δ
(1 + βk)δ − 1
)(
θ
λ
) 1−δ
β
]
.
The Re´nyi entropy for the case α > 0 can be derived by following the same procedure used
above.
The Shannon entropy Sh(φ)(φ = {β, θ, k, λ}) is obtained by taking the limit of the Re´nyi
entropy when δ → 1. That is,
Sh(φ) = lim
δ→1
IR(δ) = lim
δ→1
(
1
1− δ log
[[
(kβ)δ
(1 + βk)δ − 1
] [
θ
λ
] 1−δ
β
])
= lim
δ→1
log(1)/0,
an indeterminate form. Using the L’Hospital’s rule, we have
Sh(φ) =
[
− log(kβ) + 1 + βk
(1 + βk)δ − 1 + (1/β) log(θ/λ)
]
δ=1
,
which simplifies to
Sh(φ) =
(
(1/β) log(θ/λ)− log(kβ) + 1 + kβ
kβ
)
, α = 0. (3.1)
By setting β = 1 = λ in (3.1), we have the Shannon entropy for the PEW distribution reducing
to Sh(θ, k) = log{(θ/k)e(1+1/k)}, α = 0. This is the Shannon entropy of the Pareto distribution
with parameters θ and k. (See (1.3)). This shows that the Pareto distribution is a sub model of
the PEW distribution.
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CHAPTER 4
Moment Functions
4.0.1 Moments
Some characteristics of a statistical distribution can be studied through its moments. The rth raw
moment of a continuous random variable X with PDF f(x) is defined by
E(Xr) =
∫ ∞
−∞
xrf(x)d(x).
Using (2.4), the rth moment of the PEW distribution is,
E(Xr) =
∫ ∞
[(θ/λ)(1/β)]
xr
[
kβθk
λkx(1+βk)
]
dx
=
kβθk
λk
∫ ∞
[(θ/λ)(1/β)]
xr−(1+βk)dx
=
kβθk
λk(βk − r)
(
θ
λ
) r−βk
β
=
kβθ(r/β)[
λ(r/β)
]
[βk − r] , whenα = 0 βk > r. (4.1)
The first four moments of the distribution from (4.1) are defined as follows:
E(X) =
kβθ(1/β)[
λ(1/β)
]
(βk − 1) ,
E(X2) =
kβθ(2/β)
λ(2/β)(βk − 2) ,
E(X3) =
kβθ(3/β)
λ(3/β)(βk − 3) ,
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and
E(X4) =
kβθ(4/β)
λ(4/β)(βk − 4) .
By setting β = 1 = λ in (4.1), it is interesting to see that the moment of the PEW distribution
becomes
E(Xr) =
kθr
(k − r) , k > r
which is the rth moment of the Pareto distribution.
We may now obtain the variance of the PEW distribution from (4.1) using
V (X) = E(X2)− (E(X))2. This becomes,
V ar(X) =
(
θ
λ
)(2/β)[ kβ
(βk − 1)2(βk − 2)
]
, βk > 2.
By following the same procedure for the case α = 0, we may obtain expressions for the moments
of the PEW distribution when α > 0. Table 4.1 shows that for fixed values of k, β and θ, the
Table 4.1: Table of the moments for PEW distribution
θ = 0.4 θ = 1 θ = 2
β k λ µ σ2 µ σ2 µ σ2
3 1 1 1.110 0.407 1.500 0.750 1.890 1.191
2 0.884 0.521 1.200 0.960 1.512 1.524
3 0.829 0.534 1.125 0.984 1.417 1.563
4 0.804 0.538 1.091 0.992 1.374 1.574
4 2 1 0.892 0.400 1.121 0.629 1.333 0.889
2 0.764 0.440 0.961 0.693 1.143 0.980
3 0.730 0.444 0.917 0.701 1.091 0.992
4 0.713 0.445 0.897 0.704 1.067 0.996
5 3 1 0.835 0.400 1.003 0.604 1.153 0.797
2 0.743 0.440 0.892 0.636 1.025 0.840
3 0.716 0.444 0.860 0.641 0.988 0.846
4 0.704 0.445 0.845 0.643 0.971 0.848
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mean and variance decrease for increasing values of λ. For fixed λ and θ, both the mean and
variance decrease for different sets of β and k values. We also see that for fixed β, k and λ, the
mean and variance are increasing with increasing values of θ.
4.0.2 Measures of Kurtosis and Skewness
In statistics, kurtosis (kur) is the measure of peakedness of the probability distribution of a
random variable. By definition, this measure is defined as
kur = E{X − E(X)}4/{V (X)}2, where V (X) = [ θλ]2/β kβ(βk−1)2(βk−2) .
Because, E{[X − E(X)]4}= E(X4)− 4µE(X3)− 3µ4 + 6µ2E(X2), we then have
kur =
E{X − E(X)}4
{V (X)}2 =
E(X4)− 4µE(X3)− 3µ4 + 6µ2E(X2)(
kβθ(2/β)
λ(2/β)(βk−1)2(βk−2)
)2 . βk > 4
By substituting the moment expressions from previous results, we have
kur =
(βk − 2)2(βk − 1)4kβθ4/βλ4/β
k2β2θ4/βλ4/β
[
1
(βk − 4) −
4kβ
(βk − 3)(βk − 1) +
6k2β2
(βk − 1)2(βk − 2) −
3k3β3
(βk − 1)4
]
=
βk − 2
βk
[
9k2β2 + 3βk + 6
(βk − 4)(βk − 3)
]
=
3(βk − 2)(3β2k2 + βk + 2)
βk(βk − 4)(βk − 3) . βk > 4
The measure of excess kurtosis (kur∗) is expressed as
kur∗ = kur − 3 = 3(βk − 2)(3β
2k2 + βk + 2)
βk(βk − 4)(βk − 3) − 3
=
6(β3k3 + β2k2 − 6βk − 2)
βk(βk − 4)(βk − 3) , k > 4/β (4.2)
By setting β = 1, Equation (4.2) reduces to the kurtosis for the Pareto distribution, expressed
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in the literature as
kur∗ =
6(k3 + k2 − 6k − 2)
k(k − 4)(k − 3) , k > 4.
Skewness in statistics is an imbalance and asymmetry from the mean of a data distribution.
The measure of skewness (sk) is defined as,
sk =
E{[X − E(X)]3}
{V (X)}(3/2) .
Expanding the expression E[X − E(X)]3, and substituting appropriate moment expressions in
the above, we have
sk =
2(βk + 1)
(βk − 3)
[
βk − 2
kβ
]1/2
, k > 3/β. (4.3)
Again, setting β = 1, in the above expression, we have the expression for the skewness of the
Pareto distribution given by,
sk =
2(k + 1)
(k − 3)
[
k − 2
k
]1/2
, k > 3. (4.4)
Table 4.2 shows that for fixed β, the kurtosis and skewness decrease for increasing k, and when
k is fixed, the mean and variance are decreasing for increasing values of β.
4.0.3 The Mean Deviation
The deviation from the mean or deviation from the median can be used as a measure of spread in
a population. Let X be a Pareto extended Weibull random variable with mean E(X) = µ and
median M . The mean absolute deviations from the mean and median are defined respectively as
D(µ) = E (| X − µ |) =
∫ ∞
[(θ/λ)(1/β)]
| x− µ |g(x)dx
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Table 4.2: Table of skewness and kurtosis
β k Kurtosis Skewness
1 5 70.80 4.65
6 35.67 3.81
7 24.86 3.38
2 5 14.83 2.81
6 12.49 2.64
7 11.12 2.52
3 5 10.63 2.48
6 9.57 2.39
7 8.94 2.33
4 5 9.13 2.34
6 8.48 2.28
7 8.06 2.24
and
D(M) = E (| X −M |) =
∫ ∞
[(θ/λ)(1/β)]
| x−M |g(x)dx,
for the case α = 0.
The expression for D(µ) may be written as,
D(µ) =
∫ ∞
[(θ/λ)(1/β)]
(| x− µ |)g(x)dx =
∫ µ
[(θ/λ)(1/β)]
(µ− x)g(x)dx+
∫ ∞
µ
(x− µ)g(x)dx
= 2
∫ µ
[(θ/λ)(1/β)]
(µ− x)g(x)dx+ E(X − µ)
= 2µG(µ)− 2
∫ µ
[(θ/λ)(1/β)]
xg(x)dx. (4.5)
Similarly, we may express D(M) as
D(M) =
∫ ∞
[(θ/λ)(1/β)]
| x−M |g(x)dx =
∫ M
[(θ/λ)(1/β)]
(M − x)g(x)dx+
∫ ∞
M
(x−M)g(x)dx
= 2
∫ M
[(θ/λ)(1/β)]
(M − x)g(x)dx+ E(X −M)
= µ− 2
∫ M
[(θ/λ)(1/β)]
xg(x)dx. (4.6)
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The common integral terms in (4.5) and (4.6) denoted as I(d) may be simplified as
I(d) =
∫ d
[(θ/λ)(1/β)]
xg(x)dx =
∫ d
[(θ/λ)(1/β)]
x
kβθk
λkx(1+βk)
dx,
=
kβθk
λk
∫ d
[(θ/λ)(1/β)]
1
xβk
=
kβ
1− βk
[(
θ
λ
)k
d(1−βk) −
(
θ
λ
)1/β]
, βk 6= 1, (4.7)
where d = µ or M . Substituting (4.7) appropriately into (4.5) and (4.6) yields ,
D(µ) = 2µG(µ)− 2kβ
1− βk
[(
θ
λ
)k
µ(1−βk) −
(
θ
λ
)1/β]
, (4.8)
and
D(M) = µ− 2kβ
1− βk
[(
θ
λ
)k
M (1−βk) −
(
θ
λ
)1/β]
. (4.9)
respectively.
A similar expression may be obtained for the case α > 0. We illustrate that in what follows:
∫ d
l2
xg(x)dx =
∫ d
l2
x
kβλθkx(β−1)
(1 + αλxβ)( 1α log(1 + αλx
β))(k+1)
dx
= kβλθkαk+1
∫ d
l2
xβ
(1 + αλxβ)[log(1 + αλxβ)]k+1
dx, α > 0, x > 0,
where d = µ or M. Following the same steps as in the case for α = 0, we have the following.
D(µ) = 2µG(µ)− kβλθkαk+1
∫ d
l2
xβ
(1 + αλxβ)[log(1 + αλxβ)]k+1
dx,
and
D(M) = µ− kβλθkαk+1
∫ d
l2
xβ
(1 + αλxβ)[log(1 + αλxβ)]k+1
dx.
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As seen from the above expressions, the common integral is analytically involving. We therefore
do not pursue this further.
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CHAPTER 5
The Lomax Extended Weibull (LEW)
We introduce a new generalization of another Pareto family of distribution in this chapter. The
Lomax distribution (1954), also called the Pareto Type II distribution, is a heavy-tail probability
distribution. According to El-Houssainy et al. [37], the Lomax distribution, although was
introduced originally for modelling business failure data (Atkinson ) [7], has been widely used in a
variety of contexts, such as in reliability and life testing (Hassan)[40], income and wealth data
(Harris)[26], firm size and queueing problems Corbellini et al. [10]. Other areas of applications of
the Lomax distribution are in the biological sciences, and as an alternative to the exponential
distribution when the data are heavy-tailed. For a more detailed reference, see for example,
El-Houssainy et al. [37].
A random variable X is said to have the Lomax distribution with PDF
g(x) =
q
λ
(
1 +
x
λ
)−(q+1)
, x ≥ 0 (5.1)
and CDF
G(x) = 1−
(
1 +
x
λ
)−q
, x ≥ 0, (5.2)
with shape parameter q > 0 and scale parameter λ > 0.
Replacing the Pareto with the Lomax distribution in (2.4), we have
G(x) =
q
λ
∫ − log(1−F (x))
0
(1 + t/λ)−(q+1)dt
where F (x) is the CDF of the extended Weibull distribution with parameters γ and β defined as
F (x) = 1− exp(−γxβ), γ > 0, β > 0, x > 0.
Hence, the CDF of the four-parameter Lomax extended Weibull distribution may now be
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obtained from
G(x) =
∫ − log(1−F (x))
0
q
λ
(
1 +
t
λ
)−(q+1)
dt
= 1−
(
1 +
− log(1− F (x))
λ
)−q
= 1−
(
1 +
γxβ
λ
)−q
, α = 0, x ≥ 0. (5.3)
The corresponding PDF of the distribution is given by
g(x) =
qβγ
λ
xβ−1
(
1 + γxβ/λ
)−q−1
, q, β, γ, λ > 0, x ≥ 0, α = 0. (5.4)
For the case α > 0 in the extended Weibull distribution, we have CDF and PDF of the
five-parameter LEW distribution given respectively by,
Gα(x) = 1−
[
1 + (log(1 + αγxβ)(1/α))/λ
]−q
, γ, λ > 0, β > 0, x ≥ 0, q > 0, α > 0. (5.5)
and
gα(x) =
qαβγxβ−1
λ(1 + αγxβ)
(
1 +
log(1 + αγxβ)(1/α)
λ
)−q−1
, λ, γ > 0, β > 0, x ≥ 0, q > 0, α > 0. (5.6)
Figures 5.1 and 5.2 show the plots of the PDF and CDF of LEW distribution for selected
values of the parameters. The graph of the PDF indicate that LEW is unimodal, and may be
used in modeling different phenomena exhibited by real life data.
5.0.1 Special Cases and Transformations
Again we consider some special cases of the LEW distribution and the relationship between the
distribution and few known distribution in what follows:
Special cases of LEW
The following are special cases of LEW:
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(a) When β = γ = 1, the LEW in (5.4) is reduced to the Lomax distribution
(q/λ)(1 + (x/λ))−(q+1) with parameters q, λ in Equation (5.1)
(b) When β = 1, LEW reduces to Lomax with PDF
g(x) =
qγ
λ
(
1 +
γx
λ
)−(q+1)
with parameters q and λ/γ.
(c) When γ = 1, we have the Power Lomax as described in El-Houssainy et al. (2016).
Transformation:
(i) Case when α = 0:
Lemma 1. Let Y denote a continuous random variable with CDF F (y).
(a) If the random variable Y has a standard exponential distribution with CDF F (y) =
1− e−Y , then X = [(λ/γ)(eY/q − 1)]1/β has a LEW distribution.
(b) If the random variable Y has a Pareto distribution with parameters φ, c, and CDF
F (y) = 1−
(
φ
y
)c
, then X =
[
(λ/γ)
(
(φ/Y )−c/q − 1)]1/β has a LEW distribution.
(c) If Y has a Kumaraswamy distribution with parameters a and b and CDF
F (y) = 1− (1− ya)b, then X = ((λ/γ) [(1− ya)−b/q − 1])1/β has LEW.
(d) If the random variable Y has a logistic distribution with parameters a, b, and CDF
F (y) = [1 + exp (−(y − a)/b)]−1, then the random variable
X =
(
(λ/γ)
[(
e−(y−a)/b
1+e−(y−a)/b
)(−1/q)
− 1
])(1/β)
has LEW distribution .
Proof. It is easy to show that the random variable X has the LEW distribution as given in
(5.3).
We will show the results for part (a) and (b). The remaining proofs follow the same pattern.
(a) Again, let Y be a standard exponential random variable with CDF FY (y) = 1− e−Y ,
then we will show that X =
[
(λ/γ)(eY/q − 1)]1/β has a LEW distribution. By
definition, the CDF of X, F (x) = P (X ≤ x) is given by
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F (x) = P (X ≤ x) = P
([
(λ/γ)(eY/q − 1)
]1/β ≤ x)
= P
(
Y ≤ log
(
γxβ
λ
+ 1
)q)
.
Because Y ∼ exp(1), with CDF F (y) = 1− e−Y , by replacing y with log
(
γxβ
λ + 1
)q
in
the above, it is easy to show that F (x) = 1−
(
1 + γx
β
λ
)−q
, which is the CDF in (5.3).
(b) Let Y be the CDF of the Pareto distribution with parameters φ and c. We will show
that the random variable X =
[
(λ/γ)
(
(φ/Y )−c/q − 1)]1/β has a LEW distribution. By
definition, the CDF of X, F (x) = P (X ≤ x) is given by
F (x) = P (X ≤ x) = P
([
(λ/γ)
(
(φ/Y )−c/q − 1
)]1/β ≤ x)
= P
(
Y ≤ φ
(
γxβ
λ
+ 1
)q/c)
.
Since Y has a Pareto distribution with parameters φ, and c with CDF
FY (y) = 1−
(
φ
y
)c
, by replacing y with φ
(
γxβ
λ + 1
)q/c
in the above, it is easy to show
that F (x) = 1−
(
1 + γx
β
λ
)−q
, which is the CDF in (5.3).
5.0.2 The Quantile Function
According to the definition of quantile function as defined in Chapter 2, by letting G(x) = u in
(5.3), the quantile of X for α = 0 is obtained as follows: By setting G(x)= u, we have
u = 1−
(
1 + (γ/λ)xβ
)−q
,
(γ/λ)xβ = (1− u)−1/q − 1,
xβ = (λ/γ)((1− u)(−1/q) − 1)
x(q) = [(λ/γ)((1− u)(−1/q) − 1)]1/β. (5.7)
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We may simulate the LEW random variable, by first generating a set of random uniform u ∈ (0,1)
numbers, and use these values in (5.7).
5.0.3 Power Function
The power function is obtained by using the concept of exponentiated distributions. The
exponentiated Lomax extended Weibull (ELEW) distribution is obtained by raising (5.3) to a
power k > 0. The CDF and PDF of Z are given respectively by
Z(x) = [G(x)]k =
(
1−
(
1 + (γxβ)/λ
)−q)k
,
and
z(x) = k
(
1−
(
1 + (γxβ)/λ
)−q)k−1
((qβγ)/λ)(xβ−1)
(
1 + (γxβ)/λ
)−(q+1)
, α = 0.
The plots of the PDF of ELEW distribution for various values of the parameters are shown in
figures 5.3 and 5.4. It is intended that the study of the ELEW distribution will be a subject for
further studies.
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CHAPTER 6
Some Properties of LEW
6.0.1 Asymptotic Behaviour
We investigate the asymptotic behaviors of the LEW distribution.
Given that X ∼ LEW (q, β, γ, λ), with PDF (g(x)) and CDF (G(x)) as given in (5.4) and (5.3),
respectively. Then
1. limx→0g(x) = 0, β > 1
2. limx→0g(x) =∞, β < 1
3. limx→0g(x) = (qγ)/λ, β = 1
4. limx→∞g(x) = 0.
6.0.2 The Survival Function
The survival function of the LEW distribution by (5.3) is given by
Sλ,k,γ,q,β(x) = 1−Gλ,k,γ,α,β(x) for α = 0. That is,
S(x) = 1−G(x) =
(
1 + (γxβ)/λ
)−q
. (6.1)
The following asymptotic behaviors are noted for the survival function:
1. limx→∞S(x) = 0
2. limx→0S(x) = 1.
The above results shows that the survival function of the LEW distribution is a decreasing
function as shown in Figure 6.1 for α = 0.
6.0.3 Hazard Function
By definition, the hazard function (or failure rate) of a random variable X with density g(x) and
CDF G(x) is given by h(x) = g(x)/(1−G(x)) = g(x)/S(x),
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45
where 1−G(x) = S(x) is the survival function of LEW and g(x), G(x) are given by(5.4) and
(5.3), respectively. Using (5.4) and (5.3), the hazard function of the LEW maybe expressed as
h(x) =
(
(qβγ)/λ
)
xβ−1
(
1 + (γxβ)/λ
)−(q+1)
(
1 + (γxβ)/λ
)−q
=
(
(qβγ)/λ
)
xβ−1
(
1 + (γxβ)/λ
)−1
=
qβγxβ−1
λ+ γxβ
. (6.2)
The limit of LEW hazard function when α = 0 as x→∞ and as x→ 0 is given as
1. limx→0 h(x) = 0, β > 1
2. limx→0h(x) = (qγ)/λ, β = 1
3. limx→0h(x) =∞, 0 < β < 1
4. limx→∞ h(x) = 0.
Indicating that the hazard function is a decreasing function as shown in the Figure 6.2.
6.0.4 The Re´nyi and Shannon Entropies
Entropy has been used in various situations in science and engineering. As defined before, the
entropy of a random variable is a measure of variation of the uncertainty. For the LEW random
variable X with density g(x), the Re´nyi entropy is defined by
IR(δ) =
1
1− δ log
∫ ∞
0
(
g(x)
)δ
dx, α = 0, (6.3)
where δ > 0 and δ 6= 1. By using the LEW density, we have
∫ ∞
0
(
g(x)
)δ
dx =
∫ ∞
0
(
qβγxβ−1
λ
[
1 +
γxβ
λ
]−(q+1))δ
dx.
Setting w = 1 + γxβ/λ, the above integral may be written as
(qβ)δ
β
(
λ
γ
)(1−δ)/β∫ ∞
1
(w − 1)(δ−1)(β−1)/β
wδ(q+1)
dw,
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which also becomes upon setting w − 1 = t,
(qβ)δ
β
(
λ
γ
)(1−δ)/β∫ ∞
0
t(δ−1)(β−1)/β
(1 + t)δ(q+1)
dt. (6.4)
Using the identity,
∫ ∞
0
xu−1
(p+ qxv)n+1
dx =
1
vpn+1
(p/q)u/v
Γ(u/v)Γ(1 + n− (u/v))
Γ(1 + n)
, (6.5)
by Gradshteyn and Ryzhik [39], we have
∫ ∞
0
(
g(x)
)δ
dx =
(qβ)δ
β
(
λ
γ
)(1−δ)/β Γ((δ − 1)((β − 1)/β) + 1)Γ(δ(q + (1/β))− (1/β))
Γ
(
δ(q + 1)
) .
Therefore, the expression for the Re´nyi entropy can be written as
IR(δ) =
1
1− δ log
(
(qβ)δ
β
(
λ
γ
)(1−δ)/β Γ((δ − 1)((β − 1)/β) + 1)Γ(δ(q + (1/β))− (1/β))
Γ
(
δ(q + 1)
) )
or equivalently
IR(δ) =
δ
1− δ log(qβ)−
log β
1− δ + (1/β) log
(
λ
γ
)
+
1
1− δ log Γ
(
(δ − 1)((β − 1)/β) + 1
)
+
1
1− δ log Γ
(
δq − (1/β)(1− δ)
)
− 1
1− δ log Γ
(
δ(q + 1)
)
. (6.6)
The Shannon entropy Sh(φ) is a special case of the Re´nyi entropy obtained by taking the limit
of the Re´nyi entropy as δ → 1. Using the L’Hospital’s rule and simplifying the result we have
Sh(φ) = lim
δ→1
IR(δ)
= lim
δ→1
[
δ
1− δ log(qβ)−
log β
1− δ + (1/β) log
(
λ
γ
)
+
1
1− δ log Γ
(
(δ − 1)((β − 1)/β) + 1
)]
+ lim
δ→1
[
1
1− δ log Γ
(
δq − (1/β)(1− δ)
)
− 1
1− δ log Γ
(
δ(q + 1)
)]
.
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The Shannon entropy can now be written as
Sh(φ) =
(
log Γ
(
δ(q + 1)
))′
δ
−
(
Γ
(
(δ − 1)((β − 1)/β) + 1
))′
δ
− (log(qβ))′δ
−
(
log Γ
(
δq − (1/β)(1− δ)
))′
δ
, (6.7)
where (r(x))′δ is the derivative of r(x) w.r.t. δ.
Hence,
Sh(φ) =
Γ′(δ(q + 1))
Γ(δ(q + 1))
− Γ
′(δ − 1)(((β − 1)/β) + 1)
Γ
(
(δ − 1)(((β − 1)/β) + 1)) − Γ′(δq − (1/β)(1− δ))Γ(δq − (1/β)(1− δ))
= φ(δ(q + 1))− φ{(δ − 1)(((β − 1)/β) + 1)}− φ(δq − (1/β)(1− δ)), (6.8)
where φ(x) = Γ′(x)/Γ(x) is a di-gamma function.
Therefore, lim IR(δ = 1) = φ(q + 1)− φ(q) = 1/q, where φ(q + 1) = φ(q) + 1/q. The above
shows that the Shannon entropy is a decreasing function of q.
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CHAPTER 7
Moment Functions
7.0.1 Moments
The rth raw moment of a continuous random variable X with PDF f(x) is defined by
E(Xr) =
∫∞
−∞x
rf(x)d(x).
Using (5.4), the rth moment of the LEW distribution is
E(Xr) =
∫ ∞
0
xr
(
(qβγ)
λ
)
xβ−1
[
1 + (γxβ)/λ
]−(q+1)
dx
=
(
(qβγ)
λ
)∫ ∞
0
xr+β−1(
1 + (γxβ)/λ
)(q+1)dx, q = 0,
= q(λ/γ)r/β
∫ ∞
0
wr/β
(w + 1)(q+1)
dw
= q(λ/γ)r/β
Γ(1 + r/β)Γ(q − r/β)
Γ(q + 1)
, (7.1)
where w = (γxβ)/λ.
The first four moments of the distribution may be calculated from (7.1) as follows.
E(X) = q(λ/γ)1/β
Γ(1 + 1/β)Γ(q − 1/β)
Γ(q + 1)
E(X2) = q(λ/γ)2/β
Γ(1 + 2/β)Γ(q − 2/β)
Γ(q + 1)
E(X3) = q(λ/γ)3/β
Γ(1 + 3/β)Γ(q − 3/β)
Γ(q + 1)
E(X4) = q(λ/γ)4/β
Γ(1 + 4/β)Γ(q − 4/β)
Γ(q + 1)
.
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By setting β = 1 = γ in (7.1), the moment of the LEW distribution becomes
E(Xr) = qλr
Γ(1 + r)Γ(q − r)
Γ(q + 1)
,
which is the rth moment of the Lomax distribution with parameters q and λ.
We may now obtain the variance of the LEW distribution from (7.1), using
V (X) = E(X2)− (E(X))2.
V ar(X) =
1
(Γ(q))2
(
λ
γ
)2/β [
Γ(1 + 2/β)Γ(q − 2/β)Γ(q)−
(
Γ(1/β + 1)Γ(q − 1/β)
)2]
. (7.2)
By setting β = 1 = γ in Equation (7.2), it is interesting to see that the variance of the LEW
distribution becomes
λ2q
(q − 1)2(q − 2) q > 2,
which is the variance of the Lomax distribution.
7.0.2 Measures of Kurtosis and Skewness
As earlier defined, the kurtosis (kur) is the measure of peakedness of the probability distribution
of a real random variable. The measure is defined as kur = E{X − E(X)}4/{V (X)}2, where
V (X) is as defined in (7.2)
Because, E{[X − E(X)]4}= E(X4)− 4µE(X3)− 3µ4 + 6µ2E(X2), we then have
kur =
E{X − E(X)}4
{V (X)}2 =
E(X4)− 4µE(X3)− 3µ4 + 6µ2E(X2)(
1
(Γ(q))2
(
λ
γ
)2/β (
Γ(1 + 2/β)Γ(q − 2/β)Γ(q)−
(
Γ(1/β + 1)Γ(q − 1/β)
)2))2
By substituting the moment expressions from previous results, we have
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E(X4)− 4µE(X3)− 3µ4 + 6µ2E(X2)
=
(
q(λ/γ)4/β
Γ(1 + 4/β)Γ(q − 4/β)
Γ(q + 1)
)
− 4q(λ/γ)3/β
(
q(λ/γ)1/β
Γ(1 + 1/β)Γ(q − 1/β)
Γ(q + 1)
)(
Γ(1 + 3/β)Γ(q − 3/β)
Γ(q + 1)
)
− 3
(
q(λ/γ)1/β
Γ(1 + 1/β)Γ(q − 1/β)
Γ(q + 1)
)4
+ 6q(λ/γ)2/β
(
q(λ/γ)1/β
Γ(1 + 1/β)Γ(q − 1/β)
Γ(q + 1)
)2 Γ(1 + 2/β)Γ(q − 2/β)
Γ(q + 1)
Hence,
kur =
A− 4B − 3C + 6D
E2
, (7.3)
where
A = (Γ(q))3Γ(1 + 4/β)Γ(q − 4/β)
B = (Γ(q))2Γ(1 + 3/β)Γ(q − 3/β)Γ(1 + 1/β)Γ(q − 1/β)
C =
(
Γ(1 + 1/β)Γ(q − 1/β)
)4
D = Γ(q)
(
Γ(1 + 1/β)Γ(q − 1/β)
)2
Γ(1 + 2/β)Γ(q − 2/β)
E = Γ(1 + 2/β)Γ(q − 2/β)Γ(q)−
(
Γ(1/β + 1)Γ(q − 1/β)
)2
.
The measure of excess kurtosis (kur∗) is expressed as kur∗ = kur - 3. We then have,
kur∗ =
A− 4B − 3C + 6D
E2
− 3 = (A− 4B − 3C + 6D)− 3(E
2)
E2
. (7.4)
Again, setting β = 1, (7.4) reduces to the kurtosis for the Lomax distribution expressed by
kur∗ =
6(q3 + q2 − 6q − 2)
q(q − 4)(q − 3) , q > 3.
As defined before, skewness is an imbalance and asymmetry from the mean of a data
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distribution. The measure of skewness (sk) is defined as,
sk =
E{[X − E(X)]3}
{V (X)}(3/2)
= E(x3)− 3µE(X2) + 2µ3/{V (X)}(3/2).
The skewness for LEW is given as sk = W/Y ,
where
W = Γ(1 + 3/β)Γ(q − 3/β)(Γ(q))2
− 3Γ(1 + 1/β)Γ(q − 1/β)Γ(1 + 2/β)Γ(q)Γ(q − 2/β)
+ 2
(
Γ(q − 1/β)Γ(1 + 1/β))3, q > (3/β)
and
Y =
(
Γ(1 + 2/β)Γ(q − 2/β)Γ(q)− (Γ(1/β + 1)Γ(q − 1/β))2
)3/2
.
Again, setting β = 1, in the above expression, we have the expression for the skewness of the
Lomax distribution given by,
sk =
2(1 + q)
q − 3
√
q − 2
q
, q > 3. (7.5)
Table 7.1 shows that when parameters q, λ and γ are fixed, the mean decreases and then
increases as β increases, whereas, the variance decreases. For fixed values of β and γ, both the
mean and variance increase for various pairs of q and λ. The table also shows that for fixed pairs
of parameters q and λ, the skewness and kurtosis decrease as the value of β increases. The same
pattern is observed for fixed value of β and various pairs of parameter values of q and λ
7.0.3 The Mean Deviation
The deviation from the mean or deviation from the median as defined before in Chapter 4, can be
used as a measure of spread in a population. The mean deviations from the mean and median are
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Table 7.1: Table of the moment for the LEW distribution
γ = 0.5 γ = 1 γ = 2
q λ β µ σ2 µ σ2 µ σ2
5 1 .5 .67 15.56 .17 0.97 .04 .06
.6 .55 3.21 .17 .32 .05 .03
1 .5 .42 .25 .10 .13 .03
4 .75 .05 .626 .04 .53 .03
7 2 .5 1.07 15.93 .27 .996 .07 .06
.6 .85 4.53 .27 .45 .08 .045
1 .67 .62 .33 .16 .167 .04
4 .81 .06 .68 .04 .57 .03
9 3 .5 1.29 16.86 .32 1.05 .08 .07
.6 1.00 5.19 .32 .51 .1 .05
1 .75 0.72 .38 .18 .19 .05
4 .83 0.06 .70 .04 .59 .03
Table 7.2: Table of skewness and kurtosis for LEW
q λ β Skewness Kurtosis
5 1 .5 - -
.6 - -
1 4.65 73.8
4 .24 3.15
7 2 .5 63.61 -
.6 16.46 4830
1 3.38 27.86
4 .14 2.98
9 3 .5 23.10 5878
.6 10.36 419
1 2.94 19.76
4 0.08 2.91
defined respectively as
D(µ) =
∫ ∞
0
(x− µ)g(x)dx =
∫ µ
0
(µ− x)g(x)dx+
∫ ∞
µ
(x− µ)g(x)dx
= 2
∫ µ
0
(µ− x)g(x)dx
= 2µG(µ)− 2
∫ µ
0
xg(x)dx. (7.6)
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Similarly, we may express D(µ) as
D(M) =
∫ ∞
0
| x−M |g(x)dx =
∫ M
0
(M − x)g(x)dx+
∫ ∞
M
(x−M)g(x)dx
= 2
∫ M
0
(M − x)g(x)dx+ E(X −M)
= µ− 2
∫ M
0
xg(x)dx. (7.7)
The common integral terms in (7.6) and (7.7) may be simplified as
I(d) =
∫ d
0
xg(x)dx =
∫ d
0
x
(
(qβγ)
λ
)
xβ−1
[
1 + (γxβ)/λ
]−(q+1)
dx
=
qβγ
λ
∫ d
0
xβ
[1 + (γxβ)/λ]
(q+1)
d(x)
= q(λ/γ)1/β
∫ 1+(γ/λ)dβ
1
(u− 1)1/β
u(q+1)
du, (7.8)
where d = µ or M and u = 1 + (γxβ)/λ. Substituting (7.8) approximately into (7.6) and (7.7)
yields,
D(µ) = 2µG(µ)− 2q(λ/γ)1/β
∫ 1+(γ/λ)dβ
1
(u− 1)1/β
u(q+1)
du, (7.9)
and
D(M) = µ− 2q(λ/γ)1/β
∫ 1+(γ/λ)dβ
1
(u− 1)1/β
u(q+1)
du (7.10)
As seen from (7.9) and (7.10), the common integral part may be evaluated as follows. Let
I(µ) =
∫ 1+(γ/λ)dβ
1
(u− 1)1/β
u(q+1)
du.
=
∞∑
j=0
(−1)j
(
1/β
j
)∫ 1+(γ/λ)dβ
1
u(1/β)−j−q−1du
=
∞∑
j=0
(−1)j
(
1/β
j
)
(1 + γdβ/λ)(1/β)−j−q − 1
(1/β)− j − q , j 6= q,
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respectively.
Hence,
D(µ) = 2µG(µ)− 2q(λ/γ)1/β
∞∑
j=0
(−1)j
(
1/β
j
)
(1 + γµβ/λ)(1/β)−j−q − 1
(1/β)− j − q (7.11)
= 2µ
{
1− (1 + γµβ/λ)−q
}
− 2q(λ
γ
)1/β ∞∑
j=0
(−1)j
(
1/β
j
)
(1 + γµβ/λ)(1/β)−j−q − 1
(1/β)− j − q .
For a particular case when β = 1 in (7.11), implying j = 0, 1, we have the above reducing to
D(µ) =
2
w
{
µ(w − 1)− 1
γ(1− q)
[
qγµ+ λ(1− w)]}, q 6= 1,
where w =
(
1 + (γµ/λ)
)q
.
A similar expression can be obtain for D(M).
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CHAPTER 8
Parameter Estimation for the LEW Distribution
We will discuss the estimation of the parameters of the random variable X ∼ LEW (q, β, γ, λ) by
the method of Maximum Likelihood (ML) in this section. The Adequacy Model package in R
developed by Marinho et al. [13] is used in solving (8.1) to (8.5) for the estimation of the
parameters. There are other optimization techniques for parameter estimation in the literature.
For example, the Limited-memory Broyden-Fletcher-Goldfarb-Shannon (L-BRGS) minimization
algorithm, Liu and Nocedal [8], maxBFGS algorithm (Doornik) [6], the mle (Pinheiro and Bates)
[19] and the fitdistrplus (Delignette-Muller et al.) [20] are few of the parameter optimization
packages available in R-package. Using (5.4), the log-likelihood function of LEW when q = 0 is
given as
logL(x; q, β, γ, λ) = n log q + n log β − n log λ+ n log γ
+(β − 1)
n∑
i=1
log xi − (q + 1)
n∑
i=1
log(1 + γxβi /λ). (8.1)
Differentiating (8.1) with respect to q, β, γ, and λ, respectively, and setting the results to zero, we
have
∂ logL(x)
∂q
=
n
q
−
n∑
i=1
log(1 + γxβi /λ) = 0, (8.2)
∂ logL(x)
∂β
=
n
β
+
n∑
i=1
log xi − (q + 1)
n∑
i=1
γxβi log xi
γxβi + λ
= 0, (8.3)
∂ logL(x)
∂γ
=
n
γ
− (q + 1)
n∑
i=1
xβi
(xβi γ + λ)
= 0, (8.4)
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∂ logL(x)
∂λ
=
−n
λ
+ (q + 1)
n∑
i=1
γxβi
λ(γxβi + λ)
= 0, (8.5)
The elements of the Fisher’s information matrix are obtained by differentiating (8.2)-(8.5) to have,
∂2 logL(x)
∂β∂λ
= (q + 1)
n∑
i=1
γxi
β log(xi)
(γxiβ + λ)2
,
∂2 logL(x)
∂β∂γ
= −(q + 1)
n∑
i=1
λxi
β log(xi)
(γxiβ + λ)2
,
∂2 logL(x)
∂β∂q
= −
n∑
i=1
γxi
β log(xi)
(γxiβ + λ)
,
∂2 logL(x)
∂λ2
=
n
λ2
− (q + 1)
n∑
i=1
γxi
β(γxi
β + 2λ)
λ2(γxiβ + λ)2
,
∂2 logL(x)
∂λ∂q
=
n∑
i=1
γxi
β
λ(γxiβ + λ)
,
∂2 logL(x)
∂λ∂γ
= (q + 1)
n∑
i=1
xi
β
(γxiβ + λ)2
,
∂2 logL(x)
∂γ2
=
−n
γ2
+ (q + 1)
n∑
i=1
xi
2β
(γxiβ + λ)2
,
∂2 logL(x)
∂γ∂q
= −
n∑
i=1
xi
β
(γxiβ + λ)
,
58
∂2 logL(x)
∂q2
=
−n
q2
,
and
∂2 logL(x)
∂β2
=
−n
β2
− (q + 1)
n∑
i=1
γ log(xi)
xβi log(xi)(γx
β
i + λ)− γxβi log(xi)xβi
(γxβi + λ)
2
.
For inferential testing purposes, the second partial derivatives are used to compute the Fisher’s
information matrix. The information matrix l(δ) is of the form
l(β, λ, θ, k) =

lββ lβλ lβγ lβq
lλβ lλλ lλγ lλq
lγβ lγλ lγγ lγq
lqβ lqλ lqγ lqq

. (8.6)
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CHAPTER 9
Applications of LEW
In this section, the LEW is fitted to data sets from two rivers. As reported in Akinsete et al. [1],
these are the exceedances of flood peaks, discussed in Choulakian and Stephens [45], and the
flood data illustrated by Mudholkar and Hutson [41] in the application of the exponentiated
Weibull distribution. We also fitted the model to the remission times of a random sample of 128
bladder cancer patients as reported in Lee and Wang [14].
9.0.1 The Wheaton River Data
The data are the exceedances of flood peaks in (m3/s) of the Wheaton River near Carcross in
Yukon Territory, Canada. The data consist of 72 exceedances for the years 1958-1984, rounded to
one decimal place. These data were analysed by Choulakian and Stephens [45] and are given
in Table 9.2. The distribution is highly skewed to the right. The authors proposed the generalized
Pareto distribution (GPD) defined as f(x) = (1/a)(1− kx/a)(1−k)/k, where the range of x is
0≤ x <∞ for k ≤ 0 and 0 ≤ x ≤ a/k for k > 0. This distribution is often called ’peaks over
thresholds’ model since it is used to model exceedances over threshold level in flood control. See
Akinsete et al. [1]
The data are fitted by using (a) the Pareto distribution (P), (b) Exponentiated Pareto (EP),
(c) the transmuted Pareto (TP), (d) the beta Pareto (BP), (e) the beta transmuted Pareto
(BTP), (f) Kumaraswamy Pareto (KwP), (g) Kumaraswamy Transmuted Pareto (KwTP), (h)
Lomax and (i) the LEW proposed in this article.
Table 9.1: Exceedances of Wheaton River flood data in m3/s
1.7 2.2 14.4 1.1 0.4 20.6 5.3 0.7 1.9 13.0 12.0 9.3
1.4 18.7 8.5 25.5 11.6 14.1 22.1 1.1 2.5 14.4 1.7 37.6
0.6 2.2 39.0 0.3 15.0 11.0 7.3 22.9 1.7 0.1 1.1 0.6
9.0 1.7 7.0 20.1 0.4 2.8 14.1 9.9 10.4 10.7 30.0 3.6
5.6 30.8 13.3 4.2 25.5 3.4 11.9 21.5 27.6 36.4 2.7 64.0
1.5 2.5 27.4 1.0 27.1 20.2 16.8 5.3 9.7 27.5 2.5 27.0
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Table 9.2 lists the values for the MLEs, and the values of Akaike Information Criterion (AIC),
Consistent Akaikes Information Criterion (CAIC), Hannan-Quinn Information Criterion (HQIC),
Bayesian Information Criterion (BIC), and Kolmogorov-Smirnov (K-S) statistics.
Where,
AIC = −2L(θˆ) + 2p,
BIC = −2L(θˆ) + p log(n),
HQIC = −2L(θˆ) + 2p log(log(n)),
CAIC = −2L(θˆ) + 2pn
(n− p− 1)
K − S(Dn) = maxi
( i
n
− F (xi, αˆ, βˆ, λˆ), F (xi, αˆ, βˆ, λˆ)− i− 1
n
)
.
where L((ˆθ)) denotes the log-likelihood function, p is the number of parameters, n is the sample
size, and θ denotes the parameters, i.e., θ = (α, β, λ).
The PDF and CDF comparison between LEW and other distributions using Wheaton river
data are given in figures 9.1 and 9.2 respectively.
Table 9.2: Estimated parameters for LEW with the AIC, CAIC, BIC, HQIC and K-S test statistics
for the Wheaton River data
Distribution LEW KwTP BTP Lomax KwP BP TP EP P
Maximum qˆ=2.77 aˆ=4.27 aˆ=3.91 qˆ=0.96 aˆ=2.86 aˆ=3.15 kˆ=0.35 aˆ=2.88 γˆ=0.1
Likelihood βˆ=1.08 θˆ=-0.369 θˆ=-0.85 λˆ=4.78 kˆ=0.05 kˆ=0.01 θˆ=-0.95 kˆ=0.42 kˆ=0.24
Estimates γˆ=0.09 γˆ=0.1 γˆ=0.1 bˆ=85.85 bˆ=85.75 γˆ=0.1 γˆ=0.1
λˆ=2.29 bˆ=17.01 bˆ=17.39 γˆ=0.1 γˆ=0.1
kˆ=0.2 kˆ=0.12
-log l(., .) 253.52 254.02 256.58 259.25 271.2 283.7 286.20 287.3 303.1
AIC 515.03 516.03 521.15 522.50 548.4 573.4 576.4 578.6 608.2
CAIC 515.63 516.64 521.76 522.68 548.75 573.75 576.58 578.77 608.26
BIC 524.14 525.09 530.2 527.06 555.23 580.23 580.95 583.15 610.48
HQIC 518.66 519.63 524.75 524.32 551.12 576.12 578.21 580.41 609.11
K-S Stat. 0.14 0.15 0.16 0.16 0.17 0.18 0.29 0.20 0.33
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Figure 9.1: Plot of the PDF comparison for Wheaton River when α = 0
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Figure 9.2: Plot of the CDF comparison for Wheaton River when α = 0
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9.0.2 The maximum flood Level for Susquehanna River Data
From Dumonceaux and Antle [36], we obtain the data for the maximum flood level for the
susquehanna River at Harrisburg, Pennsylvania. The data is fitted by using a) Lomax and b) the
LEW proposed in this article. We implement the AdequacyModel, available in the R-package,
developed by Marinho et al [13]. for the computations. Table 9.4 lists the values for the MLEs,
and other statistics. The PDF and CDF comparison between LEW and the Lomax distribution
using Susquehanna River data are given in figures 9.3 and 9.4 respectively.
Table 9.3: The maximum flood level for Susquehanna River data
0.265 0.269 0.297 0.315 0.3235
0.338 0.379 0.379 0.392 0.402
0.412 0.416 0.418 0.423 0.449
0.484 0.494 0.613 0.654 0.74
Table 9.4: Estimated parameters for LEW with the AIC, CAIC, BIC, HQIC and K-S test statistics
for the Susquehanna River data
Distribution LEW Lomax
Maximum qˆ=2.16, bˆ=4.70, qˆ=4.96
Likelihood Estimates λˆ=0.21, γˆ=4.27 λˆ=2.092
-log l(., .) -14.48 4.554
AIC -20.96 13.107
CAIC -18.294 13.813
BIC -16.978 15.099
HQIC -20.183 13.496
K-S Statistics 0.219 0.447
9.0.3 Bladder Cancer Patients
According to El-Houssainy et al. [37], this is the dataset corresponding to the remission times (in
months) of a random sample of 128 bladder cancer patients given in Lee and Wang [14]. The data
are as follows; We fitted the LEW distribution to the data set using the MLE, and we compared
the LEW with Lomax, MCLomax (MCL), BLomax (BL), KW Lomax (KWL), exponential
Lomax (EL), transmuted exponential Lomax (TEL), WLomax (WL), and extended Poisson
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Figure 9.3: Plot of the PDF comparison for Susquehanna River when α = 0
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Figure 9.4: Plot of the CDF comparison for Susquehanna River when α = 0
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Table 9.5: Bladder cancer patients data
0.08 2.09 3.48 4.87 6.94 8.66 13.11 23.63 0.20 2.23 3.52 4.98
0.40 2.26 3.57 5.06 7.09 9.22 13.80 25.74 0.50 2.46 3.64 5.09
25.82 0.51 2.54 3.70 5.17 7.28 9.74 14.76 26.31 0.81 2.62 3.82
14.77 32.15 2.64 3.88 5.32 7.39 10.34 14.83 34.26 0.90 2.69 4.18
15.96 36.66 1.05 2.69 4.23 5.41 7.62 10.75 16.62 43.01 1.19 2.75
17.12 46.12 1.26 2.83 4.33 5.49 7.66 11.25 17.14 79.05 1.35 2.87
17.36 1.40 3.02 4.34 5.71 7.93 11.79 18.10 1.46 4.40 5.85 8.26
3.25 4.50 6.25 8.37 12.02 2.02 3.31 4.51 6.54 8.53 12.03 20.28
12.07 21.73 2.07 3.36 6.93 8.65 12.63 22.69 6.97 9.02 13.29 7.26
9.47 14.24 5.32 7.32 10.06 5.34 7.59 10.66 4.26 5.41 7.63 5.62
7.87 11.64 11.98 19.13 1.76 2.02 3.36 6.76
Lomax (EPL).
Table 9.6: Estimated parameters for LEW with the AIC, CAIC, BIC, HQIC and K-S test statistics
for the bladder cancer patients
Dist. LEW KWL TEL WL MCL BL Lomax EPL EL
qˆ=2.07 αˆ=0.39 αˆ= 1.71 αˆ=0.26 αˆ=0.81 αˆ=3.92 qˆ= 13.94 αˆ= 0.24 αˆ= 1.06
MLE βˆ=1.43 βˆ=12.30 yˆ = 0.05 βˆ=1.58 βˆ= 11.29 βˆ=23.93 λˆ=121.02 βˆ= 0.01 βˆ=0.08
γˆ=0.09 aˆ=1.52 λˆ=0.24 aˆ=2.42 aˆ=1.51 aˆ=1.59 λˆ=59.84 λˆ=0.006
λˆ=3.28 nˆ=11.03 θˆ= 3.34 bˆ=1.86 nˆ=4.19 nˆ=0.15
cˆ=2.10
-log l(., .) 409.74 409.94 410.43 410.81 409.91 411.74 413.84 413.84 414.98
AIC 827.48 827.88 828.87 829.62 829.82 831.49 831.67 833.67 835.96
CAIC 827.81 828.14 829.13 829.88 830.14 831.74 831.80 833.86 836.15
BIC 838.89 839.29 840.28 841.03 844.09 842.89 837.37 842.22 844.51
HQIC 832.12 832.52 833.51 834.26 835.62 836.12 833.98 837.14 839.43
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CHAPTER 10
Conclusion
In this work, the Pareto family of extended Weibull distribution was introduced and discussed
extensively. This family consists of the Pareto (Type I) Extended Weibull Distribution (PEW),
and the Pareto (Type II) Extended Weibull Distribution or otherwise called the Lomax Extended
Weibull Distribution (LEW). Many statistical properties of these distributions were discussed and
analyzed. The applicability of the LEW distribution was demonstrated with three real life data
sets, namely, the Wheaton river near Carcross in Yukon Territory, Canada, the maximum flood
level for Susquehanna River at Harrisburg, Pennsylvania, and the remission times of a random
sample of 128 bladder cancer patients given in Lee and Wang [14], as reported by El-Houssainy et
al.[37]. The data sets were also fitted to other distributions as listed in tables 9.2, 9.4, and 9.6.
The method of maximum likelihood estimation was used to estimate the parameters of the
distributions. Results in tables 9.2, 9.4, and 9.6 show that our new distribution (LEW) performs
better than the other distributions. We believe that this distribution may be used to model many
real life data.
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