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Abstract
The application of deep learning toward discovery of data-driven models re-
quires careful application of inductive biases to obtain a description of physics
which is both accurate and robust. We present here a framework for discovering
continuum models from high fidelity molecular simulation data. Our approach
applies a neural network parameterization of governing physics in modal space,
allowing a characterization of differential operators while providing structure
which may be used to impose biases related to symmetry, isotropy, and conser-
vation form. We demonstrate the effectiveness of our framework for a variety
of physics, including local and nonlocal diffusion processes and single and mul-
tiphase flows. For the flow physics we demonstrate this approach leads to a
learned operator that generalizes to system characteristics not included in the
training sets, such as variable particle sizes, densities, and concentration.
Keywords: physics-informed machine learning, operator regression, spectral
methods, continuum scale modeling
1. Introduction
Data-driven physics models have recently emerged in response to the surge
of available science and engineering data [1, 2, 3]. Traditionally, equations gov-
erning dynamics of a given system have been derived by arguing from first
principles, typically appealing to conservation laws and using either empiri-
cal arguments or statistical mechanics/homogenization/multiscale approaches
to derive closures and constitutive relations [4, 5]. Such approaches work well
when simplifying assumptions can be made, representative of near-equilibrium
settings [6], simplified geometries [7] or small numbers of dilute species. Re-
cently however, applications require complex models capturing multiscale, mul-
tiphysics, and nonequilibrium processes, mandating increasingly technical frame-
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works for prescribing dynamics, such as the Mori-Zwanzig or GENERIC for-
malisms [8, 6, 9]. In this context, data-driven models have gained traction as a
means to use the ubiquity of data to prescribe models, augmenting the tradi-
tional role of first-principles derivations.
Given the recent advances in machine learning (ML), there has been substan-
tial interest in determining whether techniques from deep learning [10, 11] may
be used to prescribe data-driven models, providing machine-learned surrogates
and closures to augment traditional modeling and simulation approaches [12].
In ML, inductive biases describe the priors and biases imposed by a learning
strategy, typically exploiting domain expertise to alleviate the required size of
training data [13]. In scientific machine learning (SciML) contexts, this is often
referred to as physics-informed ML, and inductive biases manifest as choices
of model form that enforce preservation of physical invariants or mathemati-
cal structure [14, 15, 16]. The challenge of SciML is to carefully balance these
inductive biases, imposing an appropriate model form to extract robust and
physically realizable system dynamics without losing descriptiveness.
In the data-driven modeling literature, approaches assuming known dynam-
ics with unknown material parameters or constitutive relations, are differen-
tiated from those assuming unknown dynamics. Mature techniques exists for
the former, where one obtains an inverse problem for parameter estimation that
may be approached with tools such as PDE-constrained optimization [17, 18, 19]
or Bayesian inversion [20]. In the later, it is an open question how to assume
a model form which will guarantee that extracted dynamics are numerically
well-posed. Many techniques exist toward this end. However, the spectrum of
choices can be characterized on one end by “black box” ML techniques, relying
on the universal approximation property of neural networks to impart no ex-
plicit bias on extracted dynamics [21], and dictionary-based techniques on the
other, which restrict dynamics to a sparse selection of candidate models spec-
ified a priori [22, 23, 24, 1, 2, 25]. While the former is potentially the most
descriptive, the later provides more structure to explicitly impose physical bi-
ases. In this work, we extend the framework in [26] for parameterizing dynamics
this lies in between, allowing imposition of physical biases without imposing an
explicit model form a priori via a dictionary.
In this work we adopt the perspective of modal/nodal description of op-
erators that is ubiquitous in the spectral/spectral element discretization of
PDEs [27, 28, 29]. This perspective is not particularly new in the ML liter-
ature; see e.g. [26, 30, 31] for examples where this modal perspective provides
an effective means of parameterizing differential operators without the need for
dictionaries. In this work, we focus on developing specializations of the archi-
tectures in [26, 30, 31] which allow the introduction of physical biases. We will
assume that dynamics may be described by two neural networks: one param-
eterizing a pseudo-differential operator in modal space composed with another
network parameterizing a point-wise nonlinear operator in physical space. While
applicable to a general choice of spectral basis (see for example [32, 33, 30, 34]),
we focus here on the Fourier basis in rectangular domains with naturally imposed
boundary conditions. This provides access to both fast projection operators via
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the Fourier transform, and an effective parameterization of differential operators
via the symbol of the operator in Fourier space. In contrast to the architecture
considered for example in [30], this treatment of differential operators allows
handling a single scalar function of the wavevector, rather than learning a high-
dimensional black-box mode-to-mode mapping, and supports the imposition of
biases, including conservation form and isotropy, which may be easily imparted
to extract accurate and stable data-driven dynamics. We present this approach
through the perspective of operator regression, in which one may learn an op-
erator via observations of its action on a representative family of functions. We
establish that this perspective may be interpreted as a reduced space PDE-
constrained optimization problem [35, 36] that may be implemented entirely in
popular machine learning packages such as Tensorflow and pyTorch [37, 38], al-
lowing use of “off-the-shelf” neural network architectures. Our implementation
is available at github.com/rgp62/MOR-Physics.
While numerous works have sought to learn dynamics, our focus is on the
interplay of inductive biases and data. While we present many necessary com-
ponents under the umbrella of operator regression (the modal/nodal perspec-
tive, learning updated operators, imposing physical biases/etc.), several of these
ingredients have been previously pursued within the literature. The key contri-
bution of the current work is to carefully design the loss and architectures so
that one may extract a model which is both accurate and stable for long time
integration. While several works have considered learning dynamics for simple
scalar problems with synthetic data, to our best knowledge there are few frame-
works which can handle a general “black-box” form for the governing equations
for real engineering data. We have gathered a collection of benchmark systems
for which the necessity of physical biases becomes increasingly important. We
initially start with synthetic data corresponding to simple scalar PDE, which
is easily handled in many frameworks. We then progress to extraction of con-
tinuum models from realistic simulations of particle/molecular dynamics. The
corresponding data sets incorporate multiscale effects and are inherently noisy,
and we informally note that without imposing physical biases it is difficult (if
not impossible) to extract a stable and accurate solution. We additionally con-
sider necessary extensions to handle systems of PDEs for which the choice of
architecture and loss are critical to obtain models which scale reasonably with
model complexity. This contribution is critical to bridging the gap between
proof-of-concept calculations for synthetic scalar PDE data (e.g. [26, 30, 31])
and the model complexity necessary for large systems of interest to the engi-
neering community consisting of multiscale, multidimensional, and multiphysics
data.
We organize this work by first introducing a general abstract framework for
data-driven modeling, and then use manufactured data to highlight its attrac-
tive properties in the absence of measurement noise. In Section 5 we demon-
strate how anomalous diffusion processes involving nonlocal operators may be
extracted from particle simulations of Levy flights. In Section 6 we consider
microchannels containing both single phase and two phase Leonnard-Jonesian
fluids, extracting multiscale continuum models for the coarse-grained multi-
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phase system that generalize to particle densities, concentrations, and particle
size ratios unseen in the training set. For all applications, we apply a subset
of the biases discussed in Section 3, providing particular specializations of the
general framework necessary for each application. As a whole, these exemplar
multiscale problems present a series of tutorials demonstrating how the general
theory and physical biases may be combined for a broad range of applications.
2. Abstract data-driven modeling framework
We present a general framework for data-driven modeling that we will later
specialize toward specific problems. As input to the framework, we consider
samples of field data
X = {uim}i=1,...,Im=1,...,M , (1)
where uim belong to a Banach space V defined on a compact domain Ω ⊂ Rd.
Each index i refers to a time series of functions with I distinct initial conditions,
while the index m denotes evaluation at a time point tm ∈ R+ with t0 = 0. We
further assume there exists a function u(x, t) ∈ V×R+ that satisfies dynamics
of the form
∂tu = Nu,
Bu = 0,
u(x, 0) = ui0(x),
(2)
where N is a spatial operator, B is a known boundary operator, and ui0 are
known initial conditions in X, as described above.
We seek to determine the dynamics N so that u(x, tm) is close to um for
all m in an appropriate norm. While we consider in this work a first-order time
derivative appropriate for conservation laws, the process generalizes naturally
to higher-order time derivatives.
2.1. Integral Evolution Operator
By integrating the principal component of Eq. 2 in time, we obtain the
update operator Lˆt2−t1 prescribing the increment of the dynamical system state
over a finite interval
u2 − u1 =
∫ t2
t1
Nu dt := Lˆt2−t1u (3)
where ui is the solution at ti. By restricting to a uniform time mesh (for all n,
tn+1−tn = ∆t), assuming dynamics are autonomous (i.e. N does not depend on
time), and applying one-point quadrature, we obtain for all n the approximate
update operator
um+1 − um = L∆tum+ 12 ≈ Lˆtm+1−tmu. (4)
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where L∆t[um+ 12 ] = ∆tNum+ 12 . The evaluation point um+ 12 denotes the choice
of one-point quadrature scheme; selecting um+ 12 as um or um+1 yields regres-
sion of explicit Euler or implicit Euler dynamics, respectively. For simplicity in
this work, we will consider explicit dynamics and drop the 12 subscript, adopt-
ing L∆t = L. Note that in the traditional forward modeling context, this
encapsulates both explicit Euler integrators and multi-stage integrators such as
Runge-Kutta; in either case only the state at the previous timestep is used to
advance in time.
To regress the dynamics of Equation 2, we introduce a parameterized family
of operators Lξ (here the subscript indicates the parametrization while the time
step ∆t is assumed) and use the data in Equation 1 to estimate appropriate
parameters ξ such that
um+1 − um = Lξum, (5)
or equivalently, that data at tn+1 may be related to the initial condition via
repeated application of the update operator
um+1 = (I + Lξ)m+1 u0, (6)
where I denotes the identity map.
2.2. Operator Regression
To define the optimal parameterization ξ, we introduce the following abstract
operator regression problem. Consider a Banach space V , with finite dimensional
subspace U . Assume one has training data of the form
X = {fn,L[fn]}Nn=1 ,
where fn are sampled from U and L : U → V . Then, introducing a parameter-
ized family of operators Lξ : U → V , we seek a choice of ξ such that Lξ provides
an optimal characterization of L in the following sense.
ξ∗ = argmin
ξ
∑
f∈U
||L[f ]− Lξ[f ]||2, (7)
where || · || denotes an appropriate norm over V .
While we pursue this problem in the context of data-driven modeling, it
may be studied in a purely mathematical context as a generalization of classical
regression. In regression, one traditionally seeks a characterization of a func-
tion f at input points x ∈ Ω, while in operator regression we instead seek a
characterization of the operator L at input functions f ∈ V .
To perform data-driven regression of the dynamics in Equation 2, we special-
ize Equation 7 and find a choice of ξ which best matches the data (Equation 1).
This corresponds to selecting an appropriate space U such that X characterizes
the range of L. In this work we select as norm the mean-square norm evaluating
the action of the operator at a collection of points Q = {xq}NQq=1 ⊂ Ω.
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ξ∗ = argmin
ξ
∑
ui0∈Xm=0
xq∈Q
|uim(xq)− (I + Lξ)m ui0(xq)|2. (8)
To apply this framework, one must specify the following choices:
1. Choice of reconstruction space U
2. Choice of parameterization for Lξ
We explore both choices in the following sections 2.3 and 2.4. To motivate
the choice of U , we first relate this perspective to traditional PDE-constrained
optimization.
An equivalent PDE-constrained optimization formulation of operator regres-
sion is defined as the equality constrained quadratic program:
argmin
N
I∑
i=1
||vi(xm, tm)− uim||2
subject to vi(x, tn)− ui0(x) =
∫ tn
0
Nvi dt,
Bvi = 0,
vi(x, 0) = ui0(x),
(9)
where B and ui0 are boundary and initial data. The constraint is written in
integral form, as opposed to the form in Eq. 2, to match the form of the in-
crement operator. Computing the gradient of the objective function subject
to the equality constraint typically requires calculation of forward and adjoint
problems. The adjoint computation is often burdensome to implement and not
always available within a PDE solver, and it is therefore natural to pursue the
unconstrained operator regression formulation defined in Eq. 8. As we will dis-
cuss in 2.4, we will pursue neural network parameterization of operators. One
convenient consequence of this choice is that the machine learning frameworks
Tensorflow [37] and pyTorch [38] enable automatic computation of the deriva-
tives necessary to handle Eq. 8.
For a certain choice of U and L, the operator regression may be interpreted as
a reduced space [35, 36] approach to Equations 9. We first note that due to the
assumption of uniform discretization in time, the first constraint is automatically
satisfied. This follows trivially from
vi(x, tn)− ui0(x) =
∫ tn
0
Nvi dt = (I + Lξ)n+1 ui0.
To satisfy the second constraint, one must choose the space U ⊂ V to be
boundary-conforming, i.e. for any f ∈ U we have Bf = 0. From this per-
spective, our operator regression framework is equivalent to a PDE-constrained
optimization approach which “plays well” with machine learning libraries im-
plementing unconstrained optimizers, allowing one to explore parameterizations
Lξ that use “off-the-shelf” neural network architectures without the need to de-
velop interfaces to PDE-constrained optimization libraries.
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2.3. Choice of reconstruction space
The choice of U must enforce the boundary operator constraint (constraint
two in Equation 9) while supporting a broad class of parameterized operators
Lξ. In principle any boundary-conforming basis satisfies the first requirement.
In light of the second, we consider modal spaces typical of spectral methods
for PDEs, such as Fourier series or orthogonal polynomials. These bases gen-
erally provide a natural description of differential operators in modal space and
nonlinear operators in physical space, which we explain below.
Specifically, we seek U supporting description of differential operators via
an invertible mapping Π : U → Rdim(U) and a bounded operator S, so that
Dα = Π−1 ◦ S ◦Π. (10)
As a particular example, defining U as the range of a truncated Fourier series
will provide two desirable features. First, any differential operator may be
parameterized via the Fourier symbol of Dα by selecting S(κ) =
∑
α Cακ
α, for
multi-index α and coefficients Cα, where κ denotes wave-number. Secondly, Π
may be selected as the Fourier transform to allow a fast algorithm. For these
reasons we will consider the Fourier basis in this work, however it is natural
to consider whether one may select other choices for U more appropriate for
complex geometries.
We gather the relevant conditions on U characterizing broader choices of
modal/physical spaces. Consider a complete basis such that ∀f ∈ U , f(x) =
cᵀP(x), where c and P are vectors of coefficients and basis functions, respec-
tively. We assume the function space is characterized via a collection Λ of
degrees of freedom (DOFs), and that these DOFs are unisolvent over U in the
sense that there exists a unique bijection mapping c to Λ. In the modal setting,
operators are described in terms of c; in the physical, operators are described
in terms of Λ. In the physical, nonlinear operators are often more easily de-
scribed; e.g. for nodal DOFs one may sparsely evaluate the operator u2 by
simply squaring the DOFs at each node, whereas a modal description may yield
a dense operator. Following from unisolvency, there exists an invertible map-
ping Π : Λ → c. As an example, the choice of orthogonal polynomials rather
than Fourier series for U fits the desired form of Equation 10, but would instead
provide a differentiation matrix for S and L2-projection for Π. Recent work
[32, 33, 30] adopts this viewpoint, which may be appropriate for generalizing
the current approach to complex geometries via spectral element bases.
Regarding imposition of boundary conditions, in this paper we will assume
data to be arbitrarily smooth V = C∞, and denote the space of Fourier se-
ries U =
{∑J
j=0 cj exp (ij2pix)
}
, with the following Dirichlet and Neumann
boundary-conforming restrictions:
UD = {f ∈ U such that f(0) = f(1) = 0} ,
UN =
{
f ∈ U such that df
dx
(0) =
df
dx
(1) = 0
}
.
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Note that this reduces to working with sine and cosine series. We use the type II
discrete sine transform (DST) and discrete cosine transform (DCT) [39] so that
we may take as Q in Equation 8 the set of evenly spaced points, 0, . . . , J−1, the
boundary conditions are satisfied at j = −1/2 and j = J − 1/2. For problems
in two-dimensions, we consider tensor-product generalizations of these spaces
with appropriate boundary conditions.
2.4. Choice of operator parameterization
Motivated by the form of Equation 10, we will consider in this work the
following parameterization of Lξ.
Lξ = Π−1 ◦ gξ1 ◦Π ◦ hξ2 (11)
Again, Π represents the mapping from physical to modal space, thus Π and
Π−1 are the Fourier transform and its inverse, respectively. In general, Π is the
L2-projection onto U , and Π−1 is evaluation Π−1[u] = cᵀP(x). The functions
gξ1 and hξ2 are neural networks whose architecture will be given later. Follow-
ing the discussion in the previous section, g and h are designed to characterize
differential operators in modal space and nonlinearities in physical space, re-
spectively. We note a slight abuse of notation, where a given h may map from
U → V (consider e.g. h = u2, and U = {sin(x)}, for which h(u) 6∈ U) so that
the composition Π ◦ h is not well defined. If one works with a discrete Fourier
transform, then the evaluation of h(u) at discrete points implicitly provides the
requisite projection of V → U ; we assume this to be understood when we write
Π ◦ h.
Several works consider various parameterization for operator-regression-like
tasks in the literature [33, 21, 40, 41]. Broadly, they may be characterized
as employing varying degrees of inductive biases, balancing the expressivity
of parameterization against the number of parameters and consequent data
required for training. In increasing order of bias: some works use only neural
networks to characterize operators, imposing no explicit bias; some assume the
network may be expressed as a stencil; and others assume one may draw upon
domain expertise to build a dictionary of potential model forms. The form of
Equation 11 assumes that the dynamics may be characterized as the composition
of a differential operator and a nonlinear operator, using Π as an encoder into
modal space. In [30], the authors consider a similar encoding into modal space,
but do not include a nonlinear network, and treat gξ1 as a black-box mapping
from modal coefficients to modal coefficients. By instead treating the modal
operator as a parameterization of the Fourier symbol, we exchange the dim(U)-
dimensional problem for a one-dimensional one. This provides a further benefit
of allowing one to use the Fourier symbol as a means of imposing biases, which
we explore in the following section.
3. Inductive bias
For many scientific machine learning tasks, it is infeasible to conduct the
expensive experiments or fine grain simulations necessary to extract a suit-
8
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<latexit sha1_base64="6p5OgkgU1Nmgk2LeR/fwKZC7Qkc=">AA AB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04kkq2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dlZW 19Y3Ngtbxe2d3b390sFhU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm6nfekKleSwfzThBP6IDyUPOqLHSQ9q765XKbsWdgSwTLydlyFH vlb66/ZilEUrDBNW647mJ8TOqDGcCJ8VuqjGhbEQH2LFU0gi1n81OnZBTq/RJGCtb0pCZ+nsio5HW4yiwnRE1Q73oTcX/vE5qwis/4zJJD Uo2XxSmgpiYTP8mfa6QGTG2hDLF7a2EDamizNh0ijYEb/HlZdKsVrzzSvX+oly7zuMowDGcwBl4cAk1uIU6NIDBAJ7hFd4c4bw4787HvHXF yWeO4A+czx80YI2+</latexit>
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AA AB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W1 9Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoE cjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4T DNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PR WnDymWP4A+fzB8y9j0Y=</latexit>
⇧<latexit sha1_base64="B0x7MCsgzQJFWgV+qsHeT62F0C0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2m3b pZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh15D9MsVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyaamXGp5QNqZD3rVU0YgbP5uf OiVnVhmQMNa2FJK5+nsio5ExkyiwnRHFkVn2ZuJ/XjfF8NrPhEpS5IotFoWpJBiT2d9kIDRnKCeWUKaFvZWwEdWUoU2nZEPwll9eJa1a1buo1u4vK/WbPI4inMApnIMHV1CHO2hAExgM4Rle4c2Rzovz7nwsWgtOPnMMf+B8/gAga42x</latexit> i<latexit sha1_base64="QaAwcQYGeZiy+YNPdlTO1VMOEqY=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oUy2m3b pJll3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZeIAXXxnW/ncLa+sbmVnG7tLO7t39QPjxq6SRVlDVpIhLVCVAzwWPWNNwI1pGKYRQI1g7GtzO//cSU5kn8YCaS+REOYx5yisZKnd4YpcQ+75crbtWdg6wSLycVyNHol796g4SmEYsNFah113Ol8TNUhlPBpqVeqplEOsYh61oaY8S0 n83vnZIzqwxImChbsSFz9fdEhpHWkyiwnRGakV72ZuJ/Xjc14bWf8VimhsV0sShMBTEJmT1PBlwxasTEEqSK21sJHaFCamxEJRuCt/zyKmnVqt5FtXZ/Wanf5HEU4QRO4Rw8uII63EEDmkBBwDO8wpvz6Lw4787HorXg5DPH8AfO5w8Vx4//</latexit>
N/2
<latexit sha1_base64="ur8YrWhOGoDMHNjLZFtmGgtyDro=">AAAB83icbVBNS8NAEJ34WetX1aOXYBE81aQKeix68SQV7Ac0oUy223b pZrPsboQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8SHKmjed9Oyura+sbm4Wt4vbO7t5+6eCwqZNUEdogCU9UO0JNORO0YZjhtC0VxTjitBWNbqd+64kqzRLxaMaShjEOBOszgsZKQTBCKbGb3Z9XJ91S2at4M7jLxM9JGXLUu6WvoJeQNKbCEI5ad3xPmjBDZRjhdFIMUk0lkhEOaMdS gTHVYTa7eeKeWqXn9hNlSxh3pv6eyDDWehxHtjNGM9SL3lT8z+ukpn8dZkzI1FBB5ov6KXdN4k4DcHtMUWL42BIkitlbXTJEhcTYmIo2BH/x5WXSrFb8i0r14bJcu8njKMAxnMAZ+HAFNbiDOjSAgIRneIU3J3VenHfnY9664uQzR/AHzucPmjeRZQ==</latexit>
0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3 azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzol Z1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt 2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm 82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt 2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm 82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>
h⇠2
<latexit sha1_base64="6ZEj8Ne4YrBfz6TYjfzk9VSZL+Q=">AA AB8HicbVBNSwMxEJ2tX7V+VT16CRbBU9mtBT0WvXisYD+kXZZsmm1Dk+ySZMWy9Fd48aCIV3+ON/+NabsHbX0w8Hhvhpl5YcKZNq777RTW 1jc2t4rbpZ3dvf2D8uFRW8epIrRFYh6rbog15UzSlmGG026iKBYhp51wfDPzO49UaRbLezNJqC/wULKIEWys9DAKsv4TC2rToFxxq+4caJV 4OalAjmZQ/uoPYpIKKg3hWOue5ybGz7AyjHA6LfVTTRNMxnhIe5ZKLKj2s/nBU3RmlQGKYmVLGjRXf09kWGg9EaHtFNiM9LI3E//zeqmJr vyMySQ1VJLFoijlyMRo9j0aMEWJ4RNLMFHM3orICCtMjM2oZEPwll9eJe1a1buo1u7qlcZ1HkcRTuAUzsGDS2jALTShBQQEPMMrvDnKeXHe nY9Fa8HJZ47hD5zPH8mfkGU=</latexit> ...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AA AB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W1 9Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoE cjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4T DNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PR WnDymWP4A+fzB8y9j0Y=</latexit>
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AA AB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W1 9Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoE cjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4T DNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PR WnDymWP4A+fzB8y9j0Y=</latexit>
h⇠2(u1)
<latexit sha1_base64="FZOm142WDvln1qSvxXb4W9ZZsmw=">AA AB9XicbVBNS8NAEJ3Ur1q/qh69LBahXkpSBT0WvXisYD+gjWGz3bRLN5uwu1FL6P/w4kERr/4Xb/4bt2kO2vpg4PHeDDPz/JgzpW372yqs rK6tbxQ3S1vbO7t75f2DtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88fXM7zxQqVgk7vQkpm6Ih4IFjGBtpPuRl/afmFefVhPPOfXKFbt mZ0DLxMlJBXI0vfJXfxCRJKRCE46V6jl2rN0US80Ip9NSP1E0xmSMh7RnqMAhVW6aXT1FJ0YZoCCSpoRGmfp7IsWhUpPQN50h1iO16M3E/ 7xeooNLN2UiTjQVZL4oSDjSEZpFgAZMUqL5xBBMJDO3IjLCEhNtgiqZEJzFl5dJu15zzmr12/NK4yqPowhHcAxVcOACGnADTWgBAQnP8Apv 1qP1Yr1bH/PWgpXPHMIfWJ8/nauR7Q==</latexit>
h⇠2(ui)
<latexit sha1_base64="8dyeWDanrNr0YwpQ6EaOI0fmdg0=">AA AB9XicbVBNS8NAEJ3Ur1q/qh69LBahXkpSBT0WvXisYD+gjWGz3bRLN5uwu1FL6P/w4kERr/4Xb/4bt2kO2vpg4PHeDDPz/JgzpW372yqs rK6tbxQ3S1vbO7t75f2DtooSSWiLRDySXR8rypmgLc00p91YUhz6nHb88fXM7zxQqVgk7vQkpm6Ih4IFjGBtpPuRl/afmFefVhOPnXrlil2 zM6Bl4uSkAjmaXvmrP4hIElKhCcdK9Rw71m6KpWaE02mpnygaYzLGQ9ozVOCQKjfNrp6iE6MMUBBJU0KjTP09keJQqUnom84Q65Fa9Gbif 14v0cGlmzIRJ5oKMl8UJBzpCM0iQAMmKdF8YggmkplbERlhiYk2QZVMCM7iy8ukXa85Z7X67XmlcZXHUYQjOIYqOHABDbiBJrSAgIRneIU3 69F6sd6tj3lrwcpnDuEPrM8f8sOSJQ==</latexit>
h⇠2(uN )
<latexit sha1_base64="Z0j+nDntWeYtOyWjaYuZ71BbibA=">AA AB9XicbVBNS8NAEJ3Ur1q/qh69LBahXkrSCnosevEkFewHtDFstpt26WYTdjdqCf0fXjwo4tX/4s1/47bNQVsfDDzem2Fmnh9zprRtf1u5 ldW19Y38ZmFre2d3r7h/0FJRIgltkohHsuNjRTkTtKmZ5rQTS4pDn9O2P7qa+u0HKhWLxJ0ex9QN8UCwgBGsjXQ/9NLeE/Oqk3Li3Zx6xZJ dsWdAy8TJSAkyNLziV68fkSSkQhOOleo6dqzdFEvNCKeTQi9RNMZkhAe0a6jAIVVuOrt6gk6M0kdBJE0JjWbq74kUh0qNQ990hlgP1aI3F f/zuokOLtyUiTjRVJD5oiDhSEdoGgHqM0mJ5mNDMJHM3IrIEEtMtAmqYEJwFl9eJq1qxalVqrdnpfplFkcejuAYyuDAOdThGhrQBAISnuEV 3qxH68V6tz7mrTkrmzmEP7A+fwDJvJIK</latexit>
g⇠1
<latexit sha1_base64="eXvI6anO2U4elQosF3Q7/vFnPYc=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBU9mtBT0WvXisYD+kXZZsmm1 Dk+ySZMWy9Fd48aCIV3+ON/+NabsHbX0w8Hhvhpl5YcKZNq777RTW1jc2t4rbpZ3dvf2D8uFRW8epIrRFYh6rbog15UzSlmGG026iKBYhp51wfDPzO49UaRbLezNJqC/wULKIEWys9DAMsv4TC7xpUK64VXcOtEq8nFQgRzMof/UHMUkFlYZwrHXPcxPjZ1gZRjidlvqppgkmYzykPUsl FlT72fzgKTqzygBFsbIlDZqrvycyLLSeiNB2CmxGetmbif95vdREV37GZJIaKsliUZRyZGI0+x4NmKLE8IklmChmb0VkhBUmxmZUsiF4yy+vknat6l1Ua3f1SuM6j6MIJ3AK5+DBJTTgFprQAgICnuEV3hzlvDjvzseiteDkM8fwB87nD8aOkGM=</latexit>
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt 2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm 82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt 2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm 82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>
g⇠1(0)
<latexit sha1_base64="qlTTo8LMUzIf4pqi9oo6k4UwCOQ=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBahXkpSBT0WvXisYD+gCWGz3bR LN5uwuxFL6N/w4kERr/4Zb/4bt2kO2vpg4PHeDDPzgoQzpW372yqtrW9sbpW3Kzu7e/sH1cOjropTSWiHxDyW/QArypmgHc00p/1EUhwFnPaCye3c7z1SqVgsHvQ0oV6ER4KFjGBtJHfkZ+4T851Z3T73qzW7YedAq8QpSA0KtP3qlzuMSRpRoQnHSg0cO9FehqVmhNNZxU0VTTCZ4BEd GCpwRJWX5TfP0JlRhiiMpSmhUa7+nshwpNQ0CkxnhPVYLXtz8T9vkOrw2suYSFJNBVksClOOdIzmAaAhk5RoPjUEE8nMrYiMscREm5gqJgRn+eVV0m02nItG8/6y1rop4ijDCZxCHRy4ghbcQRs6QCCBZ3iFNyu1Xqx362PRWrKKmWP4A+vzBwQzkQI=</latexit>
g⇠1(i)
<latexit sha1_base64="tWVnvfHHzPOi0xB3uWZo1d/Cgu0=">AAAB/HicbVDLSsNAFJ3UV62vaJduBotQNyWpgi6LblxWsA9oQphMJ+3 QyWSYmYgh1F9x40IRt36IO//GaZuFth64cDjnXu69JxSMKu0431ZpbX1jc6u8XdnZ3ds/sA+PuipJJSYdnLBE9kOkCKOcdDTVjPSFJCgOGemFk5uZ33sgUtGE3+tMED9GI04jipE2UmBXR0HuPdLAnda9CRICBfQssGtOw5kDrhK3IDVQoB3YX94wwWlMuMYMKTVwHaH9HElNMSPTipcq IhCeoBEZGMpRTJSfz4+fwlOjDGGUSFNcw7n6eyJHsVJZHJrOGOmxWvZm4n/eINXRlZ9TLlJNOF4silIGdQJnScAhlQRrlhmCsKTmVojHSCKsTV4VE4K7/PIq6TYb7nmjeXdRa10XcZTBMTgBdeCCS9ACt6ANOgCDDDyDV/BmPVkv1rv1sWgtWcVMFfyB9fkDNUSUeg==</latexit>
g⇠1(N/2)
<latexit sha1_base64="U0d7dFjsL0jyUx2U5x/aB4xwwYY=">AAACAHicbVDLSsNAFJ3UV62vqAsXbgaLUDc1qYIui25cSQX7gCaEyXT aDp1MhpmJWEI2/oobF4q49TPc+TdO2yy09cCFwzn3cu89oWBUacf5tgpLyyura8X10sbm1vaOvbvXUnEiMWnimMWyEyJFGOWkqalmpCMkQVHISDscXU/89gORisb8Xo8F8SM04LRPMdJGCuyDQZB6jzRws4o3QkKgIL09rWUngV12qs4UcJG4OSmDHI3A/vJ6MU4iwjVmSKmu6wjtp0hq ihnJSl6iiEB4hAakayhHEVF+On0gg8dG6cF+LE1xDafq74kURUqNo9B0RkgP1bw3Ef/zuonuX/op5SLRhOPZon7CoI7hJA3Yo5JgzcaGICypuRXiIZIIa5NZyYTgzr+8SFq1qntWrd2dl+tXeRxFcAiOQAW44ALUwQ1ogCbAIAPP4BW8WU/Wi/VufcxaC1Y+sw/+wPr8AcqSleA=</lat exit>
. . .<latexit sha1_base64="HDB8VCJyNijjqiP0e/mt79mS0AQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gPaUDabTbt 2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9YaRQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ /Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AbdNjzg=</latexit> . . .<latexit sha1_base64="HDB8VCJyNijjqiP0e/mt79mS0AQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gPaUDabTbt 2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9YaRQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ /Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AbdNjzg=</latexit>(L⇠u)1
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Figure 1: Application of Lξ to the function u where Π is the discrete Fourier transform. ui is
the function evaluated at collocation point, xi.
able model. Models are often improved via data augmentation [42, 43, 44, 45],
wherein one a priori knows equivariances of the feature to label map and in-
cludes transformed feature, label pairs in the training set. For example, Diele-
man et al. [42] seek a model to predict galaxy morphology from galaxy images
and asserts that the prediction should be invariant with respect to rotations.
The authors augment the training set with rotated versions of the images and
were able to achieve > 99% prediction accuracy.
However data augmentation increases the difficulty of training and, partic-
ularly for continuous transformations such as rotation, it is unclear how thor-
oughly one should sample the transformations. Building inductive biases di-
rectly into the model alleviates these concerns by restricting the search space
of models to only those a priori deemed feasible. For instance it is common in
image classification tasks to use convolutional neural networks to enforce trans-
lational invariance [46, 47]. An active area of research seeks models with built-in
equivariances [48, 49, 50, 51].
We impose inductive biases by choosing the form of Eq 11. For regression
problems using the Fourier basis, we use the following parameterization of the
PDE,
∂tu = Lξu = Π−1 ◦ gξ1(κ)Π ◦ hξ2 ◦ u (12)
where h is a nonlinear, point-wise operator, without explicit dependence on x,
i.e. (h ◦ u)(x) = h(u(x)). Figure 1 diagrams the architecture for the discretized
Lξ. This parameterization satisfies translational invariance due to the shifting
property of the Fourier transform. If u satisfies Equation 12, so does a shifted
function, u(x)→ u(x− x0) = Tx0u because translation commutes with Lξ,
Π−1 ◦ gξ1(κ)Π ◦ hξ2 ◦ Tx0 = Π−1 ◦ gξ1(κ)Π ◦ Tx0 ◦ hξ2
= Π−1 ◦ Tx0gξ1(κ)Π ◦ hξ2 = Tx0 ◦Π−1 ◦ gξ1(κ)Π ◦ hξ2
(13)
We consider the benefits of enforcing three additional inductive biases,
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1. Reflective symmetry, if u satisfies Equation 12, so does−u. This symmetry
may be enforced by letting h(u) = sign(u)hˆ(|u|), where hˆ is a neural
network. By linearity, Π−1 ◦ g(κ)Π ◦ h ◦ (−u) = −Π−1 ◦ g(κ)Π ◦ h ◦ u.
2. Isotropy. This symmetry may be enforced by letting g(κ) = gˆ(||κ||), where
gˆ is a neural network. By the rotation property of the Fourier transform,
for a rotated function, u(x)→ u(Rx) = Ru,
Π−1 ◦ gˆ(||κ||)Π ◦ h ◦R = Π−1 ◦ gˆ(||κ||)Π ◦R ◦ h
= Π−1 ◦R ◦ gˆ(||κ||)Π ◦ h = R ◦Π−1 ◦ gˆ(||κ||)Π ◦ h (14)
where (R ◦ Π ◦ v)(κ) = (Π ◦ v)(Rκ). This restriction requires h to be
point-wise operator without explicit dependence on x.
3. Conservation. This constraint may be enforced globally by letting g(κ) =
χ(κ)gˆ(κ), where gˆ is a neural network and χ(κ) =
{
0 for κ = 0
1 otherwise
. Inte-
grating Equation 12 over space,∫
∂tudx =
∫
Π−1 ◦ g(κ)Π ◦ h ◦ udx
=
d
dt
(Π ◦ u)(0) = g(0)(Π ◦ h ◦ u)(0) = 0
(15)
This bias can be imposed in models using the cosine basis and an equiva-
lent parameterization as Equation 12 by a similar argument.
These inductive biases are physically motivated. For example, the response
of a material is often assumed to be constant at every point in the material and in
all directions, so translational invariance and isotropy are commonly supposed
in mechanics models. Conservation, e.g. of mass, momentum, or energy, is
often a fundamental property of a physical system. The reflective symmetry
considered here is representative of symmetries encountered in many physically
relevant PDEs.
4. Validation for abstract operator regression problems
To study the effectiveness of the neural network parameterization, this sec-
tion learns known steady-state spatial operators on a periodic domain. Applied
to Eq. 7, the goal is to find a pair of parameterized operators to match two
spatial operators
Lξ1u ∼ ∂xu2 and Lξ2u ∼ ∇2u. (16)
The observations, u and Lˆu, are sampled using the following strategy. Each
input function, u, is generated by a Fourier expansion,
u =
∑
|κ|<=10
cκ exp(jκ · x) (17)
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Table 1: Hyperparameters for spatial operator regression
Parameter Value
Network width 4
Network depth 4
Activation function elu
Optimizer Adam
Learning rate 0.001
Batch size 10
Epochs 1
Grid size 256 for ∂xu
2; 128× 128 for ∇2u
Training set size 800,1600,3200,6400,12800
where c−κ = c¯κ, |cκ| = 1, and arg(cκ) is sampled from the uniform distribution,
U [0, 2pi]. The action of the differential operator, Lˆu, is defined using Equa-
tion 11. For each problem, we generate training sets by sampling N functions
and computing the actions of the operator. A similar parametrization is used
for both the advection operator and Laplacian,
Lξ = Π−1 gξ(κ) Πhξ(u) (18)
where gξ and hξ are neural networks. Table 1 shows the parameters used for
the networks and training.
To facilitate comparisons with the spatial operators, the parameterization is
modified in a post processing step to remove redundant degrees of freedom. For
instance, the choice of fξ and gξ can be easily modified by a scaling to give an
equivalent operator. To this end, for both operators in Eq. 16 in post processing
we shift hξ and gξ(0) such that hξ(0) = 0. Additionally, for Burger’s we scale
hξ and gξ such that
d2h
du2 = 2 at u = 0. For the Laplacian, we scale hξ and gξ
such that
dhξ
du = 1 at u = 0.
Figure 2 shows the results of learning a 1D nonlinear spatial operator moti-
vated by Burger’s equation: ∂xu
2. The upper left image shows a representative
sample from the solution space with the true value of the differential operator
in blue and the regressed evaluation in orange. The log of relative error in min-
imizing the loss is in the upper right with errors bars representing one standard
deviation of the log error. The high accuracy of the relative loss, indicates that
the learned operator is relatively accurate. This is confirmed by the lower two
images, which show learned (orange) and exact (blue) modal function g on the
left, and the nonlinear function h on the right.
Figure 3 similarly learns ∇2u in 2 spatial dimensions. An examination of the
effect of including an isotropy assumption (see Section 3) in the construction of
the parameterization is studied. Here the lower right image shows the relative
error and demonstrates that a higher-level of agreements is achieved when the
isotropy assumption is applied (orange) rather than ignored (blue). Again, this
observation is clear from the contour plot of the value of g for different values
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Figure 2: Application of the Burgers operator, ∂xu2, ( ) and regressed operator ( )
to a function (top left). Im[g(κ)] (bottom left) and h(u) (bottom right) for both operators.
Relative error, ||Lu− ∂xu2||/||∂xu2|| vs. training set size (top right).
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Figure 3: Application of Laplacian to a function, ∇2u, (top left) and application of the
regressed operator with isotropy assumption to the same function, Lu, (top right). Real
part of the symbol of the Laplacian ( ), regressed operator without isotropy assumption
( ), and regressed operator with isotropy assumption ( ) (bottom left). Relative error,
||Lu−∇2u||/||∇2u|| vs. training set size (bottom right).
of the modal space. The parameterization enforcing isotropy agrees strongly
with the exact values for the Laplacian operator (dotted black). However, the
agreement with the unrestricted parameterization is not as strong. This demon-
strates the importance of enforcing appropriate inductive biases to improve the
quality of the learned operator.
5. Diffusion Example: Extraction of anomalous diffusion from molec-
ular data
As a canonical example of a particle system exhibiting anomalous diffusion[52],
we consider the evolution of a number of particles described by the Levy process,
dXt = dZt, (19)
in a periodic domain, whose increment is specified by the α-stable distribution
with skewness 0, scale parameter ∆t1/α, and location parameter 0 (i.e. Zt+∆t−
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Table 2: Hyperparameters for diffusion operator regression
Parameter Value
Network width 4
Network depth 4
M 4
Activation function elu
Optimizer Adam
Learning rate 0.001
Batch size 100
Epochs 1
Grid size 256 for 1D ; 64× 64 for 2D
Zt ∼ L(α, 0,∆t1/α, 0)). For details on the α-stable distribution, along with
algorithms and code to sample it, we refer readers to [53] and references therein.
In the continuum limit, the particle density satisfies a fractional diffusion
equation. For the particular choice of α = 2, Zt one recovers the familiar
Brownian motion with continuum limit corresponding to the heat equation
∂tu = ∆u, (20)
while selecting α < 2 and α > 2 describes sub-diffusion and super-diffusion
processes, respectively. While in general fractional operators require careful
numerical treatment [54], on periodic domains they admit a particularly simple
description via a Fourier symbol with fractional exponent, which we will see
fits naturally into the current framework. We will consider both one- and two-
dimensional scenarios below.
5.1. Application of abstract theory
For operator regression the task is to train on coarse grained data generated
by Eq. 19, and learn a continuum representation approximating Eq. 20. This
provides a test that the operator regression strategy we employ can yield accu-
rate predictions. In addition, we will demonstrate the effect that the inductive
biases have on the performance of the regression. As a validation experiment, a
trajectory of the learned continuum operator is applied to an initial condition
that was not used in training, and compared to the evolution of a corresponding
molecular trajectory with identical initial condition. This will demonstrate the
ability of the regressed operator to generalize to unseen initial conditions.
Due to the periodicity of the domains, the Fourier basis is used with the
parameterization in Eq. 12 for the spatial operator. In both 1D and 2D the
continuum evolution of the density is computed by binning the particles in his-
tograms. Regular grids are used for the histograms, as discussed in Section 5.2.1
and 5.2.3, so that the transforms can be computed efficiently.
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To avoid performing the optimization in Eq. 8 through a large number of
compositions, m, we approximate it as,
ξ∗ = argmin
ξ
∑
uj∈X
xq∈Q
|um+j(xq)− (I + Lξ)m uj(xq)|2. (21)
where we iterate the above optimization problem M times, setting m = 1 for
the first iteration and increasing m by 1 every iteration. For the examples in
this section, we use the hyperparameters listed in Table 2.
We remark the the problem setup bears similarities to that considered in [30].
An important distinction is that the update operator I + Lξ will be modeled
by a single update, whereas [30] model the update operator using a residual
network. Their approach may be interpreted as learning a multi-stage update
operator, at the expense of requiring a separate set of hyperparameters ξ at
each stage. From this perspective the current work may be considered as a
special case corresponding to a single layer ResNet. Practically this amounts
to a smaller number of hyperparameters, learning one operator Lξ rather than
multiple for each substage. When we later move to more difficult problems
however, we will require a more involved loss in Eqn. 34, and at that point we
will lose the ResNet interpretation.
5.2. Results
5.2.1. Generation of training data from 1D Brownian motion
The training data is generated by particle motion evolved according to
Eq. 19. Particle positions, X(t = 0), are initialized by sampling from a pa-
rameterized multi-von Mises distribution,
P (X) =
1
10
10∑
i=1
exp(κi cos(x− µi))
2piI0
(22)
where I0 is the zeroth order modified Bessel function of the first kind. For a
single parameterization (κi and µi are fixed) the initial location of each particle
is generated by first drawing i from a discrete uniform distribution, U [0, 5], and
then sampling from the corresponding fi. The trajectories, X(t), are evolved
in the periodic domain [0, 2pi) using the Euler-Maruyama algorithm with a
timestep size of 0.001. At each timestep, we compute an empirical particle
density, u(x, t) by binning the particles in 256 uniform cells. We generate 100
such particle trajectories each containing 51200 particles at randomly selected
parameter values. The five scale and location parameters κi and µi are sampled
from a uniform distribution, U [5, 10], and a uniform distribution, U [0, 2pi], re-
spectively. We perform 5 realizations of training using the same data, randomly
initializing the neural network parameters.
5.2.2. Extracting a continuum model from Brownian Motion
The top row of Figure 4 shows the training data at the final time (in blue)
compared to the final time of the trajectories evolved using the 5 learned op-
erators (in orange). The black line in the images is the initial condition. The
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Figure 4: Evolution of the Brownian motion training data (top row) and the heat equation
validation example (bottom row) from t = 0 ( ) to t = 1 ( ) compared to evolution of
5 realizations of the learned equation ( ). Each column depicts the final learned solution
with different physical assumptions yielding improved training and validation accuracy.
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regressed result uses different inductive biases in each column of the figure. Al-
though the histogram data is noisy, the Fourier operator regression with no
enforced restrictions learns a spatial operator that gives a PDE with similar
evolution to the particle density under Brownian motion for most of the real-
izations. Although the learned equations agrees well with the training set, they
fail to generalize to the validation square wave initial condition presented in the
second row. In this example, a truncated Fourier series expansion of a square
wave is used as the initial condition and evolved under the heat equation. The
analytical solution is,
uˆ(x, t) = Π−1g(κ) exp(−κ2t)
g(κ) =
{
0 if κ is even
−512j/piκ else
(23)
and shown in blue for t = 1. The learned evolution often produce solutions that
drift over time or oscillate when u is negative. This situation can be rectified,
however, by enforcing inductive biases on the parameterization of the learned
operator.
To explain the improvements gained from enforcing the inductive biases con-
sider first the “no restrictions” validation result in Fig. 4. Here several of the
learned approximations drift away from the exact solution. In Figure 5 this qual-
itative observation is quantitatively expressed as a time history of the current
total particle density relative to the initial particle density. For both training
(left image) and validation (right image) results, the learned evolved particle
density can deviate substantially from the initial particle density. Introducing
the conservation constraint, as discussed in Sec. 3, provides a correction to the
solution as observed in the middle images of Fig. 4. These solutions don’t drift;
however, the validation and training solutions remain flawed.
Figure 6 demonstrates why the reflection constraint can be used to address
these problems. The figure shows the learned and exact h (top row) and g
(bottom row) functions. The learned gξ corresponds well to the known value at
low frequencies regardless of the enforcement of constraints. At high frequencies,
the approximation deviates. This is not surprising as the spatial resolution
of the original Brownian motion is bounded by the choice of histogram size.
More relevant to the issue at hand is the function h. Here enforcement of
the reflection constraint is critical to getting this function correct. When this
constraint is unenforced, the optimizer lacks the information to fit function
hξ for u < 0 as original training data only possesses strictly positive densities.
Thus the trained solution was unable to extrapolate beyond the observed regime.
When the reflection condition is included, the assumption that the behavior is
independent of the sign is enforced leading to improved generalization accuracy.
The end result is seen clearly in the rightmost images in Figure 6 where both
conservation and reflection biases are enforced yielding a parameterization of
the gξ and hξ functions that closely matches the exact functions.
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Figure 5: Evolution of total particle density for initial condition provided by training set (left)
and square wave initial condition (right). Results are shown for parameterization that does
not enforce any physics ( ) and parameterization that enforces conservation ( ).
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Figure 6: h(u) (top row) and g(κ) (bottom row) for the true heat operator ( ) and learned
operator ( ) without enforcing physics (left column), enforcing conservation (middle col-
umn), and enforcing conservation and parity (right column).
18
5.2.3. Generation of training data from 2DLevy flight
Empirical particle densities are computed in a similar manner as in Sec-
tion 5.2.1. Multi-von Mises distributions are used to generate the x and y
coordinates of the initial particle positions,
P (X) =
1
5
5∑
i=1
exp(κdi cos(x− µdi ))
2piI0
, (24)
where the scale factors, κdi , and location parameters, µ
d
i , are sampled indepen-
dently for the d coordinate. The particle trajectories are computed using the
Euler-Maruyama algorithm with increments sampled from an isotropic stable
distribution with α = 1.5 and timestep dt = 0.001. We compute 100 sets of
819200 particle trajectories and compute particle densities at every timestep
using histograms with 64 × 64 bins. As in Section 5.2.1, µdi is sampled from a
uniform distribution, U [0, 2pi].
We vary the distributions of κdi to generate anisotropicly biased data. For
example, if κxi = 0, the initial particle density will be uniform in x and will
remain zero for all time. In this situation, the empirical time evolution of
particle density lacks information about dynamics in the x direction. In the
following section, we quantify the effects that anisotropicly biased data has on
training. We introduce β as the “degree of anisotropy” in the training set,
sampling κˆxi and κ
y
i from U [1, 10], and letting κxi = (1 − β)κˆxi . We perform 10
realizations of training using the same data, randomly initializing the neural
network parameters.
5.2.4. Levy Flights
The previous examples demonstrated the ability of the operator regression
approach to learn integral order spatial operators, and the effects that assuming
an inductive bias can have on the results. In this section, we demonstrate the
advantage of using a spectral discretization of the operator to realize fractional
spatial operators. In addition, we study the accuracy of the operator regression
with and without the iostropic bias. This confirms, for this case, the intuitive
expectation that more accuracy can be obtained with less data if the appropriate
physics is included in the parameterization of the operator.
The top row of Figure 7 presents the training data generated by a Levy flight
yielding a continuous fractional diffusion operator with exponent of α/2 = 0.75.
The second row demonstrates that the learned operator can recreate the training
data. The second set of rows includes the validation result. The third row
shows the time evolution of a continuous fractional heat equation. We show
the analytical solution for a truncated Fourier series expansion of a square wave
initial condition,
uˆ(x, t) = Π−1g(κ) exp(−|κ|2t)
g(κ) =
{
0 if κx or κy is even
−16384j/pi2κxκy else
(25)
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This solution matches closely to the evolution of the field using the learned
operator, as shown in the fourth row.
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Figure 7: Histograms showing evolution of Levy flight (first row). Evolution of learned op-
erator using histogram of Brownian motion at t = 0 as the initial condition (second row).
Evolution of the fractional heat equation with square wave initial condition (third row). Evo-
lution of learned operator on square wave initial condition (fourth row)
To examine the impact of inductive biases, the fractional isotropic diffusion
of a truncated Fourier expansion of the Dirac δ function is considered. Figure 8
shows analytical solution,
uˆ(x, t) = 4096Π−1 exp(−|κ|1.5t) (26)
in the top row. The remaining rows show the learned diffusion of the operator
without an isotropic inductive bias (middle row), and with an isotropic induc-
tive bias (bottom row). These image clearly demonstrate that including the
inductive biases helps maintain symmetry. Figure 9 shows isocontours of the
learned spectrum. For smaller modes (with larger wave lengths) the isotropic
assumption clearly benefits the learning problem. As the wavelengths shrink,
however, we see that all learned operators deviate from the theory as noise
overtakes signal in the training data.
To quantify the impact of including the isotropic assumption, Figure 10
presents the error achieved in reproducing the training data using the learned
operator. In this experiment, an isotropic Levy flight is used. However, the
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Figure 8: Evolution of the fractional heat equation with Dirac delta initial condition (first
row). Evolution of the learned equation without isotropy assumption with Dirac delta initial
condition (second row). Evolution of the learned equation with isotropy assumption with
Dirac delta initial condition (third row).
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Figure 9: Real part of g(κ) for fractional Laplacian ( ), regressed operator without
isotropic assumption ( ), and regressed operator with isotropic assumption ( ).
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degree of anisotropy in the initial condition, specified by β in the figure, varies
over 3 training sets. Further, the sizes of the training sets are varied. In the
images, the RMS error in the learned operator is plotted as a function of the
training set size, with each line representing a different degree of anisotropy. The
regression used for the solid lines has no inductive bias, while the regression used
for the dotted lines assumes isotropy. Comparing these two operators, it is clear
that the including the inductive bias reduces the error by multiple orders of
magnitude in this case regardless of the degree of anisotropy in the training
data. Furthermore, this is not simply an effect of the amount of training data
as the isotropic case is able to do better for all values of β. In the case of a
β = 1, this is a 1d distribution of the initial condition and despite this behavior
the isotropic case still performs better although it does not have the marked
improvement with training set size.
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Figure 10: Test error vs. size of training set for anisotropic model trained on data with degree
of anisotropy, β = 0.0 ( ), β = 0.1 ( ), and β = 1.0 ( ); and for isotropic model
trained on data with β = 0.0 ( ), β = 0.1 ( ), and β = 1.0 ( ). (statistically
isotropic: β = 0; statistically 1D : β = 1)
6. Continuum mechanics: extraction of continuum mechanics models
from molecular dynamics simulations
A common problem in computational science and engineering is bridging
micro- and macro- scale descriptions of a physical system. For many systems
a first principles micro-scale description is available, but the range of length-
and time-scales needed to simulate a complete system are outside the reach of
22
even leadership computing facilities. To simulate such systems, accurate macro-
scale models are needed. We demonstrate the present method as a strategy for
extracting continuum scale models from data collected in molecular dynamics
simulations.
We consider two pressure driven, planar channel systems, a Lennard-Jones
(LJ) fluid and a colloidal fluid. For the LJ system, as training we vary the
density while for the colloidal system, we vary both the colloid concentration
and the particle sizes. Our goal is to find models that accurately predict the
evolution of a set of macroscopic states. We will demonstrate the scheme’s
ability to generalize learned dynamics beyond the concentrations, particle sizes,
and densities contained in the training data.
6.1. Application of abstract theory
It is difficult to know which fields carry sufficient information for prediction
to be accurate or even possible. Furthermore, increasing the number of fields
to evolve may increase the difficulty of training. Therefore, we compare models
that evolve different fields for the LJ and colloidal systems. For the LJ system,
we consider a one field model that evolves only the particle momentum, a two
field model that evolves the momentum and the particle density, and a three field
model that evolves momentum, density, and the density weighted temperature.
For the colloidal problem, we consider a two field model that evolves the large
particle density and total particle momentum, a four field model that evolves the
particle density and momentum for the large and small particles separately, and
a six field model that evolves density, momentum, density weighted temperature
for the two phases. The geometry of the systems, ensures they are statistically
1D in the wall normal direction. Thus, we seek 1D models for the evolution
of these fields. We assume homogeneous Neumann boundary conditions for the
density and temperature fields and homogeneous Dirichlet boundary conditions
for the momentum fields.
All models considered have the following parameterization,
∂tu
i
N =
K∑
k
C−1gij(κ; γ)Chij(u; γ)
∂tu
i
D =
K∑
k
S−1gij(κ; γ)Shij(u; γ)
(27)
where C and S are the DCT and DST discussed in Section 2.3, u are all the
fields being evolved, uN are the fields satisfying Neumann boundary conditions,
uD are the fields satisfying Dirichlet boundary conditions, γ are the varying
simulation parameters, and K is a hyperparameter.
For the LJ system, γ = ρ∗ is the LJ reduced density and
1 field: (uN ,uD) = ([∅], [p]), (28)
2 field: (uN ,uD) = ([ρ], [p]), (29)
3 field: (uN ,uD) = ([ρ, ρT ], [p]), (30)
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where p is the particle momentum, ρ is the particle density, and ρT is the
density weighted temperature. For the colloidal system γ = (c, d) is the colloid
concentration and colloid particle size and
2 field: (uN ,uD) = ([ρ
L], [pL + pS ]), (31)
4 field: (uN ,uD) = ([ρ
L, ρS ], [pL, pS ]), (32)
6 field: (uN ,uD) = ([ρ
L, ρS , (ρT )L, (ρT )S ], [pL, pS ]), (33)
where ρ, p, and (ρT ) are again the density, momentum and density weighted
temperature, and the superscripts, L and S refer to the colloid particles and
solvent particles, respectively.
Using these parameterizations, we attempt to find models that capture both
the transient and steady state behaviors. We found the following loss function
to yield successful models,
ξ∗ = argmin
ξ
∑
uj∈X
xq∈Q
m∈[1,...,M ]
1
mβ
|um+j(xq)− (I + Lξ)m uj(xq)|2. (34)
where β is an additional hyperparameter and m is sampled from a uniform dis-
tribution U [0,M ]. For β > 0, this loss function preferentially penalizes update
operators that fail to capture dynamics on fast timescales. Compared to the
loss function in Equation 21, this loss function does not lead to the optimizer
forgetting short time scale dynamics as it learns longer time scale dynamics.
Due to the configuration of these systems, the number of particles in the
domain remains constant over time, and therefore, we may assume conservation
of ρ. In Section 6.3.2 we consider the benefits of enforcing conservation on ρ.
6.2. Generation of training data
The LAMMPS particle simulation engine is used to generate the train-
ing data needed. LAMMPS evolves the dynamics of each particle based on
a Verlet time integration of Newton’s equations of motion, e.g. mi∂
2
t ri =
∇U{rij} [55, 56, 57]. Inter-particle forces (∇U) are used in a discrete time
integration algorithm to update velocities and positions. Forces for particle i
are accumulated by summing over all neighboring particles j using the distance
rij between particles. There are many ways to select U{rij} functionals, for
instance recent work has applied machine learning techniques to achieve a sig-
nificant advances in model fidelity [58]. However, for this work we have employed
the colloid potential energy functional of Everaers et. al. [59] that reduces to
a Lennard-Jones model for point masses. Simulations of a two-phase mixture
of large and small particles are initialized on a regular face-centered cubic lat-
tice with particle types assigned at random in a domain with periodic boundary
conditions. This initial spatial ordering evolves quickly (< 103 timesteps) to ap-
proach steady-state flow. For the Lennard-Jones system, the volume of the cell
is varied to produce particle densities, ρ∗ ∈ [0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1]
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to modulate the training space. For the colloidal system, the concentration of
large particles is varied as, c ∈ [0.2, 0.15, 0.1, 0.05, 0.025], the colloid particle ra-
dius is varied as, d ∈ [2, 2.5, 3, 4, 5], and the energy pre-factor terms set to 10:1
with respect to the larger particles. The Lennard–Jones fluid in both systems
is constructed by setting the particle radius to zero. All energies, times and
distances are provided in reduced LJ units.
To satisfy the Dirichlet BC, a rectangular channel is constructed by con-
straining the initialized particles at the ±X boundary to be fixed in time. This
creates a rigid wall that prevents particles from passing through the boundary.
A uniform particle flow is simulated by adding a constant force (in addition to
∇U{rij}) to the remaining mobile particles in the +Y direction. A constant
temperature is maintained by a Nose-Hoover thermostat. This results in steady-
state dynamics where the number of particles (of each type), simulation volume
and temperature are conserved quantities (i.e. the canonical ensemble). Train-
ing data of volume-averaged velocity and density is collected on a rectangular
grid perpendicular to the flow direction. Within each grid volume the particle
number density and velocities are averaged for 103 timesteps and outputted ev-
ery 104 timesteps to a file. We found this is a necessary step to avoid excess
noise due to particle fluctuations near grid boundaries. Training simulations
totaling forty output frames were generated. The total time is scaled 1. In
addition, the width of the channel is scaled to be 1. This scaling is reflected in
Figures 12 thru 15. This method allows us to capture initial concentration gra-
dients between species, and their time evolution. To test the generalization of
the operator regression framework, the results given in subsequent sections will
be of data that are not directly represented by the training conditions outlined
here. In particular, particle densities or colloidal mass ratios that interpolate
between training, as well as to times that extrapolate beyond the training set
will be used as validation.
We plan to make the configuration files used to run these simulations avail-
able at github.com/rgp62/MOR-Physics.
6.3. Results
6.3.1. Refinement study
For many physical systems, it is difficult to determine the grid resolution
needed to accurately capture the dynamics given the ambiguity of defining a
representative volume element. Additionally, more resolution may increase the
difficulty of training as finer length scale dynamics must be learned. In this
study, we examine the effects of resolution on training for the LJ system. We
create a dataset with varying grid resolution by performing an ensemble of LJ
simulations for ρ∗ = 0.01 and binning on a fine scale, with N = 80. The
high resolution dataset is obtained by averaging over the ensemble. The lower
resolution, N = 40 and N = 20 are obtained by downsampling the N = 80
runs with a flat kernel of width 2 and 4 and averaging over one-half and one-
fourth of the ensemble, respectively. This ensures the particles sampled per bin
is constant among resolutions, controlling for noise. We fit the 2 field model for
all three resolutions. Table 3 lists the hyperparameters used in this study.
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Table 3: Hyperparameters for LAMMPS modeling
Parameter Value
Network width 4
Network depth 4
K 2
M 4
β 1
Activation function elu
Optimizer Adam
Learning rate 0.001
Batch size 100
Epochs 100
Resolution Error
20 5.70× 10−3
40 5.81× 10−3
80 9.85× 10−3
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Figure 11: LJ system with ρ∗ = 0.01. Minimum relative error at steady state over 20 train-
ing runs for each grid resolution (left). Density and momentum at steady state (right) for
LAMMPS ( ) and the learned equation ( ).
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Figure 11 shows that the extracted models for each resolution agrees well
with the LAMMPS simulations at steady state. The N = 80 case performs
worse than the other two cases. As discussed above, higher resolutions may
increase the difficulty of training as finer scale dynamics must be learned. In
particular, we observe additional flow features in both fields near the walls with
increased resolution. The remaining studies use a resolution of N = 20.
6.3.2. Model comparison
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Figure 12: LJ system with ρ∗ = 0.01. Relative error at steady state vs. the cutoff time of
training set. Median error (left) and minimum error (right) over sets of 20 runs is shown for 1
field model ( ), 2 field model with conservation ( ) and without conservation ( ),
and 3 field model with conservation ( ) and without conservation ( ).
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Figure 13: Colloidal system with (c, d) = (0.2, 3). Relative error at steady state vs. the
cutoff time of training set. Median error (left) and minimum error (right) over sets of 20
runs is shown for 2 field model with conservation ( ) and without conservation ( ), 4
field model with conservation ( ) and without conservation ( ), and 6 field model with
conservation ( ) and without conservation ( ).
We next compare the models for the LJ and colloidal systems and the benefits
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Table 4: Hyperparameter optimization ranges
Hyperparameter Range
Network width [1,8]
Network depth [1,8]
K [1,4]
M [1,8]
Learning rate [1e-5,1e-1]
Batch size [10,200]
Epochs [10,1000]
of enforcing conservation on ρ. We again use the hyperparameters in Table 3.
For this study, we vary training data available to the optimizer by including only
data up to a cutoff time, tc. For all models, we train over all initial conditions
and simulation parameters, i.e., reduced (particle number) density, ρ∗, for the
LJ system and colloid concentration and particle size, (c, d), for the colloidal
system. We test the models’ prediction at steady state with the relative error of
the momentum for the LJ system and the colloid concentration for the colloidal
system.
Figure 12 compares the 1, 2 and 3 field models for the LJ system. We observe
that the model accuracy quickly improves quickly as more of the training data
is made available, but quickly levels off. We find that the one equation model
performs poorly, while the two and three equation models perform similarly.
The one field model, for which only the particle momentum is evolved may
not carry enough information for good predictions to be possible. We do not
observe a consistent benefit to imposing conservation of ρ in the 2 and 3 field
models. The data available may contain enough information for conservation to
be inferred or conservation may confer no advantage in the quality of prediction.
Figure 13 compares the 2, 4, and 6 field models for the colloidal system.
We again observe that the model accuracy is poor for heavily censored datasets
but quickly improves and saturates with more data. The 2 and 4 field models
perform similarly, while the 6 field model performs poorly. The complexity of
the model may have increased the difficulty of training such that proper fits
could not be achieved. For this system, we do observe a more consistent, albeit
small benefit to imposing conservation of ρ.
6.3.3. Model generalization
In this section, we attempt to capture the transient behavior of the two
systems and evaluate the ability of the models to interpolate between simulation
parameters. To perform this study, we separate the LAMMPS data into training
sets and test sets. The LAMMPS runs, ρ∗ = 0.1 for the LJ system and (c, d) =
(0.15, 2.5) for the colloidal system are set aside as the test sets. All other runs
form the training sets. We use the 2 field model and 4 field models for the LJ
and colloidal systems, respectively.
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Figure 14: LJ system with ρ∗ = 0.1. Evolution of LAMMPS simulation ( ) and regressed 2
equation model ( ). Particle density (first column), particle momentum (second column),
and particle temperature (third column) is shown for increasing time (rows).
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Figure 15: Colloidal system with (c, d) = (0.15, 2.5). Evolution of LAMMPS simulation
( ) and regressed 4 equation model ( ). Small particle density (first column), small
particle momentum (second column), large particle density (third column), and large particle
momentum (fourth column) is shown for increasing time (rows).
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We found the quality of transient predictions to be heavily sensitive to the
choice of hyperparameters. Therefore, we use the black box hyperparameter
optimization tool, scikit-optimize [60], to tune the models. We use the Bayesian
optimization tool within scikit-optimize to identify the optimal set of hyperpa-
rameters shown in Table 4 with the ranges searched. The default settings for
this tool are used. To find the optimal hyperparameters that result in good fits
for both the steady state and transient, we use the following loss,
Loss =
||uregressed − uLAMMPS||
||uLAMMPS||
∣∣∣∣2
t=0.025
+
||uregressed − uLAMMPS||
||uLAMMPS||
∣∣∣∣2
t=1
. (35)
This loss penalizes hyperparameters that result in poor fits for both the transient
and steady state dynamics. The hyperparameter optimization is performed
separately for the LJ and colloidal systems.
After training with the optimal hyperparameters, we use the models to pre-
dict the evolution of the test systems, shown in Figures 14 and 15 for the LJ and
colloidal systems. For both systems, we observe the models have good agree-
ment with the LAMMPS simulations, up to the final time of the LAMMPS
simulations. Additionally, the steady state for the model appears to be stable,
even well past the end time of the LAMMPS simulation.
7. Conclusion
In this work, we extend a PDE discovery method based upon pseudo-spectral
approximation [26] to systems of PDEs, multidimensional problems, and do-
mains with non-trivial boundary conditions. Assuming a first order in time
PDE, we parameterize the spatial operator as the composition of a Fourier
multiplier and a nonlinear point-wise functional, both parameterized by neu-
ral networks. Such a paramterization allows for simple introduction of physi-
cally motivated inductive biases, such as conservation, translational invariance,
isotropy, and reflective symmetry. We demonstrate that we can recover the heat
equation and fractional heat equation from density measurements of Brownian
motion and Levy flight trajectories in 1D and 2D. The inductive biases im-
prove the accuracy of the regression technique and allows it to discover models
that extrapolate beyond the dynamics present in the training set. Additionally,
we demonstrate that the method can extract suitable continuum models from
molecular dynamics simulations of a Lennard-Jones fluid and a colloidal fluid
under Poiseuille flow.
Future work will focus on translating this framework to other discretiza-
tions, such as the spectral element method, so that complex geometries may be
handled more naturally. Additionally, we will focus on applying this method
to extract physics in realistic engineering settings. As we demonstrated in this
work, we are able to extract accurate models from fine-grained simulations. Us-
ing this framework, we may extract models from a broad range of physics, such
as turbulence, multiphase flows, and material mechanics. While this work pri-
marily considered molecular dynamics data, one may generalize to non-synthetic
experimental data as well.
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