We analyze a system of stochastic differential equations describing the joint motion of a massive (inert) particle in a viscous fluid in the presence of a gravitational field and a Brownian particle impinging on it from below, which transfers momentum proportional to the local time of collisions. We study the long-time fluctuations of the velocity of the inert particle and the gap between the two particles, and we show convergence in total variation to the stationary distribution is exponentially fast. We also produce matching upper and lower bounds on the tails of the stationary distribution and show how these bounds depend on the system parameters. A renewal structure for the process is established, which is the key technical tool in proving the mentioned results.
Introduction and summary of results
We study an inert drift system which models the joint motion of a massive (inert) particle and a Brownian particle in a viscous fluid in the presence of a gravitational field. The inert particle is impinged from below by the Brownian particle which transfers momentum to it proportional to the 'local time' of collisions. This acceleration is countered by the viscosity of the fluid and the gravitational force acting on the inert particle.
The interaction is non-standard because transfer of momentum is 'non-Newtonian:' It can be thought of as an 'infinite number of collisions' between the particles in any finite time interval, such that each collision results in an 'infinitesimal momentum transfer.' This inert drift system is a simplified mathematical model for the motion of a semi-permeable membrane in a viscous fluid in the presence of gravity [1, 2] . The membrane plays the role of the inert particle, which is permeable to the microscopic fluid molecules but not the macroscopic Brownian particle. The following system of stochastic differential equations characterizes the joint motion of particles in the present model:
starting from (X 0 ,V 0 , S 0 ) ∈ R 3 with S 0 ≥ X 0 and V 0 ∈ (−g /γ, ∞). See (1.3) for justification of the restricted range for V 0 . Here γ, g > 0 respectively denote the viscosity coefficient and the acceleration due to gravity, B t is a one-dimensional standard Brownian motion, S t is the trajectory of the inert particle, V t is the velocity of the inert particle and L t is the local time of collisions, which is defined as the unique continuous, non-negative, non-decreasing process such that t 0 1 S t −X t =0 d L u = L t and S t − X t ≥ 0 for all t . We will assume S 0 = 0 unless otherwise stated.
[2] initiated the study of inert drift systems by studying the case where g = γ = 0. In this case, the system becomes transient, meaning the inert particle escapes. [2] determined the laws of the inverse velocity process and the 'escape velocity.' Since then, numerous inert drift systems have been studied [3, 4, 5] . Moreover, stochastic differential equations somewhat similar in flavor to inert drift systems have recently appeared as diffusion limits of queuing networks like the join-the-shortest-queue discipline [6, 7, 8] . [9] studied the inert drift model with g > 0, γ = 0. Unlike [2] the model is recurrent, in other words the inert particle does not escape. The paper showed that the process hits a specified point almost surely and that the hitting times at this point has finite expectation. By decomposing the path into excursions between successive hitting times of such a point, the paper showed the process (S t − X t ,V t ) has a renewal structure and converges in total variation distance to a unique stationary distribution. Moreover, it was shown by solving an associated partial differential equation that the process (S t − X t ,V t ) has an explicit product form stationary distribution which is Exponential in the first coordinate and Gaussian in the second coordinate. Using this explicit form along with the renewal structure, the paper obtained sharp fluctuation estimates for the velocity V t and the gap between the particles S t − X t .
In this article, we analyze the full model, in which g > 0, γ > 0. In contrast with [9] , there is no explicit closed form for the joint stationary distribution of the velocity and the gap. Nevertheless, we establish a renewal structure analogous to [9] and thus obtain a tractable renewal theoretic representation of the stationary distribution (Theorem 1.2). By analyzing the excursions between successive renewal times, we obtain precise upper and lower bounds on the tails of the stationary distribution (Theorem 1.3). Besides furnishing Exponential tails for the gap and Gaussian tails for the velocity, these bounds display the explicit dependence of the stationary distribution tails on the model parameters g , γ. We exploit renewal structure further to obtain parameter-dependent fluctuation estimates for the gap S t − X t and the velocity V t (Theorem 1.4), which also imply law of large numbers results for S t and X t (Theorem 1.5).
One surprising aspect of the model arises from Theorem 1.4 which shows that (S t −X t )/ log t is O(γ/g ) for large t as compared to O(1/g ) for the model without viscosity studied in [9] . Thus, the fluctuation results and tail estimates for the case γ = 0 cannot be recovered by taking γ → 0 in our results. This shows that the qualitative behavior of the steady state changes on introducing viscosity, and that the rare events contributing to tail estimates of the stationary measure arise in very different ways between the γ = 0 and γ > 0 cases (see Remark 1.1 after Theorem 1.4).
In addition, we show that convergence to stationarity is exponentially fast, by appealing to Harris' Theorem (see [10, 11] for versions of the theorem). The standard approach to Harris' Theorem relies on the existence of continuous densities for transition laws with respect to Lebesgue measure (see [12, 13, 14, 15] ) which, in turn, is shown by establishing that the generator of the process is hypoelliptic. However, the generator of our process (S t − X t ,V t ) is not hypoelliptic in the interior of the domain (when S t − X t > 0) and the transition laws of (S t − X t ,V t ) do not have densities with respect to Lebesgue measure. This fact is in essence a consequence of the velocity's deterministic evolution when S t − X t > 0. Therefore, possible ergodicity arises from non-trivial interactions between the drift, the Brownian motion and the boundary reflections.
To circumvent these technical challenges, we once again use the renewal structure of our process to show a minorization condition (6.23) and to obtain exponential moment estimates for hitting times to certain sets. Exponential moments provide a suitable Lyapunov function and thereby a drift condition (6.24) used to obtain exponential ergodicity via the techniques of [11, 16, 17] . Now we give an outline of the organization of the article. In Subsections 1.3 and 1.4, we describe the renewal structure of the system and state the main results of the article. In Section 2 we prove the existence and uniqueness of the process and, in particular, prove its strong Markov property and a Skorohod representation for the local time. In Section 3, we obtain tail estimates on the distribution of the renewal time which, in particular, imply its integrability and the existence and uniqueness of the stationary measure. It also gives a tractable renewal theoretic representation of the stationary measure. In Section 4, fluctuation bounds for the velocity and gap process between two successive renewal times are obtained. These bounds imply tail estimates on the stationary measure and path fluctuation results, which are proved in Section 5. In Section 6, we prove that the process converges to its stationary measure exponentially fast in total variation distance. Finally, Appendix A is devoted to some technical estimates for hitting times which are used throughout the article.
Notation
We set the following notation:
where f is a measurable function such that E (h,ν) f (H t ,V t ) is defined, b ∈ R, x ≥ 0 and B ⊂ R, A ⊂ R 2 are Borel-measurable sets. Unless otherwise stated, S 0 = X 0 = B 0 = 0. The notation | · | will be used for the Euclidean norm on R or R 2 , the space being clear from context. We will work with system equations reformulated as
and local time L defined as the unique continuous, non-negative, non-decreasing process such that
in place of L t to elucidate dependence on the initial conditions (h, ν). We will show in Theorem 2.1 that the Skorohod representation for the local time is valid, namely
We assume C > 0 are fixed throughout. We will write the state-space of the solution to (1.1)
, but also use S for the state-space of the more general diffusion (2.1) when there is no danger of confusion.
K , K etc. will always denote positive constants, not depending on γ, g . c, c ,C ,C etc. will denote positive constants dependent on γ, g . Values of constants might change from equation to equation without mention. Throughout, γ, g > 0 are fixed.
System properties
We adapt general techniques from stochastic differential equations to our context to show that a strong solution to (1.1) exists, is pathwise unique and has the strong Markov property, proven in Theorem 2.1.
We state a few fundamental properties of the system's motion that are integral to all results in this paper. For initial conditions (H 0 ,V 0 ) = (h, ν) ∈ S, since L t is non-negative for each t ≥ 0, (1.1) shows
which justifies the state-space S rather than R + × R. Moreover, for t < σ(0),
where the last inequality follows from V t ≥ −g /γ for all t ≥ 0. Thus H is dominated by Brownian motion with drift −g /γ in S • . The last equality in the velocity equation in (1.4) comes from solving the ODE for V obtained from (1.1) without L t , which is zero for t ∈ [0, σ(0)). (1.4) shows the velocity increases on ∂S and only there, i.e. at t when
Properties (1.4) and (1.5) apply equally to the process started from some arbitrary time after corresponding changes in the stopping times. We conclude this section with an implication of (1.3) and (1.4) that we often will use:
We note this also implies τ
Main results: Stability and renewal theory
At the heart of our proofs is the renewal structure of the process, which we now formalize. For any stopping time α, define τ
. Define a sequence of stopping times where the process (H t ,V t ) visits the point 0, −g /(1 + γ) , which we call the renewal point, as follows: Set a = −(g + g /2γ)/(1 + γ) and b = −(g − g /2(1 + γ)/(1 + γ). Define ζ −1 = 0 and
The choices of a and b are not too important as long as a ∈ (−g /γ, −g /(1 + γ)) and b ∈ (−g /(1 + γ), 0), and their values are chosen as above for computational convenience.
We follow an approach similar to [9] and [7] in showing that ζ (and hence each ζ j ) is integrable by decomposing the path between carefully chosen hitting times. Theorem 1.1. There exist constants t 0 (γ, g ), c > 0 such that
Since each ζ j is integrable and the process is strong Markov, we have
The existence and a representation of the stationary distribution, along with an ergodicity result for time averages, follows from the integrability of ζ and the observation (1.8) using the techniques developed in Ch. 10 of [16] . 
In addition, for all f : S → R bounded and measurable, we have
Main results: Path fluctuations, tail estimates for stationary measure and exponential ergodicity
The renewal structure laid out in Subsection 1.3 allows us to make statements about the longtime behavior of the system by studying its behavior in the (random) time interval [0, ζ), starting from the renewal point 0, −g /(1 + γ) . An analysis of fluctuations in this random time interval translates to tail estimates for the stationary distribution π as displayed in Theorem 1.3. It also produces long-time oscillation estimates for V t snd H t , given in Theorem 1.4. Also, there exists positive constants x (γ, g ),C ,C such that for all x > x (γ, g ), In contrast when γ > 0, the viscosity term −γV ensures the inert particle moves more 'sluggishly' and cannot escape the Brownian particle. Thus, the large gaps arise when the Brownian particle escapes the inert particle by having a large downward fall. As we will show, the gap behaves like reflected Brownian motion with drift −g /γ during such excursions.
The oscillation estimates obtained in Theorem 1.4 lead to a law of large numbers result for the trajectories S t and X t .
Theorem 1.5. For each
The next result shows that convergence to stationarity happens exponentially fast. Define the total variation norm · T V for signed measures µ as µ T V = sup A∈B(S) |µ|(A).
Theorem 1.6. There exists a function
G : S → [1, ∞) and constants D ∈ (0, ∞), λ ∈ (0, 1) such that for all (h, ν) ∈ S and t ≥ 0, P t ((h, ν), · ) − π T V ≤ G(h, ν) Dλ t .
Existence and uniqueness of the process
We show the existence of a pathwise unique strong solution to equations (1.1) that is also a strong Markov process. The results proved here are for systems slightly more general than our current model. Consider the system of equations for U = (U 1 ,U 2 ), with
where L u t is a continuous, non-negative, non-decreasing process such that
and U 1 t ≥ 0 for all t . A solution to (2.1) is therefore in C (R + , S), the space of continuous functions on R + taking values in S = R + × R. We write ∂S = {(u 1 , u
There has been substantial previous work in this direction. [18] establishes the existence of weak solutions and uniqueness in law for very general reflected systems. Existence and uniqueness results for inert drift systems have been addressed in [2] and [4] for models where the velocity is proportional to the local time and consequently is an increasing process. [3] deals with weak existence and stationarity of inert drift systems on bounded domains. Our model differs qualitatively from those works, and we prove the existence of a pathwise unique strong solution to equations (1.1) that is also a strong Markov process. Under regularity conditions imposed on the drift (ϕ, φ), our proof adapts the standard procedure for existence and uniqueness of stochastic differential equations without reflection, with appropriate modifications to incorporate the reflection term.
We use the standard norm on C (R + , S), the continuous functions on the half-line taking
for t ≥ 0, u ∈ S and f bounded, measurable real-valued functions on S such that A → P
is a probability measure on the Borel σ-field of S for each t and u, Proof. We suppress the notation for initial conditions when the distinction is unnecessary. Define the stopping time and stopped processes
The drift vector and diffusion matrices of the stopped system satisfy the boundedness and Lipschitz conditions required in Arguments based on regular conditional distributions used to prove the Yamada-Watanabe Theorem, and its Corollary 3.23, Chapter 5D of [20] , remain valid in the setting of Theorem 2.1 once weak existence and pathwise uniqueness are shown. Therefore U is the unique strong solution to (2.1).
To show u → U (u) is continuous, we can follow almost exactly the argument as in the proof of Theorem 8.5 in [19] . A minor change is needed because of the term L u t : consider the solutions U (u) and U ( 
for any t ∈ [0, T ], for all T > 0 and N ≥ 1. Then, as in Theorem 8.5 of [19] , continuity of u → U (u) follows by sending N → ∞ and using (2.4) to apply Gronwall's and Kolmogorov's continuity lemmas (Theorem 2.9 of [19] ). However, (2.4) follows exactly as in the proof of (
The strong Markov property for U holds since it does for U N , by the calculation
for any finite stopping time τ and t > 0, and any bounded continuous f . As N → ∞, 1 T N >τ+t → 1 and the right-hand side tends to P t U τ , f by continuity. To check that P t (u, f ) defines a transition semigroup, it remains only to show t → P t (u, f ) is measurable for every u and bounded measurable f . However, the Dominated Convergence Theorem implies t → P t (u, f ) is continuous for every bounded continuous f , and the proof is completed by a standard Monotone Class Theorem argument. ■
Existence, uniqueness and representation of the stationary measure
This section is devoted to proving Theorems 1.1 and 1.2. We consider two cases. The case when the renewal point is approached from below, that is when the velocity hits the level a
, is considered in Subsection 3.1. Note that in this case, the first hitting time of the level −g /(1+γ) by the velocity after hitting a corresponds to the renewal time, by (1.5). The other case when b is hit before a is considered in Subsection 3.2. In this case, the velocity can hit level −g /(1+γ) after hitting b without the gap being zero at this hitting time. Thus, the velocity can fall below −g /(1+γ) after hitting b, then approach −g /(1+γ) from below for the renewal time to be attained. Integrability of the renewal time is proven by splitting the path into excursions between carefully chosen stopping times and estimating the duration of each such excursion.
Renewal point approached from below
< ∞ a.s. with respect to the measure P (0,−g/(1+γ)) . Lemma A.1 shows α 1 < ∞, and the proof of Lemma 3.2 applied successively to α 2 − α 1 , α 3 − α 2 etc. will show the remaining α j are finite as well. 
and t < τ
, define
then Y t and thus V t must have hit − g 1+γ by time /(4g ). Thus,
where the first inequality follows from the definition of N − and the last inequality follows from a standard lower bound on the normal distribution function. Successive application of the strong Markov property yields the result. ■
There exist positive constants t 0 (γ, g ), c such that for j = 1, 2, 3,k ≥ 0
. Lemma A.3 shows there exists a positive constant c such that for t sufficiently large,
is a point of increase of the velocity, since it has hit
1+γ from below. By (1.5),
is the first time after α 3k−1 that V hits a, and α 3k+1 = σ(α k ). In addition, N − ≥ k +1 implies the velocity starting from time α 3k−1 does not hit −g /(1+γ) before a and therefore does not hit b > −g /(1+γ) before a either. Since H α 3k−1 ,V α 3k−1 ∈ {0}×(a, b), we apply the strong Markov property at α 3k−1 and Lemma A.3 to show
for all t sufficiently large and some positive constant c. Using Lemma A.5 with 0 = g 4γ , h = 0 and applying the strong Markov property at α 3k+1 gives for k ≥ 0,
Apply Lemma A.2 for the tail bound on the escape time of the interval a, −g /(1 + γ) ,
holds for some p ∈ (0, 1) depending only on γ, g and for all t sufficiently large. Combining (3.2), (3.3), (3.4) and (3.5) completes the proof. ■ Lemma 3.3. There exist positive constants t 0 (γ, g ), c such that
(3.6) and
Using (3.6) in (3.7) and applying the bounds obtained in Lemma 3.1 and Lemma 3.2, we obtain
+ t e C e −c (t −1) , which gives the bound stated in the lemma for sufficiently large t . ■
Renewal point approached from above
Our goal in this section is to bound 
The fact that almost surely, β j < ∞ for all j and N + < ∞ can be shown using arguments similar to those succeeding (3.1). For Section 3.1, in which τ
, we relied on the property (1.5) to imply that H = 0 at the time when V increases to We therefore break this section into two parts: First, we derive bounds like those in Lemma 3.2 but for the differences β j − β j −1 j ≥0 until the time β 3N + , when V crosses −g 1+γ from above.
We then control the time taken after β 3N + for the velocity to return to −g 1+γ from below.
Lemma 3.4.
There exists a positive constants t 0 (γ, g ), c such that
1+γ , so that (1+γ)u +g = g /4(1+γ) and u − ν = −g /4(1 + γ) 2 . The lemma shows there exist positive constants c and t 0 (γ, g ) such
, L s is constant and the velocity decreases
at β 3k+1 to some point bounded below by − g 1+γ at time β 3k+2 . This observation, along with (1.1), implies
This implies
For any k ≥ 0, the strong Markov property at β 3k+2 and Lemma A.2 produce a constant ∼ p ∈ (0, 1) depending only on γ, g such that
when t is sufficiently large. Arguments similar to those in Lemma 3.1 show for sufficiently large n ≥ 1
for a positive constant c. Using (3.9), (3.10), (3.11) and (3.12) in bounds along the lines of (3.6) and (3.7) with α k replaced by β k for each k ≥ 0 and N − replaced by N + , the lemma follows. ■
We now consider the time needed for V to return to −g /(1+γ) after
, from which it follows that ζ =α 3N when τ
Lemma 3.5. There exist constants t 0 (γ, g ), c > 0 such that
Henceforth we consider the case τ
Arguing as in Lemma 3.1, we have for n ≥ 0 and a positive constant c,
Since L s is constant on [β 3N + ,α −1 ], we proceed as in (3.10) to show there exists a constant C > 0 such thatα
In the following analysis, there are two cases to consider: Hα −1 = 0 and Hα −1 > 0. In the former situation, Vα −1 ∈ (a, −g /(1 + γ)), so we use Lemma A.2 and the strong Markov property atα −1 to show there existsp ∈ (0, 1) depending on γ, g such that for t sufficiently large,
The analysis of {α j +1 −α j } j ≥0 can be done exactly as that of {α j +1 −α j } j ≥3 performed in Lemma 3.2 using Lemmas A.2, A.3 and A.5. Thus we proceed as in Lemma 3.3, using N in place of N − and (3.13) instead of Lemma 3.1, to obtain a positive constant c such that for t sufficiently large
The methods of Lemma 3.2 fail to bound the probability of α 1 − α 0 > t since in principle Hα −1 might be quite large. We first apply the union bound to show for k ≥ 1,
Recall that β 3k−3 is a point of increase of V to the level b
shows H β 3k−3 = 0. β 3k−2 is the first time after β 3k−3 the velocity falls to
Using Lemma A.4 and the strong Markov property at β 3k−3 , there exists constants c, t 0 (γ, g ) > 0 such that for all t > t 0 (γ, g ), (3.18) When N + = k and H β 3N + , Hα −1 > 0, the velocity starting from β 3k−3 makes an excursion from b
at time β 3k−2 , then to a without returning to b. Therefore,
Using (3.19) , the strong Markov property at β 3k−2 and Lemma A.3 we obtain t 1 (γ, g ) > 0, which we take to be larger than t 0 (γ, g ), such that for t > t 1 (γ, g ),
Now the strong Markov property at β 3k−3 , (3.21) and Gaussian tail bounds show there exists a t 2 (γ, g ) > t 1 (γ, g ) and constants C ,C , c, c > 0 such that that for t > t 2 (γ, g ),
By (3.12), E (0,−g/(1+γ)) N + ≤ e C for a positive constant C . We apply (3.18), (3.20) and (3.22) to (3.17) and sum over k to obtain positive constants c, t 2 (γ, g ) such that,
). Now the analysis of {α j +1 −α j } j ≥1 can be done exactly as that of {α j +1 − α j } j ≥1 performed in Lemma 3.2. Once again we argue as in Lemma 3.3, using N in place of N − and (3.13) instead of Lemma 3.1, to obtain a positive constant c such that for t sufficiently large [16] , which gives a stationary measure of the stated form. Now we prove the second claim of the theorem, which also implies uniqueness of the stationary measure. Define N t = sup{k ≥ 0 : ζ k ≤ t }, the number of renewals before time t . It is enough to show the claim for bounded, non-negative f . Recalling ζ = ζ 0 , 
Fluctuation bounds on a renewal interval
We show that on the interval [0, ζ], the probability of the velocity hitting a large value y has Gaussian decay in y and the corresponding probability of the gap hitting a large value x has exponential decay in x. These estimates directly imply bounds on the tails of the stationary measure given in Theorem 1.3 via the representation in Theorem 1.2, and also produce the oscillation estimates stated in Theorem 1.4.
Velocity bounds
Lemma 4.1. There exists a positive constant c such that
, for all y > 0.
, the system equations (1.1) and the Skorohod representation (1.2) imply V t ≤ F t . Hence, 
There exist positive constants y (γ, g ) and p(γ, g ) ∈ (0, 1) such that
for y > y (γ, g ) and n ≥ 0.
Proof. For any y > g /(1 + γ), applying the strong Markov property at τ 1 , observe that
We bound the second probability on the right hand side by applying the strong Markov property at the stopping time inf t ≥ σ τ
Using this in (4.2), we obtain
To estimate the first probability on the right hand side of (4.3), note that if V 0 = y/2 and t < τ
Arguing as in Lemma 4.1,
To estimate the second probability in (4.3), observe that for any y ≥ 2g /(1 + γ),
where the last inequality follows by applying the strong Markov property at τ H 1 . Recalling that for any t ≥ 0 6) and
we obtain
Now we bound the second term in the product on the right hand side of (4.5) from below.
The right side equals −g /(1 + γ) when t = γ −1 log 1 + 3γ and hence, if σ(0) ≥ γ −1 log 1 + 3γ ,
. As the velocity is strictly decreasing on the interval
(4.8) Using (4.7) and (4.8) in (4.5), we obtain
Using (4.4) and (4.9) in (4.3)
Choosing any p(γ, g ) ∈ ((1−p 1 (γ, g )p 2 (γ, g )), 1) and y (γ, g ) ≥ 2g /(1+γ) such that the right hand side of (4.10) is bounded above by p(γ, g ) for all y ≥ y (γ, g ), the assertion of the lemma follows for n = 1. The result for n ≥ 2 follows by induction upon using the strong Markov property at τ 2n−1 . ■ Theorem 4.3. There exist positive constants y (γ, g ), c,C such that
for all y > y (γ, g ).
Proof. Consider {τ i } i ≥1 and J y defined in (4.1). Then, choosing y (γ, g ) to be the same constant as in Lemma 4.2, for any y > y (γ, g ), we apply the strong Markov property at stopping time τ V y to obtain
By applying the strong Markov property at time τ 2k ,
Using this in (4.11), we obtain
from which the upper bound claimed in the theorem (with 2y in place of y) follows for y > y (γ, g ) from Lemmas 4.1 and 4.2.
For the lower bound, we first show
as in the definition of ζ,
(4.12) Choosing the starting point (H 0 ,V 0 )
We also note that if s(v) = e 2v((1+γ)y+g ) , then s(F t ) is a bounded martingale on t < τ
By the optional stopping theorem, , we obtain
(4.14)
The lower bound in the theorem follows from (4.12) and (4.14), with C = − log
. C > 0 is finite via arguments similar to those of (4.13). ■
Gap bounds
To bound tail probabilities of H , we split the path of the process by hitting times of the velocity. Doing so allows the gap to be controlled by Brownian motion with drift and its running maximum.
Lemma 4.4. For any x
and inf
Proof. Take any x > 0. On t < τ 
. To prove the lower bound first note that if h > x, then τ H x < σ(0). For h ∈ [(γ/2g ) log(2), x] and t ≤ σ(0), noting ν − V t ≥ 0 (by (1.5)), we use (1.4) to calculate,
The optional stopping theorem again gives,
Proof. Observe that for any x > 0 and any ν > −g /γ, when (H 0 ,V 0 ) = (x/2, ν) we obtain from (1.1),
where we used S t = 
. We conclude that for
■ Theorem 4.6. There exist positive constants x (γ, g ),C ,C such that
Proof. Theorem 4.3 shows there exist positive constants x 0 (γ, g ), C ,C such that
for x > x 0 (γ, g ). The union bound then gives,
, as in the definition (1.7) of ζ.
). The strong Markov property at τ 
). We define slight modifications of the stopping times given in (3.1), and therefore we use the same notation. Define α −1 = 0 and
We consider an arbitrary, fixed x > x 1 (γ, g ) and suppress the dependence of α 1 , α 2 . . . on x. Since
, (4.17) shows,
Starting from α 3k−1 , the velocity cannot rise to x g γ(1+γ) , for any x > 0, without first passing through 0, −g /(1 + γ) , by (1.5). In addition, When N < k, α 3k−1 = α 3k and τ H x ∈ (α 3k−1 , α 3k ] is impossible. We use these observations, along with the strong Markov property at α 3k−1 and (4.17), to obtain for any k ≥ 1,
Now we estimate the probability of τ α 3k+1 ] is impossible. Therefore, we need only consider cases in which H reaches x/2 between α 3k−1 , when H is zero, and α 3k . Therefore, once again we apply the strong Markov property at α 3k−1 and (4.17), with x/2 in place of x, to obtain
Note that for any k ≥ 0, the fact (1.5) that the velocity increases only where H = 0 and the definition of α 3k+1 show (
)/(1+γ) , noting a < −(g +g /4γ)/(1+γ), we use (1.1), S t ≤ −t (g + g /4γ)/(1 + γ) and −V t > 0 to show 
we have τ 
The exact same argument as in Lemma 3.1 shows
, we have by (4.24) a positive constant C such that,
Now consider the case τ
Once again fix x > x 1 (γ, g ). (4.17) directly implies and (4.17) again to show
In the case where τ V a < ζ, we modify the analysis used to prove (4.25), as follows.
and N − in (4.18). The strong Markov property atβ −1 and (4.17) show,
The analysis of (4.19), (4.20), (4.21) and (4.23) is now repeated, withβ j in place of α j for j ≥ 0 andÑ − in place of N − , giving for k ≥ 0 and j = 0, 1, 2,
Combining (4.26), (4.27), (4.28) and (4.29),
Arguing as in (4.25), we achieve, 
where
. It remains only to show C < ∞. Suppose H 0 = 0 and
log 2. By (1.6), V cannot hit a before time T and hence, S u ≥ ua for u < T . Thus, if inf u<T B u < −(h 0 − Ta) < 0 (recalling a < 0), we obtain from system equations (1.1)
Recalling that b + g /(1 + γ) > 0, we have shown 
). So (5.1) proves the lower bound of the theorem for π R + × (y, ∞) , for all y > y (γ, g ).
We now prove the lower bound for π (x, ∞) × (−g /γ, ∞) . Fix x (γ, g ) > 0 as in Theorem 4.6 and x > x (γ, g ). Proceeding similarly to (5.1), by Theorem 4.6 there exists a C > 0 such that,
The expected hitting time of Brownian motion with drift −g /γ at level −x (γ, g ) is strictly positive and finite (e.g. Ch. 3C in [20] ), so we have
). This fact and (5.2) prove the required lower bound for π (x, ∞) × (−g /γ, ∞) .
We now show the upper bounds of the theorem. Again using the representation for π in Theorem 1.2 and the velocity bounds in Theorem 4.3, we obtain for y > y (γ, g ),
The upper bound for π R + × (y, ∞) follows from (5.3) upon noting that
which is a consequence of Theorem 1. 
A sub-sequence argument, and the observation lim n→∞ ζ n n = Eζ 0 almost surely, complete the proof. The second statement is proven similarly, with Theorem 4.6. ■
Proof of Theorem 1.5. By Theorem 1.4,
and thus, using 
Exponential ergodicity
This section will prove Theorem 1.6. We first show the process is ergodic, in the sense that P t ((h, ν, · ) converges to π in total variation, using coupling techniques of Ch. 10 [16] . We show this can be upgraded to exponentially fast convergence using Lyapunov function techniques. Typical proofs of exponential ergodicity via Harris' Theorem available in the literature (e.g. [10, 11, 14, 13, 12] ) rely on the existence of continuous densities of P t with respect to Lebesgue measure. Such densities give a positive chance of coupling two versions of the process within a set toward which the process has a strong drift. In our case the transition laws do not have densities, as can be verified by observing the velocity decreases deterministically away from the boundary ∂S. In addition, the generator of the process is not hypoelliptic in the interior of the domain, which makes the situation more complicated: Hypoellipticity is a standard tool for establishing exponential ergodicity in the absence of ellipticity ( [22] ). We adapt techniques from [16] , which involve coupling the renewal times of two versions of the process, to furnish exponential ergodicity for our model.
Before we proceed to details, we provide a proof outline. The first step is proving convergence to stationarity in total variation distance. This is done using Theorem 3.3, Ch. 10 of [16] after proving in Lemma 6.1 that the gaps between the renewal times are 'spread-out' (see Section 3.5, Ch. 10 of [16] ). The total variation convergence result is stated in Theorem 6.2.
This convergence is then upgraded to exponential ergodicity by establishing the drift condition (6.24) and minorization condition (6.23) which can be used to furnish exponential ergodicity using the recipe in [17] . The drift condition is established via Lyapunov functions that can be obtained from exponential moments of hitting times of certain carefully chosen sets. The finiteness of exponential moments for one such set Λ is shown in Lemma 6.4.
The minorization condition is obtained by establishing certain structural properties for the Markov process along the lines of [23] , which are stated in Lemma 6.3. In particular, we show that the process (H t ,V t ) t ≥0 is π-irreducible and positive Harris recurrent and the aforementioned set Λ is 'petite'. These structural properties imply a stronger version of (6.23) as stated in Lemma 6.5. Finally, the proof of Theorem 1.6 is completed at the end of the Section.
Lemma 6.1. There exists a non-negative function f with
Proof. Recall a, b in the definition (1.7) of ζ, where −g /γ < a < −g /(1 + γ) < b < 0. By definition of ζ and (1.5), when τ
, we apply the strong Markov property at τ V a to obtain,
We will show the right-hand side of (6.1) has a density with respect to Lebesgue measure λ on [0, ∞). By the Radon-Nikodym Theorem, it suffices to show that for each u > 0 and
Fix such a u and A, h ≥ 0, and set (H 0 ,V 0 ) = (h, a). (1.5) says that if t is a point of increase of V t it must be a point of increase for
The second equality in (6.3) follows from the fact that
is bounded, the Novikov condition and Girsanov's theorem ( [20] Ch. 3.5) show the law of the process W is equivalent to that of standard Brownian motion on any bounded time interval [0, u] . Therefore,
has a density with respect to Lebesgue measure ([20] Ch. 2.8). Now (6.3) implies that whenever λ(A) = 0, F A (h, t ) = 0 for any t ∈ [0, u] and h ≥ 0. This proves (6.2). f can thus be taken as the density with respect to
Proof. This is a consequence of Lemma 6.1 and Theorem 3.3, Ch. 10 of [16] . Using the terminology from that reference: The process (H ,V ) is classical regenerative by the strong Markov property and (1.7), (1.8). Since P (h,ν) (ζ 1 − ζ 0 ∈ ·) = P (0,−g/(1+γ)) (ζ ∈ ·), Lemma 6.1 shows the interregeneration time ζ 1 − ζ 0 is 'spread out.' The proof is completed by Theorem 3.3 (b), Ch. 10 of [16] . ■
The following Lemma establishes several structural properties for the process (H t ,V t ) t ≥0 . We refer the reader to [23] for definitions of resolvent kernels, π-irreducibility, 'petite' sets and Harris recurrence that appear in the following Lemma. Proof. Using the definition of successive renewal times ζ := ζ 0 and {ζ n } n≥0 given in (1.7), we apply the strong Markov property at ζ n , n ≥ 0 to show for any measurable set A, with F ζ n denoting the stopped filtration for (H ,V ),
Taking expectations in (6.4) and summing over n we have,
The form of π given in Theorem 1.2 shows the measures π and µ are equivalent. Thus, (6.5) proves (a), and (b) is an immediate consequence of (a). The arguments used to prove Theorem 1.1 are valid for any starting point (h, ν) other than 0, −g /(1 + γ) : Since the process started from (h, ν) can reach the points b, a used in (3.8), (3.1) in finite time, the analysis to show bounds as in Theorem 1.1 goes through for any initial conditions. Therefore, E (h,ν) e −ζ > 0 for all (h, ν) and is bounded below on bounded sets.
Setting α = inf (h,ν)∈Λ ∞ n=0 E (h,ν) e −ζ n , (6.5) gives (c). Note that setting A = S in (6.5) shows α = Since, as noted in the previous paragraph, P (h,ν) (ζ < ∞) = 1 for all (h, ν) ∈ S and 0, −g /(1 + γ) is contained in Λ, we have P (h,ν) (τ Λ < ∞) = 1. Moreover, part (c) of the lemma shows that the set Λ is petite in the sense of Section 4 in [23] . These two observations imply (d) by Theorem 4.3 (ii) of [23] . ■ Lemma 6.4. For Λ as in Lemma 6.3 , there exists a continuous function F such that,
and bounded on Λ, uniformly for η
Proof. Throughout the proof, the terms c, c > 0 will denote constants dependent only on g , γ, not η, whose values might change from line to line. We will define a range of η to satisfy the theorem, giving upper bounds on such admissible η as needs arise. First we bound E (h,ν) e 
Lemma A.5 gives,
, that is, initial conditions above Λ. Since V cannot increase before H hits zero, there are only two ways the process can enter Λ as depicted in Figure 9) forã < ν ≤ g /γ and η < , (6.10) gives,
for any h > 1,ã < ν ≤ g /γ and η < 1 16 g /(1 + γ) 2 . From (6.9) and (6.11), we obtain
Lastly we consider the region to the right of Λ, where ν > g γ . When the velocity hits g /γ, either it is in Λ or H > 1 and the process has 'jumped over' the box's right edge. See Figure 1 . Lemma A.6 with u = g /γ shows
for η < 2g 2 /γ. In addition, the strong Markov property at τ V g /γ , along with (6.12), (6.13) and the Cauchy-Schwarz inequality imply, (6.14) for η < g 2 /γ sufficiently small that the second term exists. We now define the allowable range of η and bound the second term in (6.14) . Using (1.1), we have for all (h, ν) ∈ [0, ∞) × (g /γ, ∞) and
(6.15) If η is small enough that (1 + 1/γ) × 16η(1 + γ)/g < g /γ, in other words η < 1 16 (g / (1 + γ) 
2 ≤ e c e 8η(1+γ)(γh+ν)/g γ , (6.16) for any t > 0, where the third bound above follows from Cauchy-Schwarz inequality. By Fatou's lemma,
Combining (6.17) and (6.14), 2 . From (6.13) and (6.18), we obtain
Summarizing (6.7), (6.8), (6.12) and (6.19) ,
Notice that to introduce the 2νg /γ term in (6.20) when applying (6.7), (6.8), (6.12), we need only use the fact that 1 = e −2νg /γ e 2νg /γ < e
We complete the proof of the theorem. By definition, τ Λ (1) = 1 + inf{t ≥ 0 | (H 1+t ,V 1+t ) ∈ Λ}, so for any (h, ν) we have by (6.20) , (g /(1 + γ)) 2 and any (h, ν) ∈ S. ■ The last ingredient needed in the proof of exponential ergodicity is a minorization condition (e.g. Assumption 2 of [10] , or [17] for a different formulation): There exist t 0 , α > 0 and a nontrivial measure µ such that
In essence, (6.23) ensures two versions of the process started within Λ can be coupled. Typically, (6.23) is checked by showing P t has a continuous density with respect to Lebesgue measure for each t > 0. As stated before, these techniques are not available in our setup. Instead Lemmas 6.3 and 6.2, which use the renewal structure of our process in a crucial way, establish the following stronger version of (6.23). 
The result then follows from Theorem 5.2 of [17] . We note here that the referenced theorem requires an 'aperiodicity' type condition for the semigroup P t , given on p. 1675 of the reference (which is not the same as the more standard notion of aperiodicity defined in (6.26) below). However, the first line in the proof of Theorem 5.2 of [17] makes clear that the sole use of the 'aperiodicity' condition is to ensure there exists a t 0 > 0 such that the discrete-time process with transitions {P kt 0 } k≥1 is geometrically ergodic. In other words, 
Lemma 6.5 shows (6.26) is satisfied for the chain with transition laws Q k = P kt 0 , C = Λ and α n = 1 for all n, where Λ and t 0 are as given in the Lemma. Thus, the discretely sampled chain with transition laws {P kt 0 } k≥1 is aperiodic. (6.25) follows immediately from this observation in conjunction with (6.24) and Theorem 16.0.1 (ii), (iv) of [11] . The proof of Theorem 5.2 in [17] now proceeds exactly as written, giving the result. ■
A Appendix: Hitting time estimates
The following lemmas primarily support statements leading to the proof of Theorem 1.1. We begin with the observation that τ
is finite a.s. for all initial conditions.
The lemma follows by noting that the bounding process in the above inequality is a Brownian motion with negative drift starting from a positive point and hence hits zero in finite time almost surely. ■ 
, and using (1.1) and (1.5) shows 
An induction argument gives the result. . There exist positive constants c and t (γ, g ) such that sup
for all t > t (γ, g ).
Proof. Lemma A.2 shows there exists ap ∈ (0, 1) and C > 0 depending on γ, g such that for t ≥ C , sup ν∈(a,b) We handle these cases separately and show that in either case, the Brownian particle has to attain a large negative value before τ V b , leading to exponentially small probability bounds.
To estimate the probability of the event (i), fix t > t 0 (γ, g ) and set (H 0 ,V 0 ) = (h, ν) ∈ [0, t g /4γ(1+ In (A.3), (A.5) and (A.6) the choice of t > t 0 (γ, g ) was arbitrary. As a result, (A.3) and (A.5) show that for a positive constant c, This bound implies the first claim of the lemma upon using the fact that for u > 0, sup s<∞ (B s − su) d = Exponential(2u) (see Chapter 3.5 of [20] ). The second claim is a consequence of the first.
■
