Graduate Theses, Dissertations, and Problem Reports
2015

Erbium alloyed AlN thin films: Structural, piezoelectric and
magnetic properties
Vishal Narang

Follow this and additional works at: https://researchrepository.wvu.edu/etd

Recommended Citation
Narang, Vishal, "Erbium alloyed AlN thin films: Structural, piezoelectric and magnetic properties" (2015).
Graduate Theses, Dissertations, and Problem Reports. 6293.
https://researchrepository.wvu.edu/etd/6293

This Dissertation is protected by copyright and/or related rights. It has been brought to you by the The Research
Repository @ WVU with permission from the rights-holder(s). You are free to use this Dissertation in any way that is
permitted by the copyright and related rights legislation that applies to your use. For other uses you must obtain
permission from the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license
in the record and/ or on the work itself. This Dissertation has been accepted for inclusion in WVU Graduate Theses,
Dissertations, and Problem Reports collection by an authorized administrator of The Research Repository @ WVU.
For more information, please contact researchrepository@mail.wvu.edu.

Deep Features based Hierarchical Classification Scheme for
Face Recognition in Heterogeneous Environments
Neeru Narang

Dissertation submitted to the
Benjamin M. Statler College of Engineering and Mineral Resources
at West Virginia University
in partial fulfillment of the requirements
for the degree of

Doctor of Philosophy
in
Computer Engineering

Thirimachos Bourlai, Ph.D., Chair
Katerina Goseva-Popstojanova, Ph.D.
Yuxin Liu, Ph.D.
Jeremy Dawson, Ph.D.
Jacqueline A. Speir, Ph.D.

Lane Department of Computer Science and Electrical Engineering

Morgantown, West Virginia
2017
Keywords: Heterogeneous Face Recognition, Deep Learning, Convolution Neural Network,
Image Restoration, Score Level Fusion Scheme, Statistical Analysis Test
Copyright c 2017 Neeru Narang

Abstract
Deep Features based Hierarchical Classification Scheme for Face Recognition in Heterogeneous
Environments
Neeru Narang

This dissertation investigates the advantages and limitations of the heterogeneous problem
of matching infrared long-range, night time face images against their visible counterparts.
The contributions of the thesis are three-fold. First, a multi-feature scenario dependent fusion scheme is developed, where Gabor Wavelets, Histogram of gradients (HOG) and Local binary patterns (LBP) feature descriptors are empirically selected. Next, a set of fusion
score level schemes are developed and applied before face matching. The developed fusion
scheme results in 54 percent point (pp) higher recognition performance than the baseline
established using a commercial and a set of academic face matchers. Second, to further
improve the performance of baseline face recognition (FR) systems, a scenario dependent
and sensor adaptable convolutional neural network (CNN) is developed that groups the data
in terms of demographic information, including scenarios (situations) such as indoors or
outdoors data, as well as distance and sensor based data. The automated grouping scheme
developed is applied before the FR algorithms are used, improving baseline performance
from 48% (all vs. all) to 70% (with data grouping). Third, an image quality restoration
scheme is designed and developed. This scheme is beneficial to FR systems because the
quality of face data captured under challenging conditions is affected by a variety of noise
factors (including low illumination conditions, variable standoff distances, and uncooperative subjects). Thus, image quality is responsible for the performance degradation of
conventional FR matchers. The developed scheme improves, first, the quality of distorted
face images and, then, FR performance in terms of the rank-1 identification rate. Based on
the experimental results the major conclusion from this research is that the aforementioned
schemes discussed in this dissertation significantly improve cross-spectral face matching
performance on diverse scenarios, when used either independently or in combination. The
experimental results are further supported by statistical analysis tests, conducted to find the
statistical significance of incorporating the developed score level fusion schemes, as well
as the demographic filtering to FR systems.
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Chapter 1
Introduction
1.1

Face Recognition Systems

Biometric systems based on unique physiological and behavioral characteristics offer a natural and reliable solution for the successful identification of individuals in law enforcement
and security applications [1]. Traditional token-based (passport, driver’s license, ID card) and
knowledge based systems (passwords or personal identification number) can be easily manipulated, hacked or shared, therefore compromising system security. Whereas, biometric traits
(such as fingerprints, face, iris, retina, voice etc.) offer a unique, secure, quicker and highly
accurate identification system [1, 2].
Face is considered among the top choices because, unlike other modalities, it is easy to capture even in a non-cooperative way at a distance, it is non-invasive and the face-based recognition technology is fairly accurate [3]. While there is a plethora of FR applications, the most
common include video surveillance, authentication for secure banking, financial transactions,
access control to computer systems and government-buildings and traveler’s screening (at airports, train stations, etc.).
FR system can operate either in face verification (authentication) or face identification mode
[2]. Face verification is represented as one to one matching, with the task of validating a
person’s claimed identity by comparing the captured probe image against the template image
(gallery) [2]. Identification task is related to one-to-many matches, and identification is per-
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formed by comparing the probe face image against all the template images in the database.
FR systems generally consist of five modules; image acquisition, face/eye detection, face
alignment, feature extraction and matching (see Fig. 1.1). After pre-processing, feature extraction is performed before matching, which is based on the computation of similarity scores
when comparing query and gallery images.

Figure 1.1: Block diagram representation of a typical face recognition system.
There is a variety of face recognition algorithms discussed in the literature including;
appearance-based, model-based and texture-based ones. The appearance-based techniques are
based on the entire face region. Principal component analysis (PCA) [4] or linear discriminate
analysis (LDA) [5] are the most well-known examples of such techniques. Model based techniques such as elastic bunch graph matching is based on a set of facial landmark points such as
corners of eyes, tip of the nose and corners of the mouth. These landmark points are sometimes
referred to as fiducial points. Local binary patterns (LBP) and Local Ternary Patterns (LTP)
descriptors are considered as the most common methods to get the texture information.

1.2

Challenges for Face Recognition

The existing standard face recognition systems result in operationally acceptable identification rates when performing the FR under highly controlled conditions; the light source and
direction, face pose, standoff distance (i.e. the distance between the camera and the face), as
well as the background, for example, are kept within tightly controlled limits [6, 7]. However, in law enforcement and security applications, operators deal with mixed FR scenarios
that involve matching face images captured by:
• Different Cameras Sensors: When the probe and gallery face images are captured from
different camera sensors. For example, the gallery images are captured using visible
2
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Figure 1.2: Mixed face recognition scenarios involve matching probe images captured by any camera
sensor, standoff distance and illumination conditions.

camera under fully controlled conditions. Whereas, the probe images are captured using
NIR and SWIR cameras as shown in Fig. 1.2. The difference in appearance between the
images sensed in the visible and infrared band is due to the properties of sensors.
• Night-Time Environments: The quality of the image degrades when the face images
are acquired outdoors in night-time conditions.
• Long Standoff Distances: When the subject is far away from the camera (See in Fig.
1.3) against the good quality face images (e.g. mug shots) acquired using high definition camera sensors (e.g. DSLR cameras) is responsible for performance degradation of
conventional face recognition systems.
• With Tinted Glass: When the face images are captured through the tinted glass panels.
Under such challenging conditions, the traditional face recognition systems such as based
on Local Binary Patterns or Linear Discriminant Analysis often provide unsatisfactory results.
We need to develop an efficient and reliable system which is capable of face based evidence to
be extremely accurate so that it can provide to law enforcement officers a solid lead, to either
identify or rule out suspects.
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Figure 1.3: Face images collected at standoff distance of 5m and 10m.

1.2.1

General Research Challenges

When the data collection is performed using sensors that operate at different spectral bands
(UV, visible, infrared, and thermal), the main questions that need to be answered are:
• Either independently or in combination with others, when designing such a system under
either controlled or uncontrolled conditions which spectral band should be selected to
solve the problems of human recognition? To be able to answer this question we need to
go beyond the visible band and to the infrared (IR) spectrum [8].
• How do we design a heterogeneous face recognition system that can recognize people
for the face images captured in night-time environment, outdoors and at long standoff
distances?

1.2.2

Focused Research Challenges

• Which feature descriptor can result in better identification performance?
• Why do we need fusion and which fusion scheme can result in better performance?
• What is the impact of data filtering in terms of gender, ethnicity, indoors, outdoors?
• Which image restoration method can restore the highest quality images?
4
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• How we can support our experimental results?

1.3

Research Objective

The main objective of this research work is to design and develop a night vision, efficient
face recognition/matching system that can provide solutions on such operational scenarios in
order to improve system performance, i.e. rank-1 identification rate.

1.3.1

Contributions

In order to deal with the problem of identifying people in both at day and night-time environments, at variable distances and illumination conditions, various types of visible (e.g. with
telephoto lenses) and infrared sensors (Near, Short-Wave, Mid-Wave, and Long-Wave IR), under either single-spectral or multi-spectral recognition settings are required [9, 10]. We also
know that there are certain settings and configurations that provide increased identification performance during night-time operations when using passive IR sensors [9], active IR sensors
[11] or visible band sensors that operate during day-time and at medium distances [12].
To address the problem of recognizing people when the face images are collected in nighttime environment and at long standoff distance, NIR imaging system that has the capability
of delivering detailed surveillance assessment imagery at any outdoor illumination conditions
(either daylight, low-light or no-light conditions) is designed. Due to its optical capabilities,
this camera system enables detailed human assessment in complete darkness at long ranges
(beyond 400 feet) as shown in Fig. 1.4. However, in practice, even though the system operator
can read text, numbers, and detect humans at long ranges, the system is not designed to have
the capability to automatically and efficiently recognize humans via their face images.
To address the problem of images captured through tinted glass, imaging systems in the
SWIR band play an important role. It is a part of the reflected IR (active) band (in these experiments, it ranges from 0.9µm to 1.7µm). In harsh environmental conditions characterized
by unfavorable lighting and pronounced shadows, FR based on SWIR images may be advantageous [13–16]. SWIR imagery is more tolerant to low levels of obscurants like fog and smoke
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Figure 1.4: Data collection scenarios of both visible and infrared face data, under controlled (top image)
or uncontrolled (bottom image) conditions [7].

[3, 17, 18]. The main benefit is that, it can take advantage of sunlight, moonlight, or starlight
[14, 19, 20]. It offers the possibility to capture the images through tinted glass as shown in Fig.
1.5 [21].
This work is an effort to investigate some of the challenges of face recognition by focusing on
four main directions (see Fig. 1.6):
(i) To conduct this study, four different sets of challenging databases are collected under

Figure 1.5: Probe face images are captured in the SWIR band through tinted glass.
controlled and uncontrolled conditions in our lab. The face images are acquired, at day-time,
night-time conditions, indoors or outdoors and at different standoff distances, up to more than
6
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100 meters away using visible, NIR and SWIR camera sensors.
(ii) Developed a multi-feature scenario depended fusion (MFSDF) scheme that can assist in
improving FR performance at the aforementioned challenging matching conditions.
(iii) Developed convolutional neural network (CNN) based, scenario-dependent and sensor
adaptable hierarchical classification frameworks in visible, NIR and SWIR band. The developed network is designed to automatically categorize face data captured under various challenging conditions, before the FR algorithms (pre-processing, feature extraction and matching)
are used. The impact of data grouping in terms of demographic information about the user gender, ethnicity and images in terms of indoors, outdoors is explored for the purpose of improving
cross-spectral face recognition (FR) performance.
(iv) One of the major issues is that the image quality degrades as a function of the standoff
distance and therefore, either same-spectral or cross-spectral matching becomes a very challenging process. An image restoration method to restore the good quality images is developed.

1.3.1.1

Designed and Developed Heterogeneous Imaging System

NIR Imaging System: In this work, a dual band database in the VIS (baseline) and NIR spectrum of 103 subjects at night-time environments and variable long standoff distances, starting
from 30m and up to 120m, in 30m intervals is collected and used to demonstrate the challenges
associated with the problem. Then, a set of experiments were performed in order to demonstrate the possibility for long range face recognition, at night and in the NIR band.
Multi-Scenario (MS) SWIR Imaging System: Face images were captured in SWIR band under multiple scenarios, including, face data captured indoors, outdoors, with or without tinted
glass panels (0%, 80% and Solar) placed in front of a subject0 s face or even with active illumination at 1550 nm.
Single Sensor Multi-wavelength (SSMW) Imaging System: SWIR face database was captured using single sensor multi-wavelength system, including, face data captured at five different SWIR wavelengths ranging from 1150 nm and up to 1550 nm in increments of 100 nm.
Multi-Sensor Imaging System: A unique multi-sensor database (using Samsung S4 Zoom,
Nokia 1020, iPhone 5S and Samsung S5) was collected containing face images indoors, out-
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Figure 1.6: Overview of conventional face recognition system using developed pipeline (top box) and
incorporation of statistical tests for the verification purpose.

doors, with yaw angle from -90◦ to +90◦ and at two different distances of 1m and 10m.
First a baseline using commercial and academic face matchers was established. The rank1 identification results for inter-distance, intra spectral, cross-distance and cross-spectral face
recognition were reported.

1.3.1.2

Study 1: Developed Multi-feature Scenario Depended Fusion Scheme

First, Gabor Wavelets, Histogram of gradients (HOG) and Local binary patterns (LBP)
feature descriptors are empirically selected and, then, a set of fusion score level schemes are
developed to improve the face recognition performance.

1.3.1.3

Study 2: Developed Deep Features Based Data Filtering Network

Developed a scenario dependent and sensor adaptable convolutional neural network (CNN)
to perform the data filtering. While the manual filtering can be done, such a process is time
consuming, especially when dealing with large datasets [22, 23]. Therefore an automated way
of classifying images into specific scenario is needed. If data organization is performed the
8
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FR system can be efficient in terms of both time and potential errors resulting from manual
labeling.
Demographic Filtering in NIR Band: The usage of demographic filtering of data (ethnicity,
gender and facial hair class), before face matching for the purpose of improving face recognition performance is developed. One of the main examples is discussed in [1], where one of the
state-of-the-art FR commercial software was assisted by non-facial context data to work efficiently. Developed algorithmic approach for the demographic filtering of soft biometric traits
in terms of male class into male with or without beard and female class into Asian or Caucasian
class. It is working well for both visible and NIR face images. The demographic data is further
used to perform the face recognition experiments.
Data Filtering in SWIR Band: Two databases are selected in SWIR band including multiscenario and multi-wavelength database.
Multi-Scenario Database: CNN based, multi-scenario framework is designed, where hierarchical data filtering is performed as follows: Level 1, face images are classified into Indoor or
Outdoor; Level 2, face images are further classified into those captured behind various types
of tinted glass or not; and, finally, Level 3, face images are classified into those captured when
active illumination was used or not.
Multi-wavelength Database: CNN framework categorizes face data into individual wavelength into 1150, 1250, 1350, 1450 and 1550 nm.
Data Filtering for Multi-Sensor Database: Developed CNN framework is used where trilevel hierarchical classification is performed as follows: Level 1, face images are classified
based on phone type; Level 2, face images are further classified into indoor and outdoor images; and, finally, Level 3, face images are classified into close (1m) and far, low quality, (10m)
distance.

1.3.1.4

Study 3: Developed Image Restoration Scheme

In practical applications, one of the problems with human face-based recognition is that it
is often the case where the training material (i.e. the gallery dataset of face images, normally
captured in a controlled environment of a set of individuals enrolled in the dataset) is only avail-
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able in the visible spectrum (see Fig. 1.6). Thus, one needs to perform the very challenging task
of matching cross-scenario face images. One way of attempting to deal with such a challenge
is through photometric normalization [24], utilizing algorithms such as contrast limited adaptive histogram equalization (CLAHE) [25]. While such algorithms often are shown to improve
identification performance, their capability in practical applications is limited due to the fact
that face images of suspects (probes), available from surveillance data, are of low quality. The
reasons are that such face images are captured using low quality sensors at challenging conditions (including variable distances, off angle, and during night-time) while also they need to be
successfully cross-matched to the available mug shots (i.e. good quality face images (gallery),
typically captured in the visible band). To address this problem, an image restoration method
to improve the quality of distorted, long range NIR face images is developed.

1.3.1.5

Study 4: Statistical Hypothesis Testing

Statistical hypothesis tests are performed to find the statistical significance of incorporating
developed image restoration, score level fusion schemes, as well as the demographic filtering in
terms of gender, ethnicity, and facial hair. The conducted set of statistical tests are represented
by a pipeline which consists of, selection of statistical test for our database, hypothesis test 1,
hypothesis test 2 and hypothesis test 3 as shown in Fig. 1.6.
Both commercial and academic face matchers are used and a set of experiments is performed, indicating that developed image restoration, fusion schemes and the usage of demographic information of the database, achieved significantly better performance results e.g. the
developed fusion scheme results in 54 percent point (pp) higher recognition performance than
the baseline face matchers (established using a commercial and a set of academic) and can be
utilized to improve cross-spectral matching performance on diverse scenarios.
To the best of our knowledge, this is the first-time deep learning based network for the
grouping of the data (collected under un-constrained conditions) is developed. The data filtering is performed in terms of:
• Demographic information (Female Asian, Female Caucasian, Male With Beard and Male
Without Beard stratum) for the face images collected in night-time, at long range distance
10
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and in the NIR band is developed. Also, there is no reported work that evaluates the
impact of grouping soft biometrics (for the purpose of data filtering) in terms of ethnicity,
gender and facial hair in a cross-spectral FR system (NIR images collected in night-time
and at long range distance).
• Image filtering into indoors, outdoors, with and without tinted glass and into wavelength
in SWIR band.
• Image filtering into sensor type, indoors and outdoors in VIS band.

1.4

Thesis Organization

In this section, an outline of the rest of the dissertation will be described.
• Chapter 2 describes existing work related to the heterogeneous face recognition systems
in the infrared band. In this chapter, the developed face recognition system in heterogeneous environments is discussed. Also, the approaches developed by researchers for data
filtering and image restoration are discussed.
• Chapter 3 describes the design and development of heterogeneous imaging system and
methods developed to optimize the set up to acquire the good quality images. An overview
of the long distance night-time database collected in NIR band, multi-wavelength database
collected in SWIR band is provided. Finally, the multi-sensor database collected using 4
different cell phone devices under challenging conditions is discussed.
• Chapter 4 presents the developed algorithms for face matching based on multi-feature
score level fusion scheme, automatic data filtering based on deep learning network and
image restoration method to improve the quality of distorted images collected at long
distances.
• Chapter 5 presents the evaluation of developed multi-feature based face matching system
and results from both commercial and academic face matchers.
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• Chapter 6 presents the results and evaluation of the developed convolution network architecture for the automatic demographic filtering of the data in terms of ethnicity, gender
and, facial hairs class.
• Chapter 7 presents the identification results based on the developed image restoration
method.
• Chapter 8 presents the statistical significance of incorporating developed algorithms using statistical analysis tests.
• Chapter 9 presents the evaluation of CNN based data filtering network and fusion based
face matching scheme on short wavelength infrared database collected under un-constrained
conditions.
• Chapter 10 presents the evaluation of CNN based data filtering network and fusion based
face matching scheme on multi-sensor database collected indoors, outdoors, at variable
standoff distances.
• Chapter 11 finally summarizes overall conclusions drawn and the main contributions of
the dissertation, as well as suggested future work.
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Chapter 2
Literature Review
In this chapter, the existing systems for the heterogeneous face matching when the database
is collected in un-constrained environment conditions are discussed. Then, the challenges related to existing systems and the developed system to address those challenges are discussed.

2.1
2.1.1

Heterogeneous Face Matching
Reported Work

• Synthesis Based Infrared Face Matching: Liu et al. [26] developed a method for
synthesizing VIS images from NIR images. This method is based on linear mapping
between the images collected from two different modalities (NIR vs. VIS). The authors
reported that there was a significant improvement in the face verification results from the
developed approach. Chen et al. [27] developed a method of synthesizing the VIS images
from NIR images based on learning the mapping between images captured at different
spectral bands.
• Projection Learning Based Infrared Face Matching: Klare et al. [28] performed
cross-spectral matching between NIR and VIS images for the database collected at short
distance of 0.7m under controlled environment conditions. Maeng et al. [29], performed cross distance and cross-spectral matching between VIS and NIR band. The
Long-Distance Heterogeneous Face (LDHF) database is presented, which contains face
13
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images collected in an outdoor environment at distances of 60m, 100m, and 150m, with
both visible light (VIS) face images captured in daytime and NIR face images captured in
nighttime. Yi et al. [30], developed a learning based approach where canonical correlation analysis (CCA) based method was used in order to learn the correlation between NIR
and VIS images. In their study, the authors used the short distance (1.5m) indoor database
as the gallery set. In [31], cross distance and cross-spectral matching for short and long
range distances was performed, in both daytime and night time environments (VIS 1m
and NIR at 60m, 100 m and 150 m). In this the authors used the SIFT descriptors for the
feature extraction and LDA based subspace to minimize the intra-subject differences due
to the modality difference. They used the CASIA HFB (NIR-VIS) database at a distance
of 1.2m to train the system and long distance heterogeneous face (LDHF)-DB long range
distance data collected for testing. In [7], a night time imagery system was designed with
the capability to acquire images at long-range stand-off distances in NIR band. All NIR
face images were acquired at night time and at four different standoff distances of 30m,
60m, 90m and 120m. Using the face datasets generated for each standoff distance, intra
distance and spectral face matching experiments were performed.
• Fusion Based Infrared Face Matching: Kang et al. [39] developed an image restoration
(dictionaries) method for cross-spectral matching. To generate the dictionary developed
algorithm is trained using low-quality face images (150m NIR) and their corresponding
high-quality face images (1m NIR). Their developed method is based on using good quality face images to train the system but in real time applications it is not always the case
that the FR system operators are provided with good and low quality face image corresponding to the same individual to train the system. Omri et al. [37] developed a method
to fuse the images collected under different spectral bands (VIS and NIR) at the score
level. To fuse the scores they used weighted sum, PCA, empirical mode decomposition
and wavelet transform methods. The authors also established a comparison to evaluate
each fusion method used. They further extended their work to a long range database
collected under challenging conditions at 60m, 100 m and 150m distances [38]. They
used short distance (1m) VIS and NIR good quality face images as the gallery set and for
14
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Table 2.1: Previous work related to heterogeneous face matching.
Related Papers

Distance Range

Liu et al. [26]
Wang et al. [32]
Zhang et al. [33]
Chen et al. [27]

0.5m ∼ 1.2m
∼ 1.5m
∼ 1.5 m
∼1.5m

Yi et al. [30]
Klare et al. [28]
Maeng et al. [29]
Zhu et al. [34]
Goswami et al. [35]

∼1.5m
∼ 0.7m
1m, 60m
∼1.5m
∼1.5m

Raghavendra et al. [36]
Omri et al. [37]
Omri et al. [38]

∼1.5m
∼1.5m
1m, 60m,
100m, 150m
1m, 60m,
100m, 150m

Kang et al. [39]

Maeng et al. [31]
Bourlai et al. [7]
Bourlai et al. [40]

1m, 60m,
100m, 150m
1.5m, 30m, 60m,
90m, 120m
1.5m, 30m, 60m,
90m, 120m

Cross Spectral Matching Approach
Synthesis Based
CCA
Face Analogy
Sparse Representation
Learning Mapping
Subspace Based
PCA/LDA/CCA
HOG-LBP
DoG-SIFT
Log-DoG
LBPH and LDA
Fusion Based
Particle Swarm Optimization
DWT multispectral
DWT multispectral
Dictionary: LLE
Subspace Based
SIFT-LBP
CSU
CSU

the developed fusion method they selected the long range face distance data (probe sets)
collected in both bands.

2.1.2

Developed Solution for Heterogeneous Face Matching System

Most of the work reported in the literature in the area of heterogeneous face matching in
the VIS and NIR bands is based on learning subspace methods. To generate the subspace
[6, 7, 26, 28, 29, 39], good quality face images, collected at a short distances (i.e. 1.0m in
both VIS and NIR bands) were used for training and long distance data (60m, 100m and 150m)
was used for testing. However, in the case of operational FR scenarios, we are not always
provided with good quality probe and query face images. This work is an effort to solve a
more complicated problem as dealing with a database captured at night time environments and
variable long standoff distances, starting from 30m to 120m, in 30m intervals.
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• One kind of feature set is not adequate. Fusion of complementary feature sets can provide
better performance results for FR system (for example fusion of local and global feature
sets). The key challenge is the selection of most efficient and discriminative feature
descriptors and fusion scheme. In this work, a Multi-Feature Scenario Dependent Fusion
scheme is developed.
• An image restoration method to solve the problem of dealing with low quality face images captured at long ranges is developed. The method is based on image de-noising
(DN) and super-resolution (SR) techniques, it will be discussed in the methodology section in Chapter 4.

2.2

Demographic Filtering

To deal with the problem of poor performance of face recognition system, one of the solution is to use data filtering in terms of demographic information. Filtering is based on the
information about the user like weight, height, age, gender, ethnicity and eye color [41]. These
traits are also referred as soft biometric traits and provide several advantages such as:
• Complement the identity information provided by the primary biometric identifiers [42].
• Soft biometric information can be obtained for the images acquired at low resolution,
at a distance without subject0 s cooperation and making them ideal for the surveillance
applications [43].
• Can improve the speed or search efficiency of the biometric system.
• Can be used for tuning the parameters of the biometric system.

2.2.1

Reported Work

These traits have been regularly used by the biometrics research community in various
applications [44–46]. Jain et al. [42], utilized the soft traits like ethnicity, weight, gender,
height and based on the results they concluded that usage of soft biometrics can significantly
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improve the recognition performance of fingerprint biometric system. The soft biometric traits
can also be used for tuning the parameters [47]. The authors proposed to tune the threshold on
the matching scores based on the grouping of the data into Male or Female, Asian or Caucasian,
etc. groups.
• Demographic Information Based Face Matching: Soft biometric traits are physical,
behavioral and human characteristics such as gender, ethnicity, height, weight, and skin
color [41]. Some soft biometric traits such as height, weight, and age, change over time
[48]. However, traits such as gender and ethnicity are permanent. Mery et al. [45] reported that the usage of soft biometric traits can increase the performance of biometric
systems. The authors developed a new approach called adaptive sparse representation
of random patches. The developed patch based approach is used to recognize facial
attributes such as gender, race, beard, and disguise. The authors made a comparison
with other available methods (SVM-RBF, Adaboost) and reported that their system outperformed Adaboost and SVM-RBF based methods. They used AR, UND and FRGC
2.0 databases, which consisted of visible and thermal bands. Park et al. [46] used soft
biometric information within an existing biometric system to improve the overall performance of face recognition. The authors demonstrated that soft traits can provide more
valuable information in cases where a face image is occluded or captured at challenging
viewing angles.
• Automatic Stratification of Demographic Information: Predicting these soft biometric traits can be done reasonably well by human observers. However, when dealing with
large datasets this process needs to be performed fast, automatically, and efficiently. The
capabilities of existing biometric systems, when performing the gender and ethnicity
stratification in controlled conditions, e.g. indoors, outdoors, during day time, at short
ranges etc., can result in operationally acceptable stratification rates.
However, automated stratification or demographic filtering, when working at night time
environments, under un-controlled conditions and when the subject’s face is captured at
long standoff distances, is a very challenging task, especially when the face images are
captured using different spectral band imaging sensors.
17
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There are heterogeneous FR systems designed to automatically classify the gender and ethnicity classes [49] for a database collected under controlled environments, and at short standoff
distances. The authors developed the gender and ethnicity stratification algorithm based on
encoding gradient information on Gabor-transformed images. To perform the estimation of
the gender class, authors used AR database, which was composed of visible band face images,
including frontal view face with variable facial expressions and different illumination conditions. To perform the estimation of ethnicity class, they selected the Morph and CAS-PEAL
databases. The Morph database contains metadata in the form of the gender, ethnicity, age,
weight, and height.
Chen et al. [50], developed an automated method for the gender stratification. They selected
a face database collected in controlled conditions in the thermal band and CBSR database
collected in NIR band in a short range distance (0.5m − 1.2m). To perform the stratification,
features were extracted based on LBP, PCA methods and further these features were used for
the stratification using an SVM, an LDA-based and a random forest classifier. Lagree et al.
[51], developed a method to predict the gender and ethnicity class from the features of iris
texture. Based on the results, the authors reported that the prediction of gender is more difficult
than the prediction of ethnicity.
Levi et al. [52] developed a deep learning based method for the classification of gender and age
for the wild database collected in the visible band. The authors reported the classification results
for the age and gender using the Adience benchmark, which consists of images collected from
smart-phone devices. Based on the experimental results, they concluded that convolutional
neural network can be used for the age and gender classification.

2.2.2

Developed Solution for Demographic Filtering

A deep learning based, scenario-dependent, and band-adaptable (it is working well for both
visible and NIR face images) algorithmic approach for the demographic filtering of soft biometric traits in terms of gender and ethnicity is developed. The impact of soft biometric traits
in terms of gender and ethnicity is explored for the purpose of improving cross-spectral face
recognition (FR) performance.
18
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2.3

Image Filtering

Face database from a surveillance cameras are captured during day or night time, indoors
or outdoors, behind tinted glass and at different distances etc. An automatic image filtering,
can help to identify the suspect more efficiently and accurately where each probe image is only
compared against the gallery images with similar group. For example, probe images labeled
with indoor class are compared against only the gallery images with similar group. The manual
filtering can be done by humans, such a process is time consuming, especially when dealing
with large datasets. Therefore, an automatic way of classifying images into a specific scenario
is needed.

2.3.1

Reported Work

Vailaya et al. [53], developed an image classification approach in visible band, where low
level features are extracted before a binary classifier is used. The authors reported the results
for hierarchical classification, where first images are classified into indoor or outdoor, outdoor
images are further classified as city or landscape, and, then landscape images are classified into
a forest, sunset or a mountain category. Recently, deep convolutional neural networks have
achieved great success in the area of computer vision, machine vision, image processing and
biometrics for the classification of scenes, object recognition, detection, face authentication and
quality assessment. Gupta et al. [54] developed a probabilistic neural network (PNN) based
approach for the classification of indoor vs. outdoor visible band images. The segmentation is
performed using C-means clustering and features (i.e. color, shape and texture) are extracted
from each image segment. In [55], authors developed deep learning method for the scene
labeling. The authors reported the results for indoor and outdoor classification. To perform
the classification, authors selected a database of 1000 indoor and outdoor images (landscape
and city scenes). In [56], a deep CNN for image classification is developed. The authors
selected the ImageNet database of over 15 million images and based on the classification results
they reported that their CNN is capable of classifying highly challenging database. Sarkar et
al. [57] developed a deep feature based face detector for mobile devices using front-facing
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cameras. The authors applied their developed method on the database collected under varying
illumination conditions, poses and partial faces. They reported that the deep feature method
outperformed the traditional methods and the developed system can be implemented for offline
systems.
For the classification of multi-wavelength images into individual wavelengths, in [58] authors developed the bag of features method to classify the images. This method generates a
codebook or dictionary. They implemented this method using visible images to classify the
objects based on a selected set of features. The implementation of this method is a very challenging task where multi-wavelength classification is required. The problem is that this method
suffers from high complexity to discriminate among various face features extracted from SWIR
band images. The limitations of this method on this challenging face database were complexity in terms of the classes and lack of geometrical representation [59]. Namin et al. [60],
developed a method to classify images in visible and NIR band captured with a multispectral
camera. The subject’s face images look similar when captured using a conventional camera but
are more easier to distinguish when captured using a multispectral camera. The classification
was performed using local features and an SVM classifier.

2.3.2

Developed Solution for Image Filtering

Most of the existing classification systems are based on image scene classification into indoors or outdoors and those result in operationally acceptable classification rates. This work is
an effort to solve a more complicated problem as dealing with a multi-scenario face database
captured at variable illumination conditions in the SWIR band. To address this problem, developed deep features based networks for three different datasets includes:
• Filtering for Multi-Scenario Database in SWIR Band: For multi-scenario database,
the face images are captured under challenging conditions [61]. To facilitate recognition
performance, knowing the specific image category (based on its origin) is important in
order to set the proper parameters for image quality prediction, and face and eye detection. The question is how we can automatically classify the multi-scenario face data.
Hence, a scenario-dependent and sensor adaptable CNN based, multi-scenario data fil20
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tering framework is developed, where hierarchical data filtering is performed as follows:
Level 1, face images are classified into Indoor or Outdoor; Level 2, face images are
further classified into those captured behind different types of tinted glass or not; and,
finally, Level 3, face images are classified into those captured when active illumination
was used or not.
• Filtering of Multi-wavelength Database into Individual Wavelength: Methodological approach that manages to efficiently classify multi-wavelength images into the right
wavelength (1150 to 1550 nm) is developed.
• Filtering for Multi-Sensor Database: A deep network based framework is developed.
Tri-level hierarchical classification is performed as follows: Level 1, face images are
classified based on phone type; Level 2, face images are further classified into indoor and
outdoor images; and, finally, Level 3, face images are classified into close (1m) and far,
low quality, (10m) distance.

2.4
2.4.1

Statistical Hypothesis Testing for Face Matching
Reported Work

In previous work, researchers selected analysis of variance (ANOVA) method for the selection of features [62]. Guo et. al. [63] selected statistical methods, such as mutual information
technique to select the most relevant features for gait recognition. To perform the experiments
in [63], the Southampton HiD gait database was selected. In [64], the authors applied the t-test
to select the most significant features. These features were extracted using the LBP and HOG
[65] feature descriptors. The feature selection was performed based on t-test (to select the most
significant features) and, finally, those selected features were used for the gender classification
using a support vector machine based classifier. Franceschi et. al. [66] developed a nonparametric statistics approach for the selection of features. Based on the developed approach,
the authors rejected the non-significant features. To perform the experiments, they selected
the MIT-CBCL database. Kumar et. al. [67] developed a correlation based feature selection
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method and further selected features from hand images. Their method was evaluated using
naive Bayes, decision trees, kNN and SVM classification schemes.

2.4.2

Developed Solution

The main challenge to perform statistical analysis in heterogeneous FR scenarios is the selection of the type of statistical tests (parametric or non-parametric). Parametric tests (ANOVA)
are based on the assumptions of normality of the distributions and homogeneity of variances.
This assumption is not valid for the biometric applications. To deal with this problem, in this
work, a series of studies are conducted to select the most suitable type of statistical test for
the challenging face database. To the best of our knowledge, this is the first time the impact
of statistical hypothesis tests to find the statistical significance of image restoration, fusion of
scores and usage of soft biometric traits (data stratification), before conducting face matching
experiments, is investigated.
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Chapter 3
West Virginia University Heterogeneous
Database
In this chapter, designed and developed systems for the collection of database in VIS, NIR
and SWIR band under controlled and un-controlled conditions are discussed. Four different
databases collected in our lab are discussed.

3.1

Night Time Imagery Long Distance NIR Database

Visible and NIR cameras were used to collect the night time database at long standoff
distances:
Visible Imagery Camera: Canon EOS 5D Mark II is used to collect standard RGB, ultra-high
resolution frontal pose face images in the VIS spectrum. This digital SLR camera has a 21.1mega-pixel full-frame CMOS sensor and a vast ISO range from 100-6400.
Near Infrared Mid-Range Camera: The mid-range camera system used in this work is a
NIR camera (provided by Vumii Imaging Inc.) that operates at 850 nm. It is a unique outdoor
perimeter and border surveillance camera system, and its bulk version integrates (i) an NIR
LED illuminator that is invisible to the human eye, (ii) a camera with high-magnification optics
(continuous optical long-focal length zoom) placed on a precision pan-tilt platform [7, 68].
- Live Subject-Capture Setup and Datasets: The night time imagery system consists of,
NIR camera, VIS camera and a range finder (to find the precise distance). The developed
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Figure 3.1: Overview of the NIR camera system with the capability to acquire face images day and night
at mid-ranges, i.e., from about 20 meters and up to 120 meters. We can see the challenges with nighttime FR at mid-ranges: without active illumination FR is not possible, while with active illumination FR
is possible but a very challenging problem, especially at standoff distances further than 60 meters [7].

system was used to collect the face images at four standoff distance of 30, 60, 90 and 120
meters as illustrated in Fig. 3.2. The NIR database was collected in two sessions spanning over
a time period of 20 days. The good quality images were taken using the visible camera to
generate a baseline database. The database was collected in total from 103 subjects (69 male
+ 34 female). During the post-processing stage, the videos were first converted into frames.
The images where the quality was affected by glare from the car headlights and subjects with
closed eyes were discarded from the database.
Regarding other similar databases, there is the one from Maeng et al. [70] collected both
indoor VIS and NIR facial images at two different standoffs (1m and 60m). Kang et al. collected the LDHF database (see Table 3.1) that includes both daytime VIS images and nighttime
NIR images captured using telephoto lenses and a NIR illuminator at 1m, 60m, 100m, and
150m standoff distances. By contrast our NIR Mid-Range face database is captured using a
state-of-the-art NIR imaging system (NIR camera sensor and NIR illuminator) and offers more
distances than the LDHF, more data (collected video sequences), and more importantly, demo-
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Figure 3.2: The live subject-capture setup using the VIS and mid-range NIR cameras. At the bottom
can see a set of face image samples acquired by our system at a night time environment and at variable
standoff distances [69].

graphic and environmental information collected per subject. Table 2.1 provides information
about relevant work to ours, while Table 3.1 below compares the WVU, NIR Mid-Range and
LDHF face databases for cross-distance and cross-spectral face matching.
Table 3.1: Summary of face image databases for cross-spectral and cross-distance matching
using long range data. Note: WVU database consists of video sequences for each subject. Still
images were selected from those sequences to perform the FR studies. In this work 103×4 NIR
outdoors (2 for gallery and 2 for probes) and 103 visible indoors face images per subject were
used.
Database
LDHF[71]
NIR WVU [7]

# Subjects
100
100
103
103

# Images
200
600
n×103
n×103

Sensors
Visible
Telephoto, NIR illuminator
Visible
NIR System
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Day/Night
Day
Day and Night
Night
Night

Indoors/Outdoors
Indoors
Outdoors
Indoors (mugshots)
Outdoors

Distances
1m
60m, 100m, 150m
1.5m
30m, 60m, 90m, 120m
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Figure 3.3: An overview of the designed data collection set-up to collect the indoor and outdoor
face images under challenging conditions [61, 72].

3.2

Multi-Scenario SWIR Database

In this work, WVU-MS database [61, 72] is collected in our lab in the SWIR band. The
database was captured using Goodrich SU640 (an Indium Gallium Arsenide) video camera
featuring high sensitivity in the spectral range from 900-1700 nm and wide dynamic range.
A 1550 nm laser illuminator (eye safe wavelength) was used to capture data behind different
types of tinted glass (0%, 80% and Solar) as shown in Fig. 3.3. The active illuminator acts
as a covert device, which is not visible with current night vision technology. However, laser
emission is highly visible to SWIR cameras [73].
• Clear with 0% Film Tint Glass Panel, face images were collected through 0% tinted
glass panel.
• Clear with 80% Film Tint Glass Panel, face images were collected through 80% tinted
glass panel.
• Solarcool (2) Gray-lite Glass Panel, face images were collected through solarcool graylite glass panel.
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Table 3.2: Database distribution (number of images) for each level.

All Data

Indoor
Outdoor

Indoor
Outdoor

Level 1
Indoor
Outdoor
980
758
Level 2
No Glass
With Glass
140
840
379
379
Level 3
Without
With
Illuminator
Illuminator
420
420
189
190

Total
1738
Total
980
758
Total
840
379

The database was collected in a photograph booth as shown in Fig. 3.3 for three different
scenarios: (i) Indoor and Outdoor environments under varying daytime and nighttime lighting
conditions, (ii) With Glass panels (0%, 80% tinted and solar glass) and No Glass and, (iii) With
or Without 1550 nm SWIR Active Illuminator (see Fig. 3.3). In total, the database consists of
face images of 140 subjects. The distribution of the database is summarized in Table 3.2.

3.3

Single Sensor Multi-Wavelength SWIR Database

To collect the multi-wavelength face images, a SSMW system was designed and developed
[3, 74]. The main components were; a SWIR Goodrich camera, a 5-position rotating filter
wheel, a servo-motor and a reflective sensor. Goodrich camera SU640 is an Indium Gallium
Arsenide (InGaAs) video camera featuring high sensitivity and wide dynamic range. The spectral range is from 700 - 1700 nm wavelength. A 5-position filter wheel was used (manufactured
by Optec, Inc.). The filters were selected from 1100 nm, and goes up to 1650 nm, using filters
that each have 100 nm band pass (FWHM) and centered at 1150, 1250, . . . , 1550 nm. A DC
motor was used to rotate the filter wheel and optical reflective sensor was used to trigger the
camera.
An empirical optimization of the set up was performed including the selection of the light
source, synchronization of camera with wheel etc., to acquire the good quality images [74]. The
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Figure 3.4: (a) Side view of camera setup with the 5-position filter wheel positioned in front of the
camera. (b) Example diagram illustrating the synchronization of the camera with the filter wheel.

Figure 3.5: Face images captured using designed SSMW system operating in the SWIR band.
face images were captured by the camera, when any of the filters was in front of the camera,
avoiding the acquisition of bad images, i.e. at the time instance when the metal parts of the
wheel (that is between two successive circular filters on the wheel) were between the camera
and the target (see Fig. 3.4 (b)).
The constructed wheel, placed in front of the SWIR camera, has five filters, i.e. 1150,
1250, 1350, 1450 and 1550 nm (see Fig. 3.5). During data collection, focused the camera at
1350 nm and collected the face images of 30 subjects [3]. The data collection was performed
in 2 sessions on different days. Each session took 25 minutes, while both sessions required
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50 minutes in total. In each session collected 275 frames per subject (i.e. 5 set of selected
wavelengths × 55 images per wavelength) [74]. The face images collected are left profile,
right profile, and full frontal.

3.4

Multi-Sensor VIS Database

A multi-sensor visible database (DB1) was collected to perform the face matching experiments using four phones. Face videos were collected indoors, outdoors, at a standoff distance
of 1m and 10m as shown in Fig. 3.6. In total, the database consists of 100 subjects. For each

Figure 3.6: Multi-sensor database collected under the challenging conditions.
subject, in total 16 videos are collected, including 4 videos (2 videos: indoors 1m and 10m and
2 videos: outdoors 1m and 10m) from each phone. Each video consists of around 700 frames
and in total almost 11,200 frames from one subject. Each video was captured with head pose
position from -90 ◦ to +90 ◦ . Two scenarios are selected to collect the database.
• Close Distance (∼ 1m): Involves both the face and shoulder part of the body.
• Far Distance (∼ 10m): Involves the full body images.
Please check in Fig. 3.6 for the database collected for these scenarios. In the left side
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of the figure, the top 2 rows represent, video frames collected from iPhone 5S and the
bottom 2 rows represent, the video frames collected from Samsung zoom (equipped with
10× optical zoom to capture close-ups from far distance). In right side of the figure, the
top two rows represent the video frames captured from Samsung S5 and bottom two rows
represent from Nokia 1020. A multi-sensor database (DB2) collected from 92 subjects
in our lab under un-constrained conditions including, outdoors, at standoff distances of
2.5 to 10 meters for Nokia, Samung S5 and iPhone 5S and 25 to 80 meters for Samsung
Zoom was used to train the CNN network.

30

Chapter 4
Methodological Approach
This chapter discusses the algorithms developed for a score level fusion scheme, automated
filtering of data information, and restoration of low quality face images. The statistical analysis
tests are performed to find the statistical significance of developed image restoration and fusion
schemes in cross-spectral recognition.

4.1

Study1: Developed Multi-Feature Scenario Dependent
Fusion Method

To perform the cross-scenarios face matching, multi-feature scenario dependent fusion
scheme is developed. The developed MFSDF system involves four main steps; (i) Pre-processing
of images with mask and without mask, (ii) Feature extraction using global and local descriptors such as Gabor, HOG, and LBP, (iii) Learning Subspace, and (iv) Fusion of scores based
on decision level scheme.

4.1.1

Pre-processing

Geometric normalization of images is performed to compensate for slight perturbations
in the frontal pose. In this work, two different methods, with mask and without mask are
adopted. To perform the normalization with mask, the technique developed from Academic
Face Identification Evaluation System is used. The more detailed information is provided in
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the pre-processing section of baseline face recognition matchers in chapter 5. With mask faces
are canonicalized to the same dimension of 150×130 pixels [75].
For without mask normalization is composed of two main steps; eye detection and affine
transformation. The eye center positions were first located and were used to geometrically
normalize the images. Based on the located eye coordinates, the canonical faces were automatically constructed by applying an affine transformation. Faces were first aligned by placing the
coordinates of the eyes in the same row such that the slope between the right and left eye is zero
degrees. Finally, all the faces were canonicalized to the same dimension of 128×128 pixels.

4.1.2

Feature Extraction

Facial representation is defined as the description of facial information. To transform the
matrix array for face into column vector, global and local descriptors are extracted.
Local Binary Patterns (LBP): LBP is a gray scale-invariant local image descriptor and used to
get the appearance and texture information. It is highly discriminative, efficient and performs
well for the FR systems. LBP method performs well even when the background is not uniform
and edges are noisy [76, 77].

Figure 4.1: LBP Descriptors.
It can filter out noise using the uniform patterns as shown in Fig. 4.1 [40]. The performance
of the system decreases when there is a large variation in illumination conditions [77]. To deal
with this problem an image restoration method to improve the quality of the images for the
database collected under different illumination conditions is developed.
Gabor Method: This method is used to detect high frequency components (edges) in different
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Figure 4.2: Magnitude of Gabor wavelet transformation.
images [78]. This feature descriptor method is most suitable to get the texture information of
our NIR face images. Gabor filters, with a selected set of frequency and orientation can be
grouped together to form a filter bank. This process is very similar to the way the human visual system works when trying to recognize different objects [77]. The features extracted from
Gabor filtered images are more robust to illumination and facial expressions. In this work, 40
Gabor wavelets with the scale value ν lies in range from {0, 1, 2, 3, 4} and eight orientations µ
in range of {0, 1, −, 7} are used (see Fig. 4.2).
HOG Method: HOG has proved to be one of the most successful local shape descriptor and
significantly outperforms the available feature sets [65]. The authors used the developed extractor for human detection with images with a large range of poses and backgrounds. The
main idea is to estimate the local histograms of image gradient orientation in a dense grid. The
appearance and shape of local objects can be well described by the distribution of intensity
gradients. Since this method is based on the local cells, which results in significant invariance
to the geometric and photometric transformations. In this method, image is divided into cells
(overlapping or non-overlapping) and neighboring cells consist of a local region represented
as a block. The local shape information (HOG features) is computed for each block. The extracted features of blocks are concatenated into a vector x (components of x are local features
of image). The cell size 8 × 8 and block size 2 × 2 are selected (see Fig. 4.3).
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Figure 4.3: Visualization of HOG Features (right) for input restored image (local shape descriptors).

4.1.3

Feature Subspace

For NIR and VIS images, the features are extracted based on LBP, Gabor and HOG methods. After the extraction of features in both the cross-spectral bands (NIR and VIS images),
the main challenge was to reduce the dimensionality of the feature space. The method used by
Tan et al. [77] is adopted. They used LBP and Gabor image feature descriptors. This work is
extended to LBP, Gabor and HOG. kernel linear discriminant analysis (KLDA) learning based
method is used for the restored images from the developed image restoration method (good
quality face images). In KLDA method, the vector x is transformed to y = wT x, where wT
is the projection matrix. Here, y is linear combination of all the components of vector x and
reflects the global features [77].
- Matching For the training phase, both VIS (1m) and long range NIR images (30m) are
selected. Matching was performed only for non-overlapping subjects, those not present in the
training set. To perform matching on test set, pre-processing for the restoration of good quality
face images, and feature extraction steps are applied.

Ωgallery = P T φ(zgallery ) = (U Λ−1/2 V )T kgallery

(4.1)

Ωprobe = P T φ(zprobe ) = (U Λ−1/2 V )T kprobe

(4.2)

For a given input face image (gallery/probe), its Gabor, HOG, and LBP features are extracted and separately projected to the optimal discriminant feature space, as given in equation
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(4.1). In the projected space equation (4.1), Λ is the diagonal matrix of non-zero eigen values,
U is the associated matrix of normalized eigenvectors and kgallery  RM is a kernel vector. The
variable V , for kernel discriminative subspace is computed by solving the LDA eigen decomposition. The features extracted from the visible band face images (gallery set) [77] are projected
to Ωgallery feature space and probe face image features are projected to an optimal feature space
Ωprobe (separately for each feature). The distance scores are measured using the cosine distance
score method (as given in equation (4.3)) that achieved best results when compared to the L2.
The distance scores for each selected feature extraction method are computed.

dcos (Ωprobe , Ωgallery ) = −

ΩTprobe Ωgallery
kΩprobe kkΩgallery k

(4.3)

To normalize the scores, a number of well known methods are available, such as z-score,
min, max, tanh, etc. [3, 37]. In this work, score normalization is performed using the z-score
(score values lies between 0 and 1). The normalized scores zLBP , zHOG and zGABOR are fused
based on a decision score level method.

4.1.4

Fusion of scores

In most research papers, fusion is performed based on either the sum method or the weighted
fusion method [3, 37, 77]. In this work to achieve the best rank identification accuracy, the fusion of scores is performed based on decision level scenarios. Among selected 11 different
scenarios: (i) first three are based on single feature descriptor for example only Gabor, only
HOG, only LBP, (ii) next six scenarios are based on two features descriptors, using sum and
weighted fusion schemes. For sum fusion method, the fusion of normalized distance scores,
z1 for Gabor/KLDA, z2 for LBP/KLDA and z3 for HOG/KLDA is performed using four different cases (presented in pseudo code algorithm 1). For sum fusion three combinations are
selected: Gabor+LBP, Gabor+HOG, and HOG+LBP. For weighted fusion combinations with
two features are selected and weighted are assigned based on the performance of the individual
feature descriptor. (iii) Last two scenarios are based on three feature descriptors, using sum and
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Algorithm 1 Developed Method
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:

procedure S ELECTED SCENARIO
z1 ← Gabor Features
z2 ← LBP Features
z3 ← HOG Features
w1=0.60 AND w2=0.40 ← weight1 and weight2 for 2 set of features
w1=0.70, w2=0.15 AND w3=0.15 ← weight1, weight2 and weight 3 for 3 set of features
i ← Selected Scenario
A(i) ← Accuracy of System or Rank-1 Identification Rate from Selected Scenario
top:
A(1)=z1, A(2)=z2 and A(3)=z3
Based on Sum Fusion scenario (2 features)
A(4)=z1+z2
A(5)=z1+z3
A(6)=z2+z3
Based on Sum Fusion scenario (3 features)
A(7)=z1+z2+z3
Based on Weighted Fusion scenario (2 features)
if A(1) > A(2) then
A(8)=w1*z1+w2*z2
else
A(8)=w1*z2+w2*z1
if A(1) > A(3) then
A(9)=w1*z1+w2*z3
else
A(9)=w1*z3+w2*z1
if A(2) > A(3) then
A(10)=w1*z2+w2*z3
else
A(10)=w1*z3+w2*z2
Based on Weighted Fusion scenario (3 features)
if A(1) > A(2) AND A(1) > A(3) then
A(11)=w1*z1+w2*z2+w3*z3
else if A(2) > A(1) AND A(2) > A(3) then
A(11)=w1*z2+w2*z1+w3*z3
else if A(3) > A(1) AND A(3) > A(2) then
A(11)=w1*z3+w2*z1+w3*z2
Accuracy ← highest rank-1 identification accuracy from i : 1 to 11 selected Scenarios
Accuracy=maxval(A(i))

weighted fusion scheme. For sum fusion, Gabor+LBP+HOG is selected and for weighted fusion, weights are assigned to each descriptor based on the performance scores (distance scores)
for each individually. Finally, out of these selected scenarios, the one which provided us with
best rank-1 identification accuracy or rate is selected.
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4.2

Study 2: Developed CNN Network for Automatic Prediction of Demographic Information

Deep networks are similar to traditional neural networks, consisting of neurons, learnable
weights and biases. The normal network consists of one to two hidden layers and are used for
the classification. Whereas, the deep networks have more hidden layers and each hidden layer
is connected to many other hidden layers. Deep networks are based on automatic extraction of
most suitable higher level features unlike SVM and Bayes, where the selection of features is
performed manually.
The deep networks consist of number of convolution layers followed by pooling layers,
activation layers and fully connected layers [79].
• Convolution Layer: This is the first layer of the network. This is also defined as a
convolutional filter that receives an input image or signal. It is a mathematical operation,
where we apply a filter of size 3 × 3 or 5 × 5 to the patch of the image, as shown in
Fig. 4.4. It multiplies each pixel in the filter by the value of the corresponding pixel
in the image. In convolution layer each neuron is only connected to few neurons from
the previous layers and the same set of weights is used for each neuron. In comparison
to fully connected layer in this layer, the less number of connections and weights are
responsible for cheap networks in terms of memory and compute power.

Figure 4.4: Convolution

• Pooling Layer: The max pooling layer, which is applied to perform the down sampling and smoothing to reduce the sensitivity of filters to noise and variation. This layer
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eliminates the non-maximal values and reduces the computation for upper layers. It is
invariant to translation and is defined as smart way to deal with dimensionality problem.
• Activation Layer: Activation layer is applied to network to control how the signal flows
from one layer to another layer. The most common function of activation layer is Rectified Linear Unit (ReLU). ReLU plays an important role in dealing with the problem of
non-linearity. It converts all the negative numbers to zero.
• Fully Connected Layer: In the fully connected layer each neuron is connected to every
neuron in the previous layer and each connection has it0 s own weights [79].
• Softmax Layer: The last layer is Softmax layer that computes scores for each class.
The data filtering is performed for two scenarios, (i) Intra-spectral, where the visible, NIR
or SWIR images are selected for both the training and testing, (ii) Cross-spectral, where the
visible images are selected for the training and NIR or SWIR images for testing. To perform
the intra-spectral and cross-spectral data filtering, the visual geometry group (VGG) CNN architecture [79] is selected. It consists of a number of convolutional layers (a bank of linear
filters), followed by max pooling layers and a rectification layer, such as the rectified linear
unit (ReLU) along with fully connected layers [52, 79, 80]. The pooling layer computes the
maximum of local region (down sampling operation).

4.2.1

Network Architecture

In first convolution layer, 20 filters of size 5 × 5 are applied to the input, followed by a
max pooling layer taking the maximal value of 2 × 2 with two-pixel strides. The output of the
previous layer is processed by a second convolution layer, with 50 filters of size 5 × 5, followed
by a max pooling layer with the same stride value. The second layer is further processed by a
third convolution layer with 500 filters of size 4 × 4. This layer is followed by an activation
layer (ReLU) [80]. Finally, a third layer with 500 filters of size 2 × 2 is processed by the last
convolution layer. The output of this layer is fed to a Softmax layer that assigns a label based
on the selected database and training model:
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• For the night time long range NIR imaging system, it will assign a label male or female
in terms of gender and Asian or Caucasian in terms of ethnicity class.
• For Multi-Scenario Database in SWIR band, it will assign a label indoors or outdoors,
with or without glass and active illuminator on.
• For Single Sensor Multi-wavelength database in SWIR band, it will assign a label 1150
or 1250 or 1350 or 1450 or 1550 nm.
• For Multi-Sensor database in VIS band, it will assign label, phone type, indoors or outdoors and close or far distance.
- Challenges:
• No pre-trained network model is available to use for this CNN network to perform the
classification for the challenging database collected in infrared band (NIR and SWIR).
To address this problem, the models are trained on our original database.
• Selection of hyper-parameters (e.g. momentum, epoch, learning rate and step size).

4.3

Study 3: Developed Image Restoration Scheme

Face images captured in the NIR band appear different from the face images captured in visible (VIS) band. The long standoff NIR face images were captured outdoors, and in challenging
conditions where the background was not necessarily uniform and objects, such as vehicles and
trees, may hinder the automatic detection of faces. To remove the difference in appearance between face images captured in NIR and VIS band and to improve the quality of images, an
image restoration approach is developed. The pre-processing of images is composed of three
main steps: geometrical normalization (GN), image restoration from the developed approach
and photometric normalization (PN). In image restoration, the good quality face images are reconstructed from an image enhancement method using a denoising (DN) and a superresolution
(SR) method. Finally, PN is used to compensate for illumination variations. The advantage of
the developed pre-processing steps is that they can eliminate the irrelevant information while,
still preserving face appearance details that are required for face recognition.
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- Geometrical Normalization It is composed of two steps, eye detection and affine transformation and compensates for slight perturbations in the frontal pose as described in Chapter
4 in section 4.1.1. All the faces are canonicalized to the same dimension of 128×128 pixels.
- Image Restoration Scheme It is composed of a set of algorithms namely SR and DN.
Both of these algorithms are described below. However, the main questions are, do we need to
use them independently or in combination with each other? and which combination will result
in better rank-1 identification accuracy in various cross spectral FR experiments?
(1) Super-Resolution: In this work, restoration is performed based on example based SR
method [81] and DN method [82]. SR method is based on the single image up-scaling and
does not rely on another external example database or source. This method is based on the observation of local self-similarity [LSF] of images, not only globally between different features,
but also at localized regions [82].
The same technique developed by Freedman et al. [81] is adopted and the algorithm for our
challenging database at long distances is optimized, where an input image I0 is interpolated
to a high resolution image using custom filters. The up-scaled image L1 (L1 = µ(I0 )) lacks
upper frequency band which is proportional to the selected scaling factors (scaling factor value
is 1.25 in this work). These missing upper frequency bands are filled using a non-parametric
patch based model, which relies on LSF. To generate the exemplar patches, an input image is
decomposed into low frequency and high frequency components L0 (L0 = µ(D(I0 )). The high
frequency prediction is conducted or computed by matching every patch in L1 with its most
similar patches in L0 . The low resolution image (L0 ) has high frequency content compatible
with the interpolated image L1 . For each patch in the interpolated image, its closest match in
the low-passed image is searched, and finally, the corresponding high-pass values to the high
resolution image are copied. This task is performed for all the patches in the high resolution
image.
(2) De-noising: For the images collected in nighttime environment, at long standoff distances,
to improve the quality of images (to remove the noise), a DN algorithm based on wavelets is
applied. In equation (4.4), F(i,j) represents the noise free image and Y(i,j) is the image corrupted
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Figure 4.5: Raw image (top left), only geometrically normalized image (bottom left) and restored
images from developed algorithm (right).

Figure 4.6: Raw image (top left), geometrically normalized image (bottom left) and photo-metrically
normalized images from a selected set of normalization techniques [83] (right).

with independent gaussian noise. Z(i,j) is assumed to have a normal distribution with N(0,1).

Y (i, j) = F (i, j) + σ ∗ Z(i, j)

(4.4)

The steps involved for this are, (i) Discrete wavelet transform (DWT) is applied to the noisy
images by using a Daubechies wavelet, (ii) Hard-thresholding is applied to obtain the estimated
wavelet coefficient and, (iii)Inverse discrete wavelet transform (IDWT) is applied to reconstruct
the de-noised image from estimated wavelet coefficient.
- Photometric Normalization PN is applied to the raw (only GN) and restored face images
to compensate for changes in illumination conditions. In this work, empirically 19 different PN
techniques [83] are investigated including: adaptive non local means (norm 1), adaptive single
scale retinex (norm 2) etc. (as shown in Fig. 4.6). To optimize the set up (for each scenario),
the PN method that provides us with the best identification rate or accuracy is selected. The
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performance results with rank-1 identification accuracy are shown in the experimental results
section (see Figs. 7.1 and 7.2).

4.3.0.1

Selection of Pre-processing Combination

The main challenge is to select the best order of combinations for pre-processing, as we
cannot randomly select either PN, DN or SR. To deal with this problem five combinations

Figure 4.7: Block diagram representation for the selected order of each pre-processing technique.
are selected such as comb1 (GN+PN), comb2 (GN+DN+PN), comb3 (GN+SR+PN), comb4
(GN+DN+SR+PN) and comb5 (GN+SR+DN+PN) (see Fig. 4.7). The selection of the order of
each of pre-processing techniques is critical and is also of key importance in improving crossspectral matching performances in terms of rank-1 identification accuracy. The results for LBP,
LTP, Gabor, HOG are shown in experimental results section in Figs. 7.1 and 7.2.

Figure 4.8: For PN method applied to raw images (comb1), gallery (VIS-top right) and probe (NIRbottom right).

First a set of experiments are performed including: applying PN directly on raw images
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comb1 and then on restored images (DN and SR). In Fig. 4.8, histogram plots for gallery (VIS)
and probe image (NIR), where PN is implemented on raw data and in Fig. 4.9 histogram plots
for the PN methods applied to the restored face images are presented. From Fig. 4.8, it can
easily be interpreted that there is a large variation between the intensity values for gallery and
probe images. Whereas, this variation is minimized when the PN is applied on the restored

Figure 4.9: For PN technique applied to restored images (using the developed image restoration
method).

images (specifically for restored images using comb3 and comb4), as shown in Fig. 4.9.
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Chapter 5
Multi-Feature Scenario Dependent Fusion
Scheme for Night Time Long Range
Imagery System in NIR Band
In this chapter, first the baseline results from commercial and academic face matchers are
presented. Intra-spectral and cross-spectral face matching results for the NIR database collected
in night time and at long standoff distances are discussed using the developed multi-feature
scenario dependent fusion scheme in study 1. It is investigated whether the developed approach
from study 1 improves the baseline performance.

5.1

Baseline Face Recognition Tools

To perform the baseline identification for intra-spectral and cross-spectral scenarios, both
commercial and academic softwares are used. For the commercial off-the-shelf (COTS) software, Identity Tools G8 (www.l1id.com) provided by L1 Systems is used. For the academic
Academic Face Identification Evaluation System (AFIES) provided by Colorado state university [75] is used. The software consists of Principle Components Analysis (PCA) [84–
86], a combined Principle Components Analysis and Linear Discriminant Analysis algorithm
(PCA+LDA) [87], and the Bayesian Intra-personal/Extra-personal Classifier (BIC), using either the Maximum likelihood (ML) or the Maximum a posteriori (MAP) hypothesis [88].
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While the pre-processing routines employed by the commercial software are not known.
For academic software a normalization scheme that compensates for slight perturbations in
the frontal pose is employed. It consists of eye detection and sequence of normalization steps
including, (i) integer to float conversion, (ii) geometric normalization (lines up human chosen
eye coordinates), (iii) masking (crops the image using an elliptical mask and image borders
such that only the face from forehead to chin and cheek to cheek is visible), and, (iv) pixel
normalization (scales the pixel values to have a mean of zero and a standard deviation of one).
Eventually it provides a set of canonical faces that are all warped to the same dimension of
150×130 pixels [75].

5.2
5.2.1

Face Recognition Studies
Matching Across Different Scenarios

For face matching the datasets briefly discussed in subsection 3.1 are utilized. Datasets
of face images from 103 subjects consists of: a visible (baseline) dataset and four night-time
datasets (including non-facial context data) at 30m, 60m, 90m and 120m, with eight NIR face
images per subject. After that the following experiments are performed:
Experiment 1: Visible vs. Visible (intra-spectral) face matching - In this only commercial
software is used and it provided the rank-1 identification rates.
Experiment 2: NIR vs. NIR (intra-spectral) and intra-distance face matching - In this experiments are performed when both the gallery and probe images were selected from NIR band.
The experiments were conducted for 30m vs. 30m, 60m vs. 60m, 90m vs. 90m, and 120m vs.
120m.
Experiment 3: In this, experiments are conducted for cross-spectral and cross-distance scenarios, i.e. the baseline visible images in the gallery set were matched against the NIR images
captured at 30m, 60m, 90m and 120m respectively.
Note that the identification performance of the system is evaluated through the cumulative
match characteristic (CMC) curve. The CMC curve measures the 1 : m identification system
performance, and judges the ranking capability of the identification system. Here it is inves45
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Table 5.1: Summary of total number of face recognition experiments are performed for each
dataset, with and without demographic filtering. To perform the FR experiments, two FR crossscenarios are selected cross-distance (CD) and cross-spectral (CS).
Datasets
All
Male
Female

Train/Test
Datasets
4
4
4

# Scenarios
3 CD + 4 CS
3 CD + 4 CS
3 CD + 4 CS

AFIES, COTS and
Developed MFSDF
6 + 1+ 2
6+1+2
6+1+2

# Total
Experiments
252
252
252

tigated whether the change in distance (30m to 60m, 90m and 120m) and sensor (gallery in
VIS and Probe in NIR), affects the performance of face recognition system. For the database
collected under un-controlled conditions, MFSDF method to improve the identification rank-1
performance of the system is developed.
The experiments aim to illustrate how the baseline NIR FR system operates when compared to a conventional visible FR system (where face images are captured under controlled
conditions). We need to know what is the rank-1 identification rate when matching NIR to
NIR good quality and long range face images (30m vs. 30m). Finally, we need to know the
extent of which the rank-1 identification rate is affected when standoff distance increases. This
is established by performing intra - and cross-distance NIR FR matching when going from
30m to 120m. Cross-spectral and cross-distance matching is also investigated using the same
commercial, academic and the developed algorithms.
Table 5.1, describes information the total number of selected datasets, cross-scenarios and
face recognition algorithms. For each dataset the 50% data is randomly selected as training
set and rest of data set as testing set. This process is repeated 4 times, using random selection
of training and testing set each time. Two cross-scenarios are selected: cross-distance (CD)
and cross-spectral (CS). For CD NIR vs. NIR, face matching is performed for 3 sets: 30m
vs. 60m, 30m vs. 90m and 30m vs. 120m. For CS VIS vs. NIR, face matching is performed
for 4 sets: 1m vs. 30m, 1m vs. 60m, 1m vs. 90m and 1m vs. 120m. Cross-scenarios are
investigated using academic, commercial and the developed method. AFIES and developed
system are training based methods. Face recognition academic software is based on PCA, PCAEUC, BIC-ML, BIC-MAP, LDA-EUC and LDA-ldaSoft, and the developed method is based on
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Table 5.2: In this table the intra-spectral, intra-distance matching scenarios without demographic filtering for the database collected from 103 subjects are investigated. Experimental
results are presented while running all CSU FR algorithms when using 20%, 40% and 60%
of the NIR data for training and the rest data (80%, 60% and 40% respectively) for testing.
When CSU is used, the experiments were run 10 times and the identification rank-1 accuracy
presented here are the means. G8 is also tested for each scenario. Note that there is one case
(90m) where the identification rank-1 accuracy was about 38% vs. 59% with the 120m data.
This was because the experiment was run once and it was noticed that some 90m face images
selected for matching were more heavily affected by background noise (e.g. passing cars and
illumination) due to the time of the collection. There is no overlap of subjects between training
and testing.
FR Algorithm
Bayesian MAP
Bayesian ML
LDA Euclidean
LDA lda Soft
PCA Euclidean
G8

Intra-Spectral (NIR vs. NIR), Intra-Distance Matching - Rank-1 Identification Accuracy
30m
60m
90m
120m
20% 40% 60% 20% 40% 60% 20% 40% 60% 20% 40%
60%
0.99 0.99 0.99 0.90 0.95 0.95 0.95 0.98 0.99 0.92 0.96 0.98
0.99 0.99 0.99 0.99 0.99 0.99 0.94 0.96 0.98 0.91 0.95 0.99
0.99 0.99 1.00 0.99 0.99 1.00 0.96 0.99 1.00 0.92 0.97 1.00
0.99 0.99 1.00 0.98 0.99 1.00 0.95 0.99 1.00 0.92 0.98 1.00
0.97 0.98 1.00 0.96 0.90 0.98 0.91 0.93 0.94 0.87 0.91 0.94
0.95
0.69
0.37
0.59

with and without mask multi feature scenario dependent fusion scheme. Whereas, commercial
software is non-training based method. In total, 9 different FR experiments (AFIES -6, COTS
-1 and the developed MFSDF -2) are applied. The last column in the table represents the total
number of face matching experiments performed for each dataset.

5.2.2

Baseline and Developed System Matching Results Before Demographic Filtering

Intra-Spectral and Intra-Distance Face Matching: In this, NIR to NIR, intra-distance
face images are compared. The experiments performed are:
• 30m vs. 30m
• 60m vs. 60m
• 90m vs. 90m
• 120m vs. 120m
For this purpose G8 (COTS) and the academic software (AFIES) [75]) are employed while
the training set size was varied to determine whether larger training sets will result in higher
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Table 5.3: In this table the intra-spectral, cross-distance matching scenarios (without demographic filtering) are investigated. Experimental results are presented when running all FR
algorithms using 50% of the NIR data for training and the rest of the data for testing (database
consists of 103 subjects). For each algorithm including, AFIES, COTS and the developed
MFSDF, the experiments were run 4 times and the rank-1 identification accuracy is presented
here. There is no overlap of subjects between training and testing.
FR Algorithm
Intra-Spectral (NIR vs. NIR), Cross-Distance Matching
Rank-1
30 vs. 60m 30 vs. 90m
30 vs. 120m
Identification Accuracy
50%
50%
50%
AFIES
Bayesian MAP
0.85
0.52
0.36
Bayesian ML
0.86
0.60
0.38
LDA Euclidean
0.88
0.61
0.38
LDA lda Soft
0.88
0.64
0.40
PCA Euclidean
0.68
0.27
0.20
PCA MahaCosine
0.86
0.68
0.46
COTS
0.16
0.02
0.01
Developed Methods
MFSDF Without Mask
0.89
0.66
0.55
MFSDF With Mask
0.90
0.68
0.54
Fusion of MFSDF (best set)
With and Without Mask
0.93
0.81
0.64
recognition performance independent of whether operating at 30m or 120m standoff distance.
- Randomly selected 20, 40, 60% of the images for training and the rest images were used for
testing.
- This process was repeated 10 times.
The identification performance results of intra-spectral experiments are summarized in Table 5.2. Based on the results of the baseline experiments, it was determined that with academic
software the identification rate was 100% at Rank-1 (as represented in Table 5.2). The results
from AFIES outperformed the COTS software, where the identification rate is 37% for 90m
and 59% for 120m.
Intra-Spectral and Cross-Distance Face Matching: In this experiment, compared crossdistance face images, i.e. the baseline NIR face images (30m) were compared to NIR images
captured from 60m to 120m:
• 30m vs. 60m
• 30m vs. 90m
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• 30m vs. 120m
The intra-spectral, cross-distance experiments are summarized in Table. 5.3, Fig. 5.1 and
Fig. 5.2.
Based on the results, it is determined that developed method and AFIES achieve similar
identification results for NIR 30m gallery matched against NIR 60m probe. The identification
rank-1 accuracy is 88% for AFIES (LDA-EUC and LDA lda-soft) and 93% from the developed
method (fusion of mask and non-mask). On the other hand, identification results are very low
using COTS software, where the identification rank-1 accuracy is 16%.

(a) AFIES

(b) Developed With Mask

(c) Developed Without Mask.

(d) AFIES and COTS vs. Developed.

Figure 5.1: Intra-spectral, cross-distance matching scenarios for NIR 30m (Gallery) against NIR 60m
(Probe): Performance of baseline face recognition and developed MFSDF systems for cross-distance
images without demographic filtering. Each algorithm was run 4 times and here the rank identification
rate is presented for the best performing set.

For both 90m and 120m NIR probe images, a significant improvement is achieved from
developed approach compared to AFIES. For example for 90m, the identification rank-1 accuracy is 81% (fusion of mask and no mask) from the developed method, whereas accuracy
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(a) AFIES Face Recognition System

(b) AFIES Face Recognition System

(c) Developed With Mask

(d) Developed With Mask

(e) Developed Without Mask

(f) Developed Without Mask

(g) AFIES and COTS vs. Developed

(h) AFIES and COTS vs. Developed

Figure 5.2: Intra-spectral, cross-distance matching scenarios for NIR 30m against NIR 90m (Left) and
NIR 30m against NIR 120m (Right) without demographic filtering: Each algorithm was run 4 times and
here the rank-1 identification accuracy is presented from best set.
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Table 5.4: In this table the cross-spectral, cross-distance matching scenarios (without demographic filtering) are investigated. Experimental results are presented when using 50% of the
data for training and the rest data for testing. There is no overlap of subjects between training and testing. Experiments are run 4 times and here the rank-1 identification accuracy is
presented.

Gallery: VIS 1m vs.
Rank-1 Identification Accuracy
AFIES
Bayesian MAP
Bayesian ML
LDA Euclidean
LDA lda Soft
PCA Euclidean
PCA MahaCosine
COTS
Developed Methods
MFSDF Without Mask
MFSDF With Mask

Cross-Spectral (VIS vs. NIR), Cross-Distance Matching (Rank-1)
NIR 30m NIR 60m NIR 90m
NIR 120m
50%
50%
50%
50%
0.19
0.18
0.19
0.19
0.08
0.12
0.48

0.15
0.16
0.20
0.22
0.08
0.10
0.03

0.21
0.23
0.13
0.13
0.07
0.09
0.02

0.15
0.13
0.11
0.12
0.08
0.01
0.01

0.56
0.50

0.34
0.37

0.21
0.23

0.16
0.16

is only 68% from AFIES (PCA MahaCosine). For 120m, AFIES achieves 46% identification
rate, while the developed method achieves 64% rank-1 accuracy.
The CMC curves for first 5 ranks, for the best performed set, out of randomly selected 4
different sets, are represented in Figs. 5.1 and 5.2. The identification accuracy is 77% for
without mask, 75% for with mask and 81% for fusion of mask and non mask for the 90m (see
Fig. 5.2) and 64% for fusion of mask and no mask method for 120m probe.
Cross-Spectral and Cross Distance Face Matching: In this, following visible to NIR face
images are compared:
• VIS 1.5m vs. NIR 30m
• VIS 1.5m vs. NIR 60m
• VIS 1.5m vs. NIR 90m
• VIS 1.5m vs. NIR 120m
For cross-spectral, experiments are summarized in Table 5.4 and Fig. 5.3 (VIS vs. NIR 30m
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and VIS vs. NIR 60m). In all tables the mean rank-1 identification rates when using AFIES,
COTS and developed MFSDF system are presented.
Based on the results, it is determined that the developed method achieves better performance results compared to AFIES and COTS system. For gallery at 30m and probe at 60m,
the identification rank-1 accuracy is 56% (without mask) from the developed method, 19%
from AFIES and 48% from COTS. There is significantly better performance from developed
approach over the academic and commercial method for 60m and 90m distance. For 60m, the
identification accuracy is 37% for developed MFSDF, 22% for AFIES and 3% from COTS. For
90m, the identification accuracy is 23% for developed MFSDF and AFIES and 2% from COTS.
For 120m, results are similar between developed and AFIES (15%) and very low performance
results are from COTS.
The CMC curves for first 5 ranks when compared visible to NIR face images captured at
30m, for the best performing set out of randomly selected 4 different sets, are presented in
Fig. 5.3. The identification accuracies are 58% for without mask, 52% for with mask from
developed system, 21% for AFIES and 51% for COTS.
COTS provided us with good results only for one case, where the gallery images are
matched against NIR 30m. The main reason for better performance of commercial system
is that images are still with good quality. In this work, the database under un-controlled conditions at long distances (for example at 60m, 90m and 120m) is collected. The poor quality of
the images (at long distances) results in poor performance of the COTS.
In order to examine the effectiveness of FR algorithms, each experiment is repeated 4 times
for cross-scenarios using academic, commercial and developed face recognition methods. To
see the performance variation between three FR matchers first the boxplots are plotted. In
Fig.5.4, where the first 2 figures are for cross distance, and rest 4 figures are for cross spectral
face matching.
In this the identification rank-1 accuracy from developed method is compared with AFIES.
COTS performed well only for VIS 1m vs. NIR 30m and accuracy is very low for rest of the 7
sets when gallery data (NIR 30m, VIS 1m) is compared against probe data (60m, 90m, 120m)
as represented in Table 5.3 for cross distance and in Table 5.4 for cross spectral experiments.
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(a) AFIES Face Recognition System

(b) AFIES Face Recognition System

(c) Developed With Mask

(d) Developed With Mask

(e) Developed Without Mask

(f) Developed Without Mask

(g) AFIES and COTS vs. Developed

(h) AFIES and COTS vs. Developed

Figure 5.3: Cross-spectral, cross-distance matching scenarios for VIS 1m (Gallery) against NIR 30m
(Probe) (Left) and VIS 1m (Gallery) against NIR 60m (Probe) (Right).
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(a) NIR 30m vs. NIR 90m

(b) NIR 30m vs. NIR 120m

(c) VIS 1m vs. NIR 30m

(d) VIS 1m vs. NIR 60m

(e) VIS 1m vs. NIR 90m

(f) VIS 1m vs. NIR 120m

Figure 5.4: Box-plots for cross-distance using intra-spectral and cross-spectral matching scenarios after
running each experiment 4 times.

Based on the mean and variance of boxplots, the matching accuracy from developed method
(using either with or without mask), for NIR 30m vs. NIR 90m, is overall higher for developed
method compared to AFIES. For NIR 30m vs. NIR 120m and from cross-spectral (all the 4
cases c, d, e and f), the developed method outperformed AFIES.
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5.3

Conclusion from Study 1 for NIR Database

-Intra-spectral and Cross-Distance Rank-1 Identification Accuracy:
• 30m vs. 60m: 16% using COTS, 88% using AFEIS to 93% using developed.
• 30m vs. 90m: 2% using COTS, 64% using AFEIS to 68% using developed.
• 30m vs. 120m: 1% using COTS, 40% using AFEIS to 64% using developed.
- Cross-Spectral and Cross-Distance Rank-1 Identification Accuracy:
• VIS 1.5 m vs. NIR 30m: 19% using COTS, 48% using AFEIS to 56% using developed.
• VIS 1.5 m vs. NIR 60m: 3% using COTS, 22% using AFEIS to 37% using developed.
• VIS 1.5 m vs. NIR 90m: 2% using COTS, to 23% using AFEIS and the developed method.
• VIS 1.5 m vs. NIR 120m: 1% using COTS, to 16% using AFEIS and the developed
method.

5.4

Threats to Validity

Campbell and Stanley [89] define two types of validities; internal and external. Cook and
Campbell [90] extended the list to four types; internal, external, construct and conclusion.
Problems that cause our representations to be wrong are defined as threats to validity. The
validity is threatened either by poor theory or poor measurement [91, 92]. The basic principle
of causality (cause and effect) determines whether the results and trends seen in experiments
are actually caused by manipulations or whether from some other factor or confounding factor.
The possible threats to this framework are discussed below:

5.4.1

Construct Validity

This validity concerns how well the proposed framework or theories are implemented into
actual programs [93]. It is concerned with the relationship between the theory and observation
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[94]. If we are not building the right system, nothing else matters [89].
Threats from Developed Study:
• To construct an efficient face recognition system in this work, video sequences of fullfrontal faces are collected in visible and NIR band from the designed night time imagery
system at fixed standoff distances. During data collection, change in the light conditions,
environment conditions, face pose, and camera focus can affect the performance of face
recognition system. These factors are defined as confounding factors and responsible for
variation in the performance. For the data collection at long standoff distances, occluded
faces from vehicles on the road, trees, and other subjects act as confounding factor.
• Developed approach is implemented using LBP, Gabor and HOG descriptors. If researchers want to add a new descriptor to the system, they need to modify the algorithm,
otherwise the accuracy of the system will be affected.
• Developed approach is implemented using score level fusion scheme. If users want to
add a new fusion scheme to the system, for example based on sensor level, decision level
or feature level schemes, they need to modify the algorithm, otherwise the accuracy of
the system will be affected.

5.4.2

Internal Validity

It is a measure which ensures that experimental design closely follows principal of cause
and effect [95]. There is no third factor or confounding factor. There are some parameters that
may affect the experimental finding. In this work, the internal validity is investigated based on
parameters like training size, image window size and number of samples.
Threats from Developed Study:
• Performance of the developed face matching approach is dependent on the size of normalized image (using image registration). To use the new datasets, researchers need to
normalize the face images, otherwise it may result in poor performance.
• Performance of the developed face matching approach is dependent on the training data
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set (Visible and NIR band). Hence, to use the new datasets (Face database in SWIR and
Thermal band), researchers need to retrain the system.

5.4.3

Conclusion Validity

This validity is concerned with the relationship between the treatment and the outcome
[96]. The developed system is reliable, achieved output results are same when the same set of
experiments are repeated using random training and testing sets.
Threats from Developed Study:
• Face matching algorithm is working well for academic database with 103 subjects. In a
scenario, where the researchers want to train the system on new database, they need to
consider sufficient amount of database to train the system, otherwise the performance of
the system may be affected from small sample size.

5.4.4

External Validity

This validity is concerned about generalization. The main concern is up to what level or
point a result or outcome can be generalized to population, treatment variables and settings.
Threats from Developed Study:
• The threat may be caused if the developed system performs well only for a specific
database and not for the unseen database. In this study, we tested the developed system on LDHF database collected under un-constrained conditions. Based on the results,
it is concluded that the developed system performed well for other existing databases.
However, to make the system robust it needs to be tested on other databases which could
not be accessed.
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Chapter 6
CNN based Demographic Filtering for
Night Time Long Range Imagery System
in NIR Band
As discussed in Chapter 3, the main challenge for the NIR database collected under challenging conditions is the automatic demographic filtering of the data in terms of gender (male
and female) and ethnicity (Asian and Caucasian) class. To address this problem, a deep learning
based method for the demographic filtering is developed. The focus of this chapter is to discuss
implementation of the developed convolutional neural network for demographic filtering from
Study 2 and to determine whether the usage of demographic filtering can enhance recognition
performance [69]. The architecture for this study is represented in Fig. 6.1

6.1

Demographic Filtering from developed CNN Architecture

6.1.1

Training and Testing

In the experiments performed in this study, the subjects in the training and test sets are
different and the images are taken at different locations and days. CNN based gender and
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Figure 6.1: An overview of the developed CNN architecture.
ethnicity stratification approach is developed. This work is extended further to classify the
gender class with the most significant attributes with in the class. For the male class, the facial
hair as the most discriminative attribute are selected and grouped into male with or without
beard. The female class is further grouped into female Asian or Caucasian.
Training Data: For the limited amount of training data, CNN pre-trained on large databases
(ImageNets) is used by the researchers for the recognition and classification tasks. In this work,
to collect a large training database from available image repositories and to label the database
manually is time consuming process. There was no pre-trained multi-sensor network model
available to use for CNN network, therefore in this work the models are trained for the original
database.
To train the CNN network, two sets of experiments are performed:
• Experiment 1, where LDHF database [29, 31] is selected for the training and our database
for the testing part.
• Experiment 2, 9 different databases are selected for the training and our database is se59
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lected for the testing.

6.1.1.1

Ethnicity Class

The two sets of experiments are conducted as follows:
Experiment 1:
• Scenario 1, there is an overlap between the subjects for training and testing, the experiments are performed using our WVU database (VIS-VIS, VIS-NIR). The VIS face
images at short distance of 1m are selected to train the CNN network and the NIR face
images, collected at long distances, for the testing. To perform the stratification experiments, 50% of the data (subjects) is selected to train the system and the rest for the
testing. This process is repeated 4 times, where for each set the different training and
testing data is selected.
• Scenario 2, the LDHF database is selected and extended the training data set by using
also the WVU database. For testing, the WVU database collected in NIR band at long
standoff distances is selected. To perform the stratification experiments, the data from
the LDHF database and 50% from WVU is selected to train the system. The rest of the
data is selected for testing with no overlap of subjects.
Problem With Scenario 2: For the training data (WVU database + LDHF), the LDHF
database consists of primarily Asian population data. To deal with this issue 9 different
types of databases are selected.
Experiment 2:
To train the system, 9 different types of databases collected indoors, outdoors, with different
camera sensors, expressions, ethnicity, locations and times are selected.
Testing Data: To evaluate the performance, database collected in our lab in visible band at
short distance (1.5m) and NIR face database collected in night time at long stand-off distances
of 30m to 120m is selected. For the case when both the training and testing data are selected
from same database, which is far from the realistic scenario. In this work, two scenarios are
selected to perform the stratification:
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• Scenario 1: In this all the 9 databases including, WVU visible-thermal profile face
(VTPF) database [97], WVUM database [98], Tinders Database [17], QFire Database,
FEI face database [99], Libor Spacek Facial database [100] are selected to train the system and our database for the testing part.
• Scenario 2: 25% of our (VIS 1.5m) database and all the 9 databases are selected to train
the system, where the rest of our database (VIS 1.5m and NIR 30m to 120m) is selected
for the testing without any overlap of the subjects.

6.1.1.2

Gender Class

• Scenario 1, where the LDHF face images in NIR band at a distance of 1m are used for
training and the WVU database (NIR dataset 30m up to 120m) is selected for testing.
• Scenario 2, the VIS face images from the LDHF database are selected for training and
the NIR dataset from the WVU database is selected for testing.
• Scenario 3, the VIS face images at a short distance from both LDHF and WVU databases
are used for training, while the WVU database at long standoff distances is used for
testing. There is no overlap of subjects for the training and testing. All the database from
the LDHF (70 males and 30 females) and 20% of the data (subjects) from the WVU is
selected to train the system. The rest of the 80% of the data (subjects) from the WVU
is selected for testing. This process is repeated twice, where for each set the different
training and testing data is selected.
In all these scenarios, training and test sets consist of images from different subjects, sensors, light conditions and locations. For experiment 2, the same set of databases are selected
which are used for the Ethnicity class with two scenarios.

6.1.2

Optimization

An empirical optimization on epoch and momentum parameters is conducted that resulted
in better ethnicity and gender based stratification accuracy.
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Training Data: VIS Images, Testing Data: VIS and NIR Images

(a) Ethnicity Class

(b) Gender Class

Figure 6.2: Selection of Momentum for the Ethnicity and Gender Class. For intra-spectral stratification,
visible images were used for training and testing. For cross-spectral stratification, visible images (VIS
1.5m) were used for training (to simulate the most challenging scenario of having a gallery set composed
of only visible face images) and NIR images collected at a distance of 30m, 60m, 90m and 120m distance
were used for the testing.

Selection of Epoch: A series of experiments are performed with the selected epoch values
of 4, 8, ...., 52. Based on the results, the best stratification or demographic filtering results are
achieved for epoch value 16 for ethnicity class. The same set of experiments is performed for
the gender class and an epoch value of 16 is selected.
Selection of Momentum: Based on [79], the momentum values lie in the range from 0.50 to
1. To select the best value, a series of experiments are performed with values of 0.50, 0.52,
0.54, ..., 1. The experiments are conducted for both the ethnicity and gender classes. As shown
in Fig. 6.2, for the ethnicity class the highest stratification accuracy is achieved when the
momentum value is 0.90. For the gender class, the highest stratification accuracy is achieved
when the momentum value is 0.60 for NIR (30m up to 120m) and 0.90 for the VIS band in the
testing set as shown in Fig. 6.2.
In the first set of experiments, experiments aim to illustrate how the scenario adaptable
deep learning system performs for intra-spectral band, where both the training and testing data
is selected from the same band (VIS-VIS) under controlled conditions. Finally, cross-spectral
experiments are performed in order to determine the extent of which the performance of the
developed system to perform the demographic filtering or data stratification is affected when
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the standoff distance increases, when the face images from visible band (short distance) are
selected for the training and NIR face images from a distance of 30m up to 120m for testing.
To train the CNN network two scenarios are selected.

6.1.3

Demographic Filtering Results for Ethnicity Class

For the ethnicity class, from a set of values selected in range from 0.50 to 1, the highest
stratification accuracy results are achieved when the momentum value is 0.90 (for 1.5m up
to 120m) as shown in Fig. 6.2. For model 1, stratification is performed where the network
is trained when the momentum value is 0.90 and epoch value is 16. The stratification accuracy is more than 85% for the Caucasian group. For model 2 (with a different set of learning
parameters), the stratification accuracy is more than 75% for the Asian group. Finally, a significantly better improvement in the performance results is achieved, when combined the model
1 and model 2. The overall accuracy is almost 95% as shown in Table 6.1 for cross-spectral
demographic filtering (VIS-NIR 30m).
Training Data: VIS Images, Testing Data: VIS and NIR Images

(a) Scenario 1

(b) Scenario 2

Figure 6.3: Demographic filtering results for the ethnicity class. Scenario 1 (Left), is based on overlapping of subjects between training and testing. Scenario 2 (Right), is based on no overlapping of subjects
between training and testing.

In order to examine the effectiveness of CNN based demographic filtering system (trained
on parameters selected from optimization), each experiment is repeated 4 different times, where
each time a different training set was randomly selected and rest of the data was used for testing
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Table 6.1: Summary of stratification (demographic filtering) results for the ethnicity class based
on CNN for each dataset. To perform CNN, the model is trained for the challenging testing
database. WVU database consists of 103 subjects and LDHF database consists of 100 subjects.
Scenario 1, WVU (50%) database for training and the rest of the database for testing. Scenario
2, LDHF (ALL) and WVU (50%) database for training and the rest of the database for testing.

Datasets
Train-Test
VIS-VIS 1.5m
VIS-NIR 30m
VIS-NIR 60m
VIS-NIR 90m
VIS-NIR 120m

Demographic Filtering Accuracy (%)
Ethnicity Class
Scenario 1
Scenario 2
99.04
78.98
95.34
64.49
85.10
60.23
76.86
65.02
73.53
61.83

(Scenario 1 and Scenario 2). To see the performance variation in the stratification results with
increasing distance for the testing set, the boxplots are plotted as shown in Fig. 6.3 (each
boxplot is based on results from 4 randomly selected training and testing sets). Based on mean
and variance plots, the better data stratification or demographic filtering results are achieved for
testing data at distance of 30m for Scenario 1.
Table 6.1 depicts the accuracy results for the ethnicity class from deep learning system.
Based on the results, it is determined that (trained model on WVU database) for the ethnicity
class for scenario 1, the stratification accuracy is 95% when the VIS dataset was used for
training while the NIR 30m dataset for testing. The system achieves promising stratification
performance results, when the NIR face images at a long standoff distance of 60m, 90m and
120m are selected for testing. The decrease in the performance of the system for scenario 2
with the extended database is due to the variation in light conditions and sensors, under which
the training images were collected.
In experiment 2, 9 databases are used to train the system. To perform the stratification, two
scenarios are selected:
Scenario 1: In this total 9 databases are selected for training and our database is used for
testing.
Scenario 2: Both our database and 9 other databases are used for the training and our database
is used for the testing (without overlap of subjects).
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Table 6.2: Summary of stratification results for the Ethnicity class based on CNN for each
dataset. To perform stratification, model is trained on 9 different databases. Scenario 1, 9
databases for training and WVU database for testing. Scenario 2, 9 other databases and WVU
25% database for the training and the rest of the WVU database for testing.

Demographic Filtering Accuracy (%)
Ethnicity Class: Scenario 1- Training with Extended Database)
Datasets: Train VIS (9 Databases) vs. Test (Own Database)
Parameters CNN
BOW
VIS 1.5m
71.33
45.65
NIR 30m
57.88
58.56
NIR 60m
58.02
52.04
NIR 90m
60.60
59.24
NIR 120m 65.63
62.23

For intra-spectral case, for both the scenarios 1 and 2, the face images collected in the
visible band (at different locations, time, expressions and illumination conditions, expressions)
are selected. The network is trained with fixed momentum value of 0.92, learning rate of 0.02
and batch size of 100. The epoch value is selected in the range from 4 -52 with a interval of
4 and, finally, the values are selected where achieved the best stratification results. For crossspectral case, images collected in the visible band are selected to train the network and NIR
images collected at a distance of 30m to 120m are selected for the testing. To compare the
results with baseline system, the bag of words model is selected.

6.1.4

Demographic Filtering Results for Gender Class

• For Scenario 1, NIR images are used for training. For Scenario 2, VIS images are used
for training. In both the scenarios, LDHF database is used for the training and WVU
database is used for testing. For Scenario 2, the highest stratification accuracy achieved
was 78%, as presented in Table 6.3. However, the results were not satisfactory (32%
accuracy) when the NIR images collected from long standoff distance were used.
• Scenario 3, the VIS band face images from both the LDHF and WVU databases are used
for training, while the WVU database is used for testing. A significant improvement in
the classification results is achieved with extended database used for training based on
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both the WVU and LDHF database.
The model parameters are selected for the values, where the highest stratification accuracy
is achieved. For model 1, stratification is performed where the network is trained with the momentum value of 0.60 for the NIR class and 0.90 for the VIS class. The stratification accuracy
is more than 85% for the female group. For model 2 (with different set of learning parameters),
the stratification accuracy is more than 90% for the male group. Finally, a significantly better
improvement in the performance results is achieved when combined the model 1 and model 2.
The overall stratification or filtering accuracy is more than 95% as presented in Table 6.3 for
intra-spectral stratification (VIS-VIS 1.5m).
Table 6.3: Summary of demographic filtering results for the gender class based on CNN for
each dataset. To perform CNN, model is trained for the challenging testing database. Scenario
1, where NIR images are used for training. For Scenario 2, VIS images are used for training.
In both the scenarios, LDHF database is used for the training and WVU database is used for
testing. Scenario 3, the VIS band face images from both the LDHF and WVU databases are
used for training, while the WVU database for testing.

Demographic Filtering Accuracy (%)
CNN based Stratification into Gender Class
Parameters Scenario 1 Scenario 2 Scenario 3
VIS 1.5m
31.92
78.28
96.41
NIR 30m
32.40
32.65
86.14
NIR 60m
32.40
32.52
89.45
NIR 90m
30.95
32.04
93.52
NIR 120m
32.16
32.04
94.12

6.1.5

Demographic Filtering Results for Male Class into With or Without
Beard

In this, CNN network is developed for the grouping of the male class into with or without
beard. Table 6.4 describes the accuracy results for the developed CNN architecture with best
epoch value and baseline model.
• For Intra-spectral demographic filtering, the highest stratification accuracy achieved is
54% from scenario 1 as presented in Table 6.4 with epoch value of 4 from a range of
66

CHAPTER 6. CNN BASED DEMOGRAPHIC FILTERING FOR NIGHT TIME LONG
RANGE IMAGERY SYSTEM IN NIR BAND
epoch value from (4,8,..., 52).
• For Cross-spectral demographic filtering, the stratification accuracy is more than 60%
for scenario 1, when the visible images are selected for the training and NIR images
collected at a distance of 30m for testing.
• VIS vs. NIR 60m, the stratification accuracy is more than 65% from scenario 2 and better
results are achieved than the baseline model (BOW).
• VIS vs. NIR 90m, the stratification accuracy is more than 60% from scenario 2 and better
results are achieved than the baseline model (BOW).
• VIS vs. NIR 120m, the stratification accuracy improved from 40% (the baseline BOW
model) to 67% from developed CNN network.
Based on the results, it is concluded that for cross-spectral, better performance results are
achieved from the developed CNN network for scenario 2. For intra-spectral, the better performance results are achieved from the baseline model (BOW) for scenario 1.
Table 6.4: Summary of demographic filtering results for the ethnicity and gender class based
on CNN for each dataset. To perform CNN, the model is trained for the challenging testing
database.

Demographic Filtering Accuracy (%) for Male Class into With or Without Beard
Datasets: Train vs.Test
VIS vs.
VIS 1.5m NIR 30m NIR 60m NIR 90m NIR 120m
Scenario 1: CNN
53.75
60.36
63.21
61.25
62.50
Scenario 1: BOW
69.46
62.14
62.68
61.607
40.36
Scenario 2: CNN
52.64
55.53
68.51
63.94
67.31
Scenario 2: BOW
45.53
40.00
38.04
37.32
37.67
Demographic Filtering Accuracy for Female Class into Asian or Caucasian Class
Scenario 1: CNN
74.24
66.67
57.95
57.58
64.01
Scenario 1: BOW
75.75
56.06
55.68
56.06
57.58
Scenario 2: CNN
71.12
71.00
68.50
64.00
60.00
Scenario 2: BOW
36.00
59.50
66.00
58.00
62.00
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6.1.6

Demographic Filtering Results for Female Class into Asian or Caucasian

In this, CNN network is developed for the grouping of the female class into Asian or Caucasian (intra-spectral and cross-spectral stratification). In Table 6.4, stratification results are
presented with best epoch value. Based on the results, it is concluded that the best performance
results for cross-spectral stratification are achieved from developed CNN network in comparison to the baseline BOW model.
• VIS-NIR 30m, the stratification accuracy reaches greater than 70% from developed CNN
network for scenario 2. The stratification accuracy is improved from 59% for baseline
BOW model to 71% for the developed CNN network.
• VIS-NIR 90m, the stratification accuracy improves from 58% from baseline BOW model
to 64%.
• Stratification results are similar for VIS-NIR60m and VIS-NIR 120m and for intra-spectral.

6.2

Face Matching based on Demographic Information

The use of demographic filtering (ethnicity and gender class) is developed to improve the
performance of face recognition systems. In this work, three different face recognition experiments are conducted: AFIES, COTS and developed MFSDF method. Table 6.5 provides an
overview of the number of datasets used, as well as the cross-scenarios and face recognition
algorithms selected. In this work, the datasets, with and without the usage of demographic
filtering or soft biometric traits are selected. Without grouping, all data is used to perform the
face matching experiments. With grouping, the ethnicity class (Caucasian and Asian) and gender class (Male and Female) is used. The stratified database with labels; Male, Female, Asian
and Caucasian from the developed deep learning system are used for the data with grouping.
For each dataset, the 50% data is randomly selected as the training set and rest of the data is
used as the testing set with no subject overlap.
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Table 6.5: Summary of total number of FR experiments performed, with and without grouping
of data in terms of ethnicity and gender class. To perform the FR experiments, two FR crossscenarios are selected cross-distance (CD) and cross-spectral (CS).

Datasets
All
Caucasian
Asian
Male
Female

Train/Test
Datasets
4
4
4
4
4

# Scenarios

CSU, COTS

3 CD + 4 CS
3 CD + 4 CS
3 CD + 4 CS
3 CD + 4 CS
3 CD + 4 CS

6 + 1+ 2
6+1+2
6+1+2
6+1+2
6+1+2

# Total No. of
Experiments
252
252
252
252
252

This process is repeated several times, using random selection of the training and test sets
each time. Two cross-scenarios are selected: cross-distance (CD) and cross-spectral (CS).
• For CD, NIR vs. NIR face matching is performed for 3 sets: 30m vs. 60m, 30m vs. 90m
and 30m vs. 120m.
• For CS, VIS vs. NIR face matching is performed for 4 sets: 1.5m vs. 30m, 1.5m vs. 60m,
1.5m vs. 90m and 1.5m vs. 120m.
• Cross-scenarios are investigated using academic and commercial (non-training based)
face matching schemes.
• Each experiment is repeated 4 times for two FR cross-scenarios.
• In total, 252 FR experiment are conducted considering two FR cross-scenarios.

6.2.1

Demographic-based Cross-Distance Matching

The face matching experiments are performed for the demographic grouping in terms of
gender and ethnicity class.
Gender Class-Male: Cross-Distance Scenarios
• For 60m and 90m (probe images), it is determined that identifications results are similar
for the developed and AFIES method. From developed method, the rank-1 identification
accuracy is 94% for 60m and 81% for 90m as shown in Table 6.6.
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• For 120m distance, developed method performs better and the rank-1 identification rate
is improved from 52% to 71%.
Table 6.6: The intra-spectral, cross-distance matching scenarios for Male Class are investigated. The experimental results when running all FR algorithms using 50% of the NIR data
for training and rest of the data for testing (No overlap of subjects) are presented. For each
algorithm including, AFIES, COTS and developed MFSDF, the experiments were run 4 times
and the rank-1 average identification accuracy is presented.
FR Algorithm
Intra-Spectral (NIR vs. NIR), Cross-Distance Matching
Rank-1 Identification
30m vs. 60m 30m vs. 90m
30m vs. 120m
Accuracy
50%
50%
50%
MALE DATA
AFIES
Bayesian MAP
0.92
0.69
0.40
Bayesian ML
0.93
0.74
0.47
LDA Euclidean
0.93
0.69
0.45
LDA lda Soft
0.93
0.69
0.47
PCA Euclidean
0.79
0.39
0.28
PCA MahaCosine
0.94
0.79
0.52
COTS
0.19
0.02
0.03
Developed Methods
MFSDF Without Mask
0.92
0.78
0.57
MFSDF With Mask
0.92
0.71
0.52
Fusion of MFSDF (best set)
With and Without Mask
0.94
0.81
0.71
FEMALE DATA
AFIES
Bayesian MAP
0.78
0.53
0.38
Bayesian ML
0.82
0.56
0.42
LDA Euclidean
0.74
0.47
0.38
LDA lda Soft
0.75
0.46
0.39
PCA Euclidean
0.56
0.21
0.17
PCA MahaCosine
0.84
0.61
0.49
Developed Methods
COTS
0.21
0.07
0.06
MFSDF Without Mask
0.65
0.51
0.44
MFSDF With Mask
0.71
0.47
0.41
Fusion of MFSDF (best set)
With and Without Mask
0.82
0.74
0.54
Gender Class- Female: Cross-Distance Scenarios For intra-spectral matching (NIR vs.
NIR) based on the results:
• For 60m (probe images), it is determined that identifications results are similar for developed method and AFIES. From developed method, the rank-1 identification accuracy is
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(a) Gender Class vs. All Data

(b) Ethnicity Class vs. All Data

Figure 6.4: Cross-distance matching scenarios for NIR 30m (Gallery) against NIR 120m (Probe):
Performance results when the academic CSU face recognition evaluation tool is used. Each algorithm
was run several times and the average rank-1 identification accuracy is presented, i.e. (a) Gender class
with Male and Female Group vs. all data without any grouping. (b) Ethnicity class with Asian and
Caucasian Group against all data without any grouping (Right).

82% for 60m as represented in Table 6.6.
• For 90m and 120m, it is determined that developed method performs better and the rank1 identification accuracy improved from 61% to 74% for 90m and 49% to 54% for 120m.
• For the best performed algorithm out of set of algorithms included in the CSU academic
matcher, CMC curves for the first 5 ranks are represented in Fig. 6.4.
- Ethnicity Class: From grouping of the data in terms of ethnicity, the identification performance is improved from 46% to 61% for the Asian and 56% for the Caucasian groups for
120m distance data as presented in Table 6.7. The results are similar for 60m and 90m data,
with and without the usage of soft biometric traits in terms of ethnicity. For the first 5 ranks
(rank identification accuracy) the CMC curves are represented in Fig. 6.4 for the gender and
ethnicity class, for the best performed algorithm out of set of algorithms included in the CSU
academic matcher.
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Table 6.7: The intra-spectral, cross-distance matching scenarios for with and without grouping
of data in terms of ethnicity class are compared in this table. The experimental results when
running all CSU FR algorithms and using 50% of the NIR data for training and the rest of
the data for testing (No overlap of subjects) are presented. The experiments were performed 4
times and the rank-1 average identification accuracy is presented here.
FR Algorithm
Rank-1 Identification
Accuracy
Bayesian MAP
Bayesian ML
LDA Euclidean
LDA lda Soft
PCA Euclidean
PCA MahaCosine

6.2.2

Intra-Spectral (NIR vs. NIR), Cross-Distance Matching
30 vs. 60 m
30 vs. 90 m
30 vs. 120 m
50%
50%
50%
All Data Asian Caucasian All Data Asian Caucasian All Data Asian Caucasian
0.85
0.87
0.86
0.52
0.62
0.44
0.36
0.44
0.29
0.86
0.85
0.88
0.60
0.70
0.60
0.38
0.50
0.38
0.88
0.80
0.90
0.61
0.56
0.58
0. 38
0.44
0.44
0.88
0.83
0.89
0.64
0.53
0.57
0.40
0.45
0.43
0.68
0.67
0.65
0.27
0.36
0.22
0.20
0.22
0.19
0.88
0.87
0.89
0.68
0.69
0.68
0.46
0.61
0.56

Demographic-based Cross-Spectral Matching

Cross-spectral face matching experiments are performed in terms of gender and ethnicity
class.
Gender Class - Male: For cross-spectral scenario, based on the results for male class, it is
determined that developed system outperformed both the commercial and academic software
for all four cases, when gallery images (VIS 1m) matched against probe images (NIR 30m, NIR
60m, NIR 90m and NIR 120m) as represented in Table 6.8. The face matching results for:
• 30m, identification performance is improved from 34% (AFIES), 52% (COTS) to 61%
using developed approach.
• 60m, identification performance is improved from 33% (AFIES), 3% (COTS) to 46%
using developed.
• 90m, identification performance is improved from 2% for (COTS) to 29% for Developed
and results are similar for AFIES (26%).
• 120m, is improved from 18% (AFIES) to 30% using developed approach.
Based on the results for female class, for NIR 30m, COTS performs better than both academic and developed system. The demographic filtering and good quality of the images are
the main reason for better performance of commercial system. The performance results for
(AFIES) and developed method are similar. Moreover, for each of these three FR matchers
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(a) AFIES Face Recognition System

(b) AFIES Face Recognition System

(c) Developed With Mask

(d) Developed With Mask

(e) Developed Without Mask

(f) Developed Without Mask

(g) AFIES and COTS vs. Developed

(h) AFIES and COTS vs. Developed

Figure 6.5: Cross-spectral matching scenarios for Male Data, VIS 1m (Gallery) against NIR 30 m
(Probe) (Left) and VIS 1m (Gallery) against NIR 60 m (Probe)(Right).
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Table 6.8: The cross-spectral, cross-distance matching scenarios are investigated. The experimental results when using 50% of the data for training and the rest data for testing are
presented. Experiments were performed 4 times and the rank-1 average identification accuracy
is presented.
FR Algorithm
VIS 1m vs.
(Rank-1 Identification Accuracy)
MALE DATA
AFIES
Bayesian MAP
Bayesian ML
LDA Euclidean
LDA lda Soft
PCA Euclidean
PCA MahaCosine
COTS
Developed Methods
MFSDF Without Mask
MFSDF With Mask
Fusion of MFSDF (best set)
With and Without Mask
FEMALE DATA
AFIES
Bayesian MAP
Bayesian ML
LDA Euclidean
LDA lda Soft
PCA Euclidean
PCA MahaCosine
COTS
Developed Methods
MFSDF Without Mask
MFSDF With Mask

Cross-Spectral (VIS vs. NIR), Cross-Distance Matching
NIR 30 m NIR 60 m NIR 90 m
NIR 120 m
50%
50%
50%
50%

0.34
0.31
0.30
0.32
0.17
0.20
0.52

0.33
0.29
0.27
0.28
0.15
0.26
0.03

0.18
0.19
0.25
0.26
0.15
0.18
0.02

0.14
0.14
0.17
0.18
0.08
0.14
0.02

0.47
0.51

0.39
0.39

0.24
0.23

0.23
0.25

0.61

0.46

0.29

0.30

0.30
0.31
0.26
0.27
0.20
0.19
0.65

0.25
0.22
0.21
0.23
0.13
0.16
0.08

0.17
0.17
0.18
0.18
0.11
0.12
0.08

0.12
0.12
0.14
0.12
0.11
0.23
0.03

0.26
0.32

0.22
0.27

0.18
0.26

0.19
0.16

(AFIES, COTS and developed MFSDF), performance of the system is not improved and the
rank-1 identification rate is close to results without any demographic filtering. In some of
the cross scenarios, FR system did not perform well and the rank-1 identification accuracy decreased from 23% (without demographic filtering) to 16% (AFIES) for NIR 60m, 56% (without
demographic filtering) to 32% (developed) for NIR 30m and 37% to 27% (developed) for NIR
30m of the system (Table 6.8).
Based on the results, we can conclude that (for all three FR matchers), female class is more
challenging to match in comparison to both male class (with demographic filtering) and all
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data (without filtering). Klare et al.[101] reported that, factors such as, use of cosmetics and
small size of female face, results in higher within-class variance and affects the identification
performance of system.
- Ethnicity Class: The visible (1.5m) to NIR (30m, 60m, .., 120m) face images are matched.
In Table 6.9, the results for with and without the usage of soft biometric traits in terms of
ethnicity, using both the academic and commercial matchers are shown. In order to examine
the effectiveness of these matchers, each experiment is repeated four times, where training set
is randomly selected and rest of the data is used for testing. In Table 6.9, the rank-1 average
identification accuracy is represented for probe images captured for 30m to 120m distance.
• For 30m distance, the rank-1 identification accuracy improved from 48% to 70% for
the Asian group. The results are similar for the Caucasian group when using the COTS
matcher.
• For the 60m data, the identification performance improved from 3% to 48% for the
Asian group.
• For the 90m data, the identification performance improved from 13% to 32% for the
Asian group while similar results are achieved for the Caucasian group, when academic
face matcher is used.
• For the 120m data, the identification accuracy improved from 15% to 28% for the Asian
group when academic matcher is used.
For all distances, better performance results are achieved for the Asian group in comparison
to the original FR system, namely when no gender or ethnicity demographic filtering was used.

The CMC curves (identification accuracy) for the first 5 ranks for the gender and ethnicity
classes of algorithms included in the CSU academic matcher, are represented in Fig. 6.6. A set
of experiments were performed where each time a different training set was randomly selected.

Commercial matcher is used on all cross-scenarios. The good results are obtained only for
the cross-spectral scenario (i.e. visible 1.5m gallery against the NIR 30m probe images), where
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VIS 1.5m vs. NIR 30m

VIS 1.5m vs. NIR 30m

(a) Gender Class vs. All Data

(b) Ethnicity Class vs. All Data

Figure 6.6:

Cross-Spectral matching scenarios for VIS 1.5m (Gallery) against NIR 30m (Probe):
Performance of academic CSU face recognition system. Each algorithm was run several times and the
rank-1 identification accuracy is presented. Gender class with Male and Female Group vs. all data
without any grouping (Left). Ethnicity class with Asian and Caucasian Group against all data without
any grouping (Right).

Table 6.9: The cross-spectral, cross-distance matching scenarios for with and without grouping
of data in terms of ethnicity class are compared. The experimental results when running all
CSU FR algorithms using 50% of the NIR data for training and the rest of the data for testing
are presented. The experiments were performed 4 times and the rank-1 average identification
accuracy is presented. COTS was also tested here.
FR Algorithm
Gallery VIS 1.5m vs.
Bayesian MAP
Bayesian ML
LDA Euclidean
LDA lda Soft
PCA Euclidean
PCA MahaCosine
COTS

NIR 30m
All Data Asian Caucasian
0.19
0.34
0.29
0.18
0.37
0.30
0.19
0.36
0.26
0.19
0.33
0.26
0.08
0.12
0.15
0.12
0.24
0.23
0.48
0.70
0.47

Cross-Spectral rank-1 identification accuracy for Ethnicity
NIR 60m
NIR 90m
All Data Asian Caucasian All Data Asian Caucasian
0.15
0.31
0.19
0.13
0.23
0.09
0.16
0.31
0.23
0.12
0.20
0.14
0.20
0.39
0.20
0.13
0.30
0.11
0.22
0.38
0.20
0.13
0.32
0.10
0.08
0.13
0.11
0.06
0.09
0.10
0.10
0.27
0.19
0.09
0.27
0.14
0.03
0.48
0.67
0.02
0.04
0.06

All Data
0.15
0.13
0.11
0.12
0.08
0.08
0.01

NIR 120m
Asian Caucasian
0.26
0.14
0.24
0.12
0.25
0.16
0.28
0.16
0.10
0.09
0.23
0.13
0.05
0.05

images are of good quality. The CMC curves for the first 5 ranks, for the gender and ethnicity
class, are shown in Fig. 6.7.

6.2.3

Face Matching With Extended Gallery Data

In this experiment, to extend the gallery data, Long Distance Heterogeneous Face Database
(LDHF) database collected from Kang et al. [71], with 100 subjects is used. LDHF data
contains VIS and NIR images at distance of 1m, 60m, 100m and 150m. To perform crossdistance face matching experiments, NIR images collected at distance from 1m to 150m are
selected. For cross-spectral, VIS images at a distance of 1m and NIR images at a distance of
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Figure 6.7: Cross-Spectral matching scenarios for VIS (Gallery) against NIR 30m (Probe): Performance of COTS.

1m, 60m, 100m and 150m distance are selected. The same set of experiments are performed for
with and without demographic filtering using cross-distance and cross-spectral face matching
scenarios.
For cross-distance face matching, results are presented in Table 6.10. Based on the results,
it is concluded that for 60m, identification rank-1 performance is higher for AFIES system
compared to developed system with and without demographic filtering. For 90m and 120 m,
developed system achieves better performance results compared to AFIES. For example, the
rank-1 identification accuracies at 90m and 120m distances are 42% and 30% (All Data), 48%
and 36% (Male Class) and 25% and 20% (Female Class) respectively.
For cross-spectral scenario, face matching experiments are conducted using 5 different sets.
Set3 to Set 5 are based on selection of both the databases to train the system (our and LDHF
data) and rest of the data for testing.
• Set1, where LDHF data base is used for training and our database is used for testing.
• Set2, where our database is used for training and LDHF database is used for testing.
• Set3, LDHF data is used for testing.
• Set4, our data is used for testing.
• Set5, both are used for testing (non-overlapping of training/testing).
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Table 6.10: In this table investigate the intra-spectral, cross-distance matching scenarios with
and without demographic filtering, with extended gallery: experimental results when running
all FR algorithms using LDHF data for training and our data for testing.

FR Algorithm
Rank-1 Identification
Accuracy
ALL DATA
AFIES
Bayesian MAP
Bayesian ML
LDA Euclidean
LDA lda Soft
PCA Euclidean
PCA MahaCosine
Developed Methods
MFSDF Without Mask
MALE DATA
AFIES
Bayesian MAP
Bayesian ML
LDA Euclidean
LDA lda Soft
PCA Euclidean
PCA MahaCosine
Developed Methods
MFSDF Without Mask
FEMALE DATA
LDA Euclidean
LDA lda Soft
PCA Euclidean
PCA MahaCosine
Developed Methods
MFSDF Without Mask

Intra-Spectral (NIR vs. NIR), Cross-Distance Matching
30m vs. 60m 30m vs. 90m
30m vs. 120m
50%
50%
50%

0.77
0.78
0.69
0.36
0.58
0.67

0.34
0.38
0.35
0.11
0.21
0.31

0.12
0.20
0.20
0.07
0.09
0.17

0.71

0.42

0.30

0.84
0.84
0.75
0.37
0.65
0.73

0.43
0.42
0.39
0.15
0.23
0.32

0.30
0.30
0.15
0.05
0.11
0.18

0.80

0.48

0.36

0.44
0.11
0.41
0.46

0.11
0.05
0.13
0.13

0.17
0.09
0.15
0.07

0.45

0.25

0.20

Based on the results, it is concluded that the best performance results are achieved from
Set3, where both LDHF and our data is used for training and only LDHF database is used for
testing. The main reason for better performance for Set3 is the quality of the images. To verify
the face recognition results, a number of image quality assessment (IQA) methods are used, e.g.
universal image quality (UIQ), structural similarity index method (SSIM) and feature similarity
index for image quality (FSIM). The visible images collected under controlled conditions (VIS
1m) are used as reference images. The images collected at a distance of 60m in NIR band are
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Table 6.11: Measure of statistics (mean, median, minimum and maximum) for attained image
quality scores: experimental results when visible images are used as reference images and long
distance images (NIR 60m) as query images.

IQA Methods
Data Type
Mean
Median
Minimum
Maximum

UIQ
LDHF OUR
0.88 0.73
0.90 0.74
0.66 0.44
0.95 0.80

SSIM
LDHF OUR
0.43 0.28
0.43 0.28
0.34 0.12
0.53 0.39

(a) Female: VIS 1m vs. NIR 30m

FSIM
LDHF OUR
0.74 0.68
0.75 0.68
0.69 0.59
0.80 0.75

(b) Male: VIS 1m vs. NIR 30m

(c) Female: VIS 1m vs. NIR 60m

(d) Male: VIS 1m vs. NIR 60m

Figure 6.8: Cross-spectral matching scenarios for VIS 1m against NIR 30m (Left) and VIS 1m against
NIR 60m (Right) with extended gallery set (with demographic filtering).

selected as query images. The quality score values lie between 0 and 1.
Experimental results showed that for LDHF database (100 subjects), quality scores mean
value is 0.88 for UIQ, 0.43 for SSIM and 0.74 for FSIM. On the other hand, for our database
(103 subjects), quality scores mean value is 0.73 for UIQ, 0.28 for SSIM and 0.68 for FSIM.
The statistical analysis results for quality scores (for both the databases) are presented in Tab.
6.11.
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It is investigated whether demographic filtering, in particular the gender class (male and
female) and extended gallery data, contribute to FR performance under certain conditions, and
this has never been investigated in the past, as commented above. For the evaluation of the face
identification performance, rank curves (CMC) were generated as shown in Fig. 6.8. In rank
curves, the recognition rate is plotted as a function of the rank.

6.3
6.3.1

Conclusion From Study 3
Intra-spectral and Cross-Distance using Developed Approach. Normalized images are used to perform the experiments.

• 30m vs. 60m:, All Data: 93% − > Male Class − > 94% − > Female Class − >82% .
• 30m vs. 90m:, All Data: 68% − > Male Class− > 81% − > Female Class − >74%.
• 30m vs. 120m:, All Data: 64% − > Male Class − > 71% − > Female Class − >54%.

6.3.2

Cross-spectral and Cross-Distance: Using Developed Approach

• VIS 1.5 m vs. NIR 30m:, All Data: 56% − > Male Class − > 61% − > Female Class
− >32% .
• VIS 1.5 m vs. NIR 60m: , All Data: 37% − > Male Class− > 46% − > Female Class
− >27%.
• VIS 1.5 m vs. NIR 90m:, All Data: 23% − > Male Class − > 29% − > Female Class
− >26%.
• VIS 1.5 m vs. NIR 120m:, All Data: 16% − > Male Class − > 30% − > Female Class
− >19%.
Based on the conducted study, it is concluded that for both the cross-distance and cross
spectral scenarios, developed approach outperformed commercial and academic matchers.
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6.3.3

Cross-spectral and Cross-Distance for Male Class: COTS vs. Academic vs. Developed Approach

• VIS 1.5m vs. NIR 30m, the identification improved from 52% (COTS), 34% (AFEIS) to
61% using developed.
• VIS 1.5m vs. NIR 60m, the identification improved from 3% (COTS), 33% (AFEIS) to
46% (developed).
• VIS 1.5m vs. NIR 120m, improved from 2% (COTS), 18% (AFEIS) to 30% (developed).
In this experiment cross-distance images, i.e. the baseline NIR images (30m) to NIR images
captured at 60m, 90m and 120m respectively are compared. Equal importantly, as a case study
(see more information below) it is also investigated that whether demographic filtering can
assist in improving cross-distance and cross-spectral FR performance. With extended gallery
and with more variation in the training data (including data collected under different conditions
such as sensors, distances e.g. LDHF data is used for training and our data for testing and vice
versa, both the databases are used for training and testing), it is shown that, it will improve the
robustness of the face recognition method as expected.

6.4

Threats to Validity

In this chapter, before conducting the face matching experiments, deep learning based networks are developed for the demographic filtering in terms of gender and ethnicity class. The
networks are developed to improve the performance of face recognition system.

6.4.1

Construct Validity

To construct an efficient classification network, the model hyper parameters were empirically optimized and the models were trained for this challenging database. The visible and NIR
databases were selected to conduct the experiments.
Threats from Developed Study:
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• For the database collected under variable light conditions, environment conditions, face
poses, face expressions, and camera focus can affect the performance of classification
model. These factors act like confounding factor.
• Confounding factor is when the database collected from a specific race or ethnicity class.
For the demographic filtering in terms of ethnicity, when the model is trained for a specific class, it results in poor performance for the race or groups those are not included in
the model. In this study, the database consists of Caucasian, Asian and Hispanic class.
The database was very limited for Hispanic class and in Asian class no middle eastern
subjects were available in infrared band images. This is one of the limitation of this study.
Hence, to use the network for new ethnic class, researchers need to train the network for
the classes those are not present in the database to generate the models. Otherwise, it
may result in poor performance.
• Although deep learning networks are robust, the classification performance is affected by
selected set of values for hyper parameters (epoch, momentum and learning rate) and the
database selected to train the network. These factors are defined as confounding factors
and are responsible for variation in the performance. To deal with this threat, the CNN
network is optimized, the network is trained from the scratch and the hyper parameters
are selected where the highest classification accuracy results are achieved. Finally, this
is evaluated on the database collected under challenging conditions (in night time and
at long standoff distances). Hence, any change in the values for hyper parameters and
training size from the researchers may affect the performance of the system.

6.4.2

Internal Validity

In this study, a CNN network is developed based on MatConvNet toolbox. Based on the
results, it is claimed that demographic filtering improves the performance of face recognition
system.
Threats from Developed Study:
• Performance of the developed network is dependent on the number of layers (Convolu82
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tion layer, pooling layer, activation layer and fully connected layer). Any change in the
network, e.g. change in the layers and the order of layers, change in the filter size for
convolution layer, and change in activation function for activation layer may affect the
performance of the system.
• Performance of the classification network is dependent on the size of normalized images
(using image registration). To use the new datasets, researchers need to resize the face
images to size of 32x32 pixels, otherwise it may result in poor performance.
• Performance of the developed face matching approach is dependent on the training data
set (Visible and NIR band). Hence, to use the new datasets (Face database in SWIR and
Thermal band), researchers need to retrain the system.

6.4.3

Conclusion Validity

The developed classification network for the demographic filtering is reliable and achieved
output results are same when the experiments are repeated using random training and testing
sets.
Threats from Developed Study:
• System is developed in Matlab environment using MatConvNet. The developed system
is compatible for Matlab R2014b or later, NVIDA GPU card with compute capability of
3.0 or greater and CUDA toolkit version 6.0 or later.
• CNN based classification network is working well for academic database with 103 subjects. In a scenario, where the researcher wants to train the system on new database,
they need to consider the sufficient amount of database to train the system, otherwise the
performance of the system may be affected from small sample size.

6.4.4

External Validity

The validity is concerned about generalization. To make the system more generalized and
robust, the classification and face matching experiments are performed with extended database
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(LDHF). Based on the results, it is concluded that designed model improved the performance
of system.
Threats from Developed Study:
• The threat may be caused if the developed system performs well only for a specific
database and not for the unseen database. In this study, when LDHF database is selected to perform the classification, better classification results achieved for gender class.
However, for the ethnicity class the results were not satisfactory. LDHF database consists
of primarily Asian population and to deal with this threat databases over scattered ethnic
groups are selected.
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Chapter 7
Developed Image Restoration Scheme for
Night Time Long Range Imagery System
in NIR Band
The focus of this chapter is to determine whether the restored images from the developed
image restoration method in study 3 can enhance recognition performance of the un-constrained
database collected in NIR band.

7.1

Baseline Face Matching Results using developed Image
Restoration

Fig. 7.1, shows the extent to which the performance of a FR system is improved by selected
set of pre-processing combinations (see Fig. 4.7 for selected sets of combinations). Based
on the results, it is concluded that the selection of a certain combination of pre-processing
techniques is critical in improving cross-spectral matching performances in terms of rank-1
identification accuracy.
The experimental results demonstrate that when the LBP/LTP descriptors are employed:
• Better results are obtained for comb2, when first use DN and then PN (single scale self
quotient).
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• This order (comb 2) results in 40% rank-1 identification accuracy (e.g. for LBP-CHI)
• 30 percent point (pp) improvement using developed restoration method in study 2 in
comparison to when using the raw images without selected pre-processing combination
(No Norm).
Similar results are achieved for other descriptors and distance metrics (see Fig. 7.1).

Figure 7.1: CMC curves comparing the identification performance (first 5 ranks) for cross-spectral
matching (Gallery-VIS and Probe-NIR): LBP-CHI (top-left), LBP-DT (top-right), LTP-CHI (bottomleft) and LTP-DT (bottom-right). Five pre-processing combinations selected such as comb1, comb2,
comb3, comb4 and comb5.

7.2

Matching using developed Image Restoration and Fusion
Scheme

The experimental results indicate that for LBP/LTP based methods, the best overall identification accuracy reaches 40% using developed image restoration scheme and hence these
results are not satisfying. Thus, an alternative, more complicated, but much more efficient approach is investigated. The developed image restoration and fusion multi-feature dependent
fusion schemes are combined (as described in Chapter 5). The DT and CHI distance transform
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methods are replaced by a kernel subspace method [77]. To train the system, 52 subjects and
8 samples are used per subject (4 face images in VIS and 4 face images in NIR band for each
subject). The rest of the data is used for testing, i.e. 4 face images for each test subject in the
visible band for gallery set and 4 face images in the NIR band for probe set. Note that there is
no subject overlap between the training and test sets.

Figure 7.2: CMC curves comparing identification performance (for rank to rank 5) results, for crossspectral matching, for five selected combinations of pre-processing techniques: LBP/KLDA (top-right),
GABOR/KLDA (top-left) and HOG/KLDA (bottom-left).

The same procedure is followed as applied before when using the LBP and LTP descriptors
including: usage of various pre-processing combinations based on developed image restoration
approach following the PN method. 5 different combinations for pre-processing (see Fig. 4.7)
are investigated and, finally, the best combination is selected based on the performance results.
It is concluded that (as shown in Fig. 7.2), the selection of the combination of pre-processing
technique is critical in improving the matching performance for each selected feature descriptor.
First the PN is selected, for each feature descriptor and the best combination that provided
us with best rank-1 identification accuracy is identified. The results are shown in Fig.7.2. The
experimental results demonstrate that when HOG/KLDA descriptor is employed, better results
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are obtained for comb2, i.e. when first denoising and then isotropic smoothing is used. This
ordered pre-processing of the face images results in 65% rank-1 identification accuracy (see
bottom-left table in Fig. 7.2).
When the LBP/KLDA descriptor is used, better results are obtained for comb5, where, first,
super-resolution, second, denoising and, then, single scale self quotient normalization are used.
This ordered pre-processing of the face images results in 53% rank-1 identification accuracy
(see top-left Fig. 7.2). Finally, when the Gabor/KLDA descriptor is used, better results are
obtained for comb1, i.e. when the Tann and Triggs photometric normalization technique is used.
This order results in 58% rank-1 identification accuracy (see top-right Fig. 7.2). The selection
of pre-processing combination and PN techniques depend on the feature descriptor used. For
each pre-processing combination tested, the best achieved rank-1 identification accuracy is
presented in the table found at the bottom right corner of Fig. 7.2.
Face Matching Results for All Data using Study 1 followed by Study 3
• For HOG descriptor better results are obtained for comb2 and the rank-1 identification
accuracy improved from 50% to 65%.
• For LBP descriptor better results are obtained for comb1 and the rank-1 identification
accuracy improved from 20% to 53%.
• Based on developed fusion scheme (Study 1), where selected each feature descriptors
with the best selected combination for image restoration (study 3), 70% rank-1 identification accuracy is achieved.

7.3

Matching using developed Image Restoration, Fusion Scheme
and Demographic Information

The use of demographic information (soft biometrics) before the face matching experiments
can improve the performance of traditional FR systems. Soft biometric traits are physical and
behavioral features (weight, height, gender, ethnicity, etc.), and offer several advantages over
the traditional systems. In this work, three main strata or traits: gender, ethnicity and facial hair
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are considered. For female data, the database is grouped into Female Asian (FA) and Female
Caucasian (FC) class. For male data, the database is grouped into male with beard (MWB) and
male without beard (MWOB) class.

Figure 7.3: Cross-spectral matching results for Female Stratum: CMC curves comparing the performance for the face images restored from the developed method with raw images.

Based on the face identification results for female stratum as shown in Fig. 7.3, it is concluded that selection of combination of pre-processing technique (comb1, comb 2, ..., comb5)
is the key factor in improving the matching performance. The experimental results demonstrate
that for FA stratum, better results are obtained for comb5, when first SR, second DN and then
PN (adaptive single scale retinex named as norm 2 see in top-right Fig. 7.3) are used. The performance of the system is improved (rank-1 identification accuracy) from 55% to 75%. For FC
stratum, results are similar for all the combinations (see in bottom-left). The comb5 is selected,
based on results for first 5 ranks and this combination results in 53% rank-1 identification accuracy. For a comparison between with and without the usage of stratification of the database
results are presented in bottom-right. The results (rank) from face identification experiments
are verified with results from statistical tests.
The same set of experiments are repeated for MWB and MWOB class. Based on the statistical hypothesis results, it is evaluated that comb5 for MWOB and comb2 for MWB are
selected as the best combinations. The rank-1 identification accuracies with best results using
the five pre-processing combinations for MWB and MWOB are shown in Fig. 7.4. Based on
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the results, it is concluded that better performance results are obtained from comb2 for MWB
and from comb5 for MWOB. The performance of the system is improved (rank-1 identification
accuracy) from 58% to 75% for MWOB (bottom left), for comb5, 63% to 82% for MWB (top
right).

Figure 7.4: Cross-spectral matching results for Male Cluster: CMC curves comparing the performance
of FR system for the face images restored from the developed method with raw images.

7.3.0.1

Cross-Matching results for Long Distances

Each experiment (five scenarios: All Database, MWB, MWOB, FA and FC) is repeated 10
times to remove the bias in the results. The training and testing data are randomly selected.
For the scenario without the usage of demographic information (All Data), the best rank-1
identification ranks are reported in Table 7.1. For the selected set of soft biometric traits, the
best rank-1 identification accuracies are reported in Table 7.2. The same set of experiments are
performed (10 times) for NIR database at distance of 60m, 90m and 120m for the five scenarios
(All Database, FA, FC, MWB and MWOB).
Based on the results for the scenario with all the database for 4 different distances NIR
30m, 60m, 90m and 120m (see Table 7.1), it was determined that for all distances, better
performance results are achieved from the developed methods in comparison to the commercial
off the shelf (COTS) G8 system (L1 Systems).
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Table 7.1: Cross-spectral Matching Results (Gallery in VIS (1m-indoor) under controlled conditions
and Probe images in NIR): Rank identification accuracies for probe images at
nighttime environment: 30m, 60m, 90m and 120m distance.
Rank Identification Accuracy R1
R2
R3
R4
Probe Images at 30 m
Pre-processing : Combination
comb1
0.73 0.86 0.88 0.91
comb2
0.73 0.86 0.89 0.90
comb3
0.69 0.83 0.85 0.91
comb4
0.67 0.83 0.89 0.91
comb5
0.70 0.78 0.82 0.85
COTS
0.48 0.51 0.55 0.60
Probe Images at 60m
comb1
0.44 0.59 0.69 0.74
comb2
0.56 0.67 0.76 0.84
comb3
0.51 0.61 0.70 0.77
comb4
0.48 0.63 0.73 0.77
comb5
0.39 0.54 0.61 0.68
COTS
0.01 0.02 0.03 0.04
Probe Images at 90 m
comb1
0.20 0.30 0.40 0.45
comb2
0.25 0.33 0.40 0.47
comb3
0.30 0.39 0.49 0.54
comb4
0.22 0.30 0.36 0.40
comb5
0.24 0.30 0.37 0.41
COTS
0.01 0.01 0.02 0.02
Probe Images at 120 m
comb1
0.16 0.26 0.37 0.41
comb2
0.23 0.37 0.44 0.51
comb3
0.28 0.40 0.48 0.52
comb4
0.20 0.30 0.36 0.42
comb5
0.18 0.28 0.32 0.36
COTS
0.01 0.01 0.02 0.04

4 different distances in
R5

0.92
0.91
0.94
0.92
0.91
0.62
0.79
0.86
0.85
0.83
0.78
0.05
0.52
0.53
0.59
0.44
0.47
0.04
0.47
0.54
0.58
0.46
0.43
0.04

• For 30m distance, performance reaches almost 48% for COTS system, whereas, the accuracy reaches almost 73% when using the developed approach. For the 30m distance
dataset, the rank-1 identification accuracy is very close to each other for comb1 and
comb2. The comb1 is selected based on a comparison among the first 5 identification
ranks.
• For the 60m NIR images collected at long standoff distance, the rank-1 identification
accuracy is very low when the COTS system software is used. The better performance
results are achieved from the developed pre-processing and fusion schemes, i.e. the rank1 identification accuracy from developed approach reaches to 56% for comb2 (see Table
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7.1).
• For the 90m images collected at long standoff distance, the rank-1 accuracy is 1% when
the COTS system software is used. The better performance results are achieved from the
developed pre-processing and fusion schemes, i.e. the rank-1 accuracy reaches to 30%
for comb3.
• Finally, for 120m images the rank-1 accuracy from developed approach reaches to 28%
for comb3.

Table 7.2: Cross-spectral matching results for Soft Biometric Traits (Gallery in VIS (1m-indoor) under
controlled conditions and Probe images in NIR): Rank identification accuracy for probe images at 4
different distances in nighttime environment: 30m, 60m, 90m and 120m distance.
Rank Identification Accuracy R1
R2
R3
R4
R5
Distances
Female Asian:
30 m
60 m
90 m
120 m

0.75
0.37
0.41
0.38

0.83
0.58
0.54
0.58

0.91
0.79
0.67
0.75

0.95
0.96
0.87
0.91

1.00
0.96
1.00
0.96

0.53
0.50
0.28
0.25

0.68
0.66
0.47
0.47

0.75
0.72
0.63
0.56

0.93
0.84
0.78
0.65

1.00
0.84
0.88
0.75

0.82
0.52
0.43
0.38

0.95
0.73
0.54
0.52

0.97
0.89
0.75
0.68

1.00
0.98
0.84
0.80

1.00
0.98
0.90
0.82

0.75
0.49
0.38
0.27

0.82
0.72
0.53
0.43

0.89
0.80
0.58
0.50

0.97
0.84
0.65
0.61

0.97
0.88
0.71
0.65

Female Caucasian:
30 m
60 m
90 m
120 m
Male With Beard:
30 m
60 m
90 m
120 m
Male Without Beard:
30 m
60 m
90 m
120 m
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Table 7.3: In this table investigate the cross-spectral, cross-distance matching scenarios for
database before and after the usage of developed image restoration and demographic filtering of male class into with or without beard and female class into Asian and Caucasian class:
Experiments were run several times and the rank-1 identification accuracy presented here (average). Developed-Set 1: Only Developed Fusion Scheme applied to the images, Developed-Set
2: Both developed image restoration and fusion scheme applied to the images. For Set 2 with
Male and Female Class further sub-clustering is performed: MWB, MWOB, FA and FC class
Rank-1 Identification Accuracy
VIS 1.5m vs.
ALL DATA
AFIES
COTS
Developed-Set 1
Developed-Set 2
MALE Class
AFIES
COTS
Developed-Set 1
Developed-Set 2: MWB
Developed-Set 2: MWOB
Female Class
AFIES
COTS
Developed-Set 1
Developed-Set 2: FA
Developed-Set 2: FC

7.4
7.4.1

Cross-Spectral (VIS vs. NIR), Cross-Distance Matching
NIR 30 m NIR 60 m NIR 90 m
NIR 120 m
0.19
0.48
0.56
0.73

0.22
0.03
0.37
0.56

0.21
0.02
0.23
0.30

0.15
0.01
0.16
0.28

0.34
0.52
0.61
0.82
0.75

0.33
0.03
0.46
0.52
0.49

0.26
0.02
0.29
0.43
0.38

0.18
0.02
0.30
0.38
0.27

0.30
0.65
0.32
0.75
0.53

0.25
0.08
0.27
0.37
0.50

0.18
0.08
0.26
0.41
0.28

0.23
0.03
0.16
0.38
0.25

Conclusion from Study 3
Comparison between Developed Study 1 vs. Academic and Commercial Matcher

– For All Database (without usage of demographic information)
• Rank-1 identification accuracy improved from 48% for COTS system, 19% for AFIES to
56% when using developed approach for (see in Table 7.3) 30m distance.
• Rank-1 identification accuracy improved from 3% for COTS system, 22% for AFIES to
37% using developed approach.
• Rank-1 identification accuracy improved from 3% for COTS system to 23% using developed approach and results are similar for AFIES for 90m distance.
• Rank-1 identification accuracy improved from 1% for COTS system to 16% using devel93
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oped approach and results are similar for AFIES for 120m distance.

7.4.2

Comparison between Developed Study 1 vs. Study 1 (Fusion Scheme)
followed by Study 3 (Image Restoration)

– For All Database (without usage of demographic information)
• Rank-1 identification accuracy improved from 56% to 73% for 30m distance (see in
Table 7.3).
• Rank-1 identification accuracy improved from 37% to 56% for 60m distance.
• Rank-1 identification accuracy improved from 23% to 30% for 90m distance.
• Rank-1 identification accuracy improved from 16% to 28% for 120m distance.
The identification experiments are performed for the database with demographic information or soft biometric traits (FA, FC, MWB and MWOB) and each experiment is repeated 10
times (randomly selected training and test data) and results from best set is reported in Table 7.3.
– With usage of demographic information: Female Class for 30m distance
• Female Class, rank-1 identification accuracy improved from 32% (Only Study 1) (see in
Table 7.3) to 58% where Study 1 followed by Study 2 and Study 3 (see Fig. 7.3).
• Female Asian Class, rank-1 identification accuracy improved from 58% to 75% (Study1
followed by Study 2 and Study 3), see in Table 7.3).
• Results are similar from Study 3 for all the combinations for Female Caucasian and
Female Class.
- With usage of demographic information: Male Class for 30m distance
• Male Class, rank-1 identification accuracy improved from 61% (Only Study 1) (see in
Table 7.3) to 76% where Study 1 followed by Study 2 and Study 3 (see Fig. 7.4).
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• Male Class With Beard, the rank-1 identification accuracy improved from 76% to 82%
(Study1 followed by Study 2 and Study 3), see in Table 7.3).
• Results are similar from Study 3 for all the combinations for Male Without Beard and
Male Class.
For 90m and 120m distance there is a large improvement in the results for the data with
demographic information. For 90m, the performance of the systems is improved from 30% to
41% for FA, 43% for MWB and 38% for MWOB. For 120m, the performance of the system is
improved from 28% to 38% for FA, and 38% for MWB. For 30m distance, without stratification
for all the database the rank-1 identification accuracy is achieved 73% from the developed
method (see in Table 7.1). It was determined that the better performance results are achieved
after stratification e.g. the rank-1 identification accuracy is 75% for FA, 75% for MWOB and
82% for MWB.
The overall best results are achieved for FA, MWB and MWOB (soft biometric traits) for
30m, 90m and 120m in comparison to all the database (without stratification) as illustrated
in Table 7.2. For one of the soft biometric trait (FC), we were not able to achieve as good
results as originally expected. A valid reason for these results is the type of stratum and there
is a very small difference in the subject’s appearance. For the 60m distance, the results are
very close, with and without using stratification. The developed methods including: image
restoration, feature selection, decision level fusion and, finally, the selection of soft biometric
traits (stratification of database) result in significant improvement in face identification results
than available commercial FR matcher.

7.5
7.5.1

Threats to Validity
Construct Validity

In this study an image restoration scheme is developed to restore the good quality images for
the database collected under challenging conditions in night time and at long standoff distances.
Threats from Developed Study:
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• The developed system is based on wavelet based de-noising method to remove the noise
and example based super-resolution method for image up-scaling. In a scenario, where
the researchers want to restore the system on new or other existing methods, they need to
redesign the system, otherwise the performance of the system will be affected.

7.5.2

Internal Validity

Based on the results, it is claimed that restored images improve the performance of face
recognition system for with and without grouping of databases.
Threats from Developed Study:
• Performance of the developed scheme is dependent on the scaling factor for superresolution method and the type of window function for de-noising method i.e. Hamming,
Hanning, Bartlett, Blackman, Kaiser, Chebwin, Butterworth, etc. To use the new window function, window size or scaling factor, researchers need to redesign the system,
otherwise it may result in poor performance.

7.5.3

Conclusion Validity

Based on the results, it is determined that conclusions made from study 3 are justified.
Based on face matching experiments for both the cross-distance and cross-spectral scenarios,
the developed image restoration scheme improves the rank identification accuracy.
Threats from Developed Study:
• Testing the developed approach on a small dataset is a common threat. In this work, the
developed approach is tested on the database collected under 4 standoff distances of 30,
60, 90 and 120 meters.

7.5.4

External Validity

The validity is concerned about generalization. The main concern is up to what level or
point a result or outcome be generalized to population, treatment variables and settings.
Threats from Developed Study:
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• The developed image restoration scheme is working well for academic database with
103 subjects in NIR band. However, to make the system robust it needs to be tested on
other databases e.g. thermal databases. Hence, results may be affected for the databases
collected in other bands.
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Chapter 8
Study 4: Statistical Analysis
In this chapter, the statistical tests are implemented to find the statistical significance of
incorporating developed image restoration and score level fusion schemes, as well as of the
database stratification or demographic filtering in terms of gender, ethnicity, and facial hair.
The effect of statistical significance study to FR performance is also discussed. The conducted
set of statistical tests are represented by a pipeline which consists of selection of statistical test
for the database, hypothesis test 1, hypothesis test 2 and hypothesis test 3 as shown in Fig. 8.1.
What follows is a discussion on the hypothesis tests performed. The reasoning on the selection
of particular tests on specific scenarios is investigated.

8.1

Statistical Hypothesis Testing

In this work, for FR studies the features are extracted using the LBP, Gabor and HOG
feature descriptors. While performing face matching experiments, the distance scores are calculated using cosine similarity metric to compare faces in the normalized projected space, as
described in Chapter 4 (section 4.1.3). These match scores are used as sample data to perform
the statistical tests.
(i) Hypothesis Test 1: It is evaluated whether the fusion of match scores from three selected
feature descriptors will have a statistically significant impact on the performance of face
recognition system.
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Figure 8.1: Pipeline for statistical significance tests.
(ii) Hypothesis Test 2: It is evaluated whether the developed image restoration algorithm
will have a statistically significant impact on the performance of face recognition system.
(iii) Hypothesis Test 3: It is evaluated whether incorporating the database stratification into
four strata including; Female Asian, Female Caucasian, Male with Beard and Male without Beard will have a statistical significant impact on the performance of face recognition
system.
The designed null and alternative hypotheses are:
Null Hypothesis:
• Test 1: Performance results are identical for three selected feature descriptors and
there is no statistical significant difference between performance results when each
individual feature descriptor is used.
• Test 2: Performance results are identical for all the five pre-processing combinations (see Fig. 4.7) and no patterns are observed.
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• Test 3: Performance results are identical, with and without performing database
stratification.
Alternative Hypothesis: Reject the null hypothesis, meaning there is a statistical
significant difference between performance results for the selected hypotheses tests (i.e.,
Test 1, Test 2 and Test 3).
To find the statistical significance, it involves the terms such as p value and significance
level and the detailed information is provided below:
• p value is the probability of observing an effect, given that null hypothesis is true.
• Significance level (α) is the probability of rejecting null hypothesis when it is true. For
example for a selected value of 0.05 for significance level, indicates a 5% risk of concluding that a difference exists when there is no actual difference.
• Statistically significant results are obtained, when p value is less than or equal to α.
• Additionally, skew-ness and existence of outliers was examined by using box-plots.

8.2

Selection of Statistical Test

Statistical tools are categorized into two main groups: parametric and non-parametric. Parametric tests assume that the population from which the samples are drawn has specific characteristics [102] including: (i) Samples are independent, (ii) Samples are drawn from normally
distributed populations, and, (iii) Population variances are equal. On the other hand, nonparametric tests make assumptions related to the dependence and independence of samples but
no assumptions is made about the population [103]. When the assumptions are violated (sample
are normally distributed and independent samples), it leads to a threat to conclusion validity.
• The match scores from three selected feature descriptors are used as sample data to check
the validity of the assumptions for the parametric tests.
• First, the independence/dependence of samples is tested.
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• Second, tests are performed to find the normal distribution.
• Finally, tests are performed to check the homogeneity of variances.
To conduct the tests, one factor (independent variable) with three groups or levels (match
scores from three feature descriptors) is used. The dependent variable is the performance of the
system. The statistical test for the sample data is selected based on the results from these tests.
This is discussed in detail below.

8.2.1

Independence/Dependence of Samples

In this work the same subjects are selected to find the match scores from three feature
descriptors, namely LBP (group1), Gabor (group2) and HOG (group3). To find the association
with in and between the groups, the Pearson correlation coefficient (which is a measure of the
linear dependence between two groups) is calculated. The results are presented in Table 8.1.
The groups are always correlated to themselves (as the diagonal entities are 1). Group1 and
Group2 are correlated but not as much as the other pairs of groups. However, it does not
necessarily imply that the sample data (match scores) is independent.
Table 8.1: Correlation coefficient when Pearson test is used for match scores for Group 1 (Gabor),
Group 2 (LBP) and Group 3 (HOG) for comb2.

Groups
Group 1
Group 2
Group 3

8.2.2

Group 1
1.00
0.46
0.58

Group 2
0.46
1.00
0.73

Group 3
0.58
0.73
1.00

Statistical Test to find Distribution

The normality of the match score distributions obtained by each feature descriptor is investigated. For this purpose the following five tests are used, the Kolmogorov-Smirnov test, Chisquare goodness-of-fit test, Jarque-Bera test, Anderson-Darling test and Lilliefors test [104]. In
each experiment, the null hypothesis is that the distribution is normal. On the other hand, the
alternative hypothesis rejects the null hypothesis and states that the distribution is not normal.
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Based on the results, it is determined that the returned value of h is 1 and the value of
p is less than the significance level (α = 0.05) for all these tests, as presented in Table 8.2.
This means that the null hypothesis is not true (distributions are not normal). Therefore, the
assumption that distribution for the database is normal is not valid. In Table 8.2, the results
are shown for the Gabor descriptor. The same procedure is followed for LBP and HOG feature
descriptors.
All these tests are performed on the selected five combinations as shown in Fig. 4.7. Here,
the results for comb2 are presented. The distribution of match scores using the selected set of
feature descriptors is shown in Fig. 8.2 (a)
Table 8.2: The distribution of match scores for features extracted using the Gabor descriptor when the
second combination of pre-processing algorithms is used - see Fig. 4.7.

Test
Kolmogorov-Smirnov
Anderson-Darling
Jarque-Bera
Lilliefors
Chi-square goodness-of-fit

(a) Distribution plots

h
1
1
1
1
1

p
0
0.001
0
0.005
0

(b) Box-plots for distance scores

Figure 8.2: Validation check for parametric test.

8.2.3

Statistical Tests to check Homogeneity of Variance

In this test, it is determined whether the groups (i.e., the LBP, Gabor and HOG feature
descriptors) have very different variances or not. Levene and Bartlett tests are used [105] in
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order to find the homogeneity of variance between the aforementioned group pairs.
Null hypothesis states that the columns of data or groups come from data with the same
variance. The alternative hypothesis states that not all the groups have same variance and
rejects the null hypothesis. The returned p-value is 0 (see Table 8.3), indicating that Levenes
test rejected the null hypothesis that variances are equal across all the three columns. The
alternative hypothesis is accepted as shown in Fig. 8.2 (b).
Table 8.3: Homogeneity of variance using Levene test for match scores for Group 1 (Gabor), Group 2
(LBP) and Group 3 (HOG) for comb2.

Groups
Group 1
Group 2
Group 3
Pooled

Counts Mean
6400
-0.41
6400
-0.55
6400
-0.59
19200
-0.52
p-value = 0

Std Dev.
0.18
0.13
0.12
0.14

Based on results from statistical tests, all of the assumptions to implement the parametric
tests are not valid for the multi-spectral, mutli-scenario database used for NIR to visible face
matching. Thus, the non-parametric test (such as the Krushal-Walis and Friedman test) [106]
are selected to perform the hypotheses tests 1, 2 and 3. These methods are based on rank scores.
The Krushal-Walis test assumes that the samples are independent for each level (group). Unfortunately, this assumption does not allow us to use the same sample data for testing (hypothesis),
and thus, the Friedman’s test is selected in this work. The evaluation results using the selected
non-parametric test for the aforementioned hypothesis are provided in the experimental results
section below.

8.3

Statistical Hypothesis Test 1

The Friedman test is implemented. The groups consist of match scores from three different
feature descriptors, Gabor (Group 1), LBP (Group 2) and HOG (Group 3). The distance matrix
is obtained from each feature descriptor, where each probe image (total 160 probe face images)
is compared against all the gallery images (total 40 face images) and match scores are represented in rows for each probe (160 × 40). To reduce the dimensionality, feature vectors are
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Table 8.4: The match scores are converted into rank scores for each probe subject to perform the
Friedman test. Here, the rank scores are represented for the first 9 samples (in total 6400 × 3), where
rows represent rank scores for the first probe image when compared against the first 9 gallery images
and columns represent the feature descriptors.
Scores:
Match
Rank
Sample Gabor LBP HOG Gabor LBP HOG.
s1
-0.76 -0.77 -0.83
3
2
1
s2
-0.28 -0.50 -0.49
3
1
2
s3
-0.07 -0.57 -0.50
3
1
2
s4
-0.31 -0.70 -0.72
3
2
1
s5
-0.46 -0.60 -0.54
3
1
2
s6
-0.16 -0.74 -0.70
3
1
2
s7
-0.36 -0.66 -0.60
3
1
2
s8
-0.39 -0.77 -0.56
3
1
2
s9
-0.24 -0.78 -0.69
3
1
2

represented into one column (6400 × 1). In total, the dimensionality is (6400 × 3), where column represents the number of feature descriptors used. These match scores are used as sample
data.
The "match" scores are converted to "rank" scores (represented as columns) for each
row based on scores from each descriptor, in Table 8.4 the results are presented for the first 9
samples.
In this experiment, the null hypothesis states that three groups have identical effects or it
can be interpreted as that means are same. The alternative hypothesis states that there is a
difference between the three groups. As shown in Table 8.5:
• The chi-square distribution method is used to find the probability distribution.
• The value 0.05 is selected for α.
• Second column shows the sum of square (SS) between the groups using the ranks instead
of match scores.
• Third column shows the degree of freedom df associated with each group.
• Fourth column is mean square (MS), which is ratio of SS/df.
• Chi-square static is represented in column five
• p value for chi-square static is represented in last column of table.
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Table 8.5: Friedman and Post-hoc tests for match scores to find out the statistical significant difference
between groups.

Source
Columns
Error
Total
Group1
1
1
2

Group 1
Group 2
Group 3

Freidman Test
SS
df
MS
5233.64
2
2616.82
7566.36
12798
0.59
12800
19199
Post Hoc: Tukey - Kramer
Group2
Lower
Difference
Limit
group means
2
0.78
0.82
3
1.21
1.26
3
0.40
0.44
m = Estimated values Standard
of the means
Errors
for each group
2.6939
0.0125
1.8716
0.0125
1.4345
0.0125

Chi-sq
5233.64

Prob>Chi-sq
0

Upper
Limit
0.86
1.30
0.48

p
value
0
0
0

The value of p is less than α (significance level). Based on the results, it is concluded that
results are significant and we can reject the null hypothesis that all the means are same and no
patterns are observed.
The information provided from this test is, whether the samples are from same distribution
and if there is a statistical significance between the groups. On the contrary, it could not tell us
which specific groups are statistically different from each other. A post hoc test is performed
to find out which specific groups are significant, including; Tukey, Bonferroni, Dunn-sidak,
Fischers least significant difference and Scheffe test [107]. In Table 8.5, based on the post
hoc test, the returned value of p is 0 and is less than α (significance level) of 0.05, and it is
concluded that there is a significant difference between groups 1 and 2, 1 and 3 and 2 and 3.
To find the correlation, the Pearson correlation coefficient (r) is calculated. As shown
in Fig. 8.3, the groups are negatively correlated, which means that when the values for one
group increase, they decrease for second group and vice versa. In Fig. 8.3, the first group
(var1) represents the rank scores for Gabor features, group 2 (var2) represents for LBP and
group 3 (var3) for HOG feature descriptor. The small value of p (less than significance level
0.05), represents, that the correlation R(i, j) is significant. Where, i and j represents the two
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(a) Post-hoc test

(b) Pearson correlation test

Figure 8.3: For Post-hoc test (Left), y-axis represents the three selected groups such as Group 1 (GaborBlue), Group 2 (LBP-Green) and Group 3 (HOG-Red) and x-axis represents the rank scores. The association between the groups is calculated using Pearson correlation test (Right).

different groups selected. The null hypothesis is rejected based on the statistical tests performed
including, Friedman test, post-hoc test and correlation relationship. It is concluded that there is
no statistical significance difference and the alternative hypothesis is accepted.
Fusion Studies: Based on [108, 109], when we combine the matchers that are negatively
correlated, it may result in a significant improvement in performance than combining two strong
biometric matchers [109]. To improve the overall performance, in this work, score level fusion
schemes are adopted for the match scores achieved using three different feature descriptors.
Pearson correlation is shown in Fig. 8.3(var 1 for group 1, var 2 for group 2 and var 3 for group
3).
In this work, 8 different fusion scenarios based on sum and weighted fusion are investigated.
Here, schemes A1, A2 and A3 are without any fusion and are based on individual methods.
For sum fusion method, the fusion of normalized distance scores, z1 for Gabor/KLDA, z2
for LBP/KLDA and z3 for HOG/KLDA is performed using four different cases. When the
weighted fusion method is used, the weights are assigned to the normalized scores based on
the values that were achieved from the other independent methods tested. When the weighted
fusion scheme is used, weights are automatically selected for each combination (comb1 to
comb5). The fusion of normalized distance scores with assigned weights is performed using
four different cases (Gabor-HOG, Gabor-LBP, LBP-HOG and Gabor-LBP-HOG). The final
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results are presented with rank-1 identification accuracy after the fusion for all of the four
cases.
Based on the statistical results, best performance (rank-1 identification accuracy) is achieved
for the fusion scheme A8 (weighted fusion with green box) as shown in Fig. 8.4. The number
and location of these outliers is also used for the selection of the best combination in terms
of performance. The large number of these outliers for the distance scores in the range from
0.90 to 1.0 results in poor performance of the system. The rank-1 identification accuracy along
with total number of outliers is represented in Table 8.6. The first three scenarios (A1, A2, A3)
are performance of face recognition using individual feature descriptors without fusion. These
three scenarios are not included in Table 8.6. Fusion scenarios are selected from A4 to A11 as
shown in Fig. 8.4. The first four fusion schemes are based on sum fusion and rest on weighted
fusion.
Table 8.6: Number of outliers and location of these outliers from box-plots for comb5.
Fusion
No. of
No. of
Median Std. Dev.
FR Rank-1
Scheme Outliers
Outliers
Identification Accuracy
(0.90 to 1.0)
A4
45
5
0.38
0.15
0.70
A5
60
6
0.39
0.15
0.65
A6
75
6
0.35
0.14
0.60
A7
50
9
0.39
0.15
0.66
A8
45
3
0.37
0.14
0.71
A9
71
11
0.39
0.15
0.65
A10
67
4
0.35
0.14
0.59
A11
42
4
0.36
0.13
0.66

From Table 8.6, the combination A8 is selected, as this has less number of outliers, considering factors such as the location of outliers (more are in numbers in region from 0.0 to 0.2,
less in numbers in range of 0.9 to 1.00), median and value of standard deviation.
Based on the statistical significance tests, the best combination is selected A8 (Table 8.6),
and based on face recognition, best results for comb5 are achieved from A8 as represented in
Table 8.6 (in the last column with FR rank-1 identification accuracy). Based on the results, it
is concluded that analysis results from statistical tests (hypothesis test 1) are validated for all
the five combinations with face recognition experiments.
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Figure 8.4: Boxplot for the distance scores when images are matched using different fusion schemes.

8.4

Statistical Hypothesis Testing 2

This hypothesis test is performed to test the significance of incorporating developed image
restoration to FR system.
N ull Hypothesis: The performance results are identical for all the five selected pre-processing
combinations and no patterns are observed.
AlternativeHypothesis: Reject the null hypothesis and patterns are observed.
- Cross-spectral matching results at distance of 30m:

Figure 8.5: Box-plots for the distance scores using combination of pre-processing techniques.
For probe data (without stratification) collected at a distance of 30m, two statistical tests
are applied for each combination, (with selected fusion scheme from hypothesis test 1 for
comb5 see Fig. 8.4 with green box), first test is to find the distribution and second is to find the
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significance difference between the variance.
Based on distribution test, returned value of h is 1, and thus, the null hypothesis that distribution is normal is rejected. For the variance test, the returned value of p is 0, and thus, the null
hypothesis that all columns have same variance is rejected.
Five combinations are considered for the pre-processing studies (see Fig. 4.7), for comb1,
PN is applied directly to GN raw images and for comb2 to comb5, PN is applied to the restored
face images from developed method. From Table 8.7, it is concluded that the similar number
of outliers, median and deviation value is achieved for comb1 and comb5. For comb2, the
number of outliers in distance score lie in the range from 0.0 to 0.2, which results in better
performance (see Fig. 8.5 green box). On the other hand, there are larger number of outliers
for comb3 and comb4, which results in poor performance of face recognition system. In the
last column of the Table 8.7, the rank-1 identification accuracy for the FR system is presented.
Based on the results, it is concluded that FR results are aligned with the conclusions drawn from
the statistical significance test. Finally, based on results from statistical analysis and achieved
rank-1 identification accuracy from face recognition system, comb1 is selected for the database
at 30m.
Table 8.7: Selection of Pre-processing combination (for the face images at 30m) based on results from
box-plots. Performance is affected by median, standard deviation, number of outliers and location of
these outliers.

Pre-processing
combination

No.of
Outliers

1
2
3
4
5

41
51
61
57
45

8.5

No.of
Outliers
(0.90 to 1.0)
11
15
18
12
3

Median

Std. Dev.

0.38
0.41
0.38
0.38
0.37

0.14
0.15
0.15
0.16
0.14

FR Rank-1
Identification
Accuracy
0.73
0.73
0.69
0.67
0.70

Statistical Hypothesis Test 3

In this the statistical significance of incorporating the stratified database for face recognition
experiments is evaluated. Null hypothesis states that performance results are identical for with
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and without stratification of database. On the other hand, alternative hypothesis states that
stratification results are significant.
Table 8.8: Selection of pre-processing combination (for stratified database) based on results from boxplots. Performance is affected by median, standard deviation, number of outliers and location of these
outliers.

Pre-processing
combination
Female Caucasian
1
2
3
4
5
Female Asian
1
2
3
4
5

No.of
Outliers

No.of
Outliers
(0.90 to 1.0)

Median

Std. Dev.

FR Rank-1
Identification
Accuracy

11
1
12
4
2

2
1
3
2
2

0.28
0.39
0.30
0.32
0.30

0.19
0.20
0.19
0.18
0.18

0.53
0.50
0.50
0.53
0.53

4
0
1
2
0

1
0
1
2
0

0.26
0.34
0.37
0.34
0.39

0.18
0.25
0.20
0.20
0.21

0.53
0.70
0.66
0.62
0.75

The best combination is selected, considering the factors with minimum number of outliers,
minimum value of median and deviation. For example, for female Caucasian stratum as represented in Table 8.8, the minimum number of outliers are achieved from comb2 with maximum
value for median and standard deviation. For comb1, the value for median and deviation is
lowest, on the contrary with large number of outliers. Finally, the comb5 is selected as the best
combination (for Female Asian - FA and Female Caucasian - FC) based on number of outliers,
variation in median and standard deviation. To test the validity of results when using the statistical tests, the results are compared with achieved results from the face recognition studies.
The achieved performance result are better when comb5 is selected - as represented in the last
column of the Table 8.8. Based on the results, it is concluded that FR results are aligned with
the conclusions drawn from the statistical significance test.
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Table 8.9: Rank-1 identification accuracy results for ALL Data without any image restoration, fusion
and stratification.

Features
Only GN

8.6

LBP/KLDA
0.45

Gabor/KLDA
0.20

HOG/KLDA
0.50

Conclusion from Study 4

In this work, the impact of the statistical hypothesis tests is studied for the purpose of
improving rank-1 identification accuracy results for the images captured in heterogeneous environments, before conducting the face matching experiments. Based on the results for the
selection of statistical test, it is concluded that:
• Friedman test (non-parametric) is the most suitable for the database collected in this
work.
• Three statistical hypothesis tests are performed and based on the results the null hypothesis is rejected. The significance of incorporating the fusion scheme, the image restoration
process and stratification of the database, before conducting face matching studies is presented.
• Statistical hypothesis test results are aligned with face identification results. The maximum rank-1 identification accuracy is 50% (HOG) for ALL Data (without any image
restoration, fusion and stratification) as represented in Table 8.9. The rank-1 identification accuracy improved from 50% to 71% for image restoration, to 73% based on the
fusion of scores and to 75% for the stratification of the database (FC class).
• Face matching experiments are verified with the results from the statistical analysis study.
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Chapter 9
Multi-Scenario and Multi-Wavelength
SWIR based Facial Recognition System
When the face database collected under challenging conditions in the SWIR band, it results
into poor performance of the recognition system. To deal with this problem, one of the solution
is the data filtering before conducting face matching experiments. The main challenge is the
automatic image filtering when using the SWIR database that is composed of face images
captured under multiple scenarios, including, data captured indoors, outdoors, with or without
tinted glass panels placed in front of a subject’s face or even when active illumination at 1550
nm was on or off. Another challenge was the automatic classification of multi-wavelength
database into individual wavelengths. The multi-wavelength data was collected at five different
SWIR wavelengths ranging from 1150 nm and up to 1550 nm in increments of 100 nm (SSMW
database) as discussed in the Chapter 4. To address this problem, a CNN based classification
framework is developed which is, scenario-dependent and sensor adaptable. The focus of this
chapter is the implementation of the developed convolutional neural network for image filtering
and to determine whether the usage of image filtering can enhance recognition performance.
The classification and face matching was performed for two different challenging databases
(multi-scenario and multi-wavelength) collected in our lab. An overview of the developed
approach is represented in Fig. 9.1.
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Figure 9.1: Overview of the developed data filtering network and face recognition system.

9.1
9.1.1

Classification and Face Matching for Multi Scenario Database
Classification from Developed CNN Architecture

The CNN network (as discussed in Chapter 4) is applied to perform the situation classification as follows:
• Level 1 classification, where the data collected under un-controlled conditions is used to
classify into an indoor or outdoor class.
• Level 2 classification, a set of experiments are performed, where both indoor and outdoor
face images are further classified into a with glass or no glass category.
• Level 3 classification, experiments are performed, where the level 2 face images are
finally classified into with or without active illumination categories, before FR algorithms
are used, as shown in Fig. 9.2.
To perform the face matching experiments, the developed score level fusion based on
MFSDF scheme (from study 1) is applied, and finally, the results are compared with baseline
face matchers. Furthermore, based on a set of experiments, it is shown that the rank-1 identification accuracy obtained from grouping of the data and developed face matching approach
results in higher recognition performance across all the scenarios.
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Figure 9.2: An overview of the developed hierarchical classification approach when using
SWIR face images captured under various challenging conditions.
9.1.1.1

Training and Testing

There is no pre-trained data available for this challenging database i.e. with tinted glass
(0%, 80% and Solar-cool tinted glass panels) and active illuminator in the SWIR band. To
address this problem, WVU-MS database is selected to train and test the network (with frontal
view). The models are trained on our database for each level (Level 1 to Level 3) and the model
parameters were empirically optimized (e.g. epoch, momentum value set to 0.92, batch size
set to 100 and learning rate set to 0.002) to perform the level 1, 2 and 3 classification more
accurately.
- Level 1 Classification Challenge: Indoor vs. Outdoor: To train the CNN network, the data
is divided into different set sizes (20%, 40% or 60%) for training, while rest of the data is used
for testing. This process is repeated five different times for each set, using random selection
(without any overlap).
Epoch Selection: To select an epoch value that results in good performance results, a number
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Figure 9.3: An overview of the developed CNN architecture.
of classification experiments are performed with a pre-defined set of epoch values, namely
4, 8, 12, ...., 52. To better illustrate the variation in the performance results, see the boxplots in
Fig. 9.4(a).

(a) Epoch Selection

(b) Classification results

Figure 9.4: Level 1 (Indoor vs. Outdoor): Classification accuracy results with a selected set of
epoch and training sets for CNN. Each boxplot is based on results from 5 randomly selected
training and testing sets.
Based on the mean and variance plots, it is determined that the best classification results are
achieved for the epoch value of 20. The same set of experiments are repeated, when 40% and
60% of the data is used for training and the rest of the data is used for testing. It is concluded an
epoch value of 20 results in the best performance, for all the % of data values used for training.
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Classification Results: Based on mean and variance plots, the classification results are similar
for 20%, 40% and 60% training sets and the classification accuracy reaches greater than 95% as
shown in Fig. 9.4(b). Finally, a 20% training set is selected, as it offers the least computational
cost. The classification results for all five sets are presented in Table 9.1.
- Level 2 Classification Challenge: No Glass vs. With Glass: For Indoor class (labeled

(a) Epoch Selection

(b) Indoor Class

(c) Outdoor Class

Figure 9.5: Level 2 (With vs. No Glass): Classification results.
images from Level 1 classification), to train the CNN network, the data is randomly divided,
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based on training set sizes of 5%, 10% and 15%, while rest of the data is used as testing to
evaluate the performance. For Outdoor class, data is randomly divided, based on training set
sizes of 5%, 10%,..., 30%. This process was repeated five times. The variation in the selection
of training sets between the indoor and outdoor class is due to image quality, where for the
indoor class better performance results are achieved with a training set of 5%.
Epoch Selection: First, experiments are performed for the indoor face data, where the aim was
to classify them into with glass or no glass images (see Figure 1). To select an epoch value,
performed the same set of experiments as described in Section 9.1. Based on mean and variance
plots, the best classification results are achieved for an epoch value of 24, for a training set of
5% as shown in Fig. 9.5(a). The same set of experiments are repeated, when selected the 10%
and 15% data for training.
Classification Results: Based on mean and variance plots, the classification results are similar
for 5%, 10% and 15% training sets and the classification accuracy reaches greater than 95% as
shown in Fig. 9.5(b). Finally, a 5% training set is selected (the most challenging scenario).
Second, experiments are performed for outdoor face data, where the aim was to classify
them into with glass or no glass categories (see Fig. 9.2). For the outdoor data category, 5%,
10%,..., 30% data is used for training and the rest for testing. Based on mean and variance
plots, the best classification results are achieved for an epoch value of 44, for training set size
tested ranging from 5% to 30%. The best classification results are achieved when 25% of data
is used for training as shown in Fig. 9.5(c).
- Level 3 Classification Challenge: With or Without Active Illumination: For this level
of classification, the CNN network is trained as follows. The data is randomly divided based
on training set sizes of 5%, 10% and 15%, while rest of the data is used for testing. For the
outdoor, with glass face dataset (labeled images from Level 2), the data is randomly divided
into the training set sizes of 5%, 10%,..., 30%.
The same set of experiments are performed as described in Section 9.1 for epoch selection.
Based on the results for the indoor class, the epoch value of 20 is selected when 5% of data
is used for training, as shown in Fig. 9.6(a). Based on the results for the indoor class, it is
concluded that the best performance results are achieved when 15% data is used for training and
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(a) Epoch Selection

(b) Indoor Class

(c) Outdoor Class

Figure 9.6: Level 3 (With vs. Without Illumination): Classification results.
rest of the data is used for testing. The accuracy reaches greater than 98% for the classification
as shown in Fig. 9.6(b). For the outdoor class, the best performance results are achieved when
20% data is used for training and rest of the data for testing. Please see classification results
shown in Fig. 9.6(c).
The examples for the correctly classified (true positive) class for all the levels are provided
in Fig. 9.7 and mis-classified images in Fig. 9.8.
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Figure 9.7: True positive examples from the developed CNN based classification approach.
First row represents the correctly classified images from the level 1 classification into indoors
or outdoors class. Second row for the level 2 classification into no glass or with glass. The first
two images on the left represent classification for the indoor class into no glass and the other
two images for the outdoor class into no glass. On the right side, the first two images represent
the indoor class into with glass and the other two images for the outdoor glass into with glass.
Third row represents the correctly classified images from the level 3 classification into with and
without active illumination.

Figure 9.8: Misclassified images in level 1 classification. Top row: Indoor class images are
falsely labeled as outdoor class. Bottom row: Outdoor images are falsely labeled as indoor.
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Table 9.1: Hierarchical classification results from CNN: randomly selected training sets.
Datasets

set 1

set 2

set 3

set 4

set 5

Level 1: Indoor vs. Outdoor
Train 20%

96.91

96.84

96.48

96.98

97.05

Train 40%

98.46

98.27

99.52

98.08

99.42

Train 60%

99.14

99.28

98.99

99.71

98.85

Level 2: With Glass vs. No Glass (Indoor)
Train 5%

96.67

98.71

98.82

97.10

98.07

Train 10%

97.39

97.96

92.40

98.64

97.28

Train 15%

99.76

98.32

97.72

98.56

97.96

Level 3: With vs. Without Illuminator (Indoor)

9.1.2

Train 5%

99.88

87.21

88.47

95.24

97.49

Train 10%

96.45

99.21

98.28

95.90

79.63

Train 15%

100.00

98.46

99.86

98.46

99.44

Cross-scenario Face Matching Results

In cross-scenario FR studies, the system performance is evaluated using academic and the
developed (MFSDF operator based on fusion scheme) face matchers. Intra-spectral (SWIR
vs. SWIR) and cross-spectral (VIS vs. SWIR) face matching experiments are conducted.
The main steps of face recognition system include, face normalization (neutral faces) and then
identification followed by feature extraction and matching.
Two sets of face recognition experiments are performed using the texture based face matchers. First, experiments are performed with the original FR system, namely when no grouping of
the database (level 1, level 2 and level 3) is used. Without grouping, all data is used to perform
the face matching experiments. Second, experiments are conducted to determine whether the
usage of grouping in terms of indoors or outdoors, with or no glass and with or without usage of
active illumination can enhance the recognition performance. Cross-scenarios are investigated
using the texture based face matching schemes.
- Normalization of Data: Faces are canonicalized from the geometrical normalization method
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Figure 9.9: Face Matching Cross-Scenarios, Intra-spectral: Gallery images in the SWIR band
matched against the Probe images in the SWIR band (Top). Cross-spectral: Gallery images in
the Visible band matched against the Probe images in the SWIR band (bottom).
described in Chapter 4 to the same dimension of 128×128 pixels (see Fig. 9.9).
- Feature Extraction: To extract the features, LBP, Gabor and HOG descriptors are selected.
The face images in our database contain unique characteristics and vary in sensor type (VIS and
SWIR) as well as in the pose. To address this problem, kernel methods namely kernel linear
discriminate analysis (KLDA) method is selected to extract the discriminant information from
a high dimensional feature space.
The training data is used to find the non-linear directions and Fischer’s linear discriminant
by mapping into non-linear feature space. In the testing set, for each subject in the probe set
(SWIR band), there is a corresponding gallery image (VIS band) as shown in Fig. 9.9. For
each face image in the testing set (gallery and probe), first LBP, Gabor and HOG features
are extracted and independently projected into the KLDA subspace (as discussed in Chapter
4 in equations 4.1 and 4.2). The distance scores are measured using the cosine distance score
method (as illustrated in equation (4.3)) that achieved the best results in comparison to the L2
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normalization. As such, the distance scores for each selected feature extraction method are
computed. The score normalization is performed using the z-score (score values lie between
0 and 1). Finally, the scores are fused based on the developed fusion scheme (Study 1) as
presented in pseudo code algorithm 1 in Chapter 4.

9.1.2.1

Baseline Face Matching Results

Following two different sets of face matching experiments were selected:
Intra-Spectral Matching: In this experiment, the baseline images in SWIR band are compared to SWIR images captured indoors, outdoors (with and no glass and with and without
the usage of active illumination respectively) as shown in Fig. 9.9. The results are compared
with and without the usage of grouping. The identification results using both the academic and
commercial face matchers are summarized in Table 9.2. Based on the results, it is determined
that for the level 1, the rank-1 identification accuracy improved from 48% to 62% for indoor
class. The CMC curves for the first 5 ranks, for the best performed set out of randomly selected
sets, are represented in Fig. 9.10(b).

(a) All Data vs. Level 1 Grouping from Developed

(b) Baseline vs. Developed

Figure 9.10: Intra-spectral face matching scenarios for SWIR (Gallery) against SWIR (Probe)
for with and without grouping of the data into indoors or outdoors. Left: Box-plots for intraspectral face matching after running each experiment 5 times. Right: Each algorithm was run
5 times and here the rank-1 identification accuracy is presented from the best set.
Cross-Spectral Matching: The visible (controlled conditions) face images are compared
to SWIR face images captured indoors, outdoors, with and without glass and active illumination
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Table 9.2: In this table the results for the intra-spectral, cross-spectral matching scenarios
for with and without grouping of the data are presented. Intra-spectral matching scenario for
SWIR (Gallery) against SWIR (Probe) under unconstrained conditions. Cross-spectral matching scenario for VIS (Gallery) against SWIR (Probe) under unconstrained conditions. NIR 60m
(Probe)
Intra-spectral: SWIR vs. SWIR
Datasets
LBP-CHI LTP-DT LBP-DT LTP-CHI Developed
All Data
0.39
0.48
0.39
0.47
0.75
Indoor
0.44
0.62
0.43
0.60
0.80
Cross-Spectral: VIS vs. SWIR
All Data
0.07
0.20
0.08
0.20
0.67
Level 1: Indoor vs. Outdoor
Indoor
0.15
0.25
0.16
0.27
0.67
Outdoor
0.09
0.20
0.10
0.20
0.57
Level 2: With Glass (WTG) vs. Without Glass (WTOG)
Indoor WTOG
0.26
0.46
0.28
0.46
0.96
Indoor WTG
0.13
0.22
0.14
0.23
0.63
Outdoor WTOG
0.10
0.25
0.11
0.25
0.77
Outdoor WTG
0.08
0.14
0.08
0.14
0.37
Level 3: With Active Illuminator (WTIL) vs.
Without Active Illuminator (WTOIL)
Indoor WTOIL
0.21
0.34
0.22
0.36
0.89
Indoor WTIL
0.06
0.11
0.06
0.10
0.40
Outdoor WTOIL
0.16
0.32
0.16
0.33
0.78
Outdoor WTIL
0.03
0.07
0.03
0.07
0.78

images. Cross-spectral face matching results are summarized in Table 9.2 for with and without
the usage of grouping of the data.
Based on the results, it is determined that for the level 1 classification, the rank-1 identification accuracy improved from 20% to 27% for the indoor class. For the level 2 classification,
the identification performance improved from 20% to 46% for the indoor class without glass as
shown in Fig. 9.11(b). For the indoor class with glass, the identification performance improved
from 20% to 23%. For the level 3 classification, the identification improved from 20% to 36%
for the indoor class without the usage of active illumination. For the outdoor class without
the usage of active illumination, the identification improved from 20% to 33% as presented in
Table 9.2.
For all the levels of the classification, better performance results are achieved in comparison
to the original FR system, namely when no grouping of the data is performed. The CMC curves
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(a) All Data vs. Level 1 Grouping from Developed

(b) Baseline vs. Developed

Figure 9.11: Cross-spectral face matching scenarios for VIS (Gallery) against SWIR (Probe)
for with and without grouping of the data into indoors or outdoors. Left: Box-plots for crossspectral face matching after running each experiment 5 times. Right: The rank-1 identification
accuracy is presented from the best set.
for the first 5 ranks, for the best performed set out of randomly selected sets, are presented in
Figs. 9.12(b) (All Data vs. Indoor) and 9.12(c) (All Data vs. Outdoor).

9.1.2.2

Face Matching Results using Developed method

The experimental results indicate that for LBP/LTP based methods, the best overall accuracy reaches 62% (intra-spectral for indoor class) and 27% for cross-spectral with indoor class.
These results are not satisfying. Thus, more complicated, but much more efficient approach is
developed. First, DT and CHI distance transform methods are replaced by a kernel subspace
method. A multi-feature score level fusion scheme is developed, where the fusion of the scores
is performed based on the decision level scheme. In order to examine the effectiveness of FR
algorithms, each experiment is repeated 5 times for each cross-scenario (i.e. each time a different training set was randomly selected) using the developed face recognition methods. The
rank-1 identification accuracy is compared for the developed and baseline methods.
Intra-Spectral Matching: In this SWIR to SWIR face images are compared. 50% of the data
is used for the training (140 subjects and 7 samples per subject). The rest of the data (subjects) is used for testing (no overlap of subjects) i.e. 1 face image for each test subject in the
SWIR band (Indoor class without glass) for gallery set and 6 face images for the SWIR probe
set. Based on the results, it is determined that the developed approach achieved significant im124
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provement compared to baseline. For example, the rank-1 identification accuracy for All Data
(without grouping) is 75% using the developed method, when compared to only 48% from the
baseline. For the grouping of the data into indoor class, the rank-1 identification accuracy is
62%. While from the developed method, the rank-1 accuracy is 80% as presented in Table 9.2.
The CMC curves for the first 5 ranks, for the best performed set are shown in Fig. 9.10(b).
Cross-Spectral Matching: In this experiment, 50% of the data is used to train the system (140
subjects and 8 samples per subject - 1 face image in VIS and 7 face images in SWIR band for
each subject). The rest of the data is used for testing i.e. 1 face image for each test subject in the
visible band for gallery set and 7 face images in the SWIR for probe set (challenging database
collected indoors, outdoors, with and without glass, with and without active illuminator). There
is no subject overlap between the training and test sets.
All Data vs. Level 1: Based on the results, it is determined that the developed method achieved
better performance results compared to the baseline systems. For all data without any grouping,
the identification rank-1 accuracy is 67% from the developed method and 20% from the baseline (LTP-DT). The significant improvement is achieved from the developed method over the
academic methods for grouping of the data into indoor and outdoor class. For indoor class, the
identification accuracy is 67% for the developed and 27% from the baseline. For outdoor class,
the identification accuracy is 57% for the developed, and 20% from the baseline as presented
in Table 9.2. The CMC curves for the first 5 ranks, for the best performed set are shown in Fig.
9.11(b).
All Data vs. Level 2: Significant improvement is achieved from the developed method over
the academic methods for further grouping of the indoor and outdoor class into with and without glass. For indoor class into indoor without tinted glass (WTOG), the identification rank-1
accuracy is 96% for the developed and 46% from the baseline as shown in Fig. 9.12(b). For
indoor class into with glass (WTG), the rank-1 identification accuracy is 63% for the developed
method and 23% (LTI-CHI) from the baseline. For outdoor class into without glass, the identification accuracy is 77% for the developed, and 25% from the baseline as presented in Table
9.2. For the outdoor class into with glass, the rank-1 identification accuracy improved from
14% (baseline) to 37% from the developed system. The CMC curves for the first 5 ranks, for
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(a) All Data vs. Level 2 Grouping from Developed

(b) Baseline vs. Developed (Indoor)

(c) Baseline vs. Developed (Outdoor)

Figure 9.12: Cross-spectral (VIS vs. SWIR) face matching results for with and without grouping of the data into indoors and outdoors class into with and without glass. Top: Box-plots
for cross-spectral face matching after running each experiment 5 times. Bottom-Left: Each
algorithm was run 5 times and here the rank-1 identification accuracy is presented from the
best set for All Data (Without Grouping) and Indoor class into Indoor Without Glass (IndoorWTOG) or Indoor With Glass (Indoor-WTG). Bottom-Right: For All Data and Outdoor class
into Outdoor Without Glass (Outdoor-WTOG) or Outdoor With Glass (Indoor-WTG).
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(a) All Data vs. Level 3 Grouping from Developed

(b) Baseline vs. Developed (Indoor)

(c) Baseline vs. Developed (Outdoor)

Figure 9.13: Cross-spectral (VIS vs. SWIR) face matching results for with and without grouping of the data into indoors and outdoors class into with and without active illuminator. Top:
Box-plots for cross-spectral face matching after running each experiment 5 times. BottomLeft: Each algorithm was run 5 times and here the rank-1 identification accuracy is presented
from the best set for All Data (Without Grouping) and Indoor class into Indoor Without Illuminator (Indoor-WTOIL) or Indoor With Illuminator (Indoor-WTIL). Bottom-Right: For All
Data and Outdoor class into Outdoor Without Illuminator (Outdoor-WTOIL) or Outdoor With
Illuminator (Outdoor-WTIL).
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the best performed set are shown in Figs. 9.12(b) and 9.12(c).
Based on the results, it is determined that, after grouping of the data into Level 2 (indoor
and outdoor class into WTOG and WTG), the identification rank-1 accuracy improved from
67% (All Data without grouping) to 95% for Indoor WTOG, and 77% for the outdoor WTOG.
For the Indoor WTG, results are similar and the performance is low for the outdoor WTG.
There is a valid reason for the poor performance, for example the factors like the quality of
probe image degrades due to tinted glass and outdoor conditions.
All Data vs. Level 3: Based on the results, it is concluded that using the developed method in
comparison to the baseline method, the identification accuracy improved from 36% (baseline)
to 89% (developed) for Indoor WTOIL, from 11% to 40% for Indoor WTIL, from 33% to 78%
for Outdoor WTOIL and from 7% to 78% for Outdoor WTIL as presented in Table 9.2. The
CMC curves for the first 5 ranks, for the best performed set are shown in Figs. 9.13(b) and
9.13(c).
Based on the results, it is determined that, after grouping of the data into Level 3 (indoor
and outdoor class into WTOIL and WTIL), the identification rank-1 accuracy improved from
67% (All Data without grouping) to 89% for Indoor WTOIL, and 78% for the outdoor WTOIL
and WTIL.

9.2

Classification and Face Matching for SSMW Database

To conduct this study, multi-wavelength data was captured at five different SWIR wavelengths ranging from 1150 nm to 1550 nm in the increments of 100 nm as described in Chapter
3. In [3], classification scheme was developed using the traditional machine learning models. An automated quality-based score level fusion scheme was developed for the classification
of input multi-wavelength images. The image quality factors such as sharpness, blurriness,
structural content and contrast are selected as features. These features (quality scores) were
measured using reference and no-reference based quality assessment methods. The classification was performed using Bayesian and kNN models as shown in Fig. 9.14. The classification
accuracy was greater than 96%. The key problem was the selection of features for the fusion,
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Figure 9.14: Overview of the developed fusion scheme that performs wavelength-based classification.
(b) Feature extraction is performed based on methods presented in the bottom figure at left side and (c)
classification is performed based on methods presented in bottom figure at right side [3].

as the computed image quality scores were close to each other [3, 74]. The classification was
performed based on individual subjects. The main steps for the classification approach were;
feature extraction, feature selection, model selection and evaluation of the classifier.
To address these issues, CNN based classification model was developed, where the selection
of features is performed automatically. The classification is performed based on all data (all
subjects). The classification results are compared from developed CNN network for individual
subjects and all data.
The face data is categorized into individual wavelengths from the developed CNN based
situation classification framework, before the FR algorithms are used. There is no pre-trained
data available for the challenging SWIR datasets. To deal with this issue, the models are trained
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on our database. The model parameters (e.g. epoch and momentum) are empirically optimized
and are used to perform the classification more accurately. After situation classification, a set
of face matching experiments are performed where a developed face matching fusion approach
is used, indicating that when fusion is supported by the classification framework, the rank-1
identification rate is significantly improved compared to when no classification is used whatsoever.

9.2.1

Classification using Developed CNN Architecture

To perform the classification, two databases collected in the lab namely WVU-SSMW and
WVU Multi Scenario (MS) are selected. WVU-MS database consists of 140 subjects. The
database consists of face images at five different wavelengths of 1150, 1250, 1350, 1450 and
1550 nm. WVU-SSMW database consists of face images from 30 subjects at 1150, 1250, 1350,
1450 and 1550 nm.
- Model Architecture: First images are rescaled to 32 × 32 and then applied to the CNN

Figure 9.15: An overview of the developed CNN architecture.
network using the same architecture as discussed in Chapter 4. The output of this layer is fed
to a soft-max layer that assigns a label to each class, i.e. 1150 or 1250 or 1350 or 1450 or 1550
nm for WVU-SSMW database as shown in Fig. 9.15.
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Figure 9.16: Training and Testing Data for CNN Architecture for Classification.
-Training and Testing Data: In the experiments performed, the subjects in the training and
test sets are different, and the images are taken at different locations and days as shown in Fig.
9.16. Two scenarios are selected for the classification based on individual subjects while for
the classification based on all data (all subjects) three scenarios are selected.
The classification is performed for two sets including:
- Set 1, is based on individual subjects and two scenarios are selected:
• Scenario 1, is based on the training using WVU-MS database (1150, 1250, 1350, 1450
and 1550 nm ground truth images collected indoors in SWIR band). For the testing,
WVU-SSMW database (individual subjects) is selected.
• Scenario 2, where the training data set is extended using WVU-SSMW database. The
SWIR images (1150, 1250, ..., 1550 nm) from WVU-MS and WVU-SSMW (20% of
data) are selected to train the CNN network and rest of the WVU-SSMW database is
selected for the testing.
- Set 2, is based on all the data and three scenarios are selected:
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• Scenario 1, where, WVU-MS (DB1) face images (with frontal view) are used for the
training and WVU-SSMW (DB2) database (with frontal and non-frontal view) is used
for testing.
• Scenario 2, the WVU-MS database [61] is selected and the training data set is extended
by using the WVU-SSMW database (only 20% subjects). The rest of the data from
WVU-SSMW database is selected for testing (no overlap of subjects).
• Scenario 3, the WVU-MS database is selected and the training data set is extended by
using the WVU-SSMW database (80% subjects). The rest of the data from WVU-SSMW
database is selected for testing (no overlap of subjects).
For Set 2, the momentum value of 0.92 and batch size of 100 are selected to train the CNN
network. An empirical optimization on epoch parameter is conducted that resulted in better
classification accuracy. A series of experiments are performed with the selected epoch values
of 4, 8, ...., 52. This process is repeated five times for each epoch value using random selection
of training and testing data (without overlap of subjects). For scenario 2 (set 2) using all the
database (all subjects), based on mean and variance plots, the best classification results are
achieved for an epoch value of 44 as shown in Fig. 9.17 and the classification accuracy is more
than 80%.

.
Figure 9.17: Classification accuracy results with a selected set of epoch for CNN. Each boxplot is
based on results from 5 randomly selected training and testing sets.

For Set 2 based on all data, the classification accuracy is almost 35% for Scenario 1 (WVUMS for training). For Scenario 2 (with extended training using WVU-SSMW database), the
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classification accuracy is more than 80% and more than 95% for Scenario 3. In order to examine the effectiveness of classification framework, each experiment is repeated 4 times for
each cross-scenario (i.e. each time a different training set was randomly selected) using the
developed CNN network. The classification results after repeating each experiment 4 times are
shown in Fig. 9.18.

Figure 9.18: Classification accuracy results for Set 2: Scenario 2 and Scenario 3 with selected set of
training sets for CNN. Box-plots are based on results from 4 randomly selected training and testing sets.

For Set 1 based on individual subjects the classification accuracy is almost 40% for Scenario
1 using the WVU-MS for training. For Scenario 2 with extended training set using WVUSSMW database, the classification accuracy is more than 90% as presented in Table 9.3.
Table 9.3: Classification results based on developed CNN architecture.

Classification Accuracy
Set 1 Database: Based on Individual Subjects
Scenario 1
0.40
Scenario 2
0.94
Set 2 Database: Based on All Data
Scenario 1
0.36
Scenario 2
0.84
Scenario 3
0.96

The promising classification performance results are achieved for the extended training
database. The decrease in the performance of the system for scenario 1 using only WVU-MS
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database for the training is due to the variation in light conditions and sensors, under which
the training images were collected. Moreover, the database consists of face images with only
frontal view. Whereas, for the WVU-SSMW database (testing data) face images collected are
left profile, right profile, and full frontal. To address this problem, the training data is extended
in scenarios 2 and 3.

9.2.2

Face Matching for SSMW Database

In cross-scenario FR studies, the system performance is evaluated using academic and the
developed face matchers based on score level fusion scheme. Cross-spectral (VIS vs. SWIR)
face matching experiments are conducted. The main stages of face recognition system include,
face normalization (neutral faces) and then identification, followed by feature extraction and
matching.

9.2.3

Frontal and Non-Frontal View Face Classification

WVU-MS database consists of face images with frontal view. While, for WVU-SSMW
database, the face images consist of both the full frontal (FF) and non-frontal (NFF) view.
The classification of the face images into frontal or non-frontal is performed based on the
developed weighted quality-based score level fusion scheme in [3]. The quality scores used for
the classification of FF vs. NFF face images are computed based on reference and no-reference
based quality assessment methods (such as the luminance, contrast, sharpness, blurriness). The
five steps of the developed approach are presented in Fig. 9.19.

9.2.4

Normalization of Data

Eye locations were located automatically using algorithm developed in [98] and located eye
coordinates were further used to normalize the face images to the same dimension of 128×128
pixels.
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Figure 9.19: Flow chart diagram representing the process involved in the developed approach for
classifying the frontal and non-frontal face images [3].

9.2.5

Cross-Spectral Face Matching based on developed MFSDF Scheme

The developed MFSDF based face matching scheme is applied to the challenging multiwavelength database where the face images are collected in the SWIR band with variation
in pose angles as discussed in Chapter 3. The face images in the database contain unique
characteristics and vary in sensor type (VIS and SWIR) as well as in the pose. To address
this problem, KLDA method is selected to extract the discriminant information from a high
dimensional feature space.
Two sets of face recognition experiments are performed using the developed MFSDF based
face matcher. First, experiments are performed with the original FR system, namely when no
grouping of the database (1150, 1250, 1350, 1450 and 1550 nm) is used. Without grouping,
all data is used to perform the face matching experiments (VIS vs. All Data or Wavelengths).
Second, experiments are performed to determine whether the usage of grouping in terms of
individual wavelengths can enhance the recognition performance. Cross-scenarios are inves-
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Figure 9.20: Cross-Spectral Face Matching: Gallery images in the VIS band (Left) are matched against
the Probe images in the SWIR band captured from the designed SSMW system at five wavelengths of
1150, 1250, 1350, 1450 and 1550 nm (Right).

tigated using the developed face matching scheme. The classified database with labels; 1150
nm, 1250 nm, 1350 nm, 1450 nm, 1450 nm, 1550 nm from the developed deep learning system
is used for face matching. For each dataset, the 50% data is randomly used for training set and
rest of the data is used as the testing set, with no subject overlap. This process is repeated five
times, using random selection of the training and test sets each time. For cross-scenarios, VIS
vs. SWIR face matching is performed for 5 sets: VIS vs. 1150 nm, VIS vs. 1250 nm, VIS vs.
1350 nm, VIS vs. 1450 nm and VIS vs. 1550 nm as shown in Fig. 9.21.
Based on the results, it is determined that for grouping of data into individual wavelengths,
the rank-1 identification accuracy improved from 66% to 87% for 1550 nm and from 66% to
80% for 1150 and 1350 nm wavelengths as shown in Fig. 9.21. For class with label of 1250
nm wavelength, the rank-1 identification accuracy improved from 66% to 70% but the rank-1
identification accuracy results are similar when the class with label of 1450 nm is selected.
The poor performance is attributed to the atmospheric absorption effect for this wavelength.
The spectral response (amount of absorbed and reflected light) is unique for each wavelength.
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Figure 9.21: Cross-spectral face matching scenarios for VIS (Gallery) against SWIR (Probe)
for with and without grouping of the data into individual wavelengths. The rank-1 identification
accuracy is presented from the best set.

Figure 9.22: Cross-spectral face matching scenarios for VIS (Gallery) against SWIR 1350 nm
(Probe) for the data into individual wavelengths. Comparison for individual vs. Fusion based
matchers.
The present moisture content in the environment has an impact on the face appearance. Water
vapors absorb more light energy absorption at 1450 nm and hence images appear dark for this
wavelength as shown in Fig. 9.20. A comparison between the individual descriptor and based
on the fusion schemes is presented in Fig. 9.22 for the probe images labeled with 1350 nm
wavelength and Fig. 9.24 for probe images labeled as 1550 nm.
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Figure 9.23: Cross-spectral face matching scenarios for VIS (Gallery) against SWIR (Probe)
for with and without grouping of the data into individual wavelengths. Box-plots for crossspectral face matching after running each experiment 5 times.
Table 9.4: The Cross-spectral matching scenarios for VIS 1.5m (Gallery) against SWIR (1150,
1250, 1350, 1450 and 1550 nm) are performed. The experimental results are presented when
the developed FR algorithms is run using 50% of the data for training and the rest of the
data for testing (with no subject overlap). The experiments were run 5 times and the rank-1
identification accuracy is presented here are as average.

Rank
All Data
1150 nm
1250 nm
1350 nm
1450 nm
1550 nm

9.3
9.3.1

Gallery VIS vs. SWIR
Rank 1 Rank 2 Rank 3 Rank 4
0.63
0.80
0.88
0.91
0.74
0.83
0.87
0.90
0.62
0.77
0.85
0.88
0.74
0.91
0.97
1.00
0.52
0.72
0.81
0.83
0.80
0.88
0.93
0.96

Rank 5
0.94
0.91
0.91
1.00
0.91
0.97

Contribution
Evaluation for Multi-Scenario Database

• A facial imaging system is developed in the SWIR band with an aim of improving the
performance of face recognition system.
• The experimental results for the data filtering showed that for Level 1 classification, CNN
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Figure 9.24: Cross-spectral face matching scenarios for VIS (Gallery) against SWIR 1550 nm
(Probe) for the data grouped into individual wavelengths. Comparison of individual vs. Fusion
based matchers.
provided with significantly improved classification accuracy, more than 95% in most of
the tested scenarios. For example, the classification accuracy is more than 98% for level
2, and is more than 95% for level 3 classification.
• A series of face identification experiments are performed for intra-spectral and crossspectral scenarios. The results provide important evidence that the data filtering provide
significant improvement in the rank-1 identification rate for both intra-spectral and crossspectral scenarios. For intra-spectral, the rank-1 identification accuracy improved from
75% to 80%. For cross-spectral face matching, there is a significant improvement in the
rank-1 identification accuracy from 67% to 96% for Level 2 classification for the indoor
class without glass and 67% to 77% for the outdoor class without glass. The rank-1 identification accuracy reaches more than 85% for the indoor class without illuminator and
more than 75% for outdoor class with or without illuminator. Based on the identification results, it is concluded that the developed MFSDF face matcher outperformed the
baseline face matchers for both the cross- scenarios.
• Based on the experimental results, it is concluded that, (i) CNN can be used to classify
the data in terms of indoors or outdoors, with or no glass and with or without the usage of
active illumination, when using both constrained and unconstrained face datasets in the
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SWIR band. The grouping of the datasets in terms of indoors or outdoors, with or without
glass and active illumination can provide significant improvement for face recognition in
forensic applications.

9.3.2

Evaluation for Single Sensor Multi-Wavelength Database

In this work, the challenges of face recognition in the SWIR band are investigated for the
face images collected in heterogeneous environments i.e. when the face images are captured
using multi-spectral imaging system against the visible (good quality) images.
• A deep convolutional neural network is developed to automatically categorize face data
captured under various challenging conditions, before the FR algorithms are used. The
CNN model is trained using the challenging SWIR face database and, for each classification level, a series of tests are performed to select the network parameters that result in
high classification accuracy.
• Based on the experimental results, it is concluded that CNN provided with significantly
improved classification accuracy, more than 90% for the classification based on individual subjects (Scenario 2) and more than 80% for the set with all data (Scenario 2). The
impact of grouping of the database is investigated and based on experimental results it
is concluded that using grouping of the datasets results in significant improvement in the
rank-1 identification accuracy for each cross-spectral scenario. For class with 1550 nm
label, there is a improvement in the rank identification accuracy from 66% to 87% (from
rank 1 to rank 5).
• Finally, it is demonstrated that for face images captured at 1550 nm, high identification
rates are obtained. This conclusion is particularly important for unconstrained FR scenarios, as the wavelength is eye safe and is preferred over other wavelengths for long
stand of distances in night time environments.
• Based on the experimental results, it is concluded that: (i) CNN can be used to classify
the data in terms of wavelength for both constrained and unconstrained face datasets in
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the SWIR band. The grouping of the datasets in terms of individual wavelengths can
provide significant improvement for face recognition in surveillance applications.
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Chapter 10
Multi-Sensor based Facial Recognition
System
To conduct this study, a unique multi-sensor database (DB1), using Samsung Zoom, Nokia
1020, iPhone 5S and Samsung S5, was collected containing face images indoors, outdoors,
with yaw angle from -90◦ to +90◦ and at two distances of 1 and 10 meters [23] as discussed in
Chapter 3. The main challenge was the automatic image filtering of multi-sensor database collected using different type of cell phone devices (Samsung Zoom, Nokia and iPhone), indoors,
outdoors and at variable standoff distances. In this chapter, the deep learning based developed
hierarchical classification network is discussed.
To deal with the problem for pose variations, face detection and pose estimation algorithms
were used for classifying the facial images into a frontal or a non-frontal class. The complete
pipeline for the developed system is shown in Fig. 10.1.
The hierarchical classification of the data was performed as follows:
• Level 1, face images were classified based on cell phone type.
• Level 2, face images were further classified into indoor and outdoor images.
• Level 3, face images were classified into close (1m) and far, low quality, (10m) distance.
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Figure 10.1: An overview of the developed hierarchical classification approach for the face images
captured from the mobile phones under various conditions. Please note that after performing the first
three steps (video into frames, face detection and pose estimation), the frontal face images were selected
to perform the classification starting from top (Level 1) to bottom (Level 3). [23]

10.1

Classification from Developed CNN Architecture

A scenario dependent and sensor adaptive CNN network was developed, which is capable
of classifying test images with class label of phone type, illumination condition and standoff
distance (see in Fig. 10.2). The lower layer features are favorable for landmark location and
pose estimation [57]. Whereas, the higher layer features are best fit to perform the classification
task. This work is focused on higher layer features to perform the hierarchical classification.
The network consists of convolutional layers, followed by pooling layers (max) and rectification layers, such as rectified linear unit (ReLU) along with fully connected layers as discussed
in Chapter 4. Finally, the output was fed to Softmax layer that assigns a label for each class.
For level 1 classification, the last Softmax layer assigns a label of phone type (iPhone 5S or
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Samsung galaxy S5 or Samsung zoom or Nokia). For level 2 classification, the last Softmax
layer assigns a label of indoor or outdoor. Finally, for level 3 classification, Softmax provides
a label close or far distance (see in Fig. 10.2).

Figure 10.2: Developed CNN scheme to perform hierarchical classification. In CNN architecture: C
represents the convolution layer, P the pooling layer, R the rectification layer and FC for the fully connected layer. The number represents the layer number for example, C1 represents the first convolution
layer. CNN architecture consists of three convolution layers (C1, C2 and C3), two pooling layers (P1
and P2), one rectified layer (R1) and two fully connected layers (FC1 and FC2).
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10.1.1

Training and Testing

For the limited amount of training data, CNN pre-trained on large databases (ImageNets) is
used by the researchers for the recognition and classification tasks [57]. In this work, to collect a
large training database from available image repositories and to label the database manually is a
time consuming process. There was no pre-trained multi-sensor network model available to use
for the CNN network, therefore the models were trained on the original database for each level
(level 1 to level 3). To train the system for each level, a fixed value of 0.92 for the momentum
parameter, a batch size of 100 and a learning rate of 0.002 was selected. The classification
framework was performed for 13 different set of epoch values, namely 4, 8, 12, 16, ...., 52 for
each level of the classification from level 1 to level 3. The classification results are presented
in the experimental results section.
• Level 1: The input face database consists of images collected under variation in illumination conditions, standoff distances, sensor types, ethnicity and gender. To train the
system, 4 labeled classes with phone type were used to train the system. The network
was trained to classify each of the test images into the right phone type face image (e.g.
face images collected using an iPhone, were categorized into the iPhone face folder).
• Level 2: To train the system, both indoor and outdoor face images were selected for each
phone. Thus, the original face data categorized into a phone type face folder (Level 1),
were further categorized into either an indoor or outdoor category.
• Level 3: To train the system, both 1m and 10m face images were selected for indoor and
outdoor class. The data used for training the level 2 classifier was now further classified
into either 1m or 10m distance category.

10.1.2

Level 1: CNN based Phone Type Classification

In this, CNN network was developed for the grouping of the database into four classes with
labels iPhone 5S, Samsung Zoom, Nokia 1020 and Samsung S5. To train the CNN network,
three scenarios were selected:

145

CHAPTER 10. MULTI-SENSOR BASED FACIAL RECOGNITION SYSTEM
• Scenario 1, the subjects in the training and test sets were different, and the images were
taken at different locations and days. The database DB2 (collected outdoors at standoff
distance of 2.5 to 80 meters) was used for the training and DB1 for testing.
• Scenario 2, DB1 is selected for training (50%) and the rest of the database was used for
testing without any overlap of subjects.
• Scenario 3, the images collected from both DB1 (50%) and DB2 (All Data) were used
for training, while the DB1 for testing. There was no overlap of subjects for training and
testing.
Table 10.1 depicts the accuracy results for the grouping of data in terms of phone types
from CNN used. Based on the results, it is concluded that the classification results of the
highest accuracy were achieved from scenario 3 and the classification accuracy reaches almost
75%.
Table 10.1: Classification results from CNN: Phone Type. DB1 consists of 100 subjects and
DB2 consists of 80 subjects.
Class Type: iPhone 5S vs. Samsung Zoom vs.
Nokia 1020 vs. Samsung S5
Scenario 1: Training DB2 and Testing DB1
Accuracy

0.40

Scenario 2: Training and Testing both using DB1
50% DB1 for training and the rest for testing
(without any overlap of subjects.)
Datasets

Set 1

Set 2

Accuracy

0.71

0.69

Scenario 3: Training DB1 (50%)+DB2 (All Data) and Testing DB1
(without any overlap of subjects.)
Datasets

Set 1

Set 2

Accuracy

0.75

0.70
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10.1.3

Level 2: CNN based Conditional Classification

For conditional class, the labeled database with phone type from level 1 classification were
further classified into indoor and outdoor face images. To train the CNN network, the data was
divided into different set sizes (10%, 20%, 30%, 40% and 50%) for training, while the rest of
the data was used for testing. In order to examine the effectiveness of the classification system,
this process was repeated five times, where each time a different training set was randomly
selected and rest of the data was used for testing (without overlap of subjects).
Classification was performed for 13 different sets of epoch values 4, 8, 12, ...., 52 for each
phone and, finally, the value where the highest classification accuracy was achieved was selected from all five sets. The results for Samsung S4 Zoom phone are represented in Fig. 10.3,
where the highest classification accuracy was achieved for the epoch value of 16 and 50% of
the data was used for training.

Figure 10.3: Classification accuracy vs. Epoch after running a set of five experiments.
In Table 10.3, classification results are presented with the epoch value which resulted in
the highest accuracy for Samsung S4 Zoom and iPhone 5S. The same set of experiments were
repeated for Samsung S5 and Nokia 1020. Based on the results, it was concluded that the
classification results of the highest accuracy were achieved when 50% of the data was used
for training. For Samsung Zoom, Nokia 1020 and Samsung S5, the classification accuracy on
average from 5 sets reaches greater than 93%. For iPhone 5S, the classification accuracy on
average reaches more than 91%. In Table 10.2, the classification results of the highest accuracy
from each phone are presented. Based on mean and variance plots, it is concluded that the
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classification accuracy reaches approximately 95% when the Nokia 1020 face dataset was used
(this was the highest accuracy compared to any other phone specific face dataset used see Fig.
10.4).

Figure 10.4: Classification accuracy results with a selected set of epoch and training sets for CNN.
Each boxplot is based on results from 5 randomly selected training and testing sets.

Table 10.2: The best classification results from CNN for all the phones: Indoor vs. Outdoor.

10.1.4

Phone

iPhone

Samsung

Nokia

Samsung

Type

5S

S5

1020

Zoom

95.57

97.13

97.91

98.17

Level 3: CNN based Standoff Distance Classification

For standoff distance classification, the labeled indoor and outdoor data from level 2 classification was used to classify into either a close or a far distance class. The classification
experiments were performed for 13 different set of epoch values of 4, 8, 12, ...., 52. In Table
10.4, the highest classification accuracy results are presented for all the phones.
Based on the results, it is concluded that for Samsung S4 Zoom, for both the indoor and
outdoor class, the classification accuracy reaches greater than 94%. For iPhone 5S, with the
indoor class, the classification accuracy reaches greater than 90% and for the outdoor class,
the classification accuracy reaches almost 60%. For Samsung S5, with the indoor class, the
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Table 10.3: Classification results from CNN: Indoor vs. Outdoor
Datasets

set 1

set 2

set 3

set 4

set 5

Samsung Zoom
train 10%

78.05

70.35

80.52

50.0

82.70

train 20%

86.84

90.39

83.55

91.56

87.87

train 30%

88.97

50.00

89.71

89.34

94.67

train 40%

96.34

90.09

85.34

94.83

92.67

train 50%

95.83

92.71

96.88

98.17

90.63

iPhone 5S
train 10%

87.99

50.00

50.00

50.00

84.21

train 20%

50.00

50.00

90.13

89.80

50.00

train 30%

92.85

93.57

91.91

90.71

50.00

train 40%

94.17

50.00

91.13

92.89

93.97

train 50%

94.27

88.54

88.54

95.57

94.01

classification accuracy reaches greater than 94% and for the outdoor class, the classification
accuracy reaches greater than 75%. Based on mean and variance plots, the highest classification accuracy results for the indoor dataset that was classified into close or far distance were
achieved for Nokia 1020. For the same classification problem, while using outdoor dataset, the
highest accuracy classification results were achieved when using the Samsung S4 Zoom (see
Fig. 10.5).
In Table 10.5, the results are presented for two scenarios, where for scenario 1, the original
raw images were selected, and for scenario 2 the detected face images were selected to perform
the classification using CNN. Based on the results, it is concluded that overall, the highest classification accuracy results were achieved when the original database was selected to perform
the classification. For the indoor class, the results are similar. However, for the outdoor class,
scenario 1 outperformed scenario 2. There is a valid reason for the outcome results: for the
outdoor dataset, the images with background have more features to perform the classification,
while, for the indoor class the background is uniform.
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(a) Indoor Class: Close vs. Far Distance

(b) Outdoor Class: Close vs. Far Distance

Figure 10.5: Classification results for Level 3 classification for all the phones.
Table 10.4: Classification accuracy results from CNN (%): Close (1m) vs. Far (10m) distance.
Datasets

set 1

set 2

set 3

set 4

set 5

Samsung Zoom
Indoor

97.87

97.66

95.21

92.55

93.48

Outdoor

95.56

97.82

95.65

100.00

90.24

iPhone 5S
Indoor

93.75

97.83

92.86

89.36

91.35

Outdoor

71.73

93.25

44.78

40.22

54.54

Nokia 1020
Indoor

100.00

93.48

97.78

97.73

95.35

Outdoor

97.87

95.65

91.67

97.92

89.13

Samsung S5
Indoor

97.87

94.62

95.38

91.67

95.56

Outdoor

96.06

49.73

95.83

51.16

97.72

10.2

Face Matching Results: With and Without Grouping

10.2.1

Classification of Frontal vs. Non-Frontal

Face recognition and image classification systems perform well when dealing with fullfrontal face images. In this work, the collected database consists of face images with different
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Table 10.5: Highest classification accuracy results from CNN: Close (1m) vs. Far (10m) distance.
Phone

iPhone

Samsung

Nokia

Samsung

Type

5S

S5

1020

Zoom

Scenario 1: With Raw Database
Indoor

97.83

97.87

100.00

97.87

Outdoor

93.25

97.72

97.92

100.00

Scenario 2: With Detected Face Database
Indoor

95.23

91.12

98.40

92.02

Outdoor

89.20

92.83

93.08

91.01

poses. In order to keep only full-frontal face images to perform the classification experiments,
an automated method was selected for the detection and estimation of face pose [110]. The
classification was performed into frontal and non-frontal (for all the phones, indoors, outdoors,
at close and far distance) based on the automated estimated pose angle.
• Face Detection: In this work, cascaded adaboost classifier was used for face detection
[111] and the algorithm was adapted for the challenging multi-sensor database collected
in our lab. The good results were achieved for the face images collected at close distance
for indoors and outdoors, as shown in Fig. 10.6. The main challenge was to detect the
face for the images collected outdoors, at far distance, with some pose angle and for
the phone camera with low pixel quality. For some cases, no output or multiple outputs
with false positives and false negatives were detected as shown in Fig. 10.7. To address
the issue, for the output with multiple images, once the bounding boxes were found, the
condition to search for a face bounding box was applied based on the size of box and the
pixel location.
• Pose Estimation: There are three types of face pose rotation angles such as yaw, pitch
and rolling angle [112]. For the database collected under un-controlled conditions, the
algorithm developed by Aghajanian et al. [110] was used to estimate the face pose. The
detected face images were classified into three categories, left profile, frontal and right
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Figure 10.6: Face detection for the face images captured with the mobile phones under un-constrained
conditions.

profile, with yaw angle from -90◦ to 90◦ .
Next, a probabilistic framework was generated, where the subject’s face was represented by
non-overlapping grid of patches and generative model based on this patch representation was
further used for pose estimation on the test images. To perform these experiments, the radial
bias functions (RBF) was selected with size of RBF9D, patch grid resolution of 10×10, number
of patches of 100, and standard deviation for RBF of 45. The good results are achieved for the
database collected from sensors with large size face images (using Samsung S4 Zoom and
Nokia 1020) as shown in Fig. 10.8. It was more challenging to process face images of smaller
spatial resolution (using the iPhone, Samsung S5). For the outdoor data at far distances, some
of the faces were mis-classified with a wrong pose angles. The face images with frontal view
and yaw angle of 0◦ were classified as frontal and face images with left and right profile were
classified as non-frontal (yaw angle less than and greater than 0◦ ).
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Figure 10.7: Viola Jones detector with True Positive, False Positive and False Negative results.

10.2.2

Face Matching

Local Binary Patterns: LBP matcher was used to extract the appearance and texture information from human faces and is invariant to changes in illumination conditions.
VGG Face Network: Although the VGG-Face network was trained on a specific set of identities, the features extracted in intermediate layers can be applied to other identities for recognition. To evaluate the dataset, the features extracted in the last fully connected layer before the
Softmax as deep facial features (fc8 in [80]) were used. The feature vectors were compared
using the Euclidean distance to generate a distance score between two face images.

10.2.3

Face Matching Results: With and Without Grouping

First, experiments were performed with the original FR system, namely when no grouping
was used. Second, grouped datasets were used in terms of cell-phone type, indoors or outdoors
and close or far distance. The identification results using LBP-CHI method are summarized
in Table 10.6. Based on the results, it is determined that the rank-1 identification accuracy
improved from 53% (All Data) to 66% - Level 1 (Samsung S4 Zoom), to 82% - Level 2 (Sam153
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Figure 10.8: Pose estimation from -90◦ to +90◦ angle for the detected face images.
Table 10.6: Face matching for with and without grouping of data.
Rank-1 Identification Accuracy for - All Data Without Grouping
LBP
0.53
VGG-Face
0.52
Rank-1 Identification Accuracy using LBP - With Grouping using Developed CNN
Level 1 Labeled Class: Cell Type
Phone Type iPhone Samsung Nokia
Samsung
5S
S5
1020
S4 Zoom
0.47
0.49
0.50
0.66
Level 2 Labeled Class: Indoors or Outdoors
Indoor
0.65
0.65
0.65
0.82
Outdoor
0.29
0.32
0.33
0.49
Level 3 Labeled Class: Close or Far Distance
Indoor Close
0.95
0.93
0.98
0.95
Indoor Far
0.34
0.38
0.31
0.71
Outdoor Close
0.44
0.51
0.42
0.52
Outdoor Far
0.15
0.23
0.17
0.46

sung S4 Zoom Indoor) and to 95% - Level 3 (Indoor Close) and to 71% (Indoor Far). The
face matching experiments are represented in Table 10.6. To show the impact of grouping or
pre-screening of the database on face matching, the first 5 rank identification rates are shown
in Table 10.7.
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Table 10.7: Impact on Face Matching Accuracy when either of Data Grouping or Databased
Pre-Screening was used
Identification Accuracy Rank 1 Rank 2 Rank 3 Rank 4
Face Matching - Without Grouping
LBP
0.53
0.61
0.66
0.70
VGG-Face
0.52
0.59
0.63
0.66
Face Matching - With Grouping (Level 1)
LBP
0.66
0.74
0.78
0.80
VGG-Face
0.68
0.74
0.78
0.80

Rank 5
0.73
0.68
0.82
0.83

Table 10.8: Classification results for extended database (100 subjects) from CNN for all the
phones: Indoor vs. Outdoor.
Phone
Type
CNN-1
CNN-2

10.2.4

iPhone
5S
90.66
95.23

Samsung
S5
90.23
95.33

Nokia
1020
90.00
96.33

Samsung
S4 Zoom
93
97

Classification and Matching: With Extended Database

In this, the database size was doubled in terms of all scenarios. The classification (Level 2)
and face matching experiments were repeated. For the classification where 50% of the data was
used for training and the rest of the data was used for testing (without any overlap of subjects),
93% accuracy is achieved for Samsung Zoom. To further improve the classification results,
the model was selected with more layers (CNN-2: 12 layers based on MatConvNet) and the
classification reaches to 97% as shown in Table 10.8.
Based on the face matching results, it is determined that the rank-1 identification rate improved from 82% - VGG Face and 80% - LBP (All Data) to more than 98% - Level 2 (All
Phones Indoors 1 meters) as shown in Table 10.9.

10.3

Conclusion

The advantages and limitations of the developed multi-sensor system were investigated.
The mobile phone adapted convolutional neural network based, hierarchical classification framework was designed to automatically categorize the face images captured under various challenging conditions, before the FR algorithms are used.
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Table 10.9: Impact on Face Matching Accuracy when Data Grouping or Data based PreScreening was used for extended database (100 subjects).
Rank-1 Identification Accuracy - All Data Without Grouping for 1 meters
Rank
Rank 1
Rank 2 Rank 3 Rank 4 Rank 5
LBP
0.80
0.83
0.85
0.85
0.86
VGG-Face
0.82
0.83
0.84
0.85
0.86
LBP Matcher for Database With Grouping
Level 2 Labeled Class: Indoors vs. Outdoors
Phone Type
iPhone Samsung Nokia Samsung
Rank-1 Identification Accuracy
5S
S5
1020
S4 Zoom
Indoor
0.99
1.00
0.99
1.00
Outdoor
0.57
0.46
0.56
0.58

• First, a multi-sensor database was collected (videos) indoors, outdoors, at close and far
standoff distances and with different poses using iPhone, Samsung and Nokia phones.
• The performance of the image classification system is sensitive to face pose variations.
An algorithmic approach for the selection of frontal face images was generated: first,
faces were detected, next a pose estimation algorithm was applied, and, finally, based
on the left, right and frontal view, the face images were classified into a frontal or a
non-frontal (left and right profile) class. The frontal face image dataset generated was
then used to apply the developed CNN framework for hierarchical classification (Level
1, Level 2 and Level 3).
• The CNN model was trained using the challenging multi-sensor mobile phone face database
and, for each classification level, a series of tests were performed to select the network
parameters that result in high classification accuracy. The experiments showed that for
Level 1, the developed CNN provided with significantly improved classification results,
i.e. the classification accuracy is more than 80%. The classification accuracy is more
than 95% for Level 2 classification in the most scenarios tested. Also, the classification
accuracy is more than 96% for Level 3 classification for the indoor class into close or far
distance. For the outdoor class into close or far distance, the classification accuracy is
more than 90%.
• The face matching results provide important evidence that data grouping in terms of
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cell-phone type, indoors or outdoors and close or short distance provide significant improvement in the rank-1 identification rate, e.g. the performance improved from 53% to
82% for Level 2 and to 95% for Level 3 (Indoor close) and 71% (Indoor far) for database
labeled as Samsung S4 Zoom based on the developed architecture.
• Experimental results showed that CNNs, when properly designed, can be a useful tool
in multi-sensor mobile face recognition settings, even though a limited mobile dataset is
used.
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Chapter 11
Dissertation Conclusions
11.1

Conclusions

In this dissertation, the research objective was to improve the heterogeneous face recognition performance when using challenging face databases. The recognition scenarios investigated involve matching probe face images - captured using different camera sensors, during
night time, at variable standoff distances and behind tinted glass panels - against their visible
(good quality) face counterparts. Thus, one of the main contributions of this dissertation is the
design and development of an IR face imaging system that has the capability of delivering a
confident face matching performance at challenging conditions. The specific face datasets used
are listed below:
1. NIR face image dataset captured at night time and (variable) long range standoff distances.
2. SWIR face image dataset, where the face images are captured outdoors, indoors and/or
through a set of tinted glass panels.
3. Multi-Wavelength SWIR multi-pose face image dataset - wavelengths ranging from 1150
to 1550 nm at 100 nm intervals.
4. Mobile face image dataset, where various cell phone types are used and the face images
are captured indoors, outdoors, and at variable standoff distances and pose angles.
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After collecting the challenging heterogeneous face databases, a set of face-based identification studies were conducted when dealing with three different matching scenarios: (i)
intra-distance and intra-spectral, (ii) cross-distance and intra-spectral, and (iii) cross-spectral
and cross-distance.
A general description of these studies and their main conclusions is discussed below:
• Study 1, a multi-feature, scenario dependent, face matching fusion scheme (MFSDF)
was developed that improves the baseline system performance established by using both
academic and commercial matchers. Experimental results show that for night time imagery database in NIR band, the rank-1 identification accuracy improved from 16% (commercial), 88% (academic) to 93% using developed system when NIR images at 30m were
compared against NIR images collected at 120m distance. For cross-spectral (VIS 1.5m
vs. NIR 30m), the rank-1 identification accuracy improved from 19% (commercial), 48%
(academic) to 56% for the developed system. Based on the results it is concluded that the
rank-1 identification accuracy improved using the developed fusion scheme for both the
intra-spectral and cross-spectral scenarios.
For Multi-Scenario database and when intra-spectral (SWIR vs. SWIR) face matching scenarios were investigated, the rank-1 identification accuracy improved from 48%
(academic) to 75% for the developed scheme. For cross-spectral (VIS vs. SWIR), the
rank-1 identification accuracy improved from 7% (academic) to 67% using the developed scheme. For Multi-Wavelength database, for cross-spectral (VIS vs. SWIR at 1350
nm), the rank-1 identification accuracy improved from 58% (academic) to 81% for the
developed method and 54% to 88% when VIS images are compared against SWIR face
images at 1550 nm wavelength.
• Study 2, a deep convolution neural network based scenario dependent and sensor adaptable architecture was developed. To perform the classification using deep learning based
framework, an empirical optimization of parameters was performed (epoch, momentum
and learning rate). The developed network automatically classifies the datasets into specific categories:
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1. Visible and multi-distance NIR face images were classified into ethnicity and gender groups.
2. Multi-Scenario database was classified into (i) indoors or outdoors, (ii) with glass
or no glass, and, (3) with or without the usage of active illumination.
3. Multi-wavelength face data was classified into individual wavelength ranging from
1150 nm to 1550 nm.
4. Multi-Sensor database was classified into (i) phone type, (ii) indoor and outdoor
images, and (iii) close (1m) and far, low quality (10m) distance.
Based on an extensive set of face matching experiments, it is demonstrated that
the FR performance improved significantly when the grouping of the database was performed based on the developed deep convolutional framework.
1. For NIR imagery database, with the usage of image filtering the face matching
rank-1 identification accuracy improved from 56% (All vs. All) to 75% for Female
Asian class and to 82% for Male With Beard class. Using demographic filtering of
the data, where the data is filtered based on gender class (male and female), it is
shown that male class provides improvement in the results for cross-distance and
cross-spectral scenarios.
2. For Multi-Scenario database in SWIR band, the face matching rank-1 identification
accuracy when using all data is 67% vs. 96% when data is automatically filtered
into a face dataset where face images were captured indoors and where no tinted
glass was used.
3. For Multi-Wavelength database in SWIR band, class with 1550 nm label, there is a
significant improvement in the rank-1 identification accuracy from 66% to 87%.
4. For Multi-Sensor database, face matching results provide important evidence that
the data grouping in terms of cell-phone type, indoors or outdoors and close or short
distance provide significant improvement in the rank-1 identification rate e.g. the
performance improved from 53% to 82% for Level 2 and to 95% for Level 3 (Indoor
close) and 71% (Indoor far) for database labeled as Samsung S4 Zoom.
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• Study 3, The face matching experiments resulted in better identification performance
when operated at close standoff distance in night time environment. The experiments
resulted in a performance that reduces as a function of distance (especially at 90m and
120m). To address this problem, an image restoration approach was developed and this
approach was evaluated on NIR night time long range database under 5 different matching scenarios (i) Original Database and the following sub-sets (ii) Female Asian, (iii)
Female Caucasian, (iv) Male With Beard and (v) Male Without Beard. Based on face
matching experiments, it is demonstrated that for NIR database at 30m distance, the
rank-1 identification accuracy improved from 56% to 73% (All vs. All), to 75% for Female Asian class (Study1 followed by Study 2 and Study 3) and to 82% for Male With
Beard class (Study1 followed by Study 2 and Study 3).
• Study 4, Statistical tests were conducted to find the statistical significance of incorporating 1 (developed fusion scheme), Study 2 (developed data filtering) and Study 3 (image
restoration) to the face recognition system for the images captured in heterogeneous environments. A series of tests were conducted to find the most suitable type of statistical
analysis test (parametric or non-parametric). Based on statistical analysis tests Friedman
test (non-parametric) was selected for night time imagery database in NIR band. Statistical tests rejected the null hypothesis and showed the significance of incorporating fusion
scheme, image restoration and stratification of the database before conducting the face
matching studies. Moreover, face matching experiments were verified with statistical
analysis results.
The reported results are beneficial in producing key trace evidence for the successful identification of individuals in forensics science and law enforcement applications in unconstrained
FR scenarios, where imaging is performed indoors, outdoors, in night time and at variable long
range distance. For the multi-wavelength database collected in SWIR band, it is demonstrated
that when using face images captured at 1550 nm, high identification rates are obtained. This
conclusion is particularly important for unconstrained FR scenarios, where we may need to
capture face images at 1550 nm (eye safe wavelength), at long distances and when operating at
night time environments (preferable over other SWIR wavelengths).
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11.2

Future Work

Although in this dissertation, aforementioned developed algorithms significantly improve
cross-spectral face matching performance when the database is collected under challenging
conditions, beyond the concrete results and methods those were developed, there exists many
avenues for future extensions.
• Deep networks are used for the classification of database collected under challenging
conditions. To further improve the classifications results, more databases to train deep
learning model as well as to test alternative CNN architectures can be included. However,
the challenge is the complicated collection scenarios that require large resources when
many subjects are involved. The developed CNN architecture can automatically provide
the demographic information in terms ethnicity into Asian and Caucasian class. In future
studies, more specific demographic strata can be used, e.g. in terms of ethnicity such as
Hispanic, Middle Eastern, etc. can be investigated.
• Other factors, such as generating subsets based on facial expression, pose, age, etc. in the
experiments can be investigated to further improve the performance of face recognition
systems.
• One additional, challenge was to automatically locate the eye locations to normalize the
face i.e. for multi-wavelength database when the face images are collected at 1450 nm
wavelength, through tinted glass panels (Solarcool Gray-lite Glass Panel) [61, 72] in
SWIR band and night time face images are collected outdoors at long standoff distances
of 30m to 120m. To address this problem, the eye locations were located manually.
However, to make the face recognition more efficient, this process can be automated, or
this process needs to become more efficient by developing more sophisticated algorithms
that can be more robust on factor that affect eye localization performance such as, FR
using deep learning networks.
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