ABSTRACT Submodular functions and related polyhedra play an increasing role in combinatorial optimization.
INTRODUCTION
In 1960 C.St.J.A. Nash-Williams generalized the following easy but pretty result of H.E. Robbins 1939] : the edges of an undirected graph G can be oriented so that the resulting directed graph D :=G is strongly connected if and only if G is 2-edge-connected.
To formulate the generalization let us call a directed graph undirected graph] k-edge-connected if there are k edge-disjoint directed (undirected)) paths from each node to each other.)
WEAK ORIENTATION THEOREM 1.1 Nash-Williams, 1960] The edges of an undirected graph G can be oriented so that the resulting directed graph is k-edge-connected if and only if G is 2k-edge-connected.
The neccessity of the condition is straightforward and the main di culty lies in proving its su ciency. Actually, Nash-Williams proved a stronger result. To formulate it, we need the following notation. Given a directed or undirected graph G, let (x; y; G) denote local edge-connectivity from x to y, that is, the maximum number of edge-disjoint paths from x to y. STRONG ORIENTATION THEOREM 1.2 Nash-Williams, 1960] Every undirected graph G = (V; E) has an orientation D :=G so that (x; y; D) = b (x; y; G)=2c holds for every pair of nodes x; y 2 V:
(1:1)
In addition, the orientation can be chosen such a way that the di erence between the in-and out-degree of each node is at most 1.
Let M be a mixed graph. Splitting o a pair of edges e = us; f = st of M means that we replace e and f by a new edge ut. The resulting mixed graph will be denoted by M ef . This operation is de ned only if both e and f are undirected (respectively, directed) and then the newly added edge ut is considered undirected (directed).
Accordingly, we speak of undirected or directed splittings.
When a splitting o operation is performed, the local edge-connectivity never increases. The content of the splitting o theorems is that under certain conditions there is an appropriate pair fe = us; f = stg of edges whose splitting preserves all local or global edge-connectivity between nodes distinct from s.
These theorems prove to be extremely powerful in attacking connectivity problems. Before exhibiting some of the known splitting o theorems we illustrate their use with a simple example. THEOREM 2.1 Lov asz, 1974 Lov asz, , 1979 Suppose that in an undirected graph G = (V + s; E) d(X) K = 2k for every ; 6 = X V (2:1)
where s is a given node of even degree. Then for every edge f = st there is an edge e = su so that fe; fg can be split o without violating (2.1).
Proof. Lov asz proved this result for any integer K but we need it only for even K and the proof in this case is simpler. Call a set ; 6 = X V dangerous if d(X) K + 1. A pair of edges fe; fg is said to be splittable if their splitting o does not destroy (2.1) . This is equivalent to saying that (*) there is no dangerous set X separating u; t from s.
CLAIM The union of two crossing dangerous t s-sets is dangerous. Proof. Since Proof of the Weak Orientation Theorem. Assume that G is 2k-edge-connected. We use induction on the number of nodes. We may assume that G has at least two nodes and is minimal with respect to this property, that is, G ? e is not 2k-edge-connected for every edge e of G. It is an easy exercise to see that such a graph contains a node s of degree 2k. By applying k times Theorem 2.1, we obtain a 2k-edge-connected graph G 0 that has one less node. By induction G 0 has a k-edge-connected orientation and this orientation determines a k-edge-connected orientation of G.
The proof of Theorem 2.1 is a prototype for proofs of splitting o theorems. An extension was used Frank, 1992b] to derive W. Mader's (undirected) splitting o theorem which is a generalization of L. Lov asz'. In what follows U = V + s will denote the node set of the graphs in question. THEOREM 2.2 Mader, 1978] Let G = (V +s; E) be a (connected) undirected graph in which 0 < d G (s) 6 = 3 and there is no cut-edge incident with s. Then there exists a pair of edges e = su; f = st so that (x; y; G) = (x; y; G ef ) holds for every x; y 2 V .
Recently we proved Bang-Jensen, Frank and Jackson, 1993] an extension of Mader's theorem to mixed graphs.
Let M = (V + s; A E) be a mixed graph composed from a digraph D = (V + s; A) and an undirected graph G = (V + s; E) so that s is incident only with undirected edges. COROLLARY 2.4 Suppose that in a mixed graph M = (V + s; A E) node s is incident only with undirected edges, 0 < d(s) 6 = 3; and there is no cut-edge incident with s. Let k 2 be an integer so that (x; y; M) k for every x; y 2 V . Then there is a pair of edges e = su, f = st so that (x; y; M ef ) k for every x; y 2 V . COROLLARY 2.5 Suppose that in a mixed graph M = (V + s; A E) node s is incident only with undirected edges, 0 < d(s) 6 = 3; there is no cut-edge incident with s, and % M (v) = M (v) for every node v 2 V . Then there is a pair of edges e = su, f = st so that (x; y; M ef ) = (x; y; M) for every x; y 2 V .
Note that already this corollary is a generalization to Mader's Theorem 2.2. Now let us consider results concerning directed splittings. The following important result is also due to W. Mader 1982] : THEOREM 2.6 Let D = (V + s; A) be a directed graph for which (x; y; D) k for every x; y 2 V and %(s) = (s): Then for every edge f = st there is an edge e = us so that (x; y; D ef ) k for every x; y 2 V .
By repeated applications we get: THEOREM 2.6A Let D = (V + s; A) be a directed graph for which (x; y; D) k for every x; y 2 V and %(s) = (s): Then the edges entering and leaving s can be partitioned into %(s) pairs so that splitting o all these pairs leaves a k-edge-connected digraph.
It would be tempting to extend theorem 2.6 so as to preserve local edge-connectivities as well, analogously to the situation with undirecting splittings. Such an extension, however, is possible only for di-Eulerian digraphs.
The next theorem was proved by A. Frank 1989] THEOREM 2.7 Let D = (V + s; A) be a di-Eulerian digraph, that is, %(x) = (x) for every node x of D. Then for every edge f = st there is an edge e = us so that (x; y; D ef ) = (x; y; D) for every x; y 2 V .
In Bang-Jensen, Frank and Jackson, 1993] we give a common generalization of these two theorems. In Sections 6 and 7 we will show how these splitting o theorems may be applied to obtain results concerning edge-connectivity augmentation problems and disjoint paths problems, respectively.
ORIENTATIONS
In the preceding section we saw a proof of the weak orientation theorem of Nash-Williams. Here we provide an overview on orientation results. In Sections 5 and 7 some applications of the orientation techniques will be shown.
Let us start with orientations satisfying upper and lower bounds on the in-degrees. Let G = (V; E) be an undirected graph and f : V ! Z + , g : V ! Z + f+1g two functions so that f g. (3:2b) (c) There exists an orientation of G satisfying both (3.1a) and (3.1b) if and only if there is one satisfying (3.1a) and there is one satisfying (3.1b) (or equivalently, both (3.2a) and (3.2b) hold).
Proof. First we prove (a). If the desired orientation exists, then for every set X V we have f(X) P (%(v) : v 2 V ) = jS(X)j ? (X) jS(X)j and the necessity of (3.2a) follows.
Suppose now that (3.2a) holds. Start with any orientation of G. If %(v) f(v) for every v 2 V , we are done. So let s be a "bad" node for which %(s) < f(s). Let X be the set of nodes reachable from s in the given orientation of G. There is a node t 2 X with %(t) > f(t) since otherwise f(X) > P (%(v) : v 2 X) = jS(X)j ? (X) = jS(X)j contradicting (3.2a). Choose any directed path from s to t and reverse the orientation of its edges. By this operation the sum To prove part (c) modify slightly the proof of Part (a) as follows. Because of (3.2b) there is an orientation satisfying %(v) g(v) for every v 2 V . In the proof of Part (a) start with such an orientation and observe that in the reorientation procedure %(v) can be increased only if %(v) < f(v)( g(v)). Therefore the nal orientation satis es both the lower and the upper bound requirements.
We hasten to draw the attention to the phenomenon occuring in the third part of this theorem: we call it the linking principle. An earlier occurance of the linking principle is due to A.L. Dulmage and N.S. Mendelsohn 1959] who proved that there is a matching in a bipartite graph (A; B; E) covering two speci ed subsets X A; Y B if and only if there is a matching covering X and there is a matching covering Y . We are going to encounter many other examples of the linking principle and show that all these results follow from a theorem concerning polymatroids. Robbins' theorem tells us when a strongly connected orientation of a graph exists. From Theorem 3.1 we know a necessary and su cient condition for the existence of an orientation satisfying degree constraints. It is tempting to try to combine these requirements. This task was accomplished in Frank and Gy arf as , 1976] .
Let G = (V; E) be a 2-edge-connected undirected graph and f : V ! Z + , g : V ! Z + f+1g two functions so that f g. For X V let c(X) denote the number of components of G ? X. (3:6b) (c) There exists a strongly-connected orientation of G satisfying both (3.5a) and (3.5b) if and only if there is one satisfying (3.5a) and there is one satisfying (3.5b).
Naturally we may be interested in nding k-edge-connected orientations satisfying degree constraints. Such a theorem as well as all the foregoing orientation theorems of this section are consequences of the following general result Frank, 1980] . Let G = (V; E) be again an undirected graph. Let h : 2 V ! Z+ be a non-negative integer valued set-function with h(V ) = h(;) = 0. We say that h is fully G-supermodular if (c) There exists a k-edge-connected orientation of G satisfying both (3.10a) and (3.10b) if and only if there is one satisfying (3.10a) and there is one satisfying (3.10b). The derivation consists of showing that for this choice of h (3.8) is equivalent to (3.10) and that (3.9) is equivalent to (3.11).
In Theorem 3.5, set-function h is required to be non-negative. This apparently natural and harmless requirement imposes however a real restriction in applications. For example, Boesch and Tindell 1980] , extending Robbins' theorem, proved that the undirected edges of a mixed graph M = (V; E A) can be oriented so as to get a strongly connected digraph if and only if there are no cut-edges and directed cuts in M. This is a rather simple result but it does not seem to be the consequence of Theorem 3.5. (We note that a simple greedy-type procedure nds the desired orientation: consider the undirected edges in an arbitrary order and orient them in such a way that no directed cut arises. It can be shown that among the two possible orientations of the current edge at least one will always do).
More generally, we can pose the problem of nding a necessary and su cient condition for the existence of an orientation of a mixed graph that is k-edge-connected. Suppose that M is composed from a digraph D = (V; A) and from an undirected graph G = (V; E): Let h(X) := k ?% D (X) for ; 6 = X V and h(;) = h(V ) = 0. Clearly, the orientation problem is equivalent to nding an orientation of the undirected graph G = (V; E) so that the in-degree function % satis es %(X) h(X) for every X V . This function h is crossing G-supermodular (actually, crossing supermodular) but Theorem 3.5 cannot be applied since h is not necessarily non-negative. However we have the following more complicated characterization. This theorem, as well as its min-cost version, can be proved with the help of submodular ows. We will return to it in Section 8. With the help of this theorem one can derive a necessary and su cient condition for the existence of an orientation in a mixed graph so that the resulting graph is k-edge-connected and satis es degree-constraints.
When non-negativity is left out from the hypotheses of Theorem 3.5 the statement is not true anymore. What if we do not require h to be integer-valued? The following counter-example shows that neither can this be be done. Let G be the Petersen graph and let h(X) := d G (X)=4. It can be shown that h is G-supermodular, symmetric and satis es (3.9) but no orientation of G satisfying (3.9), exists. But why on earth would we be interested in non-integer-valued functions? Because the 4-color problem can be formulated this way. Namely, G. Minty proved that the nodes of a graph G can be coloured by k colours if and only if there is an orientation of edges so that every circuit C of G contains at least jCj=k edges in both directions. Applying this to the dual of a planar graph we obtain that a planar graph G is four-colourable if and only if there is an orientation of the edges of G so that the in-degree %(X) h(X) := d(X)=4 holds for every subset X of nodes. For a 2-edge-connected graph such an h satis es the hypotheses of Theorem 3.6.
THE PAIRING THEOREM OF NASH-WILLIAMS
Let us turn now to the proof of Nash-Williams' strong orientation theorem. The proof we describe below is not revolutionary new since it uses ideas from Nash-Williams' and Mader's proofs, as well as from my proof of Mader's splitting-o theorem. These steps, however, are combined in a slightly more economical way and hence the present proof is perhaps simpler than its predecessors. But the main reason why this proof has been used here is that I want to encourage readers to nd a really simple proof and an ultimate answer to Nash-Williams' hopes cited in Section 1. And, also, one should not forget that the problem of min-cost and/or degree-constrained well-balanced orientation is still open.
Proof of Theorem 1.2. The starting idea of Nash-Williams' approach is an observation that the theorem is trivial for Eulerian graphs. Indeed, an Eulerian graph always has a orientation so that the resulting directed graph is di-Eulerian and this orientation satis es (1.1). If the graph is not Eulerian, then rst, as Nash-Williams argues, let us try to make it Eulerian by adding a suitable matching M on the subset of nodes of odd degrees, second, nd an Eulerian orientation of the resulting Eulerian graph, and nally leave out the new edges. Naturally, the resulting orientation of the original graph can be expected to satisfy (1.1) only if the auxiliary matching M ful lls certain requirements. To formulate these we need the following notation.
For any integer or integer-valued function f letf := 2bf=2c . Let us de ne a set-function R = R G as follows. R(;) := R(V ) := 0 and for ; X V let R(X) := max( (x; y; G) : X separates x; y). We note that function R was successfully used in a simple proof of Mader's splitting of theorem Frank, 1992b] as well as in solving augmentation problems Frank, 1992a] . By the directed edge-version of Menger's theorem, (1.1) is equivalent to the requirement that %(X) R G (X)=2 holds for every X V:
(4:1)
Let M be a matching that pairs the nodes of G of odd-degree. We call M a feasible odd-node pairing if 
; from which (4.1) and Theorem 1.2 follows.
Proof of Theorem 4.1. We may assume that G is connected. We further assume that G is 2-edge-connected as if this is not the case, then replace each cut-edge by three parallel edges. It can easily be checked that a feasible pairing of the resulting graph is a feasible pairing of G. We use induction on jEj + jV j. The following easy lemma may be proved directly using the de nition ofR. Hence^ (x; y; G 0 ) =^ (x; y; G) holds for every x; y 2 V . Then
for every X V separating (non-separating) u and v, and hence M 0 + f is a feasible pairing.
Alternatively, if one end of every edge is of even degree, (4:7)
let T denote the set of nodes with degree three and let S = V ? T. Let us call a subset X V non-essential if X is trivial or there is a node v 2 T \ X for which ( ) d(v; X ? v) 1 or there is a node v 2 T ? X for which ( ) d(v; X) 2. Otherwise X is called essential.
We claim that a pairing M of odd nodes is feasible if (4.2) holds for essential sets. Indeed, (4.2) holds for trivial sets. Suppose now that X is a set for which (4.2) does not hold and assume that d G (X) is as smallas possible.
We claim that X is essential. For otherwise there is a node v 2 T \ X for which ( ) holds or there is a node v 2 T ? X for which ( ) Let s be a node of S with minimum degree. If S has only one element, then s is connected to every node t 2 T by three parallel edges and G has no any other edge. In this case d G (s) is even and any pairing of the odd nodes is feasible. So let jSj 2. Let S := min( (x; y; G) : x; y 2 S). Clearly 
PACKING AND COVERING WITH TREES AND ARBORESCENCES
The rst results in this area are due to C.St.J.A. Nash- Williams 1964] and W.T. Tutte 1961] who found necessary and su cient conditions for the existence of k covering trees and k disjoint trees in an undirected graph. A very powerful theorem on packing directed trees is due to J. Edmonds 1973] .
THEOREM 5.1 Edmonds, 1973] In a digraph D = (V; A) with a special node s there are k disjoint spanning arborescences of root s if and only if %(X) k holds for every X V ? s In the general step let F be an arborescence satisfying (*) and suppose that V 6 = V (F). We are going to nd a one edge larger arborescence F 0 satisfying (*). Call a set X V ? s critical if % E?F (X) = k ? 1. By (5.1) any critical set intersects V (F).
We claim that the intersection of two intersecting critical sets X and Y is critical. Indeed, one has (k? Now e cannot enter any critical set X for otherwise X \ T would be critical contradicting the minimal choice of T. Therefore F 0 := F + e is an arborescence satisfying (*) and F 0 is larger than F.
First, we are going to show several applications of this fundamental result. In the second part of this section some generalizations of Edmonds' theorem will also be mentioned.
THEOREM 5.2 Frank, 1978] The edge-set of a directed graph D = (V; E) can be covered by k branchings Note that, conversely, Tutte's theorem, too, implies Theorem 3.3. Indeed, when we have k disjoint spanning trees we may orient each so as to form an arborescences of root s. Clearly such an orientation satis es the requirement of Theorem 3.3.
One may be interested in nding edge-disjoint spanning arborescences when the roots may be di erent.
THEOREM 5.5 Frank, 1978] An interesting special case (f 1; g 1) which can be considered as a covering counter-part of Edmonds' packing theorem, was proved earlier by K. Vidyasankar 1978 THEOREM 5.9 Let D = (V; A) be a digraph with a special node s, and subset T V ? s so that %(x) (x) for every x 2 V ? T ? s. Assume that (s; x) k( 1) for every x 2 T (or equivalently, that %(X) k for every X V ? s with X \ T 6 = ;). Then there is a family F of k disjoint (possibly not spanning) arborescences rooted at s so that every node x 2 V belongs to at least r(x) := min(k; (s; x)) members of F. Note that we are back at Theorem 5.1 when T = V ? s. In network ows it is a basic observation that a ow from s to t decomposes into path-ows. The following corollary to Theorem 5.9 may be considered as an analogous result on pre-ow graphs. We call a digraph D = (V; A) with root s a pre-ow digraph if %(x) (x) holds for every x 2 V ? s. COROLLARY 5.10 In a pre-ow digraph D = (V; A), for any integer k( 1) there is a family F of k disjoint arborescences of root s so that every node x belongs to min(k; (s; x)) members of F: In particular, if k := max( (s; x) : x 2 V ? s), then every x belongs to (s; x) members of F.
Another corollary of Theorem 5.9 will be found in Section 7. We nish this section by mentioning another interesting extension of Edmonds' theorem, due to A. Schrijver, whose proof relies on submodular functions. Let D = (V; E) be a digraph and fS; Tg a bipartition of V . We call a sub-forest B of D a bi-branching if %(X) 1 for every X T and X T (X 6 = ;; V ). (Note that a bi-branching is a spanning arborescence if jSj = 1.) THEOREM 5.11 Schrijver, 1985] In D there are k edge-disjoint bi-branchings if and only if %(X) k for every X T and X T (X 6 = ;; V ).
AUGMENTATIONS
What is the minimum number (or more generally, the minimum cost) of edges to be added to a graph (directed or not) so that in the resulting graph the local edge-connectivity (u; v) between every pair of nodes u; v is at least a prescribed value r(u; v)? A strongly related variation of this problem is when the newly added set of edges is not required to be minimum but must satisfy some degree constraints.
These types of problems arise in paractice and are interesting for their own sake. It is another area where submodular functions help a lot. Our purpose is to survey the results and their relationship to submodular functions.
Let us rst consider directed augmentations. Suppose we are given a digraph D with a source s and a target t. Let r(u; v) = k if u = s, v = t and r(u; v) = 0 otherwise. In this case the augmentation problem requires us to add a minimum cost set of edges so that in the resulting digraph there are k edge-disjoint paths from s to t. This problem can easily be reduced to a minimum cost ow problem in the union graph of the new and the original edges where the costs of the original edges are de ned to be zero.
A more di cult problem consists of augmenting a digraph by adding a minimum cost of new edges so as to have k edge-disjoint paths from a speci ed source-node s to each other node. (That is, r(u; v) = k if u = s and r(u; v) = 0 otherwise.) An equivalent problem is that of nding a minimum cost subset F of edges so that in the subgraph of F there are k edge-disjoint paths from s to every other node.
This problem, in turn, can be reduced to a weighted matroid intersection problem where the rst matroid is k times the circuit-matroid of the underlying undirected graph (that is, a subset of edges is independent if it is the union of k forests) while the second matroid is a partition matroid where a subset of edges is independent if it contains no more than k edges entering the same node. A common basis of these matroids corresponds to a subgraph D 0 of D which is the union of k disjoint spanning trees (in the undirected sense) and in which every in-degree %(v) (v 2 V ? s) is precisely k. By Theorem 5.2 D 0 is the union of k disjoint spanning arborescences of root s. Therefore our augmentation problem is equivalent to a weighted matroid intersection problem. Since there are good algorithms for this Edmonds, 1979] , the augmentation problem is also solvable in strongly polynomial time.
One may consider the openly disjoint counterpart of the preceding problem; that is, improve a digraph by adding a minimum cost set of new edges so as to have k openly disjoint paths from a speci ed source-node to each other node. The problem was solved in Frank and Tardos 1989] with the help of submodular ows. K.P. Eswaran and R.E. Tarjan 1976] described a method of making a digraph strongly connected by adding a minimum number of edges. They also noticed that the minimum cost version of this problem includes as a special case the directed Hamiltonian path problem and therefore is NP-complete. However, the problem is tractable if we are allowed to add a new directed edge (u; v) only if (v; u) is an original edge of the digraph. In this case a weighted version of the following fundamental theorem helps us. THEOREM 6.1 Lucchesi and Younger, 1978] In a directed graph D the maximum number, , of disjoint directed cuts is equal to the minimum number, , of edges covering all the directed cuts.
This theorem has an extension by J. Edmonds and R. Giles 1977] to describe minimum weight coverings of directed cuts and in ] a strongly polynomial algorithm is constructed to compute the minimum. (A polynomial time algorithm is called strongly polynomial if it uses, beside ordinary data manipulation, only basic operations such as comparing, adding, subtracting, multiplying, and dividing numbers, and the number of these operations is independent of the numbers occuring in the input.) The link between the problem of minimum-cost directed cuts and the problem of making a digraph srongly connected is the easy observation that a subset of edges is a covering of dicuts if and only if the addition of its elements in a reverse way makes the digraph strongly connected. hold for every sub-partition fX 1 ; : : :; X t g of V for which X i \ T; T ? X i 6 = ; (i = 1; : : :; t).
In the second part of this section we are concerned with augmentation when only undirected edges are allowed to be added. Let N be a mixed graph composed from a directed graph D = (V; A) and an undirected graph G = (V; E), and r(x; y) a demand function satisfying (6.8). We say that a component C of N is marginal (with respect to r) if r(u; v) (u; v; N) for every u; v 2 C and r(u; v) (u; v; N) + 1 for every u; v separated by C. Further specializing this result to the case when N is an undirected graph (i.e. A = ;) we obtain: COROLLARY 6.12 T. Watanabe and A. Nakamura, 1987] An undirected graph G = (V; E) can be made k edge-connected (k 2) by adding new edges if and only if P (k?d(X i )) 2 holds for every sub-partition fX 1 ; ::; X t g of V .
Degree-constrained versions of these augmentation problems can also be handled. To close this section we consider minimum cost k-edge-connected augmentations. As we have mentioned, if costs are assigned to the edges, the problem is NP-complete even if k = 1. Suppose now that c in : V ! R + and c out : V ! R + are two non-negative cost functions on the node-set V of a digraph D. The problem is to nd a k-edge-connected augmentation of D for which P % F (v)c in (v) + P F (v)c out (v) is minimum where F denotes the set of newly added edges.
Analogous problems can be posed concerning undirected augmentations. In Frank, 1992a] it was shown how these problems can be reduced to a polymatroid optimization problem. (See Section 8). Hence the minimum node-cost augmentation problem can be solved in strongly polynomial time.
EDGE-DISJOINT PATHS
Edge-disjoint paths problems form an interesting class of combinatorial optimization problems. In a survey paper it was shown how submodular functions can be used to prove results in this area. Here we brie y mention some more recent applications of submodular functions.
The edge-disjoint paths problem is as follows. Given a graph or digraph and k pairs (s 1 ; t 1 ); (s 2 ; t 2 ); : : :; (s k ; t k ) of nodes, nd k pairwise edge-disjoint paths connecting the corresponding pairs (s i ; t i ). Sometimes it is convenient to mark the terminal pairs to be connected by an edge. The graph H = (U; F) formed by the marking edges is called a demand graph while the original graph G = (V; E) is the supply graph. If G and H are directed, then a demand edge t i s i of H indicates that we want to have a path in G from s i to t i . In this terminology the edge-disjoint paths problem is equivalent to seeking in G+H for jFj edge-disjoint circuits each of which contains exactly one demand edge. We will call such a circuit good.
Actually, this kind of problem can be considered as a feasibility problem. The maximization problem is one where no demands are speci ed and one is interested in nding a maximum number of paths connecting the corresponding terminal pairs.
The undirected edge-disjoint paths problem is NP-complete even if G + H is Eulerian or if G + H is planar Middendorf and Pfei er, 1993] but it is solvable in polynomial time if k is xed Robertson and Seymour, 1986] .
For digraphs, Fortune, Hopcroft and Wyllie 1980] proved that the (edge-) disjoint paths problem is NP-complete for k = 2. They also showed that for acyclic digraphs the (edge-) disjoint paths problem can be solved in polynomial time if k is xed.
Both in the undirected and the directed case there is a natural necessary condition for the solvability:
These criteria are not su cient, in general, but, by the undirected and the directed edge-versions of Menger's theorem, they are su cient provided that s 1 = : : : = s k and t 1 = : : : = t k : The next interesting case is when the demand graph consists of two sets of parallel edges. That is, H has k i edges from t i to s i (i = 1; 2).
B. Rothschild and A. Whinston 1966] , extending an earlier, slightly weaker result of T.C. Hu 1963] , proved the following: THEOREM 7.1 If the demand graph H consists of two pairs of parallel edges and G+H is Eulerian, then the edge-disjoint paths problem has a solution if and only d G (X) d H (X) for every X V:
There is an amazingly simple proof of this theorem by C.St.J.A. Nash-Williams. To my best knowledge, he never published this proof and the only place where it appeared in print is the problem and exercise book of Lov asz ' 1979] . Since Nash-Williams' proof is so elegant I outline it here.
Proof. Form a mixed graph M from G by adding k i parallel directed edges from t i to s i . It can easily be checked that (7.1) implies (3.3) and hence, by Theorem 3.2, there is an Eulerian orientationM of M. LetG denote the orientation of G de ned byM. (7.1) implies that %G(X) k 1 for every set containing t 1 but not s 1 . By Menger's theorem there are k 1 edge-disjoint directed paths inG from s 1 to t 1 . Leave out all the edges of these paths fromG and add k 2 parallel directed edges from t 2 to s 2 . By construction, the resulting digraph G 0 is Eulerian and hence it decomposes into edge-disjoint circuits. Therefore G 0 includes k 2 edge-disjoint paths from s 2 to t 2 , as required.
Logically, this proof of Nash-Williams consists of two parts. First he points out that there is a very easy directed counterpart of Theorem 7.1 and in the second part he shows that the original graph can be oriented so that the directed theorem applies. Let us formulate this directed version: THEOREM 7.2 If G and H are digraphs, G+H is di-Eulerian, and H consists of k i parallel edges from t i to s i (i = 1; 2), then the directed cut criterion is necessary and su cient for the solvability of the directed edge-disjoint paths problem.
Inspired by Nash-Williams' proof, recently we found an analogous approach to the following theorem: THEOREM 7.3 Okamura and Seymour, 1981] Suppose that G is undirected and planar, G+ H is Eulerian, and each terminal is on one face of G. Then the cut criterion is necessary and su cient for the solvability of the edge-disjoint paths problem. THEOREM 7.4 A. Frank, D. Wagner and K. Weihe, 1993] Suppose that G and H are digraphs, G is planar with no clock-wise directed circuit, G + H is di-Eulerian, and the terminal nodes are positioned on the boundary B of the outer face of G so that, with respect to a reference point r of B, each triple (r; t i ; s i ) is clock-wise. Then the directed cut criterion is necessary and su cient for the solvability of the directed edge-disjoint paths problem.
The nice thing in the proof of this theorem is that the paths can be constructed in a greedy way and if the desired solution does not exist, then a violating cut may also be found greedily. Equally easily the edges of the undirected graphs G and H in Theorem 7.3 can be oriented so as to satisfy the hypotheses of Theorem 7.4. Therefore the theorem of Okamura and Seymour is an immediate consequence of Theorem 7.4.
There are a great number of other theorems asserting that the undirected cut criterion is su cient in certain circumstances. The directed cut criterion turns out to be su cient only in few cases. A possible reason for this is that for the directed edge-disjoint paths problem there is a natural neccessary condition that is stronger than the directed cut criterion:
COVERING CRITERION Every subset of edges of G + H covering all good circuits must have at least as many elements as the number k of demand edges.
It can be shown that for undirected graphs the covering criterion is equivalent to the cut criterion. The covering criterion is not su cient in general, however one has the following; THEOREM 7.5 If G is acyclic and G + H is planar, then the covering criterion is necessary and su cient for the solvability of the directed edge-disjoint paths problem.
Proof. We prove only su ciency. Let D denote the directed planar dual graph of G + H. Note that directed cuts of D correspond to directed circuits of G+H. Therefore the Theorem 6.1 of C. Lucchesi and D. Younger 1978] for D can be formulated in terms of G + H. That is, the maximum number of edge-disjoint directed circuits of G + H is equal to the minimum number of edges of G + H covering all directed circuits of G + H.
By the covering criterion, k. Therefore k and there are k edge-disjoint circuits in G + H. Since G is acyclic, each of these circuits must contain a demand edge. Since the number of demand edges is k, each of the k circuits is good and we have the k desired edge-disjoint paths.
We close our list of feasibility type results by a new su cient condition. Y. Shiloach 1979] , pointed out that THEOREM 7.7 For an inner Eulerian pair (G; T) the maximum number of edge-disjoint T-paths is equal to ( P (t) : t 2 T)=2. Furthermore, there is a family of disjoint sets fX(t) : t 2 Tg such that t 2 X(t) V and d G (X t ) = (t) (t 2 T).
An equivalent formulation of the rst part is: THEOREM 7.7A There is a family F of edge-disjoint T-paths such that F contains (t) paths ending at t for each t 2 T.
In other words there is one single family of edge-disjoint T-paths that simultaneously contains a maximal family of edge-disjoint (t; T ? t)-paths for each t 2 T.
A.V. Karzanov 1984] and M.V. Lomonosov 1985] Karzanov, 1984] , Lomonosov, 1985] Let (G; T) be inner Eulerian and T a 3-cross free family of subsets of T. Then there is a family of edge-disjoint T-paths that locks T .
A simple proof relying on the splitting o technique can be found in Frank, Karzanov, Seb} o, 1992] . Using this locking theorem and the polymatroid intersection theorem of J. Edmonds 1970] (see Section 8), in the same paper we described a somewhat unexpected proof of a di cult theorem of Karzanov and Lomonosov. Let us call a graph H = (T; F) bi-stable if the family of maximal stable sets of H can be partitioned into two parts, each consisting of disjoint sets. Clearly a clique, or more generally a complete k-partite graph, is bi-stable and 2K 2 is also bi-stable. THEOREM 7.9 Karzanov, 1985] , Lomonosov, 1985] Suppose that (G; T) is inner Eulerian and H = (T; F) is bi-stable. Then (G; H) = (G; H).
We remark that A.V. Karzanov and P.A. Pevzner 1979] showed that if H = (T; F) is not bi-stable, then there is a supply graph G = (V; E), with T V and (G; T) inner Eulerian, so that (G; H) < (G; H).
SUBMODULAR FUNCTIONS AND POLYHEDRA
In this section some basic notions and results will be summarized along with their relationship to applications appearing in earlier sections. For general accounts, see, for example, Fujishige 1991] , Lov asz 1983], Frank and Tardos 1988] .
Throughout this section we will assume that every set-function is integer-valued and zero on the empty set. Let S be a nite ground-set and b : 2 S ! Z f1g be a set-function. We call b fully (intersecting, crossing)
(8:1) holds for every (intersecting, crossing) X; Y S. A nite, monotone increasing, fully submodular function is called a polymatroid function. We remark that many of the results below remain valid for real-valued functions, but in this paper we are concerned with combinatorial applications and hence we are mainly interested in integer-valued set-functions and polyhedra which are spanned by their integer points. We call such polyhedra integral polyhedra.
A set function p is called supermodular if ?p is submodular. We say that p is x-supermodular if for every X; Y S at least one of the following inequalities holds:
Note that intersecting supermodular functions are x-supermodular.
We say that a pair (p; b) of set-functions is a strong pair if p (resp. b) is fully supermodular (submodular) and they are compliant, . Submodular ows were introduced by R. Giles and J. Edmonds 1977] . Actually, they used crossing submodular functions which give much more exibility in applications. On the other hand, as we shall see, crossing submodular functions de ne the same class of polyhedra. It was proved in Cunningham and Frank, 1985] that the faces of a submodular ow polyhedron are also submodular ow polyhedra. This and the feasibility theorem imply: THEOREM 8.4 Edmonds and Giles, 1977] Submodular ow polyhedra are integral polyhedra.
Note that Edmonds and Giles proved the stronger result that an optimization problem over a submodular ow polyhedron is "totally dual integral", that is, the dual linear program always has an integer-valued optimum if it has an optimum. The weighted version of the Lucchesi-Younger theorem (Theorem 6.1) is an interesting special case.
There are simpler polyhedra associated with sub-and supermodular functions. The name is justi ed by the observation that polymatroids, contra-polymatroids, basis polyhedra, and submodular polyhedra are g-polymatroids. Properties of these polyhedra were extensively studied in Frank and Tardos, 1988] . Here we brie y mention some of these.
Since p b follows from (8.2), the Discrete Separation Theorem immediately shows that Q(p; b) is never empty.
Because sometimes g-polymatroids are de ned by weaker functions, it will be convenient to declare the empty set to be a g-polymatroid. It is not di cult to prove that non-empty g-polymatroid Q uniquely determines its de ning strong pair, namely, b(X) := max(x(X) : x 2 Q) and p(X) := min(x(X) : x 2 Q): This generalizes an earlier result of J. Edmonds 1970] for polymatroids. Even the more general statement that g-polymatroids are integral polyhedra is true.
In applications we often encounter intersecting, crossing or x-submodular (or supermodular) functions. 
APPLICATIONS
Let us turn to the relationship of this theory with the applications in preceding sections.
