For linear regression models who are not exactly sparse in the sense that the coefficients of the insignificant variables are not exactly zero, the working models obtained by a variable selection are often biased. Even in sparse cases, after a variable selection, when some significant variables are missing, the working models are biased as well. Thus, under such situations, rootn consistent estimation and accurate prediction could not be expected. In this paper, a novel remodelling method is proposed to produce an unbiased model when quasi-instrumental variables are introduced. The root-n estimation consistency and the asymptotic normality can be achieved, and the prediction accuracy can be promoted as well. The performance of the new method is examined through simulation studies.
Introduction
The research described here is particularly motivated by variable selection, but not limited to this area. Consider the linear regression model:
The model is seen as the full model that contains all possibly relevant predictors X (p) in the predictor vector X, implying E(ε|X) = 0. Here the dimension p of X is large and even larger than the size n of an available sample. As is well known, the root-n estimation consistency and the asymptotic normality play very important role for further data analyses such as confidence region and prediction interval constructions. However, when there are too many predictors, that is, when p is too large, even p > n, the root-n estimation consistency is often impossible, and prediction could be inaccurate. Variable selection is necessary for us to use those "kept predictors" in a working model such that the data analyses can go forward. As such, variable selection is usually used to remove other predictors out from the full model. We will call them the "removed predictors". Without loss of generality, suppose that the first q predictors, X (1) , · · · , X (q) , are kept in a working model whereas the last p − q predictors are removed from the full model (1.1) via a variable selection approach. X is then partitioned to be X = (Z τ , U τ ) τ ,
where Z = (X (1) , · · · , X (q) ) τ and U = (X (q+1) , · · · , X (p) ) τ . Correspondingly, β is partitioned as β = (θ τ , γ τ ) τ . Thus, the working model is the following post-selection model:
where η is a new error term. Here working model means that after selection, the model is used to describe the relationship between the predictor vector Z and the response Y . Note that in this modeling, the error η can be rewritten as η = γ τ U + ε which in effect contains all the removed predictors of U. When the full model is sparse such that γ ≡ 0, there are a great number of research works available in the literature to obtain root-n consistent estimation and oracle property, see e.g. the LASSO and the adaptive LASSO (Tibshirani 1996; Zou 2006) , the SCAD (Fan and Li 2001; Fan and Peng 2004) , the Dantzig selector (Candés and Tao 2007) and its relevant development, and the MCP (Zhang 2010) .
However, when Z is correlated with some components of U, the following may occur:
E(η|Z) = 0.
( 1.3) It implies that model (1.2) could be biased. This problem could appear in two scenarios. First, in most of cases in practice, the full model cannot be exactly sparse.
Thus, many "insignificant predictors" with "small but not nonzero" coefficients are removed in selection procedure. However, as Leeb and Pötscher (2005) showed that even when some coefficients are of order n −1/2 , the conventional model selection consistency may go wrong. Zhang and Huang (2008) also considered the model when there are many coefficients that are small. Under a condition that controls the magnitudes of the small coefficients, several properties about estimation consistency are discussed, but the root-n consistency cannot be ensured either. It is easy to verify that when the coefficients are of the order n −1/2 , their condition is not satisfied. In other words, in their setting, even when the coefficients that are associated with "insignificant predictors" would have a smaller rate than n −1/2 , achieving the root-n consistency is still a challenge. Further, a more practical issue is that even when the model is sparse, any variable selection method would miss some "significant predictors" and may cause the working model to be biased. Because of the model bias, it is difficult for the confidence region construction for the coefficients that are associated with the kept predictors in the working model. Also, the prediction accuracy may be deteriorated. These observations motivate us to consider how to consistently estimate θ when the coefficients that are associated with the removed predictors are of slower rate than n −1/2 and E(η|Z) is not asymptotically negligible.
To the best of our knowledge, none of existing results handle bias correction in the literature.
Of primary interest in the present paper is to correct the model bias for the working model. To correct the bias, our idea is to introduce quasi-instrumental variables for bias correction. Note that those removed predictors may contain the information about the response and the kept predictors in the working model. We then determine some quasi-instrumental variables as functions of these removed predictors. It will be seen that the use of quasi-instrumental variables makes the re-constructed model to be an unbiased partially linear model, which is different in structure from the full model. This partially linear modeling is of course different from the classical partially linear modeling in which the predictors in nonparametric component are given.
We should emphasize the following three points for our study.
• First, if the number of kept predictors is a fixed value, our partially linear modeling can be directly applied. In other words, practically, our method is always feasible.
• Second, for those post-selection models, the number of kept predictors is often random. Thus we should assume the model identifiability for us to do further statistical analyses. As an example, we introduce some regularity conditions under which the working model selected by the Dantzig selector (DS) can be identifiable as the sample size goes to infinity. The same idea can be applied to other variable selection methods such as the LASSO, the SCAD or the MCP with different conditions accordingly. It is worth pointing out that the condition allows small coefficients to tend to zero at a rate of order n
for a constant 0 < c < 1. This shows the importance of bias correction and remodeling suggested in the present paper because as was commented on the results from Leeb and Pötscher (2005) and Zhang and Huang (2008) , under this setting, existing methods cannot ensure the root-n estimation consistency and asymptotic normality.
• Third, compared with the commonly used estimations for linear models, our method may be more computational intensive. However, to avoid the risk of possible unreliable modeling and analysis caused by bias, the cost is worthwhile to pay.
This work may be a first attempt to achieve the root-n estimation consistency and then reliable further statistical analyses, there are several issues that deserve further investigations. The current version of this paper is an updated version of an early manuscript by Lin, Zhu and Gai (2010) .
The rest of the paper is organized as follows. In Section 2, when any conventional selection procedures such as the Dantzig selector is used, identifiability conditions are presented, which is particularly designed for the working model when the model size is random, a bias-corrected working modelling is proposed and a method about constructing quasi-instrumental variables is suggested. In Section 3, the estimation and prediction procedures for the new working model are given and the asymptotic properties of the resulting estimation are obtained. In Section 4, an method about how to construct low dimensional nonparametric function is introduced and an approximate algorithm for constructing quasi-instrumental variables is proposed for the case where the dimension of the related nonparametric estimation is relatively large. Simulation studies are presented in Section 5 to examine the performance of the new approach when compared with the classical DS and other methods. The technical proofs for the theoretical results are provided in the online supplement to this article.
2 Identifiability and remodeling 2.1 Identifiability: practical and theoretical consideration
As was discussed in Section 1, when θ in the working model (1.2) is not random, the identifiability is not necessary and our remodeling to remove bias is feasible.
However, from the theoretical consideration, existing variable selection approach usually produces a random number of kept predictors in the working model. All existing methods require this random number converges to a non-random constant in a probability sense. Thus, this identifiability issue in our study also asks that the selected coefficient vector θ tends to a non-random vector in a probability sense.
This is for theoretical development and the details are presented below.
Model identifiability
Let |J| be the number of elements in an index set J ⊂ {1, 2, · · · , p} andJ be the com-
denote by δ J = (δ j ) j∈J a sub-vector whose entries are those of δ indexed by J. For the full model (1.1), let I be an index set of "significant regression coefficients" with size |I| = q, andĪ be its complement in {1, · · · , p} with size |Ī| = p − q. It is worth pointing out that the definition of "significant regression coefficients" here is different from the classical one because if the full model is not exactly sparse, the vector of "insignificant coefficients" with indices inĪ may not be a zero vector. The detail of the definition will be given in Proposition 2.1 later. Thus, as a generic methodology, we will handle biased working model. It is clear that I is usually unknown, and therefore an estimateĨ of I is required to identify I. We need to assume thatĨ converges to I in a certain sense such that the corresponding working model (1.2) is seen as to be identifiable.
Afterwards, a bias correction can be performed. Clearly, a natural question is how to get an estimateĨ in practice. When the full model (1.1) is exactly sparse, "significant regression coefficients" are those nonzero coefficients and thus they are well defined. When the full model is not exactly sparse, we must distinguish between "significant regression coefficients" and "insignificant regression coefficients" such that the index set I can be well defined and consistently estimated. For a variable selection procedure, I may be a set {1 ≤ j ≤ p : |β j | ≥ ζ n } for a positive value ζ n that may depend on the sample size n. Later, we will present an example using the Dantzig selector to identify such a set. Denote byβ j an estimate of the j-th component β j of the regression coefficient vector β in the full model (1.1) via a selection method such as the LASSO or the SCAD or the Dantzig selector. An estimate of I can be defined as
where τ n > 0 is a predetermined threshold that will depend on which variable selection approach is applied in the variable selection procedure. The required identifiability condition can be written as:
C0. For the full model (1.1), if there exists a threshold τ n > 0 satisfying
the corresponding working model (1.2) is then called to be identifiable.
Under this condition,Ĩ τn = I holds with probability tending to 1. Thus, the working model (1.2) can be non-random in an asymptotic sense. In the following, we use the Dantzig selector as an example to explain the identifiability condition when the model may not be exactly sparse.
Identifiability condition for the Dantzig selector. Denote σ 2 = E(ε 2 |X) and let λ p be the tuning parameter used for constructing the Dantzig selector estimation. We first suppose without loss of generality that all the diagonal elements of the matrix X τ X/n are equal to 1. The key idea about the identifiability conditions for the Dantzig selector is to clearly distinguish between the kept predictors and removed predictors whether the full model is exactly sparse or not. The conditions and result are stated in the following proposition.
Proposition 2.1 For the full model (1.1), assume p = exp(n c ) for a constant 0 < c < 1 and the following conditions hold: . Then, as n → ∞,
Remark 1. It is noted that the inequalities in (2.1) are in sprit similar to those in Bickel et al (2009) . However, the key difference is that the minimum is not over all j with 1 ≤ j ≤ p while over a subset I that is often small compared withĪ. This condition weaker than that of Bickel et al (2009) plays an important role, otherwise, the p × p matrix XX T /n is required to be positive definite and when p > n, this requirement will not be possible. The separation rate is n (c−1)/2 for 0 < c < 1.
When c is large, the corresponding coefficients of the removed predictors can be of the order n (c−1)/2 . As was commented before, under this condition, any conventional estimation such as the estimation in Zhang and Huang (2010) cannot achieve the root-n consistency.
The proof of the proposition is given in the supplement. It is worth pointing out that other variable selection methods, such as the LASSO, can also be used as examples for this purpose. But the identifiability condition may be different. The detailed conditions deserve a further study.
Re-modeling
To correct the bias of the working model (1.2) for constructing a root-n consistent estimate of the sub-vector θ = (θ 1 , · · · , θ q ) τ , we establish a new model with a quasiinstrumental variable introduced by us. The details are described in this subsection.
As was discussed before, we assume that the q-dimensional significant predictor vector Z is selected into the working model with a probability going to one. From now on we suppose that the dimension q is non-random for simplicity. If q depends on n but is much smaller than n, the method proposed below is still valid. We further assume that
where Σ Z,Z = Cov(Z) and I q is a q × q identity matrix. This assumption is common because the dimension q of the covariate Z in the working model (1.2) is low and furthermore, a standardization over Z does not affect the theoretical development.
Our idea is to select some predictors from the removed predictors to define the quasi-instrumental variable. We give its outline below.
1). Re-modeling
will be given in Section 4. Thus, we can see thatŨ is uncorrelated with Z and its covariance matrix is an identity matrix. This leads to an identity matrix as the covariance matrix ofZ: ΣZ ,Z = I q+d . Let Σ U,Z = Cov(U,Z) and denote by r the rank of matrix Σ U,Z . Write
where A is an r × (q + d) matrix to be be specified later. Suppose that the selected
This condition on the matrix can trivially hold because V is a weighted sum of Z and
2) helps identify the following model. Further conditions on A will be discussed later.
Denote g(V ) = E(η|V ). A bias-corrected version of (1.2) is defined as
where ξ(V ) = η − g(V ). As described above, we must find a vector V = AZ such that E(ξ(V )|Z, V ) = 0. This appended vector V could be regarded as a quasiinstrumental variable as it is not exactly an instrumental variable for endogenous variable Z in the classical sense. To this end, we must properly select the matrix A.
We will discuss it below.
If the quasi-instrumental variable V were given, model (2.3) could be regarded as a partially linear model with a linear component θ τ Z and a nonparametric component g(V ), and could be identifiable because of condition (2.2). The model can then still describe the regression relationship between the significant predictors Z and the response Y although a nonparametric function g(v) gets involved.
2). A brief outline of instrumental variable selection.
To determine matrix A, we assume the condition that (Z, U) is elliptically symmetrically distributed. The ellipticity condition can be slightly weakened to be the following linearity condition:
for some given matrix C. The linearity condition has been widely assumed in the circumstance of high-dimensional models, see Hall and Li (1993) . Note that this condition is not very strong because Hall and Li (1993) showed that it often holds approximately when the dimension p is high in the sense that p → ∞ as n → ∞.
This is just the scenario we work on.
where Λ is a diagonal matrix, its first r diagonal elements are positive and the others are equal to zero.
where Q 1 is a (q + d) × r matrix, Q 11 is a q × r matrix and Q 12 is a d × r matrix. The following lemma shows that we can find a matrix A such that model (2.3) is always unbiased.
Lemma 2.2 Suppose that condition (2.4) holds, the eigenvalues of Q τ 11 Q 11 are not equal to 1, Σ Z,Z = I q , and U * and Z are not linearly correlated. When
3) is then unbiased in the sense that E(ξ|Z, V ) = 0.
Note that in many cases an eigenvalue of Q τ 11 Q 11 may not exactly equal 1. Thus, the condition on the eigenvalues of Q τ 11 Q 11 is mild. The proof of Lemma 2.2 is presented in the Supplement. By this lemma, the selected quasi-instrumental variable is
(2.6)
We now discuss how to estimate Q 1 . It is clear that the matrices Σ U * ,U * , Σ U * ,Z and Σ τ U,Z Σ U,Z are not always given and then need to be estimated. Thus, Q 1 defined in (2.5) andZ in (2.6) need to be estimated. Since the dimensions of the matrices Σ U * ,U * and Σ U * ,Z are much lower than the sample size n, and then they can be consistently estimated, for example by the corresponding sample covariances, and so can Q 1 . After Σ U * ,U * and Σ U * ,Z are replaced respectively by their root-n consistent estimates in the expression ofZ, the estimated value ofZ is obtained. Without any notational confusion, we still useZ to denote the estimated value ofZ. In the matrix
Σ U,Z , every element is a sum of p − q summands. We will estimate
to have a consistent estimate of Q because of the invariance of Q for 
Σ U,Z . We then use the following U-statistic as an estimate of
It is clear that the kernel
and the variance of the projection is
This shows that if
for a constant C > 0, then
whereΛ is a diagonal matrix, its firstr diagonal elements are positive and the others are equal to zero. Thus
, whereQ 1 is a (q + d) ×r matrix,Q 11 is a q ×r matrix andQ 12 is a d ×r matrix. Note that when we use
the decomposition is exactly the same:Q From the above choice of A, we can see that g(v) is a r-variate nonparametric function. When r is large, the resulting nonparametric estimate for g(v) is inefficient.
We will introduce two methods in Section 4 to reduce the dimension of variable V .
Estimation and asymptotic normality 3.1 Estimation
Recall that the bias-corrected model (2.3) can be thought of as a partially linear model and is unbiased when A = Q τ 1 . Then we can design an estimation procedure as follows. Given θ, if A is estimated byÂ, then the nonparametric function g(v) is estimated byĝ
where
function and h is the bandwidth depending on n.
With the estimate of g(v), the bias-corrected model of (2.3) can be approximately expressed by the following model:
Thus, the working model in (3.1) results in an estimate of θ aŝ
2)
Here we assume that the bias-corrected model (2.3) is homoscedastic, that is V ar(ξ(V i )) = σ 2 V for all i = 1, · · · , n. If the model is heteroscedastic and σ 2 i (V i ) = V ar(ξ(V i )) is assumed to be known, we modify the above estimate to beθ
is unknown, we can use its consistent estimate to replace it; for details about how to construct the estimate see for example Härdle et al. (2000) . In the following we only consider the estimate defined in (3.2).
Finally, an estimate of g(v) can be defined asĝθ(v).
Also the bandwidth selection is an issue. Because the remodeled model above is a partially linear model, the bandwidth selection for such a model has been sufficiently investigated (see, e.g., Huang 2005 and Härdle et al. 2000) . Thus the details are omitted in this paper.
In summary, the algorithm includes the following three steps: S1. Estimate matrices Σ U * ,U * and Σ U * ,Z by the corresponding sample covariances. The steps show that the new algorithm is slightly more complicated to implement than the ones for linear models are. However, to get the root-n estimation consistency and accurate prediction for non-sparse models, such a cost is worthwhile to pay.
Asymptotic normality
To study the asymptotic behavior, the following conditions for the model (2.3) are assumed:
C1. The first two derivatives of g(v) and ξ(v) are continuous.
C3. The bandwidth h is optimally chosen, i.e., h = O(n −1/(2m+r) ).
C4. The condition (2.7) holds.
Obviously, Conditions C1-C3 are commonly used for semiparametric models.
Condition C4 is a commonly used moment condition. Furthermore, Q τ 1 Q 1 = I r and the condition on eigenvalues of Q τ 11 Q 11 in Lemma 2.2 implies that Q τ 12 Q 12 is invertible. Thus, we have the following theorem.
Theorem 3.1 In addition to the conditions in Lemma 2.2, assume that conditions C1-C4 and (2.2) hold and q is fixed. Then, we have that as n → ∞,
The proof for the theorem is postponed to the Supplement.
Remark 3.1. From the theorem, we have the following findings:
(1) This theorem shows that the new estimateθ is √ n-consistent regardless of the choice of the shrinkage tuning parameter λ p and thus it is convenient to use in practice. Furthermore, by the theorem and the commonly used nonparametric techniques, we can prove thatĝθ(v) is also consistent. In effect, we can obtain the strong consistency and the consistency of the mean squared error under some stronger conditions. The details are omitted in this paper. Note that these results can obviously hold when the model is exactly sparse. Thus, our method always ensures the root-n estimation consistency for the coefficients associated with the kept predictors in the working model. On the other hand, the asymptotic covariance of the new estimate relies on the choice of the quasiinstrumental variable V . Similarly as existing approaches in the literature, it is difficult or impossible to choose the optimal instrumental variable for the asymptotic efficiency.
(2) Note that the choice of A is not unique because the choice ofZ is not unique.
For a dimension reduction choice of A given in the next section, we will have some further theoretical results.
(3) Here we only consider the case where q is fixed for simplicity. It was stated above if q depends on n but is much smaller than n, the method proposed above is still valid. In this case the asymptotic normality for the estimator ∆θ still holds, where ∆ is a s × q matrix and s is fixed.
Prediction
Combining the estimation consistency with the unbiasedness of the adjusted working model (2.3), we obtain an improved prediction aŝ
and the corresponding prediction error is
It is of a smaller prediction error than the one obtained by the classical Dantzig selector, and interestingly any high-dimensional nonparametric estimation is not needed.
In contrast, when we use the new estimateθ and the working model (1.2), rather than the adjusted working model (2.3), the resulting prediction is defined aŝ
We addḡθ in (3.4) for prediction because the working model (1.2) has a bias E(g(V )), otherwise, the prediction error would be even larger. In this case,ḡθ is free of the predictor U and the resultant prediction of (3.4) only uses the predictor Z in the working model (1.2). This is different from the prediction (3.3) that depends on both the low-dimensional predictor Z and a part of the high-dimensional predictors U. Thus (3.4) is a working model based prediction. The corresponding prediction error is
This error is usually larger than that of the prediction (3.3). However, we can see
and usually the values of both V ar(g(V )) and V ar(ξ(V )) are small. Then the prediction error of such a prediction is smaller than that of 5) which is obtained by the working model (1.2) and the common LS estimateθ S = (Z τ Z) −1 Z τ Y. Precisely, the corresponding error ofỸ S in (3.5) is
Becauseθ S does not converge to θ, the values of both E((θ S − θ) τ Z) 2 and 2E((θ S − θ) τ Zγ τ U) are large and as a result the prediction error is large as well.
The above results show that in the scope of prediction, the new method can reduce prediction error under both the adjusted working model (2.3) and the original working model (1.2). We will see that the simulation results in Section 5 coincide with these conclusions.
Construction of dimension-reduced variable V
As was mentioned before, when r is large, a r-dimensional nonparametric estimation will be involved, which may lead to inefficient estimation. Thus a low-dimensional quasi-instrumental variable V is desired. In this section, we suggest two alternative approaches.
Method 1
From Proposition 2.1 we see that to get a low-dimensional variable V , it is sufficient to construct matrix Σ U,Z such that its rank r is as small as possible. Assume with no loss of generality that corr(
Together with the definition ofŨ given in Subsection 2.2, we have
Furthermore, from Lemmas A1 and A2 in the Supplement, we can see that if
3) is then unbiased, where B = I q 0 A 1 A 2 and A = (A 1 , A 2 ). Intuitively,
Cov(Ū * , Z) is small enough, the above equation can be approximately rewritten as
whereΣ U,Z is an approximation to Σ U,Z defined bỹ
The matrixΣ U,Z has rank r = d. Note that d can be chosen to be small when the correlation between Z andŪ * is weak and the inequality conditions in Proposition 2.1 hold. Consequently, the resultant V is a low-dimensional variable with dimension r = d. In some cases, r can be 1; for details see Remark 4.1 below. By the selectedΣ U,Z , equation (4.1) and the same arguments as in Sections 2, we can get the corresponding orthogonal matrix Q and a solution A = Q τ 1 as given in Lemma 2.2. To guarantee the asymptotic normality of the corresponding estimate of θ, we need the following condition on the extent of correlation between Z and U:
, where 0 < c 1 < 1 is determined in (2.1) and m is given in C2.
This condition is to rue out some cases in which removed predictors have too strong relationship with the kept predictors. The asymptotic normality is stated below.
Theorem 4.1 In addition to the conditions in Lemma 2.2, assume that conditions C1-C4 and (2.2) hold. When the selected A is a solution of (4.1), the selected d satisfies C5 and q is fixed, then, as n → ∞,
Remark 4.1 From Condition C5, we have the following findings:
(1) If 0 < c 1 ≤ 2ς(d) < 1 for any d, Condition C5 always holds for any d. We then simply choose d = 1. In this situation, the selected quasi-instrumental variable V is scalar and the nonparametric estimation is only one-dimensional.
If D 1 ∩ D 2 is nonempty, the optimal choice of d is
However, the above arguments only present some theoretical choices for d since it depends on c 1 which describes the inexact-sparsity degree of the model but usually is unknown in advance. Without any prior information about the inexact-sparsity, we suggest the following selection approach.
A selection method for d. Rank the values of corr(U
We first choose d 1 = 1 and construct U * = U 
Method 2
If we are uncertain whether the selected d satisfies Condition C5, the above dimensionreduced method may not be efficient. We now introduce an approximation to solve this problem. For the convenience of representation, we here suppose E(Z) = 0 and E(U) = 0. Recall that Lemma A3 given in the Supplement shows that model (2.3) is unbiased if A is a solution of the following equation:
To identify the quasi-instrumental variable V , we only need to identify A. Thus, we suggest an approximation solution of (4.3) with A being supposed to be a row vector; in other words, we only consider row vector solution of equation (4.3). Of course this is not an exact solution but a low dimensional approximation. Without confusion, we still use the notation A to denote this row vector. For definitiveness of the choice of A, we constrain AA τ = 1. In this case d = 1. From Lemmas A1
and A2, and the proof of Lemma 3.2 in the Supplement, we want to choose a row vector A such that
is the Moore-Penrose generalized inverse matrix of Σ U,Z . By (4.4), A can be constructed as follows. Denote
It can be consistently estimated by the method proposed in the previous selection. Then we estimate A via solving the following optimization problem:
By the Lagrange multiplier, we obtain the estimates of A k , k = 1, · · · , q + 1, aŝ
where c k > 0, which is similar to a ridge parameter, depends on n and tends to zero as n → ∞, and e k is the row vector with k-th component being 1 and the others being zero. Note that the constraint A = 1 implies A k = ±a k . By combining (4.6) with these constraints we get an estimate of a k aŝ a k = ± Â k and consequently an estimate of A is obtained bŷ
Finally, the estimated quasi-instrumental variable iŝ V =ÂZ.
Simulation studies
In this section we examine the performance of the new methods via simulation studies. By mean squared error (MSE), model prediction error (PE) and their std MSE and std PE as well, we compare the new methods with the Gaussian-DS first. In ultra-high dimensional scenarios, the DS cannot work well, we use the sure independent screening (SIS) (Fan and Lv 2008) to bring the dimension p down to a moderate size and then to make a comparison with the Gaussian-DS. As is well known, there are several factors that are of great impact on the performance of variable selection methods: sparse or non-sparse conditions, dimensions p of predictor X, correlation structure between the components of predictor X, and variation of the error which can be measured by theoretical model R-square defined
. Then we will comprehensively illustrate the theoretical conclusions and performances. In the present paper, we only focus on a comparison with the DS because the initial working model is established by the DS in our paper. Clearly, this can also be applied to other methods such as the LASSO, the SCAD or the MCP when the initial working models are selected by them. It deserves a further study. To mimic practical scenarios, we set the values of the components βĪ i 's of βĪ as follows. Before performing the variable selection and estimation, we generate βĪ i 's from uniform distribution U(−0.5, 0.15) and the negative values of them are then set to be zero. Thus the model under study here has around 23% of coefficients inĪ are non-zero. In total, there are around 30 nonzero coefficients. Compared with the sample size 50, this number is large. After the coefficient vector β is determined, we consider it as a fixed value vector and regard β I as the main part of the coef-ficient vector β. We useÎ to denote the estimate of I.
where the components of µ corresponding to I are 0 and the others are 2, and the (i, j)-th element of Σ satisfies Σ ij = (−ρ) |i−j| , 0 < ρ < 1. Furthermore, the error term ε is assumed to be normally distributed as ε ∼ N(0, σ 2 ). In this experiment, we choose different σ to obtain different type of full model with different R 2 . In the simulation procedure, the kernel function is chosen to be the Gaussian kernel The following Tables 1 and 2 Table 1 . Simulation results for Experiment 1 with n = 50, p = 100 and ρ = 0.1 Table 2 . Simulation results for Experiment 1 with n = 50, p = 100 and ρ = 0.7 The simulation results in Table 1 suggest that the adjustments of (3.3) and (3.4) work very well in the sense that the corresponding estimatesβ
and predictionsŶ
(k = 1, 2) are uniformly best than the competitorỸ S , and the differences
(k = 1, 2) are small. To provide more information, we also consider the case with higher correlation between the components of X. Table 2 shows that when ρ is larger, the conclusions from the comparison are almost identical to those obtained from Table 1 . Thus from the limited simulations we conduct, it concludes that no matter ρ is larger or not, for different choices of R 2 , our method works well.
We are now in the position to make another comparison. In Experiments 2 and 3 below, we do not use the data-driven approach as given in Experiment 1 to select λ p , while manually select several values to see whether our method works or not. This is because in the two experiments, it is not our goal to study shrinkage tuning parameter, but is our goal to see whether the new method works after we have a working model no matter the working model is a "right model" including all "significant predictors" or not.
Experiment 2. In this experiment, our focus is that with different choices of working models and the correlation between predictors, we compare our method with the others. The distribution of X is the same as that in Experiment 1 except for different dimension of X. The coefficient vector β I is designed as type (I) above and βĪ is designed as in Experiment 1. Thus the model here is also non-sparse. Furthermore, the error term ε is assumed to be normally distributed as ε ∼ N(0, 0.2 2 ).
As different choices of λ p usually lead to different working models, equivalently, to different estimatesÎ of I, we then consider different choices of λ p in the simulation study. The setting is as follows. For n = 50, p = 100 and ρ = 0.1, 0.3, 0.5, 0.7, we consider two cases for each ρ: I={1,2,3,4,5,6,7},Î={1, 2, 3, 4, 5, 6, Table 3 . Simulation results for Experiment 2 with n = 50, p = 100, S = 7 From Table 3 , we can see clearly that the correlation is of impact on the performance of the variable selection methods: the estimation gets worse with larger ρ. However, the new method uniformly works much better than the Gaussian DS, when we compare the performance of the methods with different values of λ p and then with different working models. We can see that in Case I, the working models are more accurate than those in Case II in the sense that they can contain more significant predictors we want to select. Then, the estimation based on the Gaussian Dantzig selector can work better and so can the new method.
In the following, we consider data with higher-dimension. Experiment 3. In this experiment βĪ is designed as in Experiment 1. When p = 1000, there are around 230 nonzero coefficients. This number is much larger than the sample size 100 in this experiment. Thus the model here is also non-sparse.
For very large p, the DS method alone cannot work well. Thus, we use the sure independent screening (SIS, Fan and Lv 2008) to reduce the number of predictors to a moderate scale smaller than the sample size, and perform variable selection and parameter estimation afterwards by the Gaussian DS and our adjustment method.
Therefore, almost all coefficients after the sure screening are non-zero. This is a very typical non-sparse model with bias.
The experiment conditions are designed as: I={1,2,3,4,5,6,7,8,9 ,10},Î = {1, 2, 5, 9};
Case 2. λ p =5. 83, I={1,2,3,4,5,6,7,8,9 ,10},Î = {1, 5}.
With this design, λ p in Case I results in that more significant predictors are selected into the working model than those in Case II so that we can see the advantage of the adjustment method. From Table 4 , we have the conclusion that the SIS does work to reduce the dimension such that the Gaussian DS and our method can be efficiently performed.
In the scenarios with small and large correlation coefficients ρ being from 0.1 to 0.9, the new method works better than the Gaussian DS. The conclusions are almost identical to those with smaller p in Experiments 1 and 2. Thus, we do not give more comments here. Further, by comparing the results of Cases I and II, we can see that the adjustment can work better when the working model is not well selected.
Experiment 4. This experiment is used to examine the performance of our method for sparse models. We also consider three types of β which are the same as those in Experiment 1 except that all the components of βĪ are zero. The simulation results are reported in Table 5 below. suggesting its robustness against model structure. However, as a trade-off, the adjustment method involves nonparametric estimation, although low-dimensional ones. It makes estimation not as simple as that obtained by existing ones. Thus, we may consider using it after a check whether the submodel is significantly biased.
The relevant research is ongoing.
Supplementary Materials.
Proofs of the theorems: The pdf file "supplement-4.pdf" containing detailed proofs of the lemmas and theorems.
Matlab package for DANTZIG CODE routine: Matlab package "DANTZIG CODE" containing the codes. (WinRAR file) 
