Abstract. We prove the BCOV's Feynman graph sum formula by identifying it to the NMSP Feynman graph sum formula.
Introduction
In [BCOV93] , the authors wrote down the GW potential of CY threefolds as a solution to the holomorphic anomaly equations. They also gave an algorithm, computing the genus g GW potential from the lower genus potentials and finite initial data (called ambiguity) recursively. For quintic threefolds, this algorithm determines the genus g GW potential out of 3g − 3 initial data for any g. The algorithm will be referred as BCOV's Feynman rule.
On the other hand, by the cohomological field theory(CohFT) computation on the Aside [NMSP2] , we obtain a new algorithm where the same propagators as in BCOV's Feynman rule appear (see Section 0.3). We call the later the NMSP Feynman rule. This algorithm also computes the genus g GW potential from lower genus recursively, after finding 3g − 3 initial data as well. In this paper, we will prove that BCOV's Feynman rule is equivalence to the NMSP Feynman rule. This provides a mathematical proof of BCOV's Feynman rule. 0.1. Review of polynomial structure. Let I(q, z) be the I-function of the quintic threefold with q as the Novikov variable:
I(q, z) = z Notice that our choice of generators are slightly different from that in [YY04] and [HKQ09] , which came out natural from our approach through A-model theory.
It is proved in [YY04] that the generators A k≥4 and B k≥2 all lie in the ring R = Q[A 1 , B 1 , B 2 , B 3 , X],
i.e. this ring is closed under the differential operator D. To be precise, they proved .
In [NMSP2] , the finite generation property raised in [YY04] is proved. We state it now. Let F g be the GW potential of the quintic CY threefold
where Q := q e I 1 (q)/I 0 (q) , and the log terms are the degree zero "unstable" contributions.
Theorem (Polynomial structure). Let Y := 1 − X. For 2g − 2 + m > 0, the P g,m defined below belongs to the ring R: . The BCOV's rule gives a recursive algorithm for {F g } g , up to some initial data called the ambiguity. For example, If m = n = 0 and g > 1, the leading graph is the single vertex graph that gives F g ; other graphs are products of F g ′ <g 's with propagators (0.2). Theorem 1 then express F g in terms of lower genus potentials via graph rule, the degree 3g − 3 polynomial f B,G g,0,0 contains 3g − 3 unknowns 3 , whose determination will solve F g recursively from lower genus F g ′ . In case g = 1, m = 1, n = 0, this recovers Zingers formula (c.f. Example 4.3.) And for g = 2 it determines F 2 (c.f. Example 4.4.) Convention 0.1. In this paper ψ is the psi class of M g,n , namely, the ancestor class.
Remark 0.2. After identifying ϕ = I 0 I 1,1 H, the correlation function P g,m,n matches with the normalized GW correlator of the quintic CY threefolds. Namely For the exceptional cases, the BCOV's correlators P 1,0,n = (n − 1)!( χ 24 − 1) differ from the corresponding GW correlators ψ ⊗n Q 1,n = (n−1)! χ 24 by a "correction term" −(n − 1)!. This term is mysterious from the A-model side. In the proof of Theorem 3, we will see how this term comes into play. We introduce the propagator matrix with gauge G by
where for each stable graph Γ, the contribution Cont
is defined via taking the composition rule along the following placements 4 :
• at each leg l with insertion ϕ a l ψ b l , we place the vector
• at each edge, we place the bi-vector • the state space is larger; and we have 6 (instead of 3) types of edge contributions (which we call extra propagators); • there is no "correction term" in the g = 1 vertex (see Remark 0.2 for more details); • the master potential f A,G is indeed the generating function of a CohFT R A,G .Ω Q (c.f. Section 1), whereΩ Q is the normalized CohFT of quintics (c.f. Section 1.5.3).
4 Indeed, the graph sum defined here is the R A,G -matrix action, see Section 1.3 for more details. 5 A direct computation shows
0.4. BCOV's Feynman rule versus NMSP Feynman rule. We now state our final result. Theorem 1 is a direct consequence of Theorem 2 and this result.
Theorem 3. For ⋆ = A or B we introduce the master potential function
Then we have the identity
Namely, the two types of graph sums are related by
Remark 0.5. Indeed, we will see that the graph sum definition of f ⋆,G g,m,n (for ⋆ = A or B) is equivalent to the following quantization of R ⋆ -matrix action:
where the generating function P ⋆ ( ; x, y) are defined via
See Section 4.3 for more details about the quantization of symplectic transformations.
The organization of the paper is as follows. In §1, we recall the notion of CohFTs and R matrix actions. In §2- §3, we first equate the NMSP-[0, 1] theory (constructed in [NMSP2] ) with the R matrix action on the CohFT of quintic Q united with N points. The key is that the edges connecting labelled-Q vertices contribute exactly the BCOV propagators. This motives us to identify (via the factorization (3.1)) the NMSP Feynman rule with the polynomiality of "NMSP-[0] theory", with the same controlled degree bound 3g − 3. Here the [0] theory is given by a summation of contributions of stable graphs whose vertices are all labelled by Q. The polynomiality is proved in Proposition 2.22 via Lemma 2.21 (proved in §3.3), so is the NMSP Feynman rule.
In §4, we review BCOV's original conjecture, and we explain how it is related with the form presented in the introduction (in the end of §4.1). Then we write it into the operator form, which is the quantization of the symplectic transformation R B on the B-model state space H B . Further, this R B -matrix is exactly the restriction of the R A -matrix that appears in the NMSP Feymann rule.
In §5, by writing both NMSP rules and BCOV rules in the operator forms, we prove that they are equivalent (Theorem 3). Hence we provide a mathematical proof of the BCOV's Feynman rule. In §6, we show that Yamaguchi-Yau's four generators also naturally appears as modified propagators, which generate the subring that the normalized quintic potentials P g>1 belong to. This implies one of the Yamaguchi-Yau functional equations (Theorem 6.1). In the end, we give lower genus examples which is computed via our main theorem (either NMSP rule or BCOV's rule).
In the end, we add that our approach [NMSP1-NMSP3] should work for complete intersection CY threefolds in products of weighted projective spaces, to provide a Feynman graph sum formula for these CY threefolds, up to finite ambiguities. This is a work in progress.
Cohomological field theory and R-matrix action
In this section, we investigate the CohFTs and the R-matrix actions. We will follow closely the treatment developed by Pandharipande-Pixton-Zvionkone in [PPZ15] .
We first fix the notation. Let Q ⊂ P 4 be the quintic CY threefold; let (π, ev n+1 ) : C → M g,n (Q, d) × Q be the universal family of the moduli of stable morphisms to Q, and let
be the obvious the forgetful morphisms.
1.1. Definition of cohomological field theory. We recall the definition of a CohFT introduced by Kontsevich-Manin [KM94] .
Definition 1.1. A CohFT consist of a triple (V, η, 1), where V is an F -linear space 6 for F an integral domain, η is a non-degenerate (super) symmetric bilinear form η : V × V → F , 1 ∈ V is called a unit, and S n -equivariant maps
where A is an F -algebra, called the coefficient ring, such that for any basis {e k } of V (and {e k } its dual basis 7 the maps Ω g,n satisfy the following properties (axioms):
a1. Fundamental Class Axiom:
a2. Splitting Axiom and Genus reduction axiom
Here s and r are the obvious gluing maps.
Example 1.2 (CohFT of the GW theory of X). For a projective variety X, and a coefficient field F , we introduce the triple and the maps by
1.2. Shift and direct sum of CohFTs.
with the same triple (V, η, 1) of Ω. Here we assume that the infinite sum is well defined.
Definition 1.4 (The direct sum of CohFTs). Let Ω a and Ω b be two CohFTs with identical coefficient ring A. We define their direct sum to be the CohFT with triple (
, and with maps
6 By "a space over a domain F " we mean a locally free F module. 7 {e k } and {e k } satisfying η(e k , e ℓ ) = (−1)
where
By iterating, we get a direct sum of finite copies of CohFTs. It is easy to check that direct sum of CohFTs so defined satisfy all the CohFT axioms, and hence is a CohFT. Example 1.5. Let Ω X be as in Example 1.2. For two smooth projective varieties X 1 and X 2 , we have Ω X 1 ⊔X 2 = Ω X 1 ⊕ Ω X 2 .
1.3. R-matrix action on CohFT. The R-matrix was first introduced in [Gi01a, Gi01b] when computing higher genus equivariant GW theory. Its lifting to CohFTs was studied in [Sh09, Te12] . In this section, we will mostly follow [PPZ15] 8 , with a slightly generalization.
Let Ω be a CohFT with the triple (V, η, 1). We consider another triple (V ′ , η ′ , 1 ′ ), and a formal power series
which satisfies the symplectic condition:
Notice that (1.1) implies that R(z) is injective and dim
We define the R-matrix action following [PPZ15] . Let G g,n be the set of genus g stable graphs with n legs. For each vertex v of Γ, we denote its genus by g v and its valence by n v . For each Γ we associate it the space M Γ := v∈V (Γ) M gv,nv , and define the contribution
by to be the result after applying the composition rule, recalled before Theorem 1: let {e β } be a basis of V , and let {f α } be a basis of V ′ ;
(1) at each leg l of Γ, we place a map
(2) at each edge e of Γ incident to vertices v 1 and v 2 , we place
where {e β }, {f α } are respective dual basis. (3) at each vertex v of Γ, we place
Let ξ Γ : M Γ → M g,n be the tautological morphism by gluing. We define
Let ψ i be the ancestor psi classes of M g,n+k . For the given R-matrix, we associate its tail
we define its associated translation action by
In their paper, the authors give a careful proof that R-matrix actions preserve CohFTs. 9 The symplectic condition is equivalent to :
assuming that the infinite sum makes sense in
is with q-adic topology and (
] is symplectic and T R satisfies the q-adic condition. Then T R Ω is well-defined and is a CohFT, and
is another vector space with pairing and unit. Suppose
are symplectic, with T Ra , T R b satisfy the q-adic condition. Then as CohFTs on
Proof. All statements can be proved by exactly the same arguments as in [PPZ15, Prop 2.12 and 2.14]. The axioms on unit in the first statement is slightly nontrivial. The identity (RT Ω) 0,3 (1, τ 1 , τ 2 ) = η ′ (τ 1 , τ 2 ) is shown in Lemma A.1. Other identities in the axiom follows from similar argument to [PPZ15, Prop 2.14], and will be left to readers.
Remark 1.8. We remark that in [PPZ15] the authors used V = V ′ and R 0 = I; We will use R action for the case dim F V < dim F V ′ . For more relations with [PPZ15] , see Example A.2.
1.5. Examples of CohFTs. In this subsection, we list some CohFTs used in this paper. We consider the following CohFTs that arises in the localization of NMSP theory. As in [NMSP2] , we pick a sufficiently large integer N; let G = (C * ) N , and take H * (BG) = Q[t 1 , · · · , t N ] where t α is the α-th equivariant generator. In this paper, after equivariant integration we will always specialize t α to −ζ α N t, where ζ N = e 2πi N is the primitive N-th root 1. In this paper we always take F = Q(ζ N )(t) and
1.5.1. CohFT Ω pt α ,tw of twisted GW theory of a point. The triple is
with the inner product
α t N xy. Let E g,n be the hodge bundle over M g,n ; the maps are
This gives us Ω
10 This is equivalent to dimF V = dimF V ′ .
We introduce a CohFT ω pt α ,tw , the topological part of Ω 
where the R-matrix ∆ pt α is given by
Remark 1.10. We see the topological CohFT ω pt α ,tw has the same vector space as the CohFT Ω pt α , but with different inner products. In fact if we definẽ
then we have the CohFT identity
Convention. For simplicity, in the following we write Npt as the disjoint union of pt α ,
CohFT Ω Q,tw of twisted GW theory of quintic threefold and the shifted CohFT Ω Q,tw,τ . Let Q be a smooth quintic CY threefold. The CohFT Ω Q,tw,τ consists of the triple
and the maps
Remark 1.11. By dimension reason one calculates
By the fundamental class axiom, if τ is a scalar multiple of the unit, Ω τ = Ω, for any CohFT Ω. In particular Ω pt and Ω pt,tw are not affected by any shift. Also, for τ ∈ H Q ⊗ F A, we denote by Ω Q,tw,τ the τ -shifted CohFT of Ω Q,tw . Convention. By abuse of notation, we brief Ω Q,tw = Ω Q,tw,τ Q (q ′ ) in the rest of the paper.
1.5.3. CohFTΩ Q,τ of "normalized" shifted GW theory of quintic threefold. We consider the following "normalized" CohFT
Now we can see the graph sum defined in Section 0.3 is indeed an R A,G -action on the normalized quintic CohFTΩ Q,τ . In (0.7), the factor (5Y ) g−1 is from the above normalization factor, while I Further, with the change of variable q → q ′ := −q/t N and by adding the normalized factor (−5Y /t N ) (1−g) , we can identify these two CohFTs. Namely,
The following CohFT is of fundamental importance to this paper:
Definition 1.12. For ℵ := Q ∪ Npt, we define the CohFT of the local theory to be
where the triple is H := H * (ℵ), with the pairing and the unit
Here ·| Q : H → H 0 and ·| α : H → H pt α := H * (pt α ) are the projections.
In this paper, we will view p i as their images in
Now we recall some basic facts in the setup from [NMSP2] . Considering the natural decomposition H = H ev ⊕ H 3 (Q), we pick a basis
By using the above basis, we have
, and
Remark 1.13. In [NMSP2] we use the notation
• g,n , where • = "loc", "Q, tw" or "pt α , tw" to define certain classes. They are closely related to the CohFT notation Ω • used here, with a minor change: In Ω • g,n (−) descendents are not allowed, while in [−] • g,n they are.
Expressing NMSP-[0, 1] theory via CohFTs
In this section we quote the necessary properties established in [NMSP2] , which form the initial point of our packaging. The moduli of NMSP fields and their localizations are constructed in [NMSP1] . In this paper we concentrate on the "NMSP-[0, 1] theory". More precisely, for 2g + n > 2, We remark that in this paper we adopt the convention that τ n
Definition 2.1. We define Ω
In [NMSP2, Thm 5] we express Ω [0,1] as a graph sum involving R(z). Using CohFT's just defined, [NMSP2, Thm 5] can be rephrased as follows:
where q ′ = − 
Further, Theorem 2 in [NMSP2] states that
A few remarks on Theorem 2.2 is in order. The whole argument [NMSP2, Sect. 3.5] is a composition of R-matrix actions on CohFTs
Here R loc is the R matrix for torus localization
13
, and ∆ pt α is from GrothendieckRiemann-Roch(GRR) formula at pt α (c.f.(1.4), see [Mu83, FP00, Gi01a] ). The q-adic condition for the GRR's R matrix holds since ∆ pt α = 1 + O(z). That for the localization R matrix R loc holds because its tails are in qA ⊗ V by [NMSP2, (3.7), Remark 3.3 ]. Thus Theorem 1.7 implies R.Ω ℵ = Ω [0, 1] , where R is the composition of these two actions
It satisfies the alternate definition identity (2.2) by [NMSP2, Lem. 1.11]. We define
-theory in terms of bipartite stable graphs of Ω [0] and Ω [1] -theory. In this section we will introduce a graph sum formula for Ω [0, 1] . Indeed such type formula holds for R-matrix action on general direct sum of CohFTs.
Definition 2.3 (Restriction of R-matrix action on small blocks). For τ i ∈ H (i = 1, · · · , n) and ⋆ = 0 or 1 , we define
where the R ⋆ -matrices are
12 See [NMSP2, Sect. 1] for definitions of these S-matrices.
Notice that here
have dimensions strictly less than that of H.
Remark 2.4. By the definition, for ⋆ = 0 or 1
is equal to the summation of those stable graph contributions in
whose vertices are all labeled by ⋆.
Remark 2.5. In this paper all operators from H Q (resp. H) to H Q (resp. H) are identity on odd classes and send even classes to even classes. Hence we only describe their action on even classes.
g,n be the set of stable bipartite graphs with each vertex decorated by 1 or 0. Theorem 2.6. We have the following stable bipartite graph formula
where we define
Proof. Just notice that for the graph sum formula of [0, 1]-CohFT (via the R-matrix action on Ω ℵ ), the contribution of an edge that connects a V 0 vertex and a V 1 vertex is given by
where we have used the symplectic condition,
The graph sum formula then follows from the definition of R-matrix action.
The basis {1 α } and {1 α } in (2.4) can be replaced by any basis of H Npt and its dual.
Example 2.7. The following is an example of a decroated stable bipartite graph of total genus 9 and with two insertions (τ 1 , τ 2 ):
Convention 2.8. In the rest of this and next section, we will always consider each
. From now on, we will assume N is a prime.
Polynomiality of [1]-theory. For the entries of
we have the following refinement of [NMSP2, Lemm 5.5, 5.7].
Lemma 2.10. For k, l ≥ 0, a = 0, 1, · · · , N + 3 and α, β = 1, · · · , N, let
• For R-matrix, we have that (R k ) α a does not depend on α, and
• For V -matrix, we have: V kl | Npt×Npt are of the following form
where the entries have the following polynomiality
which is independent of α, β.
Proof. The statements involving R k is proved in [NMSP2, Lemm 5.5] . Since (R k ) α a does not depend on α, we will simply denote it by (R k ) a . For equation (2.5), note
For the degree estimate of V , we first claim that for j = N, · · · , N + 3,
where (c ′ j ) j=N,··· ,N+3 = (−120, −890, −2235, −3005). Indeed, this is true because by QDE for R (c.f. [NMSP2, pf of Lemma 5.5]): for j = N, · · · , N + 3
where (c j ) j=N,··· ,N+3 = (120, 770, 1345, 770); and for j = 1, · · · , 3,
Then we deduce (2.7) by the fact 5 5 Y q = t N X and
Next we are able to prove a vanishing result for V . By the degree estimate of R, and (2.6) that (V kl ) αβ;j is a linear combinations of
Further by (2.7), we have
for any a = 0, 1, 2, 3. Here we have used Y = 1 − X. Since for any (V kl ) αβ;s , the top degree contribution are all from the linear combinations of the form (2.8). Hence the degree bound in X is decreased by 1 and then we finish the proof.
where r := 1 N (|a| + |b| − n). Here |a| := a i for a = (a 1 , · · · , a n ).
Our goal is to study the [0] theory, using [1] and [0, 1]. We first study the [1] theory by considering additional "special" insertions:
×m , and
is the "normalized" basis 14 .
Proposition 2.12. Let N ≫ 3g − 3 + n + m be sufficiently large. Then
Here we use the notation ⌊
Proof. By definition of Ω [1] := R 1 .ω Npt,tw , the [1]-potential is given by the sum of the stable graph contributions. For each graph Γ, the contribution is given via the following construction:
(1) at each leg with insertion φ a ψ b (one of the first n legs), we put
(2) at each special leg with insertion R(
l ′ (one of the last m legs), we put
14 Recall the flat basis of HNpt is given by {φa :
, and notice that we can choose { α (−tα) a 1α} k+N a=k+1 as a basis of HNpt for any k.
(3) at each edge, we put a bi-vector
(4) at each vertex of genus g with n-legs, we put a map
v ) the set of ordinary legs (special legs respectively) over v. We estimate the degree for the legs, edges, tails contributions at each vertex of level pt α , by using Lemma 2.10 we obtain that:
• the factor involving L α , L and Y is
where we have used
• the total X-degree of the tail, edge and leg contributions at the vertex is at most
(2.10)
For each graph we may forget the hour decoration of each vertex to obtain a "hour-free graph". For each vertex v in a "hour-free" graph, we may sum up its all possible hours α = 1, · · · , N and extract a multiplicative factor L rv α with
By fixing a choice in each summand of (1)-(4) above (and also of (2.6)), such extraction can be done for all vertices at once. Since α L k α vanishes unless N|k, we see that if some r v / ∈ Z, the decomposition summand of (1) − (4) contributed by a "hour-free graph" vanishes.
At each edge e = (v 1 , v 2 ), by the form of (2.9) we see s (e,v 1 ) + s (e,v 2 ) = 0. This gives
The argument above proves the second statement. Now we evaluate the contributions of all the vertices together, after multiplied over all vertices we have (1) the factor involving L and Y (using
(2) the total degree of X of contributions of Γ is, the sum of (2.10) over all vertices v, which equals
Multiply (1) with (2), and sum over all graphs. The first statement is proved.
Vanishing properties of [0]-theory. Recall that we have computed
Further, R 0 (z) * satisfies the following "QDE" :
We have the following general property for R 0 (z):
Lemma 2.13. We introduce the mod-N degrees by letting
Then, R 0 -matrix preserves the mod-N degree. Further letj := j − N⌊ j N ⌋ and ϕ j := 0 for j > 3, we have the following key property:
where (c ′ j ) j=0,··· ,N+3 = (1, · · · , 1, −120, −890, −2235, −3005).
Since the local and global S-matrix preserve mod-N degrees, the R 0 -matrix preserves the mod-N degree as well. Further because deg ϕ i ≤ 3 , we obtain the O(zj −3 ) in (2.13) . The leading term is from (2.12).
The shape of R 0 gives us controls on f
g,(a,b) . The followings are the most direct ones.
Lemma 2.14.
g,(a,b) = 0. Proof. The claim follows from Lemma 2.13 and for quintic CohFT,
We will assmue r is an integer in the rest of the paper.
Lemma 2.15. Suppose N > 3g − 3 + 3n. Let
We have r ∼ ∈ Z ≥0 ; and if r ∼ = 0 then f
g,(a,b) = 0. Namely,
g,(a,b) = 0. Proof. By N > 3g − 3 + 3n and the stability condition 3g − 3 + n ≥ 0, we have −N < −2n ≤ −n. Since r ∼ = r − ⌊ a N ⌋ is an integer we must have r ′ = |ā|+|b|−n N ≥ ⌊ −n N ⌋ = 0. We prove the first statement.
Next we prove the vanishing result. By definition, we see if r ∼ > 0
15 We recall the explicit formula for A Q ∈ End HQ and A M ∈ End H that proved in [NMSP2] By definition of R-matrix action, we write f
g,(a,b) as a sum of stable graph contributions. At each vertex v the contribution is of the form
where C f are from edge contributions. By using (2.13), we see that if r ∼ > 0 the total degree of psi-classes of all vertices is at least |ā| − 3n + |b| ≥ N − 2n. (2.14)
On the other hand, the graph contribution vanishes if for any vertex v,
By the condition N > 3g − 3 + 3n and (2.14) we finish the proof.
g,(a,b) is nonzero, we have
Proof. If g ≥ 1, (2.15) follows from the non-vanishing condition |b| ≤ n. If g = 0, we have the non-vanishing condition |b| ≤ 3g−3+n = n−3. Hence g−1+r = −1+r < r−3+n−|b|. We finish the proof. 
where the indices a ∈ {0, · · · , N+3} ×n , a ′ ∈ [N] ×m and
Proof. It follows from Lemma 2.10 and
Proof. Recall the mod-N degree introduced in Lemma 2.13. Apply (2.17) to R kφ b = N+3 s=1 (R kφ b , φ s )φ s one sees the mod-N degree of R kφ b is 3 − (k + a). One then calculates the mod-N degree of E a,b is 2 − a − b. The same reasoning as proof of Lemma 2.14 applies.
When s = 0, we have f
g,(a,b) and r = 1 N (|a| + |b| − n). Definition 2.20. For any (h, n), we introduce a statement S g,n means " ∀a ∈ {0, 1, 2, 3}
We also introduce stronger statements
One of the main result in next section, is the following lemma.
Lemma 2.21. Suppose (g, n) satisfies 2g − 2 + n > 0. Let N > > 3g − 3 + 6n. If the statement S h,m holds for any (h, m) < (g, n). Then the statement S ′ h,m holds for any (h, m) < (g, n).
By using the above two lammas, we prove
Proposition 2.22. Assume Lemma 2.21 is correct for (g, n). Let N > > 3g − 3 + 6n. Then
Proof. By definition of R 0 -matrix action, f
is equal to a graph sum. In case (g, n) = (0, 3), there is only one graph with a single vertex and with no psi-classes insertions. In this case r = l ⌊ a l N ⌋. By the property of Coef z 0 R 0 (z) (c.f. (2.11) and (2.13)), one calculates (for any a 1 , a 2 , a 3 )
for some constant C ∈ Q(t) (which is a product of c j 's defined as in 2.7). This is a polynomial in X of degree 0 − 3 + 3 + r. Here we have used H, H, H Q = I 2,2 /I 1,1 and
We now prove the proposition by induction on (g, n) under the lexicographical order. We will use Proposition 2.12. Fix g, n such that 2g − 2 + n > 0, and from induction hypothesis assume (2.19) holds for any (h, m) < (g, n). Then S g,n holds for any (h, m) < (g, n). By Lemma 2.21, S ′ g,n holds for any (h, m) < (g, n). On the other hand we apply (2.3) to this [0, 1]-potential. There is a bipartite graph with only a single genus g level 0 vertex, which we call the leading graph. It suffices to prove that for any non-leading graph Γ, the contribution
Indeed, every [0] vertex of any non-leading graph is applicable for the statement S ′ h,m (for some (h, m) < (g, n)). Apply (2.16) first, and Proposition 2.12 at V 1 , and (2.18) at V 2 , we obtain
• the degree of the total contribution of Γ in X is given by (with
• the total factor involving (Y /t N ) is given by
This finishes the induction.
From NMSP [0]-theory to the CohFT Ω A via R X -action
We introduce the Ω A, 0 -theory via the following R-matrix action
We also introduce the generating function: for a i = 0, 1, 2, 3
By the relation (1.5) (and the explanation in Section 1.5.3), we see that this is equivalent to the definition in Section 0.3 (with gauge c 1a = c 1b = c 2 = c 3 = 0 and with q → q ′ ). In this section we will prove the polynomiality of Ω A, 0 -theory, which is closely related to the f A, 0 h,n defined in the introduction, via the polynomiality of the [0]-theory. In the end, we will prove the Theorem 2.
To extract information from the NMSP-[0] theory, we consider the following matrix factorization 
16 Since R A, 0 is invertable, such matrix R X (z) exists and can be calculated.
Properties of R X . The advantage of the factorization (3.1) is:
Lemma 3.1. The following properties hold for k < N.
where the dots represent zeros.
Proof. Recall the QDE (2.12) for R(z)| Q is
Then we have
A direct computation shows that
Hence we have an algorithm which recursively compute R X (z)
Further notice that the matrix in the algorithm always increase the mod N degree (see definition in Lemma 2.13) by 1 simultaneously, we see the first three statements hold. The last one is obtained by direct computation of the leading term of R X (and using the vanishing properties of R X in the first three statements).
Remark 3.2. By the first statement of the above lemma, we see
3.2. Polynomiality of Ω A, 0 -theory.
Lemma 3.3. We have f
Proof. Just notice that the R A, 0 action preserve degrees mod N.
Proposition 3.4. Assume S h,n holds for all (h, n) < (g, l). Then we have ∀a ∈ {0, 1, 2, 3} ×n , f
Proof. For a i ∈ {0, 1, 2, 3} we definẽ
where recall that C X (z) := 3 k=0 C X k z k is defined in Section 3.1 such that
Further C X k satisfies the following property
By the above property of C X k and the condition S h,n we seẽ
We note that in the stable graph summation formula off 
is a bivector 17 in H A ⊗ H A , for v 1 and v 2 incident to the edge e. Further by Lemma 3.1 and by using ϕ i = (5Y ) −1 ϕ 3−i we have the following degree estimate:
We now prove the polynomiality by induction. First we see for (g, n) = (0, 3), the "leading" graph is the only graph. The theorem for this case follows directly.
Next we assume that the theorem holds for all genus h ′ with m insertions with (h ′ , m) < (h, n). Recall (3.3) is equal to the graph sum of (3.4). For a "non-leading" graph Γ,
(1) the factor of (3.4) associated to Γ involving Y is in total
(2) the X-degree of (3.4) associated to Γ is in total
as desired. This finishes the induction and proves f
17 We have used (ϕi, ϕ3−i) = 5I Proof. Assume S h,m holds for all (h, m) < (g, n). By Proposition 3.4
h,n , we obtain
By applying the R X -action, for each stable graph Γ ∈ G h,m+s with (h, m + s) < (g, n), the contribution to (3.6) consists of (using Lemma 3.1)
18
• at each leg l ∈ L, we have an insertion
Here we have used the degree estimate in Lemma 3.6. Finally we see
(1) the total factor of (Y /t N ) in the contribution of graph Γ to (3.6) is given by
, where we have used
(2) the total degree of the contribution of graph Γ to (3.6) in X is no more than
Here we have used the degree estimate (3.5). To summarize we obtain n) . This finishes the proof of Lemma 2.21, and therefore (2.19) is correct by Proposition 2.22.
We now prove the lemmas used in above proof:
18 We will denote the set of first m (last s) legs by L (L ′ respectively). 19 Here we have used Lemma 3.3 and that VX has cohomology degree two (by Lemma 3.1).
Proof. By the definition of E
a ′ ,b ′ φ a , Coef z b E a ′ ,b ′ (z) = L (N+3)/2 α L −a ′ α (−1) b φ a , R b ′ +b+1 1 α .
By lemma 2.10 it vanishes unless
Lemma 3.6. We have the following degree estimate:
and the LHS of (3.7) vanishes unless r E ∈ Z. Proof. The first statement is proved in Lemma 3.1, and the vanishing result in the second statement follows from Lemma 3.1 and 3.5.
For the degree estimate, we consider three cases:
(1) For a = 4, · · · , N − 1 and k ′ = b ′′ − k: By Lemma 3.1 for any k < N,
When it is nonzero, it is a degree k polynomial in X. This implies, as
(2) For a = 0, · · · , 3: By Lemma 3.1 for any k < N, (3.8). Further when it is nonzero, it is a degree k ′ polynomial in X. This implies, as
(3) For a = N, · · · , N + 3: By Lemma 3.1, for any k < N,
When it is nonzero, it is a degree k ′ + 1 polynomial in X. This implies
We see for cases (2)(3) the LHS of (3.7) is a linear combination of
. Now we want to prove the top degree term indeed vanishes. The argument is similar to the one in the proof of Proposition 2.10. Recall we have (2.7)
Similar property holds for R X by using the explicit formula of R X (Section 3.1):
Then we obtain for a = 0, 1, 2, 3 and for any l
Here we have used Y = 1 − X. Since for any b ′ , b ′′ , the top degree contribution of LHS in (3.7) is a linear combination of the above form. Hence the true degree in X is decreased by 1 and then we finish the proof.
3.4. Choice of gauge and finish the proof of Theorem 2. We consider the following symplectic transformation:
where c ′ 2 = −c 1a c 1b − c 2 and c ′ 3 = −c 1a c 2 − c 3 . Then we are able to recover the family of R-matrices R A,G (z) defined in (0.6) via
where the family of propagators E G * * in R A,G (z) are related with the propagators E 0 * * := E G=0 * * in R A, 0 (z) by the following
Finish the proof of Theorem 2. Recall we have proved (Proposition 3.4)
Then we see the A-model master potential (0.8) is indeed its generating function
We claim that with the condition (0.9), the G-action will not change the polynomiality. We can write down the graph sum formula for Ω A,G := G.Ω A, 0 via the G-action. For each graph Γ, the contribution Cont Γ to (3.10) is given by the following construction
, and the X-degree of total contribution of Cont Γ is
Thus we showed
20 Notice that after finishing the induction, the assumption in the statement of Proposition 3.4 is no longer needed. 21 See more explanations at the end of this proof.
Pick t such that t N = −1 and substitute into (3.11), then q ′ = q and Ω
by Remark 1.11. By using the identification (1.5), the definition (3.10) matches (0.8), and (3.11) becomes the statement of Theorem 2.
BCOV's Feynman graph sum via geometric quantization
In this section, we first review BCOV's physics conjectures. Then we view them as the quantization of a symplectic transformation R B (Section 4.3), which is a restriction of our A-model propagator matrix R A in the smaller phase space. 
One of the primary result in [BCOV93] is that F Z g satisfies "holomorphic anomaly equation"(HAE). For the case Z is the quintic threefold, it is We define Cont Γ to be the product of the edge and the vertex placements; and define
Conjecture 4.1 (BCOV's rule). For g > 1, f BCOV g is a degree 3g − 3 polynomial in X.
22 These propatators were originally defined in [BCOV93] and were computed into the current form in [YY04] . We define Cont Γ to be the product of the legs, edges and vertices placements, and define
Conjecture 4.2 (BCOV's rule with insertions).
is a degree 3g − 3 + n polynomial in X.
In [BCOV93] , there are also freedoms in choosing the propagators, what was called "gauge". They conjectured that, the Feynman rule will hold with suitable choice of gauge. In Section 0.2, we give the most general freedoms (0.3) for the gauges, we also indicate how gauges (0. We have (note by definition (0.4), P 1,0,1 = χ 24 − 1.) Example 4.4 (g = 2, n = 0). In this case the conjecture becomes 6) according to the list of decorated stable graphs listed below:
The list of stable g = 2 decorated graphs, thirteen of them.
By using the genus 1 formula (4.5), the relation P 1,2 = (D − A)P 1,1 , together with the initial data N 2,0 , N 2,1 , N 2,2 , N 2,3
23 one obtain f 2 (X) = − 
4.3.
Feynman graph sum as a Quantization.
Convention 4.5. In the remainder of this section and next section, we will omit the supscript G in Ω ⋆,G , R ⋆,G ,f ⋆,G , E G * * , etc.. Let {v i } i=0,1,2,3 = {ϕ 3 z −2 , −ϕ 2 z −1 , ϕ 1 , z}, with inner product given by
We consider the 4-dimensional symplectic subspace
By the explicit formula of the propagator matrix R A , we see
Hence we can restrict the symplectic transformation R A (z) to subspace H S , which is denoted by R B . Under the symplectic basis {v i } i=0,1,2,3 , we have
For a vector in H S under the symplectic basis {v i }, we write it in the form
We define the quantization of the symplectic transformation R B as follows:
Definition 4.6. We introduce the following quadratic form over H S :
The quantization R B is defined via the following Feynman integral
The standard argument of Fourier transform deduce the following (we refer the reader to [CPS13, Sect. 1.4] for detail discussion of the geometric quantization).
Lemma 4.7. We have the following operator form for
where the differential operator is defined by
Now our Theorem 1 has an equivalent statement It is not hard to see, if we replace the P g,m,n in the BCOV's Feynman rule byP g,m,n , then the Feynman rule Theorem 1 will still hold if we replace {E ϕϕ , E ϕψ , E ψψ } bỹ
To be precise, the Feynman graph sum is given by the following quantization f B ( , x, y) = R B | E * * →Ẽ * * P B ( , x, y). (4.13)
Indeed, the change of variables (4.11) can be written as a quantizatioñ
of the symplectic transformation E B defined by
(4.14)
Then the modified B-model propagator matrix R B | E * * →Ẽ * * is given by
which matches with (4.12).
From NMSP Feynman rule to BCOV's Feynman rule
We have proved Theorem 2 in Section 3 and established the NMSP Feynman rule. In this section, we will prove the equivalence of NMSP Feynman rule and BCOV's Feynman rule (Theorem 3). This will finish the proof of the BCOV's Feynman rule.
Notice that the A-model state space H A is large than the B-model one H B . Especially, we have 3 more extra propagators as edge contributions. We first deal with the edge that contribute a bivector 1 ⊗ ϕ 2 (with propagator E 1ϕ 2 = E ψ ), the idea is to consider some similar factorizations of the symplectic transformation as in Section 4.4. 5.1. Decomposition of R A -matrix and modified quintic theory. We consider the following matrix factorization of R A -matrix:
The modified quintic CohFT is defined viã
Notice that here theΩ Q theory depends on the choice of gauge G. (Recall by Convention 4.5, we always omit the supscript G in this section.)
Convention 5.1. In this section, we will not distinguish the Ω Q and the twisted theory Ω Q,tw . We identify them by setting t = 1 in the this section.
Definition 5.2. For the following coordinate
we introduce modified normalized A-model potential for quintic 3-fold
Especially we defineP A ( ; x, y) :=P A ( ; x ϕ 1 + y ϕ 0 ψ).
Lemma 5.3. String and dilaton equations hold for the theoryΩ Q .
Proof. By the result of [Lee03] , the R-matrix action preserve tautological equations. Hence theΩ Q theory satisfy string and dilation equation as well.
Proposition 5.4. We have the following relatioñ
Proof. By Lemma 5.3, we can use dilaton equation to remove the ϕ 0 ψ insertions. Namely, both sides of (5.4) satisfies
It suffices to proveP
Now we apply the graph sum formula toΩ Q := E A Ω Q . Notice that when there is an insertion ϕ 2 = I 0 I 1,1 I 2,2 H 2 , the quintic correlators are zero unless g = 0 (which is from degree 0 contribution). It is not hard to see that in our case (the leg insertions are all ϕ 1 's), the stable graph will contribute zero unless it is a loop with l-vertices: at each vertex there is exactly one ϕ 1 leg insertion and several −E 1ϕ 2 ϕ 0 ψ insertions, at each edge the bivector is E 1ϕ 2 ϕ 0 ⊗ ϕ 2 . This only contribute to g = 1 potential. Denoted by P E 1 the generating function of such "loop type" contribution, we havẽ
. By using dilaton equation for each vertex 27 of the "loop type" graph, we obtain
Γ is a loop with l vertices and n + l legs
(5.6)
In the second equality above we used that there are (l − 1)! choices when we put l different vertices in a loop. Together with the following relations P B ( , x, y) = P B ( , x, y − E 1ϕ 2 x), and P A ( , x, y) = P B ( , x, y) − ln(1 − y),
We obtain (5.5), and hence finish the proof of this proposition.
Remark 5.5. We can see the symplectic transformation (4.14) in Section 4.4 is exactly the restriction of the E A -action to the B-model state space.
26 one can check that the B-model correlators satisfy dilaton equations directly. 27 Suppose there are ni ψ-insertions at the i-th vertices (i = 1, · · · , l), by forgotting all the ψ-insertions we get a factor ni!.
Next, we will use string equation proved in Lemma 5.3, to write down anyΩ Q -theory invariants in terms ofΩ Q -theory invariants with only insertions ϕ and ψ. In this way, we deal with the rest two "extra" propagators.
Modified propagators and Operator formalism for the quantization action.
By the definition ofR-matrix and theΩ Q (c.f. (5.1) and (5.2)), we see that the CohFT Ω A is equal to theR Q (z)-action on the CohFTΩ Q :
Similar to Section 4.4, for the edge contribution ofR Q -action we have the following modified propagatorsẼ
. By using the above propagators, we can write down the differential operator form of NMSP A-model potential and BCOV's B-model potential.
Proposition 5.6. For ⋆ = A or B and u = xϕ 1 + yϕ 0 ψ, we have
where theṼ -operator is defined bỹ
Here the operatorṼ E is corresponding to edge contributions with extra propagators.
Proof. For the case ⋆ = A, the formula follows from (3.10), (5.7) and Givental's quantization formula [Gi01a] . For the case ⋆ = B, the formula follows from the operator form of the B-model quantization formuma (4.8) and (4.10).
Lemma 5.7. We have
Proof. By string equation, we have Then the lemma follows from the initial conditioñ
This proves the lemma.
5.3.
Finish the proof of Theorem 3. We first prove two identities.
Lemma 5.8. For any f (x, y), the following identities hold: Proof. For the first identity, we have that the LHS of (5.9) where in the second equality we have used the following: when expanding the differential operators as power series, the contribution is non-zero only ifṼ E (∂ t , ∂ t ) and we obtain (1 − y) −1 e − Ṽ B (∂ t ,∂ t ) (1 − y)e Ṽ B (∂ t ,∂ t ) = (1 − E(∂ t ))f (x, y), which is equivalent to (5.10).
By the above two identities, we obtain the following key Lemma.
Lemma 5.9. For any f (x, y) we have e Ṽ B (∂ t ,∂ t )+ Ṽ E (∂ t ,∂ t ) e = (1 − y)
−1 e Ṽ B (∂ t ,∂ t ) eP B ( ,x,y) .
Then by Lemma 5.7, the identity becomes = (1 − y) −1 e Ṽ B (∂ t ,∂ t ) eP B ( ,x,y) .
Together with Proposition 5.6 we complete the proof.
Reduction of generators and examples for g = 2, 3 cases
Recall in Section 4.4 we have introduced the modified propagators (4.12); and in Section 4.4 we have introduced the A-model version of modified propagators the mpropagatorsA. Our original purpose was to remove the (1, ϕ 2 ) edges in the A-model theory, so that we can further identify the two theory. Then as a by-product, we obtain the following result:
Theorem 6.1. We consider the following modified propagators as generators Especially we prove the following result originally conjectured in [YY04]
which is equivalent to one of the two Yamaguchi-Yau's functional equations.
Remark 6.2. Our generator E k are related with the v i defined in [YY04] as follows
In a sense, we give a geometric explanation for Yamaguchi-Yau's generators v i : they are edge contributions (propagators) of the modified Feynmann rule introduced in Section 4.4. Next by using Dilaton equationP g,m,n = (2g − 3 + m + n)P g,m,n−1 , we seẽ P g,m ∈R ⇒P g,m,n ∈R. g,m ∈ Q[X] 3g−3+m is equal to the sum over contributions of stable graphs Γ ∈ G g,m .
Except for the "leading graph" (which has a single genus g vertex with m-legs), the vertices in the rest graphs all satisfy (g v , n v ) < (g, m). Hence by induction assumptions and (6.3), these vertices contributionsP gv,mv,nv all lie in the ringR. Together with that the edge contributions are E k ∈R for k = 1, 2, 3. We deduceP g,m ∈ R and finish the induction.
Remark 6.4. The proof of this theorem indeed gives another algorithm which computes the genus g potential P g recursively from the lower genus potentials, by using the modified Feynman rule (4.13). The advantages of this algorithm is that only four generators/propagators (instead of five) are involved in the whole algorithm. Thus the expressions in the algorithm and the final results can be written in simpler forms.
For any g > 1, suppose the master potential is given by f A, 0 g = f B, 0 g = 3g−3 k=0 f g,k X k , then one can solve the genus g "normalized" GW potential P g from the low genus by using (either NMSP or BCOV's, modified or original) graph sum formulae.
Example 6.5. In terms of the generators (6.1), a maple program gives We consider an arbitrary nonzero "scaling constant" c ∈ 1 + qA, and we let
For any 2g − 2 + n > 0, using pr 1 * ψ n+1 = 2g − 2 + n, we have In the end, we give an example that how the Dilaton flow relates the R-matrix actions with general R 0 to the one defined in [PPZ15] for the semi-simple cases.
