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複合現実感を用いた関心共有による展示物閲覧支援 
雫 泰裕*1     北原 格*1    大田 友一*1 
A Method to Observe Exhibits with Sharing Interests Using Mixed Reality 
Yasuhiro Shizuku*1, Itaru Kitahara*1 and Yuichi Ohta*1 
Abstract --- This paper proposes a method to share interest of exhibits using Mixed Reality 
technique so that a visitor of a museum prevents missing a chance to observe interesting but not 
so highlighted exhibits. Since there are many exhibits in a museum and the interest of viewers is 
various, it is difficult to annotate all exhibits for all visitors. On the other hand, if a visitor is 
highly interested in an exhibit and express it using a communication media such as SNS, other 
visitors tend to be interested in it also. By presenting all interests of visitors to others who visit 
the site later, it is possible to realize a suitable guidance to support observing the exhibits. Our 
proposed method records visitor’s speech information to express their interest, and presents 
them as CG letters using Mixed Reality to share the interest among viewers. To make sure that 
visitor who came later can correctly understand the contents, the displayed letters show the 
position and pose of the visitor who inputs the annotation. We develop a pilot system to confirm 
the effectiveness of our proposed method. 
Keywords: Mixed Reality,  Speech Visualization, Sharing Interest of Exhibits, Focusing-Point 
Estimation, Camera Tracking 
1  はじめに 
博物館等の展示会では多数の展示物が存在するた
め，閲覧者の興味に合った展示物を見逃してしまうこと
がある．展示物に関する視聴覚情報を付加することによ
り，閲覧者の注意を喚起し，見逃しを防ぐ手法が提案さ
れている[1]-[5]．檜山ら[1]は，ロボットを用いた展示解
説を実現し，音声によって展示物の見所を強調している．
Nakagaki ら[2]は，指向性スピーカーを用いた３次元音
声提示により，展示支援を実現している．平澤ら[3]は，
携帯端末を利用した博物館ガイドシステムを提案してい
る．閲覧者は，その理解に合わせて，個人端末から展
示物の詳細情報を選択的に取得することができる．永
松ら[4]は，天井に設置した不可視マーカによってユー
ザの位置・姿勢を推定し，その情報に基づき，ユーザが
装着したプロジェクタから展示物の注釈情報を提示する
ことで，強調提示を実現している．また，展示スペースの
景観を工夫することで，視覚的顕著性を用いた視線誘
導も可能であろう[6][7]． 
注目すべき箇所や着眼点を強調することにより，見逃
しを防ぐことが可能となる[8]が，強調提示は，展示側の
視点から，展示会における代表的な展示物に対して行
われることが多いため，多様な閲覧者の興味をカバー
することは困難であり，その結果，興味深い展示物であ
っても，強調提示対象から漏れてしまい，見逃されるケ
ースがしばしば発生している． 
一方で，ある閲覧者が展示物に対して持った興味
（関心）は，他の閲覧者の興味をひく可能性が高い．
我々は，この特性に着目し，ある閲覧者の関心を多数
の閲覧者で共有すれば，展示側では気づかなかった点
を含め，多様な閲覧者の興味をカバーすることができ，
興味深い展示物の見逃しを防げるのではないかと考え
ている．Koch ら[9]は，点滅するマーカを用いて閲覧が
行われにくい箇所への興味誘導を実現している．本稿
では，音声認識と複合現実感技術を組み合わせること
により，Koch らの手法の効果に加え，時間を隔てた
様々な閲覧者間で展示物に対する関心の共有を実現
するシステムを提案する． 
展示物に対する関心を共有するために実現すべき項
目について整理する．関心情報の入力は，展示物と関
心の対応関係が明らかな状態で行われるのが好ましい
ため，「展示物を実際に閲覧しながらの入力処理」の実
現が重要であろう．また，本システムの目的が，見逃し
防止であることを考えると，情報に対する気付きが生じ
やすいように，「展示物から目線をそらすことなく，かつ，
ハンズフリーな情報入出力」の実現も重要である．さら
に，時間を隔てた閲覧者間で関心を共有するためには，
「関心を持った詳細な箇所や，その展示物を観察して
いた方向の明確な提示」も重要となろう．本研究では、
展示物付近に機材を新しく設置するなどの工夫は対象
外とする．これは，閲覧者同士の関心共有を促すことに
より，施設側では想定し得ない情報の入力・提示を実現
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目標の一つとするためである．機材を新たに設置する
場合，施設の展示担当者が，注目を集めそうな展示を
選定し，機材の利用目的や機能を策定するため，想定
外の情報の獲得や提示は期待しにくい．一方，本提案
システムでも，後述するようにマーカを展示コーナに設
置するが，マーカ設置時点では、展示コーナ中のいず
れの展示物にどのような内容の注釈が付くのかは，施
設側で検討する必要がなく，その結果，来訪した閲覧
者の興味や知識によって想定していなかった情報が入
力・共有されることが期待できる点が，従来型の展示説
明と大きく異なる． 
上述した項目を踏まえ，従来の関心共有の手法につ
いて言及する．Twitter などの SNS（Social Networking 
Service）情報共有ツールでは，文章や画像を用いて不
特定多数による情報共有を実現している．角ら[10]は，
ユーザ同士が写真やメモを共有するコミュニケーション
支援システムを提案し，情報共有の有効性を示している．
本システムでも，不特定多数のユーザによる情報書き込
み・閲覧（情報共有）機能を活用する．一方で，SNS で
は，展示会に訪れる前に関心の共有を行うため，実際
の閲覧時において，共有した情報が対応する展示物を
見つけにくい．また，画像等で展示物を事前に見てしま
うため，実際に展示物を見た際の感動が薄れてしまう可
能性がある．本システムでは，「展示物を実際に閲覧し
ながらの入力処理」により，これらの問題を解決する．本
稿で紹介する「システムでは，後述する注釈付けの位置
精度の評価実験を実施するためにビデオシースルー型
HMD（ソニーHMZ-T2）を用いるが，実利用時にはオプ
ティカルシースルー型 HMD を用いることにより，展示物
を直接観察しながら同等の機能を実現することが可能
である． 
閲覧時に関心を共有する手法として，複合現実感
（MR）を用いて注釈を付加・閲覧を行う研究が行われて
いる．Jarkko ら[11]は，タブレットを用いて注釈付加位置
を画面のカメラ映像中から選択し，注釈付加を実現して
いる．しかし，端末のキーボードを用いて注釈内容を入
力するため，視線が展示物からそれ，閲覧の妨げとなる
可能性が考えられる．また，注釈閲覧時には，端末を向
けるという能動的な動作が必要であり，その結果，情報
に対する気付きが起きにくくなることが考えられる． 
本システムでは，閲覧者は何かに関心を示したとき，
つぶやきなどの発話情報でそれを表現することに着目
し，図 1 に示すように，閲覧者が発した展示物に対する
コメントを文字 CG として可視化することで，ハンズフリー
な関心入力を実現する．MR 映像の提示に HMD
（Head- Mounted Display）を用いることにより，展示物に
視線を向ける行為により，情報取得が可能となり，注釈
に対する気付きの機会を増加させる．展示物の上に CG
を重畳提示することにより注目すべき領域が見え難くな
ることが懸念されるが，本システムにおける CG は，注釈
情報の提示以外に，その存在を閲覧者に知らせる
eye-catcher としての役割を担っている．後者の場合，展
示空間を見渡したときに，他人が注目した展示物の位
置を明示する必要があるため，展示物の上に CG を重
畳している．視認性低下のデメリットについては，閲覧
者の観察状況に応じた CG の ON/OFF 機能により対応
可能であると考えている． 
アノテーション情報を提示する際には，「注目している
箇所」と「閲覧している方向」を明らかにすることが，内容
理解の助けになることが知られている[12]．本手法では，
異なる時刻における発話内容（関心情報）を効果的に
共有するために，発話者視点映像を用いて，発話者が
展示物のどこに注目していたか（注視箇所）を推定し，
その上に発話内容を MR 提示する．また，閲覧者の視
線方向と直交するように提示文字列の姿勢を設定する
ことで，発話時に物体を閲覧していた方向を明示する． 
 
図 1 展示物に対する関心の複合現実感を用いた共有 
Fig.1 Sharing interest of exhibits using Mixed Reality. 
2  関連研究 
2.1  発話の可視化 
長野ら[13]は，発話内容を３次元 CG モデルとして，
発話者周辺にリアルタイム提示することで，周囲の人々
にも有益な情報を提示可能にしている．実験を通じて，
発話音声認識が難しい場合は，発した音声情報に対し
て形態素解析を行い，名詞のみを提示することでも内
容理解を助ける効果があることを示している．本研究で
も本知見に従い，発話音声認識が難しい状況下におい
ても，訪問タイミングの異なる閲覧者間での関心共有を
助けることを試みる． 
池信ら[14]は，多言語コミュニケーションにおいて，会
話内容の推測を助けるために，会話文，画像，感情の
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三つの要素を用いて文章を可視化する手法を提案し，
その内，会話内容の提示では，会話内容と発話者を明
確に示すことが内容理解につながると述べている．本手
法でも，これにならい，発話者の注視箇所や閲覧方向
を明示することで内容の理解を助ける．長い発話が入
力された場合には，冒頭の規定文字数のみを提示し，
続きを読みたい閲覧者は，「続きを読む」操作を導入す
ることで対応可能であると考えている．また，多人数に
利用され発話件数が大量になった場合には，年齢や性
別といった閲覧者の属性，個々の関心やこの展示に至
るまでのルート情報を用いた推奨提示（関心情報のフィ
ルタリング）処理が効果的であろう． 
2.2  関心情報の共有 
竹内ら[15]は，博物館において，複数台の距離画像
カメラを用いて，展示物と閲覧者の様子を３次元的に記
録し，その映像を後から来た閲覧者に提示することで，
展示物を同時に閲覧する状況を再現している．しかし，
映像提示のみを用いて情報伝達を行うため，映像の品
質が低下すると，関心情報を伝えることが難しくなること
や，関心共有で重要とされる注視箇所を明確に示すこ
とが難しい，といった問題が存在する． 
ユーザ間での情報共有を目的とした開発事例として，
セカイカメラ[16]があげられる．テキスト，画像，音声情
報を，ユーザが指定した実世界の場所に結び付け（注
釈付けする），GPS や端末内蔵の加速度センサを用い
て推定した位置・姿勢情報に基づき，モバイルカメラで
撮影した映像上に注釈情報を重畳提示する．本研究で
も注釈によって関心共有を実現するが，対象とする展示
会では，より精細な注釈位置の設定が必要である． 
Jarkko ら[11]は，タブレット端末とカメラトラッキング技
術を組み合わせることで，GPS を用いずに高精度な注
釈付加を実現している．しかし，キーボードを用いた注
釈情報の入力は，閲覧の妨げになることが懸念される．
また，注釈情報を観察するためには，その領域にタブレ
ットを向ける，主体的な動作が必要となるため，閲覧者
が気付いていない物体に関する注釈情報を提示するこ
とは困難である． 
 
3  複合現実感を用いた発話内容の可視化による 
展示物に対する関心の共有 
本研究では，複数の閲覧者間による展示物に対する
関心共有の支援を実現し，興味深い展示物の見逃しを
防ぐことを目的とする．図 2 に，本方式実現の手順を示
す．ある閲覧者が展示物に関して発言すると，その内容
を３次元文字 CG に変換する．同時に，発話者視点映
像から，視点の位置・姿勢と注視している箇所を推定す
る．その展示物を訪れた新たな閲覧者は，MR を用いて
文字 CG（関心情報）を観察することにより，時間を隔て
た関心の共有を実現する．その際，提示する文字 CG
の位置・姿勢を適切に設定することにより，発話者の閲
覧方向や注視箇所を明示し，内容の理解を支援する． 
本方式では HMD を用いて MR 提示を行う．タブレッ
ト端末などの携帯提示デバイスを用いる場合，関心に
気づいた後，そこに MR 提示用機材を向けるといった動
作となるのが一般的だが，そもそも気づきが発生しない
ような状況では，関心情報を提示することさえ困難であ
る．HMD を用いれば，ユーザが観察している領域上に
情報提示が可能であるため，気づきを引き起こす効果
が期待でき，本方式の目的に適っている．また，音声を
用いた注釈付加により，キーボード等の入力デバイスが
不要となり，閲覧の妨げとなりにくい特長も有する． 
 
 
図 2 展示会における関心共有の実現 
Fig.2 Sharing interests at an exhibit-site. 
 
本論文で提案する関心共有処理の流れを図 3 に示
す．閲覧者が展示物に対して発話すると，その音声情
報を頭部装着マイクで取り込み，音声認識処理によっ
て発話内容をテキスト化する．展示物を観察する閲覧
者の頭部に取り付けたカメラで撮影した閲覧者視点映
像にカメラトラッキング技術を適用することにより，視点
の位置・姿勢を実時間で推定する．同時に，発話者の
視点の位置・姿勢とカメラトラッキングに用いた３次元特
徴点群から，注視箇所を推定し，これらのデータはサー
バに記録される．別のタイミングでその場所を訪れた閲
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覧者は，サーバから受信した発話内容のテキスト情報を
用いて３次元 CG モデルを生成し，それを発話者の注
視箇所に設置する．HMD を用いて目の前の展示物に
CG モデルを MR 提示することにより，関心情報の共有
を実現する．  
 
 
図 3 提案手法の処理の流れ 
Fig.3 Processing flow of our sharing interests system. 
 
4  発話内容の可視化 
提示する CG の位置・姿勢の推定は，発話者視点映
像を撮影したカメラの位置・姿勢に基づいて行うが，そ
れらは，GPS が利用困難な屋内での利用を想定し，
PTAM（Parallel Tracking and Mapping）[17][18]に代表
されるカメラトラッキング技術を用いて推定する．  
図 4 に本方式で用いる座標系を示す．展示物に対す
る発話は，展示ブース内で行われると仮定し，展示物に
関連付けられた ARToolKit マーカ[19]を用いて，ブース
毎に世界座標系を設定する．閲覧者視点映像中でマ
ーカが検出されると，カメラトラッキングに用いる３次元
特徴点群を読み出し，その座標系（PTAM 座標系）と世
界座標系間の剛体変換行列 DPWを算出する．DPWを用
いて３次元特徴点群を世界座標系に変換した後，トラッ
キング処理を行うことで，発話者視点映像を撮影してい
るカメラの位置・姿勢（カメラ座標系）を推定する． 
ARToolKit マーカの観測によって得られるスケールパラ
メータを用いて，カメラトラッキング用の３次元特徴点群
のスケーリングパラメータを推定する． 
4.1  提示する文字 CGの位置・姿勢 
図 5 に示すように，後から展示会を訪れた閲覧者が
関心内容を理解しやすくなるよう文字 CG の提示法を検
討する．発話時に注目していた対象展示物の箇所（注
視箇所）の情報は，注釈対象を明示するために重要で
ある．また，３次元物体は，観察する方向によってその
見え方が大きく変化するため，どの方向から閲覧しなが
ら発話が行われたかという情報も重要である．本方式で
は，カメラトラッキング時に生成した３次元特徴点群と発
話者の視線方向（発話者視点映像を撮影したカメラの
光軸）との交点を注視箇所とし，そこに文字 CG を提示
する．また，カメラの光軸と直交するように文字 CG を設
置することにより，観察していた方向を明示する．後から
来た閲覧者は，提示された文字の位置・姿勢から，関心
を示した閲覧者の位置・姿勢を予測することができる．
その際，閲覧者間の身長差により観察角度に差異が生
じ，可読性が変化することが考えられる．閲覧者が成人
の場合，一般的な展示観察距離（1-2m）だと身長差（例
えば 30cm）による観察角度の変化は約 4-9 度であるた
め提示情報の可読性に与える影響は小さいと考えられ
る．子供と成人ほどの身長差がある場合（例えば 1m），
観察角度の差が 15-45 度大きくなるため提示情報の可
読性が低下するが，一方で，この特性を有効に活用す
ることにより，閲覧者の属性の違い（子供と成人）による
注釈情報のフィルタリング処理を実現することが可能と
なる．また，展示物の裏側を閲覧できる場合，裏側に付
けられた注釈の存在を伝えることは可能であるが，展示
物と CG の前後関係の把握が困難になることが懸念され
るため，裏面からの観察される CG は提示しない． 
閲覧者の注視点は，頭部に取り付けたカメラの光軸
上に存在するため，閲覧者が横目で展示物を見ながら
注釈情報を入力した場合には，閲覧者の意図と異なる
位置に注視点が設定されることが懸念される．そこで本
システムでは，注視点とシステムが判断した注視点をハ
イライト表示し，閲覧者に視覚的フィードバックを与える
ことにより，この問題を軽減する． 
なお，閲覧者が発話を行いながら移動や首を振った
場合，注釈付けを開始した位置に情報を付加するが，
閲覧者の注視点が他の展示が存在する地点まで移動
した場合には，単一の展示に関する注釈ではないと判
断し，注釈付けをキャンセルする． 
 
 
図 4 提案システムの座標系 
Fig.4 Coordinate systems of our proposed method. 
雫・北原・大田: 複合現実感を用いた関心共有による展示物閲覧支援 
 
 
図 5 発話者と提示される文字の位置・姿勢の関係 
Fig.5 Relationship among a speaker and  
position and posture of displayed character. 
4.2  文字 CGの描画 
Gabbard ら[20]は，提示する文字の色は，背景とのコ
ントラストが小さいと読解が困難になると述べている．ま
た，背景の色によって提示する文字の色を変更すること
よりも，特定の色に固定した方が読解を助けると述べて
おり，特に緑色が様々な背景に対して相性が良いと結
論付けている．本方式でも，この知見を採用し，文字の
色は緑色とする． 
文字の大きさは，可読性を考慮し，展示物と閲覧者と
の観察距離に基づき設定する．視力 1.0の人が 2m 先の
文字を見るためには，最低 3cm 以上の大きさが必要で
ある[21]ため，文字の大きさ S は以下の式(1)で設定する．
ここで，dは観察距離（単位 m）を表す． 
 
            dS 015.0=          (1) 
 
文字を提示する領域は，人間が集中しながら観察可
能な視野角が約 45°である[22]ことに基づき，一行に
表示する最大文字数 n を以下の式(2)で設定する． 
 
8
tan2 πdnS =                               (2) 
 
5  評価実験 
提案方式を実装したパイロットシステムを用いて，展
示物に対する関心を閲覧者間で共有することにより，展
示物や解説の見逃しがどのように変化するかに関する
評価実験を実施する．また，注釈付加により，閲覧者間
で関心共有が可能であるかについても検討を行う． 
本実験は大きく三つに分かれる．実験１では，本方式
を用いて付加される注釈の位置の精度を調査し，シス
テムが運用可能な展示物の大きさや展示物同士の間
隔について評価する．一方で，注釈によって見逃しを防
ぐことができたとしても，見逃しの多い箇所に注釈が付
加されなければ有効性が低減する．そこで，実験２では，
展示会において見逃されがちな箇所に注釈が付加され
るかを評価する．そして，実験３では，見逃されがちな箇
所に注釈が付加されることで，見逃しがどのように変化
するかについて評価する．実験２，３では，評価アンケ
ートを同時に実施し，注釈を付加する側と閲覧する側の
両方から，本方式を用いることで関心の共有が可能か
に関する主観的評価を実施する． 
図 6 に示すようなハードウェア構成で提案手法を実装
する．閲覧者の発話は，マイク（PLANTRONICS 社 
Audio 628 USB）を用いて音声データとして取得される．
音声データは，処理用 PC（acer 社 Aspire V3-772， 
GPU：NVIDIA Geforce GTX 760M）上で動作する音声
認識ソフト AmiVoice[23]によって音声認識が行われ，
テキスト情報へと変換される．小型ボードカメラ（MICRO 
VISION 社 MCM-4303）を用いて閲覧者視点からの映
像を撮影し，閲覧者の位置・姿勢を推定する．２台のボ
ードカメラを用いて両眼立体視提示用の映像を撮影す
る．発話内容のテキスト情報から生成した CG モデルを
３次元空間中の指定箇所に配置する． 
 
 
図 6 実装したパイロットシステムのハードウェア構成 
Fig.6 Hardware configuration of our pilot system. 
 
図 7 に示すように，筑波大学計算科学研究センター１
階にある歴代の高性能計算機に関する展示を，本実験
の対象とする．実験環境の広さは，おおよそ縦 2.5m，横
4m，奥行 2m である．カメラトラッキングの基準点となる
ARToolKit マーカは，図中に示すように，展示物のほぼ
中心に設置する．この実験環境における観察距離は最
長 3m 程度であるため，提示する文字 CG の大きさは式
(1)を用いて 5cm とする． 
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図 7 実験環境（筑波大学計算科学研究センター） 
Fig.7 Experimental environment. 
 
5.1  実験１：注釈付け精度の評価 
実験参加者が本方式を用いて注釈を付加する際の
精度を調査し，本方式を運用可能な展示物の大きさや
展示物間の幅について考察する．図 8 に示すように，展
示物上の 10 ヶ所にシールを張り，実験参加者にそこに
注釈を付けるよう指示する．発話内容には制約を設け
ず，注釈を付ける順番も指定しない．実験開始前に，実
験参加者に注釈付けの練習する時間を与え，操作に十
分慣れてから実験を開始する．各点の３次元位置を測
量機で計測し，その値と注釈付加の設定位置（発話時
の注視箇所）を比較することで，位置精度を評価する． 
 
 
図 8 注釈付加の指定位置 
Fig.8 Specified position for attaching annotations. 
 
実験参加者１２人に対して，精度評価実験を実施し
た結果を表 1 に示す．図のシールの番号は，表中の番
号と対応している． 
 
 
 
 
 
表 1 注釈の位置精度誤差 
Table 1 Accuracy of annotating position 
 平均誤差（㎝） 標準偏差 
① 14.81 4.28 
② 12.31 6.56 
③ 11.80 5.81 
④ 8.04 4.25 
⑤ 9.46 7.40 
⑥ 14.71 7.26 
⑦ 13.06 7.87 
⑧ 12.05 5.32 
⑨ 20.90 6.36 
⑩ 23.23 5.00 
平均 14.04 6.01 
 
表 1 から，本実験では約 14cm 程度の精度で注釈を
付加可能であることから，同程度の広さ（閲覧者から注
目物体までの距離が約 2m）の展示会場では 14cm 程度
の間隔で展示物を陳列すれば，正確な注釈付けが可
能となることがわかる．３次元空間中での設置精度は，
閲覧者と注目物体までの距離（観察距離）に比例して
低下するが，その精度低下が観察映像上における注釈
情報の重畳位置の算出に与える影響は，観察距離に
反比例して小さくなる，つまり両者は多くの場合相殺さ
れるため，展示規模に関わらず，閲覧者が観察する関
心情報の重畳位置の設定精度は，ほぼ一定である． 
基準点から遠くにあるターゲットほど誤差が大きくなる
傾向があるが，これはカメラ座標系から世界座標系への
変換誤差によるものと考えられる．本実験では，カメラ光
軸と図 7 の中心やや左上に観測されているマーカ平面
の法線がほぼ垂直となる状態で初期化処理を行った．
このような位置関係では，マーカの頂点のわずかな検
出誤差が，位置・姿勢推定の精度誤差に大きく影響す
る．マーカに対して一定の角度を付けて観測した状態
で初期化処理を行うなどの工夫を行うか，植松ら[24]の
手法を用いて，安定した初期化を実現する必要がある． 
世界座標系の各軸の誤差を比較した結果では，マー
カ平面（XW-YW 面）に対して垂直な ZW 軸の方向の誤差
が大きかった．この誤差は，画像中で観測されるマーカ
サイズに依存する．⑤番や⑦番のターゲットは，展示物
の端（角）に存在するため，奥にある物体の特徴点が注
視箇所と誤判定されるため位置がバラつき，標準偏差
が大きくなっている．この問題については，視線移動推
定[25]を導入して，注視位置の入力精度を向上する工
夫が必要である． 
5.2  実験２：注釈が付加される位置の評価 
注釈を付加することで，閲覧者の見逃しを防ぐことが
できたとしても，そのような箇所に注釈を付ける発話者
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がいなければ，本方式が有効に機能するとは言えない．
そこで，図 7 の環境において，実際に本方式を用いた
展示物の観察を行う際，見逃されがちな箇所に注釈が
付加されるか調査する．実験参加者には，展示物を自
由に観察すると同時に，自由に注釈を付加するよう指
示する．実験中の実験参加者の注視箇所の座標を記
録し続けることで，閲覧が行われた箇所，閲覧が行われ
ていなかった箇所を検出する．特に，閲覧があまり行わ
れていないにも関わらず，注釈が付加された箇所に注
目する．また，実験後，本方式を用いた注釈付加に関
する評価アンケートを実施する． 
実験２では，12 人の実験参加者に対して実験を実施
した．実験２の様子を図 9 に示す．閲覧が多く行われた
箇所として，ガラスケース中央の写真，右側の基盤群，
ガラスケースの上にあるパネル，左端に並んだスパコン
などがある．これらの場所には，7 人以上の実験参加者
が注釈を付けている．一方，閲覧があまり行われなかっ
た箇所として，右側上方のパネル群やガラスケースの一
番下の段，ガラスケース中の本などがある．閲覧があま
り行われない箇所の特徴として，目線の位置にない，閲
覧者が事前知識を持っていないなどがある．閲覧があ
まり行われていない箇所に関しても，事前に知識を持つ，
もしくは，展示物に気付いた実験参加者がおり，１，２個
の注釈が付加された．この結果から，本方式を用いるこ
とにより，閲覧があまり行われない箇所にも，注釈付加
が行われることが示せた． 
付加された内容については，展示物の固有名詞や
展示物に対して抱いた疑問が多かった．中には，事前
に知識が必要な内容や展示物の細かな特徴を述べる
内容が存在した．事前知識による内容に関しては，他
の閲覧者が興味を持つ可能性が高いと考えられる．ま
た，疑問形の注釈に対しても，それに他の閲覧者が答
えることで，興味深い情報を提供できると考えられる． 
 
 
図 9 実験２の様子 
Fig.9 An example scene of Experiment 2. 
 
実験２の際のアンケートの結果を表２に示す．実験参
加者には，各項目に対し，５段階のリッカード尺度でア
ンケートに回答するよう指示した． 
 
表 2 実験２の主観評価 
Table 2 Result of subjective evaluations of Experiment 2 
 平均 標準偏差 
注釈を意図した箇所に 
付加できたか． 
4.64 0.90 
音声入力による注釈付加
はやりやすかったか． 
4.27 0.49 
音声入力は閲覧の妨げに
ならなかったか． 
4.00 0.66 
実際の展示会で注釈を 
付けてみたいか． 
4.63 0.65 
 
表２から，実験参加者は，自身の意図した箇所に注
釈を付加できていたことがわかる．また，音声入力によ
って注釈付け可能であるインターフェースは，閲覧の妨
げとならず，操作しやすいという意見を得ることができた．
そのため，本方式を用いて関心共有を行う際の注釈付
けは円滑に行うことができていることが確認できた．一方
で，実験参加者からは，「間違って付加してしまった注
釈を消せる機能がほしい」などインターフェースの改善
に関する意見もあった． 
5.3  実験３：注釈による閲覧箇所の変化の評価 
本方式を用いて，注釈が付加された展示物を閲覧す
ることにより，重要な展示物や解説の見逃しがどのように
変化するかについて調査する．実験参加者には，展示
物に注釈があらかじめ付加された状態で，自由に閲覧
を行うよう指示する．実験時には，閲覧者が注目してい
る箇所の３次元座標を記録し，実験２における注視箇所
（つまり，注釈が提示されていない場合の注視箇所）と
の違いを調査する．その結果より，注釈情報が複合現
実感提示されることによって，閲覧箇所がどのように変
化するのか調査する．具体的には，実験時に記録した
閲覧者の各時刻における注目位置情報から，注目位置
と時間を算出し，提案手法導入の効果を検証する．また，
実験後には，注釈閲覧に関する評価アンケートにより，
関心共有への影響に関する評価を実施する． 
実験３では，13 人の実験参加者に対して実験を実施
した．実験３の様子を図 10 に示す．実験２の結果にお
いて，閲覧が多い箇所，少ない箇所両方に注釈を付加
した．閲覧が少なくかつ，注釈を付加した箇所として，ガ
ラスケースの一番下の段や右上のパネル，ガラスケース
の本がある．注釈ありで閲覧を行った結果，注釈が付加
された点すべてにおいて５秒以上の閲覧が行われたこ
とが確認された．また，付加情報と展示物を照らし合わ
せるために，より詳細な観察が行われていた．具体的に
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は平均観察時間が５秒以上長くなっている．右上のパ
ネルのように展示スペースの端に存在する展示物に関
しては，注釈が付加されることで，展示物に気付くきっ
かけにもなっていることが確認された．これらの結果より，
注釈を付加することで，見逃されがちな箇所についても
閲覧する機会が増加したことがわかる．  
 
 
図 10 実験３の様子 
Fig.10 An example scene of Experiment 3. 
 
実験３の際のアンケートの結果を表３に示す．注釈を
付加することで，展示物に関心を向けることができ，見
逃しを防ぐ機会を増加できたといえる．注釈と展示物の
位置関係の把握や内容理解に関して高い評価を得るこ
とができたため，関心共有が可能であるといえる．しかし，
「注釈が展示物と重なってしまい，本当に見たいものが
見えない」という意見もあった．そのため，表示のオンオ
フの切り替えを可能にするなどの対策が考えられる．ま
た，注釈の内容が長い場合，別の物体と重なってしまう
問題もあり，注視している領域のみ全文を表示するなど
の対策を取る必要があると考えられる．「どのような提示
内容であれば注意が向くか」という問いに対しては，展
示物を見るだけでは分からない知識や展示物の簡単な
説明などの回答があった． 
6  おわりに 
本稿では，複合現実感技術を用いて，閲覧者間の関
心の共有を実現することにより，あまり目立たないが興
味深い展示物の見逃しを軽減するシステムを提案した．
閲覧者の発話内容（関心）を３次元文字 CG 化し，注視
していた位置に適切な姿勢で提示することにより，後ほ
どその展示を訪れた閲覧者が，関心の内容を理解でき，
閲覧者間で関心の共有を実現する．パイロットシステム
を用いた実験を通じて，展示物に対して正確に注釈付
けが可能であること，閲覧があまり行われない箇所にも
注釈が付加されること，その注釈によって見逃しが軽減
されることを示した．同時に実施した主観評価アンケー
トにより，注釈付加と閲覧の両作業において，本手法が
有効であることを確認した．なお本実験では，閲覧者の
発話は全て注釈情報とみなし MR 提示されるが，実利
用時には，注釈情報として提示されるのがふさわしくな
い発話があることが予想されるため，選択的に注釈情報
を入力する仕組みの実現が必要であると考えている．ま
た，注釈情報の提示法についても，ビルボード表示を
用いて閲覧者と正対するように３次元文字 CG を提示し
たり，閲覧距離に応じて注釈文字情報をアイコン化した
りするなど，視認性の向上について検討の余地がある． 
 
表 3 実験３の主観評価 
Table 3 Result of subjective evaluations of Experiment 3. 
 平均 標準偏差 
注釈によって，展示物に関心
が向いたか． 
4.69 0.48 
注釈と物体の位置関係は把
握しやすかったか． 
4.62 0.51 
注釈から新しい情報を 
得られたか． 
4.84 0.38 
発話を表示する手法は 
内容理解しやすかったか． 
4.38 0.50 
展示会で実際に使って 
みたいか． 
4.62 0.50 
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