Abstract-In this paper, we consider the transmitter optimization problem for a point-to-point communication system with multiple base-stations cooperating to transmit to a single user. Each base-station is equipped with multiple antennas with a separate average power constraint imposed on it. First, we determine certain sufficient conditions for optimality which, in turn, motivate the development of a simple water-filling algorithm that can be applied if H T H is positive definite (H is the composite channel matrix). The water-filling algorithm is applied to each individual base-station and the symmetric matrix thus obtained is the optimal transmit covariance matrix if it is also positive semi-definite and none of its diagonal elements are zero. Secondly, we show that for a special class of distributed Gaussian MIMO channels, where the individual channel matrices have the same unitary left singular vector matrix, the transmitter optimization problem may be reduced from one of determining the optimal transmit covariance matrix of size N × N to that of determining an optimal vector of length N . Finally, we propose a low-complexity, greedy water-filling algorithm for general channel matrices. The proposed algorithm is shown to attain near optimal rates in various scenarios through numerical simulations.
I. INTRODUCTION
A distributed MIMO channel is a model for studying MIMO cellular networks where perfect cooperation between basestations is allowed. The entire cellular network can then be viewed as a single transmitter with a distributed network of antennas. For a standard MIMO channel, the transmitter is subject to an average power constraint across all transmit antennas. In contrast, for a distributed MIMO channel, an average power constraint is imposed on the transmit antennas for each base-station.
It is well-known that for the standard Gaussian MIMO channel where the channel is constant and known perfectly at both the transmitter and the receiver, the optimal transmit covariance matrix may be easily determined by a water-filling algorithm [1] . However, the water-filling algorithm cannot be applied to a distributed Gaussian MIMO channel due to the per-base-station power constraints. In general, the capacity and transmitter optimization problem for a distributed Gaussian MIMO channel may be posed as a determinant maximization problem with linear matrix inequality (LMI) constraints. The determinant maximization problem with LMI constraints is a concave maximization problem and one may apply the MAXDET program [2] which makes use of a polynomial-time interior-point algorithm.
In practice, interior-point methods are known to be both computationally-intensive and memory-intensive as they do not exploit the structure of the problem. In this paper, our main focus is to exploit the structure of the distributed Gaussian MIMO channel in the transmitter optimization problem. We also propose an efficient greedy water-filling algorithm to compute an achievable rate as well as its corresponding transmit covariance matrix. The paper is organized as follows:
• In Section II, we describe the model for the distributed Gaussian MIMO channel.
• In Section III, we determine certain sufficient conditions for optimality. Furthermore, the sufficient conditions motivate the development of a water-filling algorithm that can be applied when H T H is positive definite, where H is the composite channel matrix. We show that the symmetric matrix computed by the water-filling algorithm is the optimal transmit covariance matrix if it is also positive semi-definite and none of its diagonal elements are zero.
• In Section IV, we consider a special class of distributed Gaussian MIMO channels, where the unitary left singular vector matrices of all the individual channel matrices are the same. We obtain the capacity as well as the optimal transmit covariance matrix (of dimension N × N ) via a concave vector maximization problem (of dimension not greater than N ), rather than as a determinant maximization problem with LMI constraints.
• In Section V, we propose an efficient greedy waterfilling algorithm to compute an achievable rate for the distributed Gaussian MIMO channel. The proposed algorithm is much simpler than the MAXDET program in terms of computational complexity and memory requirements. It is also shown to achieve near optimal rates in different scenarios through numerical simulations.
A. Notation
In our notation, A,B..., denote matrices while, a, b..., denote vectors. We indicate the (i, j) th element of the matrix A by A (i, j) and the i th element of the vector a by a (i). We also use I to denote the identity matrix, to denote the set of real numbers, + to denote the set of non-negative real numbers and n to denote the set of real n-vectors.
II. CHANNEL MODEL
We consider K base-stations, each equipped with M t k transmit antennas, k = 1, 2, ..., K, and a single user equipped with M r receive antennas. We can then write the channel output as follows:
III. SUFFICIENT CONDITIONS FOR OPTIMALITY
The capacity of the distributed Gaussian MIMO channel given by (1) subject to the constraints (4) can be formulated as the following maximization problem:
As mentioned, the maximization problem (6) is concave and belongs to the class of determinant maximization problems with LMI constraints [2] ,
This class of problems can be solved by the MAXDET program described in [2] . The MAXDET program implements a primal-dual long step interior-point algorithm and involves a predictor step after each centering step using the Newton's method. The predictor step is based on the tangent to the primal and dual central path. However, interior-point algorithms, in general, do not exploit the structure of the problem; they are computationally expensive and cannot handle large problems. While the standard Gaussian MIMO channel problem can be solved using a water-filling method, transmitter optimization of the distributed Gaussian MIMO channel does not admit such a simple solution.
In this section, we exploit the structure of the distributed Gaussian MIMO channel to determine certain sufficient conditions for optimality. Even though the sufficient conditions are not necessary, they motivate the development of a simple water-filling algorithm which can be applied if H T H is positive definite. Furthermore, the symmetric matrix determined by the water-filling algorithm satisfies the sufficient conditions if it is positive semi-definite and none of its diagonal elements are zero.
The sufficient conditions for optimality are given by the following theorem:
Theorem 1. If H
T H 0, the matrix X is the optimal transmit covariance matrix if it satisfies the following conditions:
where λ k ≥ 0 and
is the N × N matrix with all the entries 0 except the diagonal 1's corresponding to the transmit antennas of base-station k.
Proof: We note that if H T H 0, then there exists a positive definite matrix L of size N × N such that H T H = LL [3, Theorem 7.2.6]. By Sylvester's determinant theorem, the concave maximization problem (6) can be reformulated as follows:
Since (11) is a concave maximization problem and satisfies Slater's condition, the KKT conditions are both sufficient and necessary:
(12) Theorem 1 follows directly if θ = 0 and the conditions are then sufficient but not necessary.
Theorem 1 motivates the following simple water-filling algorithm if H
T H 0. The water-filling algorithm is applied to each base-station individually where the noise levels in the various channels for each base-station are given by the corresponding diagonal elements of the matrix H T H −1 .
Algorithm 1.
1) Set the non-diagonal elements of X to be equal to the negative of the non-diagonal elements of
2) Perform single-user water-filling for each individual base-station which is equivalent to determining an appropriate λ k such that
where (x) + denotes the positive part of x.
3) Set
where l = 1, 2, ..., M t k and k = 1, 2, ..., K. 
IV. A SPECIAL CLASS OF DISTRIBUTED GAUSSIAN MIMO CHANNELS
In this section, we consider the transmitter optimization for a special class of distributed Gaussian MIMO channels where the unitary left singular vector matrices of all the individual channels are the same. Specifically, applying singular value decomposition to each of the individual channel matrices H k , k = 1, 2, ..., K, we obtain
We are assuming that For this special class of distributed Gaussian MIMO channels, the composite transmit covariance matrix (of size N ×N ) which attains capacity can be determined by a concave vector (of length not greater than N ) maximization problem. This is given by the following theorem: 
where X ij , i, j = 1, 2, ...K, is a diagonal matrix whose diagonal elements are given by X ij (l, l) = e i (l) e j (l), l = 1, 2, ..., r (i, j).
Proof: Applying singular value decomposition to each of the individual channel matrices, we obtain
Next, we note that the matrix to the extreme right of (18) is a unitary matrix and hence, the following matrix:
is a positive semi-definite matrix satisfying the individual power constraint for each base-station. This follows from the fact that Tr V
.., K. Therefore, (6) can be reformulated as follows:
Furthermore, the objective function of (20) can be simplified as follows:
The inequality (a) follows from the Hadamard's determinant theorem which states that the determinant of a positive definite matrix is upper bounded by the product of its diagonal elements. Denoting Λ = [Λ 1 ; Λ 2 ; . . . ; Λ K ], we see that
T is a positive semi-definite matrix and hence, I + i,j Λ i X ij Λ T j is a positive definite matrix. We also note that Λ k are diagonal matrices, i.e., ∀l 1 = l 2 , Λ k (l 1 , l 2 ) = 0, where l 1 = 1, 2, ..., M r and l 2 = 1, 2, ..., M t k . The inequality (b) follows from the property of positive semidefinite matrices that X ij (l 1 , l 2 ) ≤ X ii (l 1 , l 1 ) X jj (l 2 , l 2 ), where l 1 = 1, 2, ...M ti and l 2 = 1, 2, ...M tj .
We have (a) to be an equality if we choose X ij to be a diagonal matrix, i.e., ∀l 1 = l 2 , X ij (l 1 , l 2 ) = 0, where l 1 = 1, 2, ..., M ti and l 2 = 1, 2, ..., M tj . We also have (b) as an equality if we choose X ij (l, l) = X ii (l, l) X jj (l, l), where l = 1, 2, ..., r (i, j). Furthermore, this maintains the positive semi-definite property of the matrix X. We see this from the fact that for l ∈ 1, 2, ..., max
where a k ∈ and w l 's are independent Gaussian random variables.
Finally, we note that the optimization problem in (16) is a concave maximization problem. Let E k (P k ), k = 1, 2, ..., K, denote the space of non-negative vectors of length M t k satisfying the power constraint for base-station k, i.e.,
For any e , e ∈ E (P 1 , P 2 , ..., P K ) and t ∈ [0, 1], we note that e = t e + (1 − t) e ∈ E (P 1 , P 2 , ..., P K ). The concavity of the objective function of (16) follows from the following inequalities:
where (a) follows from the fact that the determinant of a matrix is log-concave over the space of positive definite matrices and (b) follows from the fact that the geometric mean on 2 + is concave.
Remark 5. In general, one can apply Newton's method to solve the concave maximization problem in (16).
In [4, Section V], we propose a low-complexity, iterative numerical algorithm to obtain the global optimum.
V. GREEDY WATER-FILLING ALGORITHM
In Section III and Section IV, we dealt with special cases of the distributed Gaussian MIMO channel. However, one must still resort to interior-point algorithms to solve the general case. This motivates our development of a simple heuristic algorithm, called the greedy water-filling algorithm, for the general case. The greedy water-filling algorithm can be thought of as a greedy approach to the maximization problem (6) by successively applying the single-user waterfilling algorithm.
First, we apply the single-user water-filling algorithm across all the base-stations until one of them satisfies its individual power constraint. Specifically, let H = U ΛV T be the singular value decomposition of H and let us denote V T X 0 V byX 0 . Similar to the case of single-user water-filling, we determine the diagonal matrixX
where n = 1, 2, ..., min (M r , N), h n 's are the singular values of H and w is the water-filling level. We also set
The water-filling level w is chosen such that X 0 = VX 0 V T satisfies at least one of the power constraints with none of the other power constraints violated. The base-station that satisfies its power constraint is then said to be filled. Next, the channel matrix corresponding to the filled basestation(s), say it is the j th station, is taken out of the composite channel matrix H to form a new composite channel matrix H 1 ∈ Mr ×N1 , where N 1 = N −M tj . The objective function in (6) then becomes
We note that S z1 = I + HX 0 H T is positive definite and hence, we may write S z1 = L 
We determine X 1 (of size N 1 × N 1 ) in the same manner as X 0 by applying water-filling across the remaining basestations until at least one of the remaining power constraints is satisfied and none of the other power constraints are violated.
At each stage of the algorithm, at least one base-station is filled and hence, the algorithm ends in no more than K stages. The final computed covariance matrix is a result of summing all the intermediate X k 's according to the appropriate indices.
An outline of the greedy water-filling algorithm is as follows:
be the SVD ofĤ k . Determine the diagonal matrix
such that
for n = 1, 2, ..., min (M r , N k ) and
and whereĥ k,n 's are the singular values ofĤ k and w k is the water-filling level such that
satisfies at least one of the remaining power constraints with none of the other power constraints being violated. 3) If all the base-stations are filled, stop. Otherwise, set k = k + 1. Let H k be the composite channel matrix with columns corresponding to the filled base-stations removed and setĤ
where
Repeat
Step 2).
We can always determine an appropriate water-level at each step of the greedy water-filling algorithm such that at least one of the remaining power constraints is satisfied while the other power constraints are not violated. To see this, we note, from Lemma 1 below, that we can always increase the water-level from 0 in each step of Algorithm 2 until the condition is met. Proof: From (28) and (29), we note that the diagonal components ofX k are continuous, monotonically increasing functions of the water-level w k . Expanding the matrix multiplication for the diagonal of The lemma follows directly from the fact that the addition of continuous, monotonically increasing functions of w k is again a continuous, monotonically increasing function of w k .
An important property of the proposed greedy water-filling algorithm is that the rate is improved at each stage. We state this formally in the following lemma: Lemma 2. In the greedy water-filling algorithm, the objective function log det(I + HXH T )
is increased at each stage as new base-stations are filled.
Proof: This follows directly from the single-user waterfilling algorithm.
A. Numerical Simulations
To compare the performance of the greedy water-filling algorithm with the capacity, numerical simulations were carried out and the results are shown in Figure 1 and 2.
Here, we have 6 base-stations, the number of transmitting antennas for each base-station is 4 and the number of receiving antennas is 12. The channel matrix H is of size 12 × 24 and the individual entries of H are generated i.i.d. from a zeromean Gaussian distribution with unit variance. For fixed power constraint levels, we take the average rates after 30 runs. We also include the sum-rate capacity for the MIMO MAC where there is no cooperation between the base-stations [5] , as well as two upper bounds, one based on duality theory and the other based on combining the individual power constraints into a single trace power constraint [6] .
The power constraint levels in Figure 1 are set to be equal among all the base-stations and are varied from 1 to 30 for From Figure 1 , we see that when the power constraint levels are set to be equal among all the base-stations, the rate achieved by the greedy water-filling algorithm is almost identical with the optimal performance. From Figure 2 , when the power constraint levels vary among the base-stations, we see that there is only a slight gap between the optimal performance and the greedy water-filling algorithm. The results show that the greedy water-filling algorithm achieves rates close to capacity and in both cases, outperforms the sum-rate capacity for the MIMO MAC where there is no cooperation among the base-stations.
