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$1. INTRODUCTION 
LET THE reals be denoted by R. and the integers by Z. Define the n-dimentional torus 
to be the quotient space T” = R”/Z”, and let rr: R” + T” be the canonical projection. 
Consider a map F: R” +R” of the form 
F(x) = Ax + b for all x E R” 
where b E R” and A E M(n, Z) = the set of n x n matrices with integer entries. Then 
F covers a unique map f: T” + T”, 7r 0 F = f 0 r. Shub and Sullivan ask in [S] (at the 
bottom of p. 129) whether f is isotopic to a Morse-Smale diffeomorphism provided 
the eigenvalues of A are all roots of unity. The following theorem gives a positive 
answer to this question. 
THEOREM. If all the eigenvalues of A are of unit modulus, then f is isotopic to a 
Morse-Smale diffeomorphism by a C” isotopy which is C” small. 
I would like to acknowledge many very helpful discussions with Dennis Pixton. 
$2. NOTATION AND PRELIMINARIES 
We will work in the C” category. Assume M is a compact manifold. Diff M 
denotes the group of all diffeomorphisms of M, Given f E Diff M, 0(f) denotes the 
nonwandering set of f. 
If f E Diff M and x E M, then 
and 
W’(x) = {y E M( dcf”(x), f”(y))-+0 as n --j co), 
W”(x) = {y E MI d(f”(x), f”(y))-+0 as n -+ --a}, 
where d is any metric on M compatible with its topology. If x is a hyperbolic periodic 
point of f, the stable manifold theorem[7] implies that then W”(x) and W”(x) are 1-1 
immersed Euclidean spaces. 
An f f Diff M is Morse-Smale iff: 
(1) Q(f) is finite, and hence equal to the set of periodic points. 
(2) The periodic points are hyperbolic. 
(3) (Transversal intersection condition) For each pair of periodic points p, 4, 
W’(p) and W”(q) have transversal intersection. 
We will need the following special case of the fin-stability theorem due to J. 
Palis [8]. 
&Stability Theorem. Suppose f E Diff M and 
(a) n(f) is finite; 
(b) the periodic points are hyperbolic; 
(c) (The no cycle property) if is impossible to find distinct points p,. pz, . . . , 
pk E n(f), k > 1, such that W’(pi) fl W”(pi+l) # 4 for 1 5 i 5 k, where pk+l = p,. 
Then f is R-stable, i.e. there is a neighborhood N off in Diff M such that if g E N, 
then there exists a homomorphism h: fi(f)+fl(g) such that g 0 h = h 0 f. In particular, 
n(g) is finite. 
We will also use the Kupka-Smale theorem[2,6,7]. 
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KUPKA-&ALE THEOREM. The following properties off E Diff M are generic: 
(a) Every periodic point is hyperbolic. 
(b) For each pair of periodic points p. q E M, W’(p) and W”(q) have transversal 
intersection. 
The following result, (Lemma 4 of [ I]), is crucial for an induction proof of Lemma 
3 below. 
ALGEBRAIC LEMMA. If u’, u’, . . . , L” E Z”, n 2 I, then there is a basis w’, 
7 
W” for z” such that w’, w*, . . . , 
bwy’$: . . , dj. 
wk is a basis for the subspace of R” generated 
Definition. An f E Diff T” is in Q,, C Diff T” provided f is covered by a map 
F: R” + R” of the form 
F(x) = Ax + b for all x E R” 
where b E R”, A E M(n, Z), and all the eigenvalues of A have unit modulus. For 
such an f, call A the matrix of f. 
Definition. An f E Diff T” is in C. c Diff T” provided there exists a Morse 
function cp: T” + R satisfying conditions (cy), (p) and (y) below. 
(a) cPof=cP. 
(P) If PI,. . . , p, are the critical points of cp. then there exists disjoint coordinate 
charts (Ni, $i), i = 1,2,. . . , r, such that for each i, 
pi E Ni, $i(pi) = 0, and for x E II/I(Ni) C R”, 
Cp 0 @i-‘(X) = -X~‘- X2* - ’ . ’ - Xk2 + X:+1 $_ ’ ’ . + X,,‘, 
where k = index of pi. 
(y) With pi and (Nip $0 and k as in (/3), if f(pi) = pi, then f(Ni) = Ni and the 
coordinate representation of f on N;, +i 0 f 0 $i’: $i(Ni)+ k(Nj), is the restriction to 
cl/i(Ni) of an orthogonal map whose matrix is of the form 
53. PROOF OF THEOREM 
We break the proof of our theorem into a sequence of four lemmas. Lemma 3 is 
the focal point of the proof. It is proved by induction using Lemmas 1 and 2. Lemma 
4 essentially deduces our theorem from Lemma 3, the &Stability Theorem, and the 
Kupka-Smale Theorem. Our theorem follows immediately from Lemmas 3 and 4. 
LEMMA 1. For each g E Q,, there exists an f E Diff T” such that h = f-’ 0 g 0 f E 
Q,, and the matrix A’ of h is similar to the matrix of f and of the form 
where B is a k x k matrix, k z 1, such that there exists an N 2 1 such that BN = 1, and 
if m # 0 mod N, then 1 is not an eigenvalue of B”. 
Proof. Let g E Q,, be given. Then g: T” --, T” is covered by a map G: R” + R” of 
the form 
G(x)=Ax+b for all x E R”, 
where b E RN, A E M(n, Z), and all the eigenvalues of A have unit modulus. It 
follows that all the eigenvalues of A are roots of unity, ([3] p. 122). Let N be the 
smallest m 2 I such that A” = 1 for some eigenvalue A of A. Then 1 is an eigenvalue 
of AN. Since AN E M(n,Z), we may find a v E Q” (Q = the rational numbers) such 
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that vf 0, and ANu = v. By multiplying v by the product of the denominators of its 
entries we obtain a w E Z” such that w# 0, and ANw = w. Let W = the subspace of 
R” generated by {w, Aw, A’w,. . . , A”-‘w}. Then dim W *l,Au E Wforallu E W, 
and ANu = u for all u E W. 
Let k = dim W. By the Algebraic Lemma we can find a basis w’, w2, . . , w” for Z” 
such that w’, w’, . . . , wk is a basis for W. Let F: R” + R” be the linear transformation 
satisfying F(e’) = wi, where e’, . . . , e” is the standard basis of R”. Then both F and 
F-’ have matrices F and P-’ in M(n, Z), and SO F and F-’ cover maps f: T” + T” and 
f-‘: T” + T”. 
We will now show that the map h = f-’ 0 g 0 f has the desired properties. The map 
h is covered by H = F-’ Q G 0 F and 
H(x) = A’x + b’ for all x E R” 
where A’ = F-‘AE and b’ = F-lb. Hence h E Q,, and A’ is similar to A. Since 
F(Rk x 0) = W and A W = W, A’ must have the form 
where B is a k x k matrix, and k = dim W 2 1. From ANu = u for u E W, we deduce 
that BN = 1. Each eigenvalue of B is an eigenvalue of A’ and hence of A. Because N 
was chosen “smallest”, A” # 1 if A an eigenvalue of B and m + 0 mod N. 
LEMMA?. Given A 
eigenvalue of A” for 
Q.E.D. 
E M (n, Z), b E Q”, and N z 1 such that AN = 1, and I is not an 
1% M < N. Then the map F: R” -+ R” defined by 
F(x) = Ax + b for all x E R” 
covers a map f : T” + T” in C,. 
Proof. First we will show that there exists a K r 1 such that f K = lTa, and 
P = {x E T”I f”(x) = x f or some m, 1 s m < K} is finite. Consider the maps f’” which 
are covered by the maps FiN. Note that FN(x) = x + c, where 
c=A N-‘b + AN-‘b 4. . . + b E Q”. 
Let j be the smallest k L 1 such that kc E Z”, and set K = jN. Then FK(x) = F’“(x) = 
x+ jc, and so fK = 1,. 
To show that P is finite it is sufficient to show that if 15 m < k, then P, = 
{x E T”[f”(x) = x} is finite. 
Case 1. m = kN for some k z 1. Then kc E Z”. Therefore F”(x) = F”(x) = 
x + kc, and hence f”(p) # p for all p f T”. 
Case 2. m = kN + q for some k 2 0 and 15 q < N. Let x be a fixed point of f”. 
Using an appropriate restriction of n: R” + T” for a coordinate system about x, we 
see that Tf” expressed in the& coordinates is A” = Aq. Since det [l - A’] # 0 by our 
hypothesis concerning eigenvalues, we see that x is an isolated fixed point. Hence P, 
is finite because T” is compact. 
Therefore P is finite as we desired to show. 
Our next objective is to construct an equivariant Morse function cp, C,C 0f = Q, 
which has good coordinate charts about the points of P. We construct the coordinate 
charts first. 
If we average the usual inner product (0,O) on R” as follows 
N-l 
(u, v> = mso (Amu, A-J), 
we obtain an inner product (0,O) invariant with respect to A. 
Pick an E > 0 so that (r( V,), (PIUS)-‘) is a coordinate chart, where U, = 
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{y E R”](y, y) < ~3. For each x E P, pick an 2 E r-‘(x). Let Ti: R” 4R” be the 
translation, T?(y) = .f + y. Then (U,, rL,) = ( rr J TF( UC), (T 0 Tfl UC)-’ is a coordinate 
chart with $S(U,) = UC and &/x(x) = 0. Note that f( V,) = Ll+, for x E P. 
Using the following commutative diagram one can easily verify that the coordinate 
representation of f with respect to (U,, I,&;) and ( U,,r,r G,(~,) satisfies 
&(x, of 0 G’(u) = Au for aI1 u E U, (1) 
Ti F 
U,----+ Ti(U,)------+ 
Let p: R+=R be a smooth bump function satisfying 
PC0 = I 1 for t 5 6 0 for t 226 
Define Cp: T”-+R by 
i 
P((IL,(Y), $x(Y))) if y E U, 
cp(Y) = for some x E’P 
0 otherwise. 
If 6 is picked sufficiently small the sets t+bx-‘Uz, will be disjoint 
defined and smooth. It follows from equation (I) that ci; of = (p. 
u E (L,-‘(u,& x E P, 
6 o h(u) = (4 u). 
and (p will be well 
It is clear that for 
(2) 
Note that f”(x) f x for all m, 1 5 m < N and x E T” - P. With this in mind, a 
rather straight forward equivariant version of the argument used in [4], Theorem 2.7, 
to prove the existence of Morse functions, shows that (p can be perturbed to an 
equivariant Morse function rp which agrees with (p on U I/G-’ I!_I,~. See [l], Lemma 7, 
XEP 
for more details of this argument. 
Finally, we must verify conditions (p) and (y) of the definition of C, for f and cp. 
Equations (1) and (2) and the fact that (0,O) is equivariant with respect to A 
insure that the coordinate charts needed to satisfy conditions (p) and (y) can be found 
for x E P. 
Consider now an orbit {x, f(x), . . . ,f”-‘(x)} determined by a critical point x of cp 
not in P, x E P. Let (W,, I+&) be any coordinate chart about x such that G=(x) = 0 and 
for Y E &x(W,) 
‘PO~~-‘(y)=-y,*-...-y~*+y:+,+...fy,* 
where k = the index of x. For each m, 1~ m <N define a coordinate chart 
( W,-C~,. +&J about f”(x) by 
WY,) = f”( WI) 
and 
The coordinate representations of f with respect to these coordinate charts is the 
identity map, and cp 0 $&, = cp 0 f” Q t,bx-’ = cp 0 t,k-‘. Hence conditions (p) and (y) can 
also be met for critical points of rp not in P. 
Q.E.D. 
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LEMMA 3. Each g E Qn is isotopic to an f E C, by an arbitrarily Co small isotopy. 
Proof. We will use induction on n. The case n = 0 is trivial since To is a singleton. 
Assume the lemma for k < n, n 2 1, and let g E Q,, be given. It follows from 
Lemma 1 that we may assume that g is covered by a map G: R” -+ R” such that 
G(x) = Ax + b for all x E R”, 
where b E R”, A E M(n, Z) and A has the form 
where B is a k x k matrix, k 2 1, such that there exists an N 2 1 such that BN = 1, and 
if mf: 0 mod N, then 1 is not an eigenvalue of B”. 
Let U: R”-‘[ + Rnek be given by U(x) = Dx + b2 for all x E R”-‘, where b = 
(b,, b2) E Rk x R”-‘. Let U: Tnwk + Tnek be the map covered by U. Clearly u E Qn+ 
Since k B 1, we may apply our induction hypothesis to u. Hence u is isotopic to a 
u E Cm-k by an arbitrarily small Co isotopy. 
If we write R” = R’ x Rnmk and T” = T’ x TnYk, then G and g have the forms 
and 
G(x, Y) = (Rb, ~1, U(Y)) for (x, Y) E R’ x Rnek 
g(p, 9) = (4~~ qL u(q)) for (P, q) E Tk x Tnek 
where R: Rk x R”-k + Rk is given by 
R(x,y)= Bx+Cy+b, 
and R covers r: Tk x T”-‘+ Tk. The Co small isotopy from u to u gives a Co small 
isotopy from g to h where 
h(p, q) = (4~~ q), v(q)) for (P, q) E R’ x R”-‘. 
An easy induction on (Y shows that 
h”(p, q) = (m(p, 4). v”(q)) for (P, q) E Tk x T”-’ 
where r,: Tk X T”-’ + T’ is covered by R,: Rk x Rnek -+ Rk which has the form 
R,(x, Y) = B”x + e,(y), 
where e,: Rnek +R’ is a smooth function. 
Let cpl: Tack --, R be a Morse function given by the condition v E C,,. Let % c 
T”-k be the set of critical points of qI. Since v(Z) = 92, Ce is partitioned into orbits of 
2). Let 140, v(qo), v’(qo), . . . , vm-’ (qo)} be such an orbit of m distinct points with 
v”(q0) = 40. 
To simplify notation, we will consider the special case where %’ consists of just 
this one orbit {q,,, v(q,), . . . , v”-‘(q,)}. The modifications needed for the general case 
will be obvious. 
Let (Ni, &), i = 0, 1,. . . , m - 1, be coordinate charts about the points u’(q,) 
satisfying conditions (p) and (y) of the definition of C,_k. 
Let 5: R”-‘: -+ Tnmk be the natural projection. Pick y. E ii-‘( We may suppose 
that No has been picked sufficiently small so that if No is the component of ii-’ 
containing yo, then a = iil&: NO 4 No is a diffeomorphism. Pick e. E Q close to e,(yo). 
DefineT:RkxNoxI+RkxNoby 
Ux, q. t) = (B”x + (1 - t)e,(ar-‘(q)) + tea, u”(q)) for (x, q, t) f R’ x No x I. 
For fixed q and t, the map x -+ P(x, q, t) is a map from R’ x q x t + R’ x v”(q) which 
covers a map r(O,q, t): T’xqx t + Tk x q. The resulting map y: T’ x NoX I-+ 
TK x No is smooth. 
Let 0.: R+R be a smooth bump function satisfying &(t) = 1 if t 5 1/3~, &(t) = 0 
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for t GZ (2/3)~, and 0 s&(t) I 1 for all t. Define an isotopy r: (T’ x TneL) x I -+ 
T’ x T”-’ by 
Y(PY 4, t> = 
i 
r(h -m+‘(P7 4)7 V%(llICIm-!(4)(l)) if q E N,_, 
(P, 4) if q E N,_, 
where I/.([ is the Euclidean norm in Rmk. We may pick E sufficiently small so that 7 is 
well defined and smooth. 
Let f(p, q) = y(p, q, 1). Then f is isotopic to h and for E sufficiently small the 
isotopy $ will be arbitrarily Co small. For q close to qo, f(p. q) = (w(p), u”(q)), 
where w: Tk -+ T’ is covered by W: R’ --, R’ given by 
W(x) = B”x + e,. 
Hence Lemma 2 applies to w and we can find a Morse function qt and coordinate 
charts (Ni, Ji) about the critical points pi,. . . , pI of qt satisfying conditions (a), (p) 
and (y) of the definition of Ck. 
Let 0: R+R be a bump function satisfying e(t) = 1 for Jt( 5 (c/9), f?(t) = 0 for 
ItI Z (2/9)~, and 0 5 e(t) 5 1 for all t. For each 6 > 0 define Cps: Tk x No-R by 
@6(Pv 4) = cpdq) + wll~o(s)llh(P) 
for (p, q) E Tk x No. 
Define cps: T’ X Tnmk + R by 
(P&P 4) = 
Cps(f-‘(p, 4)) if 4 E Nj, 0 5 j I m 
rp,(q) otherwise. 
It is not hard to verify that if 6 is picked sufficiently small, then (p, q) a critical 
point of pa implies that q is a critical point of cpI, i.e. q E %‘. We pick 6 so that this 
holds and set cp = cps. Next we observe that if f’(p, qO), 0 5 j < m, is a critical point of 
q. then p is a critical point of cp2. 
We will use (r3,, I&), i = 1,. . . , s, and (Ni, ;Lj), j = 0, 1,. . . , m - 1, to construct 
coordinate charts (Nij, @ii) about the points (pi, v’(qo)) which satisfy conditions (p) and 
(y) of the definition of C,. 
Let & c R”-’ be the open ball of radius e/9 about 0. Let Nh= +o-'(B&, and 
Nio = Ni x Nh. 
Define *io: Nio = Ni X NA+ Rk X R ‘n-k by 
Il’idp, 4) = (d&&i(p), @O(S)> for (~9 4) E Hi X Nh 
For 1 5 i 5 S, and 1 5 j < m, set N;j = f’(N;o), and +ij = 4ioof-‘. It is now a rather 
straight forward matter to verify that conditions (a), (fl) and (y) hold for the +ij’s 
composed with appropriate permutations of the coordinates. It follows from condition 
(p) that cp is a Morse function. 
Q.E.D. 
LEMMA 4. If f E C,, then f is isotopic to a Morse-Smale diffeomorphism by an 
arbitran’ly C” small isotopy. 
Proof. Let cp, {p,, . . . , p,}, and (N;, $i) be as in the definition of C,. Let p be the 
Riemannian metric induced on U Ni by the Gi’s and the standard Riemannian metric 
I 
on R”. It is easy to construct a Riemannian metric p’ on T” which agrees with p on an 
open set U c Y Ni which contains the critical points of rp, (pi, . . . , pr} C u. Since f 
is represented near each pi by orthogonal transformations, we can arrange for U to be 
invariant under f, f(U) = 17. Note that f preserves the Riemannian metric p’ on U. 
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Let v be the gradient of q with respect to p’. Then v induces a flow F,. Note that 
#Ax)) > cp(x) (3) 
if t > 0 and x is not a critical point of q. 
Consider a t > 0. Clearly F, 0 f is isotopic to f and the isotopy (x, T) -+ F,, 0 f(x) is 
C” small for t sufficiently small. We will establish three additional properties of FI of. 
(a) fl(F, 0 f) is finite. 
(b) The periodic points of F, of are hyperbolic. 
(c) F, of has the no cycle property. 
It follows from (3) and cp 0 f = cp that the set of critical points of cp is equal to 
fl(F, of). Hence (a) holds. Property (b) follows from conditions (p) and (y) of the 
definition of C, and the fact that p’ agrees with p near each pi. The no cycle property 
for F, of follows from (3) and the definitions of W’(pi) and W”(pi). 
It is well known that there is a C” -neighborhood V of F, of in Diff T” such that 
each h E V is isotopic to F, 0 f by a Cm- small isotopy. The n-stability theorem 
implies that we may find a neighborhood V’ of F, of, V’ C V, such that if h E V’ 
then fl(h) is finite. Now use the Kupka-Smale theorem to find an h E V’ such that 
each periodic point of h is hyperbolic, and for each pair of periodic points p, 4 E T”, 
W’(p) and W”(q) have transversal intersection. Since 0(h) is finite, h is Morse- 
Smale. 
Q.E.D. 
REFERENCES 
I. B. HALPERN: To appear in Pacific /. M&L 
2. I. KUPKA: Contribution B la theorie des champs gineriques, Contr. Di$ Eqns 2 (1%3), 457-484. 
3. H. E. LEIPZIG: Theorie der Algebraischen Znhlen. Akademishe Verlagsgesellschaft (1923). 
4. .I. MILNOR: Lectures on the h-cobordism theorem. Princeton Math. Notes, Princeton, New Jersey (1%5). 
5. M. SHUB and D. SULLIVAN: Homology theory and dynamical systems, Topology 14 (1975), 109-132. 
6. S. WALE: Stable manifolds for differential equations and diffeomorphisms, Annoli Scu. norm. sup., Pisn 
17 (1%3), 97-116. 
7. S. SMALE: Differentiable dynamical systems, Bull. Am. math. Sot. 73 (1967). 747-817. 
8. S. SMALE: The fIstability theorem, Proc. Symp. Pure Math. Vol. XIV, Global Analysis, 289-297. Am. 
Math. Sot., Providence, Rhode Island (1970). 
Indiana University, Bloomington 
