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Optimal signal reconstruction from a series
of recurring delayed measurements
Gjerrit Meinsma Leonid Mirkin
Abstract—The modern sampled-data approach provides a
general methodology for signal reconstruction. This paper
discusses some implications for optimal signal reconstruction
when a series of recurring measurements, some delayed, are
available for the reconstruction.
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Fig. 1. Signal reconstruction setup
I. INTRODUCTION AND PROBLEM FORMULATION
The block diagram of Fig. 1 depicts a sampled data
approach to signal reconstruction via multiple channels of
samplers and holds,
HS = H1S1 +H2S2 + · · · +HpSp. (1)
Here an analog signal y is given to a p× 1 sampler S (with
sampling period h) which produces some discrete signal
y¯ ∈ Rp and this, in turn, is fed to a 1 × p hold device H
that converts it back to an analog signal u. Ideally u equals y
meaning that we reconstructed y error-free, and we say that
a sampler and hold are optimal, with respect to some given
norm, if they minimize the norm of the mapping (I −HS)G
from w to the reconstruction error e := y − u. Given
G, the design of optimal multi-channel samplers and holds
among all linear h-shift invariant samplers/holds (possibly
noncausal) has been solved in both L2 and L∞-norm [8] (it
can also be derived fairly easily from the earlier paper [10].)
For the problems that we consider in this paper it is
sufficient to formulate the solution only for LTI system G
that are p×ωN-band dominant. These are LTI systems whose
magnitude frequency response |G(iω)| satisfy
|G(iω)| ≥ |G(i(ω + 2kpωN))| ∀ω ∈ [−pωN, pωN], k ∈ Z
where p is the number of sampler-hold channels, h is the
sampling period and
ωN := h
pi
G. Meinsma is with the Dept. of Applied Math., University of Twente,
7500 AE Enschede, The Netherlands. E-mail: g.meinsma@utwente.nl.
L. Mirkin is with the Faculty of Mechanical Eng., Technion—IIT, Haifa
32000, Israel. E-mail: mirkin@technion.ac.il. This research was supported
by THE ISRAEL SCIENCE FOUNDATION (grant No. 1238/08).
is the corresponding Nyquist frequency. In particular any
|G(iω)| that is monotonically decaying over positive fre-
quency is p×ωN-band dominant. For such G the the linear h-
shift invariant samplers and holds Hi ,Si in (1) that minimize
the L2-norm, and L∞-norm, of the error mapping (I−HS)G
are those for which their sum HS is the LTI ideal low-pass
filter with cut-off frequency p×ωN. So, in frequency domain,
(HoptSopt)(iω) =
{
1 ω ∈ [−pωN, pωN]
0 elsewhere.
(2)
That this ideal low-pass filter can indeed be implemented
through p samplers and holds is not too hard to show. In
fact this implementation can be done in many different ways
and depending on the choice of implementation different
reconstruction formulae result. In this paper we explore two
of such implementations and corresponding reconstruction
formulae. The main purpose of this paper is to show that such
formulae follow without much difficulty from the general
sampled-data theory. The final reconstruction formulas that
we derive are not new.
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Fig. 2. An implementation of optimal HS (for p = 2)
More specifically we implement the optimal samplers-
holds (1) as shown in Fig. 2. Here Filp is the ideal low-
pass filter with cut-off frequency p × ωN, the Sidl are ideal
samplers and the freedom is in the choice of LTI systems
Ai and linear h-shift invariant holds Hi . The figure depicts
the case of p = 2 channels but the results readily extend to
more channels. Within this class of implementations there is
yet a wide variety of implementations and as we will see
the choice of the Ai is almost arbitrary in the sense that for
almost all Ai we can find hold operators Hi such that the
overall mapping from y to u is the required optimal ideal
low pass filter.
The two cases to be considered in this paper are:
• optimal signal reconstruction when besides samples
y(kh) also several of its derivatives y(m)(kh) are avail-
able for reconstruction. This follows by choosing the
Ai to be the differentiators, Ai (s) = si−1, i ≥ 1.
• optimal signal reconstruction when a series of recurring
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delayed measurements
y(kh + T1), y(kh + T2), . . . , y(kh + Tp), k ∈ Z
are available for signal reconstruction. This corresponds
to the choices Ai (s) = e−sTi , i ≥ 1.
The latter recovers results of [12] and the first bears close
resemblance with the generalized sampling theorems of [9].
This paper is an exercise in lifting and for that reason
we summarize lifting first, in as far as needed to understand
and prove the results to come. In Section III we summarize
the results of [7] about optimal multichannel signal recon-
struction and in the final two sections we turn to the two
reconstruction problems.
A. Notation
Throughout, h denotes the sampling period and ωN = pi/h
the Nyquist frequency. The sinc with period h is denoted
sinch , so
sinch(t) = sin(ωNt)
ωNt
.
For any normalized frequency θ ∈ [−pi, pi] we use ωk to
denote the discrete sequence of aliased frequencies,
ωk := θ + 2pikh =
θ
h
+ 2ωNk, k ∈ Z. (3)
In particular ω0 = θ/h. The discrete unit pulse (Kronecker
delta) is denoted δ¯k .
II. LIFTING PRELIMINARIES
In this section we review the by now familiar lifting
technique [1], [2] and some of its implications. In particular
we present the very useful key lifting formula [7], [6].
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Fig. 3. Lifting analog signals (with f (t) = sinc0.44h(t))
A. Lifting
In order to deal with the mixture of analog and discrete
signals in a unified way one may represent all the analog
signals as discrete signals while preserving their analog,
intersample, behavior. This process is called lifting. Figure 3
explains the idea on a real-valued signal f . For arbitrary
f : R→ Cn f the lifting f˘ : Z→ {[0, h)→ Cn f } is defined
as
f˘ [k](τ ) = f (kh + τ), k ∈ Z.
Typically we suppress the intersample time τ and simply
write f˘ [k].
Having lifted all signals to discrete signals, all the systems
such samplers and holds, but also the signal generator G can
now be seen as being discrete time systems. In particular
if all systems are linear and time invariant with respect
multiples of the sampling period h, then in the lifted domain,
as discrete systems, they are, once again, LTI. As a result one
expects that Fourier analysis is once again beneficial. It is.
The (lifted) z-transform of a lifted signal, say f˘ , is defined
as
f˘ (z) =
∑
k∈Z
f˘ [k]z−k .
When evaluated on the unit circle, f˘ (eiθ ), we call it the
(lifted) Fourier transform. The lifted z-transform equals the
modified or advanced z-transform [5] and for z = eiθ is also
known as the Zak transform (modulo scaling) [3].
B. Key Lifting Formula
The following very useful result is a version of the Poisson
Summation Formula, but then one that looses no information
about the analog signal. Indeed the point of lifting is to
maintain intersample behavior, also in frequency domain:
Theorem II.1 (Key Lifting Formula [6], [7]). Let f be an
analog signal with f ∈ L2(R). Then there is a bijection from
the lifted Fourier transform f˘ (eiθ ) and the classical Fourier
transform F(iω):
F(iωk) =
∫ h
0
f˘ (eiθ ; τ)e−iωkτdτ, (4a)
f˘ (eiθ ; τ) = 1
h
∑
k∈Z
F(iωk)eiωkτ , (4b)
where ωk are the aliased frequencies (3) of θ . O
C. Samplers and holds in lifted frequency domain
We allow any linear h-shift invariant hold of the form
u = Hu¯ : u(t) =
∑
i∈Z
φ(t − ih)u¯[i], t ∈ R.
It maps discrete signals u¯ to analog signals u. The function
φ is known as the hold function. It defines the hold and it
equals the hold’s response to the discrete unit pulse. After
lifting the analog output and z-transforming all signals, the
hold becomes a product at each z,
u˘(z) = H´(z)u¯(z) : u˘(z; τ) = φ˘(z; τ)u¯(z).
The function φ˘ is the lifted z-transform of the hold function.
Similarly we allow linear h-shift invariant samplers of the
form
y¯ = S y : y¯[k] =
∫ ∞
−∞
ψ(kh − s)y(s)ds, k ∈ Z.
It maps analog signals y to discrete signals y¯. Here ψ is
its sampling function. After lifting the analog output and z-
transforming all signals, the sampler, at each z, is an integral
over intersample time,
y¯(z) = S`(z)y˘(z) : y¯(z) =
∫ h
0
ψ˘(z;−σ)y˘(z; σ)dσ.
Notice that we evaluate its z-transform over negative inter-
sample time.
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The series connection u = HS y of a sampler and a hold
in lifted frequency domain therefore has the form
u˘(z; τ) =
∫ h
0
f˘ (eiθ ; τ, σ )y˘(z; σ) dσ (5)
where
f˘ (eiθ ; τ, σ ) = φ˘(eiθ , τ )ψ˘(eiθ ,−σ).
By linearity then the sum of p sampler-hold channels is also
of the form (5) with now the frequency response kernel a
sum of p functions,
f˘ (eiθ ; τ, σ ) =
p∑
n=1
φ˘n(eiθ , τ )ψ˘n(eiθ ,−σ).
The function f˘ (eiθ ; τ, σ ) we refer to as the frequency
response kernel of the mapping HS.
III. MULTICHANNEL SIGNAL RECONSTRUCTION
In [8] it is shown that the sum HS of p sampler-holds (1)
equals the ideal low-pass filter with cut-off frequency p×ωN
iff its frequency response kernel is
f˘ (eiθ ; τ, σ ) = 1
h
(eiω0(τ−σ) + eiω−1(τ−σ) + eiω+1(τ−σ) + · · ·︸ ︷︷ ︸
p terms
)
for θ ∈ [0, pi]. This optimal kernel naturally splits into
sampler-hold channels by decomposing it as
f˘ (eiθ ; τ, σ ) = 1
h
(
eiω0(τ−σ) + eiω−1(τ−σ) + · · · )
= [eiω0τ eiω−1τ · · ·]

1
h e
−iω0σ
1
h e
−iω−1σ
...

=: [φ˘1(eiθ ; τ) φ˘2(eiθ ; τ) · · ·]
ψ˘1(e
iθ ;−σ)
ψ˘2(eiθ ;−σ)
...

(6)
for θ ∈ [0, pi]. By direct inverse Fourier transformation of
the so defined φ˘n, ψ˘n one obtains a series of modulated sinc
sampling and hold functions
hψ1(t) = φ1(t) = sinc2h(t) cos( 12ωNt) = sinch(t)
hψ2(t) = φ2(t) = sinc2h(t) cos( 32ωNt)
hψ3(t) = φ3(t) = sinc2h(t) cos( 52ωNt)
...
Many other splittings of f˘ (eiθ ) exist. Indeed (6) clearly holds
true for[
φ˘1(eiθ ; τ) φ˘2(eiθ ; τ) · · ·
]
:= [eiω0τ eiω−1τ · · ·] A¯−1(θ)ψ˘1(e
iθ ; σ)
ψ˘2(eiθ ; σ)
...
 := 1
h
A¯(θ)
 e
iω0σ
eiω−1σ
...
 (7)
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Fig. 4. An implementation of optimal HS (for p = 2)
for any p × p “mixing matrix” A¯(θ) that is boundedly
invertible. This way the separate channels HiSi could be
time-varying while we know that their sum HS is LTI.
Now consider the alternative implementation of HS as
shown in Fig. 2, copied in Fig. 4 for ease of reference.
Lemma III.1. If Filp is the ideal low-pass filter with cut-
off frequency p × ωN then the overall mapping from y to u
in Fig. 4 is the ideal low-pass filter with cut-off frequency
p × ωN if we choose the holds H1, . . . ,Hp to have hold
functions, in frequency domain, equal to[
φ1(eiθ ) φ2(eiθ ) · · ·
] = [eiω0τ eiω−1τ · · ·] A¯−1(θ)
for θ ∈ [0, pi], in which A¯(θ) is the p × p matrix
A¯(θ) :=

A1(iω0) A1(iω−1) A1(iω+1) · · ·
A2(iω0) A2(iω−1) A1(iω+1) · · ·
...
...
...
...
Ap(iω0) Ap(iω−1) Ap(iω+1) · · ·
 (8)
for θ ∈ [0, pi]. The hold functions are well defined if A¯(θ)
is boundedly invertible.
Proof. For ease of exposition we prove it for p = 2.
The mapping from y to y¯1 in Fig. 4 is a sampler
SidlA1Filp. The sampling function of this sampler is the
impulse response of A1Filp. Its frequency response ac-
cording to the Key Lifting Formula (4b) is ψ˘1(eiθ ; σ) =
1
h
∑
k∈Z A1(iωk)Filp(iωk)eiωkσ , which for θ ∈ [0, pi] and by
the bandlimitness of the ideal low-pass filter becomes the
finite sum
ψ˘1(eiθ ; σ) = 1h
∑
k∈Z
A1(iωk)Filp(iωk)eiωkσ
= 1
h
[A1(iω0)eiω0σ + A1(iω−1)eiω−1σ ]
= 1
h
[
A1(iω0) A1(iω−1)
] [ eiω0σ
eiω−1σ
]
.
For the second loop, the A1 has to be replaced with A2, et
cetera. This shows that the samplers Si that map y to y¯i in
Fig. 4 have sampling functions that satisfy (7).
IV. SAMPLES AND DERIVATIVES
Assume that p = 2. If A1 is the identity and A2 the
differentiator then the mixing matrix (8) is
A¯(θ) =
[
1 1
iω0 iω−1
]
.
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This matrix has constant nonzero determinant −i2pi/h. The
hold functions now become, in frequency domain,[
φ1(eiθ ) φ2(eiθ )
]
= [eiω0τ eiω−1τ ] A¯−1(θ)
=
[
eiω0τ iω−1 − eiω−1τ iω0
−i2pi/h
−eiω0τ + eiω−1τ
−i2pi/h
]
.
Inverse Fourier transformation subsequently yields the two
hold functions
φ1(t) = sinc2h(t), φ2(t) = t sinc2h(t).
Since HS = I on the space of p × ωN-bandlimited signals,
we get that
f (t) =
∑
k∈Z
φ1(t − kh) f (kh)+ φ2(t − kh) f ′(kh)
for any f (t) that is 2ωN-bandlimited. This is a well known
reconstruction formula [4]. The results bears close resem-
blance with the generalized sampling theorems of [9].
For two channels the mixing matrix A¯(θ) is 2× 2. It is in
theory straightforward to extend the ideas to more than two
channels. For instance when p derivative samples, y(i)(kh)
for i = 0, . . . , p − 1, are available etcetera. The formulae
are unwieldy though.
V. RECURRING NON-UNIFORM SAMPLING
Suppose that at the kth sampling interval we have p
samples of the signal available at times
kh + T1,
kh + T2,
...
kh + Tp.
This is called recurring non-uniform sampling because the
T1, . . . , Tp are arbitrary (non-uniform) but this group of p
repeats every h time units. Clearly this situation may be
modeled as in Fig. 4 with the systems A1, . . . ,Ap equal
to the delay/advance operators,
A1(s) = e−sT1 ,
A2(s) = e−sT2 ,
...
Ap(s) = e−sTp .
Now the mixing matrix (8) is a Vandermonde-like matrix
A¯(θ) =

e−iT1ω0 e−iT1ω−1 e−iT1ω+1 · · ·
e−iT2ω0 e−iT2ω−1 e−iT2ω+1 · · ·
e−iT3ω0 e−iT3ω−1 e−iT3ω+1 · · ·
...
...
... · · ·
 (9)
for θ ∈ [0, pi].
Example V.1 (Recurring non-uniform delayed sampling for
p = 2 [8]). If A1 is the identity and A2 the T -delay operator
A2(iω) = e−iTω then (9) becomes the Vandermonde-like
matrix
A¯(θ) =
[
1 1
e−iTω0 e−iTω−1
]
for θ ∈ [0, pi]. It is invertible iff the delay T is not a multiple
of the sampling period h, in which case
A¯−1(θ) = 1
e−iTω−1 − e−iTω0
[
e−iTω−1 −1
−e−iTω0 1
]
.
Direct inverse Fourier transformation of[
φ1(eiθ ) φ2(eiθ )
] = [eiω0τ eiω−1τ ] A¯−1(θ)
now yields the optimal hold functions
φ1(t) = sinch(t) sin(ωN(t + T ))sin(ωNT ) ,
φ2(t) = φ1(−t − T )
For T = 0.2h the two hold functions are
φ2(t)
h
−T 0
φ1(t)
t →
h
1
O
Notice that in the above example the φ1(kh) at multiples
of the sampling period equals the Kronecker delta δ¯k and
that it is zero at every −T + kh. In fact as shown below this
φ1(t) is the unique 2ωN-bandlimited signal that satisfies these
interpolation conditions. By symmetry φ2(t) = φ1(−t − T )
has comparable interpolation properties.
Lemma V.2 ([12]). If we have p samples every [hk, hk+h)
at
t = hk + T1, t = hk + T2, . . . t = hk + Tp
with no two differences Tn − Ti 6=n a multiple of h. Then the
p optimal hold functions φ1, . . . , φp are
φn(t) = sinch(t + Tn)
∏
i 6=n
sin(ωN(t + Ti ))
sin(ωN(−Tn + Ti )) . (10)
They are the unique functions that are p × ωN-bandlimited
and satisfy the interpolation conditions that φn(−Tn+kh) =
δ¯k and φ(t) = 0 at every other t = −Ti 6=n + kh.
Proof. Since the optimal HS is the ideal low-pass filter
with cut-off frequency p × ωN it reconstructs any p × ωN-
bandlimited signal y error free. Now take y = φn as defined
in (10). Clearly these are p × ωN-bandlimited because they
are p products of ωN-bandlimited signals. By construction
the output y¯i of the i th sampler Si := SidlAi is zero for this
input y = φn if i 6= n. So for this y only the nth channel in
Fig. 4 is active and so we have u = Hn y¯n = Hn δ¯ and this
has to equal y = φn . Thus φn is the hold function of Hn .
The φn are uniquely determined by the two mentioned
conditions, because if two p×ωN-bandlimited signals ζn , ηn
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satisfy the same interpolation conditions then ζn = HSζn =
H(Sζn) = H(Sηn) = HSηn = ηn i.e., then they are the
same.
This recovers Yen’s original work [12] and in contrast
to the previous section the formulae are now manageable
for any p. Figure 5 shows a possible set of optimal hold
functions for p = 3.
φ1(t)
φ2(t)
φ3(t)
h
1
t →
Fig. 5. Three optimal hold functions for p = 3
VI. CONCLUDING REMARKS
Besides [12], [9], [4] the results are also closely related
to [11]. They treat the same problem but then aim at
consistent rather than norm-optimal holds and samplers.
This, however, is closely related to norm-optimality because
consistency is they defined it is an interpolation condition
and as we saw in Lemma V.2 norm-optimality for this case
is equivalent to an interpolation condition.
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